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1 Introduction
THE IMPORTANCE OF THE PROBLEM
For centuries, economists have considered the effects of technolog
ical change on labor composition and wages. Malthus (1978), Marx
(1967), and Ricardo (1995) all expressed concern about the effects of
innovation, especially in the form of new machinery, on the displace
ment of labor. Joseph Schumpeter (1975) hypothesized that technolog
ical change is a force of "creative destruction," which generates new
jobs and industries as it destroys existing ones.
In recent years, concerns about the effects of technology on the
labor force have been heightened by large-scale corporate downsizing
programs and increases in wage inequality. Because these trends have
coincided with a large increase in investment in computers, several
authors have attributed them, at least in part, to skill-biased technologi
cal change; i.e., change that is "biased" by favoring workers with
higher levels of education and skill over those with lower levels. This
bias occurs because the introduction of a new technology will increase
the demand for workers whose skills and knowledge complement that
technology.
Many technical advances are labor-saving innovations, enabling
companies to eliminate low-skilled positions. This should lead to a
shift in labor composition in favor of more highly educated workers.
Furthermore, technology may increase the wage premium associated
with additional investment in education or skill acquisition. Indeed, as
noted by Berman, Bound, and Machin (1998), numerous studies have
attributed both the greater wage premium for skill and recent increases
in unemployment in Organization for Economic Cooperation and
Development (OECD) countries to skill-biased technological change.
Skill-biased technological change has important implications for
workers, employers, and public policy. One important issue is whether
the implementation of a new technology is accompanied by elements
of employee "empowerment" and development strategies. These ele
ments of empowerment could include such factors as additional com-
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pany-sponsored training, changing job responsibilities, the creation of
new jobs and career opportunities, and an increase in employee con
trol, or "voice." It is important to note that advanced manufacturing
technologies (AMTs) all involve some transformation of the work
environment, because they are integrative (across functional areas of
the firm such as manufacturing, marketing, and R&D) and informa
tion-intensive, requiring the use of computers. An examination of
changes in human resource management (HRM) practices could have
important implications for assessing the overall impact of investments
in new technology on economic performance, given that recent studies
(Bartel 1995; Black and Lynch 1997; Helper 1999) have documented a
positive relationship between proxies for worker empowerment (some
times referred to as "employee involvement" or "voice" practices) and
productivity. To the best of my knowledge, however, there is no direct
empirical evidence connecting empowerment strategies with specific
technological innovations.
Most existing studies of skill-biased technological change have
implicitly been based on the concept that technological improvements
are homogeneous. In contrast, I examine the labor market conse
quences associated with different classes of technologies. A disaggre
gated analysis also provides a more realistic and accurate docu
mentation of changes in HRM policies, such as downsizing and
employee empowerment, which emerge after technological change.
Specifically, I analyze whether the signs and magnitudes of the skillbias and employee empowerment effects depend on the type of tech
nology that is implemented. This evidence could be useful to manag
ers, who formulate HRM policies and strategies, and to policymakers,
to help target subsidies for training programs and retraining of dis
placed workers more effectively.
These findings could also have important implications for studies
of returns on investment in human capital. Existing theories of human
capital imply that under conditions of rapid technological change, cre
ating an environment that fosters organizational learning can increase
firm profitability. Such an environment may begin with more adept
employees. To build this environment, it is critical for workers to
upgrade their skills through training and education, in order to increase
proficiency and familiarity with new methods of production. Firms
usually fund training for workers who remain with the company in the
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aftermath of technological changes. Indeed, it appears that this is a
rational strategy, given recent evidence indicating positive returns to
private sector training (Bartel 1994, 1995; Ichniowski, Shaw, and Prennushi 1997).
Some private sector training is subsidized by the federal govern
ment through the Job Training Partnership Act (JTPA). JTPA was
established to replace the Comprehensive Employment Training Act
(CETA), which targeted job-training programs to the public and non
profit sectors. CETA was terminated in 1982, amid charges of corrup
tion, patronage, and a general sense that the positions created through
the program were "make work" jobs. JTPA has a much stronger pri
vate sector orientation. It engages unions and firms as partners in train
ing and job-search programs and allocates its funds through state
governments, which then distribute the money through local programs.
For example, JTPA provided $200 million to the United Automobile
Workers to help employees adjust to new "high-performance work
organizations," which often accompanied implementation of the new
manufacturing technologies (Applebaum and Batt 1994).
Skill-upgrading and employee empowerment are not of much use
to workers who lose their jobs. JTPA funds have also been used to
assist workers who are displaced in the aftermath of technological
change. For instance, in 1993, the Harriman School for Management
and Policy at the State University of New York at Stony Brook received
JTPA funds, through the Suffolk County Department of Labor, to
establish a semester-long "Jobs Project," or Dislocated Worker Train
ing Program, in technology management for 72 older engineers who
had been terminated by firms in the local region (Wolf et al. 1995).
Although some economists are skeptical about JTPA programs, claim
ing that they focus on quick solutions and subsidize the most favorable
candidates for job placement, bipartisan support for JTPA remains
fairly strong. It appears that government funding of formal training
programs, administered through local agencies and implemented in
community colleges and universities, will continue. The empirical evi
dence presented in this monograph should be useful to policymakers
with such an agenda, by helping them target resources invested in these
programs more effectively.
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BENEFITS OF EXAMINING THE LONG ISLAND SURVEY
Numerous empirical studies have been conducted on skill-biased
technological change. Many of these studies suffered from important
limitations. First, most have been based on industry-level data. Firmlevel data may be more appropriate because there could be substantial
heterogeneity in technology usage and compositional effects within
industries. A second limitation is the use of proxies (such as expendi
tures on R&D and computers) for measuring technological change.
One problem with the use of such proxies is that they constitute R&D
inputs, rather than outputs (such as patents or the actual implementa
tion of a new production process). Thus, the use of "indicators" limits
the accuracy of technology measurement and precludes a precise anal
ysis of timing effects. 1 A third problem is a lack of detailed informa
tion on labor force composition. Most datasets identify only two types
of laborers: production and nonproduction workers. 2 The underlying
problem is that firms are reluctant to provide detailed information on
technology usage and workforce characteristics.
The purpose of this monograph is to address the effects of techno
logical change using a new, rich source of firm-level data on technol
ogy usage and labor force composition. The empirical investigation is
based on a comprehensive, firm-level survey of computer-integrated
manufacturing systems (CIMS) usage among Long Island manufactur
ers. The survey was conducted by a group of professors at the State
University of New York at Stony Brook under the direction of Profes
sor Matthew Sobel, with financial support from the New York State
Urban Development Corporation.3
The primary purpose of the survey was to document the extent of
investment in CIMS, which are technologies that use computers to
coordinate workers and machines across functional activities, such as
production scheduling, procurement, product design, marketing, and
distribution, and to identify any obstacles to additional investment. In
this monograph, I call these technologies advanced manufacturing
technologies (AMTs), which is the more commonly used term. This
survey provides an ideal data set for exploring the antecedents and con
sequences of technology adoption, because it contains information on
specific types of technologies, the year of implementation, detailed
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information on labor force composition before and after implementa
tion, and relevant characteristics such as the age of the firm and its
R&D expenditures.
It is important to note that technology is not a vague term in this
study. In contrast to most existing studies of skill-biased technological
change, I directly examine the labor market outcomes associated with
the implementation of new manufacturing technologies. Specifically, I
examine a well-defined set of 12 AMTs that firms have actually imple
mented on the factory floor. The companies reported the year of imple
mentation, so I can construct pre- and post-adoption measures of labor
composition and relative compensation. AMTs include a wide range
of labor saving and quality-enhancing innovations, such as computeraided design/computer-aided manufacturing (CAD/CAM) systems,
computer numerically controlled (CNC) machines, just-in-time (JIT)
inventory systems, flexible manufacturing systems (FMS), and robotics
(ROB), which allow firms to design, produce, and market new products
more effectively and improve manufacturing efficiency. We also have
comprehensive information on human resource management strategies
that accompany AMT adoption. These data constitute a rich source of
information for examining the managerial and policy implications of
skill-biased technological change. Based on the survey data, I con
struct a complete historical profile of each firm's AMT usage and
examine the resulting changes in labor force composition and relative
compensation over a four-year period. These data enable me to include
controls in the econometric model for the endogeneity of technology
adoptions, whereas previous studies have generally assumed that tech
nological change is exogenous. I view the implementation of a new
technology as a two-stage process. In the first stage, the firm makes a
decision to adopt a new advanced manufacturing technology. This
leads to an adjustment of the labor force in the second stage.
I also explore whether changes in human resource management
policies that enhance employee empowerment arise in the aftermath of
technological change. This is crucial because these technologies not
only affect labor composition, but also change the work environment
for employees in all areas of the firm (i.e., manufacturing, engineering,
product development, marketing, R&D, and administrative units). In
part, this is because the technological changes promote integration of
these functional activities.

6 Introduction

Although the survey is quite comprehensive, it cannot completely
capture the organization-wide impact of workplace changes that result
from the implementation of new technologies. Thus, I also present
four case studies of firms that completed the survey, based on 20 plant
visits and interviews with company officials and workers. These firms
reflect a diverse set of industries and varied experiences with AMT
implementation. The case studies highlight some barriers to additional
investment in AMT, which suggest some policy responses that might
enable firms to surmount these barriers.
Finally, I conduct a disaggregated analysis across two broad
classes of AMTs, linked and integrated. This is important because
existing studies of skill-biased technological change do not explicitly
consider the economic implications of heterogeneous technologies. 4
Specifically, I hypothesize that it is important to distinguish between
linked AMTs and integrated AMTs. Linked technologies generally
constitute the first generation (or phase) of AMT. Typically, they
involve the informational linking of the design and manufacturing
functions and establishment of quality and production control prac
tices. Computer-aided design (CAD) is a widely used linked AMT.
CAD eliminates most of the drudgery associated with engineering
design work, enabling engineers to devote more attention to the cre
ative and evaluative aspects of design. CAD is often "linked" with
computer-aided manufacturing (CAM) or with computer-aided engi
neering (CAE).
Integrated technologies can be thought of as the second generation
(or phase) of AMT, involving the integration of other vital components
of the manufacturing enterprise such as the material handling and con
trol system. While most linked AMTs are designed to enhance product
quality and reliability, the chief purpose of integrated AMTs is to
streamline efficiency. Specifically, integrated technologies remove
obstacles between physical and organizational entities, reduce costs,
and improve flexibility and responsiveness to customers and suppliers.
A flexible manufacturing system (FMS) is an example of an integrated
AMT that allows the user to respond rapidly to changes in product
design and production needs, improves the utilization of machinery
and floor space, and reduces work-in-process inventories.
A recent review article (Fine 1993) in the operations management
literature theorizes that shifts in the workforce and relative compensa-
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tion in favor of highly educated workers will be more pronounced for
integrated than for linked AMTs. Also, human resource management
studies suggest that the effects on certain aspects of employee empow
erment will be different for linked and integrated technologies (Appelbaum and Batt 1994; Batt and Appelbaum 1995). To verify these
hypotheses and thus, the importance of this distinction, I separately
examine the employment and empowerment effects of technology
adoption for these two groups of AMTs.

OVERVIEW AND MAJOR CONCLUSIONS

The remainder of this monograph is organized as follows. Chapter
2 presents a comprehensive review of the recent literature on the
employment and wage effects of technological change. Both labor and
productivity economists have addressed this subject using different
methodological approaches and a wide range of datasets.
Chapter 3 contains an extensive description of the database and the
survey methodology. First, the survey design and some relevant
aspects of the business environment on Long Island are discussed. I
present summary statistics for the Long Island sample and a discussion
of the representativeness of the sample. Although the study focuses on
one particular region, the findings have important implications for
national technology policy. The chapter also discusses the two main
hypotheses of the monograph. The first is the "non-neutrality" of tech
nological change with respect to the composition of the labor force,
and the second is the importance of organizational learning in the pro
cess of adopting a new technology. I also discuss some econometric
issues relating to assessing the impact of technological change on labor
composition and show how I address these issues in the empirical esti
mation.
Chapter 4 provides an in-depth explanation of the salient charac
teristics of the advanced manufacturing technologies; examples are
provided for each AMT. I postulate that it is important to distinguish
between linked and integrated AMTs because linked and integrated
AMTs could have differential impacts on labor composition and other
aspects of the work environment. One characteristic of the work envi-
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ronment that could change in the aftermath of technological change is
the level of employee empowerment. In the final section of this chap
ter, I provide an operational definition of empowerment and hypothe
size that AMT investment, especially linked AMTs, will lead to greater
employee empowerment.
Chapter 5 begins with a summary of the set of hypotheses I have
outlined in previous chapters and wish to test empirically. The chapter
continues with the empirical results regarding the determinants and
labor market outcomes of technology adoption, including its impact on
employment, labor composition, and proxies for employee empower
ment, and how these effects differ for linked and integrated AMTs.
In Chapter 6,1 present the case studies of four Long Island manu
facturers and evidence from our visits to 16 additional firms in the sam
ple. This qualitative evidence elaborates on certain points that could
not be addressed in the survey and the subsequent statistical analysis.
Conclusions and policy implications are discussed in Chapter 7.
The following is a summary of the key findings:
1. Technological change is associated with downsizing and a shift
in labor composition in favor of workers with higher levels of
education.
2. The probability of technology adoption is uncorrelated with the
age of the firm but is positively associated with firm size, R&D
intensity, and previous technology adoptions.
3. A factor analysis confirms the validity of the distinction
between linked and integrated AMTs.
4. Recomposition in favor of more highly educated workers
appears to be most strongly associated with integrated AMTs.
It is important to be mindful of these differential impacts when
formulating technology policies.
5. New technologies lead to greater empowerment for workers,
where empowerment is defined as training of existing person
nel, changing job responsibilities, creating new jobs and career
opportunities, and increasing the extent of employee control. I
find that empowerment is more closely associated with linked,
rather than integrated, AMTs.
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6. The field interviews appear to confirm the statistical findings.
In the firms I examined, AMTs (especially, integrated AMTs)
were indeed associated with personnel reductions and skill up
grading.
7. The field interviews also revealed two major obstacles to addi
tional investment in new technology: difficulties in quantifying
the benefits from technological investments and the high cost
of customizing software to fit company needs.

Notes
1.
2.
3.

4.

An exception is a paper by Doms, Dunne, and Troske (1997), which explores tim
ing issues based on confidential, plant-level, U.S. Census data with direct mea
sures of technological change.
A notable exception is Lynch and Osterman (1989), who examined compositional
effects of technological change for 10 occupational classes of workers.
The CIMS project was sponsored by the New York State Urban Development
Corporation under the auspices of the Long Island Office of the New York State
Department of Economic Development. I am deeply indebted to Professors Gerrit Wolf and Manny London, and especially to Professor Matthew Sobel, for pro
viding me with these data.
Contrast this to the literature on the impact of new technology on total factor pro
ductivity, where it is common to conduct such a disaggregated analysis. As dis
cussed in Lichtenberg and Siegel (1991), researchers have reported the "returns"
on various types of R&D investments, such as product vs. process innovation,
basic research vs. applied R&D, or privately funded vs. publicly funded R&D.

2 Previous Studies of Skill-Biased
Technological Change
In recent years, there has been a widening of the wage differential
between low-skilled and high-skilled workers (Murphy and Welch
1992; Bound and Johnson 1992). This has occurred despite a large
increase in the number of high-skilled workers. One explanation for
this increase in the rate of return on investment in education is "skillbiased" technological change. 1 This hypothesis, advanced by Nelson
and Phelps (1966), Griliches (1969, 1970), and Welch (1970), main
tains that the value of education is enhanced by technological change
because greater knowledge or skill enables companies to implement
new technologies more effectively. Bartel and Lichtenberg (1987)
modify this theory by asserting that the comparative advantage of
highly skilled or highly educated workers in implementing new tech
nologies arises from their ability to solve problems and adapt to change
in the work environment. These models predict that technological
change is biased (non-neutral) with respect to labor, having dispropor
tionate effects on different classes of workers.
Determining whether technological change is non-neutral is
important for two reasons. First, conventional measures of productiv
ity growth are estimated under an assumption of neutrality; imposing
non-neutrality when it is unwarranted could lead to biased and impre
cise measures of productivity.2 Griliches (1996) notes that the earliest
studies of the role of education in production were concerned with
accounting for the large productivity "residual," the portion of eco
nomic growth that cannot be explained by measured capital and labor
inputs. The concern is that unmeasured improvements in the quality of
labor could lead to underestimation of real labor input and, thus, overestimation of the true rate of growth in total factor productivity. In this
regard, studies of the sources of economic growth ("growth account
ing" studies) have reported quality-adjusted measures of labor input
based on indexes of workforce educational attainment (see Denison
1962; Jorgenson and Griliches 1967; Jorgenson, Gollop, and Fraumeni
1987; and Dean, Kunze, and Rosenblum 1988).
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Second, assessing the non-neutrality of technological change is
important to our understanding of several important trends in the labor
market. Accordingly, labor economists tend to focus on the wage and
employment implications of skill-biased technical change (e.g., Mincer
1989; Davis and Haltiwanger 1991; Levy and Murnane 1992; Katz and
Murphy 1992; Murphy and Welch 1992; Juhn, Murphy, and Pierce
1993; Goldin and Katz 1996; Autor, Katz, and Krueger 1997; Bartel
and Sicherman 1999; Haskel 1999; Haskel and Heden 1999). Such
studies attempt to determine how much of the rise in wage inequality
and the concomitant increase in the demand for highly skilled and
highly educated workers can be attributed to the use of new technolo
gies. Davis and Haltiwanger (1991) documented a large increase dur
ing the 1980s in the earnings differential between nonproduction and
production worker wages. The authors attributed these changes to nonneutral technological change, which has increased the relative earnings
of highly skilled workers. 3
Consequently, economists in two fields, productivity analysis and
labor, have generated a large body of empirical evidence of the com
plementarity between highly skilled or educated labor and technical
capital (Table 2.1).4 Note that despite the different methodologies and
analysis of data from many countries at different levels of aggregation
(individual, plant, firm, and industry levels), each study provides evi
dence that is consistent with some aspect of the theory of skill-biased
technological change; that is, these researchers generally find that
some proxy for technological change (R&D, computers, adoption of
advanced manufacturing technologies) is positively correlated with
wages and shifts in labor composition in favor of highly skilled or
highly educated workers.
Reflecting the differences in perspectives, basically two types of
studies are represented in Table 2.1. The first type uses a production or
cost function framework, usually based on estimation of a reducedform model. Many of these studies report the results of industry-level
regressions of changes in employment shares or wages on proxies for
technological change, such as R&D investment.
Herman, Bound, and Griliches (1994) found a positive association
between investments in computers and R&D and changes in nonpro
duction workers' share of the industry wage bill in 450 U.S. manufac
turing industries. The latter is interpreted as indicative of "skill
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upgrading." The authors also report that much of this skill-upgrading
occurred within industries, which implies that skill-upgrading is not
the result of shifts in product demand. Using similar methods, Mishel
and Bernstein (1994) included the employment share of scientists and
engineers in the industry as an additional indicator of technological
change. They reported a similar positive correlation between proxies
for technological change and shifts in demand in favor of highly edu
cated workers. However, they did not find that this relationship had
become stronger in the 1980s.
Other industry-level studies are consistent with these results.
Berndt, Morrison, and Rosenblum (1992) reported a positive correla
tion between high-tech office equipment and the demand for white col
lar workers (2-digit SIC level). In a recent study (Siegel 1997) based
on estimation of a latent variables model, I found a positive association
between proxies for labor quality and computer investment for 293
U.S. manufacturing industries (4-digit SIC level). Finally, Bartel and
Lichtenberg (1987, 1990) reported that the demand for highly educated
workers (as proxied by the wage rate) is inversely related to the age of
an industry's technology (approximately 3-digit SIC level). This is
consistent with the authors' theoretical model, which asserts that the
demand for "learning" is highest when a firm implements a new tech
nology. Following the rationale of "efficiency wage" models, they
argued that a higher wage is also needed to elicit higher levels of effort
in the aftermath of technological change.
An analysis of industry-level data from foreign countries yields
similar patterns. Berman, Bound, and Machin (1998) determined that
changes in the employment structure in favor of highly educated work
ers are evident in nine OECD countries. The authors concluded that
these wage and employment shifts can be linked to technological
change. Also, the magnitudes of these linkages are quite similar across
countries. Further international evidence is provided by Park (1996),
who reported a positive correlation between labor productivity growth
and the proportion of multiskilled workers in Korean manufacturing
industries. For two-digit manufacturing industries in Canada, Betts
(1997) estimated a fully specified translog cost function model with
time, a proxy for technical change, as an additional argument. He
found evidence of non-neutral technical change away from blue-collar
labor in 16 out of 18 industries. In the United Kingdom, Haskel

Table 2.1 Twenty-Seven Recent Empirical Studies of Skill-Biased Technological Change
Indicators of
technical change

Worker data
(NLSY)
matched to
industry-level
data

TFP growth, patents, Nonproduction and
scientists &
production workers
engineers,
expenditures on
computers & R&D

3-digit SIC
industry

Dummy variable
Skilled and
denoting whether a unskilled workers
plant introduced new
equipment based on
microchip technology

Methodology

Bartel&
Sicherman
(1999)

Estimation of wage
equations

Haskel (1999)

Regressions of
United
changes in the
Kingdom
relative wages of
skilled and unskilled
workers on computers

Haskel &
Heden (1999)

Regressions of
United
Plant and
changes in wage bill Kingdom industry level
share for four classes
of workers on
computers and R&D

Berman,
Bound, &
Machin
(1998)

Cross-country
correlations of
within-industry
changes in the
proportion of
nonproduction
workers

Country
U.S.A.

9 OECD
countries

Measures of
labor input

Level of
aggregation

Authors

2- and 3-digit
SIC industries

Expenditures on
computers, R&D;
proportion of firms
in sector using
computers in
production process
Expenditures on
computers, R&D

Nonmanual and
manual workers
split into skilled
and unskilled
categories
Employment and
wage shares for
production &
nonproduction
workers

Results
Positive correlation between wages
and proxies for technical change,
which is stronger for nonproduction
workers than for production workers;
the wage premium is attributed to the
greater demand for ability in
industries experiencing technical
change
Positive correlation between relative
wages and computers; wage
premium for skill rose by 13% in the
1980s in the U.K.; computers
account for about half of this
increase
Positive correlation between the
relative wages of skilled nonmanual
workers and computers (also R&D);
computerization reduces the demand
for manual workers (both skilled and
unskilled workers)
Positive correlation across 9 OECD
countries in within-industry changes
in shares of nonproduction workers

Hildreth
(1998)

Estimation of wage
equations

United
Kingdom

Data on workers Dummy variable
and plants that
denoting whether a
employ them
plant invested in a
new product or
process technology

Autor, Katz,
& Krueger
(1997)

Estimation of wage
equations

U.S.A.

Worker data
(CPS)

Dummy variable for Detailed data on
whether worker
workers: age, sex,
uses a computer
race, union status,
region

Belts (1997)

Estimation of translog Canada
cost function

2-digit SIC
industry

Time

Dinardo &
Pischke
(1997)

Estimation of wage
equations

Dummies for
Worker data
qualification and whether worker sits
career survey
down, uses a
telephone, calculator,
pen and pencil
Data on workers Establishment-level
and plants that
data on AMTs
employ them

Doms, Dunne, Estimation of wage
& Troske
equations
(1997)
Dunne,
Haltiwanger,
& Troske
(1996)

Germany

U.S.A.

Regression of
U.S.A.
changes in
nonproduction
workers' share in
employment on R&D
and number of AMTs
adopted

Plant level

No data on labor
composition

Nonproduction and
production workers
Detailed data on
workers: age, sex,
union status

Occupational mix,
education

Firm-level measures Nonproduction and
of R&D; plant-level production workers
measures of AMTs

Workers employed at plants that
invest in new process technologies
earn higher wages; rent-sharing
(between workers and firms) is
strongest in high-tech plants
Workers who use a computer at work
earn a 17-20% wage premium;
computers could account for 3050% of the recent increase in
demand for highly skilled workers
Strong evidence of biased technical
change away from blue-collar
workers
Workers who use a computer earn a
wage premium, but so do those who
sit down while they work or use a
calculator, telephone, or pen and
pencil
Positive correlation between
technology usage and levels of (but
not changes in) wages, skill, and
education
Positive correlation between changes
in nonproduction labor share and
R&D, but not between changes in
nonproduction labor share and AMT
usage

Authors

Methodology

Siegel (1997)

Regressions of an
index of labor quality
on measures of the
rate of investment in
computers
Regression of
changes in skilled
workers' share in
employment on
various proxies for
technological change
Regressions of
proportion of
multiskilled workers
on labor productivity
growth and capitallabor ratio
Estimation of wage
equations with panel
data on innovations
Estimation of wage
equations

Machin
(1996)

Park (1996)

Van Reenen
(1996)
Chennells &
Van Reenen
(1995)

Level of
aggregation

Indicators of
technical change

Measures of
labor input

U.S.A.

4-digit SIC
industry

Expenditures on
computers, R&D

Age, education cells Positive correlation between
for nonproduction
indicators of labor quality and
and production
investment in computers
workers

United
Kingdom

Industry and
plant level

R&D intensity,
innovation counts,
introduction of
microcomputers

South
Korea

2-digit SIC
industry

Growth in labor
productivity

Industry level:
manual and
nonmanual workers;
plant level:
exmployment shares
for 6 skill groups
All workers,
excluding unskilled

Country

United
Firm level
Kingdom
United
Plant level
Kingdom

Number of firm
innovations and
patents granted
Plant-level data on
technology usage

No data on labor
composition

Results

Positive correlation between changes
in nonmanual labor share and R&D
& innovations; skill upgrading
associated with computers only for
workers with highest level of skill
Positive correlation between labor
productivity growth and the
proportion of multiskilled workers in
Korean manufacturing

Innovative firms pay above-average
wages

3 classes of workers: Positive correlation between
skilled, semi-skilled, technology usage and wages
and unskilled

Establishment-level
data on AMTs

Regressions of
change in
nonproduction
workers' share in
employment on
number of AMTs
adopted
Estimation of wage
equations

U.S.A.

Plant level

France

Data on workers Firm-level data on
usage of 3
and firms that
computer-based
employ them
technologies

Regev(1995)

Estimation of
production function

Israel

Firm level

Reilly(1995)

Estimation of wage
equations

Canada

Berman,
Bound, &
Griliches
(1994)

U.S.A.
Regressions of
changes in
nonproduction
workers' share in total
wages on computers
and R&D

Data on workers Dummy variable
denoting whether
and plants that
firm has access to
employ them
computers
Expenditures on
4-digit SIC
computers, R&D
industry

Dunne &
Schmitz
(1995)

Entorf &
Kramarz
(1995)

Technology index
based on quality of
labor and capital and
R&D investment

Nonproduction and
production workers

Plants with a high rate of technology
adoption pay higher wages and
employ a larger percentage of
nonproduction workers

Occupational mix:
unskilled and skilled
blue-collar, clerks,
managers, engineers,
professionals
No decomposition
of labor

Positive correlation between
technology usage and wages; highest
wage premiums earned by those with
the lowest level of skill

Detailed data on
workers: occupation,
industry, age, tenure,
region, experience
Employment and
wage shares for
production and
nonproduction
workers

Technology-intensive firms pay
higher average wages, generated new
jobs during a period of downsizing
Workers that have access to
computers earn a 13% wage
premium
Positive correlation between
computers and R&D and changes in
nonproduction workers' share in
employment and wages

Authors

Methodology

Mishel &
Bernstein
(1994)

Regression of
U.S.A.
changes in
employment shares
for 5 educational
classes of workers on
technology proxies
Estimation of wage
U.S.A.
equations

Krueger
(1993)

Country

Level of
aggregation

Indicators of
technical change

Measures of
labor input

2-digit SIC
industry

Computer and
equipment capital
per worker,
employment share
of scientists and
engineers
Dummy for whether
worker uses
computer

Education, gross
and residual wage
inequality

Positive association between
technology proxies and proportion of
educated labor, but no stronger in the
1980s than in the 1970s

Detailed data on
workers: 8 occu
pations, age, sex,
union status

Workers who use a computer at work
earn a 10-15% wage premium

Worker, CPS

Results

Berndt,
Morrison, &
Rosenblum
(1992)

Regressions of labor U.S.A.
intensity measures on
"high tech office
equipment," capital
intensity

2-digit SIC
industry

"High-tech office
equipment," capital
stock

Age, education for
production and
nonproduction
workers

Positive correlation between share of
"high-tech office equipment" and
employment share of nonproduction
workers

Bartel &
Lichtenberg
(1990)
Lynch &
Osterman
(1989)

Estimation of wage
equation

Workers in
3-digit SIC
industry

Proxies for the age
of the capital stock,
R&D

Age, education, sex

Estimation of labor
U.S.A.
demand curves for 10
occupational classes
of workers

Firm level
(n = 1),
telephone
company

Bartel &
Lichtenberg
(1987)

Estimation of
restricted (variable)
labor cost function

3-digit SIC
industry

Technical change in , 10 occupational
switching equip
classes of workers
ment, production of
operators, capital
expenditures
Proxies for the age
Age, education, sex
of the capital stock

Inverse relationship between the age
of technology and wages of highly
educated workers
Innovation favors professional
employees, also leads to greater
centralization

U.S.A.

U.S.A.

Inverse relationship between
technology and the percentage of
labor cost devoted to highly educated
workers

Osterman
(1986)

Regression of
changes in
employment after the
installation of
computers

U.S.A.

2-digit SIC
industry

Industry measure of Several occupational
classes: clerks, nontotal computer
data-entry clerks,
memory
and managers

Computerization reduces
employment of clerks and managers,
not as much for managers in the long
run
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(1999) and Haskel and Heden (1999) report that computerization
increases the demand for skilled workers in the manufacturing sector.
The second type of study follows the standard approach in labor
economics: the estimation of wage equations. One of the first studies
to link changes in the wage structure at the micro level to technology
use was by Krueger (1993), who used data from the Current Population
Survey (CPS). This survey contained a question on whether an
employee uses a computer at work. Krueger reported that workers who
use a computer on the job earn a wage premium (10-15%) relative to
observationally equivalent workers in the October 1984 and 1989
waves of the CPS. Reilly (1995) found that Canadian workers with
access to computers earned a 13% wage premium during an earlier
period.
In a study titled "Computing Inequality: Have Computers
Changed the Labor Market?", Autor, Katz, and Krueger (1997)
updated Krueger's 1993 study, showing that the wage premium had
increased in the last decade to approximately 17%. 5 More impor
tantly, the authors concluded that investments in computers could
account for as much as 35-50% of the increase in the growth in
demand for highly skilled workers.
Because industry-level studies could be subject to aggregation
biases, it is more desirable to examine the impact of technology on
wages and labor composition at the plant or firm level, because there
could be substantial variation in these effects within industries. There
have also been several firm- and plant-level studies of skill-biased tech
nical change in the U.S.A., France, and the United Kingdom.
The first firm-level study was conducted by Lynch and Osterman
(1989), who estimated labor demand curves for workers employed by a
single firm in the telecommunications industry. The authors reported
that technological innovations stimulated an increase in the demand for
technical and professional workers.
A cross-sectional, plant-level study by Dunne and Schmitz (1995)
was based on the U.S. Survey of Manufacturing Technology (SMT). 6
This file contains detailed information on adoptions of advanced man
ufacturing technologies by thousands of plants in five 2-digit SIC
industries (SICs 34-38), average wages, and limited information on
labor composition (production versus nonproduction workers). The
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authors reported that technology-intensive plants pay higher wages
than less-technology-intensive plants within the same industry.
Evidence from labor markets in the United Kingdom and Israel is
consistent with this finding. Van Reenen (1996) examined panel data
on wages and innovation for a sample of British firms whose shares
were publicly traded for at least five years between 1976 and 1982.
The data on innovations were derived from the Science Policy
Research Unit (SPRU) database, which contains detailed information
on successful commercial innovations in Great Britain between 1945
and 1983. Using both static and dynamic instrumental variables (gen
eralized methods of moments, or GMM) estimation to control for the
endogeneity of innovations, he concluded that innovative firms pay
above-average wages. 7 Regev (1995) estimated a simple production
function model for a panel dataset of 2500 Israeli firms. He con
structed a "technology index" for each firm, consisting of measures of
the quality of labor, capital, and R&D investment. He reported that
technology-intensive firms pay above-average wages and are consis
tently more productive than other firms in the same industry. Regev
also found that these firms demonstrated net job creation during a
period when many companies were downsizing.
One of the most important developments in empirical analysis of
skill-biased technological change has been the creation of databases
that match workers to their place of employment. Traditional studies of
the labor supply behavior of individuals have suffered from limited
information regarding the demand for a worker's labor. To understand
the nature of this demand and to help sort out the determinants of intraand inter-industry wage differentials, it is helpful to simultaneously
explore data on the characteristics of workers and firms. Note that con
ventional datasets used in labor market studies, such as the CPS, the
National Longitudinal Survey (NLS), or the Panel Study of Income
Dynamics (PSID), do not contain detailed information on the employer.
Researchers at the U.S. Census Bureau (see Troske 1994) have
constructed the Worker-Establishment Characteristic Database
(WECD), a file that links detailed demographic data from the 1990
Decennial Census to comprehensive information on plants contained in
the Longitudinal Research Database (LRD). The LRD is a compilation
of data on establishments from the Census of Manufactures and the
Annual Survey of Manufacturers. This file has also been linked to the
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Survey of Manufacturing Technology, which provides detailed infor
mation on advanced manufacturing technology usage. There are now
two cross sections of the SMT, a 1988 and a 1993 version.
The linked version of the WECD and SMT has been analyzed by
Dunne, Haltiwanger, and Troske (1996) and Doms, Dunne, and Troske
(1997). Both studies reported a positive correlation between technol
ogy usage and levels of (but not changes in) wages and education. The
authors also concluded that high-wage, high-skill plants are more
likely to adopt new technologies. They found no evidence of work
force adjustment or "skill-upgrading" in the aftermath of technology
adoption. While the cross-sectional analysis of wage and composi
tional effects is much richer than the previous census study (Dunne and
Schmitz 1995), the longitudinal analysis suffers from two important
limitations. First, they can only measure changes in employment and
wages for two types of employees: production and nonproduction
workers. Second, they cannot identify the exact year of technology
adoption, which precludes a precise analysis of timing effects.
Matched employee-employer datasets have also been constructed
in England and France. Chennells and Van Reenen (1995) examined
the 1984 Workplace Industrial Relations Survey (WIRS), a plant-level
survey conducted in the United Kingdom. The WIRS survey contained
a question that asked managers whether the plant has implemented a
new computer technology. The authors reported that, for workers in all
four skill categories (skilled, semi-skilled, unskilled, clerical), there
was a positive association between wages and technology usage. They
found technological wage premiums of about 5% for skilled workers
and about 10% for semi-skilled and unskilled workers, with a premium
of 7% overall.
Machin (1996) linked the WIRS survey to the SPRU innovation
database. This enabled him to construct two additional proxies for
technological change: R&D intensity and innovation counts. He then
regressed changes in employment shares for six classes of workers on
these proxies. R&D and innovations were positively associated with
shifts in labor composition in favor of highly educated workers. How
ever, computers were associated with skill upgrading only for workers
with the highest level of education or skill.
Entorf and Kramarz (1995) examined a French matched employeeemployer panel dataset with detailed measures of labor composition
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and technology usage. The authors also found a positive correlation
between technology usage and wages. Interestingly, they found the
highest wage premiums accrued to workers with the lowest level of
skill. Their conclusion was that for many highly educated and skilled
workers, proficiency with a new technology is expected, and thus is
already factored into the current wage.
It is interesting that both Chennells and Van Reenen (1995) and
Entorf and Kramarz (1995) concluded that it is unlikely that new tech
nologies "cause" higher wages, casting doubt on the conventional
interpretation of the wage premium on computers or new technology as
reflecting true "returns" (see DiNardo and Pischke 1997). Of course, it
is difficult to sort out these issues without more precise information on
the timing of innovations.
A review of the literature provides strong empirical support for the
theory of skill-biased technological change. That is, with virtual una
nimity, authors found a positive association between some proxy for
technological change and changes in labor force composition and rela
tive compensation in favor of highly educated workers. This finding is
consistent across different countries, time periods, methodologies, and
levels of aggregation.
One important question that has not been addressed in existing
studies is whether there is heterogeneity in the employment and wage
effects across different classes of technologies. Thus, to the best of my
knowledge, I will be the first to examine whether the nature of the skillbias differs for two types of technologies, linked versus integrated.

Notes
1. Trade is also alleged to have increased the earnings gap. According to this view,
cheap imports produced by unskilled workers have reduced the wages of lowskilled U.S. workers. Most of the empirical evidence (see Lawrence and Slaugh
ter 1993) is not consistent with this hypothesis.
2. The usual assumption is that technological change is "disembodied"; i.e., that it
affects each factor of production in the same manner.
3. Groshen (1990) finds similar trends in more detailed occupations. She concludes
that these changes reflect higher returns to vocational-specific training.
4. These studies have used numerous measures of technological change, such as
spending on computers, spending on R&D, and the adoption of advanced manu
facturing technologies.
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5. A recent paper by DiNardo and Pischke (1997), based on the German equivalent
of the CPS and the same research design as the Krueger study, questions this
interpretation. Although, like Krueger, these authors also found that workers who
use a computer earn higher wages, they also reported wage premiums associated
with the use of a calculator, a telephone, and a pen and pencil, as well as with
whether a worker is seated while on the job.
6. We will discuss this national survey in greater detail in Chapter 3.
7. Van Reenen (1997) used the SPRU dataset to examine the relationship between
employment growth and technological innovation. Contrary to most studies, he
found that technological change is associated with higher levels of employment.
He did not examine compositional effects.

3 The Survey and the
Econometric Model
THE SURVEY METHODOLOGY
For this survey, a potential subject pool was identified by targeting
all manufacturing companies on Long Island with at least 100 employ
ees, as well as 49 smaller manufacturers. These firms were identified
from the 1988 Long Island Business Directory and with databases pro
vided by the Long Island Regional Office of the New York State
Department of Economic Development. These sources provided a
total of 403 firms. However, some of these companies had to be elimi
nated because they either
• moved their manufacturing operations off Long Island,
• no longer engaged in manufacturing, or
• went out of business.
This reduced the sample to 369 firms.
The full survey consisted of over six pages of detailed questions on
the determinants and outcomes of investment in advanced manufactur
ing technologies. Firms were asked to report comprehensive informa
tion on labor composition, the methods and cost of AMT imple
mentation, and R&D expenditures by type, character of use, and source
of funds. Additional descriptive questions were on the expected and
actual benefits of investment in new technologies and on changes in the
organizational environment that resulted from implementation, includ
ing changes in job responsibilities and differences in reporting relation
ships. We also asked several questions about customers and suppliers
and about a wide range of firm characteristics.
For this study, the key data items are
• the extent of AMT implementation;
• the year of AMT implementation;
• the methods of AMT implementation (which include our prox
ies for employee empowerment);
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• levels of employment for the years 1987-1990 for six types of
workers: managerial and supervisory, technical and profes
sional, scientists and engineers (R&D staff), clerical and admin
istrative, direct (production) labor and supporting personnel,
and other production employees (generally, service workers);
• the ratio of R&D expenditures to sales by type, character of use,
and source of funds;
• age of the firm; and
• primary industry (3-digit SIC).
Given the complex nature of the survey, it was important to iden
tify the proper company official to complete it. A cover letter request
ing cooperation was first sent to the firms' vice presidents of
engineering and manufacturing, after which each firm was contacted
by phone to determine whether the potential respondent could accu
rately complete the survey. These phone conversations revealed that
for many smaller firms, the CEO or company president was the appro
priate respondent.
With this additional information, the survey was mailed to the 369
firms during the fall of 1990. Seventy-nine firms chose to participate
with one individual per firm filling out the survey. 1 In several
instances, respondents submitted partially completed surveys, and in
these cases, a team of five graduate students telephoned the company
executives and helped them complete the questionnaire.
The overall response rate was approximately 21%, which is quite
high for a complex survey of this nature. This compares favorably
with an 18.0% response for a recent firm-level survey of AMT usage
by Dean and Snell (1996). It is also significantly higher than the 6.5%
response rate reported by Delaney, Ichniowski, and Lewin (1989) in
their business-level survey of HRM practices.2
One limitation of our survey, relative to several proprietary estab
lishment-level datasets housed at statistical agencies in the U.S.A. and
France (Doms, Dunne, and Troske 1997 and Entorf and Kramarz 1995)
is that we do not have information on worker characteristics. It would
certainly be useful to have information on the educational level, experi
ence, and other relevant human capital characteristics of individual
workers. It is important to note that many theoretical models in labor
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economics highlight the importance of employee and employer charac
teristics in labor market outcomes, such as job "matching," turnover,
and investment in human capital. Unfortunately, most empirical tests
of these models have been based on establishment-level datasets with
no employee information or on worker surveys that contain little infor
mation on the characteristics of the worker's employer. This could
result in biased and imprecise estimates of these models.
As discussed in Chapter 2, Doms, Dunne, and Troske (1997)
examined an employee-employer matched dataset (a linked version of
the Worker-Establishment Characteristic Database [WECD] and the
National Survey of Manufacturing Technology) and found that firms
with more skilled workforces are more likely to adopt new advanced
manufacturing technologies. Clearly it would be useful to have this
information in the first stage of my econometric analysis, which exam
ines the probability of adoption. However, firms do report the rate of
R&D investment, which has been demonstrated in several studies (Berman, Bound, and Griliches 1994; Bartel and Lichtenberg 1990; Siegel
1997) to be strongly correlated with worker skill and other human cap
ital characteristics. Finally, I believe that the absence of data on indi
vidual workers is not a significant drawback for this study, given my
primary focus on the effects of technology adoption on labor composi
tion. Information on individual workers would clearly be useful if the
main goal of this study were to explain changes in individual worker
wages, but that is not its purpose.

SUMMARY STATISTICS FOR
THE LONG ISLAND SAMPLE

Our 79 respondents constituted over 85% of manufacturing
employment on Long Island. Table 3.1 presents an industry distribu
tion for the respondents, showing that approximately one-third of the
firms are in the electronics industry (SIC 36). This is not surprising,
given that the region accounts for approximately 35% of defense
employment in New York State. Furthermore, response rates in the
industries of Table 3.1 appear to be rather high. Table 3.2 shows the
coverage for industries (at the three-digit SIC level) that the Depart-

Table 3.1 Industry Distribution for the 79 Surveyed Companies
Number
of firms
Industry
SIC
1
Furniture
25
1
Paper and allied products
26
8
Chemicals
28
3
Rubber and miscellaneous products
30
3
Stone, clay, and glass products
32
1
Primary metal industries
33
8
Fabricated metal products
34
9
Machinery, except electrical
35
25
Electric and electronic equipment
36
5
Transportation equipment
37
8
Instruments
38
7
Miscellaneous manufacturing
39

Percentage
1.3
1.3
10.1
3.8
3.8
1.3
10.1
11.4
31.6
6.3
10.1
8.9

Cumulative
number
1
2
10
13
16
17
25
34
59
64
72
79

Cumulative
percentage
1.3
2.6
12.7
16.5
20.3
21.6
31.7
43.1
74.7
81.0
91.1
100.0

Table 3.2 Coverage of 11 Defense-Related Industries in the Long Island Survey (1990)
SIC

Industry

Sample
employment

Total Long Island
employment

Percentage

650

802

81.0

Metalworking machinery

1,509

1,703

88.6

356

General industry machinery

2,101

2,669

78.7

361

875

1,002

87.3

362

Electric distribution equipment
Electrical industrial apparatus

3,895

4,011

97.1

366

Communications equipment

5,978

6,306

94.8

367

9,987

10,231

97.6

372

Electronic components
Aircraft and parts

28,694

29,604

96.9

373

Ship and boat building and repair

291

305

95.4

381

Search and navigation equipment
Measuring and controlling devices

12,212

15,296

79.8

11,105

13,012

85.3

77,297

84,941

91.0

346

Metal forgings and stampings

354

382
Total
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ment of Defense has identified as primarily defense-related; in 5 out of
11 of these industries, the survey's coverage (in terms of employment)
is over 90%.
Table 3.3 contains descriptive statistics on the age, size, and R&D
intensity (R&D/sales ratio) of the 79 firms. The median age and size of
the firm are 30 years and 150 employees ($12 million in sales), respec
tively. The sample appears to be representative along these two dimen
sions; according to Dunne, Roberts, and Samuelson (1989), the median
age and employment of the representative manufacturing firm are 26.8
years and 128 employees, respectively. 3 That the sample is weighted
towards high-tech, defense-related firms is reflected in the mean R&D
intensity of 5.7%, which exceeds the corresponding figure for repre
sentative manufacturing firms of 3.6% (National Science Foundation
1989).
Table 3.4 provides additional evidence on our first concern, the
representativeness of the Long Island response group. In this table, the
rate of technology adoption in our survey sample is cross-classified
with the industry and the size and age of the firm, and is compared with
statistics from a recent national survey of advanced manufacturing
technology (U.S. Bureau of the Census 1989). 4 The national survey
was conducted only in SICs 34-38. Comparing firms in the same
industry and of similar age and size, I find that the rate of technology
adoption in the Long Island survey sample is roughly comparable to
U.S. averages.
To summarize, the sample appears to be representative along the
dimensions of age and size, but weighted towards high-tech, defenserelated firms. This highlights the importance of including industry con
trols, because the defense industry experienced substantial downsizing
in the late 1980s. These controls are crucial to my objective of isolating
and measuring the employment effects of technological change.
A second concern is whether we observe a sufficient number of
technology adoption events during the survey "window." As noted
earlier, I observed the complete historical profile of the firm's invest
ment in AMTs; however, I only observed the composition and levels of
employment over a four-year period, 1987-1990. Consequently, my
ability to examine the employment effects of technological change is
limited to these four years. Thus, it is critical to identify how many
firms adopted new technologies during the mid to late 1980s.

Table 3.3 Characteristics of 79 Long Island Manufacturers in 1990
Mean

Median

Qi

Q3

Minimum

Maximum

Age of firm (years)
Sales ($ millions)

32.3

30.0

17.0

40.0

4.0

140.0

6.1

12.0

5.0

23.0

0.12

2,500.0

Employment

522

150

81

300

5

17,000

R&D/sales (%)

5.7

4.5

2.0

6.0

0.0

71.0

Characteristic
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Table 3.4 Long Island Survey Firms vs. U.S. Rates of Technology
Adoption by Industry, Size, and Age of Firm (% of firms)
AMTs used
Group
By industry
SIC 34
L.I.
U.S.
SIC 35
L.I.
U.S.
SIC 36
L.I.
U.S.
SIC 37
L.I.
U.S.
SIC 38
L.I.
U.S.
By firm size (number of employees)
<99
L.I.
U.S.
100^99
L.I.
U.S.
>500
L.I.
U.S.
By firm age
<15 years
L.I.
U.S.

0

>1

25.0
32.6

75.0
67.4

22.0
18.1

78.0
81.9

12.5
17.1

87.5
73.4

20.0
28.2

80.0
71.8

12.5
21.3

87.5
78.7

28.6
32.6

71.4
67.4

11.9
18.1

88.1
71.9

12.5
17.1

87.1
73.4

29.1
32.6

70.9
67.4
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AMTs used
Group
0
>1
16-30 years
L.I.
21.4
78.6
U.S.
18.1
71.9
>30 years
L.I.
13.3
86.7
U.S.
17.1
73.4
SOURCE: Long Island sample, CIMS survey conducted by SUNY-Stony Brook;
National Sample, U.S. Bureau of the Census (1989) (national survey conducted only
in SICs 34-38).

In Tables 3.5 and 3.6, I present distributions for the number of
technology adoptions and the year of implementation. Table 3.5 indi
cates that a large proportion of companies (approximately 58%) have
adopted at least two technologies. Having multiple adopters in the sur
vey is desirable because it allows us to examine the relationship
between the number of adoptions and employment and wage effects. It
does, unfortunately, make it difficult to separate out the employment
and wage effects of implementing a specific technology.
The overwhelming majority of adoptions (82.3%) occurred during
the years 1984-1990. Of course, the degrees of freedom are limited by
the fact that I don't observe four years of post-event data for each tech
nology adoption; that is, the final sample will not consist of a balanced
panel. Still, there appears to be a sufficient number of events for effi
cient econometric estimation.
It is also important to avoid confusion about when the event actu
ally begins. For this reason, we asked firms to report both the year they
decided to adopt the technology and its first year of use. The survey
responses underscore the importance of this distinction, because the
planning period before implementation can sometimes exceed a year.
When a firm decides to adopt a new technology, managers must decide
which computer systems and software to purchase, how to customize
software, how to retrain workers, and whether consulting services will
be needed. This process of gearing up for the new technology can
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Table 3.5 Distributions of Number of AMTs Adopted
by the 79 Survey Firms
Cumulative
percent

Number of
technologies

Number of
firms

Percent

Cumulative
number

0

13

16.5

13

16.5

1

20

25.3

33

41.8

2

12

15.2

45

57.0

3

12

15.2

57

72.2

4

6

7.6

63

79.8

5

4

5.1

67

84.9

6

9

11.5

76

96.4

7

1

1.2

77

97.6

8

1
1

1.2

78

98.8

1.2

79

100.0

9

sometimes be time-consuming. Before implementation, companies are
concerned about integrating the new technology into the organization
as quickly and smoothly as possible. Any delays could be extremely
costly.
For the 20 firms in our survey that I interviewed, final integration
of the new technology occurred, on average, about four to six months
after the initial stages of implementation. 5 Similarly, Dean (1987) and
Foston, Smith, and Au (1991) reported that, for most companies, an
AMT is completely integrated into the firm's daily operations about
five to six months after the initial implementation. I am reasonably
confident that for an overwhelming majority of technology adoptions
in our sample, full integration occurs by the end of the first year of use.

ECONOMETRIC ISSUES
Another unresolved issue in this literature relates to timing and
causality. In this section, I outline a methodology that helps us exam
ine issues of timing and endogeneity bias in greater detail. I also dis-
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Table 3.6 Distributions of Year of Adoption of AMTs
by the 79 Survey Firms
Year of
adoption

Number of
technologies

Percent

Cumulative
number

Cumulative
percent

1970

2

0.9

2

0.9

1972

1

0.4

1.3

1973

1

0.4

3
4

1974

1

0.4

5

2.1

1975
1977

4
1

1.7
0.4

9
10

3.8
4.2

1979

3

1.3

13

5.5

1980
1981

8
5

3.5
2.2

21
26

9.0
11.2

1982

3

1.3

29

12.5

1983
1984

11
22

4.8

40

17.3

9.6

62

26.9

1985

27

1986
1987

21
24

11.8
9.2
10.5

89
110

38.7
47.9

134

58.4

1988

45

19.8

179

78.2

1989

24

10.5

203

88.7

1990

25

10.9

228

99.6

1991

1

0.4

229

100.0

1.7

cuss some econometric issues that naturally arise in estimating models
of skill-biased technological change.
A standard model that is used to test for skill-biased technological
change is based on the estimation of a reduced-form version of a cost
function in which some proxy for technology is included as an argu
ment. This enables the researcher to test for the non-neutrality of tech
nical change by examining the sign (and significance) of the coefficient
on the technology variable. For example, Berman, Bound, and Grili-
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ches (1994) tested for capital-skill complementarity based on the esti
mation of a restricted labor cost function:
Eq.l

LC = f(wi,K,Q,t©)

where
LC= labor cost
wt = wage of the /th type of worker
K = the stock of capital
<2 = output
t = time
and f is assumed to have a translog form. Invoking cost minimization
of the variable inputs, Shephard's lemma (which is s-I = dLC/dW.),
I
constant returns to scale, and homogeneity of degree 1 in prices, and
then taking first differences yields
Eq. 2 dst = Po + P,dln(W;/W,) + p2 dln(£/0 + u,
where
$i
= the share of labor type i in total employment or labor cost
K/Q = the capital intensity
u
= a classical disturbance term6
If P2 > 0, we have "capital-skill" complementarity, a term coined by
Griliches (1969) in his seminal article.
To examine the relationship between labor composition and techni
cal capital, Berman, Bound, and Griliches (1994) included indicators of
the intensity of technological investment in Eq. 2, such as the ratio of
research capital to output (R/Q). They estimate the following equation: 7
Eq. 3

fai = Po + Pidln(W;/W,) + P2 dln(#/0 + u.

We wish to examine whether shifts in labor composition are
related to two additional proxies for technological change in the equa
tion
Eq. 4 dsf = Po + P1 dln(W/ /W/) + p2 dln(/?/0 + p3 AGETECH
+ p4 NUMTECHS + u
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where AGETECH is a measure of the average age (years since being
implemented) of a firm's stock of advanced manufacturing technolo
gies and NUMTECHS is the number of technologies a firm imple
ments.
There are several econometric concerns that arise in estimating
Eq. 4. One is whether relative wages are exogenous, even at the firm
level.8 Another concern is simultaneity, because the age of technol
ogy could also be determined by changes in relative wages and the
rate of investment in technology. There may also be substantial multicollinearity among the technology indicators, since they are basi
cally measuring the same phenomenon. Finally, there is also concern
regarding measurement error in the reporting, because firms were
asked to report the wage data over a four-year period and may have
provided us with rather crude estimates for previous years. 9
In sum, although this may be the appropriate version to estimate
theoretically, there is a strong likelihood that several of the basic
assumptions of the linear regression model are violated. Thus, I
decline to estimate Eq. 4 in favor of a simpler econometric model,
which is described in the next section.

PROPOSED ECONOMETRIC SPECIFICATION
A less stylized examination of wage and compositional effects can
be based on estimating regressions of the form
Eq. 5
where
s

In sijk>t+n = fr AMT, + (32 In sijk>t. { + yk + uij>t+n

= the employment and labor cost shares for the /th class of
worker
ijk,t+n = worker class / in firm j in industry k in year t + n
(n = 1, 2, 3)
AMTt = 1 if the firm adopted an advanced manufacturing technol
ogy between t - 1 and t, and otherwise equals zero
= a "fixed effect"
%
= a classical disturbance term
u
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Six classes of workers are observed: managerial and supervisory (MS),
technical and professional (TP); clerical and administrative (CL);
direct (production) labor and supporting personnel (DPL); other pro
duction labor (OTH), mainly service workers; and R&D scientists and
engineers (RD). Note that simply comparing the growth rates of
employment for adopters versus non-adopters is equivalent to setting
|32 = 1 and Y£ = y, Vy. This specification allows us to test the following
hypothesis, which is perhaps the central theme of the monograph.
Hypothesis 1: AMT adoption is associated with corporate
downsizing and a shift in labor composition in favor of highly
educated workers.
In this version of the model, the variable AMT has the possibility
of taking on several values depending on how we decide to disaggre
gate technologies (an additional subscript can be added). Recall that
our data are unique in the level of detail available on AMT and on the
labor categories. We have direct, explicit information on 12 types of
AMTs. In Chapter 4,1 will argue that 10 of these 12 AMTs can be
grouped into two distinct classes of technologies, linked and inte
grated, and we will examine employment, compositional, and empow
erment effects separately for each class of technology. Also, while
most studies have focused on two measures of labor inputs, production
and non-production workers, we can examine the labor force implica
tions of technological change for the six classes of workers outlined
above.
Note also that in Eq. 5, including the initial values on the righthand side is equivalent to relaxing the restriction that (32 = 1 • Control
ling for initial size, average wage, or composition could be important if
these variables are jointly determined or correlated with adoption or
success after implementation. 10 For instance, firms that tend to have a
large share of technical and professional workers may be more adept at
identifying new technologies. Similarly, high relative wages for cer
tain groups of workers may induce firms to adopt labor-saving innova
tions.
Industry controls are also important, because some of the variation
in s could be due to industry factors. For example, during the sample
period, many manufacturing firms were downsizing, due (in part) to a
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decline in demand and greater foreign competition. Furthermore, the
end of the Cold War resulted in a dramatic downturn in the demand for
weapons systems and other equipment to counteract the Soviet threat.
When lucrative defense contracts expired without renewal, defense
personnel, including engineers, were fired. This, in turn, stimulated a
downturn in demand for subcontractors of defense firms.
In the specification of Eq. 5, Pi is interpreted as the percentage dif
ference in the mean value of the growth rate of the share of employ
ment (for each type of worker) between firms that adopted an AMT
between year t - I and t and those that did not. This proposed specifi
cation also enables us to examine the timing of labor force adjust
ments.
I will estimate the factor share models in two ways. The first treats
the adoption of a new technology as an exogenous event and simply
examines the changes in employment shares (and wages) that result,
based on a simple regression model. A second method, based on a
two-stage estimation procedure, controls for the endogeneity of these
events. In the first stage, I model the firm's decision to adopt the tech
nology, where the probability of adoption is assumed to be a function
of a set of industry and firm characteristics, including the firm's experi
ence with related technologies. Having controlled, to some extent, for
the endogeneity of technological events, I reinvestigate the employ
ment effects in the second stage. I hypothesize that it is important to
include these controls because decisions to adopt technologies and
change the composition of the workforce may not be truly indepen
dent. In other words, a firm may decide to innovate precisely because
the new technology allows them to lower their labor costs and/or adjust
the composition of their workforce.
The salient point is that the use of the variable AMT in Eq. 5 raises
concerns about endogeneity. There are several econometric techniques
that can be used to adjust for this problem. As a first attempt, we pro
pose two-stage probit estimation, as outlined in Lee, Maddala, and
Trost (1979) and Maddala (1983). In the probit equations, AMT, is
regressed on a vector of firm and industry characteristics (Zt-), where
AMT; = 1 if the firm adopts technology /, and is zero otherwise.
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Following Maddala (1983), the model has the following form:
Prob(AMT; = 1) = Prob(M/ > - y'Z;) = 1 - F(-Y'Zf)
and
Prob(AMT; = 0) = Prob(M/ < - y'Zt-) = FC-y'Z,-),
where the error term of the regression equation, ub is assumed to have
zero mean and constant variance, a2; F is the cumulative density func
tion of the standard normal distribution; and y' is a parameter vector.
We propose to estimate probit equations for groups of related and indi
vidual advanced manufacturing technologies.
Next, we consider the appropriate set of firm characteristics, Z. In
recent empirical studies of technology adoption (Hannan and McDowell 1984; Dunne 1994; Levin, Levin, and Meisel 1987), Z includes the
age, size, and R&D intensity of the firm, as well as an industry dummy.
Age is designed to capture possible "vintage" effects, i.e., the possibil
ity that firms having a more recent capital stock would be more likely
to adopt new technologies because of "innovational complementari
ties" (a term coined by Bresnahan and Trajtenberg [1995]) or because
of lower adjustment costs. 11 Size is included because large firms may
have better access to capital or because projected returns exceed
threshold levels for adoption only in the case of large-scale projects. 12
This is consistent with one aspect of the so-called Schumpeterian
hypothesis, which postulates that large firms conduct more R&D than
small firms. Theoretical models of technology adoption and diffusion
(Cohen and Levinthal 1989, Jensen 1988) emphasize the role of R&D
investment in helping companies overcome informational and techni
cal uncertainties regarding new technologies. R&D-intensive firms
may also have lower costs for training and spend less time and effort
on integration activities and other aspects of adjustment to new tech
nologies.
I use an additional covariate, NUMTECHS, that serves as a proxy
a
for company's experience with related technologies, which I view as
an indicator of organizational learning. When a firm implements a
new technology, a period of learning and adjustment to the new pro
duction process follows. I hypothesize that perfecting one technology
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reduces the uncertainty and adjustment costs associated with subse
quent technological investments. This view predicts higher expected
returns, on average, for subsequent adoptions. It also predicts that the
probability of adoption is a function of previous experience with
related technologies. After deriving parameter estimates of the probit
equations, I reestimate Eq. 5 in the second stage.
This two-stage, instrumental variables approach to "exogenize" the
technology variable is not without controversy. In this framework, the
instruments (firm characteristics in my model) are assumed to be exog
enous and thus uncorrelated with the error term in Eq. 5 in the second
stage. This is a potential problem, because Bound, Jaeger, and Baker
(1995) showed that when the instruments explain only a small fraction
of the variation in the endogenous explanatory variable (in this case,
technology) in the first stage, the second stage estimates will be subject
to large inconsistencies. 13 In Chapter 5, which discusses the empirical
results, I will present evidence that supports the use of this method. In
sum, there are two hypotheses relating to the determinants of technol
ogy adoption that I wish to test:
Hypothesis 2: The probability of technology adoption is posi
tively associated with firm size, R&D intensity, and experience
with related technologies.
Hypothesis 3: The probability of technology adoption is nega
tively associated with the age of the firm.
Note that the comprehensive nature of our data allow us to also
perform a dynamic analysis of technology adoption; that is, we can
estimate a hazard function, because we observe the firm's complete his
tory of technology adoptions. Several studies of technological diffu
sion have been based on estimation of a hazard function. In this
context, a hazard function is defined as the conditional probability that
a firm will adopt a new technology during a year, given that it has not
done so by the beginning of that year. Romeo (1975), Hannan and
McDowell (1984), and Levin, Levin, and Meisel (1987) estimated
dynamic models of the adoption of numerical controllers, ATMs, and
optical scanners, respectively.
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The estimation of this class of models typically begins with defin
ing the survivor function:
Eq.6

C
S(t) = exp - h(t)dt\,
\ JQ
)

where h(t) is the conditional probability that the firm will adopt an
advanced manufacturing technology at time t. This hazard function is
defined as
. TI

i.f*\ —
rl(t)

Ar->0

[/'(event occurs in-——————————————
(t + Ar)/(T>0]
——————————————

A;

= f (0/^(0
where f(0 is the probability density function.
As in Levin, Levin, and Meisel (1987), we specify a proportional
hazards model, in which the hazard function is expressed as
Eq. 8

h(t,Z, p) = h0 (t) exp[$kZk]

where h0 is an unspecified baseline probability and Z is the set of covariates that was defined previously in this chapter. The proportional
hazards model offers an important advantage by generating parameter
estimates (P) that do not depend on the functional form for hQ(t). Thus,
this framework obviates the need to define a specific functional form,
such as the exponential or Weibull distribution. One disadvantage of
this approach is that we cannot determine the time dependence of the
hazard function.
In Chapter 5, 1 report estimates of the static (probit) and dynamic
models.
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Notes
1. It is important to note that firms are notoriously reluctant to provide what they
usually view to be proprietary information on technology usage and labor compo
sition. Also, it was sometimes difficult to identify the appropriate company offi
cial to complete the survey, since filling it out requires extensive knowledge of the
technology, manufacturing, and human resource areas of the firm. For smaller
firms, this was generally not difficult.
2. Surveys which focused on large companies, such as a random sample of human
resource management practices of New York Stock Exchange firms (New York
Stock Exchange 1982) or a survey of total quality management (TQM) practices
of Fortune 5000 companies (Lawler III, Mohrman, and Ledford 1992), achieved
higher response rates, 26.5% in the former and 32% in the latter. A recent estab
lishment-level, national survey of training practices conducted by the U.S. Bureau
of Labor Statistics achieved a 72% response rate (Black and Lynch 1996).
3. Source: U.S. Census of Manufactures.
4. In the preface to the survey report, U.S. Census Bureau officials justify conduct
ing the survey by describing how these technologies have dramatically changed
production methods. The fact that the Census Bureau believed that such a survey
was warranted, even during a period of severely constrained budgets for data col
lection, is telling.
5. Note that in the survey (see Exhibit 1), we ask whether the technology is "imple
mented and in use."
6. Berndt, Morrison, and Rosenblum (1992) estimated a variant of this model with
other compositional measures as dependent variables.
7. Bartel and Lichtenberg (1987, 1990) estimated the following variant of this
model:
ds{ = B0 + B, d\n(Wi/Wj) + B2 dln(A/0 + B3 AGETECH + u,
where AGETECH is a measure the age of the industry's technology, proxied by
estimates of the age of the capital stock. The authors found an inverse relation
ship between AGETECH and the average wage, labor cost, and employment share
of highly educated labor. This evidence is interpreted as being consistent with
learning, since the demand for highly educated labor is hypothesized to be highest
in industries with relatively young technologies. Also, greater effort, and thus
higher wages, are required in the initial stages of implementation.
8. Another problem is that there may not be much variation in wages, particularly
for firms in the same region.
9. Strictly speaking, our sample is not a panel dataset, because the survey was con
ducted at a single point in time.
10. This could be true if larger firms are more likely to adopt technologies than
smaller companies or if increases in revenue result from successful implementa
tion.
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11. An effect that may counteract this is "survivor bias," as discussed in Dunne, Rob
erts, and Samuelson (1989); that is, I only observe the older firms that have sur
vived.
12. Theoretical studies by Pakes and Ericson (1989) and Jovanovic (1982) suggest a
positive correlation between productivity and firm size, which might be due to a
more rapid rate of technological innovation among large companies.
13. I am indebted to Eli Herman for pointing this out.

4 Characteristics of Advanced
Manufacturing Technologies
The purpose of this chapter is twofold: first, to provide the reader
with background information on advanced manufacturing technologies
(AMTs), and second, to show that it is important to distinguish
between two classes of technologies, linked and integrated. Finally, I
discuss how changes in the organizational environment may arise from
implementation of AMTs, resulting in greater employee empower
ment.
AMTs typically involve substantial investment in new hardware
and software, which necessitates investment in retraining. Some schol
ars have interpreted this as a form of "skill upgrading." Also, AMTs
are designed to achieve integration across functional activities (market
ing, manufacturing, R&D, accounting/finance, logistics, purchasing,
and product design).
A greater emphasis on integration could lead to dramatic changes
in methods of production, which would have important implications
for productivity measurement and labor market conditions; that is,
AMT implementation often results in a new production process (often
interpreted as a shift in the cost function) and could lead to a shift in
the demand for labor. Many firms report a greater emphasis on team
work and cooperation (between union and management) after imple
mentation.
AMTs have had a strong impact on manufacturing performance.
Studies by Chen and Adam Jr. (1991) and McGuckin, Streitweiser, and
Doms (1998) reported that AMT adoption is associated with higher
productivity. AMTs have also changed our traditional concept of a
trade-off between cost and quality. Evidence suggests that AMTs pro
vide a means by which manufacturing processes can achieve higher
quality without sacrificing delivery and flexibility performance and
with only slightly higher costs. MacDuffie, Sethuraman, and Fisher
(1996) compared "lean" production plants (those which use one or sev
eral AMTs) with traditional mass production plants in the automobile
industry. They found that plants that have implemented these new
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technologies have higher levels of product variety than traditional
plants. Furthermore, the lean plants can produce different types of
products without significantly reducing labor productivity.
Other studies show that AMTs have resulted in a reduction in lead
times, improvements in product quality, and a reduction in the proba
bility of plant failure (Chen and Adam Jr. 1991; Doms, Dunne, and
Roberts 1994). Dunne (1994) and Dunne and Schmitz (1995) reported
that AMT usage enhances the quality of labor, as reflected in a higher
average hourly wage and an increase in worker skill levels.
While these studies have been useful, they did not examine the
effect of different classes of technologies on labor market outcomes. I
believe that, in this context, it is important to distinguish between
linked and integrated AMTs. Specifically, I hypothesize that compa
nies may phase their implementation of AMT by first linking design
and manufacturing efforts and then integrating the manufacturing
enterprise. These stages and their potential relationship to downsizing,
compositional, and other human resource management strategies (such
as employee empowerment) are described in the following sections.

LINKED VS. INTEGRATED TECHNOLOGIES
Linked AMTs

The first phase of AMT adoption involves informational linking of
the design and manufacturing functions and the establishment of qual
ity-control and production-control practices. By feeding designs from
engineering directly to the shop floor, manufacturers can speed design,
decrease product development and coordination costs, increase flexi
bility in response to customer order changes, and maintain consistently
high levels of quality.
Computer-aided design (CAD) and computer-aided manufacturing
(CAM), jointly referred to as CAD/CAM, provide a mechanism for
sharing product design and process-control information between the
design and manufacturing groups. The operations management litera
ture (see Chase and Aquilano 1995) suggests that while CAD and
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CAM can be used as stand-alone technologies, the real benefits occur
as a result of linking the two technologies.
Computer-aided design involves the design of products using
graphical computer software containing databases of standard parts.
The typical design activities that occur through a CAD system are pre
liminary design of a new product, drafting, modeling, and simulation.
There are numerous examples of the use of CAD by firms in a wide
variety of industries. Standard-part databases allow General Motors
and Ford to use CAD tools to design, source, and manufacture compo
nents in different countries (Davenport 1993). Proctor and Gamble
used this technology to design a pump dispenser for Crest toothpaste
(Heizer and Render 1999). B.F. Goodrich engineers model wheel and
brake assemblies using a CAD system. Goodrich's experience with
CAD illustrates that implementation of this technology can also be
used to reduce costs. The firm reported that when conditions of stress
and heat are simulated on the computer, engineers can identify and
remedy errors at the design stage on a computer screen, instead of fix
ing them a much higher cost after a new product line has been
launched (Heizer and Render 1999).
As discussed in Chase and Aquilano (1995), CAD can directly
connect to computer-aided engineering (to analyze engineering charac
teristics) and computer-aided process planning (to generate the parts
programs fed to computer-controlled machine tools). Perhaps the most
salient benefit of CAD is the ability to reduce lead times in product
development. Many of the companies that I visited, such as Symbol
Technologies, a leading manufacturer of bar-code scanners, have been
able to introduce a wide array of new products in a short period of time
because of the use of CAD technology.
Computer-aided manufacturing involves the use of computers in
the planning, management, control, and operations of a manufacturing
facility. Computer applications relating to CAM include inventory
control, scheduling, machine monitoring, and processing of all infor
mation relevant to the manufacturing process. The primary use is for
transferring, interpreting, and monitoring manufacturing data. The key
advantage of CAM is the ability to pre-program production processes
and to rapidly change from one part program to another. Early adopt
ers of CAM used centralized computers to store information on parts,
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whereas more recent configurations of CAM allow for locally con
trolled computers (computer numerical control [CNC]).
As described in Schroeder (1993) and Cohen and Apte (1997),
Boeing's Commercial Airline Group is an avid user of CAD/CAM
technology. Boeing has found that integrating design and manufactur
ing is essential to keeping up with stiff foreign competition from its
rival Airbus, because it can significantly reduce development costs and
raise manufacturing quality. Specifically, they report shorter product
development lead times, greater reliability, improved maintainability,
and cost-effectiveness. The Boeing 777 was the first Boeing plane pro
duced that was completely designed on computer and the single largest
example of the use of CAD/CAM in manufacturing. CAM integrates
and provides useful information to all functional areas of the business:
manufacturing, logistics, quality control, marketing, human resources,
R&D, financial, and legal functions. It often serves as a critical focal
point for the receipt of information from each of these areas and for the
transmission of appropriate instructions to each area.
A CNC tool usually has a small computer dedicated to it, so that
programs can be stored and developed locally. It uses a computer,
instead of an operator, to control a manufacturing process. Computer
control facilitates the addition of feedback sensors to machines to mon
itor part wear and alignment (Adler 1988; Ayres 1988). A substantial
percentage of the world's machinery that is engaged in drilling, boring,
and milling is now designed for computer numerical control. Many
machine tools are based on CNC technology. CNC machines were a
precursor to robotics.
The increased power of computers and the application of computer
networks created the necessary capabilities to link CAD and CAM.
CAD/CAM, with its embedded computer-aided process planning, per
mits the flow of designs to CNC machines on the shop floor. This link
facilitates rapid prototyping, flexibility in responding to customers'
requests, and reduced product development and delivery times. Addi
tionally, the database of part specifications, combined with computer
control, can be used to compare acceptable dimensions with actual pro
cess performance to monitor both product and process quality through
the use of statistical process control (Juran 1989). For example, feed
back sensors on CNC machines automate data collection, while linked
computers create real-time control charts for monitoring processes.
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Statistical process control (SPC) enables operators to quickly recog
nize when their processes are out of adjustment. This allows the man
ager to identify sources of error and to focus problem-solving efforts
accordingly.
Many manufacturing and service firms use SPC. The General
Motors Delta Engine plant uses SPC to ensure product quality and reli
ability. Process control charts are also used by McDonalds to guaran
tee consistency in taste (Markland, Vickrey, and Davis 1998). Finally,
BIC employs SPC to test ballpoint pens for acceptable performance.
Many of the companies in our sample reported a significant improve
ment in quality control after the implementation of SPC.
Despite high fixed start-up costs, linked AMTs should yield lower
variable costs than conventional technologies. Costly product develop
ment efforts are streamlined and the ability to manufacture high-qual
ity products is enhanced through CAD/CAM. Kelley (1994) found
that the flexibility of CAD/CAM reduces the costs of both large and
small batch manufacture. Furthermore, CAD/CAM facilitates the
application of SPC to maintain quality control of production systems
by facilitating self-monitoring, self-regulation, and self-correction (De
Pietro and Schremser 1987).
Just-in-time (JIT) production, another AMT, is a production-con
trol system guided by a waste-reduction philosophy, in which work-inprocess inventories are continually reduced (Kusiak 1985; Schlie and
Goldhar 1989; Schonberger 1986). JIT technologies are often espe
cially effective for repetitive operations. Quality control is closely
associated with JIT because defective parts in production processes
disturb the continuous flow of product. Thus, defective or low-quality
inputs become more evident to workers. The implementation of a JIT
system means there are fewer materials in the work flow, and thus the
amount of work space needed is reduced. In sum, JIT is specifically
designed to reduce manufacturing setup times, variability, and ineffi
ciency in materials/inventory management.'
Toyota is generally regarded as the pioneer of JIT techniques. Not
surprisingly, when General Motors teamed up with Toyota to build the
New United Motor Manufacturing, Inc. (NUMMI) plant in Fremont,
California (best known for producing Geo Prizms), JIT methods were
implemented. As described in Markland, Vickrey, and Davis (1998),
plant managers instituted quick delivery arrangements with suppliers
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in the Midwest. On a daily basis, the plant receives exactly enough
parts to produce 900 vehicles (one day's production quota). This oneday supply is consistent with the just-in-time philosophy. When Gen
eral Motors announced that it was building its new Saturn Division in
Spring Hill, Tennessee, its suppliers announced that they were estab
lishing operations nearby. In this case, proximity was critical because
it was anticipated that Saturn would require frequent, small-quantity
deliveries. Other firms that have adopted JIT methods include Dell
Computers, L. L. Bean, Ford, and Caterpillar.
In sum, I hypothesize that linked AMTs involve a combination of
computer-aided design (CAD), computer-aided manufacturing (CAM),
computer numerical control (CNC), statistical process control (SPC),
and just-in-time (JIT) technologies. The recent literature has charac
terized these technologies as collectively being the forerunner of more
modern, integrated technologies. For example, Ettlie and Reza (1992,
p. 806) referred to CAD and CNC as "first-generation technology
deployment strategies" that newer, "integrated-flexible" technologies
could render obsolete. In the next section, I describe these integrated
AMTs.
Integrated AMTs
Despite the advantages of linked AMTs, they are only the first
phase in automating the manufacturing process. Integrated AMTs pro
vide a more comprehensive form of automation and greater benefits.
For example, flexible manufacturing systems (FMSs) integrate CAD,
CNC work centers, and automated material handling and control sys
tems. FMSs provide flexibility because the operations performed at
each work station, as well as the routing of parts among work stations,
can be directed through software controls.
Matsushita Electric Industrial Company (best known to Americans
as the producers of Panasonic equipment) has an FMS facility in Japan
that produces VCRs. As reported by Chase and Aquilano (1995), this
facility features a highly automated robot assembly line consisting of
about 100 work stations. With the exception of a few troubleshooters
and engineers, Matsushita can operate this facility using very few
workers. Furthermore, their FMS enables them to produce any combi
nation of over 200 models of VCRs.
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An FMS can range in complexity from a numerically controlled
machine with an automated pallet changer and parts buffer, to compli
cated networks of manufacturing cells connected through automated
material handling systems, robots, and computer networks, as in the
case of Matsushita (Adler 1988; Skinner 1974). Chen and Adam Jr.
(1991) noted that a key purpose of FMS is to efficiently manufacture
multiple parts at low to medium volumes. As described in Schroeder
(1993), Lockheed-Martin and Grumman-Northrop both use FMS to
produce many of the small parts (brackets, clips, spacers, fillets, and
gussets) that constitute most of the small sheet metal parts in military
aircraft, such as F/A-18 Hornet strike fighter. They report substantial
reductions in manufacturing lead time and work-in-process inventory,
as well as improved product quality.
Automated guided vehicles (AGVs) and automated storage and
retrieval (AS/R) systems provide an integrated means for automated
movement of parts and raw materials from storage areas to the cells of
an FMS and from cell to cell. AS/R systems are high-density storage
systems in which computers control automatic loaders that pick and
place items to and from storage (Zygmont 1987). These systems are a
key element in a computer-aided materials-handling system, providing
an automated means of tracking work-in-process inventory. AS/R sys
tems tend to be quite expensive, but they are available in a wide variety
of sizes and levels of specification. Heizer and Render (1999) report
that Wal-Mart, Benetton, and Tupperware have large computer-con
trolled warehouse and distribution facilities that are based on AS/R
technology.
Automated guided vehicles can be used in conjunction with AS/R
systems to automate and integrate material handling throughout the
plant. AGVs travel under radio control or by following a small strip
embedded in the plant floor. Automatic loaders retrieve parts, compo
nents, and assemblies from storage racks, and AGVs deliver the items
to the appropriate work center on the factory floor. AGVs can also
transport items between work centers.
An AGV is a special type of robot, and robotics (ROB) is impor
tant in integrated AMT facilities. The Robot Institute of America
(1986, p. 1) defines a robot as a "reprogrammable, multifunctional
manipulator designed to move material, parts, tools or specialized
devices through variable motions for performance of a variety of
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tasks." Robots are especially useful when environmental hazards cre
ate dangerous working conditions; for example, robots are used
extensively by automobile manufacturers in painting and welding
operations. Monotonous tasks, such as inserting a screw or metalcutting, are also likely candidates for robots to perform. Robots play
an important role in the automated factories of IBM (Proprinters),
General Motors (Saturn), and American Standard (painting). In a
recent study of Fortune 500 companies, firms cited increased produc
tion, improved quality, and increased safety as primary reasons for the
implementation of robotics (Schonberger 1982).
A study by Chase and Aquilano (1995) indicates that the develop
ment of group technology (GT) was critical to the success of flexible
manufacturing systems, because it is impractical to design an FMS
cell to produce an unlimited range of part types. Group technology is
based on the concept of identifying and synthesizing related attributes
to achieve efficiencies by "grouping" similar problems.
In the context of FMS, group technology is a parts coding scheme
that develops "part families" based on dimensions, shape, material, tol
erances, and other specifications. It is best suited for small-batch,
high-variety manufacturing. An FMS layout based on part families
results in dramatically less travel and idle time than is the case in func
tional (departmental) layouts (Adler 1988; Ettlie and Reza 1992; Hollen and Rogol 1985; Robot Institute of America 1986). It is clear that
group technologies are integrative.
In sum, I hypothesize that integrated AMTs are composed of a
combination of flexible manufacturing systems (FMSs), automated
storage and retrieval (AS/R) systems, automated guided vehicles
(AGVs), robotics (ROB), and group technology (GT).
In this chapter, I have argued that it is important to distinguish
between two classes of advanced manufacturing technologies (AMTs),
linked and integrated. The first provides an informational "link,"
through computers, of the design and manufacturing activities, which
leads to an enhancement of quality control and control of the entire
manufacturing process. The second enables the firm to "integrate" a
wide range of activities in the manufacturing facility in order to
streamline efficiency by lessening the need for labor, capital, and mate
rials.
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The material presented in this chapter suggest the following
hypotheses, which underscore the importance of conducting a disaggregrated analysis of skill-bias technological change:
Hypothesis 4: We can distinguish between two classes of
AMTs, linked and integrated.
Hypothesis 5: The association between integrated AMTs and
downsizing will be stronger than the association between
linked AMTs and downsizing.
Hypothesis 6: The "skill-bias" of technological change will be
stronger for integrated AMTs than for linked AMTs.

EMPLOYEE EMPOWERMENT ASPECTS OF AMT
Empowerment is the process of giving lower-level employees deci
sion-making power. Workers often respond well to being given greater
autonomy and responsibility. Greater empowerment may lead to an
increase in productivity and product quality, in part, because empower
ment typically enhances employee motivation. Several studies have
documented such performance effects (Conger and Kanungo 1988;
Thomas and Velthouse 1990). In the literature on technology and inno
vation management (Adler 1988), employee empowerment is consid
ered to be a critical component of successful AMT implementation.
Appelbaum and Batt (1994) provided a comprehensive review of
empowerment initiatives (what they term "employee involvement"
programs) at major U.S. corporations. They found that Japanese "lean
production" methods, which often involve the use of linked AMTs
such as statistical process control (SPC) and just-in-time (JIT) inven
tory systems, are designed to simplify the production process.
Employee involvement in quality improvement, through quality cir
cles, is crucial to the success of these programs. Quality circles consist
of groups of employees from specific work areas who volunteer to
meet on a regular basis and provide suggestions to upper management
for improvements in quality and/or productivity. The authors note that,
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in practice, quality circles may not really empower workers all that
much, because these groups often do not have any explicit power
beyond an advisory role and there are usually no rewards for participa
tion. On the other hand, they also reported that lean production meth
ods are associated with formal "power sharing" between workers and
managers through "joint consultation committees," which do have
some decision-making power.
Thomas and Velthouse (1990) note that there is no broad-based
consensus on how to construct firm-level measures of empowerment.
Still, most existing measures (see Daft 1998) have been based on a
composite of several "intervention methods," which serve as indicators
of a firm's efforts to empower workers. These intervention methods
could include such factors as training, changes in job responsibilities,
and the creation of new jobs and career opportunities for existing
workers. They are considered legitimate proxies for empowerment
because they potentially enhance worker motivation and provide
employees with the requisite skills to make more complex decisions.
Managers support these efforts because they believe that empowered
workers will have the self-confidence, freedom, and motivation to con
tinuously solve problems.
Many firms, such as Chrysler and Hampton Inns, use training as a
means to empower workers and achieve continuous improvement (Daft
1998). For example, plant managers at Chrysler's manufacturing facil
ities regularly present quality awareness workshops for production
workers, which has encouraged employees to initiate many useful sug
gestions for quality improvements. Employees of Hampton Inns are
provided with comprehensive, ongoing training that reinforces the
rationale behind the firm's commitment to its number one strategic
goal, 100% customer satisfaction. Workers have been empowered by
senior management to do whatever is required to achieve this goal.
Hampton also uses career advancement opportunities and pecuniary
incentives to motivate and reward workers who upgrade existing stan
dards of customer service.
In constructing my measure of empowerment, I follow the advice
of Conger and Kanungo (1988), who contend that such measures
should be based on the aforementioned intervention methods and the
key empowerment outcome of increased employee "control," which is
defined as greater decision-making power. This too has a motivational
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component, in that control is associated with greater responsibility and
accountability.
How might the adoption of AMTs be associated with employee
empowerment? A number of studies have pointed to an increase in
training and a stronger commitment to learning in the aftermath of
AMT adoption (Adler 1988). For example, proponents of statistical
process control (SPC) have emphasized the importance of training to
accompany its implementation (Klein 1991). One company that has
demonstrated a strong commitment to learning in an AMT environ
ment, through employee empowerment, is Chaparral Steel, listed by
Fortune magazine as one of the 10 best-managed factories in the
United States. A case study of the firm by Leonard-Barton (1992)
cited its factory as a "learning laboratory," where each worker has been
empowered to engage in R&D. One notable feature of Chaparral's
empowerment policy is its compulsory annual education leave pro
gram that requires employees to visit customers, "best practice" com
panies, and universities to learn new processes and technologies. This
openness to knowledge from outside the firm stands in sharp contrast
to the conventional "not invented here" syndrome, or resistance to new
ideas from external sources, that pervades many companies.
Several empirical studies also report a positive effect on job enrich
ment, increased job opportunities and roles, and increased employee
control. For example, AMT appears to be associated with enlarged job
responsibilities and the creation of new roles for employees (Adler
1988). In a theoretical paper, Klein (1991) argued that AMT might
increase employee control, although such control may be limited to
task design as opposed to task execution. In sum, I wish to test the fol
lowing hypothesis:
Hypothesis 7: AMT adoption enhances employee empower
ment.
Perhaps the most comprehensive study of the human resource
management implications of AMT was conducted by Snell and Dean
(1992). The authors contended that workers must be trained and
empowered to handle the increased complexities, judgment, and prob
lem solving in an AMT environment. They found a strong, positive
connection between the adoption of AMTs and comprehensive training
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and human resource development strategies. However, their AMT
measure, derived from a factor analysis, was oriented towards linked
technologies such as SPC and JIT. The authors did not measure the
human resource effects of integrated technologies such as robotics and
flexible manufacturing systems.
Although all these studies suggest a positive association between
AMT and employee empowerment, the relationship may depend on the
type of AMT that is implemented, because the studies focused largely
on linked technologies. In the remainder of this chapter, we consider
the human resource and employee empowerment implications of inte
grated technologies.
To illustrate the differences in employee involvement for linked vs.
integrated AMTs, consider a JIT system. JIT is based on a philosophy
of continuous incremental improvement in the manufacturing pro
cess. As noted in Appelbaum and Batt (1994), the success of JIT
depends to a large extent on increasing employee involvement. This
worker input enables managers to reduce time and inventory "buffers"
(inefficiencies) between work stations and between a vendor and the
plant. A better awareness by workers of the needs and problems of
their co-workers and customers, along with a more cooperative work
environment, leads to a significant improvement in quality and a reduc
tion of waste.
Contrast this scenario to the one that arises in the aftermath of the
implementation of an integrated AMT, such as a flexible manufacturing
system. An FMS can result in the use of certain types of automation,
such as numerically controlled machines or robots, or in factories that
are entirely automated, such as General Electric's Aircraft Engine
Group in Lynn, Massachusetts. Many firms implement FMSs with the
addition of "expert systems," which are computer programs that simu
late the behavior of human experts. These knowledge-based systems
allow for substantial improvements in productivity because they reduce
the need for human input. They are often used in conjunction with an
initiative to enhance factory automation.
Given the characteristics of the respective classes of technologies,
I hypothesize that the extent of employee empowerment will be lower
with integrated AMTs than with linked AMTs. The automated nature
of integrated AMT will not enhance the training, skill enhancement,
job responsibilities/opportunities, or control on the part of existing
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workers. Instead, control will be largely in the hands of programmable
machinery and a select group of skilled, technical personnel. Work by
De Pietro and Schremser (1987) corroborates these assertions, finding
that the introduction of robotics did not have a significant effect on job
influence or control. In sum, I wish to test the following hypothesis:
Hypothesis 8: The extent of employee empowerment will be
greater for linked AMTs than for integrated AMTs.
The Long Island survey contains several important indicators of
the degree to which employees are "empowered" by technological
change. As shown in Exhibit 1, respondents were asked detailed ques
tions regarding the methods of AMT implementation. Following Con
ger and Kanungo (1988), I used three intervention methods and one
outcome measure to construct a measure of employee empowerment.
Listed in the survey under methods of implementation, the three inter
vention methods are
• training of existing personnel,
• changing employees' job responsibilities, and
• creating new jobs and career opportunities for employees,
to which I add the key empowerment outcome of
• increased employee control (which is listed in the survey under
results of implementation).
Thus, I can determine the extent to which AMT adoption leads to an
increase in each of these four factors.

A DISAGGREGATED ANALYSIS OF SKILL-BIASED
TECHNOLOGICAL CHANGE
Existing studies of skill-biased technological change typically treat
technology as a homogeneous activity. This is unfortunate, since the
nature of the skill bias could depend on the type of technology that is
implemented. There is, in fact, substantial heterogeneity among tech
nologies in terms of their impact on workers. Thus, a disaggregated
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analysis of skill-biased technological change could provide a more
realistic and accurate portrayal of the shifts in labor composition, rela
tive compensation, and employee empowerment that arise when com
panies adopt new technologies. This evidence could be useful to
managers who formulate HRM policies and strategies and to policymakers, to help target subsidies for training programs and retraining
displaced workers more effectively.
In this chapter, I have argued that it is appropriate to separately
consider the labor market consequences of adopting two classes of
technologies, linked and integrated AMTs. I have outlined important
differences in their characteristics, skill requirements, and effects on
organizations. One of these differences is that the nature of the recompositional shifts in favor of highly educated workers will be greater for
integrated AMTs than for linked AMTs. That is simply because inte
grated AMTs are often implemented with the specific goal of stream
lining manufacturing efficiency through reductions in the use of
production labor. Recall that integrated AMTs are the most advanced
manufacturing technologies and typically require substantial scientific
and engineering input. They automate materials handling and control,
a function that usually requires large number of low-skilled employees.
Furthermore, integrated AMTs are usually adopted by firms that have
implemented linked AMTs several years earlier. We hypothesize that
this transition from linked to integrated AMT will further reduce the
demand for production and clerical workers. Recall also that a primary
goal of many linked AMTs is to improve product quality, variety, and
reliability, not necessarily a desire to improve productivity. The bot
tom line is that we expect the skill bias to be more pronounced for inte
grated AMTs.
We also expect differential effects for employee empowerment.
Specifically, we hypothesize that the extent of employee empowerment
will be lower for integrated AMTs than for linked AMTs. The auto
mated nature of integrated AMTs will not enhance the requisite train
ing, job responsibilities/opportunities, or control on the part of existing
workers. Instead, control will be largely in the hands of programmed
machinery and a select group of highly skilled technical personnel.
Alternatively, as alluded to in previous sections of this chapter, workers
must be trained and empowered to handle the increased complexity,
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judgement, and problem solving skills required in a linked AMT envi
ronment.
It is also important to note that a disaggregated analysis of skillbiased technological change would be consistent with a long-standing
literature on assessing the returns to R&D investment. Many of these
studies decompose R&D by source of funds (company vs. federally
funded), character of use (basic vs. applied research and development),
and type (product vs. process innovation). The authors usually report
statistically significant differences in the private and social returns for
these categories of R&D investment (Link 1987; Lichtenberg and Siegel 1991; Griliches 1998). These studies have important policy and
managerial implications because they yielded fresh insights into the
economic motives and consequences of investment in R&D. In a simi
lar vein, I hope that an investigation of different classes of technologies
will result in a richer understanding of the consequences of technologi
cal change on the demand for labor.

Note
1. JIT often replaces a material requirements planning system (MRP) as the primary
production-control technology. However, MRP can still be used effectively to
manage master production schedules and the ordering of parts and material from
vendors.

5 Empirical Results
In Chapter 2,1 outlined the theory of skill-biased technological
change and reviewed existing empirical studies of this theory. In
Chapter 3,1 discussed some econometric problems inherent in empiri
cal estimation of models. Researchers often use proxies for technolog
ical change (such as R&D investment or expenditures on computers)
and have limited information on labor composition. Furthermore, they
have great difficulty controlling for the endogeneity of technological
change.
The dataset used in this study contains richer information on tech
nological change and workforce composition. It provides us with direct,
firm-level measures of technological change, e.g., actual implementa
tions of AMTs and detailed information on labor composition and other
relevant firm characteristics. We use these data to examine the anteced
ents and labor market consequences of technology adoptions.
Before discussing the empirical findings, the following is a sum
mary of the hypotheses presented in previous chapters:
Hypothesis 1: AMT adoption is associated with corporate
downsizing and a shift in labor composition in favor of highly
educated workers (p. 38).
Hypothesis 2: The probability of technology adoption is posi
tively associated with firm size, R&D intensity, and experi
ence with related technologies (p. 41).
Hypothesis 3: The probability of technology adoption is nega
tively associated with the age of the firm (p. 41).
Hypothesis 4: We can distinguish between two classes of
AMTs, linked and integrated (p. 53).
Hypothesis 5: The association between integrated AMTs and
downsizing will be stronger than the association between
linked AMTs and downsizing (p. 53).
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Hypothesis 6: The "skill-bias" of technological change will be
stronger for integrated AMTs than for linked AMTs (p. 53).
Hypothesis 7: AMT adoption enhances employee empower
ment (p. 55).
Hypothesis 8: The extent of employee empowerment will be
greater for linked AMTs than for integrated AMTs (p. 57).
Hypothesis 1 is perhaps the central theme of the monograph: that
technology adoption leads to a substitution of capital (especially in the
form of computers) for low-skilled labor and a concomitant shift in
demand in favor of more highly skilled workers. Hypotheses 2 and 3,
while not directly related to skill-biased technological change, are rele
vant because of the nature of the econometric specification: in our twostage model, we estimate the determinants of technology adoption in
the first stage. Hypothesis 7 is based on the concept that technology
empowers workers by increasing their ability to control work activities
and by providing greater autonomy. I find that in the aftermath of tech
nological change, companies respond by increasing expenditures on
training, by creating additional career opportunities for workers, and
by changing job responsibilities. Each of these changes serves to
enhance employee empowerment.
The remaining hypotheses are based on the concept that we can
distinguish between two classes of AMTs, linked and integrated. Spe
cifically, downsizing and recomposition of the workforce in favor of
highly skilled workers will be greater for integrated AMTs, while the
employee empowerment effects will be greater for linked AMTs.

DETERMINANTS OF AMT ADOPTION
The first set of empirical results is the probit estimates of the
adoption of selected technologies, based on the model outlined in
Chapter 3, "Proposed Econometric Specification" (p. 37). The find-
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ings, shown in Table 5.1, are consistent with those reported in Dunne
(1994) for the national AMT sample: age and the probability of tech
nology adoption are uncorrelated, and there is a positive relationship
between technology adoption and firm size. The results are also con
sistent with those of previous studies of CNC-related technologies
(Romeo 1975; Kelley and Brooks 1991), which indicated that firm
size and the probability of technology adoption are positively corre
lated. The positive and significant coefficient on R&D intensity
implies that R&D may help companies acquire knowledge or over
come knowledge-related uncertainties regarding new technologies
(McCardle 1985; Cohen and Levinthal 1989; Jensen 1988). Note that
the signs and magnitudes of the regression coefficients are relatively
similar for different types of technologies. In sum, the evidence
appears to confirm Hypothesis 1 and refute Hypothesis 2.
Because the dataset includes a complete historical profile of a
firm's investment in AMTs, I can identify the year of AMT implemen
tation. I can also determine whether the firm had made previous AMT
investments, which I include in the model as a dummy variable. The
positive and significant coefficient on this variable can be interpreted as
being consistent with a "learning" process. Furthermore, this appears
to be one of the strongest predictors of technology usage. Note that the
values of the parameter estimates do not vary substantially across tech
nologies.
In Table 5.2,1 present the "dynamic" results, for which the depen
dent variable is the conditional probability of adoption. The overall
pattern of results is quite similar; that is, firm size, R&D intensity, and
experience with other AMTs all speed up the process of technological
change. However, note that most of the estimates of the magnitudes of
these effects are lower in the dynamic framework. This result is con
sistent with the study of Romeo (1975) that compared regression
results from static and dynamic models of the determinants of the
adoption of computer numerical controllers.

Table 5.1 Determinants of the Probability of AMT Adoption (probit estimates)3
CADb
Intercept
Age
Size
R&D intensity
Previous adoption
In (Likelihood)

-1.334***c
(0.4585)d
0.0232
(0.0124)
0.3421**
(0.0835)
0.5672***
(0.1976)
0.4789***
(0.1864)
-56.123

CAM
-1.518***
(0.3244)

SPC
-1.9789***
(0.6456)

ROB
-2.4340***
(0.7546)

JIT
-1.9830***
(0.6721)

0.3241
(0.2435)

-0.1245
(0.1023)

0.2410
(0.1021)
0.7452***
(0.2568)
0.6235***
(0.2492)

0.1517
(0.0854)
0.3657***
(0.1138)
0.3256***
(0.1325)

0.0187
(0.1293)
0.1024***
(0.0442)
0.8341***
(0.3569)
0.7890***
(0.3378)

0.0102
(0.0112)
0.2289**
(0.1042)
0.7129***
(0.2789)
0.7200***
(0.2572)

-54.236

a Includes industry controls.
b CAD = computer-aided design.
CAM = computer-aided manufacturing.
SPC = statistical process control.
ROB = robotics.
JIT = just-in-time production,
c *** _ statistical significance at the 1% level.
** = statistical significance at the 5% level.
d Standard errors in parentheses.

-52.678

-57.012

-53.012

Any linked
AMT
-1.210***
(0.5416)
0.0619
(0.0913)
0.1947***
(0.0831)
0.6730***
(0.2832)
0.5601***
(0.2071)
-55.169

Any integrated
AMT
-1.710***
(0.5914)
0.0413
(0.0400)
0.1365***
(0.0548)
0.7001***
(0.3102)
0.6732***
(0.3004)
-59.146

Table 5.2 Determinants of the Conditional Probability of AMT Adoption (hazard function)3
CADb
Intercept

-0.986***c
(0.3539)d

Age

0.0312
(0.0234)
0.2645***
(0.1012)
0.4478**
(0.2021)
0.3753***
(0.1234)

Size
R&D intensity
Previous adoption
In (Likelihood)

-52.321

CAM
-1.101***
(0.4564)

SPC
-2.234***
(0.9846)

-1.569
(0.8987)

JIT
-1.469***
(0.5289)

0.4232
(0.3467)

0.0456
(0.0952)
0.1211***
(0.0458)
0.2867***
(0.1232)
0.5671***
(0.1987)

0.0231
(0.0478)
0.0798**
(0.0349)
0.7431***
(0.2879)
0.4823***
(0.2019)

0.0324
(0.0197)
0.1946***
(0.0784)
0.6348***
(0.3121)
0.6735***
(0.2749)

0.1021
(0.0867)
0.3865**
(0.1876)
0.5342***
(0.2212)
-53.432

a Includes industry controls.
b CAD = computer-aided design.
CAM= computer-aided manufacturing.
SPC = statistical process control.
ROB = robotics.
JIT = just-in-time production.
c *** _ statistical significance at the 1% level.
** = statistical significance at the 5% level.
d Standard errors in parentheses.

-55.723

ROB

-54.136

-56.212

Any linked
AMT
-1 537***
(0.7459)
0.0620
(0.0946)
0.1402***
(0.0478)
0.6411***
(0.2273)
0.5402***
(0.2014)
-56.232

Any integrated
AMT
-1.723***
(0.4377)
0.0181
(0.0231)
0.2528***
(0.1182)
0.5333***
(0.2082)
0.6223
(0.3055)
-54.245
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EMPLOYMENT AND EMPOWERMENT EFFECTS
OF AMT ADOPTION
The initial set of findings on the employment and compositional
effects of AMT adoption are presented in Tables 5.3 and 5.4. Table 5.3
presents mean and median (logarithmic) changes in total employment
and employment shares over the sample period for firms that adopted
new technologies. These results should be interpreted with caution
because they do not include industry controls. (In Chapter 3,1 noted
that it may be important to include these controls, because downsizing
was occurring in some of these sectors due to the downturn in the
demand for defense goods.) Still, the findings do suggest a shift
towards workers with higher skills and/or education. That is, Table 5.3
shows that technology adopters, on average, experience a decline in
total employment and that the distribution of employment shifts in
favor of workers with higher levels of education and skill. On average,
firms that adopted at least one AMT experienced a 5.8% decline in
employment over the sample period. For technology adopters, the
fraction of managerial and supervisory, R&D, and technical and pro
fessional employees all increased.
These findings are consistent with several recent empirical studies.
As reported in Berman, Bound, and Griliches (1994), the manufactur
ing sector has recently witnessed downsizing and skill-upgrading of
the workforce, producing a substantial increase in the level of educa
tion and skill of production and nonproduction workers. Brynjolfsson,
et al. (1994) found that investments in advanced information technolo
gies were associated with decreases in average firm size. Carlsson,
Audretsch, and Acs (1994) and Dunne and Schmitz (1995) reported
similar results at the industry and plant level, respectively.
It is important to note that these results are inconsistent with those
presented in Van Reenen (1997), who examines a detailed, firm-level
panel dataset for publicly traded manufacturing firms in the United
Kingdom. After carefully controlling for firm and timing effects, he
reports a strong positive correlation between technological change and
employment growth. The data on new technologies are derived from
the Science Policy Research Unit (SPRU) database, which contains
detailed information on successful commercial innovations in Great

Table 5.3 Employment Levels, Changes, and Shares for Adopters vs. Non-Adopters of AMTsa
Total employment

Number of
AMTs used
0(Atl3)

Mean
(median)
1990
1987
180
191
(93)c (160)

Mean
(median)
change
(%)
+12.5
(8.1)

Mean (median) employment shares (%)
MSb

TP

1990
12.1
(9.7)

1987
6.3
(3.4)

1990
7.0
(3.9)

-5.8
111
589
11.2
10.1
(189)
(160)
(-7.1)
(9.5) (10.5)
a No industry controls.
MS = managerial and supervisory.
TP = technical and professional.
R&D = research and development.
CL = clerical and administrative.
DPL = direct production labor and supporting personnel.
OTH = other production labor.
c Medians are in parentheses.

8.9
(9.5)

14.1
(13.1)

>1(N=66)

1987
12.1
(8.3)

R&D
1987
1990
2.0
3.1
(1.7)
(1.6)

1987
11.7
(11.3)

1990
12.9
(10.7)

DPL
1987
1990
70.6
66.8
(75.9) (67.5)

OTH
1987
1990
1.2
0.9
(0.0)
(0.0)

6.2
(2.9)

16.2
(16.0)

13.5
(12.3)

62.8
(66.3)

2.1
(0.0)

6.7
(3.3)

CL

60.0
(66.7)

1.3
(0-0)

Table 5.4 Estimates of Differences in Mean Logarithmic Changes between Firms Adopting an AMT in Year t and
Those That Did Not (estimates of (3j from Eq. 5)a
MSb
Change in employment shares
Year t + 1
Year t + 1
Year t + 3
Change in employment cost shares
Year t + 1

0.062
(1.92)°
0.102**
(2.04)
0.143***
(2.43)

DPL

OTH

TP

R&D

CL

0.052
(1.67)
0.095**
(2.03)
0.092**
(1.99)

0.046
(1.28)
0.052
(1.35)
0.084
(1.81)

-0.036
(1.46)
-0.045
(1.62)
-0.034
(1.11)

-0.062**d
(2.01)
-0.143***
(3.32)
-0.134***
(3.24)

-0.045***
(2.51)
-0.078***
(2.82)
-0.063***
(2.05)

0.057
(1.52)
0.068
(1.60)
0.096**
(1.95)

-0.052
(1.68)
-0.061
(1.71)
-0.049
(1.32)

-0.072***
(2.15)
-0.139***
(3.12)
-0.150***
(3.19)

-0.051***
(2.42)
-0.069***
(2.73)
-0.059**
(1.97)

0.070
0.059
(1.93)
(1.81)
0.088**
0.127***
Year t + 2
(1-96)
(2.12)
0.099**
0.139***
Year t + 3
(2.03)
(2.21)
a Each regression includes an industry dummy.
b MS = managerial and supervisory.
TP = technical and professional.
R&D= research and development.
CL = clerical and administrative.
DPL = direct production labor and supporting personnel.
OTH = other production labor.
c f-Statistics are in parentheses,
d *** _ statistical significance at the 1% level.
** = statistical significance at the 5% level.
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Britain between 1945 and 1983. Thus, the finding that technological
change leads to "upsizing" may be due to the nature of the innovations
represented in the SPRU file, which consist mainly of successful prod
uct innovations. This implies that Van Reenen's findings may simply
reflect evidence of high private returns to investment in R&D. Still, his
study does underscore the importance of including controls in the
model for industry and timing effects.
In Table 5.4,1 control for industry and timing effects, as outlined in
Eq. 5 on page 37. Again, the results are consistent with the hypothesis
that compositional changes favor highly educated workers. Although
not all of the changes in shares are statistically significant, the results
suggest that technology adoption stimulates an increase in the demand
for each class of nonproduction worker and a sharp decline in the
demand for production labor (both the level and the share). Thus, it
appears that the evidence is consistent with Hypothesis 3: AMT is
associated with downsizing and skill upgrading.
Two-stage probit estimates of the share equations are also pre
sented in Table 5.5. These regressions include the proportion of sales
to the government as an additional control variable. (Recall that the
purpose of using this estimation procedure is to control for the endogeneity of technical change.) As I have shown, both the unconditional
and conditional probabilities of AMT adoption are strongly related to a
set of firm characteristics.
As noted in Chapter Two, the efficiency of the two-stage estimates
depends critically on the "fit" in the first stage of the model and on the
assumption that the instruments are uncorrelated with the error term in
the second stage. Our use of the two-stage procedure is supported by
the highly significant F-tests in the first stage of the model. Also, the
correlations between the instruments and the residuals from the second
stage of the model are uniformly insignificant. It is interesting to note
that the findings are virtually the same as those reported in Table 5.4;
that is, the two-stage results also suggest that technology adoption
leads to a shift in labor composition in favor of nonproduction workers.
In Chapter Four, I hypothesized that it is important to distinguish
between linked and integrated AMTs. Furthermore, I argued that
linked and integrated AMTs should have different compositional and
empowerment effects, because linked technologies are generally asso-

Table 5.5 Two-Stage Probit Estimation of Employment Equations (estimates of (3j from Eq. 5)a
MSb
Employment share equations
Year t + 1
Year t + 2
Year t + 3
Employment cost share equations
Year t + I

0.059**c
(1.98)d
0.111***
(2.16)
0.128***
(2.24)

0.084
(1.92)
Year t + 2
0.096
(1.94)
0.108***
Year t + 3
(2.23)
a Each regression includes an industry dummy.
b MS = managerial and supervisory.
TP = technical and professional.
R&D= research and development.
CL = clerical and administrative.
DPL = direct production labor and supporting personnel.
OTH= other production labor.
c *** _ statistical significance at the 1% level.
** = statistical significance at the 5% level.
d ^-Statistics are in parentheses.

TP

R&D

CL

DPL

OTH

0.063
(1.73)
0.090**
(1.97)
0.110**
(2.01)

0.058
(1.47)
0.063
(1.51)
0.092
(1.95)

-0.046
(1.58)
-0.059
(1.73)
-0.044
(1.37)

-0.073***
(2.16)
-0.137***
(3.16)
-0.128***
(3.06)

-0.053***
(2.15)
-0.064***
(2.25)
-0.075***
(2.11)

0.073
(1-93)
0.088
(1.94)
0.101**
(2.04)

0.058
(1.49)
0.068
(1.67)
0.079
(1.79)

-0.047
(1.62)
-0.058
(1.74)
-0.042
(1.33)

-0.071***
(2.14)
-0.138***
(3.18)
-0.128***
(3.04)

-0.052***
(2.33)
-0.067***
(2.58)
-0.072**
(1.96)
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ciated more with quality enhancement and integrated technologies are
more closely associated with the displacement of labor.
To determine whether these categories for AMTs are valid, I per
formed a factor analysis, a method that has been used extensively in
psychology and sociology when scholars assess variables such as intel
ligence, prestige, or status, which are difficult to measure precisely and
have multiple indicators. 1 The idea behind factor analysis is that there
is a hypothetical, unobservable variable that a set of variables share in
common: that is, if the observables share a strong positive correlation,
then it is assumed that they can also be categorized as capturing a mea
sure of a common unobservable "factor."
For this book, I propose that CAD, CAM, CNC, SPC, and JIT are
all linked advanced manufacturing technologies, and that FMS, AS/R,
AGV, ROB, and GT are integrated advanced manufacturing technolo
gies. To test these hypotheses, we compute the intercorrelations for all
types of AMTs and extract the general factor common to them all.
I use the standard factor analysis method, with principal compo
nents being the extraction procedure and VARIMAX rotation. Three
factors with eigen values greater than 1 were extracted, which
accounted for a total of 58% of the common variance. Table 5.6 pre
sents the rotated factor structure matrix for 12 advanced manufactur
ing technologies.
Our results indicate that AMT adoptions do indeed factor into two
dimensions, linked and integrated AMTs. Factor 1 consists of what
was previously described as linked AMT. Marker items (items with
loadings greater than 0.50) are CAD, CAM, CNC, and SPC. 2 Factor 2
consists of what was previously described as integrated AMT. Marker
items include AAS, AS/R, FMS, ROB, and GT.
Several AMTs did not load on the expected factor. Inconsistent
with expectations, AGV did not load on the second factor, and JIT and
MRP did not load on the first factor, but instead loaded on the third.
While JIT and MRP might be beneficial technologies for waste reduc
tion and production planning, these technologies may not be prerequi
sites or essential components of linked or integrated AMTs. This result
may also be explained by the job-shop nature of many of the firms,
because JIT is better suited for assembly line operations. 3
I chose to limit further analyses to the first two factors, because they
are clearly in line with the distinction previously outlined between
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Table 5.6 Rotated Factor Structure Matrix of AMTs
Factor 1

Factor 2

Factor 3

AAS (automated assembly system)3

0.1066

0.7316

0.0507

AGV (automated guided vehicle)

0.1321

0.2437

0.3269

AS/R (automated storage and retrieval)

0.1712

0.5365

0.1777

CAD (computer-aided design)

0.7965

0.2724

0.1563

CAM (computer-aided manufacturing)

0.7834

0.2226

0.0417

CNC (computer numerical control)

0.8829

0.0461

0.0218

FMS (flexible manufacturing system)

0.1555

0.6803

0.1480

AMT

GT (group technology)

0.1279

0.6547

0.2743

JIT (just-in-time production)

0.0001

0.0581

0.8035

MRP (materials requirements planning)3

0.1141

0.1191

0.7300

ROB (robotic device)

0.0845

0.6932

0.3583

0.6660

0.1210

0.3992

SPC (statistical process control)

3 AAS and MRP do not fit into either the linked or integrated categories.

linked and integrated AMTs. The bottom line is that the results provide
strong empirical support for Hypothesis 5. For subsequent analyses, I
constructed two dummy variables for linked and integrated AMT based
on the loading factors just described. A total of 61 firms adopted at
least one linked AMT, while 25 adopted at least one integrated AMT.4
I also hypothesize that the adoption of AMTs will lead to a reduc
tion in the workforce, accompanied by increased technical skill levels
to deal with increased technological complexity. This will result in a
workforce that favors technical/professional, managerial, and R&D
workers. However, I also conjecture that the nature of these recompositional shifts will differ by category of AMT. Given that integrated
AMTs embody a more "advanced" state of technology (requiring more
scientific and engineering input) and that they automate materials han
dling and control (which previously required many low-skilled
employees), I expect that greater reductions in low-skilled staff should
result from integrated AMTs.
The top panel of Table 5.7, shows the percentage of companies that
employed methods of implementation that are likely to lead to an
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Table 5.7 Firms Adopting Methods of AMT Implementation That Are
Consistent with an Enhancement in Employee Empowerment
Methods of implementation

Integrated
Linked
AMT firms AMT firms Difference

Percentage of firms reporting
Training existing personnel

91.8

62.5

N/A

Changing employees' job responsibilities

50.5

25.8

N/A

Create new jobs and career opportunities
for employees

29.6

11.7

N/A

Increased employee control

40.7

24.5

N/A

Training existing personnel

0.324

0.073

Changing employees' job responsibilities

0.183

0.037

Create new jobs and career opportunities
for employees

0.099

0.011

Increased employee control

0.287

0.104

Mean values of empowerment measures3
0.25i***b
(6.22)c
0.146***
(4.90)
0.088***
(3.92)
0.183***
(5.71)

a Scores can range from 0 to 1.
b *** _ statisticai significance at the 1% level.
c f-Statistics are in parentheses.

enhancement in employee empowerment. Approximately 92% of the
firms that adopted at least one linked AMT reported that implementa
tion involved training existing personnel. About half of the companies
that adopted a linked AMT also reported that implementation led to
changes in employees' job responsibilities. Note that for all four indi
cators, the percentages are higher for linked AMT firms than for inte
grated AMT firms. Based on these crude measures, it appears that
implementation of linked AMTs may be more closely associated with
the enhancement of empowerment than that of integrated AMTs.
To formally test this hypothesis, I computed scores for methods of
implementation that I interpret as indicators of employment empower
ment. These scores are summed and divided by the number of linked
or integrated AMTs that the firm adopted (at most, four for linked
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AMT firms and five for integrated AMT firms) so that all scores are on
the same dummy-coded, 0-to-l scale. For example, let us assume that
a company has adopted all four linked technologies. If this firm
checked CNC and SPC with regard to "training existing personnel"
(see the Appendix) but left CAD and CAM blank, the firm would get a
score of 0.5 (2/4) for this empowerment indicator.
In the bottom section of Table 5.7 are the mean empowerment
scores for linked AMT firms and integrated AMT firms, and in the
third column, the difference in the mean values and the f-statistic. All
four of the empowerment measures are lower for integrated AMT
firms, confirming that the incidence of methods that promote empow
erment is significantly greater for linked than for integrated AMTs.
All of the differences in column 3 are statistically significant at the 1%
level.
Table 5.8 shows the downsizing and compositional effects for each
class of technology and for all AMTs. The first three columns present
the mean and median percentage changes in total employment, and the
remaining columns show the changes in employment shares for six cat
egories of workers over the sample period for firms that adopted new
technologies. The empirical findings are consistent with Hypotheses 6
and 7, (pp. 53 and 55); that is, our findings suggest that the association
between downsizing and integrated AMTs is stronger than the associa
tion between downsizing and linked AMTs. Furthermore, it appears
that the "skill bias" of technological change or the recompositional
effects in favor of highly educated workers is greater for integrated
AMTs than for linked AMTs.
These results must be interpreted with caution because they do
not include industry controls. Many companies on Long Island are in
defense or defense-related industries. The leading prime defense con
tractors in the region are Grumman (now part of Northrup Grumman),
Paramax Systems, AIL Systems, Militope, and Loral Corporation, and
many smaller firms on Long Island rely heavily on subcontracting from
firms such as Boeing and McDonnell Douglas.
Kamer (1993) reported that defense-related jobs accounted for
45.1% of total manufacturing employment in 1985 (the peak of the
defense buildup during the Reagan years) and approximately 8% of
total nonfarm employment. During the late 1980s, many Long Island
companies experienced a dramatic downturn in demand as the Cold

Table 5.8 Mean and Median Employment Levels, Percentage Changes, and Shares for AMT Firms3
Total employment

Number of
AMTs used

Mean
(median)

Mean (median) employment shares (%)

Mean
(median)
change

MSb

DPL

CL

R&D

TP

OTH

(%)

1987

1990

1987

1990

1987

1990

1987

1990

1987

1990

1987

1990

Any AMT

111
589
(189)c (160)

-5.8
(-7.1)

10.1
(9.5)

11.2
(10.5)

8.9
(9.5)

14.1
(13.1)

6.2
(2.9)

6.7
(3.3)

16.2
(16.0)

13.5
(12.3)

62.8
(66.3)

60.0
(66.7)

2.1
(0.0)

1.3
(0.0)

Linked AMT

402
(113)

328
(104)

-3.2
(-3.9)

12.5
(10.9)

13.7
(11.3)

8.6
(9.2)

10.4
(9.9)

7.5
(3.5)

7.2
(3.4)

14.8
(14.4)

15.7
(14.8)

65.4
(67.4)

63.8
(67.2)

3.1
(0.0)

2.1
(0.0)

Integrated
AMT

1025
(323)

-9.4
779
(256) (-10.3)

7.7
(7.3)

8.7
(8.2)

9.2
(9.9)

17.8
(15.3)

4.9
(2.4)

6.2
(3.8)

17.8
(16.3)

11.3
(11.7)

60.2
(65.3)

56.2
(63.7)

1.1
(0.0)

0.5
(0.0)

1987

1990

a No industry controls.
b MS = managerial and supervisory.
TP = technical and professional.
R&D = research and development.
CL = clerical and administrative.
DPL = direct labor and supporting personnel.
OTH = other production labor.
c Medians are in parentheses.
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War ended: between 1985 and 1991, Long Island lost over 29,000 jobs
in defense-related industries (approximately 36% of all its defenserelated jobs). Therefore, some of the downsizing and compositional
changes could be due to a decline in industry demand. To account for
this decline, I included the proportion of sales to the military as an
additional regressor. Furthermore, an analysis of changes over the
sample period for technology adopters does not control for the timing
effects of the technology adoption.
I controlled for industry and timing effects by estimating the fol
lowing set of equations:
Eq. 9

In (Sy,+2AsyM) = ay + |3 AMT, + yGOVSALES,

Eq. 10

In (Sy^/^j) = dj; + (3 LINKAMT, + yGOVSALES,

Eq. 11

In Oy,+2/Sy,_i) = a, + PINTAMT, + yGOVSALES,

where the dependent variable in each equation is the growth rate (loga
rithmic change) in the employment share (s^ for firm / in industry j;
AMT, equals 1 if the firm adopted an advanced manufacturing technol
ogy between t - 1 and t and equals 0 otherwise; LINKAMT, equals 1 if
the firm adopted a linked AMT between t - 1 and t and equals 0 other
wise; INTAMT, equals 1 if the firm adopted an integrated AMT
between t - 1 and t and equals 0 otherwise; and GOVSALES is the
firm's percentage of sales to the government. Each of these growth
rates is standardized by industry.
The coefficient ((3) on the dummy variable will provide an estimate
of the difference in the growth rate of the share between technology
adopters and non-adopters. Note also that there are now two dummy
variables for AMT, so I can examine employment shifts for linked and
integrated AMT separately. This proposed specification also enables
us to examine the timing of labor force adjustments, because we spe
cifically examine compositional changes after the technology adoption.
The values of B from these regressions are reported in Table 5.9. I
estimated 18 regressions: 3 technological classifications (all AMTs,
linked AMTs, and integrated AMTs) x 6 classes of workers. The point
estimates can be interpreted as follows: the value 0.131 in row 3, col
umn 1 implies that the share of managerial and supervisory employees

Table 5.9 Differences in Mean Growth Rates of Employment Shares between Firms Adopting AMTs in Year t versus
Those Not Adopting AMTsa
MSb
OTH
DPL
CL
R&D
TP
Type of AMT adoption
-0.086***
-0.161***
0.103***
0.107***°
-0.051
0.056
Overall
(3.01)
(3.52)
(1.71)
(1.42)
(2.11)
(2.09)d
-0.065***
124***
_0
0.088**
0.083*
-0.036
0.046
Linked AMT
(2.63)
(2.32)
(1.44)
(1.25)
(1.94)
(1.82)
-0.099***
-0.184***
0.089*
0.121***
0.131***
-0.081
Integrated AMT
(3.21)
(4.01)
(1.83)
(1.90)
(2.34)
(2.77)
a Estimates of (3 from Eq. 9, 10, and 11.
b MS = managerial and supervisory.
TP = technical and professional.
R&D=research and development.
CL = clerical and administrative.
DPL = direct labor and supporting personnel.
OTH = other production labor,
c *** _ statistical significance at the 1% level.
** = statistical significance at the 5% level.
* = statistical significance at the 10% level.
d f-Statistics are in parentheses.
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(fraction of the workforce devoted to this type of worker) increases by
13.1% in firms that adopt integrated AMTs, relative to firms in the
same industry that do not adopt integrated AMTs. The mean difference
in the growth rate of this share is highly statistically significant.
Similar increases in the share of technical and professional
employees and of scientists and engineers are found for integrated
AMTs (increases of 12.1% and 8.9%, respectively). There is a relative
decline of about 18% in the share of production workers for firms that
adopt integrated AMTs. While the compositional shift towards work
ers with higher levels of education and skill (positive shifts in columns
1-3, negative shifts in columns 4-6), is evident for all AMTs and
linked AMTs, the differences (between adopters and non-adopters) are
uniformly of high statistical significance only in the case of integrated
AMTs. Also, the positive shift in the proportion of scientists and engi
neers is significant for integrated AMTs, while insignificant for linked
AMTs. These findings are consistent with the hypotheses outlined in
Chapter 4.
These findings raise several issues which are beyond the scope of
this study. First, it would be interesting to untangle the causal relation
ship between technological change and changes in labor composition.
In my framework, I implicitly assume that the adoption of a new tech
nology leads to changes in workforce composition. However, both
types of decisions may be jointly determined. For example, the deci
sions to restructure the workforce and to implement a technological
change may occur concomitantly, rather than one causing the other.
Also, there may be feedback effects associated with an increase in
R&D employment. For example, several authors have argued that an
increase the number of scientists and engineers can be viewed as a
source of information acquisition regarding the existence and success
ful implementation of new technologies (e.g., see McCardle 1985). In
future research, I plan to explore some of these linkages.
In my framework, I also implicitly assume that technological
change is the sole determinant of changes in labor composition. The
growth in foreign trade has also been cited as a possible cause of the
decline in demand for low-skilled workers. In a recent study based on
industry-level data, detailed measures of the educational attainment of
the workforce, and a dynamic cost function framework, Catherine
Morrison and I (Morrison and Siegel 1996) examined the simultaneous
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effects of trade, technology, and outsourcing on labor composition. We
found that technological factors (such as investment in R&D and com
puters) had the strongest effect on shifts in favor of highly educated
workers. Trade had a very small direct effect, which is consistent with
the findings of most recent studies (Lawrence and Slaughter 1993). 5
We did find, however, that trade may have an indirect effect because it
stimulated additional investment in technology, which in turn leads to
changes in labor composition.
Several important caveats to the findings presented in this chapter
must be noted. First, the findings are based on a regional sample that is
weighted towards defense-related industries and thus may not be repre
sentative of national trends. Also, my focus is on manufacturing firms
and technologies. It would also be interesting to explore the effects of
technological change on labor composition and empowerment in ser
vice industries, since services constitute a large and growing fraction
of employment and output.
In this chapter, I have presented evidence on the antecedents and
labor market outcomes of technology adoption. Technology usage
appears to be positively related to firm size, R&D intensity (a form of
"information acquisition"), and cumulative experience with related
technologies. Technology usage also appears to be associated with
corporate downsizing, skill-upgrading, and employee empowerment.
I also found evidence supporting for the hypothesis that we can
distinguish between linked and integrated AMTs. This may be critical
in the consideration of "skill-biased" technological change, because
there appear to be fundamental differences in the labor market out
comes associated with the adoption of these two classes of AMTs.
Linked AMTs appear to be more closely associated with efforts to
enhance employee empowerment, while integrated AMTs appear to be
more closely associated with downsizing and shifts in labor toward of
highly educated workers. Thus, it appears the skill bias of technologi
cal change may be considerably stronger for more advanced, integrated
technologies.
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Notes
1. Factor analysis was invented by Spearman (1904), who used it in his attempts to
measure intelligence (what he termed a g [general intelligence] factor). See
Gould (1981) for an excellent, nontechnical history of factor analysis.
2. A "loading" is a measure of the correlation between an item and an unobserved
common "factor." A marker item is an item (in this case, an AMT) that is highly
positively correlated with a given factor (usually defined as >0.50) and does not
"load" on any other factor. (See Gorsuch [1974] for details).
3. This is an observation that was culled from my field research, involving factory
visits to 20 companies. These visits clearly revealed that for many of these firms,
the production process is of a "job shop" nature.
4. In our sample, there are 18 companies that adopted both linked and integrated
AMTs. While it may be true that there is something special about firms that use
both linked and integrated AMTs, I believe that I need not exclude these compa
nies or analyze them separately. Thus, the empirical results include these overlap
ping firms.
5. A notable exception is Revenga (1992), who reported a strong trade effect.

6 Case Studies
This chapter summarizes case studies of 4 out of 20 firms I visited
that had completed the survey and whose managers and other employ
ees were willing to discuss their experiences with AMT investment.
My objective was to have company officials elaborate on certain points
that could not be addressed in the survey, generally qualitative infor
mation on the costs and benefits of AMT investment and changes in the
work environment. I also thought it would be useful to observe how
technologies were implemented on the factory floor and in other func
tional areas of the business.
I selected the four companies for an in-depth, case-study analysis
because these firms are in different industries and because managers
and workers were willing to meet with us and provide detailed infor
mation on sensitive topics. These four companies vary greatly in terms
of size, scope, and level of technology usage. While there is obviously
a degree of sample selection bias inherent to this approach, the cases
may provide useful information for policymakers and academics who
wish to assess the economic and managerial implications of technolog
ical change.'

SYMBOL TECHNOLOGIES

Symbol Technologies is the world's largest manufacturer of bar
code-scanning devices (data capture systems), with nearly two million
scanners and terminals installed. Bar codes consist of a series of lines
or bars printed on a contrasting background on packages and products.
Symbol's devices read data from the bar code, which usually includes
information about the item such as location, cost, price, and manufac
turer. Bar-code scanning greatly simplifies data entry and enhances
productivity in a wide range of sectors, including supermarkets, retail
establishments, large department stores, manufacturing, package and
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parcel delivery, warehousing and distribution, health care, and many
other industries.
By using these devices, companies are able to track sales and
inventories quickly and efficiently, promote security, and reduce
employee theft. In recent years, sales of portable devices have
increased substantially as advances in computer technology have
enabled Symbol to produce smaller scanners at relatively moderate
prices.
Symbol's competitive strategy is differentiation (the firm offers a
wide range of products varying in price and quality), with a strong
emphasis on quality and innovation. A major source of their competi
tive advantage is their technological leadership. To maintain this edge,
they invest heavily in product development. The company's manufac
turing strategy is consistent with the competitive strategy. They pro
duce many customized products and their manufacturing facilities
embody the latest technological developments. The implementation of
AMTs has made Symbol more responsive to customer needs, by
enabling the firm to endow its products with features that are most
desired by key customers, such as large supermarket and retail estab
lishments and overnight delivery companies. Rapid response to cus
tomer needs is also a critical success factor in this industry.
Like many of the firms I visited, Symbol faces increasing competi
tive pressures. First, the product life cycle has been shortened dramati
cally, in part due to the widespread use of AMT. The use of CAD/
CAM, in particular, has enabled the firm to introduce new products
quite rapidly. Second, although Symbol has substantial brand loyalty,
several foreign competitors have captured a growing share of the mar
ket in recent years. During our analysis of the company, the firm was
in the process of consolidating its major manufacturing facilities. A
new state-of-the-art facility on Long Island will combine manufactur
ing operations from Long Island and California. After the construction
of the new plant, corporate headquarters, R&D, and manufacturing
plants will all be located in Suffolk County at the Bohemia, New York,
facility.
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Findings Based on Interviews and Plant Visits
With three graduate students, I visited with Mr. William Dowlin,
Vice President of Operations for the Bar Code Scanning Division, who
reported that Symbol is an active and enthusiastic user of AMTs. They
have successfully implemented 7 of the 12 AMTs: computer-aided
design (CAD), computer-aided manufacturing (CAM), automated stor
age and retrieval (AS/R), flexible manufacturing system (FMS), mate
rials requirements planning (MRP), statistical processing control
(SPC), and robotics (ROB). The company's newest CAD/CAM sys
tem has enabled them to design and introduce innovative products.
Their newest hand-held scanner, the LRT 3800, combines wireless
radio-frequency data communications technology with laser-based bar
code scanning. It is now widely used in retail establishments.
The major benefits of AMT adoption have been more rapid product
development, reductions in labor cost, better reliability, and especially,
flexibility. Symbol has clearly taken the concept of flexible manufac
turing seriously, by switching from high volume to differentiation and
small volume. Buyers want customized products that are based on
state-of-the-art computer technologies. The use of AMT allows Sym
bol to deliver these products at a reasonable price. This has enhanced
its corporate strategy and increased profitability.
The firm has invested heavily in automation, which it believes has
increased quality and flexibility. As automation has proceeded, Sym
bol has strived to upgrade workers' skills. The human resource man
agement policies of the company actively promote skill upgrading
through an emphasis on training and education. Mr. Dowlin men
tioned the importance of local universities in the firm's efforts to
upgrade the skills of its workers (such as the engineering school at
SUNY-Stony Brook, Polytechnic University, and others). The workers
we spoke to on the factory floor were exposed to many training semi
nars.
The workers also discussed another important change in the work
environment that resulted from implementation of the new technolo
gies: a greater emphasis on teamwork and consensus. Employee par
ticipation in managerial decision making also increased. Joint
consultation committees were formed to provide additional outlets for
worker feedback and communication. The bottom line is that the
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changes in work environment appear to be part of an overall strategy to
raise the level of worker commitment to the firm's overall goals and
objectives. Based on broad measures of changes in worker productiv
ity and firm profitability, that strategy appears to have been successful.
Mr. Dowlin reported that another important change induced by
AMT investment was an increase in outsourcing. The firm now outsources many low-skilled, labor-intensive functions. This has enabled
the firm to focus its efforts on improving product quality and innova
tion. While reducing the number of unskilled workers, it has increased
the number of technicians. Several of the technicians we spoke to were
originally hired as unskilled workers.
Like many of the firms I visited, Symbol is rather undisciplined in
deriving rate of return estimates for R&D projects. Although it usually
doesn't generate formal estimates of actual or expected returns, Mr.
Dowlin surmises that there have been substantial labor cost savings
associated with AMT investment, something on the order of about 5%
per year (which is consistent with our best estimates, based on the sur
vey response).
According to Mr. Dowlin and many of the workers I interviewed,
the major benefit of AMT investment was greater integration across
functional activities. Most of the advanced manufacturing technolo
gies, particularly those that we have labeled linked AMTs, allow work
ers to exchange information across functional areas, such as R&D,
production, finance and accounting, logistics, purchasing, and market
ing.
These technological investments have enabled Symbol to greatly
reduce its clerical staff and middle management. Contrary to general
trends, however, it has not reduced the number of production workers.
The largest employment increase is in the number of technical and pro
fessional employees. Mr. Dowlin implied that this increase does not
reflect new hires, but rather the upward mobility of existing workers,
which is consistent with the firm's stated objective of upgrading the
skills of workers. Not surprisingly, Symbol had one of the highest
empowerment scores in our sample.
Mr. Dowlin also asserted that AMT has changed Symbol's rela
tionships with suppliers. Since it began implementing AMTs, it has
fewer suppliers but has closer relationships with them. It has actively
encouraged its suppliers to undertake investments in AMT.
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Symbol has also benefited from its suppliers' investments in AMT.
These firms have reduced their labor costs and increased quality and
flexibility. For example, Symbol's hand-held scanners, its best-selling
products, are made of plastic. Long Island is a hub for manufacturers
of molded plastic products. Many of these plastics firms have invested
in programmable machinery that has significantly improved their pro
ductivity and reliability, enabling them to maintain constant prices.
Symbol's scanners also contain computer chips, which have fallen dra
matically in price. Mr. Dowlin noted that because of these trends,
Symbol's materials prices have fallen over the past few years. This
accounts for some of the rise in Symbol's profitability.

LUMEX CORPORATION
Company Background
Lumex Corporation designs and manufactures exercise, rehabilita
tion, and health care equipment. Its Cybex division produces exercise
and fitness equipment. Cybex equipment is used by almost all profes
sional sports teams and has gained wide acceptance among doctors for
use by orthopedic and neurological patients. The company's line of
"isokinetic" products, in which resistance accommodates the amount
of force applied throughout the complete range of motion, is quite pop
ular with doctors because resistance stops or decreases automatically if
the patient feels pain or fatigue. Cybex has emerged as the leader in
sales to health clubs, with a market share of approximately 15%.
The firm's Lumex division manufactures products that are geared
toward geriatric care and patient aids. These include walkers, canes,
crutches, and commodes, as well as patient seating, over-bed tables,
etc. These products are used in home health care and institutional mar
kets. Obviously, demographic trends are quite favorable in this sector.
In 1990, the division launched the most successful new product in the
company's history, the Cybex model 6000, a new generation of
extremity testing and rehabilitation equipment. This product con
firmed Cybex's technical leadership in the industry.
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The Cybex and Lumex divisions contribute almost equally to over
all revenue. Described by securities analysts as a classic, small, growth
company in the 1980s, Lumex lost market share when the patents for
several key products expired, and it diverted resources to the develop
ment of machines and equipment for back rehabilitation. The core
business suffered from changes in Medicare and Medicaid reimburse
ment along with greater price competition. Given its competitive strat
egy of focused differentiation (the firm offers a small range of higherpriced, high-quality products) and thus a strong emphasis on quality,
the firm has invested heavily in AMTs.
Findings Based on Interviews and Plant Visits
I interviewed Mr. Russell Olesen, Vice President of Manufactur
ing, and conducted several plant visits with two graduate students. In
contrast to most of the companies I visited, Lumex generates detailed
projections of returns on investment in new technologies. Mr. Olesen
mentioned that the emphasis on numbers was an important aspect of
the corporate culture, because the leaders of the company have tradi
tionally had an accounting background. Furthermore, Lumex actually
conducts an ex post facto analysis of rates of returns; that is, several
years after implementation, it assesses whether the targets have been
met. If these targets have not been reached, it tries to identify the
sources of inefficiency. Mr. Olesen provided me with detailed reports
documenting the cost savings, along many dimensions, from AMT
investment.
When I visited Lumex, the firm was in the process of implement
ing a just-in-time inventory system. It was especially concerned with
reducing the size of its warehouse. Not surprisingly, it expected JIT to
lead to changes in job responsibilities and increased managerial con
trol. Lumex's products embody the latest features, such as computers,
and are priced accordingly. A major source of its competitive advan
tage is its ability to generate new products and improve existing ones.
Consistent with its corporate-level strategy, it devotes a fairly large
proportion of revenue to R&D.
The strong emphasis on product innovation is reflected in the num
bers provided us. Lumex devotes about 6% of revenue to R&D invest
ment. Furthermore, over the sample period (1987-1990), it reported
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an increase of 67% in the number of scientists and engineers. Mr. Olesen agreed with the notion that hiring more R&D staff served as a form
of knowledge acquisition, since these new hires are generally quite
familiar with the nuances of AMT investment.
Our discussions with Mr. Olesen and other employees revealed
that AMT adoption led to several key changes in human resource man
agement policies. First, there was some downsizing when the technol
ogies were first implemented. Second, the company devoted more
resources to training the overwhelming majority of employees who
remained with the firm. Mr. Olesen pointed out that the company's
policy was to train all workers who could potentially encounter the
new equipment, including maintenance employees. This was viewed
as a way to safeguard the firm's substantial financial investment in
AMT. That is, the introduction of programmable machinery involved
the use of very precise and expensive machines and processes. This, in
turn, required more complicated work in performing proper mainte
nance of this equipment and more sophisticated analysis to ensure effi
cient utilization.
A third change in HRM policy in the aftermath of AMT adoption
involved modifications in the nature of work and skill requirements.
Several employees mentioned that their supervisors had given them
more decision-making authority. They were also asked to perform
additional clerical tasks, such as processing and analyzing data. Some
workers mentioned that they had developed managerial skills, which
they had acquired by attending the local community college. Finally,
interpersonal skills were increasingly important, as there was a much
greater emphasis on teamwork. In recent years, the firm had estab
lished cross-functional teams from engineering, production, procure
ment, and customer support to take advantage of the benefits of
integration that resulted from AMT adoption.
According to Mr. Olesen, the primary difficulty in implementing
the new technologies was "tailoring a generic system to meet the spe
cial needs of our firm." He pointed out that by definition, a software
program that controls a CNC machine and handles materials which are
used in the production process in a flexible manufacturing system must
be unique to that particular product line (in this case, rehabilitative
equipment) and customer needs. Most of the additional expense asso
ciated with AMT implementation was devoted to hiring consultants to

Case Studies

customize the software and to train workers to use the new software.
He cautioned managers who are contemplating similar investments to
factor these adjustment costs into the projections of returns on invest
ment in new technologies.

PALL EAST HILLS MANUFACTURING
Company Background
Pall Corporation is the world's leading manufacturer of filtration
devices. Its products are used to remove microscopic contaminants of
solids, liquids, or gases. There are three markets for these filtration
devices: healthcare, aerospace, and fluid processing. Health care is the
fastest-growing segment, although fluid processing is also doing well
because of the substantial increase in environmental regulations. Most
of Pall's products are proprietary filter media produced by melt-blow
ing of polymer fibers, chemical film casting, papermaking, and metal
lurgical processes.
Health care products constitute approximately 50% of sales.
These products include filters to protect patients against contamination
from intravenous fluids, transfused blood and blood components, and
breathing gases. Filters are also used in diagnostic devices to assess
diseases in plants, animals, and humans; to generate sterile, contamina
tion-free pharmaceuticals, biopharmaceuticals, and biologicals; and to
produce yeast-free and bacteria-free water, beverages, and food prod
ucts. The health care market also includes a range of electronic test
instruments that enable users to easily test the integrity of their filters
before and after use.
The aerospace market represents 30% of sales. The firm provides
a broad line of lube oil, fuel, and air filters containing proprietary filter
media. This group also produces filter manifolds, self-cleaning engine
intake filters, and pressure swing absorption (PSA) systems. For users
of fluid-power or lubricated machinery, Pall provides filter elements
and housings to control particulate contamination in hydraulic or lubri
cating oil. In the mobile fluid-power market, Pall provides transmis
sion fluid and diesel engine filters.
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The fluid processing market, which represents approximately 22%
of sales, includes products that remove contaminants from liquids and
gases in process streams through the retention and recirculation of cat
alysts and with the minimization of hazardous waste. Growth in envi
ronmental regulation and awareness has stimulated demand.
Findings Based on Interviews and Plant Visits
Pall pursues a focus strategy, stressing quality, not price. It has
invested heavily in new manufacturing technologies, with a strong
emphasis on increasing the effectiveness of materials and inventory
management. Although the firm is innovative, it does not seek "first
mover" advantages in undertaking technological investments. Pall's
reluctance to be the first to implement a new technology is consistent
with its corporate culture, which is very conservative and risk averse.
This conservative policy may stem from some negative experiences
with previous AMT investments.
Accompanied by two graduate students, I interviewed Mr. Jack
Caulfield, the Vice President of Manufacturing. Mr. Caulfield and
other company officials were concerned about the disruptive nature of
technological change. They mentioned several times that they wanted
the process to be "evolutionary," not "revolutionary." Many of the
companies we visited had complaints regarding the quality of software
and difficulties with compatibility. Mr. Caulfield is confident that his
organization has learned from these experiences. He mentioned that
recent AMT investments had yielded higher rates of return than previ
ous ones, implying that significant learning effects had been associated
with successive AMT implementations. He was still struggling to
transmit this message to several leading corporate executives, who
were disappointed with past financial results.
Instead of advancing a learning argument, Mr. Caulfield was pro
moting the use of new technologies as a means of gaining additional
control over inventory, work orders, and other operational aspects. Mr.
Caulfield also stressed how AMTs could be used to enhance account
ing controls. Now that it had achieved inventory controls, Pall wanted
to achieve greater control from an accounting standpoint. The com
pany plans to achieve this through computerization, based on job cost
ing information provided by data stations (called "elves") that read
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workers' badges, automatically identifying the operation they perform
and automatically recording the date and time. The close of the opera
tion would also be recorded. This process is called job costing and
workflow analysis. Pall also proposes to use bar-coding technology to
improve the accuracy of data that is used to assess productivity.
Mr. Caulfield emphasized that Pall has not used AMT specifically
to downsize the labor force. Its objective is to raise productivity while
maintaining stability of the workforce. The reported numbers are con
sistent with this. Pall stressed the importance of using the technology
to empower workers and to increase their awareness of activities taking
place in other functional areas. The only area of the business where
AMT is likely to lead to workforce reductions is in the area of process
ing purchase orders. Like many other companies on Long Island, Pall
experienced some difficulty in implementing the software to achieve
this goal. When we interviewed Mr. Caulfield and other company offi
cials, they were attempting to overcome these difficulties, which would
result in streamlining the purchasing function.
In contrast to most of the firms we visited, Pall was more focused
on upgrading the skills of its engineers. Mr. Caulfield pointed out that
some of his engineers graduated more than a decade ago, when it was
impossible to work with such sophisticated computers and machinery,
much less a whole computer-integrated manufacturing system. Given
the critical role that engineers play in design, implementation, problem
solving, and continuous improvement of computer-based technologies,
they must periodically be retrained. In this regard, Pall has taken
advantage of several university-sponsored educational programs.
Mr. Caulfield pointed out that middle managers must also be
retrained, both attitudinally and technically, to cope with new technolo
gies and the greater emphasis on integration, a major theme of most
AMTs. He also asserted that it sometimes is difficult for managers to
adjust to changes in the organizational environment and a certain "loss
of control" that results from AMT usage. Many experienced managers
were especially uncomfortable with what they perceived to be a loss of
authority.
Other major organizational changes were a greater emphasis on
teamwork and much greater flexibility in work assignments. The
workers we interviewed also noted that new technologies were associ
ated with a move towards multi-skill and broader-scope jobs. They
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also mentioned that they were now much more involved in planning
and control, which suggests that the firm was engaging in job "enrich
ment" (see Heizer and Render 1999), another aspect of employee
empowerment. These reflections led Mr. Caulfield to admit that the
company had still not sorted out the full implications of these changes
in human resource management policies, since there was still some
resistance to change among "old guard" managers (those with the firm
before these changes were implemented).

ELECTRONIC HARDWARE
Company Background

Electronic Hardware Corporation, located in Farmingdale, Long
Island, is a leading manufacturer of control knobs, switches, and other
panel hardware for military, industrial, and commercial equipment.
Their primary customers are Grumman, Boeing Aerospace, the Army,
and the Navy.
The firm has an established reputation as a manufacturer of high
quality and reliability, and it has only one major competitor. Currently,
50-60% of its sales is derived from government/military contracts.
Despite the general downturn in demand from the military sector, its
annual sales revenue has more than doubled between 1987 and 1994.
This can be attributed mainly to three recent acquisitions of smaller
competitors.
Although they have only 78 employees (including a large number
of part-time workers), Electronic Hardware is now producing over
10,000 type of knobs and control devices. This has helped them cap
ture market share from competitors who can offer only a limited range
of products. Unfortunately, the large variety of products and the recent
consolidations have also created severe problems in the coordination of
purchasing, planning, inventory management, and especially with pro
cessing customer orders.
Electronic Hardware is also in the process of implementing a
major change in corporate strategy. The catalyst for this strategic ini
tiative is the recent downturn in demand in the military sector. This has
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compelled the firm to shift its focus from defense industries to com
mercial and industrial applications. To achieve this strategic goal,
Electronic Hardware is an active participant in the New York State
Diversification Program, which is helping companies reduce their
dependence on the defense sector. 2 They are also participating in the
New York State Industrial Effectiveness Program, a total quality man
agement (TQM) program partially financed by New York State and the
Long Island Lighting Company (LILCO). The Industrial Effectiveness
Program also provides subsidies for training and technology, as well as
rebates on electric rates.
The firm has not yet implemented an AMT, but they are interested
in implementing material requirements planning and just-in-time
inventory systems. They realize that the success of their efforts to
diversify depends critically on their ability to respond to customer
needs. The investment in AMT will be used to provide flexibility and
enhance efficiency, which are essential to achieving and sustaining a
competitive advantage in these new industries. Furthermore, it seems
likely that competition, especially technological competition, will be
more intense in commercial and industrial markets than in defense
industries.
Findings Based on Interviews and Plant Visits
I interviewed Mr. Stephen Sgammato, the Controller of Electronic
Hardware, on several occasions and conducted several plant visits
accompanied by two graduate students. At the time, the firm was in the
process of selecting a computer-integrated manufacturing (CIM) sys
tem. Mr. Sgammato noted that a major competitor has fully automated
production capabilities and has computerized almost all of its adminis
trative functions. He recognizes the need for technological advance
ment. Our discussions focused primarily on the barriers to AMT
implementation and how they can be surmounted.
It was clear from the plant visits that there is a strong need for a
CIM system. There is a substantial amount of excess inventory at the
manufacturing facility. Both the warehouse and the administrative
offices were cluttered, and the firm's existing hardware and software
were inadequate to process the large volume of orders. Currently, most
of the simple office work, such as bill of materials, routing, scheduling,
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and costing, is done manually. The current computer system, an IBM
36 model, is used primarily for administrative purposes.
Mr. Sgammato cited two major obstacles to the adoption of AMTs.
The first is difficulty in quantifying the benefits of implementing
AMTs. He noted that this was a major factor in their decision not to
adopt computer-aided design, automated assembly, computer numeri
cally controlled machines, and group technology. The second major
obstacle is the lack of customized software. Mr. Sgammato met with
15 different vendors and could not find software that completely
matches his firm's needs. The basic problem is that the vendors simply
do not understand his business. He laments the fact that he will proba
bly have to hire expensive consultants to customize the software.
Interestingly, he did not mention the cost of retraining workers in the
aftermath of AMT implementation.
Mr. Sgammato was very excited about taking advantage of the
State University of New York at Stony Brook's resources to help his
firm overcome some of these obstacles. For example, in 1993, with
financial support from the federal government, the Harriman School
for Management and Policy at SUNY-Stony Brook initiated a "Jobs
Project" or Dislocated Worker Training Program. The participants in
this program were experienced engineers who had been laid off as a
result of major cutbacks in defense programs on Long Island in the
early 1990s. Most of these engineers had worked for the Grumman
Corporation, by far the largest defense contractor on Long Island. The
purpose of the Jobs Project was to retrain these individuals so they
could be reemployed, presumably by firms in growing industries in the
region, such as computers, environment and waste management, and
biotechnology.
Under the supervision of Professor Gerrit Wolf and Mr. Joe Pufahl,
the co-directors of the Jobs Project, a group of students agreed to assist
Electronic Hardware with the selection and implementation of a com
puter-integrated manufacturing system. The group has visited the firm
several times and has assisted Electronic Hardware in developing a
budget for the CIM project. More importantly, the group has agreed to
help the firm with some of the necessary customization of the software.
This may obviate the need to hire consultants during the implementa
tion phase. Mr. Sgammato was especially pleased about this. He also
noted that his involvement with SUNY-Stony Brook had helped him
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become more aware of state-of-the-art manufacturing technologies that
were developed at the engineering school. Finally, Mr. Sgammato also
mentioned that his company had received assistance from professors
and students at the SUNY-Farmingdale and Suffolk Community Col
lege.

SUMMARY OF FIELD INTERVIEWS

Several key findings emerged from my field research. First, there
was strong evidence of "skill-upgrading," in the sense that firms
invested heavily in retraining workers in the aftermath of technological
innovation. Retraining is critical to these firms because computers are
now ubiquitous on the factory floor, as the plant visits vividly demon
strated. Several managers showed us how the technologies had trans
formed the nature of work for many production workers. For example,
workers must understand how to operate programmable machines
using customized software; for many employees, this requires a new
set of skills and responsibilities. The bottom line is that employees
must possess a high level of skill in order to realize the full potential of
AMTs. For example, if the firm uses automated technologies, its
workers must select processing equipment, tooling, and job sequenc
ing. Furthermore, they must be proficient in using the information that
is generated by computers. The rate of return on investment in AMTs
will depend, to some extent, on the quality of the workers who imple
ment them. Therefore, it is critical for companies to also maximize the
rate of return on their investment in human capital, through continuous
training and "skill-building" programs and other efforts to raise the
quality of worker output.
Our interviews of managers and workers suggest that certain ele
ments of employee empowerment were enhanced in the aftermath of
AMT adoptions. These include additional training, knowledge, and
skill development, greater worker discretion and decision-making
authority, and a move towards multi-skill and broader-scope jobs
(referred to as job "enrichment" in the management literature [Daft
1998]). Consistent with the integrative aspect of many of the new tech
nologies, AMT adoption also appears to be associated with the forma-
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tion of teams. Some of these were cross-functional teams from
engineering, production, logistics, R&D, procurement, and customer
support.
Despite these somewhat dramatic changes for existing workers, it
is important to note that AMTs have also led to downsizing because
they reduce the demand for clerical and manual labor. Mechanization
and a swift improvement in the flow of information has allowed these
companies to significantly increase quality and productivity. Many of
these AMTs are used to simplify and streamline administrative proce
dures.
An acceleration of the pace of technological change has dramati
cally changed the work environment. First, it has created anxiety about
job security, particularly among middle managers. Technological
change is certainly disruptive, but most of the downsizing has occurred
through attrition. Second, workers now have more discretion (deci
sion-making authority); however, this also entails more responsibility.
The new technologies have also empowered workers, providing them
with new skills and enabling them to learn more about other functional
areas of the business.
The cases also provided some interesting information on the
obstacles to additional investment in AMTs. A pervasive finding is that
companies find it difficult to quantify the benefits from technological
investment. This is a major reason why firms have not implemented
new technologies, despite the strong enthusiasm for them among the
executives I interviewed. Almost all of these manufacturing experts
agreed that the benefits outweigh the costs, but they cannot compute
precise values. Furthermore, in instances where they generate rate-ofreturn projections, they rarely go back after the fact and assess how
accurate those projections were. This often makes it difficult to justify
further R&D projects. I suggest that they devote some additional effort
to providing more precise figures on actual rates of return.
A second major obstacle/difficulty in AMT implementation is the
quality of software. The largest expense in the implementation process
was software, not hardware and physical equipment, because most
companies were compelled to hire consultants to customize the soft
ware to fit the particular needs of the company. The greatest unfulfilled
need of the firms in our sample was customized software.
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The Electronic Hardware case provides a good example of how
universities and government agencies can help firms overcome these
barriers to implementation. The firm is utilizing an existing govern
ment/university program to improve its knowledge of state-of-the-art
manufacturing technologies and develop more precise estimates of the
costs and benefits of various AMTs. It is also drawing upon faculty
and student expertise to help develop customized software for these
new systems.
Despite the software difficulties experienced by many firms, I
found strong evidence on our plant visits that AMTs have achieved
their stated objectives. Recall that flexible manufacturing technologies
involve the use of computers to coordinate machines and workers
across functional areas of the business. Firms have been using com
puters on the factory floor for years. However, the separate implemen
tation of computer-based technologies has not improved com
petitiveness as much as expected, because these stand-alone machines
created new bottlenecks even as they removed old ones. Flexible man
ufacturing technologies were designed to eliminate these bottlenecks
and streamline efficiency. It appears that they have done so, at least in
the sample of firms we studied. As noted in the Pall Corporation case,
AMTs have also allowed companies to enhance accounting and inven
tory controls.

Notes
1. See Siegel, Waldman, and Link (1999) for a more comprehensive discussion of
qualitative research methods as they relate to field studies.
2. As noted in Kamer (1993), New York State lost 28% (65,000 jobs) of its defense
employment base between 1985 and 1991.

7 Summary of Findings
and Policy Implications
Two recent trends in the labor market have attracted a great deal of
attention in academia and in the popular press. The first is the wave of
large-scale corporate downsizing programs, coupled with a precipitous
decline in the manufacturing workforce that began in the 1970s. A sec
ond trend is greater wage "inequality," or an increase in the wage pre
mium associated with a college degree. This has occurred despite a
large increase in the number of students who have been awarded col
lege degrees in recent decades. A number of prominent labor econo
mists have hypothesized that skill-biased technological change could
be an important determinant of these trends.
Consequently, many authors have attempted to estimate the impact
of technology on the demand for labor, usually attributing a great deal
of quantitative significance to the role of skill-biased technological
change in shifting the wage structure and labor composition. This evi
dence is remarkably robust to differences in methodology, selection of
proxies for technological change, level of aggregation of the data, and
choice of country. Yet, while these studies have been useful, they suf
fer from several important empirical limitations. Most authors have
used industry-level data, indirect measures of technological change,
and limited information on the composition of the labor force and
changes in the work environment. This effectively precludes an indepth analysis of determinants and consequences of technology adop
tion.
In this monograph, I have presented evidence from a detailed, firmlevel survey that overcomes many of these limitations. The richness of
the file enables me to provide comprehensive estimates of the impact
of technological innovation on six classes of workers. I also examine
the important question of whether the "skill-bias" of technological
change varies for different classes of technologies; to my knowledge,
this issue has not explored in any existing study.
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Summary of Findings and Policy Implications

SUMMARY OF STATISTICAL FINDINGS
The major conclusions of this study are as follows:
1. Technological change is associated with downsizing and a shift
in labor composition in favor of workers with higher levels of
education.
2. We can empirically distinguish between two classes of technol
ogies: linked and integrated AMTs.
3. Downsizing and recomposition in favor of highly educated
workers are more strongly associated with integrated AMTs.
Thus, the nature of the skill bias may depend on the type of
technology that is implemented.
4. Technology usage enhances employee empowerment. Empow
erment appears to be more closely associated with linked,
rather than integrated AMTs, again confirming the importance
of conducting a disaggregated analysis of skill-bias technologi
cal change.
5. The two major obstacles to additional investment in new tech
nologies are difficulties in quantifying benefits and the high
cost of customizing software to fit company needs.
My first conclusion—that the implementation of a new technology
is associated with corporate downsizing—is entirely plausible, because
many of the new technologies were designed precisely to eliminate
production and clerical jobs. Furthermore, these technologies promote
integration, which implies that there will be an increase in the flow of
information across functional areas within a company. This increase
may also serve to eliminate jobs, since new technologies can help man
agers identify redundancies within the organization.
I also conclude that technology adoption is associated with skill
upgrading. That is, it appears that these employment reductions are
masking an important underlying shift in the demand for labor. Specif
ically, I find that technological change is associated with a shift in labor
composition and compensation in favor of workers with higher levels
of skill and education. These results are consistent with the idea that
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skill-upgrading occurs after new technologies are implemented on the
factory floor. This finding is also not surprising, because the new tech
nologies I examined typically involve the use of computers. Further
more, because they are integrative, the new technologies often change
the work environment; that is, in the aftermath of technological
change, information and duties are more likely to be shared among
workers performing different functional tasks. To be successful in this
type of environment, workers must acquire or upgrade their computer
skills and broaden their understanding of policies and procedures in
other departments. The case studies and field interviews confirm these
findings and describe how firms have invested in workers who can help
them implement new technologies effectively.
These results are consistent with a study by Murnane, Willett, and
Levy (1995), which attempts to explain the recent increase in the wage
premium for educated workers. The authors note that (real) earnings
of high school graduates have declined since 1979 in absolute terms
and relative to the earnings of college graduates. They find that
employers are requiring more workplace skills and are paying higher
wages to those who possess them; also, employers are more selective
in choosing employees. All of this has led to an increase in the returns
on employees' skills. My results provide additional support for this
argument, since it appears that the demand for highly educated labor
increases after the implementation of a new technology.
I also find that technology is associated with certain elements of
empowerment such as training, knowledge, skill development, and job
enrichment. In some instances, technology also creates new job and
career opportunities and provides employees with greater power or
control and decision-making authority.
My findings also imply that there may be substantial heterogeneity
across technologies in the impact on the demand for labor; specifically,
the employment and recompositional effects differ by the type of tech
nology, linked or integrated. A factor analysis confirms the validity of
the distinction between linked and integrated AMTs, and I group the
technologies accordingly. Not surprisingly, there is more downsizing
and recompositioning of the labor force associated with integrated
AMTs than with linked AMTs. On the other hand, linked AMTs
appear to enhance employee empowerment more than integrated
AMTs. Thus, when considering the employment and compositional
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effects of innovative activity, it may be important to consider the type
of technological change.
Although this study focuses on the manufacturing sector, there is
reason to suspect that the findings may have even stronger implications
for service industries. As noted in Baily and Gordon (1988), service
industries invest in computers at approximately double the rate of man
ufacturing industries. As in manufacturing, these computers are often
used to streamline efficiency and raise quality. For example, "expert
systems," or computer programs that simulate the behavior of human
experts in business situations, are widely used in financial and commu
nication services, especially in banking. Given that services are sub
stantially more labor-intensive than manufacturing, the potential cost
savings associated with the implementation of advanced technologies
such as expert systems are quite high. Low-skilled service jobs appear
to be particularly vulnerable, implying that the skill bias of technologi
cal change may be greater in services than in manufacturing.

POLICY IMPLICATIONS AND RECOMMENDATIONS

Technological change is indeed associated with skill upgrading
and corporate downsizing. Qualitative evidence from our case reports
and from previous studies reveals that new technologies require work
ers to develop new skills and to perform new tasks; 1 this is especially
true for integrative technologies. The implementation of a new tech
nology also appears to induce companies to invest additional resources
in training and to enhance employee empowerment.
These changes in employment structure and in the work environ
ment raise an important public policy issue relating to human capital
development, because education is generally regarded as a public good
and also an important input in the production of "skill." In fact, as
noted in previous chapters, economists often use education as a proxy
for skill. Therefore, we need to consider the appropriate role of gov
ernment in addressing the consequences of technological change,
which has spurred a large increase in the demand for skilled labor. An
examination of the current imbalance between the supply and demand
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of skilled labor must begin with a consideration of the types of skills
that employers value.
Recent modifications in skill requirements were well documented
by Murnane and Levy (1996) in their monograph, Teaching The New
Basic Skills. The authors reported that firms are increasingly demand
ing that workers possess what they term five "new basic skills." These
are abilities to understand mathematical and analytical concepts, to
solve semi-structured problems by formulating and testing hypotheses,
to communicate effectively in oral and written forms, to work produc
tively in groups with colleagues from diverse backgrounds, and to
demonstrate proficiency with computers. The bottom line is that com
panies are insisting that workers have stronger cognitive and interactive
skills.2
My results suggest that technical change further stimulates the
demand for these skills, establishing an even greater wage premium for
those who possess them. Common sense also dictates that integrative
technologies require additional interactive skills, because information
is exchanged among workers with different functional perspectives and
expertise (e.g., manufacturing, R&D, accounting, finance, marketing).
A critical issue that must be addressed by leaders in business, educa
tion, and government is whether our educational institutions are actu
ally providing these skills.
Murnane and Levy (1996) suggested that primary and secondary
schools are not teaching the new basic skills. This has caused overin
vestment in higher education, because screening for such skills is
expensive; so, many companies simply raise their educational require
ments. The end result is that many firms are hiring college graduates
for positions that normally require only a high school degree or voca
tional training, because they can be certain that college graduates actu
ally possess these new basic skills.
Thus, firms are turning to the colleges (including community col
leges) and universities for graduates whose skills complement new and
existing technologies. In recent years, these institutions of higher
learning have become more responsive to the needs of companies for
several reasons. First, they have come to realize that firms are critical
stakeholders. In fact, in some divisions of the university, especially the
professional schools, administrators consider employers to be their pri
mary "customers."3 Second, it is important to note that universities
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receive substantial direct and indirect funds and subsidies from govern
ment.4 It is very useful to have the business community as an ally
when lobbying the state legislature for additional financial support.
Also, federal agencies, such as the National Science Foundation,
have strongly encouraged university/industry interactions in their fund
ing policies. It is now quite common for researchers from academia
and industry to jointly submit research proposals to NSF. This is part
of an overall initiative to enhance domestic competitiveness by placing
a greater emphasis on applied research. NSF has also supported manu
facturing centers at various locations so that companies can utilize the
most advanced manufacturing technologies. 5 The end result is that uni
versities (the "suppliers") are helping companies (the "customers")
enhance the skills of their employees. 6
This emphasis on university-industry cooperation stems primarily
from two important laws: the Bayh-Dole University and Small Busi
ness Patent Act (1980) and the Omnibus Trade and Competitiveness
Act (1988). The 1980 legislation facilitated interaction between uni
versities and private firms by allowing grantees and contractors receiv
ing federal R&D funds (such as small businesses, universities, and
other non-for-profit institutions) to license new technologies. The
1988 legislation created several new programs in the Department of
Commerce's National Institute of Standards and Technology (NIST),
such as Manufacturing Technology Centers, to help small and
medium-size manufacturers become more competitive.
Despite this assistance, firms must also confront skill "shortages"
for existing and prospective employees through on-the-job training,
which is expensive and time-consuming. The traditional paradigm is
that companies hire technical graduates and subsequently provide them
with on-the-job-training to develop their competence with new equip
ment and production processes. Given the rapid pace of technological
change and an increase in the intensity of global competition, many
firms are discovering that their demand for trained technicians is grow
ing faster than their ability to furnish the appropriate hands-on training
time.7 These shortages are readily apparent in high tech regions such
as Silicon Valley and are spreading across the country.
One notable development in alleviating the skills shortage has been
the establishment of new and creative forms of alliances between uni
versities and private firms. For example, Arizona State University has
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recently launched a joint venture with Intel and Motorola to construct a
microelectronics teaching factory. This facility will serve as a simu
lated version of a real microchip factory. Industry and university offi
cials project that this facility will help solve the industry's need for
skilled technical and management teams. By partnering with the uni
versity, Intel and Motorola can further the technical education of per
manent members of the work force and prospective employees.
It is important to note that substantial spillovers could result from
the construction of these types of facilities. For example, customers
and suppliers of Intel and Motorola, who number in the thousands in
the local Phoenix area alone, will also benefit from this initiative. The
diffusion of these new technologies could stimulate the local economy,
through the creation of start-up companies, new jobs, and additional
investment in R&D.
Another pragmatic way to help alleviate the skills shortage is to
design policies that help promote an increase in the supply of skills,
especially those that complement the implementation of new technolo
gies. One recommendation is for state and local government officials
to provide more incentives for the development of alliances between
colleges and universities and firms. These could involve the use of tax
incentives and additional assistance in helping companies surmount
some of the financial and regulatory barriers that often serve as obsta
cles in strengthening these relationships.
A second recommendation is to strengthen the connection between
classroom instruction and the skill requirements of employers. As a
first step, administrators at institutions of higher learning must pay
closer attention to the needs of employers. The implications of the
findings presented in Murnane and Levy is that there is a "market" fail
ure in the delivery of critical skills. Existing evidence suggests a grow
ing demand for cognitive and interactive skills, which have not been
adequately supplied by the educational establishment.
The most effective way for colleges and universities to monitor the
provision of skills is for these institutions to develop assessment cen
ters. Assessment centers are units that are expressly designed to quan
titatively measure and evaluate the skills and abilities or workers and
job candidates. These centers are usually staffed by applied (indus
trial/organizational) psychologists and human resource management
professionals.
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As discussed by Riggio and Mayes (1997), assessment centers
were first employed in the private sector to screen and evaluate candi
dates for top management positions. Later, they were used as a career
development and training tool at all levels of the corporation. In a
managerial context, workers are typically evaluated along such dimen
sions as leadership, interpersonal skills, organization and planning,
decisiveness, decision making, perception, and oral and written com
munication.8
In recent years, assessment centers have been used in educational
settings to evaluate undergraduate students in business administration
(see Riggio et al. 1997), graduate students in applied psychology (Kottke and Shultz 1997), and students in other majors (Rea, Rea, and
Moomaw 1990; Wendel and Joekel 1991). Many colleges and univer
sities have been moving in this direction by conducting outcomes
assessments for individual courses, which involves measuring the
"value-added" of an individual instructor.
I propose that the use of assessment centers be expanded greatly at
all levels of education. A first step in improving the "productivity" of
education is effective measurement and evaluation of educational out
comes. Assessment centers will help focus greater attention on the
"production process," or in this case, the delivery and absorption of
knowledge and skill. A quantitative approach is also quite useful
because it facilitates benchmarking across schools and over time.
Also, it will help ensure accountability for the quality of output (gradu
ates) and permit firms to provide useful feedback to educators.
Finally, there are two reasons why it is especially important that a
major effort be made to provide for the needs of small companies.
First, skill shortages appear to be most acute for these firms.9 Many of
the smaller, non-defense related firms that I visited cited a shortage of
skilled workers as an impediment to further investment in technology.
Second, small firms create a substantial number of net new jobs in
many industries. Programs that reduce these barriers to growth would
be especially helpful in promoting economic development. Commu
nity colleges also play an important role in high-technology workforce
development and may be particularly useful in targeting smaller com
panies.
In this section, I have outlined some of the policy implications of
the empirical findings. My two recommendations are that educational
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institutions develop closer alliances with businesses and nonprofit
organizations that employ their graduates and that they use an assess
ment center approach to evaluate educational outcomes.
The first recommendation is consistent with what I consider to be a
healthy trend towards closer customer-supplier relationships in the pri
vate sector; that is, firms are "consuming" the output of educational
institutions and thus can provide much-needed feedback to improve
educational performance. The second recommendation underscores
the importance of the measurement and evaluation of educational ser
vices, especially in an economy that is increasingly knowledge-based.
I do not believe there is much mystery here. As noted by Murnane and
Levy (1996), employers, academics, and consultants have explicitly
identified these critical skills. It is incumbent upon our educational
institutions to ensure that these skills are delivered.
It is also important to note that my recommendations could enable
firms to surmount barriers to additional technological investment.
Recall that the firms we interviewed had two major concerns: difficul
ties in quantifying benefits of the new computerized technologies and
problems with customizing software. The field research revealed that
university/government/industry partnerships, such as the federally
funded Jobs Project at SUNY-Stony Brook, can help firms deal with
these concerns by providing valuable consulting advice that can help
them justify, design, and implement new technologies.
The bottom line is that the proposed measures would spur addi
tional investment in new technology. They would also reduce the need
for firms to invest in on-the-job training and other expensive means of
skills enhancement. The evidence is clear that employers value work
ers who can help them implement new technologies. Society gains
when there is a more rapid rate of technological diffusion. Thus, to
ensure a continual rise in our standard of living, educational institu
tions must make appropriate adjustments to ensure the delivery of a
workforce whose skills complement technological change.

Notes
1. See Adler (1986, 1988), Dean and Snell (1991), and Snell and Dean (1992).
2. Most economists do not actually measure "skill" (mea maxima culpa!); instead,
they often use education as a proxy for skill. For studies that present actual mea-
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3.

4.

5.
6.
7.
8.
9.
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sures of changes in skill requirements, see Howell and Wolff (1991, 1992) and
Murnane, Willett, and Levy (1995).
For example, many large, multinational corporations have played a leading role in
assisting America's leading graduate schools of business in their efforts to modify
their curricula by emphasizing the importance of global perspectives and profi
ciency with computers.
It is important to consider the appropriate role of the government. On the one
hand, policymakers wish to eliminate obstacles to additional investment in R&D.
On the other hand, it is socially inefficient for the government to subsidize efforts
that firms would fully fund under normal conditions.
The establishment of these centers grew out of a concern that American firms
would not be competitive with foreign companies unless they were using the most
advanced manufacturing technologies.
These partnerships can be viewed as a joint venture between customer and sup
plier, as opposed to a typical joint venture between two competitors or firms in
related industries.
This is due, in part, to a shortage of experienced trainers. Some firms have found
that training costs are prohibitive, so they have avoided the use of new technolo
gies.
See Riggio and Mayes (1997) for further details.
Many small companies also have a legitimate fear of dealing with large, bureau
cratic institutions (such as the university), since they often do not have the appro
priate infrastructure to contend with the necessary paperwork. Any assistance in
this regard would also be greatly appreciated.

Appendix
Survey Questionnaire
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Please correct or complete
the Information to the left.

CIMS-Computer Integrated Manufacturing Systems
1. Please classify the extent of usage of CIMS technologies (defined on the reverse side of the cover letter) In your
Long Island manufacturing operations by checking the appropriate row.

AAS

AS/R AGVs CAD

CAM

CMC

FMS

QT

JIT

MRP

ROB

SPC

(1) Never formally considered
(2) Considered but not adopted
(3) Under active consideration or
soon to be implemented
(4) Implemented and in use
(5) Implemented but terminated

If you are unsure which column to use for some CIMS technologies that you have considered or Implemented,
please specify the technologies and the columns to which you assigned them.
If all your responses are In rows 1 and 2 skip to question 8. Otherwise continue to question 2.
2. For each technology you have Implemented (Rows 4 and 5 above), please provide the following Information.
AAS

AS/R AGVs CAD

Year of decision to adopt
First year In use
Cost of investment (including
training)
Investment made with internal funds
(yes/no)
Investment made with other funds
(specify source)
Year of termination
(if applicable)
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CAM

CMC

FMS

QT

JIT

MRP

ROB

SPC

3. For each technology you have Imf lemented check the primary reasons tor adoption. Multiple reasons can be
checked.
AAS

AS/R AGVs

CAD

CAM

CNC

FMS

QT

JIT

MRP

ROB

SPC

Increased sales growth
Adoption of CIMS by competitors
Cost reduction
Increased responsiveness to
customer needs
Quality improvement
Increased flexibility (design or
manufacturing)
Adoption of CIMS by customers or
suppliers
Federal funding of technology
Increased managerial control
Increased employee control
Other (please specify)

4. For each technology you have Implemented, check the significant results. Multiple results can be checked.
AAS

AS/R AGVs

CAD

Increased sales growth
Adoption of CIMS by competitors
Cost reduction

Increased responsiveness to
customer needs
Quality improvement

Increased flexibility (design or
manufacturing)
Adoption of CIMS by customers or
suppliers

Federal funding of technology
Increased managerial control
Increased employee control

Other (please specify)
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CAM

CNC

FMS

GT

JIT

MRP

ROB

SPC

5. For each technology you have Implemented, cheek t ne methods of Implementation. Multiple methods can be
checked.
AAS

AS/H AGVs CAD

CAM

CNC

FMS

GT

JIT

MRP

ROB

SPC

Use of an outside vendor
Training existing personnel
Hiring new personnel
Laying off personnel (please provide
% in parentheses)
Reorganizing reporting relationships
Changing employees© job responsibilities
Increased control and monitoring by
management
Create new jobs and career
opportunities for employees
Other (please specify)

6. For each technology you have implemented, check the functions slanrflcantly affected b]1 adoption. Multiple
(unctions can be checked.
AAS

AS/R AGVs CAD

Marketing/sales
Accounting/finance
R&D
Product design/engineering
Production (inc. planning, Inventory)
Other (please specify)
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CAM

CMC

FMS

QT

JIT

MRP

ROB

SPC

7. For each technology you have implemented and terminated, check the factors responsible for termination. Multiple
factors can be checked.
AAS

AS/R AGVs CAD

CAM

CMC

FMS

GT

JIT

MRP

ROB

SPC

Insufficient employes training
Personnel problems
Union problems
Lack ot managerial cooperation
High operating costs
System failed or was unreliable
Other (please specify)

8. For each technology you considered In detail but did not Implement, cleat;e check the reasons for your decision.
Multiple reasons can be checked.
AAS

AS/R AQVs CAD

CAM

CNC

FMS

QT

JIT

MRP

ROB

SPC

Insufficient Internally generated funds
Difficult to raise funds
Difficult to quantify benefits
Upfront costs of hardware & training
Problems with cost accounting methods
Union problems
Other (please specify)

9. What percentage of your company©s manufacturing em Iloyees (not Including outsourcing) wo rk:
On Long Island?
Outside N.Y.S. but in the U.S.©

%
%

Off Long Island but in
New York State?
Outside U.S.?

10. Are there any CIMS technologies t!tatyoii use off ton 9 Island (LI.) but not on L.I.?
No
Yes
If yes, which technologies, and why weren©t the technologies implemented on L.I.?
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%
%

BACKGROUND QUESTIONS:
11. List in descending order of sales the 3-dlgit SIC codes that best describe your products. List the SIC code
associated with your primary product first (see list of SIC codes on reverse side of cover letter)
1.______

2. _____

3.______

4.______

5.______

12. What percentage of your Long Island production, as measured by sates dollars. Is shipped to:
Firms In the U.S. outside
New York State
Customers outside the U.S.

Other firms on Long Island
Other firms In New York State
but on LI.
Other divisions In your firm on LI.
Other divisions in your firm off LI.

Defense industry customers

13. To approximately how many L.I. customers do you ship?.
14. What was the 1989 gross dollar value of sales from your Long Island operations:

15. What percentage of your Long Island labor force turned over during 1989? __
16. In what year did your company begin operations on Long Island? ____
17. Has your company been acquired by another firm within the last three years?.
18. What percentage of your purchases is from:
a.
b.
c.
d.

L.I. operations of other firms
Firms in New York State but off LI.
Other LI. divisions of ygur firm
Other divisions of your firm off LI.

e.
f.
g.

US. firms outside New York State
Sources outside U.S.
Defense industry firms

19. From approximately how many L.I. firms do you purchase?.
20. How many people are employed in your Long Island operations?
Currently
Total
Managerial & Supervisory
Technical & Professional
Clerical & Administrative
Direct Labor & Supporting Personnel
Other

21. What percentage of your company©s revenue Is spent on R&D?.
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12/69

12/88

12/87

22. How many persons In your Long Island operations were performing R&D as significant parts of their Job as of:
Currently

12/89

12/88

12/87

Scientists and Engineers
Others

23. What percentage of the R&O budget for your company Is financed by the federal government?.
24. What percentage of the R&D performed by your company is:

basic research
applied research
product Innovation

process innovation
other

25. What percentage of your R&D Is performed on Long Island?
26. There may be CIMS Implementation or effectiveness Issues that were overlooked In this questionnaire
or on which you would like to comment. If so, please use additional pages.

YOUR NAME,TITLE AND PHONE NUMBER

(Title)

(Name)

(Phone Number)
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change as, 1
Cross-functional activities
computer use and, 4, 96
integration of, 5, 45, 48, 50-52, 84
new basic skills in'demand for, 101,
103
teamwork for, 87, 95
Current Population Survey (CPS), \5t,
18f, 20,21
Data analysis, 4
aggregation in previous studies,
\4t-l9t
bias vs. neutrality, 11-12, 20, 27,
43nll
disaggregation in current study, 6, 38,
53, 57-59
dynamic vs. static (probit), 41-42,
63, 64t-65t
factor analysis, 71-72, 99
probit estimations, 39^40, 40e, 42,
62-63, 64t
regression, on AMT classes, 76, lie
use of proxies, 12, \4t-\9t, 35-37,
61, 79, 97
Data collection, 4, 20-22, 21-23, 26,
89-90
Databases, 21-23, 25, 47-50
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Defense-related firms
downsizing and, 39, 71, 76, 91-93
survey sample weighted toward, 29t,
30,79
Dell Computers (firm), JIT methods in,
50
Direct production employees, 53-54, 84,
94-95
employment levels and AMTs,
61t-68t, lOt, 15t, lit
employment levels of, as key data
item, 26, 38
as labor input measure, 14/-18?
Disaggregated data. See Data analysis
Dislocated Worker Training Program, 3,
93-94, 105
Dowlin, William, interview of, 83-85
Downsizing, 21, 87,97
AMT adoption and, 38-39, 53,
61-62, 66, 74
AMT and selective, 90, 95
skill-upgrading and, 66, 69, 79
technological change and, 1, 98-99
Econometric issues, 34-42
endogeneity, 39—41, 40e
exogeneity, 37, 39, 41
hypotheses tested, 38, 41
labor wages and composition shifts,
36e-31e, 38, 97-98
measurement errors, 37, 97
proposed model, 31e, 37—42, 4Qe,
42e

proxies in standard model, 35-37
simultaneity, 37
Education, 6-8, 105
at academic institutions, 55, 83, 87,
90, 93, 101-103
labor, and wages, 1, 6-7, 45, 78, 97
public policy implications, 100-104
subsidies for, 2-3, 92
See also Organizational learning;
Training

Electronic Hardware (firm), 91-94, 96
interview with Controller, 92-94
product range of, 91
SUNY-Stony Brook and, 93-94, 96
Electronics industry, survey sample
weighted toward, 27, 28t
Employee involvement. See
Empowerment
Employees. See Labor and specific
category of, e.g., Clerical
employees; Engineers as
employees
Employers, 1-3, 22, 27
See also Firms, private sector
Empowerment
AMTs and, 7-8, 45, 53-57, 61-62,
69, 71-74, 12t-13t, 79, 90-91
as HRM policy, 1-2, 5
linked AMTs and, 53, 69, 71, 79, 98
measures for, 54-55, 57, 84
shared decision making, 54, 83, 84,
94-95, 99
Endogeneity, 39-41, 4Qe, 61
Engineers as employees, 47, 86-87
employment of, 26, 38, lie, 78
retraining for, 90, 93
as technical change indicator, \4t,
llt-lSt

Exogeneity, 37, 39, 41
Expert systems, 56, 100
Factor share. See Labor, employment
levels
Factor shares, labor categories, 66,
67f-68f, lOt, 15t, lit
Field interviews, survey summary,
94-96
Filtration devices, company case study,
88-91
Firms
age of, as key data item, 26, 3lt-33t,
41,43nll
as aggregation level in change
studies, 12, 16f-18f, 20, 66-69
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Firms (cont.)
in educational partnerships, 3, 92,
102-105
selected characteristics of, 40-41,63,
64t-65t
Flexible manufacturing system (FMS)
as integrated AMT, 5-6, 50-52, 56,
71,83,96
rotated factor structure matrix for, lit
FMS. See Flexible manufacturing
system
Ford (firm), AMTs at, 47, 50
Foreign trade, downsizing and, 78-79
Fortune 500 companies, robotics in, 52
France, technological change, lit, 20,
22-23, 25-26
General Electric (firm) at, FMS, 56
General Motors (firm) at, AMTs, 47,
49-50, 52
Germany, technological change study,
\5t
Goodrich company. See B.F. Goodrich
(firm)
Government roles
encouraging alliances, 102-103
funding, 2-3, 92, 102
overseeing, 3-4, 100-101
Group technology (GT), 52, 71, lit, 93
Grumman-Northrop (firm), 51, 74, 91,
93
GT. See Group technology
Hampton Inns (firm), empowerment in,
54
Hardware products, company case study,
91-94
Harriman School for Management and
Policy. See State University of
New York, Stony Brook
Hazard function, dynamic models,
4l^2e, 63, 65t
Health-care products, company case
study, 85-86, 88

HRM. See Human resources
management
Human capital. See Labor
Human resources management (HRM)
downsizing, 87
empowerment, 1-2, 5
resistance to change, 91
training, 58, 83, 87
IBM (firm), ROB use in, 52
Indicators, 4, 14M9/
Industries
as aggregation level in change
studies, 12-13, \4t-l9t, 20, 66,
78,97
diverse, CIMS case studies, 6, 81-96
list of specific survey respondents,
28r-29r
manufacturing and service,
compared, 100
technology adoption and, 4, 20, 69,
74, 76, 16e
Integrated AMTs, 50-52, 58
downsizing and, 74
efficiency as goal, 6, 52, 58, 92, 96
employee empowerment and, 56-57
as second generation, 6-7
technologies classed as, 71
Intel (firm), alliance, 102-103
Investments, 20, 37, 83
AMTs and, 8, 84, 86, 92
barriers to, in AMTs, 6, 9, 95
negative experiences with AMTs,
89-91
R&D, as proxy for technological
change, 12, 79
return on, 2-3, 59, 69, 88-89, 94-95
Israel, technological change study, 17f,
21
JIT. See Just-in-time production
Job costing process, AMTs and, 89-90
Job Training Partnership Act (JTPA), 3
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Jobs, 100
creation, 57, 99
creative destruction of, 1,21
empowerment and, 1-2, 8, 54-55,
57,84,90-91,94,99
loss of (see Unemployment)
Jobs Project, SUNY-Stony Brook, 3,
93-94, 105
Joint consultation committees, 54, 83
JTPA. See Job Training Partnership Act
Just-in-time production (JIT), 55, 92
asAMT, 5,49-50, 56, 71
hazard function of adoption, 63, 65t
probit estimates of adoption, 63, 64t
rotated factor structure matrix for, lit
Knowledge-based systems. See Expert
systems
Labor
AMTs and, 6-7, 45^6
bias vs. neutrality toward, 11-12
composition, 1, 4-5, 7-8, 22-23,
36e-37e, 38, 62, 69, 76, 78-79,
79, 97-99
costs, 33, 36e-31e, 83-85
displacement (see Unemployment)
downsizing, 1, 21, 66, 97-99
education level of, 1, 6-8, 78, 94,
97-98
employment levels, 38-39, 66,
67f-68f, 69, 70?, lit, lit
empowerment strategy for, 1-2
individual workers as aggregation
level, 12, 14r-15f, 17f-18f,
25-26
input measures of, in previous
change studies, \4t-\9t
return on investment in, 2-3, 88, 94
Lean production methods, 53, 54
Linked AMTs, 46-50, 58
downsizing and, 74
employee empowerment and, 56-57
as first generation, 6-7
technologies classed as, 71

L.L. Bean (firm), JIT methods in, 50
Lockheed-Martin (firm), FMS use in, 51
Long Island, New York, survey, 25-42
case studies, 6, 9, 81-96
conclusions from, 8-9, 98-100
field interview summary, 94-96
hypotheses for empirical testing, 8,
38,41,53,55,57,61-62
methodology, 25-26, 34
policy implications of, 100-104
questionnaire used in, 109-114
recommendations based on, 95,
103-105
response rate of, 26
statistical results from, 62-79,
64t-65t, 67r-68f, 70f, 12t-13t,
15t, lit
summary statistics for, 27-34,
28f-29f, 31t-34t
Long Island Lighting Company, funding
partnership, 92
Longitudinal Research Database (LRD),
plant-level data, 21-22
Loral Corporation, defense contractor,
74
LRD. See Longitudinal Research
Database
Lumex Corporation, 85-88
AMT investments, 86
interview with Vice President, 86-88
product divisions, 85-86
Managerial employees, 84
employment levels of, as key data
item, 26, 38
employment share of, 66, 61t-68t,
70t, 75t, lit
as labor input measure, 17r, \9t
power sharing by, 45, 54, 83, 95
retraining for, 90-91
Manufacturing
firms (see specific names of
companies; e.g., General Motors
(firm))
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Manufacturing (cont.)
industries (see Industries, list of
specific survey respondents)
sites (see Plants (manufacturing sites)
surveys, 20-22
technologies as AMTs, 72t
technology centers, 102
workforce, 97 (see also Labor and
specific category of; e.g., Clerical
employees; Engineers as
employees)
Materials requirements planning (MRP),
59nl, 71, lit, 83, 92
Matsushita Electric Industrial Company
(firm), FMS use in 50-51
McDonalds (firm), SPC, 49
McDonnell Douglas (firm), 74
Militope (firm), defense contractor, 74
Motivation, 53-55, 57
Motorola (firm), 102-103
MRP. See Materials requirements
planning
National Institute of Standards and
Technology (NIST), 102
National Lognitudinal Survey (NLS),
21,27
National Science Foundation (NSF), 102
New United Motor Manufacturing, Inc.
(NUMMI), 49-50
New York State. Department of
Economic Development, Long
Island Regional Office, 9n3, 25
New York State Diversification Program,
92
New York State Industrial Effectiveness
Program, 92
New York State Urban Development
Corporation, 4
NIST. See National Institute of
Standards and Technology
NLS. See National Longitudinal Survey
Northrup. See Grumman-Northrop
(firm)
NSF. See National Science Foundation

NUMMI. See New United Motor
Manufacturing, Inc.
OECD. See Organization for Economic
Cooperation and Development
Olesen, Russell, interview of, 86-88
Omnibus Trade and Competitiveness
Act, 102
Optical scanners, 41
See also Bar-code scanners
Organization for Economic Cooperation
and Development (OECD), 1, 14?
Organizational learning, 3
AMT investments and, 63, 64t-65t
building environments for, 2, 55
Pall Corporation and, 89-90, 96
Outsourcing, 78-79, 84
Pall Corporation, 88-91, 96
interview with Vice President, 89-91
organizational learning in, 89-90, 96
product markets, 88
Panel Study of Income Dynamics
(PSID), 21
Paramax Systems (firm), defense
contractor, 74
Partnerships, training and consultation,
3, 92, 102-105
Plants (manufacturing sites), as
aggregation level, 12, 14/-17/,
20-22, 66
Polytechnic University, 83
Probit estimations, 39-40, 40e, 62-63,
64t
Proctor and Gamble (firm), CAD
systems in, 47
Professional employees, 17r, 84
employment levels of, as key data
item, 26, 38
employment share of, 66, 67t-6%t,
IQt, 75t, lit
Profitability, organizational learning and,
2-3
PSID. See Panel Study of Income
Dynamics
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Pufahl, Joseph, 93
Quality circles, 53-54
Quality control, 49, 52
Quality improvement, 56, 94
empowerment and, 53-54
flexibility and, 83, 85, 90, 92
Quality products, 5, 6, 45-46, 58
Research and Development (R&D), 55,
95
expenditures, as key data item, \4t,
I6t-llt, 26, 30, 31f, 86-87
investment in, 59, 61, 103
as proxy for technological change,
12, l4M8f
staff, 66, 67t-6St, lOt, 15t, lit (see
also Engineers as employees;
Scientists as employees)
Retraining programs, 2-3, 58, 90, 94
Return on investment
disaggregated analysis for R&D, 59,
69, 86-87
in human capital, 2-3, 88, 94, 99
in new technology, 2, 95
ROB. See Robotic device
Robotic device (ROB)
asAMT, 5, 51-52,71,83
associated with other AMTs, 48, 51
hazard function of adoption, 63, 65r
probit estimates of adoption, 63, 64t
rotated factor structure matrix for, lit
Robots, denned, 51-52
Saturn Division, GM (firm), 50, 52
Science Policy Research Unit (SPRU),
database, 21-22, 66, 69
Scientists as employees, 86-87
employment of, 26, 38, lie, 78
as technical change indicator, \4t, 18?
Service workers. 14?-18f, 87-88, 100
employment levels and AMTs,
67f-68/, IQt, 75t, lit
employment levels of, as key data
item, 26, 38

Sgammato, Stephen, interview of,
92-94
SIC codes, 13
industry-level aggregation by,
\4t-\9t, 20
primary, as key data item, 26,
28f-29f, 32r-33f
Skill upgrades, 83, 84, 94, 99
downsizing and, associated with
AMTs, 66, 69, 79
new basic skills in demand, 101, 103
technological change studies and,
\4t-\9t, \4t-\9ti, 20-23
wages and, 11-13,20-23
SMT. See U.S. Survey of Manufacturing
Technology
Sobel, Prof. Matthew, 4
South Korea, technological change
study, 16t
SPC. See Statistical process control
(SPC)
SPRU. See Science Policy Research
Unit
Standard Industrial Classification codes.
See SIC codes
State University of New York,
Farmingdale, 94
State University of New York, Stony
Brook, 3, 4, 83, 93-94, 105
Statistical process control (SPC), 53,
55-56, 83
associated with other AMTs, 48-49
hazard function of adoption, 63, 65t
probit estimates of adoption, 63, 64t
rotated factor structure matrix for, 71,
lit

Subsidies, 3, 58, 92, 101-103
Suffolk Community College, 94
Suffolk County, New York, 3, 82
SUNY. See State University of New
York, location
Supervisory employees, 87
employment levels of, as key data
item, 26, 38
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Supervisory employees (cont.)
employment share of, 66, 67?-68f,

70r, 15t, lit

Suppliers, relationships with, 84
Support personnel
employment levels and AMTs,
61t-6St, lOt, 15t, lit
employment levels of, as key data
item, 26, 38
Symbol Technologies (firm), 47, 82-85
AMTs and product development, 47,
82-83
interview with Vice President, 83-85
relationships with suppliers, 84-85
Teamwork, 45, 53-54, 83, 87, 90, 94-95
Technical employees, 84
employment levels of, as key data
item, 26, 28
employment share of, 66, 61t-68t,
lOt, 15t, lit
Technological change, 5
bias toward higher education levels,
1,8,11-13,20-23,53,78-79
downsizing and, 98-99
econometric issues, 35-42
funding, 2-4, 59, 92
heterogeneity vs. homogeneity, 2, 57
impact of, 95, 97-100, 102
negative experiences with, 89-91, 95
proxies for, 12, 61
studies of, 4-7, \4t-\9t, 61-62
Technology use data, 4-7, 20-22,
109-114
Time
controls on, 46-47, 51, 69, 76, 16e,
83
hazard function and, 42, 42e
as indicator of technical change, I5t
labor force adjustments and, 31e, 39
Total quality managment (TQM), 92
Toyota (firm), 49
TQM. See Total quality managment
Trade-offs, quality and cost, 45, 49

Training
by colleges and universities, 3, 55,
83,87
empowerment and, 54, 57, 99
government funding for, 2-3, 92
HRM policies for, 58, 87
retraining, 2-3, 58, 90, 94
Tupperware (firm), ASR systems in, 51
Unemployment, 1-3, 71
Unions, 3, \5t, 18f, 45
United Automobile Workers, 3
United Kingdom, technological change
studies, \4t-\6t, 20-22
United States
armed forces and defense-related
industries, 91-92
laws and legislation, 3, 102
technological change studies,
I4t-I9t, 20, 25-26
U.S. Bureau of the Census, 21-22
U.S. Department of Commerce, 102
U.S. Survey of Manufacturing
Technology (SMT), 20-22
Universities
assessment centers and, 103-105
employee training and, 3, 83, 90
oversight role of, 105
private sector and, 92, 102-105
responsiveness to community needs,
93-94, 95, 101-103
See also specifics; e.g., State
University of New York
University and Small Business Patent
Act, 102
Voice practices. See Empowerment
Wages
biased toward skills, 1, 6-7, 45, 97,
99
standard estimation of, 20
technological change and, 1, 5,
11-12, I4t-I9t, 37
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widening differential biased toward
skills, 11-13, 20-23
Wal-Mart (firm), ASR systems in, 51
WECD. See Worker-Establishment
Characteristic Database
WIRS. See Workplace Industrial
Relations Survey
Wolf, Prof. Gerrit, 93
Worker-Establishment Characteristic
Database (WECD), 21-22, 27
Workflow analysis, AMTs and, 89-90
Workplace Industrial Relations Survey
(WIRS), plant-level data, 22
Workplaces, 3, 55
AMTs and transformation of, 2, 5-7,
45, 94, 99
quality circles in, 53-54
teamwork in, 45, 83, 87, 94-95

About the Institute
The W.E. Upjohn Institute for Employment Research is a nonprofit
research organization devoted to finding and promoting solutions to
employment-related problems at the national, state, and local levels. It is an
activity of the W.E. Upjohn Unemployment Trustee Corporation, which was
established in 1932 to administer a fund set aside by the late Dr. W.E. Upjohn,
founder of The Upjohn Company, to seek ways to counteract the loss of
employment income during economic downturns.
The Institute is funded largely by income from the W.E. Upjohn
Unemployment Trust, supplemented by outside grants, contracts, and sales of
publications. Activities of the Institute comprise the following elements: 1) a
research program conducted by a resident staff of professional social
scientists; 2) a competitive grant program, which expands and complements
the internal research program by providing financial support to researchers
outside the Institute; 3) a publications program, which provides the major
vehicle for disseminating the research of staff and grantees, as well as other
selected works in the field; and 4) an Employment Management Services
division, which manages most of the publicly funded employment and
training programs in the local area.
The broad objectives of the Institute's research, grant, and publication
programs are to 1) promote scholarship and experimentation on issues of
public and private employment and unemployment policy, and 2) make
knowledge and scholarship relevant and useful to policymakers in their pursuit
of solutions to employment and unemployment problems.
Current areas of concentration for these programs include causes,
consequences, and measures to alleviate unemployment; social insurance and
income maintenance programs; compensation; workforce quality; work
arrangements; family labor issues; labor-management relations; and regional
economic development and local labor markets.
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