Stability and boundedness of nonlinear impulsive systems in terms of two measures via perturbing Lyapunov functions  by Li, An & Song, Xinyu
J. Math. Anal. Appl. 375 (2011) 276–283Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Stability and boundedness of nonlinear impulsive systems in terms of
two measures via perturbing Lyapunov functions
An Li a, Xinyu Song b,c,∗
a School of Mathematical Sciences, Xiamen University, Xiamen 361005, China
b Department of Mathematics, Xinyang Normal University, Xinyang 464000, Henan, China
c Research Institute of Forest Resource Information Techniques, Chinese Academy of Forestry, Beijing 100091, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 25 May 2010
Available online 17 September 2010
Submitted by Steven G. Krantz
Keywords:
Nonlinear impulsive systems
Stability
Practical stability
Two measures
Perturbing Lyapunov functions
This paper develops the concepts of stability, practical stability and boundedness in
terms of two measures for nonlinear impulsive differential systems using the method of
perturbing Lyapunov functions. The notion of perturbing Lyapunov functions enables us to
discuss stability properties of solutions of nonlinear impulsive differential systems in terms
of two measures under much weaker assumptions. The novel results offer a way to unify
a variety of stability results found in the relative literature.
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1. Introduction
Impulsive differential dynamical systems have been widely used in many ﬁelds, such as physics, electronics, population
dynamics [1] and biotechnology [2], etc. It is important to note that impulses do contribute to yield stability properties
even when the corresponding differential system without impulses is unstable. In recent years, signiﬁcant progress has
been made in the theory of nonlinear impulsive differential systems [3–7]. For practical purpose, one is not only inter-
ested in the qualitative information provided by Lyapunov stability results, but also interested in quantitative information
concerning the system behavior such as estimation of trajectory bounds. For example, the desired state of a system may
be mathematically unstable but the system may oscillate suﬃciently near this state so that the performance is considered
acceptable [8]. To deal with such situations, the notions of practical stability and boundedness are more appropriate and
meaningful. V. Lakshmikantham ﬁrst presented a systematic study of the theory of practical stability [9]. The authors have
proved the suﬃcient conditions for practical stability and boundedness in works [9–13].
These techniques employ the construction of a Lyapunov function. Unfortunately, a single Lyapunov function may not
satisfy all the desired conditions. In those situations, one may ﬁnd it more advantageous to perturb that Lyapunov function
as opposed to discarding it [10,14–18]. For instance, in [16–18], the authors have proved a variety of stability of impulsive
systems by perturbing Lyapunov functions. On the other hand, through the use of two measures, rather than the usual
norm, one can unify a variety of earlier known stability and practical stability results [3,9]. To the best of our knowledge,
the (h0,h)-stability properties of nonlinear impulsive differential systems have not been investigated by perturbing Lya-
punov functions. In this paper, we discuss stability and asymptotical stability of nonlinear impulsive systems in terms of
two measures via perturbing Lyapunov functions techniques by combining the ideas involved in the foregoing approach.
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using perturbing Lyapunov functions under much weaker assumptions. Moreover, we ﬁnd that our results can unify a variety
of results found in the literature [16–18].
The remainder of this paper is organized as follows. In Section 2, we introduce the notation used throughout the paper
and present several deﬁnitions of stability in terms of two measures and an important lemma. In Section 3, we establish
new results for various types of stability of nonlinear impulsive system in terms of two measures by perturbing Lyapunov
functions respectively. Finally, the conclusion and the acknowledge are mentioned.
2. Preliminaries
Consider the impulsive differential system in a real n-dimensional Euclidean space⎧⎪⎨
⎪⎩
x′ = f (t, x), t = tk,
x = Ik(x), t = tk,
x
(
t+0
)= x0, t0  0, k = 1,2, . . . ,
(1)
under the following assumptions:
(H1) 0< t1 < t2 < · · · < tk < · · · , and tk → ∞ as k → ∞;
(H2) f : R+ × Rn → Rn is continuous in (tk−1, tk] × Rn and for each x ∈ Rn , k = 1,2, . . . , lim(t,y)→(t+k ,x) f (t, y) = f (t
+
k , x)
exists;
(H3) Ik : Rn → Rn .
Denote S(h,ρ) = {(t, x) ∈ R+ × Rn: h(t, x) < ρ}, and Sc(h,ρ), ∂ S(h,ρ) are the complement and boundary of S(h,ρ)
respectively. We deﬁne the following classes of function spaces:
K = {a ∈ C(R+, R+): a is strictly increasing and a(0) = 0},
CK =
{
a ∈ C(R2+, R+): a(t,u) ∈ K for each t ∈ R+},
Γ = {h : R+ × Rn → R+, h(t, x) satisﬁes (H2) and infh(t, x) = 0},
V0 =
{
V : R+ × Rn → R+: V is continuous in (tk−1, tk] × Rn and for each x ∈ Rn, k = 1,2, . . . ,
lim
(t,y)→(t+k ,x)
V (t, y) = V (t+k , x) exists; V is locally Lipschitz in x}.
For V ∈ V0, (t, x) ∈ (tk−1, tk] × Rn , deﬁne the generalized derivatives along the solution of the impulsive differential
system (1)
D+V (t, x) = limsup
τ→0+
1
τ
[
V
(
t + τ , x+ τ f (t, x))− V (t, x)].
Deﬁnition 2.1. Let h0,h ∈ Γ , then we say that h0 is ﬁner than h if there exist a ρ > 0 and a function φ ∈ K such that
h0(t, x) < ρ implies that h(t, x) φ(h0(t, x)).
Deﬁnition 2.2. Assume h0,h ∈ Γ , the impulsive differential dynamical system (1) is said to be
(S1) (h0,h)-stable, if for each  > 0 and t0 ∈ R+ , there exists a δ = δ(t0, ) > 0 such that h0(t+0 , x0) < δ implies h(t, x(t)) <  ,
t  t0, where x(t) = x(t, t0, x0) is any solution of (1);
(S2) (h0,h)-attractive, if for each  > 0 and t0 ∈ R+ , there exist two positive numbers δ0 = δ0(t0) and T = T (t0, ) such that
h0(t
+
0 , x0) < δ0 implies h(t, x(t)) <  , t  t0 + T ;
(S3) (h0,h)-asymptotically stable if (S1) and (S2) hold simultaneously;
(S4) (h0,h)-practically stable, if given (λ, A) with 0 < λ < A, we have that h0(t
+
0 , x0) < λ implies h(t, x(t)) < A, t  t0 for
some t0 ∈ R+;
(S5) (h0,h)-uniformly practically stable if (S4) holds for all t0 ∈ R+;
(S6) (h0,h)-bounded, if for each α > 0 and t0 ∈ R+ , there exists a β = β(t0,α) > 0 such that h0(t+0 , x0)  α implies
h(t, x(t)) < β , t  t0.
In this section, we shall introduce a comparison principle, which will be very useful in our investigations.
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D+V (t, x) g1
(
t, V (t, x)
)
, t = tk,
V
(
t+, x+ Ik(x)
)
ψk
(
V (t, x)
)
, t = tk,
where g1 : R+ × R+ → R satisﬁes (H2) and ψk : R+ → R+ is nondecreasing. Let r(t) = r(t, t0,u0) be the maximal solution of{
u′ = g1(t,u), t = tk,
u
(
t+k
)= ψk(u(tk)), u(t+0 )= u0  0, k = 1,2, . . . ,
existing on [t0,∞). Then V (t+0 , x0) u0 implies that V (t, x(t)) r(t), t  t0 , where x(t) = x(t, t0, x0) is any solution of (1) existing
on [t0,∞).
3. Main results
We shall present, in this section, several new stability criteria about (h0,h)-stability and (h0,h)-practical stability of
impulsive differential systems by employing two Lyapunov-like functions.
Theorem 3.1. Assume that
(i) h0,h ∈ Γ , and h0 is ﬁner than h;
(ii) V1 : S(h,ρ) → R+ , V1 ∈ V0 , V1(t,0) ≡ 0 and for (t, x) ∈ S(h,ρ),{
D+V1(t, x) g1
(
t, V1(t, x)
)
, t = tk,
V1
(
t+, x+ Ik(x)
)
ψk
(
V1(t, x)
)
, t = tk,
(2)
where g1 : R+ × R+ → R, g1(t,0) ≡ 0, g1 satisﬁes (H2) and ψk : R+ → R+ is nondecreasing;
(iii) for every η, 0 < η < ρ , there exists a V2,η : S(h,ρ) ∩ Sc(h0, η) → R+ , V2,η ∈ V0 and a,b ∈ K such that for (t, x) ∈ S(h,ρ) ∩
Sc(h0, η),
b
(
h(t, x)
)
 V2,η(t, x) a
(
h0(t, x)
)
(3)
and {
D+V1(t, x) + D+V2,η(t, x) g2
(
t, V1(t, x) + V2,η(t, x)
)
, t = tk,
V1
(
t+, x+ Ik(x)
)+ V2,η(t+, x+ Ik(x)) ϕk(V1(t, x) + V2,η(t, x)), t = tk, (4)
where g2 : R+ × R+ → R, g2(t,0) ≡ 0, g2 satisﬁes (H2) and ϕk : R+ → R+ is nondecreasing;
(iv) the trivial solution of{
u′ = g1(t,u), t = tk,
u
(
t+k
)= ψk(u(tk)), u(t+0 )= u0  0, k = 1,2, . . . , (5)
is stable and the trivial solution of{
v ′ = g2(t, v), t = tk,
v
(
t+k
)= ϕk(v(tk)), v(t+0 )= v0  0, k = 1,2, . . . , (6)
is uniformly stable;
(v) there exists a ρ0 , 0< ρ0 <ρ such that h(tk, x) < ρ0 implies h(t
+
k , x+ Ik(x)) < ρ .
Then, the impulsive differential system (1) is (h0,h)-stable.
Proof. Since h0 is ﬁner than h, there exist a σ ∈ (0,ρ] and φ ∈ K such that
h0(t, x) < σ implies that h(t, x) φ
(
h0(t, x)
)
. (7)
Let 0<  <min{σ ,ρ0} and t0 ∈ R+ be given. Since the trivial solution of (6) is uniformly stable, given b() > 0 and t0 ∈ R+ ,
there exists a δ0 = δ0() > 0 such that
v0 < δ0 implies v(t, t0, v0) < b(), t  t0, (8)
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a(δ1) <
δ0
2
. (9)
Similarly, by the stability of u ≡ 0 relative to (5), given δ02 > 0 and t0 ∈ R+ , there exists a δ2 = δ2(t0, ) > 0 such that
u(t, t0,u0) <
δ0
2
, t  t0 (10)
whenever u0 < δ2, where u(t, t0,u0) is any solution of (5).
Since V1 ∈ V0, V1(t,0) ≡ 0 and h0 ∈ Γ , there exists a δ3 > 0 such that
h0
(
t+0 , x0
)
< δ3 and V1
(
t+0 , x0
)
< δ2 (11)
hold simultaneously. Choose u0 = V1(t+0 , x0) and δ = min{ δ12 , δ3, φ−1()}, and let h0(t+0 , x0) < δ, then
h
(
t+0 , x0
)
 φ
(
h0
(
t+0 , x0
))
< φ(δ) .
By Deﬁnition 2.2, we need to prove that if h0(t
+
0 , x0) < δ we have h(t, x(t)) <  , t  t0, where x(t) = x(t, t+0 , x0) is any
solution of (1). If it were false, there would exist a solution x(t) = x(t, t+0 , x0) of (1) with h0(t+0 , x0) < δ and t1, t2, t0 < t1 
tk < t2  tk+1 (or tk < t1 < t2  tk+1) for some k satisfying{
δ  h0
(
t1, x
(
t1
))
 δ1, h0
(
t, x(t)
)
> δ1, t
1 < t  t2,
h
(
t2, x
(
t2
))
 , h
(
t, x(t)
)
< , t0  t  tk.
(12)
Since 0<  < ρ0, it follows from hypothesis (v) that
h
(
t+k , x
(
t+k
))= h(t+k , xk + Ik(xk))< ρ.
Hence we can ﬁnd a t∗ , tk < t∗  t2 such that
  h
(
t∗, x
(
t∗
))
< ρ and h
(
t, x(t)
)
< ρ for t ∈ [t0, t∗]. (13)
Let η = δ so that the existence of a V2,η satisfying (iii) is assured, and set m(t) = V1(t, x(t))+ V2,η(t, x(t)), t ∈ [t1, t∗]. Hence
we get by Lemma 2.1 using (4)
m(t) r2
(
t, t1,m
(
t1
))
, t1  t  t∗, (14)
r2(t, t1, v0) being the maximal solution of (6) such that r2(t1, t1, v0) = v0. Similarly, by (13) and condition (ii), we also have
V1
(
t, x(t)
)
 r1
(
t, t0, V1
(
t+0 , x0
))
, t  t0, (15)
where r1(t, t0,u0) is the maximal solution of (5). By (10), (11) and (15), we get
V1
(
t1, x
(
t1
))
 δ0
2
. (16)
Also, by (3), (9) and (12), we have
V2,η
(
t1, x
(
t1
))
 a
(
h0
(
t1, x
(
t1
)))
 a(δ1) <
δ0
2
. (17)
The inequalities (16), (17) together with (3), (8), (13) and the fact that V1  0 lead to
b() b
(
h
(
t∗, x
(
t∗
)))
 V2,η
(
t∗, x
(
t∗
))
m
(
t∗
)
 r2
(
t, t1,m
(
t1
))
< b(),
which is a contradiction. For the case tk < t1 < t2  tk+1, using the same arguments above, we are led again to a contradic-
tion, completing the proof. 
Theorem 3.2. In addition to the assumptions of Theorem 3.1, suppose that
(i′) there exists a b1 ∈ K such that b1(h(t, x)) V1(t, x) for (t, x) ∈ S(h,ρ);
(ii′) the trivial solution of (6) is asymptotically stable.
Then the impulsive differential system (1) is (h0,h)-asymptotically stable.
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 = ξ and designate δ∗ = δ∗(t0, ξ). To prove (h0,h)-attractivity, we let 0 <  < ξ and t0 ∈ R+ be given. Since the trivial
solution of (6) is asymptotically stable, given b1() > 0 and t0 ∈ R+ , there exist δ0 = δ0(t0) and T = T (t0, ) such that
v0 < δ0 implies v(t, t0, v0) < b1(), t  t0 + T . (18)
Choosing u0 = V1(t+0 , x0) as before, we can ﬁnd δ1 = δ1(t0) > 0 such that
a(δ1) <
δ0
2
. (19)
Let δ2, δ3 be chosen as in Theorem 3.1 and set δ = min{δ∗, δ12 , δ3} and h0(t+0 , x0) < δ. This implies that h(t, x(t)) < ξ < ρ ,
t  t0 for all solutions x(t) = x(t, t0, x0) of (1). Hence,
V1
(
t, x(t)
)
 r1
(
t, t0, V1
(
t+0 , x0
))
, t  t0, (20)
where r1(t, t0,u0) is the maximal solution of (5). If not, suppose now that there exists a sequence {t(n)}, t(n)  t0 + T ,
t(n) → ∞ as n → ∞ such that   h(t(n), x(t(n))) < ρ , where x(t) = x(t, t0, x0) is a solution of (1) with h0(t+0 , x0) < δ. Then
there exists a t1
∗
such that h(t1
∗
, x(t1
∗
)) < δ1. By the same argument as in the proof of Theorem 3.1, when n is suﬃciently
large, (t(n), x(t(n))) ∈ S(h,ρ) ∩ Sc(h, δ). Setting
m(t) = V1
(
t, x(t)
)+ V2,η(t, x(t)), (t, x(t)) ∈ S(h,ρ) ∩ Sc(h, δ),
we are led again to a contradiction when n is suﬃciently large
b1() b1
(
h
(
t(n), x
(
t(n)
)))
 V1
(
t(n), x
(
t(n)
))
m
(
t(n)
)
 r2
(
t, t1
∗
,m
(
t1
∗))
< b1(). (21)
Hence it follows that the system (1) is (h0,h)-asymptotically stable. 
Theorem 3.3. Assume that
(i) 0< λ < A < ρ;
(ii) h0,h ∈ Γ , and there exists a φ ∈ K satisfying φ(λ) A such that h0(t, x) < ρ implies that h(t, x) φ(h0(t, x));
(iii) V1 : S(h,ρ) → R+ , V1 ∈ V0 and for (t, x) ∈ S(h,ρ), V1(t, x) a1(t,h0(t, x)), a1 ∈ CK and{
D+V1(t, x) g1
(
t, V1(t, x)
)
, t = tk,
V1
(
t+, x+ Ik(x)
)
ψk
(
V1(t, x)
)
, t = tk,
(22)
where g1 : R+ × R+ → R, g1 satisﬁes (H2) and ψk : R+ → R+ is nondecreasing;
(iv) there exist an η, 0< η < λ and a V2,η : S(h,ρ) ∩ Sc(h0, η) → R+ , V2,η ∈ V0 such that for (t, x) ∈ S(h,ρ) ∩ Sc(h0, η),
b
(
h(t, x)
)
 V2,η(t, x) a2
(
h0(t, x)
)
, a2,b ∈ K (23)
and {
D+V1(t, x) + D+V2,η(t, x) g2
(
t, V1(t, x) + V2,η(t, x)
)
, t = tk,
V1
(
t+, x+ Ik(x)
)+ V2,η(t+, x+ Ik(x)) ϕk(V1(t, x) + V2,η(t, x)), t = tk, (24)
where g2 : R+ × R+ → R, g2 satisﬁes (H2) and ϕk : R+ → R+ is nondecreasing;
(v) a1(t0, λ) + a2(λ) < b(A) for some t0 ∈ R+ . u0 < a1(t0, λ) implies u(t, t0,u0) < a1(t0, λ) for t  t0 , where u(t, t0,u0) is any
solution of (5); and v0 < a1(t0, λ) + a2(λ) implies v(t, t0, v0) < b(A), t  t0 , where v(t, t0, v0) is any solution of (6);
(vi) there exists a ρ0 , A < ρ0 < ρ such that h(tk, x) < ρ0 implies h(t
+
k , x+ Ik(x)) < ρ .
Then the impulsive differential system (1) is (h0,h)-practically stable.
Proof. Given t0 ∈ R+ , let x(t) = x(t, t+0 , x0) be any solution of (1) with h0(t+0 , x0) < λ. By (i) and (ii), we get
h
(
t+0 , x0
)
 φ
(
h0
(
t+0 , x0
))
< φ(λ) A.
We claim that if h0(t
+
0 , x0) < λ we have h(t, x(t)) < A, t  t0. If it is not true, there exists a solution x(t) = x(t, t+0 , x0) of (1)
with h0(t
+, x0) < λ and t1, t2, t0 < t1  tk < t2  tk+1 (or tk < t1 < t2  tk+1) for some k such that0
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η h0
(
t1, x
(
t1
))
 λ, h0
(
t, x(t)
)
> λ, t1 < t  t2,
h
(
t2, x
(
t2
))
 , h
(
t, x(t)
)
< , t0  t  tk.
(25)
Since A < ρ0, it follows from hypothesis (vi) that
h
(
t+k , x
(
t+k
))= h(t+k , xk + Ik(xk))< ρ.
Hence we can ﬁnd a t∗ , tk < t∗  t2 such that
A  h
(
t∗, x
(
t∗
))
< ρ and h
(
t, x(t)
)
< ρ for t ∈ [t0, t∗]. (26)
We get by Lemma 2.1 using (22)
V1(t, x) r1
(
t, t0, V1
(
t+0 , x0
))
, t0  t  t1, (27)
where r1(t, t0, V1(t
+
0 , x0)) is the maximal solution of (5). Similarly,
V1(t, x) + V2,η(t, x) r2
(
t, t1, V1
(
t1, x
(
t1
))+ V2,η(t1, x(t1))), t1  t  t∗, (28)
where r2(t, t1, V1(t1, x(t1)) + V2,η(t1, x(t1))) is the maximal solution of (6). Since h0(t+0 , x0) < λ, we get by the assumption
on V1(t, x)
V1
(
t+0 , x0
)
 a1
(
t0,h0
(
t+0 , x0
))
< a1(t0, λ). (29)
Combining condition (v), (27) and (29), we have V1(t1, x(t1)) < a1(t0, λ). Also, V2,η(t1, x(t1))  a2(h0(t1, x(t1))) < a2(λ),
because of (23) and (25). Consequently, it follows that
V1
(
t1, x
(
t1
))+ V2,η(t1, x(t1)) a1(t0, λ) + a2(λ). (30)
Using (28), (30) and condition (v), we obtain
V1
(
t∗, x
(
t∗
))+ V2,η(t∗, x(t∗)) r2(t∗, t1, V1(t1, x(t1))+ V2,η(t1, x(t1)))< b(A).
But, by (23) and (26), we get
V1
(
t∗, x
(
t∗
))+ V2,η(t∗, x(t∗)) V2,η(t∗, x(t∗)) b(h(t∗, x(t∗))) b(A).
This is a contradiction. For the case tk < t1 < t2  tk+1, using the same argument above, we are led again to a contradiction,
completing the proof. 
We merely state the results of the following special cases of Theorem 3.3 since they may be prove similarly.
Corollary 3.1. Suppose that the assumptions of Theorem 3.3 hold with a1 ∈ CK , a1(t, λ) being substituted for a1 ∈ K , a1(λ), then the
impulsive differential system (1) is (h0,h)-uniformly practically stable.
We have the following result which employing perturbing Lyapunov functions and only assumes conditions outside a set.
Theorem 3.4. Assume that
(i) h0,h ∈ Γ , and there exists a φ ∈ K such that h(t, x) φ(h0(t, x));
(ii) there exists a ρ0 > 0 such that h0(tk, x) < ρ0 implies h0(t
+
k , x+ Ik(x)) < ρ0;
(iii) V1 : Sc(h0,ρ0) → R+ , V1 ∈ V0 is bounded on ∂ S(h0,ρ0), and for (t, x) ∈ Sc(h0,ρ0),{
D+V1(t, x) g1
(
t, V1(t, x)
)
, t = tk,
V1
(
t+, x+ Ik(x)
)
ψk
(
V1(t, x)
)
, t = tk,
(31)
where g1 : R+ × R+ → R, g1 satisﬁes (H2) and ψk : R+ → R+ is nondecreasing;
(iv) there exist a ρ > ρ0 and V2 : Sc(h0,ρ) → R+ , V2 ∈ V0 such that
b
(
h(t, x)
)
 V2(t, x) a
(
h0(t, x)
)
, (t, x) ∈ Sc(h0,ρ) (32)
where a,b ∈ K such that b(u) → ∞ as u → ∞ and for (t, x) ∈ Sc(h0,ρ){
D+V1(t, x) + D+V2,η(t, x) g2
(
t, V1(t, x) + V2,η(t, x)
)
, t = tk,
V1
(
t+, x+ Ik(x)
)+ V2,η(t+, x+ Ik(x)) ϕk(V1(t, x) + V2,η(t, x)), t = tk, (33)
where g2 : R+ × R+ → R, g2 satisﬁes (H2) and ϕk : R+ → R+ is nondecreasing;
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Then the impulsive differential system (1) is (h0,h)-bounded.
Proof. Let t0 ∈ R+ and α  ρ be given. Let α1 = α1(t0,α) = max{α0,α∗} where α0 = sup{V1(t+0 , x0): ρ0  h0(t+0 , x0) α}
and α∗ = sup{V1(t, x): (t, x) ∈ ∂ S(h0,ρ0)}. Since the system (5) is equi-bounded, given α1 > 0 and t0 ∈ R+ , there exists a
β1 = β1(t0,α1) such that
u(t, t0,u0) < β1, t  t0 (34)
provided u0 <α1, where u(t, t0,u0) is any solution of (5). Also, uniform boundedness of the system (6) yields that
v(t, t0, v0) < β2(α2), t  t0, (35)
provided v0 < α2, where v(t, t0, v0) is any solution of (6). We set u0 = V1(t+0 , x0) and α2 = a(α) + β1. As b, φ ∈ K and
b(u) → ∞ with u → ∞, we can choose a β = β(t0,α) such that
β > φ(α) and b
(
φ−1(β)
)
> β2(α2). (36)
We claim that h0(t
+
0 , x0)  α implies that h(t, x(t)) < β , t  t0, where x(t) = x(t, t+0 , x0) is any solution of (1). If it is
not true, there exists a solution x(t) = x(t, t+0 , x0) of (1) with h0(t+0 , x0) α such that for some t∗ > t0, h(t∗, x(t∗))  β . If
h0(t, x(t)) α, t  t0, it follows that by condition (i) h(t, x) φ(h0(t, x)) φ(α) < β , which contradicts with h(t∗, x(t∗)) β .
So there are two possibilities to consider:
(I) (t, x(t)) ∈ Sc(h0,ρ0) for t ∈ [t0, t∗];
(II) there exists a t˜  t0 such that (t, x(t)) ∈ Sc(h0,ρ0) for t ∈ [t˜, t∗].
If case (I) holds, we can ﬁnd a t1 > t0 such that
ρ  h0
(
t1, x
(
t1
))
 α, h0
(
t, x(t)
)
 α, t1 < t  t∗. (37)
It is easy to get the inequality by Lemma 2.1 using (33)
V1
(
t, x(t)
)+ V2(t, x(t)) r2(t, t1, V1(t1, x(t1))+ V2(t1, x(t1))), t1  t  t∗,
where r2(t, t1, V1(t1, x(t1)) + V2(t1, x(t1))) is the maximal solution of (6). Thus,
V1
(
t∗, x
(
t∗
))+ V2(t∗, x(t∗)) r2(t∗, t1, V1(t1, x(t1))+ V2(t1, x(t1))). (38)
Similarly, by condition (iii), we also have by Lemma 2.1
V1
(
t1, x
(
t1
))
 r1
(
t1, t0, V1
(
t+0 , x0
))
, (39)
where r1(t, t0,u0) is the maximal solution of (5). In view of the fact that u0 = V1(t+0 , x0) α1, (34) and (39) yield that
V1
(
t1, x
(
t1
))
< β1.
Furthermore, V2(t1, x(t1)) a(α) because of (32) and (37). Consequently, we have
V1
(
t1, x
(
t1
))+ V2,η(t1, x(t1)) β1 + a(α) = α2. (40)
From (i) and (36), we obtain that
h
(
t∗, x
(
t∗
))
 β implies that h0
(
t∗, x
(
t∗
))
 φ−1(β) > ρ. (41)
Hence the inequality (38) yields, together with (41), (32), (40), (35), (36) and the fact that V1  0
b
(
φ−1(β)
)
 b
(
h0
(
t∗, x
(
t∗
)))
 β2(α2) < b
(
φ−1(β)
)
, (42)
which is a contradiction.
If case (II) holds, by condition (ii), there must exist a t˜  t0 such that(
t˜, x(t˜)
) ∈ ∂ S(h0,ρ0) and h0(t, x(t)) ρ0, t˜  t  t∗. (43)
Then there exists a t1 > t˜ satisfying (37). We have, in place of (39), the inequality
V1
(
t1, x
(
t1
))
 r1
(
t1, t˜, V1
(
t˜, x(t˜)
))
. (44)
Since h0(t˜, x(t˜)) = ρ0, V1(t˜, x(t˜))  α∗  α1. Arguing as before, we arrive at the contradiction (42). This proves the claim.
For α < ρ , we can choose β = β(t0,α) = β(t0,ρ) and hence the proof is complete. 
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We generalize the concepts of perturbing Lyapunov functions relative to ordinary differential equations to impulsive dif-
ferential systems and prove several stability results of nonlinear impulsive systems in terms of two measures by perturbing
Lyapunov functions. The reported novel results complement existing results and unify a variety of stability results found in
the literature [16–18].
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