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Abstract
The success of the modern pervasive sensing strategies, such as the Social Sensing,
strongly depends on the diffusion of smart mobile devices. Smartwatches, smart-
phones, and tablets are devices capable of capturing and analyzing data about
the user’s context, and can be exploited to infer high-level knowledge about the
user himself, and/or the surrounding environment. In this sense, one of the most
relevant applications of the Social Sensing paradigm concerns distributed Human
Activity Recognition (HAR) in scenarios ranging from health care to urban mo-
bility management, ambient intelligence, and assisted living.
Even though some simple HAR techniques can be directly implemented on mo-
bile devices, in some cases, such as when complex activities need to be analyzed
timely, users’ smart devices should be able to operate as part of a more com-
plex architecture, paving the way to the definition of new distributed computing
paradigms. The general idea behind these approaches is to move early analysis to-
wards the edge of the network, while relying on other intermediate (fog) or remote
(cloud) devices for computations of increasing complexity.
This logic represents the main core of the fog computing paradigm, and this
thesis investigates its adoption in distributed sensing frameworks. Specifically, the
conducted analysis focused on the design of a novel distributed HAR framework
in which the heavy computation from the sensing layer is moved to intermediate
devices and then to the cloud. Smart personal devices are used as processing units
in order to guarantee real-time recognition, whereas the cloud is responsible for
maintaining an overall, consistent view of the whole activity set. As compared to
traditional cloud-based solutions, this choice allows to overcome processing and
storage limitations of wearable devices while also reducing the overall bandwidth
iii
consumption. Then, the fog-based architecture allowed the design and definition of
a novel HAR technique that combines three machine learning algorithms, namely
k-means clustering, Support Vector Machines (SVMs), and Hidden Markov Models
(HMMs), to recognize complex activities modeled as sequences of simple micro-
activities.
The capability to distribute the computation over the different entities in the
network, allowing the use of complex HAR algorithms, is definitely one of the most
significant advantages provided by the fog architecture. However, because both of
its intrinsic nature and high degree of modularity, the fog-based system is particu-
larly prone to cyber security attacks that can be performed against every element
of the infrastructure. This aspect plays a main role with respect to social sensing
since the users’ private data must be preserved from malicious purposes. Secu-
rity issues are generally addressed by introducing cryptographic mechanisms that
improve the system defenses against cyber attackers while, at the same time, caus-
ing an increase of the computational overhead for devices with limited resources.
With the goal to find a trade-off between security and computation cost, the de-
sign and definition of a secure lightweight protocol for social-based applications
are discussed and then integrated into the distributed framework. The protocol
covers all tasks commonly required by a general fog-based crowdsensing applica-
tion, making it applicable not only in a distributed HAR scenario, discussed as a
case study, but also in other application contexts.
Experimental analysis aims to assess the performance of the solutions described
so far. After highlighting the benefits the distributed HAR framework might bring
in smart environments, an evaluation in terms of both recognition accuracy and
complexity of data exchanged between network devices is conducted. Then, the
effectiveness of the secure protocol is demonstrated by showing the low impact it
causes on the total computational overhead. Moreover, a comparison with other
state-of-art protocols is made to prove its effectiveness in terms of the provided
security mechanisms.
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Chapter 1
Introduction
Nowadays, users are provided with an increasingly rich set of options for transmit-
ting and sharing personal and non-personal information, thus generating massive
amounts of data that may be used for a myriad of societal applications. These
data represent the starting point for a new generation of services whose goal is
to process users’ context observations and to retrieve a high-level information of
useful interest to the community and/or to user himself. For example, an intelli-
gent system deployed on a university campus can take advantage of sensory data
produced by users’ smart devices to provide services to students and academics,
such as the efficient management of energy resources or shared spaces inside the
campus, i.e., parking areas, classrooms, school cafeterias and so on [Agate et al.
(2018)].
This phenomenon is defined as Social Sensing, i.e. the act of collecting ob-
servations on the physical environment by human beings or devices acting on
their behalf [Aggarwal and Abdelzaher (2013)]. The novel idea introduced by this
paradigm is the concept of user as a sensor, where humans produce data while
interacting with the surrounding environment, whether it is physical or virtual.
Like the traditional sensors, they can sense the physical world and are embedded
in spaces that are interesting to measure. Moreover, they extend these function-
alities by integrating the ability of analyzing complex scenes, detecting anomalies,
and prioritizing information transfer. Hence, it is clear that the study of Social
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Sensing paradigm and its applicability to real-world applications is of paramount
importance to better describe many human-centric eco-systems, ranging from Am-
bient Intelligence to Health Care.
Given the central role of the individuals, the success of Social Sensing-based
systems largely depends on the manner in which users are involved in the sens-
ing process. They may be implicit information sources or explicit information
sources; the first case occurs, for example, when users use smart personal devices
(smartphone, tablet, smartwatch) that enables the learning of the users’ habits
without providing explicit information. Conversely, users become explicit sources
of information, for example, when sharing content through OSNs. Although both
visions offered by Social Sensing were investigated during the PhD period, the
study conducted here pays more attention to the concept of users as implicit in-
formation sources. In this sense, one of the most attractive scenarios is distributed
Human Activity Recognition (HAR), in which several entities cooperate to infer
user’s physical activity by means of the raw data produced by the motion sensors
embedded in their smart devices.
The recognition of human activities plays a very important role in the modern
applications, as it enables more complex and complete services to be provided to
the end users. For example, in a Health Promoting scenario, where a community of
people who play sports in the same place, several devices can interact to motivate
the users to achieve a certain result. The users’ smart devices could recognize
the activities performed by one or more users, and share related information (e.g.,
elapsed time, speed, calorie consumption, heart rate) with the community in order
to stimulate the users in increasing their exercise, thus resulting in greater physical
benefits. Scaling up from individuals to groups, that is, group activity recognition,
enables the monitoring of other impressive scenarios such as the understanding
of social behaviors. For example, monitoring the eating together activity can be
an aspect of social health and well-being of people. Generally, getting informed
of occurred group activities, and situations within group activities, may benefit
both a tracker (i.e., a person, group or any consumer who is interested in receiving
information about groups) and a trackee (i.e., a person or group being tracked who
might also receive service/s from trackers) [Abkenar et al. (2019)].
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This simple case study, as well as many other real examples, highlights how
HAR could be of tremendous relevance in the Social Sensing context. For this
reason, this thesis investigates the recognition of human activities for large-scale
applications by means of motion sensors included in the smart devices used dur-
ing the daily life. To support this challenge, during the PhD, the participatory
sensing [Burke et al. (2006)] and crowdsensing [Ganti et al. (2011)] data collection
paradigms were analyzed and adopted for achieving the application specific goal.
1.1 Motivations and Goals
The increasing necessity of more and more effective HAR algorithms has induced
the research community to study and define different techniques over the years. For
example, one of the most reliable solution is represented by the Google’s Activity
Recognition API that allows to detect activities by periodically processing sensor
data using machine learning (ML) models. This solution, as well as many other
in the literature, proves that the activity recognition can be performed on board
the device, thus not requiring additional resources and/or entities. However, an
early analysis about the HAR methods implemented in smart devices shows the
existence of several limitations. For example, some approaches act as a black-
box not providing neither a way to understand what mechanisms are behind it,
nor intermediate information to supervise the running of the recognition process.
Hence, a preliminary study addressed the definition and discussion of a sample
HAR system with the aim to better investigate how difficult is recognizing activities
on board the smart devices, as well as the performance achieved by such a system.
Results suggested that, in the case of simple activities, a simple and well-known
ML technique, i.e. k-nearest neighbors (K-NN), is sufficient to obtain very good
performances in terms of recognition accuracy and algorithmic efficiency.
Nevertheless, the current market provides users with other devices that are
more resource constrained compared to smartphones, e.g. smartwatches and other
wrist-worn devices. In this sense, inferring the activity could be a very inten-
sive task, especially when the data processing may negatively impact the battery
life. Google itself in the Activity Recognition APIs web page states: “To opti-
mize resources, the API may stop activity reporting if the device has been still
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for a while, and uses low power sensors to resume reporting when it detects move-
ment” [Google]. This suggests that the adopted technique may negatively impact
on the resource consumption of the device in which the algorithm is running.
To alleviate this issue, cloud computing could provide a feasible solution to
move heavy computation towards the cloud while using the mobile device as a
pure sensing platform. However, all the benefits brought by this approach could
be negligible in real-time applications where data are continuously transferred
from/to the cloud, thus causing a large amount of network overhead.
With the aim to bypass these limitations, the fog computing paradigm [Bonomi
et al. (2012)] is investigated and applied to the proposed system. In 2012, this
paradigm was introduced by Cisco as an extension of the cloud computing at the
edge of the network. Today, the fog has been widely accepted as a reasonable
alternative to the cloud when dealing with large amounts of data that need to be
processed locally and timely. Thus, due to its intrinsic pervasive nature, HAR
represents the ideal scenario where fog computing can provide a significant im-
provement in system performance. In particular, the general idea, which supports
this doctoral thesis, is that data are processed as close as possible to each user, i.e.
users’ smartwatches and smartphones, so as to guarantee real-time recognition,
whereas a remote cloud infrastructure is responsible for maintaining an overall,
consistent, view of the whole activity set.
The adoption of the fog computing, for sure, offers tremendous benefits in de-
signing a distributed HAR system, but introduces a number of issues related to the
security of the data acquisition and processing algorithms, as well as data exchange
and storage. In these applications the cyber attackers, whether they are real or
artificial entities, aim to worsen the performance of the system under different as-
pects. Confidentiality, availability, and integrity can be achieved by adopting and
setting in a proper way the existing cryptographic schemes. Other issues, such as
the user privacy, are dependent on the specific application domain and require the
designing of ad-hoc protocols. For example, in a HAR scenario, fitness data col-
lected by wearable devices can include heart rate, location, calories consumption,
stress level, and other data that can reveal the user’s identity, ethnicity, disease
risks, and other sensitive information [Lyu et al. (2017)]. Users are also concerned
that their data might be sold to third parties without their consent. This leads
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to two requirements that have been addressed in the proposed system: the HAR
algorithm must recognize the activities without associating them to a specific user;
data exchanged between entities in the fog architecture must be secured to avoid
any attackers to steal sensory data that may contain private information.
For this reason, lightweight security protocols for mobile crowdsensing are re-
quired. In the scenario considered here, this point has been addressed and resulted
in the definition of an innovative and general Secure Mobile Crowdsensing Proto-
col (SMCP). Specifically, it enables the protection both data shared in the Social
Sensing application and the user privacy, without affecting the performances of
the underlying system in terms of computation overhead. The generality and ef-
fectiveness of both SMCP and the HAR framework are proved by an exhaustive
experimental analysis. The HAR framework is evaluated in terms of accuracy of
the recognition process, while the performances of the SMCP have been evaluated
in terms of computation time required for completing all cryptographic tasks that
implement the secure protocol. Moreover, by using the HAR framework as case
study, a comparative analysis between SMCP and two state-of-the-art schemes
has been presented. Results show that SMCP allows to achieve a higher degree of
security while maintaining a low computational cost.
1.2 Contributions
The main contributions of the doctoral work presented in this dissertation are:
• The definition of a fog architecture for recognizing complex human activities,
in which different devices cooperate to understand the users’ behavior. Data
are processed as close as possible to each user. In the scenario considered
here, the processing units are the users’ smartwatches and smartphones, so
as to guarantee real-time recognition, whereas a remote cloud infrastructure
is responsible for maintaining an overall, consistent view of the whole ac-
tivity set. By adopting such a general architecture in different application
scenarios, the output provided by a single fog device could be merged with
those coming from the users’ community to enable more advanced services.
Elderly people living in a nursing home could be monitored by means of
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unobtrusive wrist-worn devices (one per user), while a few smartphones (or
any other device) owned by the home could be used to perform the activity
recognition. In such a scenario, data from every user can be processed at
the cloud level to define a global normal behavior that can be exploited to
reveal warning or dangerous situations. In wider terms, data coming from
the community could be used to support the recognition process itself. If
a number of people visit a certain location, GPS data from multiple users
could reveal the relationships between an activity and the place where it
is performed. This could improve the system performance by limiting the
recognition process to some of the most likely activities.
• A novel HAR technique that combines three machine learning algorithms -
k-means clustering, support vector machines (SVMs), and hidden Markov
models (HMMs) - to recognize complex activities modeled as sequences of
simple micro-activities.
• The definition of a novel, lightweight, secure message exchange protocol that
covers all the tasks commonly required by a general fog-based crowdsensing
application.
• The adoption and performance evaluation of the secure protocol on a real
case study in which edge/fog devices are exploited to perform the human
activity recognition.
• A comparative analysis of SMCP and two state-of-the-art security protocols,
whose results show that SMCP allows to achieve a higher degree of security
while maintaining a low computational cost.
1.3 Dissertation Outline
Within the previous sections of this chapter, the background and the motivations
for this doctoral thesis were described. Specifically, the Social Sensing paradigm
and the concept of user as an implicit source of information were introduced; thus,
highlighting the challenges it brings, as well as the opportunities it creates. In the
light of such challenges, the contributions of this thesis were provided.
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The remainder of the dissertation follows a bottom-up approach to describe
the proposed framework.
In Chapter 2, the distributed fog infrastructure, as well as some application
scenarios and the addressed case study, are described; then, the algorithm for
recognizing complex human activities, together with an exhaustive description of
each phase involved in the recognition process, are investigated and discussed.
In Chapter 3, the security requirements of the fog-based architecture in the
context of the distributed HAR system are discussed. This is followed by a detailed
description of the preliminary secure enrollment phases provided by the secure
protocol.
In Chapter 4, the experimental setup and the relative results for both HAR
and secure protocol are discussed. Firstly, the HAR process is evaluated in terms
of detection performance and its impact on the infrastructure. Then, the secure
protocol is analyzed by means the message preparation time and size, while a
comparative analysis with two other security protocols is discussed at the end of
this chapter.
Finally, Chapter 5 concludes this doctoral thesis by summarizing the obtained
results, as well as the future research directions.
1.4 Publications
Parts of the work in this thesis have been published in several referred conference
proceedings and journals:
• F. Concone, G. Lo Re, and M. Morana. SMCP: a Secure Mobile Crowd-
sensing Protocol for fog-based applications. Human-centric Computing and
Information Sciences, 10, 2020.
• F. Concone, G. Lo Re, and M. Morana. A Fog-Based Application for Hu-
man Activity Recognition Using Personal Smart Devices. ACM Transaction
Internet Technology, 19(2), March 2019.
• A. Pratap, F. Concone, V.S.S. Nadendla, and S.K. Das. Three-dimensional
matching based resource provisioning for the design of low-latency heteroge-
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neous IoT networks. In Proceedings of the 22nd International ACM Confer-
ence on Modeling, Analysis and Simulation of Wireless and Mobile Systems,
MSWIM ’19, page 79-86, New York, NY, USA, 2019. Association for Com-
puting Machinery.
• V. Agate, F. Concone, and P. Ferraro. WiP: Smart Services for an Aug-
mented Campus. In Proceedings of the 4th IEEE International Conference
on Smart Computing (SMARTCOMP 2018), Taormina, Italy, June 2018.
• F. Concone, P. Ferraro, and G. Lo Re. Towards a Smart Campus Through
Participatory Sensing. In Proceedings of the 4th IEEE International Work-
shopon Sensors and Smart Cities (SSC 2018), pages 393-398. IEEE, 2018.
• F. Concone, S. Gaglio, G. Lo Re, and M. Morana. Smartphone Data
Analysis for Human Activity Recognition. In Floriana Esposito, Roberto
Basili, Stefano Ferilli, and Francesca A. Lisi, editors, AI*IA 2017 Advances





Sensor-based HAR has been widely addressed in the literature and most of the
proposed solutions use a single mobile device to perform data collection and simple
activity recognition [Li et al. (2015); Mannini et al. (2017)]. Unfortunately, in order
to perform more intensive tasks, e.g., real-time classification of complex activities,
mobile devices with limited resources need to be supported by a solid infrastructure
to capture, manage, process, and store data coming from heterogeneous sensors.
Novel distributed computing paradigms have been proposed to develop per-
vasive systems in which a number of different devices can easily cooperate, pro-
portionally to their computational capabilities and power requirements, in the
accomplishment of complex tasks. The earliest solution, known as cloud comput-
ing, relied on a remote computing and storage infrastructure aimed at providing
services according to predefined models, such as Software as a Service (SaaS), Plat-
form as a Service (PaaS), and Infrastructure as a Service (IaaS). The limitation of
this approach has quickly become clear since data captured by the edge of the net-
work needed to be continuously transferred to the cloud in order to be processed,
making this solution not suitable for real-time applications. As a consequence,
edge computing and fog computing paradigms have been proposed with the aim of
moving part of the computations towards the boundary of the network. A relevant
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survey of edge and fog computing architectures, applications, and research issues
in the context of IoT is presented in [Omoniwa et al. (2019)].
This part of the thesis focuses on the design of a fog-based architecture, whose
edge layer consists of cheap wearable devices with limited computational resources,
e.g., wrist-worn smart devices. Such an architecture can be adopted to support a
number of applications; for instance, wrist-worn devices could be efficiently used
to obtain data about the environmental conditions, the weather, or the urban
mobility/traffic congestion in a certain area. Nevertheless, they are not particularly
suitable for performing intensive computations, nor for continuously transferring
data over the network. These tasks, instead, can be properly accomplished by other
devices that are close to the users, e.g., their smartphones or laptop computers.
These (fog) units are characterized by a greater computing power and are usually
provided with network interfaces that allow them to communicate in real-time
with remote (cloud) data centers.
2.1 Existing Approaches for HAR
In recent years, Human Activity Recognition has become a relevant research area
due to its suitability for different application scenarios.
The recognition of human activities has been generally approached focusing on
vision or sensor-based solutions. In the first case, video sequences that capture
the user’s movements and gestures are analyzed. These techniques present some
issues [Lara and Labrador (2013)] that limit their implementation in many real-
world scenarios. The first is that video processing techniques are computationally
expensive, thus they can be rarely executed in real-time on resource constrained
devices. Moreover, the performance of these systems is strictly dependent on
the position of the camera and the appearance of the scene, and therefore the
recognition is often limited to indoor environments.
To overcome these limitations, many HAR techniques exploiting sensors di-
rectly carried by the users have been presented in the literature. Early solutions
were based on acceleration sensors only [Ravi et al. (2005)]; however, since a single
sensor is not suitable to describe very complex activities, several works proposed
to merge information provided by multiple sensors. For example in [Bao and In-
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tille (2004)], the authors present a system that acquires data from five biaxial
accelerometers, worn simultaneously on different parts of the body, to recognize
both simple and complex activities. The system presented in [Lester et al. (2006)]
combines heterogeneous sensors, e.g., accelerometers and gyroscopes, microphones,
GPS, in order to improve the recognition performances. Unfortunately, approaches
based on wearable sensors are not suitable for real application scenarios due to their
intrusiveness [Patel et al. (2012)].
Recent HAR techniques exploit the widespread diffusion of smart devices.
In [Cvetković et al. (2016)] the authors present a system that aims to improve
the quality of life of diabetic patients combining machine learning and symbolic
reasoning techniques. Smartphone sensors are used to recognize some activities in
order to trace patients’ fatigue while performing their daily routines. In [Kwon
et al. (2014)], the authors describe an unsupervised learning approach to recognize
human activities using smartphone sensors. The recognition process is strictly
dependent on the number of clusters chosen during the design phase, and thus
distinct activities could be erroneously merged into one, or different instances of
the same activity could be seen as unrelated. One of the best-performing HAR
frameworks is proposed by Google [Google (2016)], as it is API level 1. However,
these APIs represent a black box, and the developers are not able to use interme-
diate results as part of their systems, nor to provide any feedback to the activity
recognition routine. For this reason, the Google framework can be only used to
develop some simple Android applications or as a reference for comparing novel
activity recognition techniques. In [Concone et al. (2017)], a framework based on
smartphone embedded accelerometer and gyroscope sensors for real-time simple
activity recognition is presented.
More recently the focus has moved to the recognition of more complex activities
that can be modeled as a composition of simple actions. The authors of [Ryoo and
Aggarwal (2009)] propose a description-based approach that allows to encode a
complex activity through a context-free grammar (CFG), and to model it as an
interaction between simpler activities. Similar approaches are used in video-based
activity recognition, where a set of silhouettes can be extracted and analyzed
to describe a particular human activity. For example in [Ogale et al. (2007)], a
probabilistic context-free grammar (PCFG) is built from atomic actions. In [Gaglio
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et al. (2015)], a Kinect device is used to observe the user, and each activity is
modeled as a spatio-temporal evolution of known postures extracted by some joints
of the human body.
Some other works exploit probability based-algorithms, such as Conditional
Random Fields (CRFs) [Lafferty et al. (2001)] and Hidden Markov Models
(HMMs) [Rabiner and Juang (1986)], to model complex activities. In [Li et al.
(2015)], a framework based on an adaptive HMMs is presented. Each complex
activity is modeled as a sequence of simple activities performed by the user, and
user’s personal experience is considered as a priori information to train HMMs.
In addition, unlike conventional methods that consider all data from sensors in
computational process, such system proposes an adaptive Viterbi algorithm to
speed up the classification.
Lately, the ever-increasing need for measuring large-scale phenomena has en-
couraged new approaches that aim at analyzing data captured from different en-
tities. The Mobile CrowdSensing System (MCS) [Cardone et al. (2016, 2013)]
provides some activity recognition and geofencing algorithms that are optimized
to meet computational and power constraints of smartphone devices. In particu-
lar, the activity recognition sub-system allows to detect three kinds of activities
(walking, running, and phone still), whilst geofencing aims to find and delimit the
geographic area where a certain activity, or event, occurs.
To obtain scalable and time-efficient solutions, several works exploit the cloud
computing paradigm to provide HAR services according to the most common deliv-
ery models, such as Software as a Service (SaaS), Platform as a Service (PaaS), and
Infrastructure as a Service (IaaS). Unfortunately, cloud data centers are usually
far away from the end devices/users [Mell and Grance (2011)], making the devel-
opment of real-time applications quite critical. Some works focused on combining
cloud computing and mobile devices taking the best of both worlds. In [Chun
et al. (2011)], a system that allows to run mobile applications on the cloud is de-
scribed. The basic idea of such work consists in creating and migrating an image of
the smartphone to the cloud to perform CPU-intensive tasks on servers that have
more resources than a mobile device. Another example is presented in [Zhang et al.
(2011)], where a model that permits to decompose a mobile application in several
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components is proposed. Each component can be run either on a mobile device or
migrated to the cloud, so as to overcome any computation or storage constraints.
As mentioned previously, the fog paradigm has been recently adopted in sev-
eral application scenarios [Dastjerdi and Buyya (2016); Perera et al. (2017)] to
move data processing close to the point where data are produced, such as by per-
forming resource-expensive computing in lightweight servers placed at the edge of
the network. A common scenario addressed by fog computing is the distributed
video surveillance, in which traditional client-server architectures would not allow
to transmit and analyze huge amounts of video streams efficiently [Hong et al.
(2013)].
Just a few applications of fog computing in a HAR scenario have been pre-
sented in the literature. CARDAP [Jayaraman et al. (2014)] is a fog-based data
analytics platform for supporting MCS applications in a smart city. The main
goal of this system is to perform real-time recognition of the citizens’ activities
by analyzing data collected by mobile and Internet of Things devices. In [Perera
et al. (2015)] is described a general platform addressing three different scenarios
(i.e., environmental monitoring, rehabilitation, health) in which wearable sensors
are used to measure air quality, user’s movements, and sounds. In such a frame-
work, Internet connected objects (ICOs) are used at the edge of the network, while
user smartphones are exploited as intermediate gateways. Wearable sensors are
also used in FAAL [Vora et al. (2017)], a fog-based patient monitoring system that
traces the user’s movements to recognize neurological diseases. Finally in [Cao
et al. (2015)], a fog-based platform designed to detect user’s falls in an e-health
scenario is described. This system distributes the fall detection task among edge
devices and the cloud, allowing lower response time and energy consumption than
traditional non-fog approaches.
2.2 Algorithms for Human Activity Recognition
The human activities can be intuitively considered as sequences of recurrent pat-
terns in raw data captured from smartphone’s sensors. Many HAR algorithms
have been presented in the literature, although their application is frequently re-







Figure 2.1: System overview for recognizing simple activities. The activities per-
formed by the users are captured by means of the smartphone sensors. Collected
data are analyzed to detect some relevant features, that are then used for clas-
sification. User’s feedback on recognized activities are exploited to improve the
classification process.
stricted to specific application scenarios, e.g., e-health, or their inner behavior is
unknown.
To better investigate these aspects, this section describes the main components
of a sample HAR system able to recognize simple activities, and how these activities
can be modeled by means of the motion sensors. Then, the dissertation continues
by presenting a more sophisticated algorithm for recognizing complex activities.
2.2.1 A Sample HAR System
In a scenario where the goal is to automatically infer simple human activities, a
smart device (e.g users’ smartphone) can leverage on the combination of four main
components, as depicted in Fig. 2.1. The first is responsible for data collection,
that is for capturing raw data through the smartphone sensors while an activity
is performed. The raw values are sent as input to the features detection module,
where a set of n-dimensional points are extracted to distinguish different activities.
The classification module recognizes the activities using a machine learning algo-
rithm and, finally, the user can provide a feedback on the output of the recognition
in order to allow the system to properly perform future classifications.
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Figure 2.2: Three-axes acceleration (top row) and angular velocity (bottom row)
for still (a), walking (b), running (c), and in-a-vehicle (d) behaviors.
In order to understand how the activity patterns change according to ac-
celerometer and gyroscope readings, Fig. 2.2 shows values of three-axes accelera-
tion (top row) and angular velocity (bottom row) captured while performing still,
walking, running, and in-a-vehicle activities, respectively. As regards the acceler-
ation values, even though these four activities look somehow different from each
other, some of them, i.e., still and vehicle share a similar pattern, whilst others,
i.e., walking and running are characterized by high noise as they are intrinsically
associated with a significant user movement. On the contrary, by analyzing the
values of angular velocity it is possible to notice that still and vehicle exhibit dis-
tinct patterns, whilst other activities are generally characterized by oscillations of
different width and frequency. For this reason, the combination of data from the
two sensors allows to get the best from both characteristics.
To ensure real-time activity recognition, the input data must be processed
within certain time windows in order to extract the features that will be used in





















Figure 2.3: Feature extraction mechanism. Accelerometer and gyroscope data are
processed within the n-th fixed-length time window Wn, in order to obtain the
corresponding feature vector fn.
the next classification stage. The entire process of feature extraction is shown in
Fig.2.3.
An activity ma can be modeled by observing the user behavior from initial
time ti to final time tf , with ti < tf . Given that the duration, in seconds, of
the activity maj is denoted by dj, data captured within this interval is processed
into fixed-length windows of m× n samples, where m is the number of axes along
which measurements are performed. In particular, the activity recognition process
is based on (XA,YA,ZA) values provided by the accelerometer, and (XG,YG,ZG)
values from the gyroscope.
Choosing the proper length of the acquisition window is essential because of
the impact it could have on the whole system. Short windows may improve sys-
tem performances in terms of execution time and CPU load, but may not contain
enough information to properly capture the characteristics of the activity. Vice
versa, long windows may alter the system performances since information about
multiple activities performed in sequence might be analyzed within a single win-
dow. Preliminary experiments were performed considering windows of different
length without overlap, i.e. from 1 sec up to 5 sec. An overlap between adjacent
windows is tolerated for certain applications; however, this is less frequently used
in sensor-based HAR applications [Banos et al. (2014)]. While windows of 1 and 2
sec showed low effectiveness in correctly describing an activity, those of 3, 4 and 5
sec were much more significant. For these values, a study was conducted about the
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time required by smart devices to extract the final feature vector. Results showed
that fixed-width windows of 3 seconds are the most proper solution because of the
lower processing time [Concone et al. (2017)].
In order to obtain a compact representation of input data, feature vectors
are built similar to [Cardone et al. (2013)] by considering (i) max value, (ii) min
value, (iii) mean, (iv) standard deviation, and (v) root mean square over the three
accelerometer and gyroscope axes. Therefore, each feature vector f contains 30
elements, i.e., 15 values of acceleration and 15 values of angular velocity.
The classification process is based on the k-nearest neighbors (K-NN) tech-
nique. Given the set of feature vectors (f1, f2, · · · , fm), the key principle behind
K-NN is that an unknown feature point f , projected into a large training set of
labeled data, would be ideally surrounded by samples of its same class. If this
happens, the algorithm could assign to f the same class of its closest neighbor,
i.e., the closest point in the feature space. More generally, the set S containing the
k closest neighbors of f is selected and the most recurrent class in S is assigned
to f .
In the simplest scenario, a client/server architecture can be designed, allowing
each user to i) share its own data captured by the smartphone, and ii) use the
same device to leave feedbacks about the recognition process, indicating, every
time an activity has been recognized, whether the output class is correct or not.
Incorporating user feedback into the learning process could be a great advantage for
a supervised algorithm and, in general terms, for an intelligent system. Feedback
could be exploited to select most informative samples [Cohn et al. (2003)], or
eliminate noisy ones [Kosmopoulos et al. (2012)] allowing, in turn, to improve
classification performance.
In the case of the sample HAR system, data sent by the client are analyzed
within the server to determine if the models of the different activities need to be
updated. In particular, the feature vector fnew received from the client is projected
into the current feature space, together with the class declared by the user. Then,
fnew is compared with existing data from the same class, and if they are similar
above a certain threshold, the new feature is temporarily stored in the server,
which waits for enough samples to re-compute the activity models and send them
back to the client for future classifications.
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2.2.2 Recognizing Complex Activities
The sample system described in the previous Section is effective in recognizing
simple activities, such as walking and running. Scaling up from simple to more
meaningful activities, e.g. go-to-work or jogging, such a system becomes less effec-
tive because of the adoption of a “basic” machine learning (ML) algorithm that,
alone, is not sufficient to fully describe more complex activities.
In order to overcome this limit, a more sophisticated algorithm has been de-
signed and, then, integrated into the proposed framework.
The main idea behind the proposed HAR method is that each feature vector
should be able to capture the characteristics of a certain micro-activity ma, i.e.
the simple activities described in Section 2.2.1. Thus, a complex activity CA
could be seen as a specific sequence of micro-activities {ma1,ma2, . . . ,man}, each
performed within one of the n time windows Wn.
Unfortunately, this representation would make it difficult to recognize complex
activities of different lengths, and inefficient to recognize long-lasting activities.
For this reason, it would be reasonable to find a unique set of Ω relevant micro-
activities {ma1,ma2, . . . ,maΩ}, with Ω n, that can properly describe every CA.
These Ω elements can be referred as words of a vocabulary.
This problem was solved by combining k-means [Hartigan and Wong (1979)]
clustering and SVM classifiers [Scholkopf and Smola (2001)] to find the set of Ω
representative words, and to associate observations with words. These words are
then used to train m HMMs, where m is the number of complex activities the
system can recognize. This approach, also known as KM-SVM, or CSVM, allows
to speed up both the training and the prediction of SVM classifiers on large-scale
datasets, and its effectiveness has been discussed in the literature (e.g., [Yao et al.
(2013); Vo et al. (2016)]).
Given a set of feature vectors (f1, f2, . . . , fn), k-means partitions the n obser-
vations into Ω sets, C = (C1,C2, . . . ,CΩ), while minimizing the intra-cluster error.
These clusters are used to create a new training set NT , upon which the SVM
model will be trained:
NT = {(C1,T1), (C2,T2), . . . , (CΩ,TΩ)}, (2.1)
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where the i-th pair (Ci,Ti), with 1 < i < Ω, represents the cluster and cluster
label, respectively.
SVM is a supervised learning technique that aims to find the best separating
hyperplane between two classes according to labeled training samples. Generally,
given a training set X = {x1,x2, . . . ,xs} and the corresponding label set Y =
{y1, y2, . . . , ys}, a sample can be expressed as
{xi, yi}, xi ∈ Rd, yi ∈ {−1, +1}, i ∈ {1, 2, . . . , s}, (2.2)
where d is the dimension of the input space, and s is the number of samples. In
addition, defining a and b as the weight vector and the bias of optimal hyperplane,
respectively, then the separating function can be expressed as
ax+ b = 0. (2.3)
According to this definition, all points belonging to the positive class must satisfy
the constraint
axi + b ≥ +1, yi = +1, (2.4)
and the others satisfy
axi + b ≤ −1, yi = −1. (2.5)
Even though SVMs allow to classify samples belonging to two classes, real-world
applications usually require to distinguish between a greater number of classes.
Multi-class SVMs overcome this limitation by facing the problem through a se-
ries of binary SVMs combined according to some strategies (one-versus-all, one-
versus-one, and direct acyclic graph); in most cases, the one-versus-one approach
is preferable [Duan and Keerthi (2005); Hsu and Lin (2002)]. Assuming that there
are exactly Ω classes, one-versus-one multi-class SVMs train a separate classifier
for each different pair of classes creating L SVMs, where L = Ω(Ω − 1)/2. After
all classifiers are trained, the classification is done according to max-win voting
approach.
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The output of the process described is a set of words {ma1,ma2, . . . ,maΩ}
that combined with each other can be used to model a complex activity. The
vocabulary construction is performed on the cloud and is repeated whenever the
overall activity models need to be updated. After the new models have been
computed-that is, when the vocabulary has been modified, data are sent to all the
devices situated in the fog to keep them updated.
The recognition of a new, unknown, activity is performed according to a two-
step classification procedure. First, pre-trained SVMs are used to associate each
feature vector with the corresponding micro-activity (word) contained in the vo-
cabulary. The second step is based on Hidden Markov Models (HMMs) to model
the transitions from one micro-activity to the other.
HMMs [Rabiner and Juang (1986)] are an extension of the Markov chains that
aims to find the most probable hidden states according to a sequence of events
that can be observed. Unfortunately, in real scenarios, the events are not directly
observable and HMMs overcome this limitation introducing hidden events that can
be considered as causal factors in the probabilistic model.
Formally, an HMM is totally described by the following quintuple
HMM = (N ,M ,A,B, Π), where N is the number of states in the model,
M is the number of distinct observation symbols per state, A is the transition
probability matrix {a1,1, a1,2, . . . , a1,N , . . . , aN ,N}, B is the emission probabilities
matrix {b1,1, b1,2, . . . , b1,M , . . . , bN ,M}, and Π is the initial probability distribution
{π1, π2, . . . , πN}, where the generic π is:
πi = P [S1 = i], 1 ≤ i ≤ N . (2.6)
Finally, being V = {v1, v2, . . . , vM} the individual symbols, and qt the generic state
at time t, the transition probability matrix A and observation probability B can
be written as:
ai,j = P [SN = j | SN−1 = i], 1 ≤ i, j ≤ N , (2.7)
bj(k) = P [vk at t | Sj = qt], 1 ≤ j ≤ N , 1 ≤ k ≤M . (2.8)
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Fig. 6. The activity recognition process during training (a) and recognition (b) phases.
Generally, when HMMs are used to recognise simple activities, the hidden states are the activities
themselves and the observations correspond to sensor data [25]. Given a set of micro-activities y,
our problem can be modelled as finding the most likely activity w in a setW :
arдmaxw ∈W P (w,y). (9)
By applying the Bayes’ rule, we can rewrite the preceding relation as
arдmaxw ∈W P (w,y) = arдmaxw ∈W
P (y |w )P (w )
P (y)
. (10)
Then, the classification of a new, unknown sequence of micro-activities is performed by testing it
against all the HMMs and selecting the class associated with the largest posterior probability.
Figure 6 describes the steps of the proposed HAR algorithm, that can be summarised as
follows:
—Training:
(1) Collect a set SCA containing p repetitions of the m complex activities the HAR system
should recognise (note that SCA consists of the feature vectors extracted from raw data).
(2) Apply k-means on SCA to find Ω representative groups of the micro-activities
ma1,ma2, . . . ,maΩ .
(3) Use data from each group (cluster) to train L SVMs that classify the corresponding micro-
activity.
(4) Test each feature vector from the original set SCA against the L SVMs to associate each
vector to a word, and represent eachCA as a sequence of words.
(5) Use these sequences to trainm HMMs.
—Recognition:
(1) Capture a certain unknown complex activityCAunk performed by the user, and represent
it as a sequence of feature vectors.
(2) Use the L SVMs to classify each feature vector, translating it to the corresponding word.
(3) Classify the CA, represented as a sequence of words, by means of m HMMs.
5 EXPERIMENTAL EVALUATION
To evaluate the effectiveness of the proposed architecture and HAR technique, three different set
of experiments were performed. The first aimed to find the best values (C,N ) in terms of sys-
tem accuracy and the F-score metric. The second was focused on understanding how the number
of observed samples affects the performance of the activity recognition technique. Finally, we
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Figure 2.4: The activity recognition process during training (a) and recognition
(b) phases.
Generally, when HMMs are used to recognize simple activities, the hidden states
are the activities themselves and the observations correspond to sensor data [Kim
et al. (2010)]. Given a set of micro-activities y, the problem can be modeled as
finding the most likely activity w in a set W :
arg max
w∈W
P (w, y). (2.9)
By applying the Bayes’ Rule, the preceding relation can be rewritten as
arg max
w∈W
P (w, y) = arg max
w∈W
P (y|w)P (w)
P (y) . (2.10)
Then, the classification of a new, unknown, sequence of micro-activities is per-
formed by testing it against all the HMMs, and selecting the class associated with
the larges posterior probability.
Figure 2.4 describes the steps of the proposed HAR algorithm, which can be
summarized as follows:
- Training
(1) Collect a set SCA containing p repetitions of the m complex activities the
HAR system should recognize (note that SCA consists of the feature vectors
extracted from raw data).
(2) Apply k-means on SCA to find Ω representative groups of the micro-activities
{ a1,ma2, . . . ,maΩ}.
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(3) Use data from each group (cluster) to train L SVMs that classify the corre-
sponding micro-activity.
(4) Test each feature vector from the original set SCA against the L SVMs to
associate each vector to a word, and represent each CA as a sequence of
words.
(5) Use these sequences to train m HMMs.
- Testing
(1) Capture a certain unknown complex activity CAunk performed by the user,
and represent it as a sequence of feature vectors.
(2) Use the L SVMs to classify each feature vector, translating it to the corre-
sponding word.
(3) Classify the CA, represented as a sequence of words, by means of m HMMs.
To fully understand the steps of the HAR algorithm, consider the complex
activity go to supermarket (CAs) that, for a given user, may be composed of an
ordered sequence of 5 micro-activities: going down the stairs (ma1); driving a
vehicle (ma2); walking for a certain amount of time (ma3); then driving a vehicle
again (ma2); going up the stairs (ma4); staying still (ma5) because user is at home.
Before the algorithm is able to recognize CAs, it must be properly trained, i.e.,
micro-activities ma1 to ma5 must be present in the vocabulary of words. Starting
from the raw data extracted from the sensors, the algorithm extracts features
and applies k-means clustering and SVMs in succession. The former generates
clusters containing similar feature vectors that, in a first step, are used to train
SVMs. Then, the second assigns each cluster a unique identifier, thus creating a
word of the vocabulary (i.e. the micro-activity). The result will be a sequence of
micro-activities that will be used to train the HMMs.
Once the HAR algorithm is trained, let’s assume that we want to recog-
nize the activity go to supermarket. The first step is to describe in real-time
the micro-activities by means of accelerometer and gyroscope sensors embedded
in smart devices. To this aim, the sensing device, such as a smartphone, col-
lects raw data from the sensors, process them within fixed-time windows to ex-
tracts feature vectors, and test each feature vector against the L SVMs. The
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role of the SVMs consists in assigning each feature vector the inferred micro-
activity, so as to have the ordered sequence that describes the CAs, e.g. CAs =
{ma1,ma2,ma2,ma3, . . . ,ma2,ma4,ma5}. Then, the complex activity is classified
by means of HMMs.
2.3 A Distributed HAR Approach Based on Fog-
Computing
Fog computing paradigm is particularly suitable for scenarios in which a large
number of heterogeneous, ubiquitous, and decentralized devices communicate with
each other in order to perform cooperative processing tasks. For this reason, Social
Sensing systems can exploit fog computing to design scalable and well performing
applications in which humans act as “sensors”.
A general crowdsensing process consists of different steps, including low-level
data acquisition and analysis, features summarization, intermediate data model-
ing, high-level reasoning, and so on. Thanks to the latest advances in mobile
computing, these tasks do not require to be performed by a single entity, but can
be logically distributed among different physical devices cooperating within a com-
mon architecture. In particular, the general idea of fog computing is to move early
analysis towards the edge of the network, while relying on other intermediate (fog)
or remote (cloud) devices for computations of increasing complexity.
Based on the above concepts, this section describes the main features of a
human-centric fog-based architecture [Concone et al. (2019)] that can be adopted
as basis for a wide number of mobile crowdsensing applications. To this aim,
the architecture is composed of three logic levels in which operate devices with
increasing computing power.
At the lowest level, see Figure 2.5, edge devices (ED) that are used by many
people in their daily lives (e.g., smart wristband devices and smartphones) are
responsible for capturing raw data about the user or the environment. In order
to reduce bandwidth and power consumption, edge devices do not communicate
with each other; still, they are able to locally perform early data preprocessing
and send aggregate data to the fog layer.
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Figure 2.5: Fog-based architecture.
Here, more powerful units, i.e., the fog devices (FD), are suited to perform time
consuming tasks, e.g., create mathematical models of environmental measurements
taken over time, learn users’ habits, recognize relevant pattern, or execute AI
algorithms. Each FD can manage a different number of EDs according to its
computational power and characteristics. For instance, a smartphone (FD1 on
Figure 2.5) could be used to process data coming from a few wrist-worn devices,
while a laptop (FD2) could be able to manage a greater number of nodes. It would
be also possible to consider static fog devices, such as smart poles (FDn), designed
to process data coming from various edge devices owned by moving people.
Edge devices may rely on a larger set of fog entities to accomplish a task:
the problem is which one should be selected, and why. This aspect has major
implications in heterogeneous wireless networks, such as xG/WiFi, and less in
Bluetooth-based communications [Angelakis et al. (2016); Li et al. (2018b)]. In
fact, xG/WiFi network are, usually, made up of EDs, FDs, and macro/small-cell
base stations that work altogether to achieve the heterogeneous task’s deadline in
limited available radio and computational resource of the network [Pratap et al.
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(2019)]. Hence, the main challenge is how to manage the communication resources,
controlled by the base stations, that are needed to transfer information back and
forth between edge and fog devices. Thanks to the Bluetooth technology, the
proposed framework is beyond this matching problem because an ED is paired with
a FD that is the nearby and has not reached the maximum number of available
connections, thus bypassing the base-stations. In the worst case, the edge (e.g.
smartwatch) is paired with the personal user’s smartphone.
Information produced at the edge and fog layers is sent to the Cloud Data
Center (CDC) for heavy resource-consuming data analysis and storage. Results of
CDC analysis are sent back to the fog in order to make the whole system consistent.
The amount of data exchanged between fog and cloud is usually noteworthy, thus
compression algorithms can be applied to improve the transmission efficiency.
2.3.1 Application Scenarios
The main purpose of the study conducted here is to present a general fog-based
architecture that can be adopted to build a distributed HAR application.
A straightforward solution in mobile scenarios could be to exploit the power
capability of users’ personal devices, such as smartphones, to process data in the
fog. Nevertheless, in a multi-user scenario, a single fog device with a higher level
of performance, such as a personal computer, can be used to process and integrate
data from multiple devices worn by a community of users. We could also consider
different situations in which, for instance, the HAR system exploits information
directly captured by users’ smartphones. Here, these devices would be logically
located at the bottom layer of the architecture, while the fog layer could consist
of other types of units.
The generality of the proposed architecture allows to use at the fog layer any
device with enough computing power to perform raw data analysis and send aggre-
gated data to the cloud. For instance, a HAR system based on video sensors could
be implemented by means of RGB/RGBD cameras (sensing layer) sending raw
data to some local processing units responsible for performing activity recognition
(fog layer), and then to remote storage and synchronization centers (cloud layer).
Moreover, to carry out the HAR process in more complex scenarios, devices at
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the fog layer can share information with each other. For example, three situations
where fog-to-fog communication can be effective are the following:
• Alerting: Monitoring the user’s activities in critical environments would allow
timely detection of dangerous situations. In such a scenario, the output of
the HAR process performed by a fog device could be used to send prompt
alerts to other devices at the same layer, thus bypassing the cloud. For
instance, in a nursing home or in a factory, the activities can be recognized
by means of wrist-worn devices (one per user), while some PCs (e.g., one
per environment) can be used at the fog layer. The detection of unexpected
behaviors could be immediately notified to other fog devices, without any
cloud intervention, enabling a prompt response of the security staff. From
an architectural point of view, this can be easily implemented by providing
the fog devices responsible for HAR with an additional software module
specifically designed to handle the alerting procedures.
• Distributed and continuous tracking: The proposed HAR technique aims at
recognizing complex activities of different duration that can be performed
in different places. Some of the considered activities are made of dynamic
(e.g., walking, running) and static (working at a PC) phases. In such a com-
posite scenario, we can imagine a fog layer made of wearable mobile devices
(e.g., smartphones) to perform activity recognition during the dynamic phase
and stationary devices (e.g., PCs) to continue the recognition once the user
reaches a static place (e.g., the office). To this aim, fog devices must be able
to share with each other information about the micro-activities performed at
a given time, so as to build the overall sequence that describes the complex
activity. From an architectural point of view, this can be obtained by pro-
viding fog devices with the capability of discovering themselves and pairing
to each other automatically.
• Health promotion: In a collaborative scenario, devices at the fog layer can
interact to motivate the users to achieve a certain result. For instance,
if we consider a community of people doing sports in the same place (a
gym, a rehabilitation center, etc.), several fog devices could recognize the
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activities performed by one or more users and share related information (e.g,
elapsed time, speed, calorie consumption, heart rate) with the community to
stimulate the users in achieving their goals.
In addition to the situations described so far, the generality of the proposed
fog architecture enables even more generic and complex scenarios, in which in-
formation about user activities may be combined with other relevant contextual
information. For instance, in a smart campus, where there are thousands of stu-
dents who perform various daily activities (e.g. attending classes, having lunch,
using sports facilities, studying in the library), the combination of user activities,
timestamp and GPS position may allow an intelligent system to analyze the flow
of people currently on campus, and to identify trends and behavioral patterns on
many factors of primary interest. Also in this case, the fog devices are employed
for performing the HAR process, while the CDC may be used for more complex
tasks, such as retrieving and managing the users’ behavioral patterns. Then, the
CDC could modify and improve the quality of services offered to students. For
example, the intelligent system may suggest that administrators change the times
or frequency of the campus shuttle buses to suit the expected influx of students
during a certain peak time. All this could be done in real-time and on the basis
of collected data grouped by day of the week, period of year and time of day.
In addition, if on certain days of the week some sports facilities are typically left
unused after a certain time, the opening and closing times can be optimized.
2.3.2 Case Study: Recognizing Complex Activities Per-
formed by a Community of Users
To validate the effectiveness of the proposed solution, a straightforward case study
in which users may wear smart devices while performing some activities is inves-
tigated. A reasonable assumption in such a scenario could be to exploit smart-
watches to track the users’ movements, passing heavy data processing to more
powerful fog devices, such as the users’ smartphones (Figure 2.6).
The recognition scheme based on k-means, SVMs, and HMMs allows to easily
extend the recognition capability of the system (e.g., by including a larger number
activities), without the need for redesigning the other components of the system.
















Figure 2.6: HAR through users’ personal devices. Wrist-worn devices are re-
sponsible for capturing sensory data and summarizing relevant information. The
extracted features are transmitted to the user’s smartphone (1), where data are an-
alyzed to detect sequences of relevant micro-activities and recognize the complex
activity performed by the user (2). Data are temporarily stored in the smart-
phone and then sent to the cloud (3), where the system parameters and models
are updated and sent back to the devices (4).
With regards to the type of activities to recognize, it is considered a set of
complex activities that can be reasonably decomposed in simple, atomic micro-
activities. For instance, for a given user, the everyday activity go to work may
consist of a sequence of walking for a while, driving or being in a vehicle for a certain
amount of time, then walking again, going up the stairs, and finally arriving at
the office staying still. All of these phases can be traced by the sensors on edge of
the network, such as those embedded in the smartwatches. To recognize a set of
known micro-activities, each sensing device collects data from accelerometer and
gyroscope sensors, extracts a feature vector for each time window, and sends the
set of feature vectors to the fog devices.
The fog devices of the considered case study (i.e., the users’ smartphones)
recognize the performed micro-activity (e.g., walking) producing the corresponding
word of the vocabulary. Fog devices also act as buffers for temporarily storing
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Figure 2.7: Information exchanged between the smart devices and the cloud.
feature vectors, users’ feedback, and any other data that need to be transferred to
the cloud. The CDC consists of a server that analyses the different models coming
from the smartphones to maintain a unique set of known activities and refines the
local models at the fog layer.
The entire dataflow through the layers of the proposed architecture, from the
sensing devices to the smartphones to the cloud and back, is summarized in Fig-
ure 2.7.
During the first phase (i.e., the activity recognition), the wrist-worn device
creates a message M1 containing the extracted feature vector and sends it to the
smartphone through a Bluetooth connection. Message M1 is received and parsed
by the smartphone that associates a particular word of the dictionary to each
feature vector by means of SVMs. This process continues until the smartphone
has enough words to build a sequence. Once the sequence of words is completed,
the HMM classification is performed and the recognized activity is provided as
output. This information, contained in the message M2, is received by the user
on its wrist-worn device. According to the quality of the recognition, the user can
give a positive or negative feedback through the message M3. Data collected so
far, such as feature sets and user feedback, are stored in the smartphone, ready to
be sent to the cloud when requested.
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During the second phase, the cloud server sends a message M4 to check if new
data are available. If yes, the smartphone sends the message M5 containing all
data buffered during the previous phase, deleting them from local memory. At
this point, the server processes the incoming information so as to evaluate if it
is necessary to update the dictionary and the HMM parameters. Once that the




In Social Sensing applications, given the central role of people in the sensing pro-
cess, preserving sensitive information is mandatory. Especially during the data
collection and sharing phases, personal devices can potentially reveal private in-
formation, seriously compromising the privacy of end users. For example, an ap-
plication in an e-health scenario could share the heart rate, stress level or oxygen
level in the blood revealing particularly sensitive information to a malicious entity
or an interested third party.
These issues become even more complex when considering the most recent dis-
tributed computing paradigms, such as the one adopted in this thesis. In fact,
the fog computing was born as an extension of cloud computing inheriting all its
security and privacy issues and adding new ones because of its distributed nature.
Heterogeneity in fog node and fog network, requirement of mobility support, mas-
sive scale geo-distributed nodes, location-awareness and low latency represent only
a few examples of the challenges introduced by fog-based infrastructures [Yi et al.
(2015)].
As regards the distributed crowdsensing scenario discussed here, the main re-
quirements in security consist in (i) allowing edge devices to perform their tasks
without revealing the user’s identity, and (ii) securing the data exchanged between
entities in the fog architecture to avoid any attackers to steal private information.
This must also take into account the constrained capabilities of the edge devices,
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which are limited in computation and resources. Hence, a comprehensive security
mechanism needs to be designed to protect both data stored on the physical de-
vices and messages exchanged within the fog architecture, paying attention to the
overhead introduced in making the system secure.
This part of thesis focuses on the design of a secure mobile crowdsensing proto-
col that exploits two lightweight encryption techniques, i.e. Elliptic-Curve Cryp-
tography and Extended Triple Diffie-Hellman Key Agreement, that are particu-
larly suited for low-power mobile devices. The protocol allows to secure five phases
that are common to many crowdsensing systems in which a fog-based approach is
adopted; namely, the fog and edge enrollment phases allow edge and fog devices to
mutually prove their identity and to certify their legitimacy within the system; the
key agreement makes the two parties able to build a secure communication channel;
during the edge-fog communication phase the messages exchanged to support the
crowdsensing algorithm are protected from external attacks; finally, the fog-cloud
communication allows to maintain the overall models created by the system.
3.1 Existing approaches
Sensor-based crowdsensing has been widely addressed in the literature because
of its suitability for different application scenarios. Simple mobile participatory
sensing applications can be developed by relying on existing software libraries, such
as the Google Activity Recognition APIs and the IOS Core Motion framework.
However, when the goal is to perform more intensive tasks, such as real-time
human activity recognition, many works highlighted the need for frameworks in
which multiple devices, e.g., mobile devices with limited resources, are able to
cooperate with each other. In this context, fog computing paradigm [Bonomi
et al. (2012)] can be adopted to realize well-performing systems that are able to
process large amounts of data locally, and timely. The general idea behind a
fog-based monitoring system is to distribute data collection, analysis, and storage
tasks among different devices located at distinct logic levels. Due to the limited
computational capabilities and heterogeneity of fog devices, as well as the dynamic
nature and unpredictability of fog environments, task allocation is a challenging
problem that has been widely addressed in the literature [Ghobaei-Arani et al.
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(2019)]. In [ Ghobaei-Arani et al. (2020)], for instance, task scheduling is performed
by means of an efficient moth-flame optimization algorithm that guarantees quality
of service in Fog-based cyber-physical systems.
Many works have adopted fog-based approaches to support distributed sensing
and processing. In [Jayaraman et al. (2014)], for instance, is a platform aimed
at supporting mobile crowd-sensing applications in a smart city. The system pro-
posed in [De Paola et al. (2020)] relies on a fog-based architecture to realize the
different components of an Ambient Intelligence (AmI) system aimed to achieve
energy efficiency in smart buildings. In [Perera et al. (2015)], Internet Connected
Objects (ICOs) are used at the edge of the network to measure air quality, users’
movements, and sounds, while user smartphones are exploited as intermediate
gateways. In [Cao et al. (2015)], a fog-based platform designed to detect users’
falls in a e-health scenario is described, while a comprehensive review of fog-based
IoT systems and technologies for healthcare is presented in [Mutlag et al. (2019)].
Beside being the core of the application-oriented solutions discussed so far, ma-
chine learning techniques are also commonly used to deal with technical aspects
of fog computing, such as efficient resource management, latency and energy con-
sumption reduction [Oma et al. (2018)], as well as modeling network traffic. An
exhaustive analysis of machine learning in the context of fog computing is proposed
in [Abdulkareem et al. (2019)].
The high degree of modularity of fog systems makes them also prone to cyber
security attacks that can be performed against every element of the infrastruc-
ture [Roman et al. (2018); Khan et al. (2017)]. Nevertheless, most of the works
presenting novel fog-based applications are focused on the description of the edge-
fog-cloud infrastructure and the corresponding service deployment; as a conse-
quence, in such papers security issues are frequently omitted or ignored. Other
works presented ad-hoc security schemes that cover some specific threats only;
then, many challenges still remain open [Zhang et al. (2018)]. For instance, two
important security issues concern authentication and trust between the different
entities that cooperate within a fog network.
Whereas authentication can be efficiently achieved through soft and behav-
ioral biometrics [Alqarni et al. (2020)], as well as by implementing lightweight
schemes [Wazid et al. (2019)] that meet the low computational capabilities of
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edge/fog devices, ensuring trust in a dynamic fog environment is usually harder
because the behavior of mobile nodes is likely to change over time. In [Amor et al.
(2017)], authors describe a Secure Fog-based Communication Scheme (SFCS) to
ensure trust between edge devices and fog devices via a novel session key agree-
ment. Such a protocol uses ECC encryption, Discrete Logarithm Problem and
bilinear pairing allowing to establish the session key without extra-parameters.
Octopus [Ibrahim (2016)] is an authentication scheme for fog-based architectures
that allows any edge device and fog device to mutually authenticate each other by
means of a long-lived secret key, and symmetric encryption. The authors of [Li
et al. (2018a)] propose a forwarding scheme for mobile IoT devices in which the
trustworthiness of the nodes is estimated according to their service degree, and
then used to build reliable communities. Other works address only secure edge-fog
communications, without considering the security issues of fog-cloud data trans-
mission.
Authentication and trust are strictly connected to safeguarding of data; con-
versely, one of the most important requirements for any application that exploits
people’s participation is privacy, i.e, safeguarding of user information. In [Xu
et al. (2019)], for instance, the authors propose a novel double-masking protocol
that guarantees the authenticity of data shared by multiple users while protecting
their privacy. Distributed consensus in the context of the Internet of Vehicles is
achieved in [Bonadio et al. (2020)] through permissionless blockchains in order to
guarantee reliability of information collected from individual vehicles. Similarly,
blockchain technology is adopted in [Hu et al. (2020)] both to ensure privacy dur-
ing the mobile crowdsensing process, and to protect the reward mechanism for
participants.
More generally, privacy can be achieved in a number of ways; for instance, it
would be crucial to avoid the fog entities to access data coming from individual
edge devices. To this aim, attribute-based encryption [Zhang et al. (2017)], data
perturbation [Chamikara et al. (2018)] and privacy-preserving data aggregation [Lu
et al. (2017)] techniques can be adopted.
For instance, the privacy leakage problem associated with accelerometer data
sharing are highlighted in [Xiao et al. (2018)] through an information-aware visu-
alization tool. The authors of [Hu et al. (2017)] focus on security and privacy of
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a face identification and resolution framework (FIRF) that exploits fog entities to
reduce the processing time and reduce the bandwidth usage. To this aim, authen-
tication and key agreement schemes are presented to protect the framework from
some well-known attacks, e.g., man-in-the-middle, eavesdropping, and data hijack.
FIRF provides adequate level of security in fog-cloud communications, while ig-
noring the protection of data shared between edge and fog devices. A more specific
Anonymous and Secure Aggregation Scheme (ASAS) for fog-based applications is
presented in [Wang et al. (2018)]. The main goals of ASAS are protecting the
identities of edge devices by using pseudonyms, and guaranteeing data secrecy by
means of robust homomorphic encryption (HE). Unfortunately, this last feature
makes ASAS unsuitable for real-time applications because of the HE computational
complexity [Moore et al. (2014)]. In [Wazid et al. (2019)] a user authentication and
key management scheme for fog computing services, called SAKA, is presented.
SAKA exploits a combination of lightweight cryptographic techniques (i.e., one-
way hash functions, bitwise exclusive-OR, and elliptic curves) so as to meet the
computational requirements of resource constrained devices. Authors show that,
compared to other protocols, their solution provides better performances and se-
curity features with a low overhead. The security and privacy challenges discussed
so far are illustrative, but not exhaustive, of a class of problems that need to be
faced during the design of a fog-based system. A comprehensive literature review
on the security challenges in fog-computing is provided in [Yakubu et al. (2019)].
3.2 Requirements and Tools for Lightweight Se-
curity
In general terms, private data must be protected from two classes of attackers:
internal and external. The former are authorized users that aim to infer infor-
mation about other users, or the inner system behavior. The latter operate from
outside the perimeter of the system and are in most cases easier to detect. Im-
personation, for instance, is a type of attack in which the intruder I assumes the
identity of a legitimate user L. In a mobile crowdsensing scenario, for instance,
an impersonation attack could allow I to obtain a valid session key to transmit
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forged information, e.g., corrupted data or wrong feedbacks, that would compro-
mise the performance of the system. Similarly, Man-in-the-Middle (MitM) attack,
i.e., a simultaneous double impersonation attack, could be performed to alter the
communication between two parties, while making both believe that are directly
communicating with each other. In the context of IoT and smart devices, another
class of attacks, named replay attacks, can be performed to retransmit the same
data over and over in order to cause a Denial of Service (DoS) on the target, e.g.,
the fog device.
In order to contrast these threats, a secure mobile crowdsensing system should
meet the following security requirements:
• registration to the service: all the entities must be registered with the
system before they can use the services;
• data secrecy and integrity: neither internal nor external attackers must
be able to read and modify the content of data stored within the devices,
and the messages exchanged between the entities;
• timeliness: an attacker can not intercept messages within a valid session
and retransmit them at a later time;
• user privacy: the fog nodes must be able to process information sent by
the edge, e.g., in order to perform activity recognition. However, this process
must be performed respecting the privacy of the user, e.g., the fog must infer
the activity performed without being able to associate it to a particular user.
Moreover, given the low computation capability of mobile devices, the overhead
introduced by the cyber security mechanisms and protocols should be quite lim-
ited. When relying on a symmetric encryption algorithm, for instance, an initial
overhead is introduced because all parties involved in data transmission have to
agree on a secret key before data can be actually sent through a secure communi-
cation channel.
Key exchange protocols based on RSA (Rivest-Shamir-Adleman) and Diffie-
Hellman (DH) have been extensively adopted in the literature. However, these
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techniques require a considerable computational effort that makes them unsuit-
able for devices with limited resources. For this reason, more recently, light en-
cryption techniques that are more appropriate for IoT and mobile devices have
been proposed.
3.3 Efficient Key Exchange on Mobile Smart De-
vices
One of the most convenient approach for efficient asymmetric cryptography is
the Elliptic-Curve Cryptography (ECC). The main benefit provided by ECC is
the use of smaller keys than other algorithms, while achieving the same level of
security [Alvarez et al. (2017)]. This feature is crucial to reduce the encryption
time, especially when dealing with huge amount of data. In [Al Hamid et al.
(2017)], for instance, big data collected in healthcare systems are efficiently secured
by means of bilinear pairing cryptography. In the scenario addressed here, ECC
allows to significantly reduce the time required for generating and sharing the keys,
while also minimizing the storing space and the power consumptions.
Different types of elliptic curves [Bos et al. (2014)], and many standards (such
as NIST FIPS 186-2 [Nist (1999)] and IEEE P1363 [Group et al. (2005)]) have been
presented in the literature. However, both academia and industry have recently
started to adopt non-standard curves that guarantee a greater level of security,
while also reducing the computation time. Curve25519, for instance, has been
proven to be resistant to timing attacks and twice as fast as standard curves [Bern-
stein (2006)]. All parties that want to use ECC must agree on a set of values that
defines the elliptic curve, i.e., the domain parameters. For a generic curve, this set
is indicated as D = {q,FR, a, b,G,n,h}, where q is an integer specifying the finite
field Fq, FR indicates the basis used for representing the field elements, {a, b} ∈ Fq
define the equation of the elliptic curve, G is a distinguished point of order n in
an elliptic curve group, and h represents the cofactor.
Elliptic-Curve Cryptography is the basis for the Extended Triple Diffie-Hellman
Key Agreement (X3DHKA) that is currently adopted as security mechanism in
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several Android and IOS applications. Considering two parties A and B, the
X3DHKA protocol consists of three phases and makes use of the following keys:
• PUA, PUB: long-term public keys of the two entities;
• EPUA, EPRA: an ephemeral key pair used by A;
• SPKB: a momentary prekey signed by B that will be updated at some interval
(e.g. once a week, or once a month);
• OPKBi: a set of one-time prekeys used by B.
X3DHKA is designed for both asynchronous and synchronous settings. In the
first scenario, B sends to a Key Management Server (KMS) the long-term public
key PUB, the signed prekey SPKB, the digital signature on SPKB, and a set of m
one-time prekeys S = {OPKB1,OPKB2, . . . ,OPKBm}.
Then, A asks KMS for the bundle provided by B. The B’s prekey signature is
checked and the protocol is stopped if the verification fails; otherwise, A generates
an ephemeral key pair (EPUA,EPRA). The 32 bytes session key KS is obtained by
calculating the following functions:
KDF(DH(PUA, SPKB)|| DH(EPUA,PUB) || DH(EPUA, SPKB) || DH(EPUA,OPKB)),
where KDF is the HMAC-based key derivation function described in [Layer (2017)],
and the generic DH(PU1, PU2) is an Elliptic Curve Diffie-Hellman function, e.g.,
Curve25519, that involves the public keys PU1 and PU2.
Finally, A sends a message to B containing the keys PUA, EPUA, the value i that
identifies the one-time prekey OPKBi used by A, and an initial message encrypted
with the session key KS. The entity B will use such information to calculate the
DH and KDF functions and derive the key KS. Once the session key has been
generated, the one-time keys are deleted to guarantee forward secrecy.
Conversely, X3DHKA can be executed in a synchronous way by letting B di-
rectly communicate with A to request necessary information and establish secure
communication.
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3.4 Making Mobile Crowdsensing Secure
In order to provide the end user with the functionalities discussed so far, the
devices deployed at the edge, fog, and cloud layers must be provided with three
different software components.
The core of the platform resides on the Cloud Data Center; here, besides per-
forming the specific crowdsensing algorithms, the software is responsible for man-
aging the devices that operate at the underlying layers. In particular, one of the
most important roles of the CDC is to supervise the registration of new edge and
fog devices by providing them with their corresponding apps.
The fogApp installed on FDs makes them able to perform time-consuming tasks
(e.g., activity recognition), to announce the presence of fog devices to the edge
devices, and to establish secure connections with other devices at the fog layer.
Any new FD demanding to be part of the system is required to install the fogApp
first.
In a similar way, the end users willing to participate to the system need to install
on the edge device the edgeApp. At first, a light version of this app supporting
only the discovery of nearby fog devices is installed. Other functionalities (HAR
algorithms and cryptographic suite) will be available just after the edge registration
has been completed. This phase starts with a fog announcement/discovery step
that allows to create a preliminary, secure, association between the edge and fog
layers. By means of this channel, the edge exploits the fog as intermediary with the
cloud in order to obtain the full version of edgeApp, and complete the registration
procedure.
Anytime an edge device approximates to a new fog device, the same announce-
ment/discovery procedure is followed to create a new edge-fog association. For
instance, an edge device ED1 could have obtained the edgeApp by registering with
the fog devices FD1, but a new association can be created later for transferring
data to a different device FD2. In such a scenario, ED1 and FD2 have to agree
on a session key aimed at protecting their communications. Moreover, the cloud
may act as a Key Management Server providing all the FDs with a session key
for fog-to-fog communications. This key is initially included in the fogApp, and
regularly updated. In particular, in order to meet the computational capabilities
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curve domain parameters D, and the cloud long-term public key PUC ; starting from 
them, the fog device generates a long-term key pair {PUF,PRF}.
The fog registration procedure starts with preparing and sending the message FRF 
(step 6) that includes the identifier of the fog ( IDF ), the set of parameters describing the 
characteristics of the device ( ParF ), and the fog public key ( PUF ). During the registra-
tion, two certificates are generated by the cloud (steps 9–10). The former, CertF , con-
tains the values (IDF,PUF) and will be used by any edge device to recognize that fog as 
legitimate. The latter, InfoF , ensures the edge for the authenticity of the computational 
parameters contained in ParF . Without the InfoF certificate, an attacker could exhibit a 
forged ParF to monopolize the communications with the neighboring edges. The regis-
tration confirmation is sent to the fog device with the message FRC (step 12).
The computational capabilities of fog and cloud devices make them able to implement 
the TLS protocol; thus, both FRF and FRC can be transmitted securely over a TLS chan-
nel preventing external attacks, such as MitM, Replay, or Impersonation. Once the regis-
tration is completed, each fog device will own a long-term key pair {PUF,PRF} , and the 
pair of certificates {CertF, InfoF} (steps 15–16).
After registering to the system, the fog device is able to generate all the param-
eters needed to communicate with the edge units, according to the X3DHKA scheme 
described in section "Efficient key exchange on mobile smart devices".
Edge enrollment
In order to take advantage of the services offered by the system, the end user also needs 
to install a mobile application on its edge device. The light version of the edgeApp 
(Fig. 3— step 1) includes the fog discovery routines, a symmetric key KEC for early Edge-
Cloud communications, and the cloud public key PUC.
In an early phase, the fog announces its presence by broadcasting a message con-
taining the fog IDF and the pair of certificates obtained during the fog registration step 
(step 4). Such information is used by the edge to verify the identity of the fog (step 6), 
and to send the request for downloading the full version of the edgeApp (step  11). 
Fig. 2 Fog devices enrollment
Figure 3.1: Fog devices enrollment.
of the smart devices considered here, two lightweight encryption techniques, i.e.,
Elliptic Curve Cryptogr phy (ECC) and Advanced Encryption Standard (AES),
are used.
The devices discussed so far need to continuously communicat with a h other
in order to accomplish their tasks. In general terms, all network activities tha
involve two or more communicating remote entiti s are governed by a protocol. A
protocol d fines the format and the order of messa es xchanged betwe n two or
more parti s, as well as the actions taken on the transmission and/or receipt of a
message or o her event [Layer (2017)]. The next sections describe the entities, the
messages excha ged, and the actions needed to impl ment the SMCP protocol.
3.4.1 Fog enrollment
A new fog device can be added to the system by installing on it the fogApp (Fig 3.1
- line 1). In order to support secure communications, this app includes the elliptic
curve domain parameters D, and the cloud long-term public key PUC; starting
from them, the fog device generates a long-term key pair {PUF,PRF}.
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The fog registration procedure starts with preparing and sending the message
FRF (line 6) that includes the identifier of the fog (IDF), the set of parameters
describing the characteristics of the device (ParF), and the fog public key (PUF).
During the registration, two certificates are generated by the cloud (lines 9-10).
The former, CertF, contains the values (IDF,PUF) and will be used by any edge
device to recognize that fog as legitimate. The latter, InfoF, ensures the edge
for the authenticity of the computational parameters contained in ParF. Without
the InfoF certificate, an attacker could exhibit a forged ParF to monopolize the
communications with the neighboring edges. The registration confirmation is sent
to the fog device with the message FRC (line 12).
The computational capabilities of fog and cloud devices make them able to
implement the TLS protocol; thus, both FRF and FRC can be transmitted securely
over a TLS channel preventing external attacks, such as MitM, Replay, or Imper-
sonation. Once the registration is completed, each fog device will own a long-term
key pair {PUF,PRF}, and the pair of certificates {CertF, InfoF} (lines 15-16).
After registering to the system, the fog device is able to generate all the pa-
rameters needed to communicate with the edge units, according to the X3DHKA
scheme described in Section 3.3.
3.4.2 Edge enrollment
In order to take advantage of the services offered by the system, the end user also
needs to install a mobile application on its edge device. The light version of the
edgeApp (Figure3.2 - line 1) includes the fog discovery routines, a symmetric key
KEC for early Edge-Cloud communications, and the cloud public key PUC.
In an early phase, the fog announces its presence by broadcasting a message
containing the fog IDF and the pair of certificates obtained during the fog regis-
tration step (line 4). Such information is used by the edge to verify the identity
of the fog (line 6), and to send the request for downloading the full version of the
edgeApp (line 11). To this aim, the edge sends to the CDC (by relying on the fog
IDF) the message ERE (line 13) containing a pseudorandom number computed as
function of the edge identifier IDE and the physical address of the device.
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To this aim, the edge sends to the CDC (by relying on the fog IDF ) the message ERE 
(step 13) containing a pseudorandom number computed as function of the edge iden-
tifier IDE and the physical address of the device.
After receiving ERE , the CDC sends the logic set of messages ERC containing the 
fullEdgeApp , which is signed, encrypted, and sent to the edge IDE through the fog IDF 
(steps 18–20).
In addition to the fog and edge enrollment, SMCP covers all the phases in which 
the crowdsensing algorithms are executed actually. To prove the validity of the pro-
posed approach, we considered as case study the definition of a secure fog-based 
HAR framework aiming to perform near real-time recognition of activities of differ-
ent lengths.
Sample case: secure message exchange for HAR
In this section, we first provide a brief description of the algorithms that implement 
the HAR system; then, we present how SMCP is used to protect data exchanged during 
edge-fog, and fog-cloud communications needed to perform the HAR process.
Fig. 3 Edge devices enrollment
Figure 3.2: Edge devices enrollment.
After receiving ERE, the CDC sends th logic set of messages ERC containing
the fullEdgeApp, which is signed, encrypted, and sent to the edge IDE through the
fog IDF (lines 18-20).
In addition to the fog and edge enrollment, SMCP covers all the phases in
which the crowdsensing algorithms are executed actually.
3.4.3 Protect exchanged data during HAR phases
To this aim, the edge device sends the message EE1 to the fog containing the key
EPUE and the digital signature on EPUE (Figure 3.3(a), line 6). Ciphering EPUE
with the public key of the fog prevents an intruder to know the seed from which it
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When the edge device receives EF1 , it verifies that EPUE corresponds to the one 
reported in message EE1 and performs all the steps needed to obtain KS (steps 16–20). 
From now on, the two entities can delete all the intermediate keys and communicate 
through an Authenticated Encryption with Associated Data (AEAD) algorithm.
Concluded the key exchange steps, the edge device can start sending to the fog device 
the sensory data collected during the HAR phases (Fig.  4b, step  25). The field data 
includes both the feature vector computed on the accelerometer and gyroscope meas-
ures, and the timestamp reporting when data were captured. Moreover, in order to face 
a replay attack within the established session between edge and fog, EE2 also contains a 
nonce N1.
The messages of type EE2 are collected by the fog until it has enough rough data to start 
the activity recognition process. Once an activity has been recognized, the fog device 
prepares the message EF2 containing the IDA of the activity, the time interval within it 
Fig. 4 Messages exchanged during a X3DHKA, b Activity Recognition, and c Cloud Update
(a) (b)
(c)
Figure 3.3: Messages exchanged during (a) X3DHKA, (b) Activity Recognition,
and (c) Cloud Update.
is possible to generate KS, while the digital signature SigEPU guarantees that EPUE
is authentic.
After receiving EE1, the fog checks SigEPU and computes the session key KS
using the X3DHKA scheme. Now only the fog device knows KS; thus, in order to
let the edge device to compute the session key, the message EF1 is sent (line 15).
This message specifies both the one-time prekey OPKF used by the fog device, and
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the EPUE previously sent by the edge device so as to ensure the uniqueness of the
session.
When the edge device receives EF1, it verifies that EPUE corresponds to the one
reported in message EE1 and performs all the steps needed to obtain KS (lines 16-
20). From now on, the two entities can delete all the intermediate keys and com-
municate through an Authenticated Encryption with Associated Data (AEAD)
algorithm.
Concluded the key exchange steps, the edge device can start sending to the fog
device the sensory data collected during the HAR phases (Figure 3.3(b), line 25).
The field data includes both the feature vector computed on the accelerometer
and gyroscope measures, and the timestamp reporting when data were captured.
Moreover, in order to face a replay attack within the established session between
edge and fog, EE2 also contains a nonce N1.
The messages of type EE2 are collected by the fog until it has enough rough data
to start the activity recognition process. Once an activity has been recognized,
the fog device prepares the message EF2 containing the IDA of the activity, the
time interval within it was performed, and a nonce N2 ensuring the uniqueness
of the message (line 34). Finally, the message EF3 including all data involved in
the activity recognition process is transferred from the fog to the cloud through a
secure TLS channel (line 49), and then stored (line 52).
It is worth noting that X3DH Key Agreement (Figure 3.3(a)) is common to
every kind of application in which SMCP is adopted. On the contrary, different
crowdsensing applications may require the protection (Figure 3.3(b)) and syn-
chronization (Figure 3.3(c)) of different kind of data. To this aim, the overall
structure of SMCP can be easily modified and just a few message contents need to
be changed according to the algorithms that implement the crowdsensing routines.
For instance, considering a distributed vehicle traffic monitoring system, message
m3 should be modified to contain other sensory data, such as accelerometer or
GPS information. Then, many m3 messages would be sent to the fog where an
ad-hoc machine learning algorithm (line 23) would be able to recognize the traffic
level in a certain geographical area. Finally, the system could ask interested users
to provide feedback to validate the reported output (line 40).
Chapter 4
Experimental Assessment
All the solutions described so far are evaluated in this Chapter. Section 4.1 briefly
introduces the way the data were collected, and the devices used during the ex-
periments. Then, Section 4.2 discusses a preliminary analysis about the ability
of smartphones in recognizing simple activities with the aim to investigate and
understand which are the parameters necessary for the HAR process. Finally,
the Section 4.3 describes an exhaustive evaluation of both the distributed HAR
framework and the secure protocol.
4.1 Experimental Setup
The experiments were carried out using three different models of Android-based
smartphones and three smartwatches equipped with built-in accelerometer and gy-
roscope sensors (on the left side of Table 4.1). Two Android applications (one per
device type) were developed to perform activity recognition and some supporting
tasks, such as data management and labeling, compression, and secure transmis-
sion. The smartphone application can be installed on any Android device with
Ice Cream Sandwich OS or higher, while the smartwatches require at least Jelly
Bean OS.
Figure 4.1 shows four different screens of the Android application developed
for the distributed HAR framework. The two leftmost images represent the smart-
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Edge Fog Cloud
ED1 ED2 ED3 FD1 FD2 FD3 CDC
Type Smartwatch Smartwatch Smartwatch Smartphone Smartphone Laptop commercial
CPU (GHz) 1.1 1.2 1.0 1.8 2.0 3.9 cloud
# core 4 4 2 8 8 4 computing
RAM (MB) 512 512 768 3072 4096 8192 web service
Table 4.1: Smart devices used in the proposed case study.
(a) (b) (c) (d)
Figure 4.1: Smartwatch and smartphone Android applications. (a) The overall
activity recognition process starts by pressing the start button on the wrist-worn
interface. (b) Data are processed by the smartphone and the user is asked about the
correctness of the classification. Detailed information about the recognition results
(c), and data transmission statistics (d) can be examined trough the smartphone-
side app.
watch side of the app allowing users to start/stop the activity recognition process,
monitor the activity duration (Figure 4.1a), and give feedback about the recogni-
tion correctness (Figure 4.1b). The other two images show the smartphone side
of the app that permits the user to have in-depth information about the accuracy
of the recognition process (Figure 4.1c) and the transmission of collected data
(Figure 4.1d).
Two different datasets were used in the experiments, and they were collected
by asking 20 volunteers to perform activities in a period of 3 weeks. These datasets
were obtained using the accelerometer and gyroscope sensors at a sampling rate
of 100 samples per second; whereas they differ in the devices used during data
collection, the activities recorded, and the number of samples. Specifically, the
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first dataset is adopted for the preliminary analysis and contains, for each activity,
features vectors extracted from the sensors that record user’s movements while
the smartphone in his pants pocket. Users were asked to record 10 min for single
activity resulting in approximately 60k readings (for a single axis) for both the
accelerometer and gyroscope. The analysis of these readings in fixed-time windows
of 3 sec led to the extraction of a set of 200 features for each activity, resulting in
a dataset composed of 800 samples per user. Then, a total of about 16k samples
was obtained.
The second dataset was used to test the performance of the distributed HAR
framework and the activities are described by accelerometer and gyroscope data
while the user wears the smartwatch on his wrist. Using an approach very similar
to the one described above, a dataset consisting of more than 30k samples was
constructed. Unlike the first dataset, a pre-processing phase was conducted in
which some samples, considered redundant with respect to the activity performed,
were removed in order to balance the dataset.
To collect data in a natural manner, in both cases the users were not provided
with particular instructions on how to perform the activities, while they were
simply informed about the activities to track and their meanings. Finally, users
were asked to indicate the label corresponding to the activity performed.
4.2 Preliminary Analysis: Simple Activities
The experiments described here are carried out on three models of smartphones, as
summarized in Table 4.1, in which a similar app to the one depicted in Figure 4.1
was installed.
The goal of this section is to investigate how difficult is recognizing activities
using smartphones and discuss the related performance. To this aim, four simple
activities were considered (i.e. still, walking, running, and vehicle), and it was con-
ducted a comparison between the results obtained while using two ML algorithms,
i.e. the k-nearest neighbors (K-NN) and a classifier based on k-means clustering.
Then, the best of the two algorithm is chosen to be adopted in the sample HAR
system described in Section 2.2.1.
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The sample system is finally compared with two other well-known techniques
to assess its effectiveness with respect to the state-of-art.
4.2.1 Choosing the classification algorithm
In the considered scenario, given the set of feature vectors (f1, f2, · · · , fm), the
most common application of the K-means algorithm consists in partitioning the m







‖fi − µk‖2 , (4.1)
where µk is the mean value of the k-th cluster Ck.
Nevertheless, k-means can also be used for classification, i.e., supervised learn-
ing, according to two different schemes [Hastie et al. (2009)]. The first, straightfor-
ward, solution is to apply k-means to the whole blended training set and observe
how data from k different classes are associated with each of the k centroids Ck.
Then, each centroid is marked as representative of a certain class i, with i = 1, ..., k,
if most of the samples in the cluster associated with Ck belong to i. Classification
of a new, unknown, feature vector f is performed by finding its closest centroid
and then assigning to f the same class of Ck. The major drawback to this method
is that performing k-means on blended data produces heterogeneous clusters. i.e.,
there is no guarantee that all the points in the same cluster represent the same
class.
The second approach helps to overcome this limitation by separating the train-
ing data in n distinct groups, each containing samples from one of the n classes
to recognize. The k-means algorithm is applied on each group/class separately, so
as to obtain k homogeneous clusters, i.e., all the centroids within a single group
represents the same class. Thus, classification can be performed by comparing a
new, unknown, feature vector f with the k×n labeled centroids, and assigning to
f the class of the closest one.
The differences between the two methods are summarized in Figure 4.2. Orig-
inal samples from three classes are represented by red, green, and blue points.
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Figure 4.2: Examples of k-means classification adopting two different schemes.
Data from three classes (red, green, and blue) are classified into three clusters
(crosses, circles, and dots) using blended (a) or separated (b) training sets.
As a result of the classification, points are marked as belonging to one of three
clusters denoted by crosses, circles, and dots. When using the first scheme, k-
means is applied to the whole blended dataset (Figure 4.2(a)) so that each cluster
contains data from different classes, e.g., the cluster denoted by crosses includes
red, green, and blue points. On the contrary, the second scheme (Figure 4.2(b)) is
preferable since it allows to apply k-means on each class separately, so obtaining
homogeneous clusters, e.g., the elements of the cluster denoted by circles are all
greens.
As regards the choice of k, some experiments were conducted to determine the
best value for k-means and K-NN.
For k-means, the value of k is simply the number of activities to be recognized,
i.e., k = 4. In order to find the best value of k for the K-NN algorithm, two
techniques for predictive accuracy evaluation have been used, i.e., re-substitution
and cross validation. Figure 4.3 shows the results of the experiments, with k
ranging from 1 to 50. Considering that the classification algorithm is executed on
devices with limited computational and energy resources, higher values of k have
not been considered, since the computational complexity of the K-NN algorithm
increases as k grows. Figure 4.3 shows that different values of k could allow the
system to achieve an accuracy that is appropriate for the considered application,
i.e., 4, 7, and 28 to 34. For these values, in fact, a good compromise between
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Figure 4.3: Error rate obtained with 10-fold cross validation and re-substitution
with k ranging from 1 to 50.
the two metrics considered is obtained. In the final choice the values in the range
[28-34] were discarded as they cause a higher complexity of the KNN algorithm;
then, a value of k equal to 7 is used because it allows the system to achieve
the lowest re-substitution error, while slightly increasing (about 0.0025) the 10-
fold cross validation error. Obviously, this is a trade-off between accuracy and
computational resources. Such trade-off can be evaluated differently depending on
the particular application scenario, giving for example higher priority to energy
saving or application responsiveness.
Having identified the k value, tests were performed to compare K-NN with k-
means (scheme 2) in terms of accuracy, precision, and recall [Sokolova and Lapalme
(2009)]. Figure 4.4 shows that slightly better results are obtained while applying
the K-NN algorithm. This is mainly due to the incapacity of k-means to distinguish
between some similar activities. In particular, as highlighted by the confusion
matrices shown in Figure 4.5a and Figure 4.5b, still and vehicle activities are
frequently mistaken because of their similar acceleration values (see Figure 2.2).
This error is almost negligible when adopting the K-NN classifier.
The next set of experiments were aimed at comparing k-means and K-NN in
terms of time of execution and memory consumption. Some tests were performed
to measure these two parameters while varying the duration of the processing
windows. Results are shown in Figure 4.6(a) and Figure 4.6(b). For the first
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Figure 4.5: k-means confusion matrix, and (b) K-NN confusion matrix.
two cases, i.e., test A and test B, the duration of the window is about 2 minutes,
whereas smaller windows of about 50 seconds where used for C, D, and E. k-means
is generally faster than K-NN, whilst K-NN, independently of the length of time
windows, requires almost constant memory consumption.
Thus, since the HAR application must be as lightweight as possible so as to
prevent the system resources from being consumed more than necessary, it was
decided to build the classification module on the K-NN algorithm. Such analysis
is also confirmed by the results reported in [Munther et al. (2016)].


















































Figure 4.6: Time of execution (a) and memory consumption (b) of K-means and








Accelerometer Accelerometer + Gyroscope
Figure 4.7: Accuracy, precision, and recall obtained by exploiting only accelerom-
eter data, or both accelerometer and gyroscope data.
4.2.2 An Early Discussion on the Motion Sensors
To underline the importance of merging data coming from heterogeneous sensors,
let’s consider two different systems that use the K-NN algorithm, as described in
the previous section. The first one uses only acceleration values, while the second
leverages on data coming from both accelerometer and gyroscope.
Figure 4.7 shows accuracy, precision, and recall obtained by both systems. As
expected, results confirm that gyroscope data are extremely important.













































Figure 4.8: Confusion matrix obtained by considering only accelerometer sensor
data, and (b) confusion matrix obtained by considering both accelerometer and
gyroscope sensor data.
In fact, exploiting only accelerometer data yielded an accuracy of about 65%,
compared to about 90% obtained by fusing data from both sensors. Therefore, the
experimental evidence concludes that it is extremely advantageous to exploit data
coming from the gyroscope, in addition to those of the accelerometer.
To better understand the reasons for this marked difference, as well as to an-
alyze more deeply the results obtained, in Figure 4.8, the confusion matrices ob-
tained by the two systems are presented.
Figure 4.8a shows that the system exploiting only accelerometer data has diffi-
culty in correctly classifying the activities of still and being in a vehicle. Also, even
running and walking are often confused with each other. These difficulties can be
easily explained by the fact that data come from only one type of sensor, which
cannot unambiguously describe the patterns of some activities. In fact, using only
the accelerometer it is difficult to distinguish between a person who is simply sta-
tionary or stationary in a vehicle. As expected, adding gyroscope data overcomes
the problem. The confusion matrix in Figure 4.8b has a very marked main diag-
onal, which shows how the system is able to recognize all activities satisfactorily,
without confusing them with each other.























Figure 4.9: (a) MosT confusion matrix, and (b) Google confusion matrix.
4.2.3 Performance Assessment of the Sample HAR System
In order to assess the system’s performance, this section present a comparison
with two state-of-art HAR techniques, i.e., those implemented by the MosT frame-
work [Cardone et al. (2016, 2013)] and by the Google APIs [Google (2016)].
As mentioned previously, Google does not provide any detail of the algorithms
behind their products, thus their recognition algorithm was treated as a black-
box. On the contrary, MosT is based on a well known algorithm to efficiently
build decision trees, namely C4.5 [Quinlan (2014)].
Since MosT and Google are able to recognize different types of activities, in
order to perform a meaningful assessment two distinct subsets have been defined.
More precisely, the class other was added to cover the activities not considered in
both of the systems alternately compared. Thus, since Google technique is unmod-
ifiable, and it recognizes a greater number of activities than the sample system,
the comparison was based on a subset formed by still, walking, running, vehicle,
and other. On the contrary, even if MosT originally included only still, walking,
and running, the vehicle activity was added obtaining the same set addressed by
the sample HAR system.
Accuracy, precision, and recall achieved by the proposed system, as compared
to MosT, are showed in Figure 4.10. MosT results are detailed in the confusion
matrix reported in Figure 4.9a. As expected, walking and running are almost















Figure 4.10: Comparison between the proposed system, MosT, and Google.
correctly classified, whilst the recognition of vehicle and still is more difficult to
perform. This can be explained because MosT considers only accelerometer data,
that, as shown in Figure 2.2, are not useful enough for discriminating between a still
user and one driving at constant velocity. Moreover, decision trees are generally
less predictive than other classification approaches, since a small change in the
data can cause a large change in the final estimated tree [James et al. (2014)].
As regards the results obtained comparing the proposed system with the Google
activity recognition tool (see Figure 4.10), it can be noticed that Google perfor-
mances are quite lower than ours, and this can be explained by referring to the
Figure 4.9b. In fact, the implementation provided by Google is not able to cor-
rectly distinguish between walking and running activities. In addition, as already
discussed, it is not possible to run further experiments, similar to those described
for MosT, to analyze how changing the set of activities would impact on the sys-
tem performance. This represents a further advantages of the proposed system
compared with Google method.
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ID Activity Name Reference Scenario
CA1 Go To Work 1 The user goes to work by walking for a while.
CA2 Shopping The user alternates still and walking phases.
CA3 Relax The user is sitting for a long time.
CA4 Eating The user is sitting and moves the hands up and
down while eating.
CA5 Working at PC The user is sitting and types on the PC keyboard
or uses the mouse.
CA6 Cooking The user is cooking briefly moving in the kitchen.
CA7 Jogging The user alternates running and walking phases.
CA8 Go To Supermarket The user goes to the supermarket alternating
vehicle, walking, and still micro-activities.
CA9 Go To Work 2 The user goes to work alternating walking and
vehicle micro-activities.
CA10 Driving The user stays in a vehicle for a long time.
Table 4.2: Complex Activities Analyzed During the Activity Recognition Process.
4.3 Distributed HAR: Complex Activities
In order to assess the validity and generality of algorithms and the architecture
described in Section2.2.2 and in Section 2.3, respectively, it was considered a sce-
nario in which people acting in a smart environment, e.g., a smart city, a smart
campus, or even a gym or a retirement home, are monitored through a pervasive
artificial intelligence system whose nodes are the users’ personal smart devices.
The effectiveness of the proposed HAR technique is proved by performing three
different set of experiments tested on the dataset composed of the complex activ-
ities described in Table 4.2. The first aimed to find the best values (Ω,N) in
terms of system accuracy and the F-score metric. The second was focused on un-
derstanding how the number of observed samples affects the performance of the
activity recognition technique. Finally, it was investigated the impact of data ex-
change between the several entities involved in the HAR on the overall efficiency
of the system. In this sense, data between smartwatches and smartphones are
exchanged through short-range Bluetooth technology, so as to make the proposed
architecture compatible with a number of smart devices that do not provide other
wireless communication interfaces, such as 802.15.6 and ultra-low power WiFi.
Finally, since the HAR algorithms highly exploits the computational capa-
bilities of resource-constrained devices, other experiments have been focused on
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evaluating the overhead introduced by the secure message exchange protocol and
comparing the protocol with other approaches representing the state-of-the-art.
4.3.1 Activity Recognition Results
The first group of experiments aimed at finding the best set of parameters for the
activity recognition procedure-that is, the best pair (Ω,N), where Ω is the number
of clusters/words in the dictionary and N represents the number of hidden states
in HMMs.
To this purpose, a grid-search approach [Bergstra and Bengio (2012)] was ap-
plied to measure the system performance in terms of accuracy, precision, recall,
and F-score values [Davis and Goadrich (2006); Powers (2011)]. Generally, grid
search is run with a cross-validation technique, such as K fold cross validation
(KFCV) [Rodriguez et al. (2010)] or leave-one-out cross validation (LOOCV) [Ar-
lot et al. (2010)]. The basic idea of KFCV is to partition a dataset into K folds
to obtain a more realistic assessment of the considered model. Each time, one of
the K subsets is used for testing and the other (K − 1) for training. The average
error across all iterations provides an estimation of the overall system performance.
LOOCV is a special case of KFCV in which the number of folds is equal to the
number of points in the dataset.
During the experimental evaluation, it is adopted a grid search on Ω and N
guided by a KFCV to find the pair that provides the best accuracy and F-score
values. The number of folds has been set to 10 so as to minimize the bias (i.e., the
difference between estimated and actual accuracy) [Rodriguez et al. (2010)].
Figure 4.11 shows the results obtained for different iterations of the grid search
algorithm on a training set S1. Since considering accuracy values only (Fig-
ure 4.11a) can cause misleading evaluations, the F-score was also computed. Fig-
ure 4.11b shows that the best value of the F-score is obtained for Ω = 19 and
N = 14, that represent the optimal number of words and hidden states to use
during the recognition phase. Detailed results of the KFCV for the considered set
of complex activities CA are summarized in Table 4.3.
Once the best pair (Ω,N) has been found, the next set of experiments aimed to
evaluate the capability of the system to recognize an activity from an unseen test



















































Figure 4.11: K-fold cross validation. Accuracy (a) and F-score (b) varying the































CA1 1 0 0 0 0 0 0 0 0 0
CA2 0 0.6 0 0 0 0 0 0 0 0.4
CA3 0 0 1 0 0 0 0 0 0 0
CA4 0 0 0 1 0 0 0 0 0 0
CA5 0 0 0 0 1 0 0 0 0 0
CA6 0 0 0 0 0 1 0 0 0 0
CA7 0 0 0 0 0 0 1 0 0 0
CA8 0 0.2 0 0 0 0 0 0.8 0 0
CA9 0 0 0 0 0 0 0 0 0.8 0.2
CA10 0 0 0 0 0 0 0 0 0 1
Table 4.3: K-Fold Cross Validation confusion matrix for Ω = 19 and N = 14.
set S2, made of different repetitions of the complex activities listed in Table 4.2.
Firstly, 10-fold cross validation on the new test set was performed, and the relative
confusion matrix is showed in Table 4.4. Results show an average accuracy of 78%
and an F-score value of 0.72. The confusion matrix also highlights that most of
the recognition errors depend on the complex activities CA8 , CA9 , and CA10.
A further set of experiments has been performed to measure the system per-
formances while considering different training sets obtained by randomly choosing
samples from the set S2. In experiment A, it was selected 1/3 of the samples to
train the system and the remaining 2/3 for testing; in experiment B, 2/3 of the
samples were chosen to train the system and the remaining 1/3 for testing; and
in experiment C, half of the samples were used for training and half for testing.































CA1 .92 0 0 0 0 0 0 0 .08 0
CA2 0 .8 0 0 0 0 0 .06 0 .14
CA3 0 0 .86 0 .14 0 0 0 0 0
CA4 0 0 0 .78 0 .1 .12 0 0 0
CA5 0 0 0 0 .94 .06 0 0 0 0
CA6 0 0 0 .12 0 .76 .12 0 0 0
CA7 0 0 0 .04 0 .22 .74 0 0 0
CA8 0 .22 0 0 0 0 0 .64 0 .14
CA9 .14 0 0 0 0 0 0 .04 .66 .16
CA10 0 .04 0 0 0 0 .08 .18 0 .7
Table 4.4: Ten-Fold Cross-Validation Confusion Matrix (Accuracy) for the Testing
Phase.
Confusion matrices for each experiment are presented in Tables 4.5, 4.6, and 4.7,
respectively. The worst performances are obtained for experiment A, in which the
mean accuracy is equal to 71% and the F-score to 0.69. Better results can be
obtained by increasing the number of training samples as showed in experiment
B and experiment C. In particular, it can be noticed that when the considered
training set is 2/3 of the original set (Table 4.6), the mean accuracy and F-score
are comparable to the values obtained when considering the whole set (i.e., 88%,
and 0.9 respectively). Similar considerations can be made for experiment C, in
which accuracy is equal to 82% (Table 4.7) and the F-score to 0.79.
This set of experiments revealed that the system performances get worse when
S2 is reduced by a factor of three, while the HAR algorithm still provides a good
recognition rate when the original dataset is reduced by 2/3 or 1/2. These last
two results underline that the proposed system is able to capture a general model
of the activity set.
4.3.2 Analysis of the HAR Dataflow
To discuss the computational effort required only for the recognition of the activ-
ities, this section investigates how data processing and transmission impact the
distributed framework, given that as the amount of data to be managed increases,
the smart device’s battery life generally reduces [Ickin et al. (2012)]. Specifically,
the focus is on the dataflow depicted in Figure 2.7, while a detailed analysis of the































CA1 .79 0 0 0 0 0 0 0 .12 .09
CA2 0 .58 0 0 0 0 0 .18 0 .24
CA3 0 0 .88 0 .12 0 0 0 0 0
CA4 0 0 0 .74 0 .03 .24 0 0 0
CA5 0 0 0 0 .97 0 .03 0 0 0
CA6 0 0 0 0 0 .88 .12 0 0 0
CA7 0 0 0 0 0 .24 .76 0 0 0
CA8 0 .09 0 0 0 0 0 .48 0 .42
CA9 .09 0 0 0 0 0 0 .09 .55 .27
CA10 0 .24 0 0 0 0 .09 .21 0 .45































CA1 .88 0 0 0 0 0 0 .06 0 .06
CA2 0 .82 0 0 0 0 0 .18 0 0
CA3 0 0 1 0 0 0 0 0 0 0
CA4 0 0 0 .94 0 .06 0 0 0 0
CA5 0 0 0 .06 .94 0 0 0 0 0
CA6 0 0 0 0 0 .88 .12 0 0 0
CA7 0 0 0 0 0 0 1 0 0 0
CA8 0 .12 0 0 0 0 0 .76 0 .12
CA9 0 0 0 0 0 0 0 0 .83 .17
CA10 0 0 0 0 0 0 0 .18 0 .82































CA1 .88 0 0 0 0 0 0 0 0 .12
CA2 0 .72 0 0 0 0 0 .2 0 .8
CA3 0 0 .92 0 .08 0 0 0 0 0
CA4 0 0 0 .76 0 .08 0.16 0 0 0
CA5 0 0 0 0 .96 0 0 0 .04 0
CA6 0 .04 0 0 0 .96 0 0 0 0
CA7 0 0 0 0 0 .08 .92 0 0 0
CA8 0 .12 0 0 0 .08 0 .64 0 .16
CA9 0 0 0 0 0 0 0 0 .76 .24
CA10 0 .2 0 0 0 0 0 .12 0 .68
Table 4.7: Confusion matrix for experiment C: 1/2 training set, and 1/2 test set.
overhead introduced by the secure protocol is given in Section 4.4. For the sake of
clarity, a summary of the HAR dataflow is showed in Fig. 4.12.
Some preliminary tests to evaluate the wrist-worn to smartphone data trans-
mission were performed during the design of the system. Results showed that the
impact of such a transmission on the overall performances is negligible. In par-
ticular, accelerometer and gyroscope data can be sent to the smartphone over a
Bluetooth connection, with a transfer rate of 25Mbps (approximately 3.125MB/s).









M1 It contains the feature vector.
M2 It contains the recognized activity.
M3 It contains the user feedback about the activity.
M4 It is used to check if new data are available.
M5 It contains all data buffered during the previous phase.
M6 It contains the updated model for the recognition.
Figure 4.12: Summary of the distributed HAR dataflow discussed in Section 4.4.
Given that tracking an activity produces less than 100KB per minute, and data
are transferred from wrist-worn to smartphone devices every 10 minutes, it is pos-
sible to conclude that the transmission of the first four messages can be performed
timely without a significant impact on the battery life. However, the transmis-
sion of M5, that contains a set of sensory data and user feedback collected after
a particular activity is recognized, and M6, created when the dictionary and the
parameters of the HMMs are updated, could affect the performance of the system.
Results indicate that the average time needed to transmit the messageM6 using
a WiFi connection is quite low, about 0.2 s, while the transmission of sensory data
and user feedback require a noteworthy amount of time, about 7 s. To better
investigate this aspect, other experiments were performed so as to determine the
relationship between the duration of the data collection process and the size of
M5. The outcomes suggest that as collection time increases, then the size of data
transmitted from clients to the cloud grows very rapidly. This is mainly due to the
adoption of JSON-formatted messages which, despite speeding up the transmission
compared to XML [Nurseitov et al. (2009)], include auxiliary text to generate and
parse every pair attribute/value.
To deal with this aspect, the adoption of two lossless compression techniques
(i.e., compressed JSON (CJSON) and GZIP [Bell et al. (1990)]) has been consid-
ered. The idea behind CJSON is to exploit some redundant information from the
original JSON message to obtain a certain level of compression. The GZIP algo-
rithm is a variation of the LZ77 data compression algorithm that includes Huffman
coding. Lossless compression allows to significantly reduce the size of the data to





























Figure 4.13: Average Saving Percentage (a), Compression Rate (b), and compres-
sion/decompression time (c) of CJSON (blue) and GZIP (orange) algorithms.
be transferred from the fog to the cloud without losing any information that may
affect the performance of the HAR system.
Experiments aimed at comparing the effectiveness of the two algorithms in
terms of saving percentage (SP ) and compression ratio (CR) [Kodituwakku and
Amarasinghe (2010)]. Moreover, to evaluate their suitability to the scenario dis-
cussed so far, compression and decompression time have also been computed. As-
suming that SM is the original size of the message and Sm the size after com-
pression, then the saving percentage, SP , and the compression ratio, CR, can be
computed as
SP (%) = SM − Sm
SM
, CR = Sm
SM
. (4.2)
Tests were run on smartphone devices compressing several messages of various
sizes (from 500KB up to 4MB), and results are summarized in Figure 4.13. It is
possible to observe that GZIP outperforms CJSON both in terms of saving percent-
age (Figure 4.13a) and compression rate (Figure 4.13b). Moreover, Figure 4.13c
shows that GZIP compression/decompression times measured while increasing the
input size (from A to G) are quite lower than those achieved by CJSON. Thus, to
contrast the behavior observed in Figure 4.13b, GZIP compression of sensory data
is performed to reduce bandwidth usage and enable faster communication between
the smartphones and the cloud.
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types of smartphones and one laptop as fog devices, and (iii) a commercial cloud com-
puting web server as CDC.
The assessment of the HAR process described in section "Overview of the HAR frame-
work" was made asking 20 volunteers to perform 10 different complex activities, such as 
go-to-work (walking for a while), jogging (alternating running and walking phases), cook-
ing (briefly moving in the kitchen), and driving (staying in a vehicle for a long time). Pre-
liminary experiments were intended to find the best set of parameters for the activity 
recognition procedure, that is the number of clusters/words in the dictionary ( ! ), and 
the number of hidden states in HMMs (N). To this aim, grid-search and 10-fold cross 
validation on the pair (!,N ) were performed. Once the best configuration for the HAR 
system was established, other experiments were conducted to evaluate the recognition 
performance on a new test set. A comprehensive evaluation of the HAR framework is 
reported in [34].
SMCP: performance analysis
Since the HAR algorithms highly exploits the computational capabilities of resource-
constrained devices, tests presented here have been focused on evaluating the overhead 
introduced by the secure message exchange protocol.
The first set of experiments aimed at measuring the computation time required by 
RSA and Curve25519 to generate a key pair on different edge and fog devices. Since 
Curve25519 uses keys of 256-bit guaranteeing a security level of 128-bit, comparisons 
with RSA were performed using keys of 3072-bits that provide roughly an equivalent 
resistance to security attacks.
Figure  5 shows the average computation time required to generate the key pair, as 
measured on smartwatches, smartphones, and PCs. Results confirm the effectiveness 
of elliptic-curve cryptography being each of the three tasks completed in about 0.15 s. 
Moreover, Curve25519 allows to use shorter keys than RSA, which also lead to better 
storage requirements and improved performance.
As regards data transmission, the devices operating within the proposed framework 
can transmit to each other information of different kind (e.g., sensor measurements, 
messages, activity models), and size. Then, other tests were performed to evaluate the 
Fig. 5 Average computation time required to generate the key pair by RSA and Curve25519 on 
smartphones, smartwatches, and PCsFigure 4.14: Average computation time required to generate the key pair by RSAand Curve25519 on smartphones, smartwatches, and PCs.
4.4 Distributed HAR Security
Since the HAR algorithms highly exploits the computational capabilities of
resource-constrained devices, tests presented here have been focused on evaluating
the overhead introduced by the secure message exchange protocol.
The first set of experiments aimed at measuring the computation time required
by RSA and Curve25519 to generate a key pair on different edge and fog devices.
Since Curve25519 uses keys of 256-bit guaranteeing a security level of 128-bit,
comparisons with RSA were performed using keys of 3072-bits that provide roughly
an equivalent resistance to security attacks.
Figure 4.14 shows the average computation time required to generate the key
pair, as measured on smartwatches, smartphones, and PCs. Results confirm the
effectiveness of elliptic-curve cryptography being each of the three tasks completed
in about 0.15 s. Moreover, Curve25519 allows to use shorter keys than RSA, which
also lead to better storage requirements and improved performance.
As regards data transmission, the devices operating within the proposed frame-
work can transmit to each other information of different kind (e.g., sensor mea-
surements, messages, activity models), and size. Then, other tests were performed
to evaluate the complexity of the messages described in Section3.4.3 in terms of
computation time required for their preparation tp, and size s.
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complexity of the messages described in section "SMCP for HAR" in terms of computa-
tion time required for their preparation tp , and size s.
Figure  6a shows that a time of about 2 s is required to compute the most complex 
message EF2 . This message is created by a fog device after the recognition process has 
been completed; thus, a low value of tp( EF2 ) reflects also the good performances of the 
HAR algorithms. Similarly, the second most time expensive messages EE2 and EF3 , con-
taining recognition data, are prepared in about 0.4 s. The computation time required to 
prepare the messages ERE , ERC , and EE3 mostly depends on the symmetric encryption 
step. By observing the other tp values, we can conclude that the overhead introduced by 
the secure message exchange protocol is very low, being the average computation time 
for the other messages below 0.3 s.
The size of the set of messages discussed so far is analyzed in Fig.  6b. The heaviest 
message, as expected, is the set ERC that contains the fullEdgeApp sent to the edge rely-
ing on the fog. The second heaviest message is EF3 , that is the synchronization message 
sent from the fog to the cloud in order to update the overall activity models. The size of 
all the messages from FRF to EF1 is always smaller than 10 KB, making them suitable for 
timely transmission also through the low-power edge-fog communication network.
Fig. 6 Message complexity in terms of computation time (a) and size (b)
Fig. 7 a Size of EE2 while varying the data collection time, and b the corresponding average encryption time 
using AES
(a)
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Figure 4.15: Message complexity in terms of computation time (a) and size (b).
Figure 4.15a shows that a time of about 2 s is required to compute the most
complex message EF2. This message is created by a fog device after the recognition
process has been completed; thus, a low value of tp(EF2) reflects also the good
performances of the HAR algorithms. Similarly, the second most time expensive
messages EE2 and EF3, containing recognition data, are prepared in about 0.4 s.
The computation time required to prepare the messages ERE, ERC, and EE3 mostly
depends on the symmetric encryption step. By observing the other tp values, it is
possible to conclude that the overhead introduced by the secure message exchange
protocol is very low, being the average computation time for the other messages
below 0.3 s.
The size of the set of messages discussed so far is analyzed in Figure 4.15b.
The heaviest message, as expected, is the set ERC that contains the fullEdgeApp
sent to the edge r lying on the fog. The second heaviest me sage i EF3, that is
the synchronization message sent from the fog to the cloud in order to update the
overall activity models. The size of all the messages from FRF to EF1 is always
smaller than 10 KB, making them suitable for timely transmission also through
the low-power edge-fog communication network.
As regards EE2 its size varies according to the amount of data transferred from
the edge to the fog. It is worth noting that this message is encrypted with the
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(a) (b)
Figure 4.16: (a) Size of EE2 while varying the data collection time, and (b) the
corresponding average encryption time using AES.
session key KS, thus the greater is its size the more is the computation time required
by the symmetric- key encryption algorithm.
In order to find a trade-off between message size and encryption time, different
tests were performed using the devices listed in Table 4.1. The curves depicted in
Figure 4.16a show that the time required for encrypting the message EE2 is similar
for the three adopted edge devices. This result is easily explainable since AES is
efficiently performed in hardware in almost any recent smart device. According to
these results, the size of EE2 was limited to about 100 KB so as to perform AES
encryption in about 100 ms. Moreover, as shown in Figure 4.16b, such an amount
of data is collected in about 2 min when using the same sampling frequency for all
the devices.
4.4.1 Comparison with State-of-Art Protocols
In order to present a preliminary comparison of SMCP with other approaches rep-
resenting the state-of-the-art, Table 4.8 summarizes the security features provided
by some relevant related protocols. It is possible to notice that some of them,
i.e., [Amor et al. (2017)] and [Ibrahim (2016)], do not cover secure fog-cloud com-
munications, nor provide user anonymity. None of these protocols but SMCP are
able to manage dynamic fog device registration, while all are designed to deal with
replay attacks. According to these results, in the following of this section it will

















Edge registration X X X X X
Fog registration X X X
Secure edge-fog
communication X X X X X
Secure fog-cloud




guessing attack X X X
Revocation policy X X X
User anonymity X X X X
Replay attack X X X X X X
User impersonification
attack X X X
Table 4.8: Security features comparison among SMCP and some other protocols.
be presented a comparative analysis of SMCP with a general-purpose protocol,
namely SAKA [Wazid et al. (2019)], and a specific application domain protocol,
FIRF [Hu et al. (2017)].
The main goal of the SAKA is to provide a secure authenticated key agree-
ment scheme that is suitable for a general purpose fog-based application. The
protocol consists of eight phases, among which it can be identified those that are
strictly related to the four that characterize SMCP, namely the fog registration,
edge registration, edge-fog communication, and fog-cloud communication.
The first set of experiments was focused on comparing SMCP and SAKA in
terms of computation time spent for completing the four aforementioned phases.
To this aim, it was followed the same approach adopted by the authors of SAKA.
Starting from the sequence of messages used in SMCP, it was analyzed each mes-
sage by pointing out the operations that mostly affect the computation time. The
same analysis was performed on SAKA by defining a new sequence of messages (see
Figure 4.17) that provide the same functionalities of SMCP while using the SAKA
key agreement scheme. Then, it was selected the most heavy operations from
both protocols, whose computation times are denoted by Tecm (elliptic curve point
multiplication), Thash (cryptographic one-way hash function), Tsig (signature gen-






























































Figure 4.17: Messages exchanged during four phases common to the SMCP and
SAKA protocols.
eration), Tsed (symmetric encryption and decryption), Taed (asymmetric encryp-
tion and decryption), Ttls (TLS handshake), Tcert (certificate generation), Tx3dh
(X3DHKA protocol), Tkafc (SAKA fog-cloud key agreement), and Tkaef (SAKA
edge-fog key agreement).
These quantities have been used to provide an early, explainable, description
of the computation cost of SMCP and SAKA. Results, summarized in Table 4.9,
highlight that some computations are common to both protocols, i.e., symmetric
encryption and decryption (sed) and signature generation (sig), while others reflect
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SMCP SAKA
Fog Registration Ttls + 2Tcert + 2Tsed Tkafc + 2Tsed
Edge Registration 3Tsed + Ttls + Tsig + Tcert + 2Tecm 3Tsed + Tkafc + Tsig
Edge-Fog Tx3dh + 4Tsed Tkaef + 4Tsed
Fog-Cloud Ttls + Tsed Tkafc + Tsed
Total cost 3Ttls + 3Tcert + 9Tsed + Tsig + Tx3dh 3Tkafc + 9Tsed + Tsig + Tkaef
Table 4.9: Comparison of SMCP and SAKA computation costs.
the main distinctive characteristic of the two schemes, i.e., the key agreement
phase. More specifically, SMCP makes use of TLS to protect the communications
between fog and cloud, and exploits the X3DHKA protocol for key agreement in
edge-fog message exchange. On the other hand, SAKA proposes an ad-hoc key
agreement protocol for making secure edge-fog and fog-cloud communications.
These preliminary results have been further investigated by running SMCP and
SAKA on the devices presented at the beginning of this section. Results revealed
that SMCP takes less computation time than SAKA to complete each phase. In
particular, fog registration, edge registration, and fog-cloud communications are
faster in the proposed scheme thanks to the adoption of the TLS protocol. As
regards the edge-fog communication, the total computation time of SMCP is almost
equal to the corresponding phase in SAKA.
Conversely, TLS impacts on the size of the messages because of the introduction
of security certificates. Moreover, during the SMCP fog registration and edge
registration, the transmission of other two certificates (CertF and CertE) increases
the message size. However, it is worth noting that certificates allow us to overcome
three notable limits of SAKA. The first is that fog devices considered by SAKA
are chosen during the design of the fog application; it means that the set of fog
devices is fixed, and they are implicitly treated as trusted entities. On the contrary,
SMCP allows to use a wide set of fog devices that can join the system at anytime
by just presenting themselves by means of their certificates. Moreover, the use of
security certificates allows to prove the characteristics of the device, preventing an
internal attacker from manipulating the system during the selection of the best fog
to provide a service.
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Secure fog-cloud communications Time (ms) Message size (KB)
FIRF: Z1 0.41 0.17
FIRF: Z2 0.42 0.18
FIRF: Z3 0.02 0.12
FIRF: Z4 0.01 0.01
FIRF (total) 0.86 0.48
SMCP: TLS 0.56 1.50
Table 4.10: SMCP and FIRF compared in terms of average execution time (s) and
size (KB) of the messages exchanged during the fog-cloud communication.
Finally, a notable drawback of SAKA is the huge network load generated when
a new edge device is registered to the network. In particular, every time a new edge
device is added, the cloud sends a message to all fog devices via a secure channel.
This represents a significant limitation in real applications where the number of
edge and fog devices is high.
The last set of experiments aimed at comparing the secure fog-cloud com-
munications provided by SMCP and FIRF [Hu et al. (2017)]. In SMCP, every
communication between fog and cloud is secured by TLS, while FIRF adopts a
preliminary session key agreement protocol, based on Diffie-Helmann, that requires
a set Z formed of 4 different messages. The first two, Z1 and Z2 , are used to obtain
the session key, while Z3 and Z4 to check if the key exchange has been completed
successfully. A comparison between different executions of the two protocols fo-
cusing on fog-cloud communications only is reported in Table 4.10. Results show
that the use of TLS makes SMCP able to complete the message exchange faster
than FIRF, while message size is still worst in SMCP due to the use of certificates.
Furthermore, SMCP allows the system to achieve a higher degree of security com-
pared to FIRF; for instance, data secrecy, data integrity, and users anonymity are
not fully covered by FIRF due to the lack of secure communication between edge
and fog devices, as discussed in Section 3.1.
Chapter 5
Conclusions and Future Works
In recent years, people’s lifestyle has been totally revolutionized by the advent of
devices whose capabilities go beyond just the functionality of calling or sending
messages. Thanks to the possibility provided by these devices to connect any-
where, and anytime, users are able to instantaneously share personal and non
personal data with other entities in the network. The aggregation and processing
of these data allow to describe large-scale phenomena that could not be analyzed
with traditional methods, thus paving the way to application scenarios never seen
before. This vision is the base of the Social Sensing paradigm, in which the un-
derlying idea is to consider humans as authentic sensors that produce data while
interacting with the surrounding environment.
The goal in this research field is to study how human data can be gathered and
used to gain situational awareness in a number of socially relevant domains. In this
sense, one of the most investigated topic is distributed Human Activity Recognition
(HAR). To catch the importance of exploring this research area, it is sufficient to
imagine all the services that could benefit from the recognition of human activities,
whether it refers to an individual or a group of individuals. Crowd management
in emergency situations, improvement of services within smart environments, and
health monitoring are just a few examples highlighting its relevance.
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Unfortunately, many challenges are still open making difficult, but not impossi-
ble, the vision of a world that can fully exploit the potential offered by a distributed
HAR system in the real life applications.
This thesis represents an attempt at addressing some of the challenges related
to this research area. Starting from the idea that a user implicitly generates data by
means of the motion sensors embedded in the smart devices, the design and imple-
mentation of a secure and distributed framework for recognizing human activities
is described. A preliminary study indicates that some devices, e.g. smartphones,
are able to run complex machine learning algorithms to infer activities, while other
devices do not allow such processing because it could negatively impact resources,
such as the battery life.
In order to overcome this issue, the entire framework is based on the fog-
computing paradigm, widely accepted as a reasonable alternative to the cloud
when dealing with large amounts of data that need to be processed locally and
timely. Then, the activity recognition process leverages on devices that operate
at three different logic levels, and are responsible for collecting sensory data, per-
forming HAR, and maintaining the activity models within the community. Each
of these tasks is subject to errors that may impact the overall performance of the
system. Data collection, for instance, is directly controlled by the user through
the smart device, by switching on/off the Android application. As a consequence,
it frequently happens that initial and final acquisition windows contain noisy data
due to the physical interaction between the user and the device. More generally,
data within any window could be altered by unintentional movements, leading to
the creation of vocabulary words that are not representative of any micro-activity.
To deal with this issue, a noise detection algorithm could be introduced to discard
“unreliable” windows before the recognition is performed.
With regards to the HAR process, the combined use of KM-SVM and HMMs
allows to obtain a compact representation of sequences of any length, and to dy-
namically change the set of complex activities to be recognized. One limitation
of this schema is that sequences not matching one of the trained HMMs will be
associated with the unknown class. Thus, the system is not currently able to au-
tomatically recognize (i.e., to correctly name) new activities that may naturally
emerge from the community. A future work could focus on the analysis of the
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unknown set of activities to detect frequent patterns that can be used to train new
HMMs on-the-fly.
In addition to the aspects strictly related with the HAR, it was investigated
another crucial matter of Social Sensing systems, i.e. the security against cyber
attackers. If the data are not protected in any way, a malicious entity may not only
degrade the performance of a generic system, but may also target sensitive data of
the user for malicious purposes, such as selling them to third parties without the
user’s consent.
For this reason, an exhaustive discussion on the threats and security require-
ments of the proposed framework is made. The study highlights that introducing
security mechanisms at the different logic layers increases the computational over-
head, especially for the resource constrained devices. Then, cyber security mech-
anisms need to be designed while meeting the computational power of the devices
involved. To this aim, it was presented SMCP, a secure protocol for mobile crowd-
sensing based on Elliptic-Curve Cryptography, Extended Triple Diffie-Hellman Key
Agreement, and symmetric cryptography that have been proved to be particularly
suitable for mobile smart devices.
The performances of SMCP have been firstly evaluated in terms of compu-
tation time required for completing ECC tasks and preparing the messages that
implement the secure protocol. Then, a comparative analysis between SMCP and
two state-of-the-art protocols, i.e., SAKA and FIRF, has been presented.
Results showed that SMCP takes less time than its competitors to make fog reg-
istration, edge registration, and fog-cloud communications secure. This is mainly
because of the adoption of the TLS protocol and the X3DHKA protocol. More-
over, although the size of the messages exchanged in SMCP is greater than those
used by SAKA and FIRF, the conducted analysis suggests that this small overhead
is necessary to overcome some limitations of SAKA and FIRF.
Even though SMCP has been discussed in the case study of a distributed HAR
application, the generality of the designed security mechanisms allow to adopt
SMCP in other distributed sensing scenarios. For instance, edge devices operating
in a smart environment could capture information about the user’s presence in
order to support a variety of higher-level services, e.g., crowd counting, estimation
of people flowing in urban areas, pollution prevention, and so on.
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In this scenario, and many others, the reliability of data shared by users plays
a key role, since the sharing of false data, especially from synthetic entities, could
compromise the functioning of the system. For example, the proposed HAR frame-
work is vulnerable to a such a behavior because the model’s refinement is based on
data provided by the users, as well as the users’ feedback. Hence, if a malicious user
starts to send compromised data and/or to release fake feedback on the recognized
activities, the whole HAR process will be negatively affected. In the next future
the research could investigate how to incentive people for an active and reliable
participation. To face this issue, a trust management module could be included to
estimate the user’s trustworthiness and discourage malicious behaviors.
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