We present a comparative study of methods to compute the absolute free energy of a crystalline assembly of hard particles by molecular simulation. We consider all combinations of three choices defining the methodology: (1) the reference system: Einstein crystal (EC), interacting harmonic (IH), or r −12 soft spheres (SS); (2) the integration path: Frenkel-Ladd (FL) or penetrable ramp (PR); and (3) the free-energy method: overlap-sampling free-energy perturbation (OS) or thermodynamic integration (TI). We apply the methods to FCC hard spheres at the melting state. The study shows that, in the best cases, OS and TI are roughly equivalent in efficiency, with a slight advantage to TI. We also examine the multistate Bennett acceptance ratio method, and find that it offers no advantage for this particular application. The PR path shows advantage in general over FL, providing results of the same precision with 2-9 times less computation, depending on the choice of a common reference. The best combination for the FL path is TI+EC, which is how the FL method is usually implemented. For the PR path, the SS system (with either TI or OS) proves to be most effective; it gives equivalent precision to TI+FL+EC with about 6 times less computation (or 12 times less, if discounting the computational effort required to establish the SS reference free energy). Both the SS and IH references show great advantage in capturing finite-size effects, providing a variation in free-energy difference with system size that is about 10 times less than EC. This result further confirms previous work for soft-particle crystals, and suggests that free-energy calculations for a structured assembly be performed using a hybrid method, in which the finite-system free-energy difference is added to the extrapolated (1/N→0) absolute free energy of the reference system, to obtain a result that is nearly independent of system size.
I. INTRODUCTION AND BACKGROUND
Thermodynamic stability of crystals is a topic of growing importance to a number of solid-state and nano-material applications of molecular modeling. This includes molecular crystals, 1, 2 (especially pharmaceuticals 3 ), alloys, 4, 5 refractory materials, 6 clathrate hydrates, 7 colloids, 8, 9 nanoparticles, [10] [11] [12] [13] and more. Some of these systems are amenable to the application of ab initio methods for calculating the molecular energy, and thus promise a first-principles approach to prediction of stable crystal structures. In other cases, the "molecules" are models for nanoparticles, and the aim is to determine the structures that they will adopt via self-assembly. In any case, the crystal structure determines all other material properties, so knowledge of it for a given model is crucial to almost all materials applications. Prediction of the stable crystal form should be based on comparison of the thermodynamic free energy for the candidate structures. However, molecular-modeling studies often employ only approximate treatments to obtain the free energy, and consequently their results can contain inaccuracies that are difficult to characterize. In many applications, the lattice enthalpy is used as an approximate free energy, which is strictly correct only in the limit of zero temperaa) Electronic mail: kofke@buffalo.edu ture. The neglected contribution of the entropy to the free energy can be important, and in particular is needed to capture any temperature-dependent phase transitions. Moreover, in some models of nano-particle or colloidal assembly, there is no energetic component, so the entropy (along with pressure) dominates behavior.
14 Lattice dynamics methods 15 are sometimes used to approximate the entropic contribution, but these will fail to the extent that the crystal is anharmonic. In general these approximations are made because it is computationally expensive to evaluate the free energy accurately and with good precision by molecular simulation. 16 This situation motivates the continued development and comparison of freeenergy methods, as applied to crystalline phases. In previous work, [17] [18] [19] we examined methods for computing crystal free energies for van der Waals type models, which are suitable for description of molecular crystals. In the present study, we look at these methods in the context of hard potentials, which are often used to describe nanoparticle or colloidal assemblies.
When molecular simulation is applied to compute free energies, in practice what is computed is the difference in free energy of the system of interest (the target), with respect to a reference system. If the free energy of the reference is known, then the difference provides the absolute free energy of the target (though this is not always necessary, in that a given application may require knowledge of only the difference, e.g., to determine the relative stability of the target and reference). Within this general approach, there is considerable flexibility in formulating a free-energy method. The variables include: (1) the choice of the reference system; (2) the thermodynamic path followed to join the reference to the target; and (3) the simulation method used to compute the free-energy change along the path.
Regarding the reference system, there are several to choose from for computing free energies of crystals. 20 On the one hand, any system with the same crystal symmetry as the target (or not 21 ) can be used as a reference if its free energy is known from the literature, or as the result of a different set of calculations. On the other hand, ultimately such systems have to be related to an analytically tractable reference. In this respect, the choices fall into two categories. First are references based on non-interacting particles that are forced to adopt the crystalline symmetry of the target system, either by cell-occupancy constraints, 22 or by tethering them to lattice sites. 23 Second are harmonically interacting models, which can be solved using the methods of lattice dynamics. 15 This reference has the advantage that it by itself can provide a quantitative description of the target system at low temperature (except for discontinuous potentials, e.g., hard spheres). Hoover et al. 24 used this reference in the study of soft spheres, and it has been employed occasionally by others. 17, 18, 25, 26 The selection of the path connecting the reference to the target system is specific to their detailed nature, so we will not attempt a general discussion of this element of the free-energy calculation. We will, however, investigate some options in the present work to demonstrate the significance of this choice on the performance of the calculation.
Finally, we discuss the method used to compute the freeenergy difference. These techniques can be classified generally into (1) density-of-states methods, in which the freeenergy difference is related to the ensemble weight between different systems; and (2) work-based methods, in which the free energy difference is measured in terms of average work involved in transforming the system from the reference to the target. 16 In the present study, we consider only work-based methods, and two in particular: the "infinitely slow" work process represented by thermodynamic integration (TI), 27 and the "infinitely fast" process represented by free energy perturbation (FEP). 28 For TI, once the integration path is set, there is not much choice for how it is implemented-the main degrees of freedom are the step size and the quadrature method. For FEP, there are important choices to make in how it is implemented, and these issues have been described in detail elsewhere. 16, 20, 29 In this work we will use an overlapsampling (OS) 30, 31 implementation of FEP, as originally optimized by Bennett. 32 We will also examine the multi-state generalization of this due to Shirts and Chodera, and known as MBAR (multistate Bennett acceptance ratio). 33 In previous work, 18, 19 we demonstrated that crystal free energies could be computed very efficiently using an interacting harmonic reference, following a path from low to high temperature, and using OS coupled with harmonically targeted perturbations in temperature. In the present work, we consider methods for hard (or, more generally, discontinuous) potentials, for which the methods we developed previously cannot apply, because such models do not connect to a harmonic system at low temperature. We emphasize a comparison of the performance of the methods, aiming to determine the most efficient scheme to evaluate the absolute free energy precisely in the shortest time.
The prototype application is the system of hard spheres (HS). Despite the simplicity of the HS model, its dense phase can approximate the structure of more complex potentials because the short-range repulsion determines the crystal structure. 34 Further, the HS model can approximate the experimental behavior of the colloids. 35, 36 Our particular interest in methods for this system is more in consideration of other hard-body potentials, which are of significant interest now as a means for understanding and predicting the assembly of nanoparticles of various shapes. [10] [11] [12] [13] Although some references and paths examined here were used before for the HS model, 23, [37] [38] [39] no computational efficiency and simulation details are available in the literature; accordingly we repeat all these calculations for the sake of consistency in the comparison. We expect that methods shown to work best for the HS model will also be good choices for computing free energies of other hard-body models.
This paper is arranged as follows. In Sec. II, we review the references, paths, and methods used to calculate the free energy of hard-particle crystals. Then in Sec. III we present and discuss free energy results for the HS system at its melting density. Finally, in Sec. IV we conclude the findings of this paper.
II. METHODS
We use Monte Carlo (MC) molecular simulation to examine how the efficiency of computing the free energy of face-centered-cubic (FCC) HS depends on the choice of the reference system and the path function. We consider three choices of a reference, namely, the interacting harmonic system, a system of soft spheres (r −n , with inverse-power exponent n = 12), and the Einstein crystal. Two path functions are examined to switch the reference system to the target system, namely, Frenkel-Ladd, and a penetrable ramp path. We calculate the free energy difference using TI, and then repeat the calculations with OS, including MBAR, to show equivalence. In the following, we provide some background and briefly review these choices.
A. Free energy (FE)
Classically, the canonical partition function of a system of N spherically symmetric particles with only translational degrees of freedom contained in volume V at temperature T is 40 
Q(N, V , T
where is the de Broglie wavelength, β = 1/(k B T), U is the system intermolecular potential energy, di is an infinitesimal volume in configuration space given by dr i , where dr i ≡ dx i dy i dz i and the integration is carried out over V . The corresponding Helmholtz free energy (FE) A is given by
Since the momentum contributions (i.e., ) to the FE cancel when the FE difference is measured, we ignore them and compute only the configurational partition function, i.e., the integration in Eq. (1).
B. Hard-sphere model (HS)
The intermolecular potential between two HS of the same diameter σ is defined as
where r is the distance between the sphere centers. Since the HS potential can be only zero or infinity, the Boltzmann factor of a configuration of N HS, exp (− βU N ), can be either one or zero, respectively; consequently, the configurational partition function is independent of temperature. Therefore, the full thermodynamic behavior of the HS model can be represented by just a single isotherm. We focus on the FCC solid at the melting density (ρσ 3 = 1.0409) as it is the most stable structure. 23, 37, 41 
C. Free energy difference methods
The FE difference A 0→1 is measured via molecular simulation to give the target FE from knowledge of the FE of the reference
where "0" and "1" refer to the reference and the target systems, respectively. The difference A 0→1 is evaluated using either thermodynamic integration, or free-energy perturbation.
Thermodynamic integration (TI)
In TI, A 0→1 is given by
where λ is a scalar parameter that switches the system energy from the reference state, U(0), to the target state, U(1), through a specific path (see Sec. II D), and the integrand represents the ensemble average of the first derivative of the potential energy at a given λ. It is interesting to consider the relation between the accuracy, precision, and computational effort involved in a TI calculation. The textbook application of numerical integration assumes that the integrand function is evaluated with a fixed computational cost, and is free of noise. Thus, the focus of the analysis of these methods is on the accuracy of the result, and how much it is improved by decreasing the integration step, increasing the number of function evaluations, and thus increasing the total computational cost. The underlying assumption is that the computational cost necessarily increases in proportion to the number of function evaluations. However, for TI performed in the context of molecular simulation, this is not the case. The cost to evaluate the integrand by molecular simulation can be adjusted by trading off precision: consider the evaluation of a general integral F = 
where we define ≡ b aσ (x)dx, which is independent of M and n. The key result here is that the precision of the estimate of the integral depends only on the total amount of sampling M applied across all the quadrature points, and not on the number of quadrature points per se. This result holds also if one chooses not to optimize the m i , and uses just a constant amount of sampling m = M/n for each quadrature point. A significant consideration omitted here is the sampling required to equilibrate each new state condition; this is difficult to characterize in general, but it will be a lower-order effect, assuming that the amount of sampling, m i , applied to each state point is not exceedingly small.
The conclusion to take from this analysis is that for TI by molecular simulation, the number of quadrature points should be increased as needed to ensure that the accuracy of the quadrature is as good as its precision, i.e., that errors due to the finite integration step do not exceed the confidence limits of the integral. Adding quadrature points while keeping the total computational effort fixed can be done without significantly affecting the precision of the calculated integral.
Overlap-sampling free-energy perturbation (OS)
In FEP, while simulating a system at state 0, perturbations are periodically performed into the state labeled 1, and averages are taken of the form exp (− (βU)) 0 , where (βU) is the difference in U/k B T accompanying the perturbation. The FE is given by the logarithm of this average, and is highly prone to bias. To obtain a good result, the simulated system must sample not only the configurations important to system 0, but also those important to system 1. This can happen only if the important system-1 configurations are a subset of those important to system 0. 16, 29, 42 Often they are not, and the method fails. As a remedy, staging is introduced, to gradually transition from 0 to 1. In this context the path of the transition becomes an issue, as it does in TI. Further, unless 1-important configurations are already a subset of the 0-important configuration, the subset requirement can be met only via another staging technique, known as overlap sampling. Here, an intermediate is defined between stages i and i + 1, such that its configurations are in the region of overlap (i.e., the intersection) of those of i and i + 1. Then the OS is conducted, in separate simulations, from each stage (i and i + 1) into the overlap region. This approach is quite robust, not that difficult to implement, and gives good results. It was originally introduced and optimized by Bennett. 32 The working equations are
where e i is the Boltzmann factor of state i, exp (−β i U(λ i )), and γ OS is the overlap weight function, given by
Here, α is an adjustable parameter, which for optimum performance, according to Bennett, 32 is given by α opt = exp(−β A). Since A is not known a priori, it has to be estimated self-consistently. This can be accomplished by recording averages for multiple values of α in a single run, or by writing all the observed perturbation energies to file and solving for self-consistency in the post-simulation analysis.
If multiple states are indeed used to traverse the path from the reference to the target, there may be some advantage to performing overlap sampling between all pairs of simulated states, rather than just between states i and i + 1. This will be helpful to the extent that the different intermediate states (say, i and i + 2) have overlapping configurations, and moreover to the extent that the overlap region of one pair differs from that of other pairs (thereby providing new information about their relation). The scheme to do this is known as MBAR, and was presented and optimized by Shirts and Chodera. 33 With it, the relative FE of state i is given by
where K is the number of states, N j is the number of uncorrelated equilibrium samples of state j, e i (x jn ) is the snapshot n of the Boltzmann factor as evaluated at state i for configurations sampled at state j, and α's are constants to be determined. Shirts and Chodera 33 showed that the optimum estimation of α's, after applying Bennett's criteria to all states, is when ln α k = − (βA) k . Therefore, the MBAR method has to be solved using self-consistent iteration methods, and this is best done via post-simulation analysis on appropriate data that is written to file during the simulation.
D. Thermodynamic paths
The path between the reference and the target systems affects the efficiency of the FE estimation. In general, one wants a path that transforms the important configurations smoothly from those of the reference to those of the target. For our HS study, two paths are considered, namely, Frenkel-Ladd (FL) and penetrable-ramp (PR) paths.
Frenkel-Ladd (FL)
In the FL path, the HS interactions are always in effect, and the reference potential is added gradually to the HS potential through a linear coupling parameter, λ. The reference potential is designed to pull the spheres away from each other and toward their lattice sites, such that for some large λ overlaps between spheres are negligible. The FL-path potential for a general potential is given by
At large values of λ, the HS interactions can be neglected (for some systems-not considered here-an expansion of the lattice to zero density also is required to effect the decoupling). Therefore, at some λ max , the system potential can be approximated to be λ max U ref , which has known free energy. The temperature of the system does not play a role by itself; rather, the βλ combination is the important simulation parameter. So, without loss of generality, we set T = 1 when working with the Frenkel-Ladd path. The λ parameter varies such that it increases exponentially along the path
where c is an adjustable parameter (chosen such that the uncertainty is minimum) and t i is spaced equally, with dt i = 0.1, in the index i, and ranges from ln c to a maximum obtained when the spheres are observed to no longer interact.
Penetrable ramp (PR)
This path was introduced by Almarza 38 to evaluate the HS free energy. In this path, unlike the FL path, the HS behavior is developed slowly through a ramp function as follows:
where λ is the path parameter (such that U (0) = U ref and U(1) = U HS ) and U ramp is defined as
where W 0 is the ramp potential strength, which can be adjusted to have a smooth transition path with the least simulation uncertainty; values of W 0 used in this work are given with the results in Sec. III. Again, unlike FL, the temperature (in addition to λ and W 0 ) by itself plays a role in the PR path.
The temperature of the reference system is selected such that the mean-square-displacement (MSD) of the spheres from their lattice sites is equal between the reference and the target systems. We note that although the PR potential diverges for r < σ in the limit λ→1, the integrand of Eq. (5) remains well behaved, and is given by
where Z HS is the HS compressibility factor, and . . . HS represents an average taken while sampling the HS system. The integrand at λ→0 is straightforward to evaluate, and also causes no complications.
E. Reference systems
Einstein crystal (EC)
In this model, each molecule is interacting, independently, with its respective equilibrium lattice site through a harmonic potential, all characterized by the same spring constant, k E . Consequently there is no collective behavior exhibited by this model. The potential energy of an EC of N molecules is given by
where r i is the instantaneous location of molecule i and r i0 is its respective lattice position. The corresponding Helmholtz FE of this system is given, analytically, by
where the last two terms represent the center-of-mass (COM) motion contribution.
Interacting harmonic crystal (IH)
In the IH model each molecule is interacting, harmonically, with all other molecules through identical spring constants k H . In our case, we include interactions with only the 12 first-nearest neighbors. The harmonic potential energy of this system is given by
where r ij,0 is the separation vector for i and j for the minimumenergy (perfect-lattice) configuration. The corresponding harmonic FE is given by
where λ i are the eigenvalues of the Hessian and ρ is the system density. The summation runs over the 3(N − 1) nonzero normal modes (the remaining three modes are zero and correspond to the COM motion) while the last two terms represent the correction for the CM motion. Unlike the EC system, collective behavior of molecules is expected due to the intermolecular interactions.
Soft-sphere crystal (SS)
The classical soft-sphere (SS) model is represented by an intermolecular inverse-power 43 potential. In our case, the inverse-power parameter, n, is taken to be 12
where and σ are the SS model energy and size parameters. The motivation for using the SS model is that it is much more like the HS system than are the EC or IH models. Both the HS and SS potentials are purely repulsive, and both exhibit collective motions. Given these similarities, one might expect it to be comparatively easier to determine the difference in FE between the HS system and a SS reference. A comparative disadvantage of the SS system is that its FE is not analytically tractable, and can be determined only through application of molecular simulation. However, the non-trivial properties of the SS model depend on a single dimensionless state parameter, ρσ 3 (β ) 1/4 , rather than separately on the two groups formed from the density and temperature, respectively. Thus, it is not difficult to establish its properties for all conditions of interest. This has been done, and the results have been fitted to give the free SS FE in a convenient mathematical representation. 18 Nevertheless, we perform these calculations again in the present work, for two reasons. First, we want to include the time needed for these calculations when comparing the computational effort required for the various FE methods considered here. Second, in the present work we use a SS reference in which only the first-and secondnearest neighbor interactions are included; the results given in Ref. 18 are extrapolated to an infinite system, and have no interaction cutoff. We employed harmonically targeted temperature perturbation (HTTP) with a low-temperature IH reference to compute the SS FE as a function of ρσ 3 (β ) 1/4 . Details are as described in Ref. 18 .
F. Simulation details
Standard canonical-ensemble (NV T ) Monte Carlo (MC) simulations 27 were used to compute the averages specified in Sec. II C. All simulations were performed for the FCC crystal at the density of the target system (ρσ 3 = 1.0409). For the HS and SS systems, we include interactions between only those particles that are first-or second-nearest neighbors on the perfect lattice (second neighbors are separated by r cut = (4/ρ) 1/3 σ = 1.5663σ for the density studied here); only first-neighbor interactions are considered in the IH reference.
For each simulation (i.e., each point on the thermodynamic path), a total of 10 8 proposed MC trial steps were conducted, beyond an initial 50N equilibration trials performed before collecting any data. Contributions to the ensemble averages were taken after every N trials. The samples were subaveraged into 100 blocks that were used to provide error estimates, with the method of Kolafa 47 applied to account for any correlation between adjacent block averages. Thus, for example, for the N = 500 system for which we report the most detailed results, we collected 10 8 /500 = 200 000 data samples, and for the error analysis computed 100 block subaverages, each formed from 2000 samples taken across 10 6 MC trials. Reported confidence limits represent one standard deviation of the mean.
In all calculations the center of mass was fixed to avoid divergence associated with drifting the whole system; this was achieved by moving two HS at a time in each proposed trial move. A fixed cubic box of edge L = (N/ρ) 1/3 σ was used, in which N particles were positioned, at the beginning of simulation, on the equilibrium FCC sites corresponding to the box size. In all calculations, standard periodic boundary conditions were employed.
The step size of the multistage TI or OS depends on the path. For the PR path, we found that 50 steps of size dλ = 0.02 (where λ varies from 0 to 1) for all references is reasonable (we tried dλ = 0.01, but we got similar results). For the FL path, the number of path steps was selected as the fewest needed to obtain a result of accuracy that is greater than the precision of the calculated free energy; the required number is approximately 50, and the values used are given in Sec. III. The FL steps give a consistent increment in t from ln c to ln (c + λ m ), and the values of c and λ m employed here are also given in Sec. III. The reference temperature of the FL path was set to unity, while the temperature for the PR path was optimized using the MSD criteria described above (which differs based on the reference system, as shown in Sec. III A).
We screened the choices by first performing MC simulations for a system of 500 HS to identify the most efficient reference and path combination; then calculations were performed on the selected combination for different system sizes (N = 256, 864, 1372, 2048, 2916, and 4000) to evaluate the HS FE in the thermodynamic limit (N→∞) through extrapolation.
The FE of SS reference was computed in a separate set of MC simulations, using the HTTP method. 18 Starting from k B T/ = 0.01 to k B T/ = 0.55 with step of 0.01, a polynomial fitting was done on this temperature range so that at any desired temperature the FE can be evaluated.
III. RESULTS AND DISCUSSION

A. Reference temperature for PR path
For the PR path, we set the reference system temperature based on equating the MSD of both the HS and reference systems at the same conditions. The MSD for the EC and IH references is known analytically and varies linearly with T; 44 on the other hand, there is no analytical form for the SS MSD; but it should behave harmonically at low temperature. The MSD versus temperature for each of the three references is presented in Fig. 1 . The temperature corresponding to the intersection of the MSD of HS and each reference system is kT/ = 0.0117, 0.1150, and 0.4100 for EC, IH, and SS references, respectively, and these determine the temperatures used for the isothermal paths taken for the corresponding FE calculations. To check the suitability of the MSD criterion we performed FE calculations (not shown here) also at refer- ence temperatures below and above these temperatures, and we found that the simulation error is minimized at the MSDbased temperatures. Table I summarizes free energies computed using the assorted combinations of reference system, thermodynamic path, and FE method for the N = 500 system. The excess 
B. Free energy results for finite-size systems
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To show that the FE computed by the 12 combinations of methods are mutually consistent, we compute the statistic,
where M is the number of data sets (12 in our case), A i and σ i are the FE and uncertainty, respectively, resulting from by a specific combination of choices, and A avg and σ 2 avg are
For the results to be mutually consistent, c should be of order of 1.0. Using the data given in Table I , c = 0.94, indicating that the variation in the FE estimates from the different methods is consistent with the stochastic error estimates. We notice that the uncertainty (as scaled to 50 simulations; see the Error row) obtained from both TI and OS are very similar when compared for the same reference and path. TABLE I. Excess free energies of FCC HS solid at density ρσ 3 = 1.0409, based on simulation of N = 500 spheres. For both TI and OS, the FE results are given for the PR and FL paths, using EC, IH, and SS references. The digit(s) in parentheses is the uncertainty of the last digit(s) in the reported value, represented by the 68% confidence limit. The number of MC trials is 10 8 for each simulation, and the total number of simulations for each free-energy calculation is given in the row labels "Path steps." This free-energy uncertainties are each scaled to a common length of 50 path steps for the purpose of comparison (multiplying by (path steps/50) 1/2 ), and tabulated with higher precision in the row labeled "Error." Temperature (k B T/ ) and path parameters (dimensionless) are given as indicated. More important, we find that the combination of the SS reference and the PR path exhibits the least uncertainty (at least 2 times smaller) of all the combinations. This should not be surprising, as the SS behavior is expected to be closer to the HS due to its harder repulsion (compared to IH) and its collective motion (compared to EC). On the other hand, the uncertainty associated with the FL path is independent of the reference system, suggesting that the total uncertainty in this case is dominated by the phasing in of the HS potential along the path, more than the choice of the reference.
Path
To check if the multistate MBAR method has advantage over the pairwise OS method we conducted a separate set of simulations (apart from the results given in Table I ) for both methods. It is most convenient to base the analysis on uncorrelated data, rather than attempting block averaging and compensating any residual correlation explicitly (as we do for Table I results), so we generated data for the analysis using a sampling interval of 10 5 steps; we find that the correlation between adjacent samples is statistically zero. Both methods used the same data set as an input, enabling a direct comparison. The raw data from the MC simulations were processed for MBAR using a Python script developed by Shirts and Chodera. 33 For this comparison, we consider a cubic box of 500 HS, using SS as the reference and the PR path. Using 10 9 MC steps (i.e., 10 4 uncorrelated samples), we obtained excess free energies of 5.90839(12) from OS and 5.90841 (12) from MBAR. This result indicates that adding extra perturbations (i.e., MBAR) does not improve the uncertainty of HS FE calculations, in this application. The value measured in the perturbation from the i to i + 1 state is strongly correlated with that from perturbations from i into subsequent states (i.e., i + 2, i + 3, etc.), and this significantly diminishes the information contributed by these extra perturbations. We observe, in particular, that the correlation between the i→i + 1 and i→i + 2 perturbations to be of the order of 0.9 for all states on the perturbation path. The performance observed here is not inconsistent with other studies, 48 which have found that the relative performance of MBAR and OS depends on the nature of the free-energy calculation, as well as implementation details.
Given the observed equivalence of OS and TI, we choose TI for all of the subsequent analysis, due to its simplicity to implement and post-process. Further, we will focus on using the SS reference and PR path combination, as they show the lowest uncertainty in estimating the solid HS FE.
C. Finite-size effects: Thermodynamic limit results
The integrand for the PR+SS+TI calculation (see Eq. (5)) is shown for different system sizes in Fig. 2 . The results are very precise, with error bars that are not visible on the scale of the figure. The curve is not straight, but it does vary smoothly at all values of λ. The integrand is almost completely independent of N-results for the seven system sizes would not be distinguishable on the scale of the full graph. We use the inset figure to uncover the small finite-size effects. This shows the integrand relative to the value measured for the largest system. For clarity, only three values of N are plotted, and it is seen that for only the smallest size does the difference from the largest simulated system exceed the error bars. The small finite-size effects can be made visible also by examining the integral itself, as shown in Fig. 3 . Here, we present the FE per particle, relative to the SS reference, at different system sizes (plotted as 1/N). The slope is 0.40(2), which is more than ten times smaller than the slope of the full FE as reported by Polson et al., 37 who used EC as a reference, or our own results using EC or size-dependent IH and SS references (Fig. 4) . This result suggests that the finite-size effect is dominated by the SS reference contribution, which is absent in Fig. 3 . This point is made in Fig. 4 , where we examine the finite-size effects in terms of the full excess FE, highlighting the role of the finite-size effects brought by the reference. We present results obtained using TI+PR with SS, IH, and EC references, as well as results reported previously by Polson et al. 37 using the TI+FL+EC combination. We consider results obtained both by size-dependent as well as infinitesystem IH or SS references.
The nature of the finite-size effects displayed in Fig. 4 for these HS calculations is consistent with finite-size effects observed for SS (for different values of the inverse-power exponent), 17, 18 and for a model of molecular nitrogen (N 2 ).
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If the reference system has some semblance to the target, and in particular if it is formed from interacting particles and thus exhibits cooperative behavior (e.g., IH and SS systems in the present case), then the finite-size effects it exhibits for the FE will roughly mirror the finite-size effects in the target. Consequently, the FE difference-the difficult calculation that is the focus of this work-will be largely system-size independent. 37 give similar results for the TI+FL+EC method. Lines labeled HybridInf are computed using a size-dependent TI+PR integral with the FE for an infinitesystem reference.
Tan et al. 17 proposed a hybrid approach to exploit this behavior. In this hybrid method, the free energy of the reference is extrapolated to the infinite system, and this (rather than a size-dependent reference value) is added to the finite-system FE difference to obtain the target-system FE. The absolute FE computed this way will have a system-size dependence with slope given by that of the FE difference, which is nearly flat (Fig. 3) . The advantage in doing this is that the FE of the reference is more easily determined as a function of system size, compared to the calculation of the FE difference, which involves TI or OS and molecular simulation. Thus, we can obtain a good estimate of the target-system FE in the thermodynamic limit while conducting small-system molecular simulations. Figure 4 includes results (labeled HybridInf) that demonstrate the idea for both SS and IH references. As shown there, although the finite-size effect of the FE difference using IH reference is quite small, its slope is a little larger than that of the SS reference. We did not apply this technique to the EC reference because it has no finite-size variation, so its "hybrid" implementation would not differ from the curve already given in the figure.
We notice in Fig. 4 that while the results from the sizedependent EC, IH, and SS references are mutually indistinguishable, they are considerably apart from the results of Polson et al. 37 The difference is likely to be due to the use of different box shapes for the MC simulations in the respective studies. Still, the values extrapolated to 1/N→0 differ. The confidence limit given on the extrapolated value reported by Polson et al. 37 is much tighter than almost all of the error bars on their size-dependent data, and the high precision in this extrapolation seems to owe to the high precision of the result from their largest system simulated. This point notwithstanding, their data are not inconsistent with an extrapolation that agrees with the values we report.
The extrapolated excess FE at the thermodynamic limit, based on our calculations using SS, IH, and EC references, is 5.91901(3), 5.91906(6), and 5.91921(10), respectively; these results are close to values reported previously: 5.924(15), 22 5.9226(10), 23 5.91889(4), 37 5.91930(11), 38 5.9194(5), 46 5.9194(2), 45 and 5.9188(6) 39 (a small adjustment is applied to the literature values, where needed, to bring them to the density examined here, ρσ 3 = 1.0409).
D. Computation efficiency
While the SS reference with PR path showed the least uncertainty with respect to number of MC cycles, it is worthwhile also to compare the efficiency of computations with respect to the CPU time. For this purpose, we estimate the amount of CPU time t required by each method to produce a result to the same precision as the TI+PR+SS method (our base method for comparison). The comparison is slightly complicated by the need to compute the SS FE for methods that use it as a reference. One might be interested in scenarios in which the SS FE either is taken as given, or, in the interest of fair comparison of total computation effort, the time required for its calculation, t ref , is included. We will present both comparisons. Regardless, we always include the contribution of the SS reference FE to the total stochastic error, according to σ Where needed, we compute the SS FE using the HTTP method. 18 For the case of PR path, we obtained the SS FE (βA/N) at T = 0.41 with uncertainty σ ref = 2.80 × 10 −5 using 7.9 CPU hours. For the FL path, the FE is required at a lower temperature, T = 0.0459 (=1/λ max ; where λ max = 21.79, see Table I ), so only 1.6 CPU hours were needed to yield a result with uncertainty σ ref = 1.90 × 10 −5 . An additional 7.8 CPU hours were required to perform the TI calculation following the PR path to obtain the TI+PR+SS base-case FE reported in Table I . All simulations were performed on Intel Core2 Quad Q9550 Yorkfield 2.83 GHz processor, and all results are reported for the N = 500 system. Table II presents the comparison. All times are divided by the CPU time for the TI+PR+SS base case, which includes t ref . Even when including computational effort of the SS reference, the PR path and SS reference are still the most efficient way to get the HS FE, requiring the least computational time for a given precision. These results reinforce the conclusions taken from Table I . We also notice that the time required for TI method is marginally lower than that of the OS method at the same path and reference combination, except for the PR+SS case. Also, the time needed for the PR path is always shorter than that of the FL path (whatever reference used). The advantage of the PR+SS methods is even more striking if one allows the SS FE as a given-in such a case this reference/path combination requires 10-20 times less computation than approaches based on the FL path.
IV. CONCLUSIONS
This work presents a comparison of the efficiency of molecular simulation methods for measuring absolute free energies of hard-particle models. The comparison is based on the HS crystal at the melting condition, but it is reasonable to expect the conclusions are general to hard-body models, or at least to rigid, convex bodies. The study employs various combinations of references (Einstein, interacting harmonic, and r −12 soft-sphere crystals), switching paths (Frenkel-Ladd and penetrable ramp), and free-energy methods (thermodynamic integration and overlap-sampling free-energy perturbation). It shows that if the SS used as a reference, with its FE is calculated using HTTP method, then, using TI or OS along a PR path is the most efficient route (with respect to both MC steps and CPU time) to get the crystalline HS free energy at the melting state. Coming after SS is the IH and then EC as references to the HS solid, using the PR path and TI (which is marginally better than OS for these cases). In terms of accuracy, the results from the various methods are mutually consistent, and values extrapolated to the thermodynamic limit are in good agreement with literature data.
When attempting to obtain very accurate free energies by evaluating the difference along a thermodynamic path, the choice between TI and OS is a matter of convenience and preference. For high-accuracy applications, both perform about equally well in producing a value to a given precision, all else being the same. If high accuracy is not a priority, TI can provide a rough result with as few as two simulations, while OS for the same system could fail catastrophically. However, it still not a good practice to apply TI without some means to gauge its accuracy, particularly by examining how the result changes with number of quadrature points.
The results of this study for a hard potential reinforces the observations regarding system-size dependence made previously for soft-interaction models. The difference in FE between a target system and a reference formed from interacting particles is nearly independent of system size. The hybrid technique for handling finite-size effects is thus the method of choice: the finite-system FE difference is added to the extrapolated (1/N→0) absolute FE of the reference system. This method provides a good and rapid estimation of the infinitesize system FE using only one simulation of a relatively small system size. A second calculation at a different system size can be performed to confirm the size independence, if needed.
The methodology examined here is readily extended to more complex hard-body potentials, such as hard tetrahedra. 11 In such an application, the hard potential defining the shape of the hard body is transformed into a softer repulsive form. The PR path with OS or TI can be used compute the FE difference between the hard and soft potentials, and HTTP can then be used to lower the temperature of the soft potential to connect it to an interacting harmonic reference. The ability to perform such calculations for small systems, relying on the reference to capture the finite-size effects, can make such calculations increasingly practical, and thereby enable a rigorous evaluation of the relative stability of different candidate structures.
