ABSTRACT Numerous studies have been conducted for hyperspectral image (HSI) classification by assuming that the label information of training data is fully available and correct. However, such an assumption may not always be true in practical applications, which could impact feature extraction methods and eventually compromise the performance of hyperspectral image classification. To address this issue in hyperspectral image classification, we propose a Regularized Fuzzy Discriminant Analysis (RFDA) based feature extraction method to effectively utilize the spatial and spectral information of HSIs with noisy labels. Firstly, the physical properties of HSIs are explored to reconstruct the data. Secondly, the labeled training samples and their unlabeled spatial neighborhood samples are fuzzified using the Fuzzy K-Nearest Neighbor (FKNN) method. Finally, a regularization term using a Fuzzy Locality Preserving Scatter (FLPS) matrix is integrated into fuzzy discriminant analysis, and the spatial-spectral information of HSIs is effectively fused to construct the projection matrix. As a result, the proposed method not only corrects the mislabeled samples effectively, but also preserves the neighborhood relationship among the pixels in the spatial domain and the fundamental structure among the samples in the spectral-domain, which is beneficial for hyperspectral image classification. Experimental results on three synthetic datasets and three public hyperspectral datasets show that our proposed RFDA method outperforms several state-of-the-art feature extraction methods in terms of classification accuracy.
I. INTRODUCTION
As remotely sensed hyperspectral images (HSIs) containing both spatial and spectral information can help identify various ground objects with a wide range of wavelengths, remote sensing has been widely used in many applications such as precision agriculture [1] , geological exploration [2] , food safety [3] , and environmental monitoring [4] . Due to the high dimensional nature of hyperspectral images [5] , [6] , various feature extraction methods have been proposed for effective HIS classification which aims
The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Radhakrishnan.
to assign one of the given object classes to a hyperspectral pixel [7] .
Classical feature extraction algorithms such as Principal Component Analysis (PCA) [8] and Linear Discriminant Analysis (LDA) [9] are global linear methods. By using the criterion of variance maximization, PCA is able to obtain the global optimal projection directions of given samples. LDA is good at the linear two-class classification task because it can reflect the global discriminative information of a dataset. However, HSI data has a nonlinear multimodal structure [10] , it is challenging for global linear dimensionality reduction methods to discover the hidden intrinsic properties of highdimensional data, such as the low-dimensional manifold VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ structure of hyperspectral data. Similarly, manifold learning is able to obtain nonlinear low-dimensional embedding in high-dimensional spaces [11] . Manifold learning models, such as Laplacian Eigenmap (LE) [12] and Local Linear Embedding (LLE) [13] , can effectively deal with nonlinear high-dimensional data. However, whenever the number of samples increases, LE and LLE need to be re-calculated. In order to solve the repetitive sample learning problem, various linearization algorithms of LE and LLE were proposed, such as Locality Preserving Projection (LPP) [14] and neighborhood preserving embedding (NPE) [15] . LPP and NPE can maintain the local neighbor structure of a dataset via a neighbor graph, which not only has good nonlinear manifold learning ability but also processes new samples effectively. However, LPP and NPE do not utilize the label information of samples, which could reduce the separability of data sets and eventually compromise classification performance. Recently, by combining supervised global linear dimension reduction models with unsupervised local manifold learning models, a number of semi-supervised dimension reduction algorithms have been proposed to improve feature extraction and classification performance, such as Semi-supervised Discriminant Analysis (SDA) [16] , Semisupervised Local Fisher discriminant analysis (SELF) [17] , and Semi-supervised Local Discriminant analysis (SELD) [18] .
However, the feature extraction algorithms mentioned above use only the spectral information of hyperspectral data and ignores the spatial context. Due to the spatial continuity of sample distribution in HSIs, the spectral feature based similarity measurements cannot fully reveal the intrinsic relationship between different samples and may lead to misclassification or omission [19] . Therefore, the spatial context of HSI pixels should be considered together with spectral features for measuring the similarity between samples and for learning the discriminant projection matrix.
Spatial-spectral feature extraction algorithms mainly utilize feature transformation in multimodal feature spaces such as texture [20] , mathematical morphology [21] , or processing spectral information by spatial domain smoothing filter [22] . By considering the spatial position distance between pixels in the manifold learning objective function, and improving the similarity measure with spatial neighbor pixel blocks, the spatial information is fully utilized to improve the effect of feature extraction [23] .
However, most existing feature extraction methods assume that the label information in a dataset is correct, which may not be always true in realistic settings. For example, in practical applications, however, training samples might be incorrectly labeled or annotated, which introduces noises into the learning process and could affect classification performance [24] .
As shown in Fig. 1 , when some samples of Class 2 are mislabeled into Class 1, the center of Class 1 will be shifted towards the center of Class 2, which would increase in the intra-class distance of Class 1 and decrease of the inter-class distance between two classes. In this case, the traditional LDA algorithm will be easily affected by the mislabeled samples, and could not obtain the optimal dimensionality reduction result as the projection direction has been distorted. Therefore, in order to effectively mitigate the impact of the mislabeled training samples, soft class labeling instead of hard class labeling can be utilized to deal with noisy labels.
In order to handle datasets with soft class labels, the ''Fuzzy'' concept is very effective to transform classical pattern recognition algorithms [25] , [26] , many Fuzzy Discriminant Analysis (FDA) algorithms have been proposed such as Fuzzy Fisher Discriminant Analysis (FFDA) [27] , Probabilistic semi-supervised Discriminant Analysis (PSDA) [28] and Kernel-based Fuzzy Fisher Discriminant Analysis (KFFDA) [29] .
Therefore, in this paper, we address the noisy label issue in hyperspectral image classification by fuzzifying sample labels for spectral-spatial feature extraction, and propose a Regularized Fuzzy Discriminant Analysis (RFDA) algorithm for effective and efficient HSI classification. Firstly, Weighted Spatial-Spectral Mean Filtering (WSSMF) is implemented to remove noises from HSIs. Secondly, a Fuzzy Locality Preserving Scatter (FLPS) matrix is embedded into the conventional Fuzzy Discriminant Analysis (FDA) model as a local regression operator. Thirdly, the RFDA algorithm is utilized for feature extraction. Finally, an efficient Spatial Collaboration Classifier (SCC) is proposed for producing smooth classification maps.
In summary, the key contributions of our proposed method can be summarized as follows:
(1) This is one of the first studies on addressing noise labels in hyperspectral image classification with sample label fuzzification. (2) The Fuzzy K-Nearest Neighbor (FKNN) algorithm is used to fuzzify the sample labels of training data, and a novel fuzzy discriminant analysis method is proposed to reduce the dimensionality of the samples, which effectively mitigate the impact of the mislabeled training samples on feature extraction. (3) A novel FLPS matrix is proposed to preserve the neighborhood structures simultaneously in spectral and spatial domains. In addition, both global and local structures in the spatial and spectral domains can be preserved with RFDA, which can robustly deal with complex dimension reduction and feature extraction tasks. (4) Further, by exploring the spatial continuity of land covers, a novel SCC classifier is proposed to eliminate the impact of sample mislabeling on classification. The rest of the paper is organized as follows. In Section 2, the proposed method is described in detail. In Section 3, experiment results on three synthetic datasets and three real hyperspectral datasets are presented with discussions. Finally, Section 4 concludes the paper.
II. THE PROPOSED METHOD
The proposed method consists of the following four steps: noise reduction with WSSMF, label fuzzification of training samples and their neighborhood samples with FKNN, feature extraction with RFDA, and nearest neighbor based spatial collaboration classification, which are explained from Section II.A to Section II.D. In Section II.E, we provide the summary and complexity analysis of the proposed method.
A. WEIGHTED SPATIAL-SPECTRAL MEAN FILTERING (WSSMF)
A hyperspectral image is first preprocessed with the WSSMF method [30] to reduce label noises, especially the noises in homogeneous regions.
For a given sample x ij with a neighborhood window size τ , the neighborhood region N (x ij ) centered at this sample is defined as:
where = (τ − 1)/2, x ij is the center pixel and x pq is a neighboring pixel of x ij .
Then, the filtered result of x ij is obtained as:
ω pq x pq
where ω pq = exp −γ 0 x ij − x pq 2 is the spectral similarity between x pq and x ij , and γ 0 is the spectral factor.
B. FUZZY K-NEAREST NEIGHBOR (FKNN) CLASSIFICATION
The FKNN algorithm [31] is an improvement of the standard KNN algorithm with the fuzzy concept for improved classification performance. Here we denote TR as the training data set and TS as the test set. There are two stages in FKNN. The first stage is the fuzzification of the class labels of TR, and the second stage is the determination of the class labels of TS. In the first phase, by calculating the distance between the training samples x j (j = 1, 2, . . . , n) and other samples in TR, the K-nearest neighbor samples of x j in TR are obtained. Then, the fuzzification label of the training sample x j can be obtained with the following formula:
where K is the neighborhood size in the spectral-domain. For the j-th training sample x j , u ij is the fuzzy membership degree of the i-th class, α is the fuzzy coefficient, n ij is the total number of samples labeled as the i-th class among the K-nearest neighbor points of x j . According to Eq. (3), u ij needs to satisfy the condition as below:
where C is the total number of classes. As can be seen from Eq. (3), the label of a training sample is changed from the value of its original label to a fuzzy membership vector, which indicates the likelihood of the sample belonging to any class by taking into consideration the neighborhood labels.
The fuzzy coefficient α controls the weight of the membership degrees between the sample and its neighbors. If a training sample x j has the i-th class label and all its neighbors are labeled with the same class, the i-th fuzzy membership u ij is 1, and the fuzzy membership values for all other classes will be 0, which means that this sample is most likely to belong to its initially labeled class and very unlikely to be mislabeled. On the contrary, when x j has merely few or no neighbors belonging to the i-th class, its i-th membership value will be close to α; when x j is not labeled as the i-th class but all its neighbors belong to that class, the i-th membership value is 1-α, both indicating that this sample is more likely a mislabeled one.
In the second stage, after obtaining the K nearest neighbor samples in TR, we can obtain the fuzzy membership vector of each testing sample x k (k = 1, 2, . . . , n) in TS with the following formula:
where m is the fuzzifier exponent, u ik is the fuzzy membership degree as mentioned above, x j is the sample in TR belonging to the K-nearest neighbor of x k .
C. REGULARIZED FUZZY DISCRIMINANT ANALYSIS (RFDA)
The traditional FDA algorithm introduces the fuzzy concept into LDA. Accordingly, the scatter matrix in LDA is extended to three fuzzy scatter matrices. Given n training samples labeled as C classes {x 1 , x 2 , . . . , x n }, ∀x i ∈ R D , D is the dimensionality of the original features, the fuzzy intra-class scatter matrix S Fw , fuzzy inter-class scatter matrixS Fb , and fuzzy total scatter matrix S Ft can be defined as below:
where v is the mean of the whole dataset, v i = n j=1 u m ij x j / N j=1 u m ij represent the prototype of the i-th class, m is the fuzzifier exponent.
FDA aims to obtain a low dimensional subspace with the largest S Fb and the smallest S Fw . On the other hand,S Ft is often used instead of S Fw , as the fuzzy total scatter matrix is more practical to calculate. Therefore, FDA is defined as follow:
where W = [w 1 , w 2 , . . . , w d ] is the projection matrix which can be obtained by the generalized eigenvalue decomposition:
where d is the dimensionality of the projected features. From Eq. (10), the projection matrix of FDA can be constructed by integrating the extracted eigenvectors. Since the rank of S Fb is C − 1, d ≤ C − 1, when the dimension of data is high, the fuzzy total scatter matrix S Ft will be a singular matrix. As a result, the problem becomes the task of finding the optimal solution of FDA. One of the simplest and effective VOLUME 7, 2019 ways to solve this problem is to utilize regularization [30] . The objective function of the regularized FDA (RFDA) can be designed as:
where J (W ) is the regression operator and γ is the regularization parameter.
Considering that hyperspectral images are consistent in spatial distribution and motivated by the WSSLNP method [30] , we propose a new regression operator J (W ) in RFDA by incorporating local structure context. 
} of x i can be obtained by Eq. (1), and the fuzzy scatter matrix in the local region can be defined as:
where K 1 = τ 2 − 1 is the neighborhood size in the spatialdomain and η i k is the fuzzy similarity degree between x i and x i k . η i k is defined as:
where u c,i is the fuzzy membership degree that the i-th sample x i belongs to the c-th class. By considering all the training samples, the fuzzy locality preserving scatter matrix is defined as:
where n is the number of total training samples. Then, the new J (W ) can be defined as: 
D. SPATIAL COLLABORATION CLASSIFICATION (SCC) BASED FKNN
Generally, the pixels in a neighborhood consist of the same material and therefore should belong to the same class. By fully exploiting this spatially homogeneous property of land covers, we combine the fuzzy classification information into the final classification algorithm and devise a new spatial collaboration classifier (SCC). This classifier utilizes both spectral information and spatial context within a spatially local region to effectively improve classification accuracy. Given a testing sample y i , the neighborhood set
} of y i can be obtained by Eq. (1). The classification results of y i by SCC is defined as:
where L c (y i j ) = u c,j is the fuzzy membership degree that the y i j belongs to c-th class calculated by the FKNN classifier, C is the total number of classes, K 1 is the spatial-domain neighborhood size, and w j is the spectral similarity degree between y i j and y i as defined in Eq. (2).
E. SUMMARY AND COMPLEXITY ANALYSIS OF OUR PROPOSED METHOD
The whole procedure of our proposed method is summarized in the following pseudo-code. In Algorithm 1, most of the computations take place in noise reduction, calculating the fuzzy locality preserving scatter matrix, calculating the fuzzy intra-class scatter matrix, calculating the total scatter matrix, solving generalized eigenvalues and eigenvectors, FKNN classification, and SCC classification. The computational complexities of these steps are
and O(2NK ), respectively, where n is the number of the training samples, N is the number of the testing samples, D is the dimensionality of the original features, d is the dimensionality of the projected features, K is the neighborhood size in the spectral-domain, and C is the number of classes. Due to D d, n C, n K , the total computational complexity of our proposed method is O(nkD 2 
Algorithm 1 The Proposed Method
Input: Labeled training samples of a hyperspectral image
. Output: Labels of all the testing samples. 
III. EXPERIMENTAL RESULTS AND DISCUSSIONS
Comprehensive experiments were carried out using standard 2D synthetic datasets and real HSI datasets to evaluate the performance of our proposed method. In the experiments using the synthetic datasets, the proposed RFDA algorithm is compared with four dimension reduction algorithms: Linear Discriminant Analysis (LDA), Principal Component Analysis (PCA), Locality Preserving Projections (LPP), and Local Fisher Discriminant Analysis (LFDA) [32] , [33] . In the experiments using real HSI datasets, three datasets were used: 1) Indian Pines [34] , 2) Botswana [35] , and 3) Kennedy Space Center (KSC) [35] . The proposed RFDA_SCC classification algorithm was compared with the previous four dimension reduction algorithms combined with SCC: namely LDA_SCC, PCA_SCC, LPP_SCC, and LFDA_SCC. And in these four methods, it is noticed that L c (y i j ) = 1 when y i j belongs to c − th class, otherwise, L c (y i j ) = 0.
A. EXPERIMENT 1: TWO-DIMENSINAL SYNTHETIC DATASETS
In this section, we evaluate the performance of the proposed dimension reduction method on linear and non-linear classification problems. Three typical 2-D synthetic datasets were tested: 'balls,' 'ellipsoids,' and 'two-moons.' 10% of the samples were randomly chosen as the training samples, the rest 90% are test samples. Within the training samples, 10%, 20%, 30% of them were intentionally mislabeled. Fig 2. shows the projection results of all the five dimension reduction methods on all the datasets. The RFDA's projection is indicated by green lines, as well as blue ones for LDA, black for PCA, pink for LPP, and red for LFDA. The classification result in terms of classification accuracy (%) of the algorithms is shown in TABLE I.
Several conclusions can be drawn from the results. First, the projection result of RFDA is superior to all the other methods. The projection of RFDA can always correct more mislabeled samples with three different levels of mislabeling. Although all the algorithms tend to be more inaccurate with more mislabeled train samples, RFDA is still better than other methods due to its better capacity of label correction. Second, in the case of 'ellipsoids,' for this dataset, the best projection direction is the vertical direction, so the closer to vertical, the better the projection and the better the classification performance. As can be seen from Fig. 2 , the projection direction of our proposed algorithm RFDA is closer to the vertical direction than other methods. As also can be seen from Table I , the classification accuracy of our proposed algorithm RFDA is significantly better than other methods. Finally, in the case of 'two-moons,' the results of all methods are poor since it is a nonlinear dataset. However, from the perspective of classification accuracy, RFDA is still better than other methods.
B. EXPERIMENT 2: HYPERSPECTRAL IMAGE CLASSIFICATION 1) DATASETS
Three real HSI datasets are used in our experiments. They are Indian Pines/AVIRIS [34] , Botswana/EO-1 [35] , and Kennedy Space Center (KSC)/ AVIRIS [35] . All the images are pre-processed by removing the water absorption bands. False-color images and the ground-truth/training sample label maps are shown in Fig.3 -Fig.5 .
2) EXPERIMENTAL SETTINGS
The compilation environment for our algorithm was MATLAB R2016a and the experiments were conducted on a PC with Intel Core i7-8750H CPU, 8GB RAM, and Windows 10 operating system. All samples are divided into two parts: training samples and test samples. The training samples are randomly chosen as 10% of the samples, then a fraction of the train samples is randomly chosen as mislabeled samples. This process is repeated five times for each experiment.
In RFDA, there are three parameters to set: the fuzzifier exponent (m), the fuzzy coefficient (α), and the regularization parameter (γ ). To fully understand the influences of these parameters, we tested a num- 
3) EXPERIMENTAL RESULTS
We first investigate the influence of the parameters on the Indian Pines dataset. There are six parameters of our proposed method, the spatial filtering window size (τ ), the spectral factor (γ 0 ), the neighborhood size of FKNN (K ), the fuzzifier exponent (m), the fuzzy coefficient (α), and the regularization parameter (γ ). In this experiment, we randomly VOLUME 7, 2019 selected 10% of the samples as the training set and the rest samples as the validation set and repeated this process 5 times to obtain average classification accuracy for parameters selection. As shown in Fig. 6(a) , in the construction of neighborhood set for training sample, when τ is set to 3, the classification accuracy of our method is the highest. From Fig. 6 (b) , we can see that the classification accuracy of our method gets the best performance when the neighborhood size K of FKNN is set to 3. In order to reduce the complexity of our method, τ and K are both set to 3 in all experiments.
When analyzing the effect of γ 0 on classification accuracy, we set m, α and γ to 1.08, 0.05 and 90, respectively. Similarly, we set γ 0 , α and γ to 1, 0.05 and 90 respectively for analyzing m, set γ 0 , m and γ to 1, 1.08 and 90 respectively for analyzing α, and set γ 0 , m and α to 1, 1.08 and 0.05 respectively for analyzing γ . Each parameter affects the results of classification is shown in Fig. 6 (c)-(f) , which shows that the best classification performance can be with the setting γ 0 = 1, m = 1.08, γ = 90, α = 0.05 on the Indian Pines dataset. Fig. 7 shows the overall accuracies (OA [%]) and kappa statistics (κ) with different ratios of mislabeled training samples of the five methods being compared on the three HSI datasets. On all the HSIs being tested, OA and κ values tend to decrease with the increase of mislabeled samples. However, the proposed RFDA method can always achieve better performances than other methods.
After comparing all the combinations of parameter values, we found out that among the three parameters in RFDA: the fuzzifier exponent (m), the fuzzy coefficient (α), and the regularization parameter (γ ), the impacts of m and γ on the classification result are less significant, while the fuzzy coefficient α, which controls the weight of the fuzzy membership degree, has the most significant impact on the results. For the three HIS datasets, RFDA obtains the best performance when setting the parameters to m = 1.08, γ = 90, α = 0.05.
More detailed comparisons on the Indian Pines dataset is shown in Table II . The OA of the proposed algorithm is 96.46%, and the average accuracy (AA) is 96.24%. The OA is increased by 4.12%, 6.23%, 8.33%, 5.59%, respectively, compared with that of LDA_SCC, PCA_SCC, LPP_SCC, and LFDA_SCC. The result indicates that the effect of mislabeled samples on the classification is reduced by fuzzification, which helps improve the classification accuracy. However, for some of the ground objects with lesser number of samples, our proposed method does not outperform other algorithms. This could be explained by the inherent small sample property of these classes, while the random choice of training samples and mislabeled samples have a significant impact on the classification performance.
In Fig.8 , we show the classification results map by different algorithm on the Indian Pines dataset. As can be seen from Fig8, RFDA has better classification results, with only a few test samples misclassified and much closer to the ground truth map than other methods. The OA and κ (in brackets) values of each method are also shown at the bottom. The classification maps on the KSC and Botswana datasets are shown in Fig.9 and Fig.10 , respectively. As can be seen from the OAs and κs, our proposed algorithm's classification result is also the best on these datasets. For example, for the river in the KSC image, and the cirrus clouds in the Botswana image, our method is more robust by considering spatial information when processing fuzzification.
IV. CONCLUSION
This paper presents one of the first studies on addressing the noise label issue in hyperspectral image classification. In particular, a regularized fuzzy discriminant analysis algorithm is proposed for hyperspectral classification with both spatial-spectral features of hyperspectral images, which can effectively deal with mislabeled training samples. The fuzzy locality preserving scatter matrix as a local regression operator is devised and integrated into the fuzzy discriminant analysis algorithm, which can effectively preserve both the global and local structures in spatial-spectral domain simultaneously. Based on the spatial continuity of landcovers, a novel spatial collaboration classifier is also devised to further effectively reduce the impact of the mislabeled training samples on classification. Comprehensive experimental results on both synthetic datasets and three real hyperspectral image datasets demonstrate the superiority of our regularized fuzzy discriminant analysis for dimension reduction and hyperspectral image classification. In our future work, we would like to further extend our proposed method by exploring the nonlinear manifold structure of hyperspectral images for improved classification performance.
