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ABSTRACT
Digital inline holography (DIH) is a popular imaging technique, in which an unknown
3D object can be estimated from a single 2D intensity measurement, also known as the
hologram. One well known application of DIH is 3D particle localization, which has
found numerous use cases in the areas of biological sample characterization and optical
measurement. Traditional techniques for DIH rely on linear models of light scattering,
which only account for single scattering of light and completely ignore the multiple
scattering among scatterers. This assumption of linear models becomes inaccurate
under high particle densities and refractive index contrasts. Incorporating multiple
scattering into the estimation process has shown to improve reconstruction accuracy
in numerous imaging modalities. However, existing multiple scattering solvers become
computationally prohibitive for large-scale problems comprising of millions of voxels
within the scattering volume.
This thesis addresses this limitation by introducing computationally efficient frame-
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works that are able to effectively account for multiple scattering in the reconstruction
process for large-scale 3D data. We demonstrate the effectiveness of the proposed
schemes on a DIH setup for 3D particle localization and show that incorporating
multiple scattering significantly improves the localization performance compared to
traditional single scattering based approaches. First, we discuss a scheme in which
multiple scattering is computed using the iterative Born approximation by dividing
the 3D volume into discrete 2D slices, and computing the scattering among them.
This method makes it feasible to compute multiple scattering for large volumes and
significantly improves 3D particle localization compared to traditional methods.
One limitation of the aforementioned method is that the multiple scattering com-
putations were unable to converge when the sample under consideration was strongly
scattering. This limitation stemmed from the method’s dependence on the itera-
tive Born approximation, which assumes the samples to be weakly scattering. This
challenge is addressed in our following work, where we incorporate an alternative
multiple scattering model that is able to effectively account for strongly scattering
samples without irregular convergence properties. We demonstrate the improvement
of the proposed method over linear scattering models for 3D particle localization, and
statistically show that it is able to accurately model the hologram formation process.
Following this work, we address an outstanding challenge faced by many imaging
applications, related to descattering, or removal of scattering artifacts. While deep
neural networks (DNNs) have become the state-of-the-art for descattering in many
imaging modalities, generally multiple DNNs have to be trained for this purpose if the
range of scattering artifact levels is very broad. This is because for optimal descat-
tering performance, it has been shown that each network has to be specialized for a
narrow range of scattering artifact levels. We address this challenge by presenting a
novel DNN framework that is able to dynamically adapt its network parameters to
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the level of scattering artifacts at the input, and demonstrate optimal descattering
performance without the need of training multiple DNNs. We demonstrate our tech-
nique on a DIH setup for 3D particle localization, and show that even when trained
on purely simulated data, the networks is able to demosntrate improved localization
on both simulated and experimental data, compared to existing methods.
Finally, we consider the problem of 3D segmentation and localization of blood ves-
sels from large-scale two-photon microscopy (2PM) angiograms of the mouse brain.
2PM is a widely adapted imaging modality for 3D neuroimaging. The localization
of brain vasculature from 2PM angiograms, and its subsequent mathematical model-
ing, has broad implications in the fields of disease diagnosis and drug development.
Vascular segmentation is generally the first step in the localization process, in which
blood vessels are separated from the background. Due to the rapid decay in the 2PM
signal quality with increasing imaging depth, the segmentation and localization of
blood vessels from 2PM angiograms remains problematic, especially for deep vascu-
lature. In this work, we introduce a high throughput DNN, with a semi-supervised
loss function, which not only is able to localize much deeper vasculature compared to




2 Holographic particle 3D localization under multiple scattering 7
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Theory and method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Recursive-Born forward model . . . . . . . . . . . . . . . . . . 12
2.2.2 Inverse optimization approach . . . . . . . . . . . . . . . . . . 15
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Effect of multiple scattering in small-scale inversion: a multi-
slice based approach . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 Large-scale inversion of multiple scattering: simulation . . . . 21
2.3.3 Large-scale experimental validation . . . . . . . . . . . . . . . 27
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Holographic 3D particle imaging with the beam propagation method 31
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Forward model . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Inverse problem . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Evaluation of BPM forward model accuracy in large scale . . . . . . . 40
3.3.1 Intensity statistics analysis . . . . . . . . . . . . . . . . . . . . 40
xi
3.3.2 Sampling distance ∆z and scattering strength effect in BPM
forward model . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4 3D imaging results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.4 Quantitative evaluation method . . . . . . . . . . . . . . . . . 50
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4 Deep learning based holographic particle 3D localization 54
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.1 The DSN framework . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.2 Training and initialization strategy . . . . . . . . . . . . . . . 60
4.2.3 Quantitative descattering performance in simulation . . . . . . 61
4.2.4 DSN generalizes to unseen scattering conditions . . . . . . . . 68
4.2.5 Analysis of the gating network . . . . . . . . . . . . . . . . . . 71
4.2.6 Generalization of simulator-trained DSN to experimental data 77
4.3 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3.1 Network design and implementation . . . . . . . . . . . . . . . 81
4.3.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3.3 Multiple-scattering simulation . . . . . . . . . . . . . . . . . . 88
4.3.4 Holographic backpropagation . . . . . . . . . . . . . . . . . . 88
4.3.5 Data preparation . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.6 Performance evaluation metrics . . . . . . . . . . . . . . . . . 91
4.3.7 UMAP visualization . . . . . . . . . . . . . . . . . . . . . . . 93
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
xii
5 Deep learning based large-scale two-photon angiography segmenta-
tion 95
5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2.1 System framework . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2.2 Segmentation performance analysis . . . . . . . . . . . . . . . 101
5.2.3 Generalization to a new 2PM imaging system . . . . . . . . . 106
5.2.4 Graph-based modeling of cerebral vasculature . . . . . . . . . 109
5.3 Materials and method . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3.1 Data preparation . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3.2 Data preprocessing . . . . . . . . . . . . . . . . . . . . . . . . 114
5.3.3 Deep neural network design and implementation . . . . . . . . 118
5.3.4 Loss function design . . . . . . . . . . . . . . . . . . . . . . . 120
5.3.5 Segmentation evaluation metrics . . . . . . . . . . . . . . . . . 125
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6 Conclusions 128
6.1 Advancing particle 3D localization from DIH . . . . . . . . . . . . . . 128
6.2 Advancing DL-based descattering in CI . . . . . . . . . . . . . . . . . 129
6.3 Advancing neurovascular localization using 2PM angiography . . . . . 130
7 Appendix 131
7.1 Proof of gradient computation for the recursive-Born method . . . . . 131
7.1.1 Assumptions in the forward model . . . . . . . . . . . . . . . 131
7.1.2 Derivation of Gradient . . . . . . . . . . . . . . . . . . . . . . 132





1·1 Digital in-line holography schematic. A digital in-line hologram is
recorded that encodes information about the physical structure of a
3D object. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2·1 In-line holography with multiple scattering. (a) A plane-wave is inci-
dent on a 3D object containing distributed scatterers. The field un-
dergoes multiple scattering within the volume, then propagates to the
image plane. A hologram is recorded, which is then used to estimate
the unknown scatterers’ distribution. (b) An inline holography setup
is used that consists of a collimated laser for illumination and a 4F
system for magnification. (c) The raw data is a single hologram. (d)
The reconstruction implements a nonlinear inverse multiple scatter-
ing algorithm. [1] (e) The output estimates the 3D distribution of the
scatterers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
xiv
2·2 Illustration of the 3D internal scattered field operator G in Eq. (2.6).
(a) Each object slice f is first voxel-wise multiplied by the lower order
scattered field uk-1; it is then propagated to every other slice within the
volume. (b) This computed scattered field usk is added to the incident-
field uin to obtain the next higher-order Born-field uk. This process is
recursively applied to compute the multiply scattered field within the
volume. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2·3 Small-scale multiple scattering inversion. (a) An accurate 3D forward
model is used to simulate the hologram. (b) Multislice 3D recon-
struction is performed from a single simulated measurement using our
method. The number of slices in the inverse reconstruction can be
flexibly chosen. (c) Full 3D inversion is performed by reconstructing
all axial slices in the original object using our method. The multiple
scattering method outperforms the single scattering method by provid-
ing both more accurate permittivity contrast estimation and improved
optical sectioning. (d) Our multislice approach enables 3D reconstruc-
tion using a much reduced number of slices while still maintaining the
benefit of incorporating multiple scattering. Reconstruction using only
3 slices are compared to demonstrate the improved localization capa-
bility by our method. . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
xv
2·4 Effect of particle density on the scattered intensity term |E|2 contribu-
tion in the hologram. (a) Contribution is negligible compared to the
hologram for low particle densities, and becomes gradually important
as the particle density increases. (b) The ratio of between the total
intensity of the hologram and the |E|2 terms for all values of Rg tested
in the simulation. For Rg ≤ 0.1, the total intensity of the hologram is
at least an order of magnitude larger than the |E|2 term. . . . . . . . 22
2·5 Validation of our multiple scattering method on large-scale simulation.
(a) Convergence properties of the forward model are studied under
varying particle densities. Higher-order scattering is generally required
for convergence when the object is strongly scattering. In most cases
studies, 2 orders of scattered field sufficiently capture the majority
of the contribution. (b) For higher refractive index contrast (δn =
0.19), multiple scattering performs similarly to single scattering for low
concentration (Rg ≤ 0.02), and better than single-scattering for 0.02 <
Rg ≤ 0.1. Reconstruction fails for very high concentration (Rg > 0.1),
i.e. when the SNR drops below an empirically chosen value of 1dB.
The error in the predicted vs the ground truth particle concentrations
also shows a similar trend. (c) For lower contrast (δn = 0.01), multiple
scattering contributions are negligible and both methods give similar
performance. (d) 3D rendering depicting localized particles are shown
for δn = 0.19 and Rg = 0.1. Both methods have similar performance
for slices close to the image plane, but our multiple scattering model
performs better at increased depths. . . . . . . . . . . . . . . . . . . . 23
xvi
2·6 Reconstruction performance as a function of depth. (a) Segmentation
maps of reconstructed slices (zoomed-in 51x51µm2 regions) at different
depths (true positive: white, true negative: black, false positive: green,
false negative: pink). For object slices close to the hologram, both mul-
tiple and single scattering methods provide high accuracy. At larger
depths, the accuracy deteriorates for both methods. Our multiple scat-
tering method performs notably better at larger depths for higher par-
ticle densities. (b) The slice-wise dice coefficient plotted as a function
of slice depth also indicates that the multiple scattering model provides
improved segmentation accuracy, especially at greater depth. (c) The
particle localization accuracy is quantified using the ROC curve. The
curves corresponding to the multiple scattering solutions consistently
have larger areas underneath, indicating better localization accuracy
as compared to the single scattering method in all cases studied. . . 25
2·7 Experimental validation of our method in large-scale. (a) The multiple
scattering model converges to a lower cost than the single-scattering
model for all concentrations indicating better fit to the cost function.
(b) The reconstructed particle density follows a trend similar to the
simulation where multiple-scattering performs better than the single
scattering method for Rg ≤ 0.1; both methods fail for Rg > 0.1. (c)
As Rg increases, the hologram gradually resembles speckle patterns, as
quantified by the contrast ratio (CR). . . . . . . . . . . . . . . . . . 27
xvii
2·8 3D visualization of the localized particles under different concentra-
tions from our experiment and their 200× 200 lateral cross sections at
different depths. For low density, both multiple and single scattering
methods perform similarly. For high density, the underestimation of
particles from the single scattering method is clearly visible, especially
at increased depth. Our multiple scattering model mitigates the un-
derestimation as it accounts for the inter-coupling between particles
whose strength increases as the depth. The traditional backpropaga-
tion method is effective for low density, but completely fails for high
density and the reconstruction resembles speckles throughout the volume. 28
3·1 Particle 3D imaging from a single in-line hologram using BPM. (a) Ex-
perimental setup. (b) Top: BPM involves successive propagation and
refraction operations to transform the scattered field from one object
slice to the next. The hologram is computed as the squared magnitude
of the scattered field. Bottom: the yz cross-section of the BPM com-
puted intensity distribution of light passing through a particle volume.
The zoom-in region illustrates the BPM-predicted inter-particle multi-
ple scattering. (c) Top: 3D reconstruction by solving a sparsity driven
minimization problem. Bottom: the reconstruction from the hologram
in (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
xviii
3·2 BPM model validation based on intensity statistics. (a) Example holo-
grams computed from the BPM at different particle densities with
a fixed refractive index contrast ∆n = 0.26. (b) The intensity his-
tograms and (c) normalized intensity spectra of BPM-computed (in
dashed blue) and experimentally captured (in solid red) holograms.
The results are averaged azimuthally. (d) Comparison of BPM and
FBM accuracy based on hologram contrast. . . . . . . . . . . . . . . 42
3·3 The effects of axial sampling and scattering strength on BPM. (a) The
accuracy of BPM decreases as ∆z increases. Overall, the BPM signif-
icantly outperforms the FBM. (b-c) The SNR of the BPM-computed
hologram reduces as ∆z increases under (b) different particle densities
and (c) refractive index contrasts. (d-f) The accuracy of the BPM un-
der different scattering conditions with a fixed ∆z = λ/4. The SNR
reduces when increasing (d) the refractive index contrast, (e) particle
density, and (f) total object thickness. . . . . . . . . . . . . . . . . . 44
3·4 3D imaging results on a simulated hologram. (a) The ground truth
particle distribution and simulated hologram. (b) 3D reconstruction of
our algorithm. (c) x-projections of the ground-truth and reconstructed
particles in the central region (in red box). The reconstructed particles’
centroids overlaid onto the ground truth shown in (d) z−projection
and (e) x-projection. For visualization, the extracted centroid of each
particle is enlarged to a 1µm disc. Note the definition of the z-direction
is the same as that in Fig. 3·1, in which the left sides of (c) and (e) lie
closest to the hologram plane. . . . . . . . . . . . . . . . . . . . . . 46
xix
3·5 Quantitative evaluation of the reconstruction results at different scat-
tering conditions. (a) The JI, lateral/axial RMSE are quantified at
different densities and refractive index contrasts. Each metric is av-
eraged from 10 independent simulations. (b) The z-projections of the
reconstructed particles overlaid on the ground-truth across 4 particle
densities and 3 refractive index contrasts. . . . . . . . . . . . . . . . . 48
3·6 Quantitative comparison between BPM and FBM reconstruction algo-
rithms. (a) The depth-dependent JIs for the BPM and FBM recon-
structions under four different particle densities show superior perfor-
mance by the BPM method. (b) The z-projections of the BPM and
FBM reconstructions overlaid on the ground truth at 3 depth regions
and 4 particle densities. . . . . . . . . . . . . . . . . . . . . . . . . . 49
3·7 Experimental reconstruction results at four different particle densities.
The captured holograms are shown in the top-left insets in each sub-
figure. The 3D rendering of the whole volume and orthogonal depth-
color coded projections of the sub-volume outlined in red are shown
for each reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . . 51
3·8 Experimental comparisons between the BPM and FBM reconstruc-
tions. The x-projection of the entire volume and multiple z-projections
at different depth ranges of the reconstructed centroids are shown. The
BPM outperforms the FBM particularly for reconstructing particles at
deep depths, as highlighted by the red circles. . . . . . . . . . . . . . 52
xx
4·1 Dynamic synthesis network (DSN) framework. The DSN com-
bines multiple DNNs for adaptively removing scattering artifacts in the
input. In the first stage, the expert encoders Ei (i ∈ {1, 2, 3}) extract a
diverse set of multi-scale spatial features from the holographically back-
propagated input volume g̃. The extracted multi-scale features from
each encoder are labeled as Fi. To adaptively process an input with
arbitrary scattering levels, a dynamically synthesized feature set Fs is
computed as a weighted sum of the feature maps: Fs =
∑3
i=1 αiFi. Fs
is fed to a dynamically synthesized decoder Ds to produce the descat-
tered output ĝ, where Ds is computed as a weighted sum of multiple
expert decoders: Ds =
∑3
i=1 αiDi. The GTN provides the central
adapting mechanism by predicting the synthesis weights αi based on
the raw hologram as the input. . . . . . . . . . . . . . . . . . . . . . 57
4·2 Scatterer-density and depth -dependent artifacts in holographic
3D backpropagation. Maximum intensity y−projections of (a)
ground-truth volume (particles shown in white, background in black),
and (b) holographically backpropagated volume. Characteristic scatterer-
density and depth -dependent artifacts are clearly visible. As the par-
ticle density increases, more severe scattering artifacts throughout the
volume are shown. More elongation and reduced intensity in the back-
propagated particle traces are observed at deeper depths due to reduced
effective light collection angular range. . . . . . . . . . . . . . . . . . 62
xxi
4·3 Particle localization visualization. (a) 3D renderings of the back-
propagated volumes demonstrate the scattering artifacts for various
particle densities. The corresponding hologram is shown as the insets.
(b-d) Particle 3D localization results are shown for the expert, gener-
alist and DSN, respectively. For low particle densities, all three DNNs
perform similarly. As the particle density increases, the DSN provides
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represents the expert DNN trained on the data with a particle density
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4·5 Generalization to unseen particle densities. The DSN demon-
strates robust descattering performance for a continuum of scattering
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xxii
4·6 Performance on unseen densities. Particle localization perfor-
mance is quantitatively compared between the DSN, the generalist, and
the expert DNNs using the JI on six unseen scattering conditions. Each
subplot indicates the results on the testing data at the particle density
labeled above each plot. ‘Expert ρ’ represents the expert DNN trained
on the data with a particle density ρ (×104 particles/µL). Both the
DSN and the generalist are trained using the same data from four other
densities, as detailed in the main text. The DSN provides markedly
higher accuracy than the generalist, in particular for high particle den-
sities (ρ ≥ 4.81 × 104 particles/µL). Overall, the DSN demonstrates
robust descattering performance for a continuum of scattering levels
even if the scattering density has been “unseen” during the training. 69
4·7 Performance comparison: two vs three expert encoder-decoder
pairs within the DSN. We compare the performance of the DSN
with two (in dashed red) and three (in solid green) experts. It is evident
that the three-expert DSN performs better especially for higher parti-
cle densities (ρ ≥ 6.41 × 104 particles/µL). We also observe the two-
expert DSN suffers from the same performance dip in shallow depths
(≤ 150 µm), similar to the expert network reported in the main text.
The results highlight the significance of the extra degrees of freedom
provided by the additional expert within the DSN. . . . . . . . . . . 70
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4·8 Gating network analysis. (a) The 2D UMAP representation for the
measured hologram patches. Hologram patches with similar particle
densities cluster together, indicating their statistical similarity in the
low dimensional space. Thus, the hologram can serve as a proxy to
the particle density and is used as the input to the GTN to predict the
synthesis weight. (b) The 2D UMAP representation for the synthesis
weight vector {α1, α2, α3} corresponding to all the hologram patches
in (a), which also clusters based on the underlying particle density. (c)
The synthesis weights are shown for various seen (in black) and unseen
(in red) particle densities. The synthesis weights are consistent for a
given density and tailored to each input, as quantified by the mean and
standard deviation for each case. The larger values of α1 indicate the
major contributions of E1 and D1 to the DSN. As the particle density
increases, α1 decreases while α3 increases, which indicates that E3 and
D3 are important for the DSN to adapt to high density cases. The
small values of α2 indicates the fine-tuned contributions from E2 and
D2 to the DSN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
xxiv
4·9 The synthesis weights with Xavier-random initialization of
the experts. The synthesis weights predicted by the GTN, co-trained
with the random initialized experts, are shown for five particle densi-
ties. The general trend of the synthesis weights are similar to those ob-
tained from the DSN using the pre-trained weight initialization scheme,
shown in the Figure 4·8. The differences in the weight values are
expected from the different initialization schemes and the stochastic
training process. The synthesis weights are consistent for a given den-
sity and tailored to each input, as quantified by the mean and standard
deviation for each case. The larger values of α1 indicate the major con-
tributions of E1 and D1 to the DSN. As the particle density increases,
α1 decreases while α3 increases, which indicates that E3 and D3 are
important for the DSN to adapt to high density cases. The small val-
ues of α2 indicates the fine-tuned contributions from E2 and D2 to the
DSN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4·10 Performance comparison: expert vs Xavier-random initial-
ization of the encoders and decoders within the DSN. Parti-
cle localization performance is quantitatively compared between the
DSNs that are trained using two initialization schemes, including the
pretrained expert weights (solid green) and Xavier random weights
(dashed red) using the JI. Each subplot indicates the results on the
test data at the particle density labeled above each plot. The two
initialization schemes provide almost the same performance. . . . . . 74
xxv
4·11 Synthesis weights of the simulator-trained DSN for experi-
mental data. The synthesis weights computed for the experimentally
measured holograms match well with the corresponding simulation re-
sults. The mean and standard deviation of each synthesis weight are
calculated from 640 non-overlapping hologram patches from 10 exper-
imentally measured holograms for each particle density. This analysis
shows that the simulator-trained DSN can robustly adapt to experi-
mental data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4·12 Experimental results from simulator-trained DNNs. Particle
3D localization is shown for experimentally measured holograms using
the simulator-trained (i) expert, (ii) generalist, and (iii) DSN networks
at three particle densities. Each panel shows (Top left) the 3D ren-
dering of the localization result with depth color-coded particles, with
an inset showing a zoom-in of the measured hologram, (Top right) the
maximum intensity z− projection along with three zoom-in regions,
and (Bottom) the y−projection of the DSN’s 3D localization result
(in green), overlaid on the respective y− and z−projections of the
corresponding holographic backpropagations. In-focus particles are in-
dicated by white arrows in the z−projections. Miss detection regions
are highlighted by white ovals in the y−projections. . . . . . . . . . 78
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4·13 Experimental results from simulator-trained DNNs. Particle
3D localization is shown for experimentally measured holograms using
the simulator-trained (i) expert, (ii) generalist, and (iii) DSN networks
at two high particle densities. Each panel shows (Top left) the 3D ren-
dering of the localization result with depth color-coded particles, with
an inset showing a zoom-in of the measured hologram, (Top right) the
maximum intensity z− projection, and (Bottom) the y−projection of
the DSN’s 3D localization result (in green), overlaid on the respective
y− and z−projections of the corresponding holographic backpropaga-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
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4·14 The expert DNNs built on the V-net architecture. Each ex-
pert DNN builds upon the V-net framework, which is an end-to-end
3D DNN with an encoder-decoder framework. The encoder part of the
network extracts multi-scale features using 3D convolution kernels of
size 3 × 3 × 3 with stride 1. Each layer in the encoder decreases the
spatial dimensions of the features by 2× while doubling the number of
channels. Features at different scales from the encoder are forwarded
to the decoder via skip connections for preserving high resolution infor-
mation. The bottleneck layer contains the “latent code” of size 8×8×7
with 256 channels, which is then used by the decoder to reconstruct
the final output. The decoder also contains multiple 3D-convolution
layers with 3×3×3 convolution kernels, and convolutional upsampling,
with additional incorporation of high resolution features from the skip
connections. The single-channel output from the decoder is converted
to a probability map using the sigmoid layer, in which each voxel value
represents the likelihood of that voxel belonging to a particle (vs. be-
longing to the background). . . . . . . . . . . . . . . . . . . . . . . . 82
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4·15 Network architecture of the expert encoders Ei and synthe-
sized decoder Ds within the DSN. (a) The architectures of all
the encoders Ei (i ∈ {1, 2, 3}) are identical, and are derived from
the V-net. The encoders extract features from the input, which are
then used by the decoder for generating the DNN output. Since V-
net uses multi-scale feature forwarding by skip connections, we record
the encoder extracted features at each spatial scale (denoted by Fi0–
Fi3), together with the latent feature map Fi4. This combined set
of features is labeled Fi = [Fi0; Fi1; Fi2; Fi3; Fi4] associated with the
corresponding encoder Ei. (b) The architecture of the synthesized de-
coder Ds is derived from the V-net decoder. Each parameter in Ds
is a weighted sum of the corresponding elements in the three expert
decoders Di: Ds =
∑3
i=1 αiDi. Once Ds is synthesized, it uses the syn-
thesized multi-scale features Fs = [Fs0; Fs1Fs2; Fs3; Fs4] for generating
the output, where Fsx =
∑3
i=1 αiFix, and x ∈ {0, 1, 2, 3, 4} indexes the
feature set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
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4·16 Gating network structure. The GTN follows the VGG structure
to predict the synthesis weights αi. The input hologram is first down-
sampled by 4× by selecting every 4th pixel along each axes. Next, the
GTN extracts multi-scale spatial features from the 2D hologram using
two 2D convolutional layers, each containing a convolution with a bank
of 3× 3 kernels, followed by 2× maxpooling to decrease the spatial di-
mensions. The first layer computes 32 while the second layer contains
64 channel features. After the convolutional layers, the 8× 8× 64 fea-
ture map is flattened and then passed through a fully connected layer.
The output is a 3 × 1 vector representing the three synthesis weights
{α1, α2, α3}. The weights sum to unity, i.e.
∑3
i=1 αi = 1, through the
use of the softmax nonlinear activation function at the last layer. . . 84
4·17 Experimental setup and schematics. (a) An inline holography
setup consists of a collimated HeNe laser (632.8 nm, 500:1 polarization
ratio, Thorlabs HNL210L) for illumination and a 4F system consist-
ing of a 20× objective lens (0.4 NA, CFI Plan Achro) and a 200 mm
tube lens for imaging. A CMOS sensor (FLIR GS3-U3-123S6M-C) is
used to record the holograms. The 3D sample consists of polystyrene
microspheres with diameter 0.994±0.021 µm (Thermofisher Scientific
4009A) suspended in water held in a quartz-cuvette with inner dimen-
sions 40 mm × 40 mm × 0.5 mm. (b) A plane-wave is incident on
the 3D sample containing distributed particles. The field undergoes
multiple scattering and then propagates to the hologram plane. . . . 87
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5·1 Framework for vascular modeling. (A) Two-photon microscopy
(2PM) is used to acquire cerebral angiographic data on a live specimen
via in-vivo imaging. This is followed by binary vascular segmentation
of the 2PM angiogram. Finally, the 3D graph of the vasculature is
computed from the segmentation map. In this paper, we present the
segmentation method in detail, which is able to process large-scale
2PM angiograms. (B) A deep neural network (DNN) is used for seg-
mentation which is first trained using annotated angiograms. During
this process, the network weights are iteratively adjusted for accurate
vessel segmentation. (C) After training is complete, the optimized net-
work can be used in a feed-forward manner for segmentation on unseen
angiograms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5·2 Deterioration of two-photon microscopy signal with imaging
depth. (A) Visual contrast decreases for deeper vasculature due to
loss of illumination focus with increased imaging depth, and higher
background fluorescence due to increased laser power. Large pial ves-
sels on the surface cast shadows underneath, as shown by the encircled
region, making vessel detection challenging. (B) The signal to back-
ground ratio (SBR) of the angiogram decreases rapidly going deeper
into the brain tissue. . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
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5·3 Large-scale 2PM vascular segmentation. (A) 3D renderings of
segmentation on the test angiogram. (B-D) Maximum intensity pro-
jections (MIPs) of binary segmentation overlaid on 2PM measurement.
Each MIP represents 40 µm physical depth, and 20 discrete slices along
the z-axis. MIPs for three different depths ranges are presented to show
the effect of axial depth on segmentation performance. We demonstrate
good segmentation for vasculature up to 606µm, despite significant in-
crease in background noise associated with 2PM. . . . . . . . . . . . . 102
5·4 Quantitative evaluation of segmentation performance. (A)
While we do present traditional metrics for segmentation comparison,
e.g. sensitivity, specificity, Jaccard index, F1 score and accuracy; we
also include other metrics arguably better suited for vascular segmen-
tation including Matthew’s correlation coefficient (MCC), Hausdorff
distance (HD), and length correlation (LC). Our method provides best
overall performance on the test dataset, supporting the qualitative re-
sults in Figure.5·3. (B) Here we compare the slice-wise modified Haus-
dorff distance (MHD) between the methods of interest. Our method
outperforms other techniques with considerably smaller mean and stan-
dard deviation of the slice-wise MHD. (C) In terms of number of voxels
segmented per second, our method is about 10x faster than the state-of-
the-art [53], making it suitable for large scale and real-time applications.103
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5·5 Robustness of the proposed learning scheme to label noise.
We train our DNN with various levels of label noise, and demonstrate
that adding TV-regularization improves robustness of the segmenta-
tion method to label noise. To add label noise, the foreground la-
bels (vessels) were first dilated with a sphere of radius 2. Then a
certain percentage of the foreground voxels was selected randomly
with uniform probability, and were dropped to zero, such that they
now represented background. This method of adding noise was espe-
cially chosen to make the edges of vessels ambiguous in the ground
truth, as vascular edges are most prone to mislabeling.(A) Qualitative
comparison of segmentation performance with various levels of label
noise (MIPs 566 − 606µm). The top row represents results from our
DNN without TV-regularization (α = 0), while the bottom row repre-
sents our DNN with TV-regularization. (i) The baseline performance
where no label noise has been added to the ground truth. (ii-iv) Label
noise is progressively increased from 25% to 75%. The results with-
out TV-regularization deteriorate significantly, while the DNN with
TV-regularization is visibly more robust, even in the case of 75% la-
bel noise. (B) The quantitative analysis also supports the qualitative
comparison between TV and no-TV segmentation; and demonstrates
that TV-regularization imparts robustness to label noise. . . . . . . . 107
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5·6 Generalization capability of our segmentation method. Our
DNN is optimized for robustness to inter-microscope variability. We
train our DNN on data from one 2PM setup and test on an angiogram
acquired on a different setup, demonstrating good segmentation qual-
ity. (A) 3D renderings of the segmentation maps. (B-D) Maximum
intensity projections (MIPs) of vascular segmentation overlaid on 2PM
measurement, shown for lateral x-y cross sections. Each MIP repre-
sents 20 discrete slices along the z-axis. Our method has good qualita-
tive performance with well connected vasculature and apt segmentation
for both large and small vessels, demonstrating its ability to generalize
to other 2PM imaging setups without retraining. For comparison, the
supervised learning method by Damseh et al. [35] is unable to generalize
well, and the resulting segmentation is not well connected. (E) MIPs
for longitudinal x-z cross sections, each representing 20 discrete slices
along the y-axis. Our method computes comparatively better segmen-
tation in the challenging region below the large pial-vessel where image
contrast is low due to occlusion. . . . . . . . . . . . . . . . . . . . . . 108
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5·7 Graph extraction from 3D segmentation. The mathematical
graph of the vasculature, comprising of nodes connected via edges,
was computed from the segmentations in Figure.5·3. (A) Qualitative
comparison of graph extraction performance. (i) 3D view of the graphs,
depicted as vascular center lines in the volume. (ii-iv) MIPs of graphs
overlaid on 2PM measurement, each MIP representing 20 discreet slices
along z-axis. Graph extraction from our segmentation is qualitatively
better compared to other methods, especially at increased depth. (B)
A comparison of metrics demonstrates that the graph computed from
our segmentation is quantitatively most similar to the graph from the
ground truth segmentation. . . . . . . . . . . . . . . . . . . . . . . . 110
5·8 Graph extraction from the 3D segmentation map. The math-
ematical graph of the vasculature was computed from the segmenta-
tion, comprising of nodes connected via edges. (A) 3D view of the
graphs, depicted as vascular center lines in the volume. (B-D) MIPs of
graphs overlaid on 2PM measurement, each MIP representing 20 dis-
creet slices along z-axis. (E) Longitudinal x-z MIP overlays, each MIP
representing 20 discreet slices along y-axis. Graph extraction from our
segmentation is qualitatively better compared to other methods, espe-
cially below the large pial vessel where measurement contrast is low,
and for deep vasculature. . . . . . . . . . . . . . . . . . . . . . . . . . 111
5·9 Training and testing data used in our experimentation. (A-E)
2PM measurements and annotated ground truth segmentation pairs
for 5 angiograms from setup 1. (F) 2PM measurement from setup 2. . 113
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5·10 Data pre-processing: intensity scaling. (A) Histogram for the
angiogram from setup 2. (B) Histogram in (A) after linear scaling.
Scaling is performed on data by multiplying the angiogram with a
constant factor to make the intensity scale similar to data from setup
1. (C) Histogram for the test mouse from setup 1. The intensity
scale is significantly different from (A) due to difference in bit-depth
of camera between setups 1 and 2. (D) Overlay of (B) and (C). The
intensity scales between data from setup 1 and 2 become similar after
linear scaling on data from setup 2. . . . . . . . . . . . . . . . . . . . 115
5·11 Data pre-processing: denoising. (A) 2PM inherently suffers from
signal degradation with imaging depth. (B) Subtracting from each 2D
image in the 3D stack, its median value, visibly improved the quality
of the angiogram. (C) 3D median filtering on the angiogram with a
3× 3× 3 window significantly reduced background noise. . . . . . . . 116
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5·12 Effect of different steps of preprocessing on segmentation qual-
ity. (A) Without any preprocessing on data from setup 2, the segmen-
tation suffers from significant artifacts. (B) Applying linear scaling im-
proves the number of vessels recovered in the segmentation. However,
there is a significant number of false positives on vessel boundaries,
leading to many adjacent vessels being joined together in the segmen-
tation map. (C) Application of slice-wise median subtraction and 3D
median filtering, jointly referred to as ’denoising’, further improves the
segmentation. Even though the challenging region behind the large
pial vessel does contain missed vessels in this case, we do achieve sig-
nificantly better distinction of vessels in the segmentaiton. Note that
in all cases above, we use the DNN trained with the loss described in
Eq.(3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5·13 Deep neural network architecture. Our network is designed to be
fast and generalizable with good segmentation accuracy. The network
is end-to-end 3D taking into account 3D context. Skipped connec-
tions forward high-resolution features. Batch normalization improves
generalizability and convergence speed, and the number of layers and
weights are chosen so as to minimize processing time and over fitting,
while maintaining segmentation accuracy. . . . . . . . . . . . . . . . . 119
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5·14 Ablation of TV and preprocessing for segmentation Here we
compare the performance of our DNN with and without TV regular-
ization in the loss function, and two levels of preprocessing. (A) Here
only linear scaling is performed on the input angiogram before seg-
mentation with a DNN trained without TV. There are a significant
number of missed vessels especially in the region below the large pial
vessel. (B) Here complete preprocessing is performed on the input
angiogram including linear scaling and denoising, before segmentation
with a DNN trained without TV. (C) Here TV is added to the DNN
loss, in addition to performing preprocessing on the input angiogram,
and we see that the segmentation quality is significantly improved.
Since this segmentation is on an anigogram from setup 2, it also points
towards improved generalization as a result of TV regularization. It is
noteworthy that without any preprocessing at all, i.e. no linear scaling
and no denoising, the network output without TV regularization was
majorly all zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5·15 Effect of total variation (TV) regularization on segmentaion
performance. (A) Without any regularization (α = 0), we observe
visible noise in the background, and non-smooth vascular boundaries.
When the regularzation parameter is set very high, the segmentation
has many missed vessels as the DNN tries to minimize TV. In the opti-
mal TV range, the segmentation quality is the best, both quantitatively
and qualitatively. (B) We present the quantitative segmentation qual-
ity as a function of the TV parameter α, using Jaccard index, and
Hausfdorff distance, as metrics. We find the optimal range of α to be
about 1× 10−9 to 5× 10−9. . . . . . . . . . . . . . . . . . . . . . . . 121
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5·16 Effect of L2 regularization (weight decay) on segmentaion per-
formance. (A) Without weight decay (γ = 0), we observe sub-par
segmentation performance and a significant number of missed vessels.
When γ is set very high, the weights are unable to optimize, resulting
in bad segmentation performance. In the optimal range of γ, we obtain
best segmentation performance. (B) We present the quantitative seg-
mentation quality as a function of weight decay, using Jaccard index,
and Hausfdorff distance, as metrics. We find the optimal range of γ to
be about 5×10−3 to 1×10−2. (C) Here we compare segmentation maps
for the angiogram from setup 2, with and without weight decay. We
see that weight decay significantly improves the segmetnation quality,
and thus improves the generalization ability of the DNN. . . . . . . . 122
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Since the dawn of humanity, we have relied on our physical senses to observe the vast
world around us. This has led to the development of our complex sensory system [64],
in which vision can be argued to be the most dominant [70, 44]. However, despite
its complexity, human vision still poses fundamental limitations in its spatial and
temporal resolutions [58, 13], visual field of view [36], and visible wavelengths [92] for a
diverse set of specialized applications where these parameters are critically important,
such as the exploration of astronomical bodies in the sky [126], and the observation
of microscopic and subatomic particles [99, 22]. In order to aid us in such endeavors,
we have developed various tools to help expand the spectrum of our visibility. These
tools were initially mostly limited to conventional imaging systems, in which the
desired image of interest is directly obtained from a set of optical elements, such as in
an optical telescope [72], or optical microscope [18]. However, with the exponential
growth of electromagnetic devices and computing hardware in past decades, we have
increasingly started to rely on ‘computational imaging’ (CI), in which the goal is
no longer to obtain the final image of interest directly, but instead to co-design the
imaging hardware and a processing algorithm, which can work together in conjunction
with each other to provide us the final image [71].
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CI systems leverage the integration of sensing and computation to enable access
to information which was not possible otherwise [2]. However, this tight hardware-
software coupling also means that each CI system is tailored for a very specific goal.
As a result, a broad array of CI systems has been developed to enable a multitude of
applications, ranging from radio [3, 103] and optical [146, 9] imaging, to X-ray [49, 31]
and gamma-ray [32, 116] imaging.
One particularly useful application enabled by CI is the localization of objects in
3D space using digital holography (DH) [127]. DH is a lenseless imaging technique
in which the 3D structural information of an object is encoded in the form of a
2D interferogram, also known as a hologram. This is done by first illuminating the
object with a coherent beam of light, also called the reference beam, which scatters
off from the 3D object, and directed to a photoelectric sensor (such as a CMOS).
The unperturbed reference beam is also directed to the same sensor usually via a
different optical path, where its interference with the scattered light is recorded in
the form of a hologram [112, 105]. One can then use the measured digital hologram,
and prior information about the reference beam, to digitally reconstruct the physical
3D object [33, 60, 141].
One drawback of DH is that it generally requires a relatively complicated setup
with careful calibration of two optical paths, one for the scattered beam, and the other
for the reference beam. This limits the adaptation of DH for many practical applica-
tions where hardware simplicity is important. However, this challenge is circumvented
by an alternative technique called digital inline holography (DIH), which is an alter-
ation of DH that removes the need for a separate reference-illumination arm in the
optical system, making it much easier to set up and calibrate. A schematic for DIH is
shown in Figure 1·1. It comprises of an object under generally a plane wave illumina-
tion, followed by in-line recording of the scattered field on a CMOS sensor, also known
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as a digital hologram. This hologram can be used to numerically estimate the 3D ob-
ject. Due to its in-line geometry and the lack of a separate reference-illumination arm,
Incident field 3D object Measurement
CMOS sensor
Figure 1·1: Digital in-line holography schematic. A digital in-line
hologram is recorded that encodes information about the physical struc-
ture of a 3D object.
DIH does pose its own set of challenges, for example the twin image problem, in which
the reconstructed object is obscured by its unwanted out of focus twin image [136].
However, such artifacts can be mitigated with various numerical and experimental
techniques [79, 171, 77]. As a result, DIH has demonstrated great utility for nu-
merous practical imaging applications [171], in which of particular interest is the 3D
localization of discrete scatterers [171, 77, 172, 19, 147, 29, 25, 159, 129, 142, 164].
In such applications, the hologram records defocused information about every scat-
terer, since they are typically located some distance away from the sensor as shown
in Figure 1·1. The task of reconstruction is then to find the in-focus information, and
subsequently identify the 3D location of every scatterer.
Traditionally the holographic 3D reconstruction was performed using the back-
propagation method [171, 77, 172], in which the hologram is convolved with a stack
of depth-dependent point spread functions representing free-space propagation [16].
This results in a focal stack, in which each plane contains in-focus scatterers at the
associated depth, as well as diffraction artifacts from out-of-focus scatterers. The
isolation of in-focus scatterers from the background, however, is challenging due to
severe out-of-focus artifacts, especially at increased scatterer concentrations [25, 142]
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and greater imaging depth [142, 164]. This challenge is addressed by compressive
holography (CH) [19, 119], in which prior information about the object’s sparsity is
exploited for better scatterer localization, in conjunction with a mathematical model
of light scattering and hologram formation, also known as the forward model. In order
to perform the reconstruction with CH, an optimization procedure is carried out that
iteratively reduces the difference between the recorded hologram, and the mathemat-
ically simulated hologram from the forward model, while applying sparsity-enforcing
constraints on the object at every step [12, 10, 11]. As a result, CH demonstrates
significantly better 3D localization compared ot the backpropagation method.
Despite significant improvement over the traditional methods, CH based tech-
niques are still limited by the accuracy of the forward model. If the forward model
does not accurately simulate the hologram formation process, the reconstruction ac-
curacy will also be limited [142, 164, 19]. CH based methods generally employ linear
forward models that assume single scattering. Under this assumption, only the first-
order scattering between the scatterers and the sensor is accounted for, and higher-
order scattering among the scatterers themselves, also known as multiple scattering, is
generally ignored. While such an assumption is reasonable for weakly scattering sam-
ples, it becomes increasingly inaccurate as the object’s scattering strength increases,
and multiple scattering becomes non-negligible.
In this thesis, we devise methodologies to overcome the aforementioned limitations
in existing CH frameworks in the context of large-scale particle 3D localization from
DIH. We demonstrate that by incorporating multiple scattering into the forward
model, particle localization performance can be significantly improved. Computing
multiple scattering is very computationally demanding, which is one of the reasons for
its lack of widespread usage for large-scale 3D DIH applications. We therefore focus
on devising computationally efficient techniques for computing multiple scattering in
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a scalable manner for large-scale 3D samples. These advancements are detailed in
Chapters 2 and 3.
Next we address a challenge faced by many CI applications, including DIH, related
to the removal of scattering artifacts. Specifically, deep learning (DL) has shown to
be the state-of-the-art in many descattering applications [84, 90, 120]. However, an
outstanding challenge is that if the range of scattering artifacts is very broad, it
is generally required to train multiple descattering deep neural networks (DNNs),
each for a narrow band of scattering levels [138]. Training only one DNN for all
scattering levels generally results in inferior descattering performance [84]. In this
thesis, we address this issue by presenting a novel DL framework that can adapt itself
to the level of input scattering. Thus, removing the need of training multiple DNNs,
while demonstrating state-of-the-art descattering performance. We demonstrate our
framework for the application of particle 3D localization on a DIH setup. The details
of this work are presented in Chapter 4.
In Chapter 5, we consider the problem of 3D segmentation and localization of
blood vessels from large-scale two-photon microscopy (2PM) angiograms of the mouse
brain. 2PM is a widely adapted imaging modality for 3D neuroimaging. The local-
ization of brain vasculature from 2PM angiograms, and its subsequent mathematical
modeling, has broad implications in the fields of disease diagnosis and drug develop-
ment [14, 42, 7, 26]. The first step in the localization process is generally segmentation
of 2PM angiograms, in which blood vessels are separated from the background tis-
sue. However, despite recent advancements, the segmentation and localization of
blood vessels from 2PM angiograms remains problematic, especially for deep vascu-
lature [145, 35, 54, 53]. This is due to the rapid decay in the 2PM signal quality with
increase in imaging depth [99]. Because of this reason, state-of-the-art methods for
2PM vascular detection have been limited to only shallow vasculature close to the
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cortical surface [54, 53]. We overcome this challenge by introducing a high through-
put DNN, which not only is able to localize much deeper vasculature compared to
existing methods, but also does so with greater accuracy and speed.
Finally, we summarize our findings presented in this thesis in Chapter 6, and






DIH based particle 3D localization is fundamental to many applications, such as
biological sample characterization [101, 137], flow cytometry [27, 46], fluid mechan-
ics [130, 147], and optical measurement [111, 128, 135]. Reconstructing dense samples,
however, still remains challenging [25]. The traditional backpropagation method [147]
can only handle low particle density [25]. CH based on the first Born approxi-
mation [16] significantly improves upon backpropagation by imposing sparsity con-
straints [19, 119]. However, it suffers from an underlying single scattering assumption,
which becomes invalid at high particle densities where multiple scattering effects be-
come significant. In this work, we propose, for the first time to our knowledge, a
framework that accounts for multiple scattering in in-line digital holography, and en-




Multiple scattering induces a nonlinear relation between the permittivity contrast
and the scattered field, making it difficult to invert [16]. Many algorithms have been
proposed to solve the inverse multiple scattering problem and demonstrated improved
performance over single-scattering methods, such as iterative Born series [28, 23, 66,
149, 113], contrast source inversion [155, 156, 154], modified gradient [75, 74], series
expansion with accelerated gradient descent on Lippmann-Schwinger equation [89,
94], and hybrid methods [110, 87, 131, 102]. However, computational challenges
restrict them to be demonstrated only for small-scale problems. This is because
modeling multiple scattering necessitates computing the internal scattered field within
the object volume. Furthermore, the effectiveness of existing multiple scattering
methods has been demonstrated only under multi-shot tomography. While multiple
measurements do alleviate the ill-posedness of the inverse problem, they also increase
acquisition time and system complexity. Therefore, it is of interest to investigate if one
can exploit multiple scattering using only a single-shot measurement. In this work,
we demonstrate successful inverse multiple scattering for large-scale problems and
reconstruct 100 million voxels from a single 1-megapixel in-line hologram. We show
that even under such highly ill-posed conditions, inversion of multiple scattering is still
possible and can be used to improve results compared to single scattering techniques.
To calculate multiple scattering, we build our model based on the Born series ex-
pansion [16]. To make it computationally efficient, we take a multislice approximation
by discretizing the 3D object volume into a series of 2D thin axial slices. At each
slice, each object voxel takes a uniform refractive index value. Between neighboring
slices, the uniform background medium is assumed. By adjusting the voxel size and
inter-slice distance, our model allows flexibly trades off computational complexity
for model accuracy. At the limit when the voxel size equals the inter-slice distance,
our discretization reduces to the existing approaches in [28, 23, 66]. Our computa-
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tional structure closely resembles the multislice model [148, 67, 68]. However, the
proposed model computes both forward and backward scattering, whereas the latter
only accounts for forward multiple scattering.
To compute multiple scattering, we introduce a novel 3D-to-3D operator to effi-
ciently evaluate the internal scattered fields within the volume. The computational
framework discretizes the 3D object as a set of 2D slices, and multiple scattering
is modeled as recursive propagation among them. Starting from the initial field,
each subsequent recursion estimates the next higher-order scattering term within the
object volume. This process can be carried out up to an arbitrary order until the
field converges to a steady-state. To evaluate the convergence, we adapt a metric
derived from the residual error of the internal field [155, 89]. Next, we devise a 3D to
2D operator that computes the external scattered fields by propagating the multiply
scattered internal 3D field to the 2D sensor plane. Finally, the intensity measured
by the hologram is the interference between the scattered and the unscattered fields.
This further complicates the model by introducing the “twin image” problem [51]. If
only single scattering is considered, our model reduces to linear compressive holog-
raphy. [19]. As a result of multiple scattering computation, the hologram encodes
information about the high-angle scattering within the volume, which is otherwise ig-
nored in single scattering based methods. We show that this extra information leads
to better recovery of the scatterers, in particular at larger depths.
To solve the inverse scattering problem, we derive an optimization procedure that
iteratively minimizes the data-fidelity term measuring the difference between the es-
timated and measured holograms, and imposes a sparsity-promoting regularization
on the object. The overall structure of the algorithm follows the proximal gradient
method [108]. The key ingredient is the gradient computation of the data-fidelity
term. Conveniently, our recursive forward model leads to a similarly structured re-
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cursive gradient computation. Further exploiting the convolution structure in the
scattering operators, the algorithm is implemented using efficient fast Fourier trans-
form (FFT) based computations.
Distinct from prior Born-series based models [28, 23, 66, 149, 113], we do not
directly measure the full complex field. The effect of sparsity regularization to the
twin image artifact has been studied using single scattering [19, 177] and 2D multiple
scattering models [110]. Here, we show that the sparsity is also effective in suppressing
twin image artifacts under 3D multiple scattering models.
An important feature of our multislice-based framework is that the 3D object can
be flexibly estimated with any desired number of axial slices, as set by the targeted
resolution. In particular, we show that it is possible to use much fewer axial slices
to achieve high localization accuracy while still exploiting the extra information con-
tained in the multiple scattering. This allows us to handle much larger scale problems
with reduced computational cost as compared to existing techniques that are often
limited by fine sampling requirements.
Single scattering based methods tend to underestimate the refractive index con-
trast. This underestimation can be mitigated by incorporating multiple scatter-
ing [149, 89, 88, 85]. We show this effect using our multislice based approach in
single-shot DIH, and demonstrate improved particle localization and axial resolution
under multiple scattering.
Next, we demonstrate the localization accuracy of our method by imaging 3D
distributed particles in water at various densities in both simulation and experiment.
To facilitate quantitative comparison of different methods, we use a classification
framework and use the receiver operating characteristic (ROC) curve to determine
each method’s best performance. At low particle density, our multiple scattering
model converges to the single scattering solution as expected, since the information
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is dominated by the first order scattering. At high particle density, our model largely
improves the accuracy since multiple scattering becomes more significant. We observe
that the localization accuracy is highly depth-dependent. Following the classification
framework, we use the dice coefficient [123] to quantify the localization result slice by
slice. We show that our multiple scattering model provides greater improvement at
larger depths.
Figure 2·1: In-line holography with multiple scattering. (a) A plane-
wave is incident on a 3D object containing distributed scatterers. The
field undergoes multiple scattering within the volume, then propagates
to the image plane. A hologram is recorded, which is then used to es-
timate the unknown scatterers’ distribution. (b) An inline holography
setup is used that consists of a collimated laser for illumination and a
4F system for magnification. (c) The raw data is a single hologram.
(d) The reconstruction implements a nonlinear inverse multiple scat-
tering algorithm. [1] (e) The output estimates the 3D distribution of
the scatterers.
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2.2 Theory and method
2.2.1 Recursive-Born forward model
Consider the imaging geometry in Figure 2·1(a). An in-line hologram Im at the
measurement plane can be written as
Im(x0) = |uin(x0, 0) + E(x0, 0)|2 = |uin|2 + 2uinRe{E}+ |E|2, (2.1)
where E is the scattered field on the measurement plane, uin is the incident plane wave
and is assumed to be real on the hologram plane (z0 = 0) without loss of generality,
x0 = (x0, y0) represents the transverse spatial coordinates on the hologram plane.
The self-interference term of the scattered field |E|2 is ignored; the validity of this
assumption is discussed in Sec. 2.3.2. From Eq. (2.2), the scattered field and its “twin-
image” contribution is related to the measured hologram after background removal
by
Re{E(x0, 0)} =







The background-removed hologram thus represents the real component of the scat-
tered field at the measurement plane, and is given as Ibr(x0) = (Im(x0)−|uin|2)/2uin.
To model the hologram resulting from multiple scattering up-to the Kth order, we






′, z′)h(x0 − x′,−z′)d2x′dz′, (2.3)




′, z′)h(x− x′, z − z′)d2x′dz′, (2.4)
where h is the 3D Green’s function and uK(x
′, z′) is the Kth order multiply scattered
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Figure 2·2: Illustration of the 3D internal scattered field operator G
in Eq. (2.6). (a) Each object slice f is first voxel-wise multiplied by
the lower order scattered field uk-1; it is then propagated to every other
slice within the volume. (b) This computed scattered field usk is added
to the incident-field uin to obtain the next higher-order Born-field uk.
This process is recursively applied to compute the multiply scattered
field within the volume.
field within the volume Ω. This mathematical model is based the scalar Helmholtz
equation [16], and polarization effects are neglected. This internal field is computed
recursively within the support Ω using the Born series [Eq. (2.4)]. The permittivity
contrast f is related to the refractive index by f(x′, z′) = k
2
4π
(n2(x′, z′)− n2med) [16],
where nmed is the index of the homogeneous background medium, and k is the wave
number in free space. For simplicity, f is assumed to be real valued and absorption
effects are ignored. We note that the spatial coordinates associated with the object are
within the 3D support: (x, z) ∈ Ω, (x′, z′) ∈ Ω; whereas the hologram is measured
outside the support: (x0, z0) /∈ Ω. To compute higher order scattering, the initial
condition is u0(x, z) = 0, and k = 1, 2, ...,K indexes the scattering order. When
K = 1, u1(x, z) = uin(x, z) is the incident field [from Eq. (2.4)], and Eq. (2.3) reduces
to the first-Born approximation that linearly relates the object to the singly scattered
field. When K = 2, this relation becomes nonlinear and the second order multiple
scattering is taken into account via modeling of the additional interaction between
the object and the field within the volume. For larger K, the approximation becomes
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more accurate by accounting for K-order multiple scattering.
Equations (2.3) and (2.4) can be discretized to get the following recursive forward
model
E = H diag(uK) f , (2.5)
uk = uin + G diag(uk−1) f , (2.6)
for k = 1, 2, ...,K. Here, f and uk have dimension (NxNyNz)×1, and E is (NxNy)×1.
Nx, Ny, and Nz are the number of pixels along the x, y, and z within Ω, respectively.
diag(u) represents a diagonal matrix with the vector u on the main diagonal.
We consider the 3D volume to be a set of discrete 2D slices along the longitudinal
axis. H and G are the scattering operators which represent propagation among the
object slices and to the hologram plane. H propagates the field from the object
support to the hologram plane. H = KHQ0B, where B = bldiag(K, ..,K) is a
block-diagonal matrix. K and KH are the 2D DFT and the inverse 2D DFT matrices
respectively, each with dimension (NxNy)×(NxNy). Q0 = [L0−1 L0−2 ... L0−Nz ], where
Lz′−z is a diagonal matrix representing the discrete transfer function that performs
propagation between two slices, from the slice z to z′. This treatment of the H
operator is similar to that in [19]. G is the multiple scattering operator that performs
propagation from the object volume to within itself (Figure. 2·2). G = BHRB,
where R = [Q1,Q2, ...,QNz ] and Qm = [Lm−1 Lm−2 ... Lm−Nz ]. R has the dimension
of (NxNyNz) × (NxNyNz), and contains transfer functions that propagate the field
from each slice to every slice within the support. There are two methods of computing
the elements in the transfer function Lz′−z having dimension (NxNy) × (NxNy), the
direct and the angular spectrum methods [96]. We use the direct method, in which
the Green’s function h(r) = exp(ι̇k|r|)
/
|r| is sampled in the spatial domain, followed
by slice-wise 2D FFT, where r = (x, y, z).
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An important numerical treatment to h(r) is around the singularity at |r| = 0. We
adopt the technique in [174, 153] and consider a spherical exclusion zone around |r| =
0 of radius a, inside which the Green’s function is assumed to take a constant value.
Effectively, this assigns an “averaged” Green’s function value around the singular
region. Empirically, we found that at low refractive index, the choice of a does not
significantly affect the result as long as the center voxel (at |r| = 0) is excluded.
For high refractive index, a highly affects the convergence of the forward model. We
set a to match the largest expected radius of the particles. This means that the
strong multiple scattering inside each individual particle cannot be reliably modeled
at high contrast; hence it is ignored. Only particle-particle interactions are modeled.
Correspondingly, during the inversion, a sets the largest particle size that can be
recovered by our model for high index particles.
2.2.2 Inverse optimization approach
To estimate the object f from the holographic measurement, we need to solve Eqs. (2.5,
2.6). Unlike traditional digital holography, this problem is nonlinear when K > 1.
We devise an inverse scattering algorithm [38, 39] that minimizes a cost function C(f)





{D(f) + τ‖f‖TV}, (2.7)
where D(f) = 1
2
‖Ibr − Re{Eest}‖2 is the data fidelity term in which Ibr is the real-
valued measured hologram after background removal, and Eest is the complex-valued
scattered field estimate from our model [Eq. (2.5)]. Re{Eest} provides an estimate for
Ibr [Eq. (2.2)], ‖ · ‖ represents the L2-norm, F is the convex set that constrains the
object to be nonnegative, and τ is the regularization parameter that is empirically












|[Dxf ]n|2 + |[Dyf ]n|2 + |[Dzf ]n|2, (2.8)
where D : RN → RN×3 is the discrete gradient operator with matrices Dx, Dy, and
Dz denoting the finite difference operations along x, y, and z directions, respectively.
The minimization in Eq. (2.7) is implemented via the proximal-gradient method
[10], in which the tth iteration is written as
f t ← proxτTV
(













‖f − g‖2 + τ‖f‖TV
}
is the proximal operator for TV
minimization [65], and α is the step size set via backtracking line search [4]. The
initialization is f0 = 0.





















for k = 1, 2, ...,K. Here, r = Re{Eest} − Ibr is the residual, AH and A represent
the Hermitian and complex conjugate of the matrix A, respectively. The recursion is
initialized with ∂u0/∂f = 0. Brute force evaluation of the gradient is highly compu-
tationally intensive for large scale problems, with each vector having more than a few
million elements. We devise a computationally efficient implementation by making
use of the FFT based structures in G and H operators. This algorithm extends the
framework in [66] on small-scale 2D to large-scale 3D problems, and further demon-
strates reconstruction from intensity-only as opposed to full-field measurements.
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2.3 Results
We test our model on both simulations and experiments. In our experiment, the inline
holography setup uses a linearly polarized HeNe laser (632.8nm, 500:1 polarization
ratio, Thorlabs HNL210L) that is collimated for illumination [Figure. 2·1(b)]. A 4F
system with a 20× objective lens (0.4NA, CFI Plan Achro) and a 200mm tube lens is
used to collect the scattered field with the Nyquist sampling requirement satisfied. A
CMOS sensor (FLIR GS3-U3-123S6M-C) is used to capture the holograms. The ob-
ject consists of polystyrene microspheres with nominal diameter 0.994 µm± 0.021µm
(Thermofisher Scientific 4009A) suspended in deionized water. The suspension is held
in a quartz-cuvette with inner dimensions 40 × 40 × 0.5 mm3. We are interested in
localizing the individually suspended scatterers. A shutter speed of 5ms was used and
found to be sufficiently fast to capture the holograms without any motion artifacts
from suspended particles. The illumination beam diameter is less than the width of
the cuvette, while larger than the CMOS sensor area to avoid edge artifacts. The
front focal plane of the objective lens was set just outside the inner wall of the cuvette
for hologram recording.
Importantly, Eq. (2.6) requires computation of high-angle multiply scattered field
propagating within the volume; thus the internal field needs to be sampled at the
Nyquist rate λ/2. In our system, the camera’s pixel-size is 3.45µm, and the effective
lateral sampling size after magnification is δx = δy = 172.5nm. This satisfies the
sampling requirement in the medium, where the wavelength is λ = 630nm/nwater =
473.7nm. We set the voxel size along axial direction δz = 172.5nm, such that the
the voxels are cubic. The spacing between slices is assumed to contain uniform
background medium, and is set to be 5µm, approximately matching the system’s
axial resolution of λ/(1 −
√
1− NA2) = 5.7µm. During the computation, 2× zero-
padding is used in all FFTs to avoid boundary artifacts. We demonstrate large-scale
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inverse scattering that reconstructs 100 million voxels in a 176×176×500µm3 volume.
For large-scale simulation, we model the system parameters to approximately
match the physical setup. On such a scale, rigorous solutions like finite difference
time domain (FDTD) are computationally prohibitive, and sample complexity makes
analytical solutions like Mie theory, nontrivial. We first study the effect of multiple
scattering on simulated holograms using 3D SEAGLE [89], which is an accurate for-
ward model that incorporates multiple scattering, including scattering within each
particle. It is based on a rigorous optimization procedure that solves the Lippmann
Schwinger equation. We further simulate the hologram at high particle densities using
our model with a sufficiently high scattering order, e.g. K ≥ 10, such that the model
converges and the simulated field closely estimates the actual. In order to validate
the convergence, we present an evaluation metric and show that the model converged
within the first few scattering orders for all tested scenarios. Improvement of our
method compared to single scattering is presented quantitatively.
The Boston University Shared Computing Cluster (SCC) was used for all com-
putations. The average times of computing one iteration for the single and multiple
scattering models on a 512× 512× 50 grid were 58 and 257 seconds, respectively. All
reconstructions were run for 100 iterations. In what follows, we present our findings.
2.3.1 Effect of multiple scattering in small-scale inversion: a
multislice based approach
It has been shown that in the presence of strong multiple scattering, the single scatter-
ing models underestimate the permittivity contrast [149, 89, 88]. Here we validate our
model on a small-scale simulation and make similar observation by showing that the
underestimation is mitigated as multiple scattering is incorporated in the inversion.
The utility of our multislice based computational approach is also demonstrated, in
which the number of axial slices can be arbitrarily chosen in the inverse reconstruction.
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Figure 2·3: Small-scale multiple scattering inversion. (a) An accurate
3D forward model is used to simulate the hologram. (b) Multislice 3D
reconstruction is performed from a single simulated measurement using
our method. The number of slices in the inverse reconstruction can be
flexibly chosen. (c) Full 3D inversion is performed by reconstructing all
axial slices in the original object using our method. The multiple scat-
tering method outperforms the single scattering method by providing
both more accurate permittivity contrast estimation and improved op-
tical sectioning. (d) Our multislice approach enables 3D reconstruction
using a much reduced number of slices while still maintaining the ben-
efit of incorporating multiple scattering. Reconstruction using only 3
slices are compared to demonstrate the improved localization capability
by our method.
Effectively, we approximate the 3D object with a fixed number of slices, such that
the computation is tractable when expanding to large-scale problems.
We simulate a volume of 44× 44× 6.4µm3, discretized as a 256× 256× 37 object,
containing 8 spheres in water, each with refractive index n =1.43 and diameter 1 µm.
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In Figure. 2·3(a), we depict the central 6.2 × 6.2 × 6.4µm3 region of this object.
The multiple scattering is significant in the presence of occluding geometry along the
optical axis, and a refractive index contrast of δn = 0.1. It is known that occlusion
causes strong axial field coupling via multiple scattering between scatterers, which is
ignored by the first-order model [6]. We therefore expect that incorporating multiple
scattering will improve object estimation from the hologram.
An inline hologram is simulated at 5µm from the front slice using the SEAGLE.
The hologram is then inverted using our multislice-based method incorporating 1st,
2nd order scattering. The scattered intensity |E|2 is included when simulating the
hologram. During the inversion, this term is ignored following the procedure in
Sec. 2.2. Our results indicate that even under this approximation, our model sup-
presses the underestimation artifacts by incorporating multiple scattering.
In order to test the utility of our multislice-based approach, we perform recon-
struction for two cases. In the first case, we reconstruct all 37 slices for the object
[Figure. 2·3(c)]. The reconstruction based on the 1st order scattering underestimates
the refractive indices. We attribute this artifact to the strong axial coupling via mul-
tiple scattering between the occluding particles, which is ignored by the 1st order
model. The underestimation is mitigated when 2nd order scattering is included in the
inverse model.
In the second case, we estimate the object using only three slices to perform the
inverse scattering reconstruction [Figure. 2·3(d)]. The reconstruction in this case ap-
proximates the 3D object comprising of three discrete slices. We observe that our
method is able to detect the eight spheres as disks at the correct axial locations
corresponding to the centers of each particles. When using only three slices in the
reconstruction, the model has less number of slices to create the same effect at the
measurement plane as the 37-slice ground truth object. In order to compensate for
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this, the reconstructed scattering density can be approximated as the integrated per-
mittivity contrast along the optical axis, while still correctly localizing the particles.
In the 1st order result, we observe smaller contrast and worse axial sectioning. The 2nd
order multiple scattering improves the contrast as well as axial sectioning, resulting
in better localization capability.
2.3.2 Large-scale inversion of multiple scattering:
simulation
Next, we demonstrate the inversion of multiple scattering from single-shot measure-
ment in large-scale. For this purpose, we design a simulation which involves estimat-
ing the concentration of particles in a suspension from its inline hologram. We show
that our multiple scattering model improves the accuracy in estimating the particle
density, particularly at larger depths.
The simulated volume is 88 × 88 × 250µm3, discretized on a 512 × 512 × 50
grid, in which disk-shaped scatterers of 1 µm diameter and constant refractive index
are suspended randomly in water, in varying densities. The disk shape may not
represent actual spheres, as would be in the real application, however it is taken as
an approximation due to stringent sampling requirements for such a large volume.
We consider two values of the refractive index contrast δn = 0.01 and 0.19. For
each volume, we first simulate holograms using 20th order scattering, followed by the
reconstruction using 1st and 2nd order models. The particle density is estimated for
each reconstructed volume using the ImageJ 3D objects counter toolbox [15]. The
optimal threshold parameter used for calculating the density is determined using the
ROC.
As a measure of particle density, we consider the geometric cross-section Rg, which
corresponds to the fraction of the hologram area directly occluded by the scatterers,
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Figure 2·4: Effect of particle density on the scattered intensity term
|E|2 contribution in the hologram. (a) Contribution is negligible com-
pared to the hologram for low particle densities, and becomes gradually
important as the particle density increases. (b) The ratio of between
the total intensity of the hologram and the |E|2 terms for all values of
Rg tested in the simulation. For Rg ≤ 0.1, the total intensity of the
hologram is at least an order of magnitude larger than the |E|2 term.
defined as
Rg =
total cross-sections of all scatterers





where Np represents the total number of scatterers in the volume. This metric is
valid for scattering domains which are not very thick, as in our case. For a collec-
tion of identical particles suspended in a homogeneous medium, the geometric and
scattering cross-sections are directly related [61], in which the latter is a direct mea-
sure of the fraction of the incident light scattered by an object. For higher values
of Rg, we thus expect greater contributions of multiple scattering. From the signal
processing perspective, Rg also measures the sparsity of the problem as it approxi-
mates the ratio between the number of nonzero unknowns to the number of measure-
ments. The values of Rg tested are 0.01, 0.02, 0.05, 0.1, 0.2 and 0.4, corresponding
to Np = 100, 200, 500, 1000, 2000, and 4000, respectively. We simulate five random
object volumes for each value of Rg and refractive index contrast, and report the
mean statistics of the reconstructions in Figure. 2·5.
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Figure 2·5: Validation of our multiple scattering method on large-
scale simulation. (a) Convergence properties of the forward model are
studied under varying particle densities. Higher-order scattering is gen-
erally required for convergence when the object is strongly scattering.
In most cases studies, 2 orders of scattered field sufficiently capture the
majority of the contribution. (b) For higher refractive index contrast
(δn = 0.19), multiple scattering performs similarly to single scattering
for low concentration (Rg ≤ 0.02), and better than single-scattering
for 0.02 < Rg ≤ 0.1. Reconstruction fails for very high concentration
(Rg > 0.1), i.e. when the SNR drops below an empirically chosen value
of 1dB. The error in the predicted vs the ground truth particle concen-
trations also shows a similar trend. (c) For lower contrast (δn = 0.01),
multiple scattering contributions are negligible and both methods give
similar performance. (d) 3D rendering depicting localized particles are
shown for δn = 0.19 and Rg = 0.1. Both methods have similar perfor-
mance for slices close to the image plane, but our multiple scattering
model performs better at increased depths.
In Sec. 2.2.1, we assumed that the intensity of the scattered field |E|2 is negligible
in the forward model. In this study, this assumption holds true when Rg ≤ 0.1,
where the contribution of |E|2 is at least an order of magnitude smaller than the
total intensity of the hologram [Figure. 2·4]. For higher particle density, |E|2 becomes
increasingly significant, which leads to greater model error.
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For the series expansion approach used in our model, it is important to evaluate its
convergence. In Figure. 2·5(a), we present the convergence properties of the forward
model under our experimental conditions. While in general higher-order terms are
required for convergence under stronger scattering, the 2nd order scattering is sufficient
for most of the cases studied. Our convergence metric e is defined by the residual
error of the field within the 3D volume [155, 102, 89], as
e = ‖AuK − u0‖, (2.13)
where A = I − Gdiag(f). This convergence metric essentially measures the self-
consistency of the total internal field [89]. For K-order scattering, it computes the
norm of the residual contribution from (K+1)-order scattering, which must approach
zero in the case of convergence.
Next, we evaluate the reconstruction accuracy by measuring the signal to noise
ratio (SNR)






where ftrue and f̂ are the true and estimated objects, respectively. For higher index
contrast (δn = 0.19), our multiple-scattering model performs consistently better than
the single-scattering model for all densities tested [Figure. 2·5(b,c)]. Generally, the
reconstruction performance from both methods drop as the density increases. We
attribute this to stronger higher-order scattering and decrease in the object spar-
sity. The stronger scattering introduces higher order nonlinearity through Eq. (2.6),
making the problem harder to invert. The decrease in object sparsity leads to an
effective smaller measurement-to-unknown ratio, further worsen the ill-posedness of
the problem.
For higher contrast (δn = 0.19), at low particle density (Rg ≤ 0.02), single and
multiple scattering methods perform similarly. This is expected since multiple scat-
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Figure 2·6: Reconstruction performance as a function of depth. (a)
Segmentation maps of reconstructed slices (zoomed-in 51x51µm2 re-
gions) at different depths (true positive: white, true negative: black,
false positive: green, false negative: pink). For object slices close to
the hologram, both multiple and single scattering methods provide high
accuracy. At larger depths, the accuracy deteriorates for both meth-
ods. Our multiple scattering method performs notably better at larger
depths for higher particle densities. (b) The slice-wise dice coefficient
plotted as a function of slice depth also indicates that the multiple
scattering model provides improved segmentation accuracy, especially
at greater depth. (c) The particle localization accuracy is quantified us-
ing the ROC curve. The curves corresponding to the multiple scattering
solutions consistently have larger areas underneath, indicating better
localization accuracy as compared to the single scattering method in
all cases studied.
terings are weak due to the small scattering cross section. For 0.02 < Rg ≤ 0.1, our
method outperforms the single scattering method, providing a better estimate of the
actual particle density. For Rg > 0.1, the SNR drops below 1dB, and we empirically
consider the reconstruction has failed [Figure. 2·5(b)].
For lower index contrast (δn = 0.01), both multiple and single scattering methods
perform almost identically for all densities tested, which indicates that the contri-
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bution from multiple scattering is negligible for low refractive index contrast [Fig-
ure. 2·5(c)]. 3D renderings and cross-sectional reconstructions at different depths are
depicted in Figure. 2·5(d).
The depth-dependent performance is highlighted in Figure. 2·6(a,b). Close to
the hologram plane (z = 5µm), single and multiple scattering reconstructions are
similar, and match the ground truth. At larger depth (z = 190µm), the single-
scattering reconstruction degrades and results in a large number of missing particles
[Figure. 2·6(a)]. Our multiple scattering model improves the localization at larger
depths. By treating particle localization as a binary classification problem, we use
the ROC curve to determine the optimal segmentation threshold when quantifying
the voxels reconstructed by each method [25]. This allows us to evaluate the localiza-
tion accuracy slice-by-slice, whose statistics are accumulated by five different object
volumes for each particle density. The statistic we use for comparison is the dice











where pi and gi each represents a voxel from the predicted and ground truth binary
segmentation volumes respectively and i indexes the voxels of each 3D volume. Con-
sistent with the visual inspection in Figure. 2·6(a), the dice coefficient clearly indicates
improvement at larger depth using our multiple scattering model [Figure. 2·6(b)]. In
addition, the area under each ROC provides a direct measure of the algorithm’s over-
all classification performance. Our results indicate that the multiple scattering model
consistently outperforms the single scattering method [Figure. 2·6(c)].
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Figure 2·7: Experimental validation of our method in large-scale. (a)
The multiple scattering model converges to a lower cost than the single-
scattering model for all concentrations indicating better fit to the cost
function. (b) The reconstructed particle density follows a trend similar
to the simulation where multiple-scattering performs better than the
single scattering method for Rg ≤ 0.1; both methods fail for Rg > 0.1.
(c) As Rg increases, the hologram gradually resembles speckle patterns,
as quantified by the contrast ratio (CR).
2.3.3 Large-scale experimental validation
Finally, we demonstrate our method on a set of large-scale experiments. We re-
construct over 100 million object voxels (1024 × 1024 × 100) from each 1-megapixel
hologram. Our multiple scattering model significantly improves the 3D localization
accuracy as compared to the BPM and single scattering methods. Notably, our ex-
perimental results closely match the simulation.
We prepare polystyrene microsphere suspensions, ranging from dense to sparse
concentrations via successive dilution, with corresponding Rg values of 0.4, 0.2, 0.1,
0.05, 0.0125, 0.0063. Five holograms are recorded at each concentration, and then
used for reconstructions and density estimation. Background subtraction is performed
on each hologram as a preprocessing step to remove static artifacts. The inversion
is performed using our method with second-order multiple scattering (K = 2), the
28
Figure 2·8: 3D visualization of the localized particles under differ-
ent concentrations from our experiment and their 200 × 200 lateral
cross sections at different depths. For low density, both multiple and
single scattering methods perform similarly. For high density, the un-
derestimation of particles from the single scattering method is clearly
visible, especially at increased depth. Our multiple scattering model
mitigates the underestimation as it accounts for the inter-coupling be-
tween particles whose strength increases as the depth. The traditional
backpropagation method is effective for low density, but completely fails
for high density and the reconstruction resembles speckles throughout
the volume.
single scattering method, and backpropagation.
First, we evaluate the results based on the optimization convergence cost [Fig-
ure. 2·7(a)]. The multiple scattering method converges to a lower value than single
scattering for all densities, indicating better fit to the cost function C(f). The cost
increases for both methods with Rg, depicting degradation of reconstruction with
increase in particle density.
Next, we assess the estimated particle density. Our multiple scattering model con-
sistently performs better than the single scattering model forRg ≤ 0.1 [Figure. 2·7(b)].
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For Rg > 0.1, reconstruction fails for both methods as also found in our simulation.
Hence, we use Rg = 0.1 as an empirical performance bound of our method for this
application.
Evidently, the recorded holograms gradually resemble speckle patterns as the par-
ticle density increases [Figure. 2·7(c)]. We quantify the hologram’s contrast ratio
(CR) at each density, which can be used as an alternative metric. The CR is calcu-
lated as the ratio of the standard deviation to the mean [61]. At the critical Rg = 0.1
concentration, the CR is around 0.335.
Finally, we closely examine the 3D reconstructions for Rg = 0.0063 and Rg = 0.1
[Figure. 2·8]. For the low density case, single and multiple scattering methods perform
similarly due to weak multiple scattering. For the high density case where multiple
scattering becomes significant, our method outperforms the single scattering model.
Particle localization degrades with increased depth; our multiple-scattering method
provides a more uniform estimation and better localization at increased depth, match-
ing our observations in the simulation. While backpropagation is able to reconstruct
individual particles at the low density, it completely fails for high density, and resem-
bles speckles extended across the object volume.
2.4 Conclusion
In this chapter, a new computational framework has been presented for utilizing mul-
tiple scattering in DIH for large-scale 3D particle localization. The model recursively
computes both forward and backward multiple scattering in a computationally ef-
ficient manner. Both simulations and experiments demonstrate the significance of
modeling multiple scattering in alleviating depth-dependent artifacts and improving
the 3D localization accuracy compared to traditional methods. This work opens up
new opportunities for large-scale imaging applications utilizing multiple scattering.
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The novel method proposed in this work provides a flexible framework for trad-
ing computational cost for model accuracy. Still, higher-order scattering calcula-
tion necessitates longer computational times, which is less appealing for applica-
tions requiring real-time reconstructions. To facilitate rapid volumetric estimation
without sacrificing accuracy, recent machine learning based inverse scattering ap-
proaches [139, 82, 84] may prove to be useful. Additionally, despite its benefits over
existing CH methods based on single scattering, the presented scheme is currently
limited by the convergence regime of the classical Born series expansion, preventing
it to be applied to particle density higher than 0.1 geometric cross-section. We over-
come this limitation in the next chapter, where we present a more computationally
stable model to account for multiple scattering in DIH based particle 3D localization.
Chapter 3
Holographic 3D particle imaging
with the beam propagation method
3.1 Overview
Several multiple-scattering models have been developed for CI applications, such as
iterative Born series [66, 142], contrast source inversion [155], discrete-dipole approx-
imation [37, 152, 102, 176], and series expansion with accelerated gradient descent
on Lippmann–Schwinger equation [89]. However, computational challenges typically
restrict these methods to be used only for small-scale problems. This is because they
involve iteratively estimating the internally scattered fields within the object volume
for modeling the multiple scattering process, which incurs a computation cost that
grows rapidly as the object size, and thus is not ideal for our intended applications
containing on the order of 100 million voxels in the object volume.
In Chapter 2, we introduced a computationally efficient multiple scattering model
based on the iterative Born series, that is able to account for multiple scattering in
large-scale object volumes, and demonstrates improved DIH based particle 3D local-
ization compared to single scattering based methods. However, inherent mathemati-
cal instability related to the Born-series convergence, rendered the method ineffective
31
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Figure 3·1: Particle 3D imaging from a single in-line hologram us-
ing BPM. (a) Experimental setup. (b) Top: BPM involves successive
propagation and refraction operations to transform the scattered field
from one object slice to the next. The hologram is computed as the
squared magnitude of the scattered field. Bottom: the yz cross-section
of the BPM computed intensity distribution of light passing through
a particle volume. The zoom-in region illustrates the BPM-predicted
inter-particle multiple scattering. (c) Top: 3D reconstruction by solving
a sparsity driven minimization problem. Bottom: the reconstruction
from the hologram in (b).
for strongly scattering samples.
Recently, the multi-slice beam propagation method (BPM) [67, 148, 30, 24] has
emerged as an attractive alternative multiple scattering model, which is both com-
putationally efficient and mathematically stable. The utility of the BPM has been
demonstrated for reconstructing 3D refractive index distributions using tomographic
measurements from multiple interferometric complex-field measurements [67] or in-
tensity only measurements [148, 30, 24]. Our goal in this chapter is to critically
examine the utility of the BPM for DIH based particle 3D localization, by the in-
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version from a single in-line hologram, which inherently suffers from more severe
missing-cone artifacts [143, 86] and greater dimensional mismatch as compared to
the previous tomography studies.
We demonstrate a novel 3D reconstruction algorithm that combines a BPM mul-
tiple scattering forward model and a sparsity prior. The accuracy of our forward
model is quantified by comparing the simulation with the experiments. We show that
the BPM-computed intensity statistics closely match with the experimental data at
different scattering densities, and provide up to 9× higher accuracy in predicting the
hologram contrast than that from the first Born approximation method (FBM) [16].
Benefited from the high computational efficiency, the BPM reduces the computa-
tional complexity by Nz times (where Nz is the number of axial slices of the object
volume), as compared to the state-of-the-art multiple-scattering-model based holo-
graphic particle reconstruction method introduced in Chapter 2. We demonstrate our
proposed method’s superior 3D imaging performance in both simulation and experi-
ments under different scattering densities and refractive index contrast. To quantify
the improvement by the multiple-scattering model over the single-scattering model,
we compare our method with the compressive holography method. We show that the
BPM reconstruction significantly outperforms the FBM in particular at deep imaging
depths and for high particle densities.
This work was done in collaboration with Hao Wang, who is the first author in the
corresponding publication [164]. My contribution to this work was the development




Our reconstruction algorithm solves an `1-regularized least-squares problem, in which
the data fidelity term measures the difference between the BPM-estimated and cap-
tured holograms. Below, we describe our forward model and the reconstruction algo-
rithm.
3.2.1 Forward model
Our imaging geometry is shown in Fig. 3·1(a). A plane wave passes through a particle
volume and the interference pattern resulting from the scattered fields are captured
as the hologram. This multiple-scattering image-formation process is modeled as,
Î = |S(w)|2, (3.1)
where Î ∈ RM denotes the vectorized, BPM computed intensity hologram containing
M pixels. w ∈ RN = n − n0 represents the vectorized 3D refractive index contrast
distribution that contains N voxels, and is defined by the difference between the
particle’s index distribution n and the constant background index n0. The particle’s
refractive index is assumed to be real-valued since the absorption is negligible. S :
RN → CM is the BPM operator that maps the 3D refractive index to the 2D complex
field at the sensor plane.
The BPM is computed by a recursive sequence, as illustrated in Fig. 3·1(b). It ap-
proximates the 3D object asNz infinitesimally thin axial planar slices along the optical
axis, each modeled as a 2D phase mask separated equally by a uniform medium. The
field is then computed by a sequence of diffraction and refraction operations. Specif-
ically, the field exiting the jth slice Sj(w) is related to the field from the (j − 1)th
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slice Sj−1(w) by
Sj(w) = diag(pj(wj))HSj−1(w). (3.2)
where the Sj : RM → CM is the local BPM operator that maps the jth phase screen
wj to the 2D complex field after the jth slice.
The implementation of the BPM requires an initial condition, for which we set
the initial field as a constant-valued on-axis plane wave S0(w) = 1.
The diffraction operator for a propagation distance ∆z is denoted by H and com-
puted by H = FHdiag(h)F, where F and FH are the 2D discrete Fourier and in-
verse Fourier transform matrices respectively, ·H denotes matrix Hermitian trans-
pose, diag(h) is a diagonal matrix formed by the vector h as the main diagonal and
is implemented by element-wise multiplication, and h represents the vectorized 2D
angular spectrum transfer function h(p, q):
h(p, q) = exp{i∆z
√
k2 − (p∆k)2 − (q∆k)2}P(p, q), (3.3)
where p, q index the 2D wave vector in the k-space, k = k0n0 is the wave-number
in the background medium, k0 = 2π/λ0, λ0 is the wavelength in vacuum, and ∆k
is the sampling interval in the k-space. P represents the low-pass filter due to the
evanescent cutoff.
The refraction operator is implemented by element-wise multiplications between
the diffracted field and the accumulated phase pj(wj) = e
jk0∆zwj , where wj denotes
the discretized 2D refractive index map in the jth slice.
The hologram is the intensity of the exit field from the last slice at Nz low-pass
filtered by the pupil function of the imaging system.
The computation of the BPM thus requires implementing Eq. (7.15) Nz times.
The computational complexity of the BPM is O(N log(NxNy)), as set approximately
by 2Nz times evaluations of 2D FFT, where the total number of object voxels is
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N = NxNyNz, and Nx and Ny are the number of pixels in the x and y directions,
respectively. For comparison, the computational complexity of the Born series model
is O(NzN log(NxNy)) [142]. Thus, the BPM reduces the computational complexity
by Nz times, which becomes significant when the object depth is large.
To illustrate the multiple scattering effects modeled by the BPM, we show an
example yz cross-section of the intensity distribution computed from a particle volume
in Fig. 3·1(b). In the zoom-in region, complex interference patterns are visible due to




We formulate the 3D reconstruction as a minimization problem:
ŵ = argmin
w∈RN
{D(w) + τR(w)}, (3.4)
where D is the data fidelity term and R is the regularization term. The parameter




where I is the captured hologram and ‖ · ‖2 is the `2 norm.
The regularization term is the `1 norm of the refractive index distribution
R(w) , ‖w‖1, (3.6)
which promotes the sparsity of the reconstructed object.
The minimization Eq. (3.4) is not a trivial task. The primary difficulty stems
from that the data fidelity term D involves a nonlinear forward operator S and the
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regularization term R is non-smooth. We next present a novel algorithm based on
the proximal-gradient descend technique, which extends [67] to intensity-only mea-
surement.
Computation of the gradient
The crucial step is the gradient computation for D with respect to w, as summarized
in Algorithm 1 and briefly explained below. The detailed derivation for the gradient
computation is presented in the Appendix.
Algorithm 1: Gradient computation: ∇[D(ŵ)]H
Input: incident field S0(w), measured hologram I, and initial estimate of
refractive index distribution ŵ0.
Output: the gradient [∇D(ŵ)]H .
Algorithm:
1) Compute the exit field SNz(ŵ) using the BPM recursion in Eq. (7.15);
estimate the hologram Î by Eq. (7.14); keep all the intermediate fields
Sj(ŵ) in memory.
2) Compute rNz = diag(SNz(w))(Î− I) and set sNz = 0.





rNz using the following iterative procedure
for slices j = Nz, ..., 1






update intermediate field gradient slice by slice
,
3b) rj−1 = H
Hdiag(pj(ŵj))rj︸ ︷︷ ︸
backpropagate the field residual
.
4) Return: ∇[D(ŵ)]H = 2Re{s0}.










where r , Î− I is the residual between the estimated and captured holograms. The
estimated measurement can be written as Î = |SNz(w)|2 = diag(SNz(w))SNz(w),
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To derive a tractable algorithm for computing Eq. (7.18), we apply the recursive























Since the input plane wave does not depend on w, so for the initial condition





Based on Eq. (3.9) and the initial condition in Eq. (3.10), we obtain a practical
implementation of Eq. (7.18) to calculate the gradient of the data fidelity term, as
summarized in Algorithm 1.
Intuitively, the gradient computation is similar to the “error backpropagation”
algorithm used in deep neural networks [67]. The algorithm iterates between two
major steps, including update the intermediate field gradient slice-by-slice (first term
in Eq. (3.9)) and backpropagate the slice-wise field residual (second term in Eq. (3.9)).
Since this gradient computation takes the same recursive procedure as the forward
BPM model, its computation complexity is also O(N log(NxNy)).
Reconstruction algorithm
Our algorithm is summarized in Algorithm 2, that reconstructs the refractive index
w from a single hologram based on the proximal gradient algorithm. Conceptu-
ally, this algorithm is similar to the fast iterative shrinkage/thresholding algorithm
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(FISTA) [10], which is widely used to minimize objective function that consist of the
sums between a smooth and a non-smooth term.
Algorithm 2: Minimizes: D(w) + τR(w)
Input: measured hologram I, initial guess ŵ0, step size γ, and regularization
parameter τ .
Set: t← 1, s0 ← ŵ0, q0 ← 1
Repeat









st ← ŵt + ((qt−1 − 1)/qt)(ŵt − ŵt−1)
t← t+ 1
Until stopping criterion
Return estimate of the refractive index ŵt





‖w − a‖22 + γτ‖w‖1}, (3.11)
where a and γ are explained in Algorithm 2. This proximal operator has a closed-
form solution, known as soft-thresholding in which for every lth element, we perform
the following operation
wl = sgn(al)max{0, |al| − γτ}, (3.12)
where sgn(·) is the sign function: sgn(al) =

1 if al > 0,
0 if al = 0,
−1 if al < 0.
The parameters in Algorithm 2 are set as follows. We set the initial guess ŵ0 = 0,
and the step size γ = 5 × 10−6. The stopping criterion is the maximum iteration
number to be 200-300. The regularization parameter τ is tuned under different scat-
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tering conditions. When scattering is stronger, τ is set larger. The reconstruction is
found to be insensitive to the fine-tuning of τ .
3.3 Evaluation of BPM forward model accuracy
in large scale
3.3.1 Intensity statistics analysis
We first validate the forward model accuracy by comparing the BPM-computed holo-
grams with experimental measurements. In practice, we assess the accuracy based
on analyzing the intensity statistics under different scattering conditions, since the
ground-truth particle positions in the experiments are not known.
We perform simulations using parameters that match with the experiments. More
details about the experiments are provided in Section 3.4.1. Holograms are computed
at four particle densities ρ, including 1.60, 3.20, 6.41, 12.82×104/µL, corresponding to
250, 500, 1000, 2000 particles in a 176.64× 176.64× 500 µm3 volume. 1 µm particles
are randomly placed in 3D positions. The refractive index of the particle n and the
background medium (water) n0 is 1.59 and 1.33, respectively, and the contrast is
∆n = 0.26. To simulate 3D refractive index contrast distribution w, the voxels inside
the particles are assigned with the constant ∆n, and the rest of the background voxels
are assigned with zero. The lateral sampling size ∆x,∆y are both 0.1725µm, and
the axial sampling size ∆z is λ/16 = 0.0297µm, where λ = λ0/n0 and λ0 = 0.632µm.
The resulting object size in our forward model is 1024×1024×16840 voxels. Example
computed holograms at four particle densities are shown in Fig. 3·2(a). As expected,
characteristic fringe patterns from individual particles are still visible at the lowest
density case. As the density increases, the holograms gradually become partially
developed speckle patterns.
First, we analyze the BPM’s accuracy by comparing the histograms of the com-
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puted hologram with the captured hologram at each particle density. As shown in
Fig. 3·2(b), the histograms match well at all four densities.
Next, we assess the BPM’s accuracy in the spatial frequency domain. We calcu-
late the normalized spectra of the computed and captured holograms. As shown in
Fig. 3·2(c), the frequency components of the computed holograms closely match with
the experimental measurements within the NA of the imaging system.
Finally, we compare the accuracy of the BPM and FBM based on the hologram
contrast C = σ
µ
, where σ and µ are the standard deviation and mean of the hologram,
respectively. Briefly, the FBM is a linear model that assumes a weakly scattering
object, and the resulting scattered field is linearly related to the scattering potential
V (x, y, z) = 1
4π
k20[n(x, y, z)
2 − n20]. Given the plane-wave incident field Uin(x, y, z) =
ein0k0z, the total field UFBM can be approximated as
UFBM(x, y, z) ≈ Uin(x, y, z)+∫∫∫
G(x− x′, y − y′, z − z′)Uin(x′, y′, z′)V (x′, y′, z′) dx′ dy′ dz′ (3.13)
where the Green’s function G(r) = exp(ik0n0r)/r, n(x, y, z) is the refractive index
at location (x, y, z) and r =
√
x2 + y2 + z2 [16]. The FBM-estimated hologram is
IFBM = |UFBM|2. To perform the computation, the 3D volume is first discretized with
voxels in size ∆x×∆y×∆z. In our simulation, ∆x = ∆y = 0.1725µm and ∆z = λ/16.
The scattering potential is calculated as 1
4π
k20∆x∆y∆z(n
2−n20) for voxels within the
particle, and is zero for the rest of the voxels. To compute the scattered field, we
treat the discretized volume as a series of 2D slabs. The scattered field from a given
slab can be efficiently calculated by first multiplying the incident field at the given
depth with the scattering potential of the slab and then convolve with the Green’s
function implemented with the fast Fourier transform (FFT)-based algorithm. The
total field UFBM is obtained by summing the incident field at the hologram plane and
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BPM accuracy validation based on intensity statistics (Δ𝑛 = 0.26)
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Figure 3·2: BPM model validation based on intensity statistics. (a)
Example holograms computed from the BPM at different particle den-
sities with a fixed refractive index contrast ∆n = 0.26. (b) The inten-
sity histograms and (c) normalized intensity spectra of BPM-computed
(in dashed blue) and experimentally captured (in solid red) holograms.
The results are averaged azimuthally. (d) Comparison of BPM and
FBM accuracy based on hologram contrast.
the total scattered field from all the slabs.
As shown in Fig. 3·2(d), the contrast from the BPM-computed holograms agree
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well with the experiments. The BPM slightly under-estimates the contrast. A possible
reason is that the BPM approximates the multiple forward scattering by computing
the complex field slice-by-slice but ignores backscattering. As a result, the BPM may
slightly under-estimates the high frequency information, which reduces the contrast
in the calculated holograms. As a comparison, the contrast from the FBM-computed
holograms are consistently higher than the experimental data. The contrast discrep-
ancy increases as the particle density. At the highest density, the discrepancy for the
BPM is 0.0048, whereas the FBM is 0.0422, representing a 9× improvement by the
BPM.
Overall, these studies show that the BPM can accurately model multiple scattering
in a dense 3D particle field and significantly outperforms the single-scattering model.
3.3.2 Sampling distance ∆z and scattering strength effect in
BPM forward model
The BPM accuracy is primarily influenced by the axial sampling distance ∆z and the
scattering strength of the 3D object. In the following, we quantitatively evaluate the
model accuracy under different axial sampling and scattering conditions (by chang-
ing the particle density ρ and refractive index contrast ∆n), while fixing the lateral
sampling ∆x = ∆y = 0.1725µm.
In Fig. 3·3(a), the accuracy of BPM is plotted for different ∆z under the same
scattering condition. We compare the holograms computed with different ∆z with
the reference Î0 using ∆z = λ/16. The difference is quantified by the signal-to-
noise ratio (SNR), SNR = 10 log10
‖Î0‖2
‖Î0−Î‖2
, where Î is the computed hologram with
axial down-sampling. The accuracy of the BPM drops rapidly when ∆z is smaller
than the particle diameter (1µm) and reduces slowly as ∆z further increases. This
indicates that to accurately compute the inner-particle multiple scattering using the
BPM, dense axial sampling is generally needed. Nevertheless, even under coarse axial
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Effects of axial sampling on BPM
Accuracy of BPM under different scattering conditions with a fixed Δ𝑧 = Τ𝝀 𝟒
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(c) 𝜌: 6.41 × 104/μL




    
    
    
    
    
    




























        





      
    
    
    
    
    












Figure 3·3: The effects of axial sampling and scattering strength on
BPM. (a) The accuracy of BPM decreases as ∆z increases. Overall,
the BPM significantly outperforms the FBM. (b-c) The SNR of the
BPM-computed hologram reduces as ∆z increases under (b) different
particle densities and (c) refractive index contrasts. (d-f) The accuracy
of the BPM under different scattering conditions with a fixed ∆z = λ/4.
The SNR reduces when increasing (d) the refractive index contrast, (e)
particle density, and (f) total object thickness.
sampling up to ∆z = 16λ, the BPM is still more accurate than the FBM computed
with the reference dense axial sampling ∆z = λ/16.
Next, we study the BPM’s accuracy for different ∆z for different particle densities
ρ and refractive index contrasts ∆n (Fig. 3·3(b-c)). Our study shows that the shape
of the curve remain the same for different scattering conditions, which suggests that
it is only determined by the sampling distance ∆z.
Next, we study how the scattering strength affects the BPM’s accuracy for a fixed
∆z = λ/4. We compute holograms at different particle densities ρ, refractive index
contrasts ∆n, and volume thicknesses Z. We then compare these holograms with the
corresponding reference (∆z = λ/16). The results are summarized in Fig. 3·3(d-f).
In general, the accuracy decreases as the scattering becomes stronger. The SNR is
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found to satisfy the following scaling law:
‖Î0‖2
‖Î0 − Î‖2
= A(∆z)∆n−1(ρ×X × Y × Z)−0.5 = A(∆z)∆n−1P−0.5, (3.14)
where we define a scaling parameter A(∆z) to describe the effects of ∆z whose values
are proportional to that shown in Fig. 3·3(a). X, Y, Z are the lateral and axial sizes
of the object volume and P is the total number of particles. Intuitively, Eq. (3.14)
shows that the SNR is approximately inversely proportional to the total scattering
potential V (where V =
k20
3
R3(n2 − n20)P , n is the refractive index of the particles,
R = 0.5µm is the radius of the particles) of the particle volume.
3.4 3D imaging results
In this section, we introduce our experimental setup, and report 3D particle imaging
results in both simulation and experiments.
3.4.1 Experimental setup
Our experimental setup is the same as that introduced in Chapter 2. The inline holog-
raphy setup used a collimated linearly polarized HeNe laser (632.8 nm, 500 : 1 po-
larization ratio, Thorlabs HNL210L) to illuminate the particle field, which was made
by mixing the polystyrene microspheres (diameter: 0.994 ± 0.021µm, Thermofisher
Scientific 4009A) into deionized water. The sample was held in a quartz-cuvette with
inner dimensions 40mm × 40mm × 0.5mm. A 4F system with a 20× objective lens
(0.4 NA, CFI Plan Achro) and a 200mm tube lens was used to collect the hologram,
whose front focal plane was set near the inner wall of the cuvette. The NA and mag-
nification were selected to satisfy the Nyquist sampling requirement for the camera
(FLIR GS3-U3-123S6M-C, pixel size 3.45µm). The shutter speed of 5ms was used,
which was sufficiently fast to capture the holograms without any motion artifacts
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from suspended particles. The illumination beam diameter was less than the width
of the cuvette but larger than the CMOS sensor chip to avoid the boundary artifacts.
Reconstruction of simulated hologram
(Δ𝑛 = 0.26, 𝜌: 6.41 × 104/μL)
Full FOV evaluation of reconstruction
(b) 3D reconstruction(a) ground truth
(c) 𝑥-projection of central area (e) 𝑥-projection
overlay background reconstruction ground truth









































Figure 3·4: 3D imaging results on a simulated hologram. (a) The
ground truth particle distribution and simulated hologram. (b) 3D re-
construction of our algorithm. (c) x-projections of the ground-truth
and reconstructed particles in the central region (in red box). The re-
constructed particles’ centroids overlaid onto the ground truth shown in
(d) z−projection and (e) x-projection. For visualization, the extracted
centroid of each particle is enlarged to a 1µm disc. Note the definition
of the z-direction is the same as that in Fig. 3·1, in which the left sides
of (c) and (e) lie closest to the hologram plane.
3.4.2 Simulation results
Given the high accuracy of the BPM model validated in Sec. 3.3, we next quantify
the accuracy of our reconstruction algorithm in simulation. To implement the recon-
struction algorithm, we first select a suitable ∆z. Due to memory limitations, it is not
feasible to perform reconstructions using the same dense ∆z = λ/16 as the forward
simulation. Based on our quantitative study in Fig. 3·3, we select ∆z = 6.2λ for all
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the reconstructions, which balances the model accuracy and computational cost. The
corresponding object volume contains around 177 million voxels.
In Fig. 3·4(a), we simulated a hologram from a particle field (ρ = 6.41× 104/µL,
∆n = 0.26, particle diameter:1µm) using the densely sampled BPM model (∆z =
λ/16). The 3D reconstruction result is visualized in Fig. 3·4(b). For better visualiza-
tion, we show the x-projection of the central 69× 69× 500µm3 region in Fig. 3·4(c).
As expected, the reconstructed particles are elongated along the z-axis due to the
missing cone problem. To further evaluate the reconstruction, we extracted the cen-
troids of the reconstructed particles and then overlay them onto the ground-truth.
The z and x-projections are shown in Fig. 3·4(d-e). As shown in the z-projection, the
reconstruction errors mostly occurred in the peripheral field of view region. Further
inspecting the the x-projection, the localized centroids agree well with the ground
truth.
To further quantify the reconstruction accuracy, we repeat the simulation at seven
different refractive index contrasts and four different particle densities. We then use




















where TP, FP, and FN denote the number of true positive, false positive, and false
negative particles, respectively, δx, δy, and δz measure the distance between the cen-
troids of the reconstructed and the matching ground-truth particle, and B is the set
of all TP particles, see more details in Section 3.4.4.
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(b) Visualization of reconstructions






































    
   
    




Figure 3·5: Quantitative evaluation of the reconstruction results
at different scattering conditions. (a) The JI, lateral/axial RMSE
are quantified at different densities and refractive index contrasts.
Each metric is averaged from 10 independent simulations. (b) The z-
projections of the reconstructed particles overlaid on the ground-truth
across 4 particle densities and 3 refractive index contrasts.
As shown in Fig. 3·5(a), our method achieves JI ¿ 0.9 for imaging particles at
densities ρ ≤ 6.41× 104/µL (1000 particles in the 176.74× 176.74× 500µm3 volume)
with ∆n = 0.26. Our method also achieves localization accuracy better than the
diffraction limit. The lateral RMSE is less than 0.25µm and the axial RMSE is
less than 3.5µm in all cases. Figure 3·5(b) shows representative z-projections of the
centorids overlaid onto the ground-truth for the central 69 × 69 × 500µm3 region.
These results show that our method performs well for particle densities as high as
6.41× 104/µL and refractive index contrast as high as 0.32.


































Quantitative comparison between BPM and FBM reconstructions (Δ𝑛 = 0.26)
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Figure 3·6: Quantitative comparison between BPM and FBM re-
construction algorithms. (a) The depth-dependent JIs for the BPM
and FBM reconstructions under four different particle densities show
superior performance by the BPM method. (b) The z-projections of
the BPM and FBM reconstructions overlaid on the ground truth at 3
depth regions and 4 particle densities.
pared to the single-scattering FBM model. To do so, we performed reconstructions
using the compressive holography algorithm that uses the FBM forward model and
a total variation (TV) regularization to enforce sparsity [19, 25]. In Fig. 3·6, we
compare results across four different particle densities with ∆n = 0.26. To quantify
the depth-dependent reconstruction accuracy, we calculated JI by dividing the entire
depth into 17 segments and then calculating JI for each segment. The depth-wise JIs
under different scattering densities are shown in Fig. 3·6(a). The results show that the
BPM-based algorithm consistently detects the particles across all the depths for par-
ticle densities ρ ≤ 6.41× 104/µL. In contrast, the FBM-based algorithm suffers from
rapid degradation as the depth increases. In particular, when the depth is around
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500µm, the JI of BPM is > 34 times higher than the FBM when ρ ≤ 6.41× 104/µL.
Representative z-projections of the reconstructed centroids overlaid onto the ground
truth across different depths are shown in Fig. 3·6(b) for the central 69×69×500µm3
region. These results highlight that our multiple-scattering algorithm significantly
outperforms the traditional single-scattering method, in particular for reconstructing
particles at deep depths.
3.4.3 Experimental results
We demonstrate our reconstruction algorithm on experimentally captured holograms
at 4 different densities. In Fig. 3·7, 3D visualizations of example reconstruction results
are shown in depth-color coded 3D renderings and x- and z-projections. The axial
elongations are visible in all cases, which are resulted from the missing spatial fre-
quency information limited by the single-view holographic measurement. We further
observe that more particles are reconstructed at the depths closer to the hologram
plane. This is expected since, for particles closer to the hologram plane, a greater
amount of scattered information are captured by the finite-sized image sensor.
Finally, we compare our method with the FBM algorithm in Fig. 3·8. Similar
to our observations in the simulation, the BPM algorithm can better reconstruct
particles at deeper depths than the FBM algorithm, as highlighted by the x- and
z-projections for different depth regions.
3.4.4 Quantitative evaluation method
Here, we introduce the metrics and process used to evaluate the 3D simulation re-
sults. As mentioned in the main text, we use Jaccard index (JI), Lateral and Axial
RMSE to evaluate the accuracy of our reconstructions. The key step for calculating
these metrics is to find the locations and number of true positive, false positive and







Experimental reconstructions at different densities
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Figure 3·7: Experimental reconstruction results at four different par-
ticle densities. The captured holograms are shown in the top-left insets
in each sub-figure. The 3D rendering of the whole volume and orthog-
onal depth-color coded projections of the sub-volume outlined in red
are shown for each reconstruction.
using the Otsu’s method [106] on the reconstructed volume. Next, we separated the
particles from the background by selecting the largest 250, 500, 1000, 2000 particles
for the four corresponding densities. Next, we detected the centroids of the recon-
structed particles and then performed a linear assignment optimization between the
reconstructed centroids and the centroids of the ground truth by using matchpairs()
in Matlab. Next, we defined the true positive particles as the assigned particles which
were in the proximity volume of corresponding ground truth particles, whose size is
set by the optical resolution of our imaging system (1.0µm × 1.0µm × 5.7µm). The
false positive particles were the reconstructed particles which were not assigned in the
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Figure 3·8: Experimental comparisons between the BPM and FBM
reconstructions. The x-projection of the entire volume and multiple z-
projections at different depth ranges of the reconstructed centroids are
shown. The BPM outperforms the FBM particularly for reconstructing
particles at deep depths, as highlighted by the red circles.
volume. The false negative particles were the ground truth particles which were not
correctly assigned. After we counted all these particles, we calculated the JI, Lateral
and Axial RMSE based their definitions.
3.5 Conclusion
A new reconstruction algorithm is introduced for large-scale DIH based particle 3D
localization, that incorporates computation of multiple scattering using the beam
propagation model. Our forward model demonstrates superior accuracy for multiple-
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scattering particle fields as compared to the traditional first Born-based single scat-
tering model. The computational efficiency of our iterative algorithm allows reducing
the computational complexity by more than 2 orders of magnitude for reconstructing
volumes containing morn than 100 million voxels, as compared to the iterative Born
series based method introduced in Chapter 2. The accuracy of our proposed algorithm
is demonstrated in both simulation and experiment. In particular, we show that our
method is particularly effective to improve the imaging performance for particles at
deep depths. Together, these advances may open up new exciting opportunities for
large-scale holograph particle 3D imaging in various applications.
Chapter 4
Deep learning based holographic
particle 3D localization
4.1 Overview
DL has become a powerful technique for tackling complex yet important compu-
tational imaging problems [8], such as phase imaging [133, 173, 161, 97], tomogra-
phy [163, 90, 169, 52], ghost imaging [162, 122, 93, 81], lightfield microscopy [160, 166],
super-resolution imaging [165, 91, 118], digital holography [121, 117, 120], and imag-
ing through scattering media [84, 138, 83, 82]. Within these computational imaging
applications, one of the prevalent problems is “descattering”, or removing scattering
artifacts. For this purpose, a DNN is generally trained to perform descattering, either
directly on the measurement [161, 173, 133, 162, 117, 121, 83, 81, 84] or on the object-
space projection [122, 93]. Alternative to this “end-to-end” framework, another ap-
proach is to employ a pretrained DNN as the learned prior in an iterative model-based
reconstruction algorithm to progressively mitigate scattering artifacts [90, 169].
While increasingly effective, the existing descattering DL frameworks are funda-
mentally impeded by an outstanding challenge. Specifically, they generally demon-
strate optimal performance only when the scattering condition in the testing data
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match well with the training data, and the performance sharply degrades when the
scattering conditions are mismatched [84, 83]. Thus, if a task requires working with
many different levels of scattering, it generally needs to train multiple “expert” net-
works, each optimized for a specific scattering condition [81, 139, 52]. Such expert
networks are very limiting since they require a priori knowledge of the scattering
level. An alternative method is to train a single “generalist” network using data from
many different scattering conditions [84, 83]. However, this generalist approach often
leads to degraded performance as compared to the expert [81, 139, 52].
Given these limitations, it is highly desirable to develop a unified adaptive DL
framework that can robustly handle a broad range of scattering conditions. While
this challenge has not been addressed broadly in the literature, one approach [138] is
to train a bank of expert DNNs, each for a different scattering condition. This bank
is preceded by a separately trained classification DNN, whose purpose is to select a
suitable descattering expert based on the input data at the test time. However, this
architecture suffers from poor scalability, and its overall performance is fundamentally
limited by the disjoint classification and descattering networks, which are separately
trained and applied to the input data during the testing.
In this paper, we present the first, to the best of our knowledge, holistic adaptive
descattering DL framework that can address all the aforementioned challenges. The
proposed DNN, termed dynamic synthesis network (DSN), is able to dynamically
adapt the network parameters to a broad range of input scattering conditions during
the inference and achieve consistently high-quality descattering performance.
At the high-level, the DSN consists of multiple representative expert networks
and a gating network (GTN) that adaptively makes “central cognitive decisions” for
fusing the experts into a unified “consensus” network (Fig. 4·1). The DSN works by
continuously blending the network parameters of the constituent experts in a high
56
dimensional feature space based on the GTN during the inference. This allows the
DSN to perform adaptive descattering in a continuum of scattering levels beyond
the few discrete example conditions represented by the experts in the native DSN
architecture. This dynamic synthesis capability makes the DSN more versatile and
scalable as compared to any single expert or disjointed switching of experts. We show
that this unique structure allows the DSN to achieve superior performance across a
broad range of scattering conditions.
In this work, we use 3D DIH as the testing bed to demonstrate our DSN frame-
work. Specifically, we perform 3D descattering of volumetric particle field recon-
structions from single-shot inline holography. We demonstrate the adaptability and
robustness of the DSN over a broad range of particle densities on both simulation and
experimental measurements. We show that the DSN can adaptively remove scattering
artifacts even if the scattering level has never been “seen” during the training, and its
performance is comparable to the expert network separately trained at the matching
scatterer density. We show that the DSN outperforms the generalist network that
is trained on multiple scatterer densities simultaneously. When applying the DSN
to the experimental data, we apply our recently developed multiple-scattering sim-
ulator trained DNN framework [97]. Specifically, we train the DSN entirely using
simulated data in place of physically acquiring paired training data, which would be
extremely difficult, if not impossible, in our application. We show that this simula-
tor trained DSN presents similar behaviors to those observed in simulation and can
robustly perform adaptive 3D descattering across a broad range of scatterer densities
in experiment.
Overall, our contribution is a novel adaptive DL framework that achieves opti-
mal performance across a broad range of scattering conditions using a single holistic
architecture. We experimentally demonstrated our framework for 3D descattering
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using inline holography. We expect that the same dynamic synthesis framework
can be adapted to many other imaging applications, such as denoising [167], imag-
ing [84, 138, 81, 83] and light control [151, 115, 150, 134] in complex media. Broadly,
our dynamic synthesis framework opens up a new paradigm for designing highly
adaptive DL-based computational imaging techniques.
4.2 Results































Figure 4·1: Dynamic synthesis network (DSN) framework.
The DSN combines multiple DNNs for adaptively removing scatter-
ing artifacts in the input. In the first stage, the expert encoders Ei
(i ∈ {1, 2, 3}) extract a diverse set of multi-scale spatial features from
the holographically back-propagated input volume g̃. The extracted
multi-scale features from each encoder are labeled as Fi. To adaptively
process an input with arbitrary scattering levels, a dynamically synthe-
sized feature set Fs is computed as a weighted sum of the feature maps:
Fs =
∑3
i=1 αiFi. Fs is fed to a dynamically synthesized decoder Ds to
produce the descattered output ĝ, where Ds is computed as a weighted
sum of multiple expert decoders: Ds =
∑3
i=1 αiDi. The GTN provides
the central adapting mechanism by predicting the synthesis weights αi
based on the raw hologram as the input.
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4.2.1 The DSN framework
The unique feature of the DSN is that its synthesized network parameters are recon-
figured dynamically during each inference in order to optimally adapt to the scattering
artifacts in the input. This is in stark contrast to conventional DNN architectures,
which merely perform direct inference with pre-trained fixed parameters. The DSN
also avoids rigid model switching between a fixed set of expert DNNs. Instead, the
DSN enables synthesizing a consensus network in a continuous parameter space so
that it can provide optimal performance in a continuum of scattering conditions. The
adaptability of the DSN stems from the interplay between a gating network (GTN),
and a consortium of expert DNNs. Each expert DNN in the DSN provides certain
specialization to perform effective descattering under a specific scattering condition.
The GTN performs intelligent fusion of the expert DNNs to dynamically synthe-
size the final consensus network best suited for each input. By doing so, the DSN
can generalize to a wide range of inputs by adaptively combining the diverse set of
specializations from the multiple experts.
In this proof-of-concept study, we demonstrate the utility of our DSN framework
to perform 3D descattering on holographically back-propagated 3D volumes contain-
ing high-contrast densely distributed particles (see details in Section 4.3). Due to the
large-scale of the problem, we chose three experts to remove scattering artifacts from
the 3D backpropagations, in order to strike a balance between the descattering per-
formance and the computational cost. The effects of the number of expert networks
are further studied in Figure 4·7.
The schematics of our DSN framework is shown in Figure 4·1. The input to the
network is the scattering-contaminated 3D backpropagated volume from the hologram
(see details in Section 4.3.4). The network is trained to remove scattering artifacts,
whose severity is highly dependent on the scatterer density and further complicated
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by the depth-varying characteristics throughout the 3D volume [142, 164]. Within the
DSN, each expert has the same V-net structure [100], which is further split into the
expert encoder and expert decoder for performing dynamic synthesis (see Figure 4·1,
and more details about the network structure in Section 4.3.1 and Figures 4·14 and
4·15).
In the first stage, each expert encoder independently extracts a set of multi-scale
spatial features from the scattering-contaminated input volume. Since each expert
encoder has distinctive specializations, the combined set of feature maps provide a
diverse representation of the scattering volume that forms the basis for adaptation.
To intelligently utilize these multi-scale features to process any arbitrary scattering
levels, a linear weighted sum of the extracted feature maps is computed using the
“synthesis weights” obtained from the GTN at each inference time (see Figure 4·1).
By doing so, this dynamically synthesized “consensus encoder” provides tailored spe-
cializations combined from the multiple expert encoders based on the current input.
On the decoding end, the DSN dynamically synthesizes the “consensus decoder” dur-
ing inference by blending a set of expert decoders. This process is performed by
computing a linear weighted sum of the expert decoder parameters, using the same
set of synthesis weights (see Figure 4·1). Finally, the consensus encoder is connected
to the consensus decoder to produce the descattered output.
The GTN plays a central role for dynamic synthesis, and predicts the synthesis
weights (Figure 4·1), which present a measure of the level of scattering artifacts
contained in the input. The weights can be thought of as the “coefficients” under
the scattering “basis” represented by the expert DNNs for subsequent synthesis. To
perform this task, we design a GTN that extracts multi-scale spatial features from
the 2D hologram and outputs three scalar numbers {α1, α2, α3} that sum to unity:∑3
i=1 αi = 1. The details about the GTN structure are provided in Section 4.3.1 and
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shown in Figure 4·16. In this way, the GTN performs a holistic analysis of the level
of input scattering artifacts, and combined with the expert DNNs, it blends together
the expert encoders and decoders to find a consensus among them that is best suited
for the current input. Therefore, the GTN can be considered as the primary agent
for adaptability in the DSN.
4.2.2 Training and initialization strategy
During the training, all the expert encoders and decoders in the DSN are co-trained
with the GTN (see details in Section 4.3.1). In this way, the GTN learns to optimally
combine the expert encoders and the expert decoders for varying levels of input
scattering. During the same time, the experts (Ei and Di) are observed to gain
“specializations” to different scattering levels, as discussed in detail later. In order
to impart broad adaptability to the DSN, the training data contains a diverse set of
scattering levels (see details in Sections 4.2.3 and 4.3.5).
We investigate two DSN initialization strategies. In both cases, the GTN is initial-
ized using the Xavier random weight scheme [50] while the parameters in the expert
DNNs are initialized differently. In the first scheme, for which results are shown in
the main text, each expert network in the DSN is initialized by first pretraining on a
dataset with a specific level of scattering artifacts (see details in Section 4.3.5). This
is particularly helpful to illustrate the underlying working mechanism of the DSN, as
we discuss in detail in Section 4.2.5. Importantly, instead of fixing the weights of the
pretrained experts for synthesizing the consensus network, we continue the training
process by co-training the expert networks with the random-initialized GTN to obtain
the final DSN parameters.
In the second initialization scheme, we remove the pretraining requirement and
initialize all the experts and the GTN with Xavier random weights [50] (see details
in Section 4.3.1). Our results show that the DSN still converges to a multi-expert
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configuration despite different initialization (as shown in Figure 4·9). We further
demonstrate that regardless of the initialization scheme (i.e. with pre-trained or
randomly initialized expert weights), the DSN produces similar descattering perfor-
mance, as shown in Figure 4·10. This highlights that the native DSN architecture
can both impart specializations to its constituent experts, and enable adaptability by
its inherent dynamic reconfiguration capability.
4.2.3 Quantitative descattering performance in simulation
First, we present 3D descattering performance of the DSN on simulated measure-
ments that were generated using a multiple-scattering model. For this purpose,
we simulated inline holograms from high-contrast (refractive index contrast = 0.26)
micro-spheres (diameter = 1 µm) randomly distributed in a 3D volume (176.64 ×
176.64 × 500 µm3). We generated data from five different particle densities (ρ =
{1.6, 3.2, 6.41, 12.82, 25.64} × 104 particles/µL). The density was chosen to increase
by a factor of 2× in each step in order to cover a broad range of scattering levels,
ranging from sparse to very dense cases. To accurately model the multiple-scattering
effects, we implemented the beam-propagation method (BPM) whose high accuracy
has been established experimentally by our recent work [164]. Additional details
about the simulation are provided in Section 4.3.3. To perform 3D reconstruction
from each hologram using the DNNs, we first perform 3D holographic backpropa-
gation as a prepossessing step (see details in Section 4.3.4). The backpropagated
volume is contaminated by scattering artifacts, whose severity depends on the par-
ticle density and generally worsens as the depth increases [142]. We then use the
DNN to remove the 3D scattering artifacts in order to localize the particles. To train
the DSN for descattering, we used the data with four particle densities, including
ρ = {1.6, 3.2, 6.41, 12.82} × 104 particles/µL (see details in Section 4.3.5).
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Figure 4·2: Scatterer-density and depth -dependent arti-
facts in holographic 3D backpropagation. Maximum intensity
y−projections of (a) ground-truth volume (particles shown in white,
background in black), and (b) holographically backpropagated vol-
ume. Characteristic scatterer-density and depth -dependent artifacts
are clearly visible. As the particle density increases, more severe scat-
tering artifacts throughout the volume are shown. More elongation and
reduced intensity in the backpropagated particle traces are observed at
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plane
Figure 4·3: Particle localization visualization. (a) 3D renderings
of the backpropagated volumes demonstrate the scattering artifacts for
various particle densities. The corresponding hologram is shown as the
insets. (b-d) Particle 3D localization results are shown for the expert,
generalist and DSN, respectively. For low particle densities, all three
DNNs perform similarly. As the particle density increases, the DSN
provides improved performance, measured by the true positives (TP, in
yellow), false negatives (FN, in red), and false positives (FP, in blue).
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compare them with two alternative strategies, including the expert network trained at
each matching scattering condition and the generalist network. For fair comparison,
both the expert and the generalist networks use the same V-net architecture, as de-
tailed in Section 4.3.1 and Figure 4·14. In addition, the generalist network is trained
using the same dataset as the DSN. More details about the training data are provided
in Section 4.3.5. To perform DNN testing, holographically backpropagated 3D vol-
umes are used as the input, that are computed from holograms never used during the
training. The input contains scattering artifacts that increase significantly with the
particle density, as visually evident from Figure 4·3(a). A patch from the correspond-
ing hologram is also shown as the inset in Figure 4·3(a) to demonstrate how the fringe
pattern qualitatively varies with the particle density, and begins to resemble speckle
patterns at high particle densities. In Figure 4·3(b-d), we visualize the 3D particle
localization results by labeling each particle in the network’s output by true positive
(TP), false positive (FP), or false negative (FN). The labeling procedure is detailed
in Section 4.3.6. For relatively low particle densities (ρ ≤ 3.2 × 104 particles/µL),
all three methods demonstrate similar and highly accurate localization. For higher
particle densities at (ρ ≥ 6.41 × 104 particles/µL), the DSN outperforms both the
generalist and the matching expert.
A particular challenge of holographic 3D localization is that the scattering ar-
tifacts become more severe at greater depth due to the accumulation of coherent
diffraction effects from shallower depths [142]. In addition, the initially estimated
particles from the holographic 3D backpropagation are elongated more severely at
greater depth due to decreasing effective numerical aperture (NA), which aggravates
“missing-cone” artifacts [164], as clearly seen in Figure 4·2. These confounding fac-
tors imply that even for a fixed particle density, there exists a significant amount of
variations in terms of signal fidelity (from the particle), and scattering noise in the
65
input volume. Importantly, the DSN outperforms both the expert and the generalist
networks particularly for localizing the particles at greater depths. This improved
performance possibly benefited from the DSN’s dynamically synthesized multi-scale
encoder features and decoders.
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Figure 4·4: Quantitative performance evaluation. Particle lo-
calization performance is quantitatively compared between the DSN,
the generalist, and the expert DNNs using JI. Each subplot indicates
the results on the test data at the particle density labeled above each
plot. ‘Expert p’ represents the expert DNN trained on the data with
a particle density p (×104 particles/µL). The DSN generally provides
higher accuracy than both the generalist and the matching expert, in
particular for high particle densities (ρ ≥ 6.41× 104 particles/µL).
Next we quantify the performance of the DSN by comparing the estimated and
the ground-truth particle locations using the Jaccard Index (JI) similarity score. We
evaluate the depth-wise localization performance by quantifying the statistics of the JI
on every 10 axial slices (i.e. every 50 µm) in the reconstructed 3D volumes. Additional
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details about the quantitative metric evaluation are provided in Section 4.3.6. The
same quantitative evaluation procedure is also applied to the reconstructions from
the generalist and all the expert DNNs. We use “Expert p” to denote the expert
DNN trained on the data with a specific particle density of p ×104 particles/µL. The
localization accuracy curves are shown in Figure 4·4, in which each subplot quantifies
the performance of all the DNNs on the same testing dataset with the testing particle
density labeled above each plot. Each testing dataset comprises of 10 volumes of the
same particle density with different randomly generated 3D particle locations. Each
error bar quantifies the mean and the standard deviation of the JI computed on all
the reconstructed particles within the corresponding 10 slices of each testing volume
and across all the 10 testing volumes.
We generally observe that the DSN consistently outperforms the generalist and the
matching expert DNN. The improvement margin from the DSN tends to be larger at
high particle densities (ρ ≥ 6.41×104 particles/µL) and at deep depths (z ≥ 300 µm).
Each expert DNN generally performs well on the testing data with the matching
particle density; however, its performance degrades when the testing particle density
is different from the training. Interestingly, both Expert 3.2 and Expert 6.41 provide
robust performance for the first three lower density cases (ρ ≤ 6.41×104 particles/µL).
Expert 12.82 provides robust performance for the last three higher density cases
(ρ ≥ 6.41 × 104 particles/µL). These observations suggest that there indeed exist
generalizable multi-scale spatial features across different scattering conditions. This
heuristically provides the foundation to form a set of scattering “basis” for dynamic
synthesis in the DSN. Combining all the scattering cases in a brute-force manner for
training the generalist network can provide good performance across all the scattering
levels, and achieve improved generalizability to different particle densities as compared
to the expert DNNs. Such behavior was observed in our previous works as well [84,
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83]. However, the generalist generally provides lower accuracy than the expert DNN
trained at the matching condition and the DSN.
Additionally, we make the following observations for each testing density. For the
case with ρ = 1.6×104 particles/µL in Figure 4·4(a), both the DSN (green solid line)
and the generalist (red dashed line) have good performance, on par with Expert 1.6
(pink dotted line). The testing data in this case exhibits minimal scattering artifacts
due to the low particle density (see Figures 4·3(a) and 4·2), so the localization accuracy
remains high (JI > 0.9) across all depths. The localization begins to degrade as the
particle density is doubled in Figure 4·4(b) (ρ = 3.2 × 104 particles/µL), especially
at large depths (z ≥ 400 µm). The DSN outperforms both the generalist and Expert
3.2 (blue dotted line) particularly for localizing deeper particles. The accuracy of
Expert 1.6 decreases sharply in this case, which shows that it cannot generalize for
handling the increased scattering artifacts due to its low-density only training data.
For ρ = 6.41×104 particles/µL case in Figures 4·4(c), the DSN outperforms both the
generalist and all the expert DNNs across all depths. The generalist underperforms
Expert 6.41 except for the first 200 µm shallower depths. Expert 6.41 (orange dotted
line) suffers from relatively lower accuracy at the first 200 µm shallower depths.
We attribute this to the significant variations in the signal-to-noise level throughout
the 500 µm imaging volume (see the example in Figure 4·2) that arise due to the
depth-dependent scattering artifacts at this relatively high density. Since all the
expert DNNs are trained to handle these variations using a loss function that weighs
the error evenly at all depths (see Section 4.3.1), the optimization process for the
training tends to find a performance balance between the high-noise deep regions and
low-noise shallow regions. The end result is that Expert 6.41 “over-descatters” at the
shallower depths, which results in more FN in the 3D localization results (shown in
Figure 4·3). This problem is alleviated by the generalist and completely eliminated
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by the DSN, even though all the DNNs are trained using the same loss function.
This is likely because both the DSN and the generalist use more diverse training
data with multiple particle densities and thus can provide improved robustness to the
depth-dependent signal-to-noise variations. With further increased particle density at
ρ = 12.82×104 particles/µL (Figure 4·4(d)), the DSN outperforms both Expert 12.82
and the generalist; while the generalist underperforms Expert 12.82 at all depths. A
similar reduced accuracy at shallower depths is observed for Expert 12.82. For the
highest density case (ρ = 25.64× 104 particles/µL) in Figure 4·4(e), the localization
accuracy of all methods suffer significantly throughout the 3D volume due to excessive
scattering, which we consider as the current limit of the DNNs investigated in this
study.










Figure 4·5: Generalization to unseen particle densities. The
DSN demonstrates robust descattering performance for a continuum of
scattering levels regardless if the scattering density has been “seen” (in
solid lines) or “unseen” (in dashed lines).
Next, we demonstrate the DSN’s ability to generalize to “unseen” scattering con-
ditions on testing data whose particle densities were never used during the training.
To provide a holistic view of the DSN’s descattering performance, we show the lo-
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𝜌 = 19.23 𝜌 = 28.84 × 104/𝜇L
Figure 4·6: Performance on unseen densities. Particle local-
ization performance is quantitatively compared between the DSN, the
generalist, and the expert DNNs using the JI on six unseen scatter-
ing conditions. Each subplot indicates the results on the testing data
at the particle density labeled above each plot. ‘Expert ρ’ represents
the expert DNN trained on the data with a particle density ρ (×104
particles/µL). Both the DSN and the generalist are trained using the
same data from four other densities, as detailed in the main text. The
DSN provides markedly higher accuracy than the generalist, in particu-
lar for high particle densities (ρ ≥ 4.81×104 particles/µL). Overall, the
DSN demonstrates robust descattering performance for a continuum of
scattering levels even if the scattering density has been “unseen” during
the training.
calization JI as a function of imaging depths for unseen densities (dashed lines) in
Figure 4·5, along with the JI curves for the “seen” densities (solid lines, identical to
the corresponding curves in Figure 4·4). The DSN is trained only on the seen densi-
ties. Our results clearly show that the DSN adapts to a wide range of scattering levels
and provides robust descattering performance. The performance degrades smoothly
with increasing particle density, regardless whether the density is seen or unseen. We
further compare the DSN’s performance with the generalist (trained on the same data
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𝜌 = 3.2 𝜌 = 6.41 × 104/𝜇L
𝜌 = 25.64 × 104/𝜇L
Figure 4·7: Performance comparison: two vs three expert
encoder-decoder pairs within the DSN. We compare the perfor-
mance of the DSN with two (in dashed red) and three (in solid green)
experts. It is evident that the three-expert DSN performs better es-
pecially for higher particle densities (ρ ≥ 6.41× 104 particles/µL). We
also observe the two-expert DSN suffers from the same performance dip
in shallow depths (≤ 150 µm), similar to the expert network reported
in the main text. The results highlight the significance of the extra
degrees of freedom provided by the additional expert within the DSN.
as the DSN) and the expert independently trained at the matching particle density,
in Figure 4·6. The DSN consistently outperforms the generalist, especially at high
particle densities and greater imaging depths, similar to our previous observations.
When comparing with the expert DNNs that are independently trained on each of the
matching unseen density, the DSN demonstrates similar performance to the matching
expert for the unseen lower density cases (ρ ≤ 4.81×104 particles/µL). For the unseen
higher density cases (ρ ≥ 9.61 × 104 particles/µL), the DSN slightly underperforms
the matching expert. We attribute this performance limitation primarily to the small
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number (three) of expert encoders and decoders in the DSN in this proof-of-concept
study. The performance can potentially be improved, particularly at high particle
densities, by increasing the number of expert networks in the DSN, based on our
study in Figure 4·7. The performance can also be improved by further diversifying
the training data of the DSN to include additional particle densities to refine the
dynamic synthesis with improved generalization.
Overall, these results highlight that the DSN can perform adaptive descattering for
a continuum of scattering levels beyond the three specific conditions represented by
the experts in its native architecture. This bypasses the need for training a large bank
of expert DNNs to handle data with a wide range of scattering conditions. Using a
single, holistic DNN framework with a small number of expert encoder-decoder pairs,
the DSN provides descattering performance similar to the expert DNNs trained at
specific scattering conditions, and consistently outperforms the generalist DNN.
4.2.5 Analysis of the gating network
To elucidate on the working mechanism of the DSN, next we discuss how the GTN
dynamically synthesizes the expert encoders and expert decoders, and in what manner
specializations are imparted to the experts within the DSN.
The GTN enables adaptability of the DSN by generating the synthesis weights
for combining the expert encoders and decoders based on the input. The GTN is
built on the idea that the raw hologram contains sufficient information to infer the
underlying scattering condition. In order to test this, we use the state-of-the-art
unsupervised dimensionality reduction technique, UMAP [98] to visualize the joint
distribution of 6400 hologram patches distributed equally across a wide range of
particle densities in Figure 4·8(a) (see more details in Section 4.3.7). For this, we
follow the computational procedure established in our recent work [83]. As shown














































Figure 4·8: Gating network analysis. (a) The 2D UMAP repre-
sentation for the measured hologram patches. Hologram patches with
similar particle densities cluster together, indicating their statistical
similarity in the low dimensional space. Thus, the hologram can serve
as a proxy to the particle density and is used as the input to the GTN to
predict the synthesis weight. (b) The 2D UMAP representation for the
synthesis weight vector {α1, α2, α3} corresponding to all the hologram
patches in (a), which also clusters based on the underlying particle den-
sity. (c) The synthesis weights are shown for various seen (in black) and
unseen (in red) particle densities. The synthesis weights are consistent
for a given density and tailored to each input, as quantified by the mean
and standard deviation for each case. The larger values of α1 indicate
the major contributions of E1 and D1 to the DSN. As the particle den-
sity increases, α1 decreases while α3 increases, which indicates that E3
and D3 are important for the DSN to adapt to high density cases. The
small values of α2 indicates the fine-tuned contributions from E2 and


















Figure 4·9: The synthesis weights with Xavier-random initial-
ization of the experts. The synthesis weights predicted by the GTN,
co-trained with the random initialized experts, are shown for five par-
ticle densities. The general trend of the synthesis weights are similar
to those obtained from the DSN using the pre-trained weight initial-
ization scheme, shown in the Figure 4·8. The differences in the weight
values are expected from the different initialization schemes and the
stochastic training process. The synthesis weights are consistent for a
given density and tailored to each input, as quantified by the mean and
standard deviation for each case. The larger values of α1 indicate the
major contributions of E1 and D1 to the DSN. As the particle density
increases, α1 decreases while α3 increases, which indicates that E3 and
D3 are important for the DSN to adapt to high density cases. The
small values of α2 indicates the fine-tuned contributions from E2 and
D2 to the DSN.
together in the low dimensional 2D UMAP space. This indicates that holograms
indeed contain information about the underlying particle density, and thus, the level
of scattering artifacts contained in the holographic 3D backpropagated volume input
to the DSN. This information is exploited by the GTN to adaptively set the synthesis
weights to descatter each input.
After co-training with the experts within the DSN, the task of the GTN is to
reliably predict the synthesis weights. A necessary condition is that the GTN should
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𝜌 = 12.82 𝜌 = 25.64
𝜌 = 3.2 𝜌 = 6.41 × 104/𝜇L
× 104/𝜇L
Figure 4·10: Performance comparison: expert vs Xavier-
random initialization of the encoders and decoders within the
DSN. Particle localization performance is quantitatively compared be-
tween the DSNs that are trained using two initialization schemes, in-
cluding the pretrained expert weights (solid green) and Xavier random
weights (dashed red) using the JI. Each subplot indicates the results
on the test data at the particle density labeled above each plot. The
two initialization schemes provide almost the same performance.
generate similar synthesis weights for holograms measured from similar particle den-
sities. To test this, we compute a 2D UMAP representation for all the outputs of the
trained GTN (i.e. the synthesis weights) corresponding to all the hologram patches
visualized in Figure 4·8(a). This result is shown in Figure 4·8(b). As expected, the
GTN generates similar synthesis weights for all the holograms with a specific underly-
ing particle density. Thus, the 2D UMAP representation forms several clusters based
on the underlying particle densities. For any given particle density, some variations
of the synthesis weights are also observed, indicated by the spread of each cluster. To
quantify the variations of the synthesis weights, we further compute the mean and
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the standard deviation of each weight αi for a wide range of seen and unseen particle
densities in Figure 4·8(c) (see more details in Section 4.3.7). The results show that
the standard deviation is much smaller than the mean for the cases studied, indi-
cating the consistency of the GTN-predicted synthesis weight. Overall, this shows
that the GTN does not perform “rigid” classification of the scattering condition, but
rather predicts a set of synthesis weight in a continuous space. This capability is
not explicitly enforced by the training data of the GTN, but is learned based on the
co-training of the GTN and all the experts within the DSN. Thus, by engaging a
unique combination of experts for each input, the DSN is able to not only adapt to
different scattering levels, but also provide a fine-tuned synthesized network to each
input.
Next, we illustrate the different specializations of the experts in a trained DSN.
Since the synthesis weights determine the activation of each expert in the synthesized
network, we argue that the specialization of each expert can be qualitatively inferred
by the statistics of the synthesis weights. A similar interpretation was recently pro-
vided by Yang et al. [175] for analyzing a dynamically synthesized network for robotic
locomotion. To demonstrate the expert specializations, we plot the synthesis weights,
αi∈{1,2,3}, for a variety of particle densities (seen and unseen) in Figure 4·8(c). We
note that the overall contribution of α1 is always the largest compared to α2 and
α3, making E1 and D1 the major contributors of any reconstruction regardless of the
input particle density. As the particle density is varied from low to high, α1 decreases
while α3 increases. This indicates that the GTN adaptively utilizes more multi-scale
spatial encoder and decoder features from E3 and D3 to handle the increased scatter-
ing artifacts from the increased particle density. For all the cases tested, α2 remains
a small value, indicating that the corresponding expert encoder E2 and decoder D2
only provide fine-tuned contributions. To ensure that E2 and D2 are not redundant,
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we trained a DSN with only two pairs of expert encoders and decoders in Figure 4·7.
The two-expert DSN underperforms the three-expert DSN in particular at high den-
sity cases, which indicates the importance of E2 and D2. Overall, a smooth transition
is observed for each synthesis weight αi with respect to the input particle density,
which corroborates with our earlier observation of a smooth transition in the DSN
performance as the input varies across several seen and unseen particle densities.
For the results presented so far, we used the DSN trained using the pre-training
initialization scheme (see Section 4.2.2). Specifically, E1(D1), E2(D2), E3(D3) are
first individually pre-trained on specific particle densities of 3.2, 6.41, and 12.82× 104
particles/µL, respectively, before being co-trained in the DSN with other experts and
the GTN (see more details in Section 4.3.5). We applied this procedure since it is
useful to qualitatively associate the specializations of each experts with the particle
density used in the pre-training, e.g. E1(D1) is specialized in low particle density.
However, this leads to a conjecture that the expert specializations in the trained
DSN shown in Figure 4·8(c) is merely a consequence of the initial bias introduced by
the pretraining. While this might be the case, and even desirable for certain appli-
cations [175], here we further demonstrate that even with random initialization, the
DSN converges to a state with similar expert specializations. When we perform a sim-
ilar synthesis weight analysis for the DSN trained using random initialization scheme
in Figure 4·9, we can draw the same conclusion based on our earlier discussions in
this section. We note that although different initialization result in slightly different
synthesis weight distributions (Figure 4·9) due to the stochastic training process, the
trained DSNs produce very similar descatering performance (Figure 4·10). Overall,
these results again highlight that our DSN architecture natively imparts specializa-
tions to its constituent experts, and enables adaptive descattering by dynamically
adjusting its network parameters.
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Figure 4·11: Synthesis weights of the simulator-trained DSN
for experimental data. The synthesis weights computed for the
experimentally measured holograms match well with the corresponding
simulation results. The mean and standard deviation of each synthesis
weight are calculated from 640 non-overlapping hologram patches from
10 experimentally measured holograms for each particle density. This
analysis shows that the simulator-trained DSN can robustly adapt to
experimental data.
Next, we assess the capability of the DSN on experimental measurements. We
capture in-line holograms of 3D samples comprising of polystyrene microspheres freely
suspended in water, illuminated by a plane wave (more details in Section 4.3.2).
Similar to the simulation, we use five particle densities, including ρ = {1.6, 3.2, 6.41,
12.82, 25.64}×104 particles/µL, which increases by a factor of 2× in each step to cover
a broad range of scattering levels. Following the same procedure as the simulation,
each hologram is first back-propagated and then input to the DSN to perform 3D
descattering.
Our results highlight that the simulator-trained DSN can be directly used in ex-
periments and robustly perform particle 3D reconstruction across a wide range of den-
sities. We attribute the DSN’s generalization capability to two main factors. First,












































Figure 4·12: Experimental results from simulator-trained
DNNs. Particle 3D localization is shown for experimentally mea-
sured holograms using the simulator-trained (i) expert, (ii) generalist,
and (iii) DSN networks at three particle densities. Each panel shows
(Top left) the 3D rendering of the localization result with depth color-
coded particles, with an inset showing a zoom-in of the measured holo-
gram, (Top right) the maximum intensity z− projection along with
three zoom-in regions, and (Bottom) the y−projection of the DSN’s
3D localization result (in green), overlaid on the respective y− and
z−projections of the corresponding holographic backpropagations. In-
focus particles are indicated by white arrows in the z−projections. Miss



































(i) Expert (ii) Generalist (iii) DSN
Figure 4·13: Experimental results from simulator-trained
DNNs. Particle 3D localization is shown for experimentally mea-
sured holograms using the simulator-trained (i) expert, (ii) general-
ist, and (iii) DSN networks at two high particle densities. Each panel
shows (Top left) the 3D rendering of the localization result with depth
color-coded particles, with an inset showing a zoom-in of the measured
hologram, (Top right) the maximum intensity z− projection, and (Bot-
tom) the y−projection of the DSN’s 3D localization result (in green),
overlaid on the respective y− and z−projections of the corresponding
holographic backpropagations.
multiple scattering process (more details in Section 4.3.3). The statistical properties
of the simulated holograms closely match their experimentally measured counterparts,
as quantified in our recent work [164]. This means that the input to the DSN does
not suffer from “domain shifts”, which bypasses the need for transfer learning [144]
or domain adaptation [45], thus fulfilling a necessary requirement for the simulation-
trained DSN to generalize to experimental data, as shown in our recent work [97].
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Second, the DSN is able to adapt to the sample variations present in real exper-
iments, such as particle densities, particle sizes, beam imperfections, and different
sources of noise. To demonstrate this, we plot the synthesis weights of the DSN for
experimental data with five different particle densities in Figure 4·11. Remarkably,
the GTN reliably adjusts the synthesis weights for the experimental measurements
in a manner that closely follows the behavior in the simulation (Figure 4·8(c)). The
value of each synthesis weight αi∈{1,2,3} in the experiment matches well to the simu-
lation at all particle densities. Small variations of the synthesis weights are observed
for each particle density, as quantified by the standard deviation on each bar plot in
Figure 4·11. This shows that the synthesis weights dynamically generated by the DSN
are tailored to each scattering condition in the experimental measurements. Similar
to the simulation, α1 has the largest contribution compared to α2 and α3 across all
the experimentally tested densities. As the particle density increases, α1 generally
decreases, while α3 increases in order to adapt to the increased amount of scattering
artifacts. α2 presents only small variations and provides fine-tuned contributions in
all the cases tested.
Next, we compare the localization results from the DSN, the expert, and the gen-
eralist networks on the experimentally measured holograms. The results on three rep-
resentative cases with increasing densities (ρ = {1.6, 3.2, 6.41}×104 particles/µL) are
shown in Figure 4·12; two additional cases at higher densities (ρ = {12.82, 25.64}×104
particles/µL) are shown in Figure 4·13. To perform this comparison, both the expert
for a given particle density and the generalist are also trained using only simulated
data. The localization results on simulated holograms from the same trained networks
have been presented in Section 4.2.3. For each case, we show the depth color-coded 3D
rendering of the particle localization, and the maximum intensity y- and z-projections
overlaid on the corresponding projections of the 3D holographic backpropagation. Al-
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though we do not have the ground-truth particle locations for the experiments, the
amplitude distribution of the 3D holographic backpropagation can provide visual cues
for identifying the correct particle positions [147], especially at low particle densities.
For the lowest density case in Figure 4·12(a), the expert DNN visibly suffers from
miss detection especially at deeper depths, as highlighted by the white ovals in the y-
and z-projections. This is likely because the simulator-trained expert does not have
sufficient generalizability to handle the unaccounted-for experimental variations. The
DSN and the generalist demonstrate more consistent localization results across vari-
ous depth ranges. We attribute their superior generalization capability, as compared
to the expert, to their diverse training data. The DSN demonstrates the best local-
ization capability with the fewest visually identifiable miss detection in the y- and
z-projections. For the higher density cases in Figures 4·12(b), 4·12(c), and 4·13, it be-
comes challenging to establish the performance for every particle due to the increased
scattering artifacts. We identify a few clear miss detected regions from all methods
in the y- and z-projections. Based on these visual inspections, we conclude that our
experimental results are consistent with our simulation. The simulator-trained DSN
demonstrates robust 3D descattering, and provides improved 3D localization as com-
pared to the the expert and the generalist networks, in particular at higher densities
and deeper depths.
4.3 Materials and methods
4.3.1 Network design and implementation
The expert and generalist networks have the same network architecture (shown in
Figure 4·14) that is based on the V-net framework [100]. It consists of an encoder
and decoder with skip-connections for high-resolution feature forwarding and end-to-
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Figure 4·14: The expert DNNs built on the V-net architec-
ture. Each expert DNN builds upon the V-net framework, which is an
end-to-end 3D DNN with an encoder-decoder framework. The encoder
part of the network extracts multi-scale features using 3D convolution
kernels of size 3 × 3 × 3 with stride 1. Each layer in the encoder de-
creases the spatial dimensions of the features by 2× while doubling the
number of channels. Features at different scales from the encoder are
forwarded to the decoder via skip connections for preserving high reso-
lution information. The bottleneck layer contains the “latent code” of
size 8× 8× 7 with 256 channels, which is then used by the decoder to
reconstruct the final output. The decoder also contains multiple 3D-
convolution layers with 3×3×3 convolution kernels, and convolutional
upsampling, with additional incorporation of high resolution features
from the skip connections. The single-channel output from the decoder
is converted to a probability map using the sigmoid layer, in which
each voxel value represents the likelihood of that voxel belonging to a
particle (vs. belonging to the background).
also use the same V-net structure, since they are derived from the expert DNNs.
The GTN within the DSN framework is a relatively simple DNN following the VGG
structure [132] to predict the synthesis weights αi. The detailed implementation of
the GTN is shown in Figure 4·16. The synthesis weights αi are used to adaptively



































(a) Expert Encoder E𝑖
(b) Synthesized Decoder D𝑠
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Figure 4·15: Network architecture of the expert encoders Ei
and synthesized decoder Ds within the DSN. (a) The architec-
tures of all the encoders Ei (i ∈ {1, 2, 3}) are identical, and are derived
from the V-net. The encoders extract features from the input, which are
then used by the decoder for generating the DNN output. Since V-net
uses multi-scale feature forwarding by skip connections, we record the
encoder extracted features at each spatial scale (denoted by Fi0–Fi3),
together with the latent feature map Fi4. This combined set of features
is labeled Fi = [Fi0; Fi1; Fi2; Fi3; Fi4] associated with the correspond-
ing encoder Ei. (b) The architecture of the synthesized decoder Ds is
derived from the V-net decoder. Each parameter in Ds is a weighted
sum of the corresponding elements in the three expert decoders Di:
Ds =
∑3
i=1 αiDi. Once Ds is synthesized, it uses the synthesized multi-
scale features Fs = [Fs0; Fs1Fs2; Fs3; Fs4] for generating the output,
where Fsx =
∑3























Figure 4·16: Gating network structure. The GTN follows the
VGG structure to predict the synthesis weights αi. The input holo-
gram is first downsampled by 4× by selecting every 4th pixel along
each axes. Next, the GTN extracts multi-scale spatial features from
the 2D hologram using two 2D convolutional layers, each containing
a convolution with a bank of 3 × 3 kernels, followed by 2× maxpool-
ing to decrease the spatial dimensions. The first layer computes 32
while the second layer contains 64 channel features. After the convolu-
tional layers, the 8 × 8 × 64 feature map is flattened and then passed
through a fully connected layer. The output is a 3×1 vector represent-
ing the three synthesis weights {α1, α2, α3}. The weights sum to unity,
i.e.
∑3
i=1 αi = 1, through the use of the softmax nonlinear activation
function at the last layer.
The DSN framework adaptively combines multiple expert DNNs to achieve dy-
namic synthesis. In the first stage, three expert encoders Ei independently perform
multi-scale feature extractions from the holographically backpropagated input vol-
ume, where i ∈ {1, 2, 3} represents the expert index. We use Fi to represent all the
extracted multi-scale feature maps from these expert encoders within the DSN, which
are then used to compute the dynamically synthesized features Fs as the following
linear combination, Fs =
∑
i αiFi. The synthesized features at the corresponding
spatial scales are then passed to the synthesized decoder by the skip connections
(and the “bottleneck” connection for the lowest dimension 8×8×7 “latent” features)
for further processing. More details about this dynamic synthesis of encoders are
provided in Figure 4·15(a).
On the decoding end, the DSN decoder is dynamically synthesized as a consensus
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of the multiple expert decoders by Ds =
∑
i αiDi, where Ds represents the param-
eters of the synthesized decoder, and Di represents the expert decoder parameters
within the DSN. Every network parameter in the synthesized decoder is thus a linear
combination of the corresponding expert decoder parameters, whose proportions are
determined by the GTN. More details about the dynamic synthesis of the decoders
are provided in Figure 4·15(b).
To formulate the training loss function, we treat the ground truth as binary, in
which the sample contains discrete particles {1} separated by the background {0}.
Accordingly, we employ the binary cross entropy as the loss function, which has shown
to promote sparsity in the reconstruction [84]. The loss L(W) is defined by





yi log P(yi = 1|X; W) + (1− yi) log P(yi = 0|X; W)
)
, (4.1)
where yi is the ground truth label of a voxel (i.e. 1 for particle, 0 for background),
P(yi|X; W) is the predicted probability of the voxel belonging to either a particle or
the background, given input X and the network weights W, and N represents the
total number of voxels in a given batch.
For training the DNNs, we use Adam optimizer to update all the network weights.
Both the expert and generalist networks use Xavier random weight initialization and
are trained for about 10K iterations with a learning rate of 1e−4 and a batch size of
20. Each iteration takes about 3 seconds, and the total training time for each network
is about 8 hours.
For training the DSN, while the GTN is initialized with Xavier random weights in
all cases, two distinct initialization strategies are employed for the experts within the
DSN, as discussed in Section 4.2.2. In the first case, each expert within the DSN is
initialized with the weight of the pretrained expert DNN on a specific particle density
from ρ = {1.6, 3.2, 6.41} × 104 particles/µL, respectively. The pretraining of these
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expert DNNs follows the same procedure for training the expert networks discussed
above in this section. With this initialization, the DSN was trained with a learning
rate of 1e−5 with a batch size of 1 for about 30K iterations. Each iteration takes
about 0.62 seconds, and the total training time for the DSN is about 5 hours. In the
second initialization strategy, no pretraining is performed, and all the experts within
the DSN are initialized using Xavier random initialization. In this case, the DSN is
trained using the same learning parameters as the first initialization strategy. Due
to random initialization, the training takes about 2× longer to converge with about
60K iterations (10 hours). Additionally, L2 weight decay was observed to improve
the results from the DSN, but had little effect on the results from the expert and
the generalist DNNs. Thus, L2 weight regularization was employed for the DSN
training, with a parameter γ = 1e−6, making the effective loss function for the DSN
as L(W) + γ||W||22.
For all our computations, we used an Intel Xeon E5-1630 v4 3.7GHz processor
with 128 GB RAM and an Nvidia Quadro RTX-8000 GPU.
4.3.2 Experimental setup
Our experimental setup for inline holography, shown in Figure 4·17, uses a linearly
polarized HeNe laser (λ = 632.8 nm, 500 : 1 polarization ratio, Thorlabs HNL210L)
that is collimated for illuminating the sample. A 4F system with a 20× objective
lens (0.4NA, CFI Plan Achro), and a 200 mm tube lens is used to relay the field
onto a CMOS sensor (FLIR GS3-U3-123S6M-C, pixel size 3.45 µm) for recording
the holograms, each containing 1024×1024 pixels. The effective lateral pixel size is
172.5 nm, which satisfies the Nyquist sampling requirement. The sample consists
of polystyrene microspheres suspended in deionized water, with nominal diameter
0.994 µm± 0.021 µm and refractive index 1.59 (Thermofisher Scientific 4009A). The




Figure 4·17: Experimental setup and schematics. (a) An in-
line holography setup consists of a collimated HeNe laser (632.8 nm,
500:1 polarization ratio, Thorlabs HNL210L) for illumination and a 4F
system consisting of a 20× objective lens (0.4 NA, CFI Plan Achro)
and a 200 mm tube lens for imaging. A CMOS sensor (FLIR GS3-U3-
123S6M-C) is used to record the holograms. The 3D sample consists of
polystyrene microspheres with diameter 0.994±0.021 µm (Thermofisher
Scientific 4009A) suspended in water held in a quartz-cuvette with inner
dimensions 40 mm × 40 mm × 0.5 mm. (b) A plane-wave is incident
on the 3D sample containing distributed particles. The field undergoes
multiple scattering and then propagates to the hologram plane.
focal plane of the objective lens was set outside the inner wall of the cuvette for holo-
gram recording. A shutter speed of 5 ms was used and found to be sufficiently fast to
avoid any motion artifacts from the moving particles. The illumination beam diam-
eter was kept less than the width of the cuvette, while larger than the CMOS sensor
area to avoid edge artifacts. With this setup, we acquire holograms for samples with
approximate particle densities at ρ = {1.6, 3.2, 6.41, 12.82, 25.64} × 104 particles/µL,
corresponding to 250, 500, 1000, 2000, 4000 particles in the imaged volume of size
176.64× 176.64× 500 µm3.
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4.3.3 Multiple-scattering simulation
Since the ground-truth particle locations for the experimental holograms are not
known, we employ simulated data for the DSN training. We simulate 3D samples
with particle densities that approximately match the experimental data, including
ρ = {1.6, 3.2, 6.41, 12.82, 25.64} × 104 particles/µL, containing 250, 500, 1000, 2000,
4000 particles in the simulation volume. The particle locations are placed randomly
using the Poisson disk random sampling [20]. The particle size is 1 µm and the
refractive index contrast between the particle and the background medium (water) is
0.26. The size of each synthetic 3D sample is 176.64×176.64×500 µm3, corresponding
to 1024×1024×4222 voxels. The lateral field of view corresponds to the experimental
hologram size. The axial size matches with the internal depth of the cuvette used
in the experiment. The lateral step size is chosen to be δx = δy = 172.5 nm,
which corresponds to the effective pixel size in the experiment. The axial step size
is chosen to be δz = 118.4 nm corresponds to λm/4 in order to accurately model
multiple scattering [164], where λm is the wavelength in the aqueous medium, i.e.
λ/1.33, 1.33 being the refractive index of water. For simulating the holograms given
the synthetic particle volume, we use the BPM to accurately model the multiple
scattering process since it demonstrates minimal discrepancy between the measured
and simulated holograms and is highly computationally efficient for simulating large-
scale data with GPU acceleration [164]. The implementation details of the BPM are
detailed in [164], along with the accompanying open-source code.
4.3.4 Holographic backpropagation
To generate the input to the DNN, we perform holographic backpropagation on each
hologram to obtain an initial estimate of the 3D particle fields. This 3D backprop-
agation corresponds to the minimum-norm solution for the 2D-to-3D reconstruction
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problem under the linear first Born approximation model [25]. The 3D holographic
backpropagation R(x, y; z) is computed by numerically propagating the hologram
I(x, y) “backwards” from the hologram plane to the object volume slice-by-slice, as
follows:
R(x, y; z) = F−1{F{I(x, y)} · H(u, v; z)} (4.2)
where F{·} denotes the 2D Fourier transform and F−1{·} the inverse 2D Fourier
transform, x and y the lateral spatial coordinates, z the axial distance, and u and v
the transverse spatial frequencies. H(u, v; z) is the transfer function of the free-space
Green’s function G(x, y; z) = exp(ikr)/r, where k = 2π/λm is the wavenumber and
r =
√
x2 + y2 + z2, and H(u, v; z) is computed by taking the slice-wise 2D Fourier
transform of the Green’s function as H(u, v; z) = F{G(x, y; z)}. For the backprop-
agation, we set δz = 5 µm to approximately match the axial resolution of the ex-
perimental setup, determined by λm/(1 −
√
1− NA2) = 5.7 µm. This is because
we do not attempt to localize particles with better accuracy than the system’s axial
resolution. This produces a backpropagated volume with 1024 × 1024 × 100 voxels.
Since our problem is highly ill-posed due to the dimensional mismatch between the
object and measurement domains, the backpropagated volume contains significant
scattering artifacts whose severity is directly proportional to the underlying particle
density of the sample and increases at deeper depth slices, as depicted in Figures 4·3
and 4·2.
4.3.5 Data preparation
All DNN models in this work are trained using supervised learning framework. There-
fore, in order to train a network to remove scattering artifacts from the 3D backprop-
agated volume, the corresponding ground truth object is also required. The ground
truth is difficult to obtain for our experimental data, instead we only use simulated
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data for the DNN training, for which the ground truth is available. A remaining
challenge is the large scale of the 3D imaging problem. Each synthetic 3D sample
contains 1024 × 1024 × 4222 voxels, which is too large to be computed directly on
our DNNs. Simply dividing the depth into smaller sub-volumes would lose contex-
tual information about the depth-dependent scattering artifacts clearly visible in the
back-propagated volumes in Fig. 4·3 and 4·2. Instead, we downsample the ground-
truth volume with axial binning to 1024 × 1024 × 100 voxels. For this purpose, we
project each of the 4222 slices in the original synthetic 3D sample to the closest slice
within the 100 slices in the volumetric ground truth. The resulting 1024×1024×100
volume is used as the ground truth for the DNN training. In addition, we pose the
reconstruction as a detection problem with a binary ground truth, i.e. every voxel
represents whether it belongs to a particle {1} or the background {0}. Essentially, we
do not attempt to reconstruct the actual refractive index of each particle but only aim
to localize them as a compromise to the severe ill-posedness of the inverse problem;
yet the 3D localization problem is of practical importance for many applications. To
preprocess the backpropagated volume before inputting it to the DNN, we compute
the amplitude of each complex-valued backpropagated volume, and then linearly scale
the values between 0 and 1.
To train each expert DNN for a specific particle density, we randomly generate 48
training and 2 validation pairs of the input backpropagation and the corresponding
ground-truth volumes, each of which is 1024× 1024× 100 voxels in size. We further
divide each volume to have a smaller lateral size while keeping the axial dimension
fixed to make the end-to-end 3D computation feasible. Specifically, the input to the
DNN comprises of 128×128×100-voxel sub-volumes cropped from the full backprop-
agation volumes. The sub-volumes are cropped to have a 64×64-voxel lateral overlap
among the neighboring patches for training, while no overlap for validation and test-
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ing. In total, for each expert DNN, we generated 10800 sub-volumes for training, and
128 for validation.
To train the generalist and the DSN, we generate 70 training and 5 validation pairs
of 1024×1024×100-voxel backpropagation and ground-truth volumes, corresponding
to 15750 training, and 320 validation sub-volumes after performing the same volume
division procedure. The same dataset is used for training the generalist and the DSN
for fair comparison of their performance. The particle densities (ρ×104 particles/µL)
and the number of volumes (n) used for training the generalist and the DSN include:
ρ = 1.6 (n = 10), ρ = 3.2 (n = 20), ρ = 6.41 (n = 20), and ρ = 12.82 (n = 20). The
validation data includes ρ = 1.6 (n = 1), ρ = 3.2 (n = 1), ρ = 6.41 (n = 1), ρ = 12.82
(n = 1), and ρ = 25.64 (n = 1). We empirically optimized the choice of training
data. We chose to not include ρ = 25.64 for the training, since the data does not
sufficiently benefit the DSN or generalist network training due to the poor effective
“signal-to-noise” in the backpropagated volumes. This argument is corroborated by
the poor performance of the expert DNN for ρ = 25.64 shown in Figures 4·3 and
4·4(e).
For fair comparison, we test all our trained DNNs on the same testing data. In
total, we generate 110 testing pairs of backpropagated and ground-truth volumes
with 1024× 1024× 100 voxels for a variety of seen and unseen particle densities. The
particle densities (ρ×104 particles/µL) used for the testing and the number of testing
pairs (n) include: ρ = 0.64 (n = 10), ρ = 1.6 (n = 10), ρ = 2.24 (n = 10), ρ = 3.2 (n
= 10), ρ = 4.81 (n = 10), ρ = 6.41 (n = 10), ρ = 9.61 (n = 10), ρ = 12.82 (n = 10),
ρ = 19.23 (n = 10), ρ = 25.64 (n = 10), and ρ = 28.84 (n = 10).
4.3.6 Performance evaluation metrics
The performance of the DNN on the simulated data is quantified using the Jaccard
index (JI). To do so, we first discuss the procedure of assigning True Positive (TP),
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False Positive (FP), and False Negative (FN) labels to the reconstructed particles,
and then describe the computation of the JI. TP represents a correctly localized parti-
cle, FP represents a falsely detected particle in the reconstruction that is not present
in the ground truth, and FN represents a missed particle which is not detected in
the reconstruction but is present in the ground truth. The computation involves seg-
mentation of the network output, followed by centroid detection, and the comparison
with the ground-truth particle locations, as detailed below.
The output from the DNN is a 3D probability map representing the likelihood of
each voxel belonging to either a particle or the background. To process the network’s
output, first we perform slice-wise thresholding using the Otsu’s method [106] to
obtain a 3D binary map. All clusters comprising of less than 10 voxels are discarded
as noise, similar to our previous work [142], since they are significantly smaller than
the expected particle size of 21 voxels. Second, we perform centroid detection for
all the reconstructed particles. Third, we perform pairwise matching between the
reconstructed and the ground-truth centroids by computing the pairwise distances
and solving a linear assignment problem [21]. Fourth, we assign each reconstructed
particle a label from TP, FP, and FN based on the following criterion. TP is assigned
to a particle if it is within an elliptical proximity volume of the matching ground-
truth particle. We choose the axial dimension of the proximity volume to be 12 µm,
which is roughly 2× the axial resolution (5.7 µm) of our system. Even though the
lateral resolution of our system is λm/(NA) = 1.2 µm, empirically the localization
performance decreases as depth increases. To account for this, we heuristically choose
the lateral dimensions of the proximity volume to be 4× the particle size of 1µm.
Thus, the proximity volume is an ellipse of dimensions 4×4×12 µm3. FP is assigned
to a particle if it either does not get matched with any ground-truth particle in the
third step, or it is outside the proximity volume of the matching ground-truth particle.
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FN is assigned to a particle if it is in the ground truth volume but is not matched with
any reconstructed particle in the third step, or the matched reconstructed particle is




TP + FP + FN
, (4.3)
which measures the similarity between the reconstructed and ground truth particle
locations. The JI is computed for groups of 10 axial slices (i.e. every 50µm) in the
reconstructed 3D volumes.
4.3.7 UMAP visualization
Uniform Manifold Approximation and Projection (UMAP) is the state-of-the-art un-
supervised dimensionality reduction technique that models the entire dataset into a
low dimensional manifold by learning the underlying topological structure contained
in the original high-dimensional data [98]. For UMAP visualization, we consider each
data (e.g. a hologram or a DNN’s output) as a single vector, which is mapped to a
single point in a 2D manifold learned by the UMAP algorithm. Applying UMAP to
a whole dataset can provide insights into the statistical distribution of the high-
dimensional dataset by visualizing the learned low-dimensional manifold. In the
UMAP manifold, statistical similar samples are clustered in close proximity, while
dissimilar samples are separated. Its utility for visualizing underlying correlations in
scattering measurements have been demonstrated in our recent work [83].
For the UMAP visualization in Figures 4·8(a) and 4·8(b), we use 6400 non-
overlapping hologram patches of 128 × 128 pixels from 100 raw holograms, dis-
tributed equally among the particle densities of ρ = {1.6, 3.2, 6.41, 12.82, 25.64}× 104
particles/µL. For Figure 4·8(c), we use 704 non-overlapping hologram patches of
128×128 pixels from 11 raw holograms, and each raw hologram is for a specific particle
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density from ρ = {0.64, 1.6, 3.34, 3.2, 4.81, 6.41, 9.61, 12.82, 19.23, 25.64, 28.84} × 104
particles/µL.
4.4 Discussion
In this chapter, we present and experimentally demonstrate a novel adaptive deep
learning framework, termed dynamic synthesis network (DSN), for computational
imaging that is capable of removing artifacts contaminated by a broad range of scat-
tering levels. We show that the novel architecture of the DSN allows it to adjust the
network parameters “on the fly”, in order to fully adapt to the input. This enables
its unique capability of adaptively removing scattering artifacts and achieving state-
of-the-art performance using the same trained DSN for a wide range of scattering
levels.
Our proof-of-concept work can be further improved in several aspects in the future
work. First, using the V-net as the “backbone” to construct the DSN for processing
volumetric data poses challenges in scaling up the number of experts in the DSN due
to the large computational cost. However, increasing and thus diversifying the exper-
tise is fundamental to push the performance limit of the DSN as shown in this study.
Future work may investigate lightweight network structures for processing volumetric
data [97, 59, 69] to reduce the computational cost and improve the DSN’s perfor-
mance. Second, in terms of the reconstruction accuracy, the DSN is still limited by
its single-scattering approximant backpropagation input, which becomes particularly
limiting at high particle densities. Our recent work has shown that the model-based
reconstruction based on the BPM can significantly improve reconstruction quality at
strong scattering conditions and large imaging depths [164]. Thus, a promising future
direction is to embed multiple-scattering physics into the DSN framework to further
push the descattering performance limit.
Chapter 5




The hemodynamic response to neural activation has become a vital tool in under-
standing brain function and pathologies [109]. In particular, measuring vascular
dynamics has proved to be important for early diagnosis of critical cerebrovascu-
lar and neurological disorders, such as stroke and Alzheimer’s disease [73]. Existing
tools for the measurement of cerebral vascular dynamics rely on functional imag-
ing techniques, for example functional magnetic resonance imaging (fMRI), positive
emission tomography (PET), and optical imaging [109, 107]. Importantly, mathe-
matical models have been proposed for these neuroimaging methods, which provide
valuable insight into the relation between the measured signals, and the underlying
physiological parameters, such as cerebral blood flow, oxygen consumption, and rate
of metabolism [14, 42, 7, 26]. These mathematical models often require a topo-
logical representation of the blood vessels as a graph of spatially distributed nodes,
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connected via edges [42, 26]. These vascular graphs are usually estimated from two-
photon microscopy (2PM) angiograms of the mouse brain [42], and segmentation of
blood vessels is generally the first step in this process [35]. Vascular segmentation
from cerebral 2PM angiograms, however, is a challenging task, especially for in-vivo
imaging. Current state-of-the-art methods for this task [53, 54] suffer from limited
computational speed, restricting their usefulness to only small-scale volumetric re-
gions of the brain. Furthermore, due to rapid deterioration of measurement contrast
with imaging depth in 2PM, these methods have been unable to demonstrate effec-
tive segmentation for vasculature deep beneath the brain surface. In this work, we
address these limitations, and present a computationally efficient framework for 2PM
vascular segmentation that allows us to effectively process much larger regions of the
mouse brain compared to existing methods at significantly faster computation speed
in terms of voxels segmented per second. Our method also demonstrates accurate
segmentation for significantly deeper vasculature compared to the state-of-the-art.
Vascular segmentation involves assigning a binary label to each voxel of the in-
put angiogram to indicate whether or not it is part of a blood vessel. This task
is challenging, especially when dealing with 2PM angiograms, as the measurement
contrast decreases sharply with imaging depth due to multiple scattering and back-
ground fluorescence [57]. Additional sources of measurement noise include motion
artifact corruption during in-vivo imaging, large pial vessels on the cortical surface,
and densely packed vasculature, making the segmentation task nontrivial. In the
presence of these challenges, a number of techniques have been employed for vascular
segmentation, including methods based on the Hessian matrix [40, 63], tracing [114],
optimally oriented flux [80], and geometric flow [157]. However, in practice, these
methods demonstrate limited segmentation quality [35].
In recent years, techniques based on deep learning have shown significant im-
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provement over traditional methods for 2PM vascular segmentation [145, 35, 54, 53].
One of the first works in this line was presented by Teikari et. al. in their preprint
study [145], who proposed a hybrid 2D/3D DNN for the segmentation task. Their
method utilized angiograms with shallow imaging depths (less than 100 µm), and
were limited by computation speed. The segmentation quality was improved upon by
Haft et. al. [54] by using an end-to-end 3D segmentation DNN. This model, however,
similar to Teikari et. al., was also limited by slow computation, and required about
one month to train on a dataset consisting of one annotated angiogram of dimen-
sions 292 × 292 × 200 µm. Damseh et. al. [35] improved upon this limitation, and
were able to process much larger datasets with faster computation speed in terms of
voxels segmented per second. Their framework used a DNN based on the DenseNet
architecture, which processed the 3D angiograms by segmenting 2D slices one-by-
one, and demonstrated better segmentation quality compared to previous methods.
However, this DNN did not generalize with respect to various imaging setups, i.e. it
performed good segmentation only for 2PM angiograms acquired on the same setup
as the training data. Ideally, one would like to be able to segment angiograms from
any 2PM microscope once the network has been trained. In order to overcome this
limitation, Gur et. al. [53] recently proposed an unsupervised DNN based on the
active contours method, and demonstrated improved generalization capability com-
pared to supervised models [145, 54, 35], with faster segmentation speed. However,
this method still suffers from excessive training and inference times, and high com-
putational cost. Furthermore, lack of “supervised” information makes it difficult to
segment deep vasculature, as severe noise corruption makes the task very challenging,
even when using active contours [104]. These challenges limited its effectiveness to
small-scale angiograms, with up to 200 µm imaging depth. Therefore, there is a need
for a vascular segmentation method, that is not only able to generalize to different
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2PM imaging setups, but is also fast and computationally efficient, to cope with the
processing needs of large-scale angiograms.
In this work, we propose a novel deep learning method for vascular segmentation
of cerebral 2PM angiograms, that overcomes the afrementioned limitations of existing
techniques, and demonstrates state-of-the-art segmentation performance. Our contri-
bution here is three-fold. First, we present a novel application of a TV-regularized loss
function for 2PM vascular segmentation. The proposed loss function combines the
“supervised” information from training data acquired on a single imaging setup, with
an “unsupervised” regularization term that penalizes the total variation of the DNN
output. This regularization encourages piece-wise continuity in the final segmenta-
tion, and improves generalization ability of the trained DNN to different imaging
setups, without the need of excessive training data, transfer learning [168], or do-
main transfer [48]. The TV-regularized loss also makes the DNN significantly more
robust to mislabeled ground-truth annotations. This is particularly useful for large-
scale 2PM vascular angiograms where significant noise in deep vasculature makes pre-
cise ground-truth annotation very challenging, even for human annotators, making
ground-truth data prone to mislabeling. The TV penalty also imparts inherent denois-
ing capability to the trained network, eliminating the need for any post-processing.
Our second contribution is a novel pre-processing method, which aids in general-
ization by making the histogram of an arbitrary test angiogram similar to that of
training data, in addition to reducing its noise. We demonstrate the effectiveness of
this preprocessing method to improve segmentation quality, not only with our pro-
posed method, but also with some existing 2PM vascular segmentation techniques.
Our third contribution is the novel application of an extremely lightweight, end-to-
end 3D, DNN for 2PM vascular segmentation, which is able to demonstrate an order
of magnitude faster segmentation, compared to the current state-of-the-art [53], in
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terms of voxels segmented per second. This enables us to perform segmentation on
significantly larger regions in several mouse brains, thus enabling large-scale in-vivo
neurovascular analysis. To illustrate this unique capability, we demonstrate segmen-
tation on a 808×808×702 µm volume in less than 2.5 seconds.
Following vascular segmentation from our DNN model, we perform graph extrac-
tion on the binary segmentation map using a recently developed method based on the
Laplacian flow dynamics [34]. Importantly, we show that our segmentation results
in better graph modeling of the vasculature across large volumes compared to other
segmentation techniques.
Overall, we present a new high-speed and computationally efficient anatomical
modeling framework for the brain vasculature, which consists of deep learning based
vascular segmentation followed by graphing. Our work paves the way for future
modeling and analysis of hemodynamic response at much greater scales that were
inaccessible before. To facilitate further advancements in this field of research, we




The deep learning based vasculature anatomical modeling pipeline is shown in Fig-
ure 5·1(A). This modular framework takes 2PM angiograms of live mouse brain as
the input, performs segmentation of blood vessels using a novel 3D DNN, and finally
extracts a vascular graph from the network’s prediction. The DNN [Figure. 5·1(B),
5·13], detailed in section 5.3.3, is of critical importance in this pipeline and is our
primary contribution, along with the novel application of a TV-regularized loss func-
tion for 2PM vascular segmentation, detailed in section 5.3.4. This network is first
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Figure 5·1: Framework for vascular modeling. (A) Two-photon
microscopy (2PM) is used to acquire cerebral angiographic data on a
live specimen via in-vivo imaging. This is followed by binary vascu-
lar segmentation of the 2PM angiogram. Finally, the 3D graph of the
vasculature is computed from the segmentation map. In this paper,
we present the segmentation method in detail, which is able to process
large-scale 2PM angiograms. (B) A deep neural network (DNN) is used
for segmentation which is first trained using annotated angiograms.
During this process, the network weights are iteratively adjusted for
accurate vessel segmentation. (C) After training is complete, the opti-
mized network can be used in a feed-forward manner for segmentation
on unseen angiograms.
trained to minimize the discrepancy between manually annotated ground truth seg-
mentation, and its own prediction [Figure.5·1(B)]. During this training process, the
network is exposed to challenging regions in 2PM angiograms in order to improve
its vessel recovery from poor quality images. Some examples of such regions in-
clude deep 2PM measurements with low signal contrast [Figure.5·2(A)], and pial
vessel occlusions[Figure.5·2(A), red circle]. In addition, we use large input angiogram
patches of size 128 × 128 × 128 voxels, in conjunction with a network optimized for
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Figure 5·2: Deterioration of two-photon microscopy signal
with imaging depth. (A) Visual contrast decreases for deeper vascu-
lature due to loss of illumination focus with increased imaging depth,
and higher background fluorescence due to increased laser power. Large
pial vessels on the surface cast shadows underneath, as shown by the
encircled region, making vessel detection challenging. (B) The signal
to background ratio (SBR) of the angiogram decreases rapidly going
deeper into the brain tissue.
computation speed, allowing us faster segmentation on significantly larger angiograms
compared to state-of-the-art methods [54, 53]. Once trained, this network provides
segmentation of 2PM angiograms in a feed-forward manner [Figure.5·1(C)] that out-
performs the state-of-the-art methods as detailed below.
5.2.2 Segmentation performance analysis
To evaluate our segmentation approach, we first visually compare the predicted ves-
sel segmentation from our DNN with the ground truth, a traditional Hessian matrix
approach [63], and a recently developed DNN model [35] in Figure 5·3. Our method
outperforms both these techniques in terms of segmentation quality, especially for
vessels deep beneath the cortical surface. The Hessian matrix approach identifies
tubular structures by an enhancement function based on Hessian eigenvalues. While
it recovers most of the vessels closer to the surface, it preforms poorly in this regard
for deeper vessels, due to significantly higher measurement noise in the angiogram,
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Figure 5·3: Large-scale 2PM vascular segmentation. (A) 3D
renderings of segmentation on the test angiogram. (B-D) Maximum
intensity projections (MIPs) of binary segmentation overlaid on 2PM
measurement. Each MIP represents 40 µm physical depth, and 20 dis-
crete slices along the z-axis. MIPs for three different depths ranges
are presented to show the effect of axial depth on segmentation per-
formance. We demonstrate good segmentation for vasculature up to
606µm, despite significant increase in background noise associated with
2PM.
which makes it difficult to distinguish between the vessels, and the surrounding noisy
background. Rafat et al. [35] use a DenseNet architecture to perform vascular seg-
mentation in a 2D slice-wise manner. Although their network performs better than
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Figure 5·4: Quantitative evaluation of segmentation perfor-
mance. (A) While we do present traditional metrics for segmentation
comparison, e.g. sensitivity, specificity, Jaccard index, F1 score and ac-
curacy; we also include other metrics arguably better suited for vascular
segmentation including Matthew’s correlation coefficient (MCC), Haus-
dorff distance (HD), and length correlation (LC). Our method provides
best overall performance on the test dataset, supporting the qualita-
tive results in Figure.5·3. (B) Here we compare the slice-wise modi-
fied Hausdorff distance (MHD) between the methods of interest. Our
method outperforms other techniques with considerably smaller mean
and standard deviation of the slice-wise MHD. (C) In terms of number
of voxels segmented per second, our method is about 10x faster than
the state-of-the-art [53], making it suitable for large scale and real-time
applications.
the Hessian approach, it also suffers from bad segmentation for deeper vessels, and
ignores 3D context due to the slice-wise processing. A significant advantage that the
proposed method possesses, compared to these techniques, is the TV-regularized loss
function, which penalizes the variation of the DNN output, thus imparting inherent
denoising capability to the network, and improving its segmentation for deep vessels.
In addition, the proposed DNN also performs end-to-end 3D processing of data, which
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takes into account the 3D context of vasculature. Thus, the segmentation from our
method maintains greater overlap of the prediction and ground truth compared to
other methods, out to 606µm [Figure. 5·3(B)-(D)]. These results indicate a 3× depth
improvement using our approach over the current state-of-the-art methods. Since
these large imaging depths also exhibit poor signal-to-background ratios (SBR) [Fig-
ure. 5·2], our DNN model also provides visually superior performance under low signal
contrast imaging conditions. As discussed below, we quantify these improvements us-
ing a comprehensive set of metrics to holistically evaluate the vascular segmentation
performance.
Overlap-based metrics are the most widely used metrics to evaluate vessel segmen-
tation algorithms, which are computed based on analyzing the voxel overlap between
the ground truth and the prediction. For example, sensitivity and specificity represent
the respective percentage of the foreground and background voxels that are correctly
recovered in the prediction. The Jaccard index computes the intersection over the
union of the prediction and the ground truth, representing similarity based on per-
centage overlap. The Dice index is very similar to the Jaccard index and the two
are strongly positively correlated. Generally, such metrics only compare the physical
overlap between the ground truth and the predicted segmentation without consid-
ering the underlying morphological shapes of the object [140]. This factor makes
overlap-based metrics ill-suited for delimiting complex boundaries like blood vessels,
since they will preferentially correct larger vessels occupying more of the volume while
ignoring the smaller, yet important capillaries in the vasculature. In addition, these
metrics suffer from inherent biases towards one segmentation class or the other. For
example, the Jaccard index, the Dice coefficient, and sensitivity are insensitive to true
negative predictions, making them primarily indicative of positive class performance.
On the other hand, specificity is insensitive to true positive predictions, thus primar-
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ily indicative of negative class performance. Accuracy is subject to class imbalance,
i.e. when one type of class labels are significantly more abundant than the rest, ac-
curacy becomes more indicative of the abundant class. This problem is particularly
prevalent in vascular segmentation [78]. As an example, our manually segmented
2PM angiograms contain more than 96% background tissue voxels and less than 4%
foreground vessel voxels, indicating an imbalance ratio of more than 24.
To overcome these shortcomings, we further quantify our DNN performance us-
ing the correlation-based Matthew’s correlation coefficient (MCC) metric, two mor-
phological similarity based metrics, namely Hausdorff distance (HD), and Modified
Hausdorff distance (MHD), and a graph-based metric length correlation (LC). MCC
is particularly suited for highly imbalanced data [17] since it is unbiased towards any
class and gives the same value between -1 and 1, even when negative and positive
classes are swapped. A score of 1 means perfect correlation, 0 means uncorrelated and
the classifier is akin to random guessing, -1 means perfect negative correlation. HD
measures the extent of morphological similarity between the prediction and ground
truth, i.e. how visually similar their shapes are. This metric is suitable for data
involving complex contours e.g. blood vessels [140]. MHD is a variant of HD, and
is more robust to outliers and noise. LC is a graph-based metric, which we derive
from the length metric in [47], and is specifically suitable for vascular segmentation.
It measures the degree of coincidence between the predicted and the ground truth
segmentations in terms of the total length. Since accurate graph extraction is the
eventual goal for our segmentation pipeline, LC is a particularly well suited metric
for comparison.
Quantitative evaluation of our DNN segmentation on (unseen) testing data is
presented in Figure.5·4(A,B). Our method demonstrates the best overall segmenta-
tion, especially with respect to non-overlap-based metrics. In addition to providing
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both qualitatively and quantitatively improved vessel segmentation, our method also
provides ≈ 10× faster voxel-per-second segmentation than the current state-of-the-
art [53] as shown in Figure.5·4(C). Faster computation speed played an important role
in enabling our DNN to train on our large-scale dataset within a reasonable time, and
has potential applications for real-time segmentation.
5.2.3 Generalization to a new 2PM imaging system
Existing segmentation methods based on supervised learning [145, 35, 54] have not
demonstrated the ability to generalize across various 2PM imaging setups, and the
same setup is used to acquire both the training and testing data. In some cases, even
the same 3D angiogram is divided into both training and testing sets [54]. Train-
ing a DNN with the ability to generalize over different setups is challenging due to
inter-microscope variability. However, it is highly desirable to have a segmentation
method which is independent of the acquisition hardware. One possible solution is
to train a supervised DNN with annotated data from various imaging setups, be-
cause having such diversity in the training set is known to improve generalization
performance. This however is difficult to achieve, since manually annotating ground
truth for many large-scale angiograms from various setups is impractical due to the
prohibitive labor cost. This is also why very few such large-scale annotated datasets
are publicly available. Limited data availability makes it difficult to effectively train a
purely supervised learning model. Supervised methods are also susceptible to possible
mis-annotations, e.g. due to human error, and this problem is particularly amplified
for large-scale datasets [55]. Another possible approach for achieving generalization
is to train an unsupervised DNN, as by Gur et. al [53]. However, unsupervised
methods discard annotated data altogether, and this may be detrimental in challeng-
ing regions of low contrast like deep vasculature, and areas under large pial vessels,
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Figure 5·5: Robustness of the proposed learning scheme to
label noise. We train our DNN with various levels of label noise,
and demonstrate that adding TV-regularization improves robustness
of the segmentation method to label noise. To add label noise, the
foreground labels (vessels) were first dilated with a sphere of radius 2.
Then a certain percentage of the foreground voxels was selected ran-
domly with uniform probability, and were dropped to zero, such that
they now represented background. This method of adding noise was
especially chosen to make the edges of vessels ambiguous in the ground
truth, as vascular edges are most prone to mislabeling.(A) Qualitative
comparison of segmentation performance with various levels of label
noise (MIPs 566 − 606µm). The top row represents results from our
DNN without TV-regularization (α = 0), while the bottom row repre-
sents our DNN with TV-regularization. (i) The baseline performance
where no label noise has been added to the ground truth. (ii-iv) Label
noise is progressively increased from 25% to 75%. The results without
TV-regularization deteriorate significantly, while the DNN with TV-
regularization is visibly more robust, even in the case of 75% label
noise. (B) The quantitative analysis also supports the qualitative com-
parison between TV and no-TV segmentation; and demonstrates that
TV-regularization imparts robustness to label noise.
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Figure 5·6: Generalization capability of our segmentation
method. Our DNN is optimized for robustness to inter-microscope
variability. We train our DNN on data from one 2PM setup and test
on an angiogram acquired on a different setup, demonstrating good
segmentation quality. (A) 3D renderings of the segmentation maps.
(B-D) Maximum intensity projections (MIPs) of vascular segmentation
overlaid on 2PM measurement, shown for lateral x-y cross sections.
Each MIP represents 20 discrete slices along the z-axis. Our method
has good qualitative performance with well connected vasculature and
apt segmentation for both large and small vessels, demonstrating its
ability to generalize to other 2PM imaging setups without retraining.
For comparison, the supervised learning method by Damseh et al. [35]
is unable to generalize well, and the resulting segmentation is not well
connected. (E) MIPs for longitudinal x-z cross sections, each represent-
ing 20 discrete slices along the y-axis. Our method computes compar-
atively better segmentation in the challenging region below the large
pial-vessel where image contrast is low due to occlusion.
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present a DNN with a TV-regularized loss function, which combines the benefits of
supervised learning with an unsupervised regularization term that penalizes the total
variation of the DNN output, to demonstrate state-of-the-art generalization perfor-
mance. Such a regularized learning scheme is not as susceptible to mis-annotations
as supervised methods, and is demonstrated empirically in Figure. 5·5. In addition,
unlike unsupervised methods, our network is able to incorporate expert annotated
data for training, which is especially beneficial for low contrast and high noise regions
in deep vasculature. After being trained on data from only one imaging setup, we
demonstrate that our network is able to demonstrate good segmentation on data from
another 2PM microscope without any retraining or network fine tuning [Figure. 5·6].
5.2.4 Graph-based modeling of cerebral vasculature
Vascular segmentation enables many important applications. Here, we are interested
in graph-based modeling for brain vasculature [14, 43, 42, 41]. In this work, we pro-
pose a pipeline for graph extraction [Figure. 5·1(A)], where we first compute the 3D
segmentation using the method presented in this paper, followed by graph extraction
using the framework recently proposed by Damseh et. al [34]. For each of the seg-
mentation maps in Figure. 5·3, including the ground truth segmentation, we compute
the vascular graphs and present the comparative result in Figure.5·7. The qualitative
results in Figure. 5·7(A) demonstrate the graph computed from our segmentation to
be more similar to the graph from the ground truth, especially for deeper vessels.
This is in-line with our observation in Figure. 5·3, where our method demonstrates
comparatively better segmentation, particularly for deeper vessels. We also compute
four basic metrics for quantitatively comparing the extracted graphs. First is the
total number of vascular segments in the graph network. Second, the number of dan-
gling segments, i.e. segments disconnected at on end or both ends. Generally there
should not be any dangling segments except at the borders of the graph. Third, the
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Figure 5·7: Graph extraction from 3D segmentation. The math-
ematical graph of the vasculature, comprising of nodes connected via
edges, was computed from the segmentations in Figure.5·3. (A) Quali-
tative comparison of graph extraction performance. (i) 3D view of the
graphs, depicted as vascular center lines in the volume. (ii-iv) MIPs of
graphs overlaid on 2PM measurement, each MIP representing 20 dis-
creet slices along z-axis. Graph extraction from our segmentation is
qualitatively better compared to other methods, especially at increased
depth. (B) A comparison of metrics demonstrates that the graph com-
puted from our segmentation is quantitatively most similar to the graph
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Figure 5·8: Graph extraction from the 3D segmentation map.
The mathematical graph of the vasculature was computed from the
segmentation, comprising of nodes connected via edges. (A) 3D view
of the graphs, depicted as vascular center lines in the volume. (B-D)
MIPs of graphs overlaid on 2PM measurement, each MIP representing
20 discreet slices along z-axis. (E) Longitudinal x-z MIP overlays, each
MIP representing 20 discreet slices along y-axis. Graph extraction from
our segmentation is qualitatively better compared to other methods,
especially below the large pial vessel where measurement contrast is
low, and for deep vasculature.
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number of short vascular segments, which we consider to be less than 6µm. Finally,
the number of incorrect bifurcations in the graph network. At bifurcation junctions,
a vessel divides into two sub-vessels, and generally does not divide into more than
two sub-vessels. If the extracted graph contains junctions where a vessel divides into
three or more sub-vessels, we consider it to be an incorrect bifurcation. We compare
these metrics among the extracted graphs in Figure. 5·7(B), and find that the perfor-
mance of our method resembles most closely to the ground truth. We also compute
the graphs using the segmentation maps from Figure. 5·6, and present the qualitative
comparison in Figure. 5·8, empirically demonstrating satisfactory graph extraction
performance up to a depth of 600µm. We thus demonstrate that our segmentation
method is suitable for large-scale vascular modeling and subsequent graph extraction.
5.3 Materials and method
5.3.1 Data preparation
2PM angiograms were acquired on two different imaging systems for various mice
specimen (n = 5 for system 1, and n = 1 for system 2). For training and quantitative
evaluation, we used data only from the first imaging setup, while data from the second
setup was used for qualitative demonstration of the generalizability of our approach.
The dataset from imaging system 1 has been previously published by Gagnon et.
al. [41, 42], and its preparation is detailed as follows. All experimental procedures
were approved by the Massachusetts General Hospital Subcommittee on Research
Animal Care. C57BL/6 mice (male, 25–30 g, n = 5) were anesthetized by isoflurane
(1–2% in a mixture of O2 and air) under constant temperature (37
◦C). A cranial
window with the dura removed was sealed with a 150-m-thick microscope cover-slip.
During the experiments, a catheter was used in the femoral artery to monitor the
systemic blood pressure and blood gases and to administer the two-photon dyes.
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Figure 5·9: Training and testing data used in our experimen-
tation. (A-E) 2PM measurements and annotated ground truth seg-
mentation pairs for 5 angiograms from setup 1. (F) 2PM measurement
from setup 2.
114
During the measurement period, mice breathed a mixture of O2, and air under the
0.7–1.2% isoflurane anesthesia. Structural imaging of the cortical vasculature was
performed using a custom built two-photon microscope [125] after labeling the blood
plasma with dextranconjugated fluorescein (FITC) at 500 nM concentration. Image
stacks of the vasculature were acquired with 1.2 × 1.2 × 2.0 µm voxel sizes under
a 20× Olympus objective (NA= 0.95). Data was digitized with a 16 bit depth. A
total of five angiograms were acquired on this setup, each from a distinct specimen
Figure.5·9(A-E), and were divided into training and testing angiograms in a ratio of
80-20% respectively, i.e. four angiograms were used for training [Figure.5·9(B-E)],
while one was used for testing and evaluation [Figure.5·9(B-E)]. The ground-truth
segmentation was prepared by human annotators using custom software.
For imaging system 2, the dataset has a similar preparation process for the live
specimen, however, it was acquired on a different imaging system and different mouse
whose details are as follows. All experimental procedures were approved by the BU
IACUC. We anesthetized a C57BL/6J mouse by isoflurane (1–2% in a mixture of O2
and air) under constant temperature (37◦C). A cranial window with the dura intact
was sealed with a 150-m-thick microscope cover-slip. During the measurement period,
mice breathed a mixture of O2 , and air under the 0.7–1.2% isoflurane anesthesia.
The blood plasma was labeled using dextranconjugated fluorescein (FITC) at 500 nM
concentration. Imaging was performed using a Bruker two-photon microscope using
a 16× objective (NA=0.8) with voxel size 1.58 × 1.58 × 2.0 µm. Data was digitized
with 12 bit depth. One angiogram was acquired on this setup Figure. 5·9(F), and
was used as test data the generalization capability of our network.
5.3.2 Data preprocessing
Adequate pre-processing on test-data was found to be critical for good network
generalization. Here, we present a two-step preprocessing method that consists of
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Figure 5·10: Data pre-processing: intensity scaling. (A) His-
togram for the angiogram from setup 2. (B) Histogram in (A) after
linear scaling. Scaling is performed on data by multiplying the an-
giogram with a constant factor to make the intensity scale similar to
data from setup 1. (C) Histogram for the test mouse from setup 1.
The intensity scale is significantly different from (A) due to difference
in bit-depth of camera between setups 1 and 2. (D) Overlay of (B)
and (C). The intensity scales between data from setup 1 and 2 become
similar after linear scaling on data from setup 2.
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Figure 5·11: Data pre-processing: denoising. (A) 2PM inher-
ently suffers from signal degradation with imaging depth. (B) Sub-
tracting from each 2D image in the 3D stack, its median value, visibly
improved the quality of the angiogram. (C) 3D median filtering on the
angiogram with a 3 × 3 × 3 window significantly reduced background
noise.
histogram-scaling, followed by noise removal, for improved segmentation.
Since our two imaging setups have different detector bit-depths, their respective
angiograms also differed with respect to the scale of voxel-intensities Figure.5·10(A,C).
Since our DNN learns a maximum likelihood function for mapping the input an-
giograms to the desired 3D segmentation maps, given the training data, it is impor-
tant that the test angiogram from any imaging system is on a similar intensity scale
as the training data. Noticing that the histograms from both setups are similar in
shape [Figure.5·10(A,C)], but different with respect to intensity scale; we perform lin-
ear scaling on data from setup 2 by multiplying it with a non-negative scaling factor.
The scaling factor is chosen such that after scaling, the intensity histogram of the
angiogram from setup 2 becomes similar in scale to the intensity histogram of the
angiogram from setup 1. This procedure has been depicted in Figure.5·10(B,D). The
scaling factor for our case, was empirically chosen to be 16. In the case of applying
this approach to an angiogram from a different imaging setup, the procedure will be
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Figure 5·12: Effect of different steps of preprocessing on seg-
mentation quality. (A) Without any preprocessing on data from
setup 2, the segmentation suffers from significant artifacts. (B) Ap-
plying linear scaling improves the number of vessels recovered in the
segmentation. However, there is a significant number of false positives
on vessel boundaries, leading to many adjacent vessels being joined to-
gether in the segmentation map. (C) Application of slice-wise median
subtraction and 3D median filtering, jointly referred to as ’denoising’,
further improves the segmentation. Even though the challenging re-
gion behind the large pial vessel does contain missed vessels in this
case, we do achieve significantly better distinction of vessels in the seg-
mentaiton. Note that in all cases above, we use the DNN trained with
the loss described in Eq.(3).
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very similar. This new angiogram would have to be multiplied with a non-negative
scaling factor, which is empirically chosen such that the voxel-intensity histogram of
the scaled angiogram becomes similar in scale to that of an angiogram from setup 1.
A well-known challenge inherent to 2PM is the degradation of signal with imag-
ing depth [Figure.5·2, Figure.5·11(A)]. Segmentation on such an angiogram using our
trained DNN has significant artifacts, even after linear scaling. Here we propose a
simple yet effective method to reduce this depth-dependent noise. We subtracted
from each 2D image in a 2PM 3D stack, its median value. This visibly improved
the signal quality by suppressing the background noise, especially in deeper layers
[Figure.5·11(B)]. The angiogram was further improved by applying 3D median filter
with a kernel of size 3 voxels [Figure.5·11(C)]. This pre-processing method improved
the segmentation of the deep vasculature, and made individual vessels more distin-
guishable [Figure.5·12]. However, this method was observed to decrease segmentation
quality in the shadowed region under large pial vessels where the measurement con-
trast is comparatively weak. A locally adaptive pre-processing method that could
overcome this limitation may be a potential direction of future work.
5.3.3 Deep neural network design and implementation
Our DNN architecture is based on the well-known V-net [100], however we signif-
icantly modified the original framework for large-scale 2PM vascular segmentation
[Figure.5·13]. The network is end-to-end 3D for fast computation, as opposed to 2D
slice-wise techniques, and consequently also takes into account the 3D context for
improved segmentation. It has an encoder-decoder framework for learning vascular
features at various size-scales, and high resolution feature forwarding to retain high-
frequency information. We incorporate batch-normalization after each convolution-
layer to improve generalization performance and convergence speed. Our network
processes 3D input patches with outputs of the same size. Patch based processing
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Figure 5·13: Deep neural network architecture. Our network is
designed to be fast and generalizable with good segmentation accuracy.
The network is end-to-end 3D taking into account 3D context. Skipped
connections forward high-resolution features. Batch normalization im-
proves generalizability and convergence speed, and the number of layers
and weights are chosen so as to minimize processing time and over fit-
ting, while maintaining segmentation accuracy.
enables the segmentation of arbitrarily large volumes. Our large patch-size compared
to existing methods, coupled with a lightweight network, help to significantly accel-
erate computation speed. For the training process, the training data is divided into
patches of 128× 128× 128 voxels, with an overlap of 64 voxels along all axes. Each
training iteration processes a batch of 4 patches chosen randomly from the training
data. We use Adam optimizer to train our network with a learning rate of 10−4 for
about 100 epochs, which takes approximately 4 hours on a TitanXp GPU. For testing,
the angiogram is divided into patches of 128 × 128 × 128 voxels and segmentation
is performed on each patch separately, after which they are stitched together to get
the final segmented angiogram. The division of the acquired data into training and
testing datasets has been described in Section 5.3.1.
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5.3.4 Loss function design
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Figure 5·14: Ablation of TV and preprocessing for segmenta-
tion Here we compare the performance of our DNN with and without
TV regularization in the loss function, and two levels of preprocessing.
(A) Here only linear scaling is performed on the input angiogram before
segmentation with a DNN trained without TV. There are a significant
number of missed vessels especially in the region below the large pial
vessel. (B) Here complete preprocessing is performed on the input
angiogram including linear scaling and denoising, before segmentation
with a DNN trained without TV. (C) Here TV is added to the DNN loss,
in addition to performing preprocessing on the input angiogram, and
we see that the segmentation quality is significantly improved. Since
this segmentation is on an anigogram from setup 2, it also points to-
wards improved generalization as a result of TV regularization. It is
noteworthy that without any preprocessing at all, i.e. no linear scaling
and no denoising, the network output without TV regularization was
majorly all zero.
121



















































2PM Measurement             Segmentation            Overlap
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Variation of Jaccard index with TV 
parameter α
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with TV parameter α
160 μm
Figure 5·15: Effect of total variation (TV) regularization on
segmentaion performance. (A) Without any regularization (α = 0),
we observe visible noise in the background, and non-smooth vascular
boundaries. When the regularzation parameter is set very high, the
segmentation has many missed vessels as the DNN tries to minimize
TV. In the optimal TV range, the segmentation quality is the best,
both quantitatively and qualitatively. (B) We present the quantitative
segmentation quality as a function of the TV parameter α, using Jac-
card index, and Hausfdorff distance, as metrics. We find the optimal
range of α to be about 1× 10−9 to 5× 10−9.
During the training process of a DNN, a loss function is optimized via gradient
descent or any of its variants. The loss itself is a function of the network output,
and is chosen by the user to impart desired characteristics to the DNN output by
guiding the training process. In this problem, we initially experimented with binary
cross entropy (BCE) loss, as it is known to promote sparsity in the output [84], which
is desirable for vascular segmentation. However, severe class-imbalance in our data
rendered BCE ineffective as a loss function, and the DNN converged to a nearly zero-
solution, i.e. almost all voxels were classified as background. Class-imbalance is the
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Figure 5·16: Effect of L2 regularization (weight decay) on seg-
mentaion performance. (A) Without weight decay (γ = 0), we
observe sub-par segmentation performance and a significant number of
missed vessels. When γ is set very high, the weights are unable to
optimize, resulting in bad segmentation performance. In the optimal
range of γ, we obtain best segmentation performance. (B) We present
the quantitative segmentation quality as a function of weight decay,
using Jaccard index, and Hausfdorff distance, as metrics. We find the
optimal range of γ to be about 5 × 10−3 to 1 × 10−2. (C) Here we
compare segmentation maps for the angiogram from setup 2, with and
without weight decay. We see that weight decay significantly improves
the segmetnation quality, and thus improves the generalization ability
of the DNN.
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situation when one class significantly outnumbers the others in the training data,
causing a preferential treatment by the learning algorithm towards the abundant
class. In our case, the negative class consisting of background-voxels was significantly
more abundant than the positive class, and constituted 96% of the total voxels in
the training data. This resulted in the significant number false negatives in the DNN
predictions using BCE. In order to overcome this challenge, we incorporated a variant




log P(yi = 1|X; W)− (1− β)
∑
iεY−
log P(yi = 0|X; W), (5.1)
where P is the probability of obtaining the label yi for the i
th voxel, given data X
and network weights W. β and (1 − β) are the class weighting multipliers, defined
as β = |Y−||Y | , (1 − β) =
|Y+|
|Y | , where Y+ is the set of positive (vessel) labels, and Y−
is the set of negative (background tissue) labels, Y being the set of all voxels, both
vessel and background. In this loss, we essentially weigh down the negative class, and
give a greater weight to the positive class, and the assigned weight depends on the
fractions of vessel and background voxels in the volume, respectively. Note that β
is not a tunable hyperparameter here, rather, its value is determined by the training
data in every iteration. This balanced BCE loss significantly improved training in
the presence of severe class imbalance.
Merely using the balanced BCE loss described above was found to be insufficient
to provide satisfactory generalization performance. One way to improve generalizabil-
ity is to use training data from various different imaging setups. However, manually
annotating many large-scale angiograms for this purpose would have been prohibitive
due to the associated time and cost. We therefore took a different approach and em-
ployed TV regularization in the loss function, which improved generalization in the
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presence of limited and noisy training data. For this purpose, we added a regular-
ization term to the loss function, which penalizes the total variation of the network
output. Such a loss based on 2D-TV has been demonstrated by Javanmardi et. al.




|∇XP(yi; W)|+ |∇Y P(yi; W)|+ |∇ZP(yi; W)|, (5.2)
where ∇X , ∇Y , and ∇Z are 3D Sobel operators for computing TV [5]. T V when
added to the balanced BCE loss, decreases the model dependence on the ground
truth data, helping generalization. TV is known to promote sparsity and piece-wise
continuity in solutions, which are suitable priors for vascular segmentation. The addi-
tion of TV imparted de-noising property to the network, such that no post-processing
was required on the outputs after segmentation; and improved the generalization per-
formance [Figure.5·14].
Finally, we also regularize our loss function by adding a penalty on the l2-norm of
the network weights W. This is called weight decay, and is known to encourage the
network to learn smooth mappings from the input angiogram to the output segmen-
tations, reducing over-fitting and improving generalization. The final form of our loss
function L is thus
L(W) = E(W) + αT V(W) + γ‖W‖l2 , (5.3)
where α and γ are tunable parameters, whose values were empirically found to be 5×
10−9 and 0.01 respectively for best performance. We present how different levels of TV
regularization impact the segmentation performance in Figure.5·15, and demonstrate
the range for optimal value of α. Similarly, we also show segmentation performance
as a function of γ, and present the optimal range for weight decay in Figure.5·16.
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5.3.5 Segmentation evaluation metrics
Accuracy = TP+TN/(TP+TN+FP+FN), Jaccard index = TP/(TP+FP+FN),
Dice coefficient = 2TP/(2TP + FP + FN), Specificity = TN/(FP + TN), and Sen-
sitivity = TP/(TP + FN). Here, TP (True Positive) is the number of correctly
classified vessel voxels, TN (True Negative) is the number of correctly classified back-
ground voxels, FP (False Positive) is the number of background voxels incorrectly




(TP + FP )(TP + FN)(TN + FP )(TN + FN),
which measures the linear correlation between the ground truth and predicted labels
and is a special case of the Pearson correlation coefficient. HD among two finite





||a− b||, ||.|| being any norm e.g. Euclidean norm.
LC is defined as LC(S, SG) = #((g(S) ∩ SG) ∪ (S ∩ g(SG)))/#(g(S) ∪ g(SG)),
where S and SG are the predicted and ground truth segmentation, respectively, g(.)
is an operator that computes the 3D vascular skeleton from an input segmentation in
the form of a graph of nodes and edges, using the method in [34], and #(.) measures
the cardinality of an input set in terms of number of voxels.
5.4 Discussion
We propose and experimentally demonstrate a novel method for segmentation of 2PM
angiograms, with the goal of large-scale cerebrovascular modeling. This new strategy
enables processing of much larger angiograms compared to existing methods with sig-
nificantly faster computation speed, by leveraging recent advances in deep learning. In
addition, our deep neural network is able to segment angiograms from multiple 2PM
imaging systems without retraining, and this flexibility shows its potential to be used
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as a general 3D segmentation tool for large-scale angiograms obtained using any 2PM
imaging setup. In light of our goal of graph-based modeling of cerebral vasculature,
we compute vascular graphs from binary segmentation, using a technique recently
developed by one of our co-authors [34]. We observe that improved segmentation
using our method led to better vascular graphs for large 2PM angiograms. This has
important implications since existing graph extraction pipelines do not demonstrate
adequate accuracy, and have to be followed up by significant manual correction as a
post-processing step [41]. This human annotation can quickly become infeasible as
the angiograms scale to greater sizes and quantities. It is therefore desirable to have a
method for accurate graph computation which can minimize, if not completely elim-
inate, the use of manual correction. Towards this end, we have presented a modular
approach for graph computation, where the challenging 2PM vascular segmentation
has been decoupled from graph extraction. This gives us the ability to optimize each
of these two steps independently.
While our method was able to demonstrate significantly deeper segmentation com-
pared to existing techniques, it still has several limitations. Our method was unable
to accurately segment vasculature beyond 600µm within the brain tissue. This is
partly due to the limitation of 2PM to capture angiograms with sufficient SBRs much
beyond this depth, and also due to the unavailability of accurate ground truth for
deeper angiograms. Effective segmentation for deeper vasculature might be achieved
by employing ground-truth data with greater depth, coupled with more intelligent
semi-supervised learning, involving e.g. active contours [95], in addition to the TV
regularization used in our work. Another limitation is that angiograms from different
setups have to undergo manual histogram equalization before being segmented by
our network. This involves linear scaling to make the voxel distribution of new an-
giograms similar to those on which the network has been trained. Further work may
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look to automate the process. In general, more advanced domain adaptation tech-
niques [158, 56] may be incorporated to further improve the generalizability. Although
we demonstrate improved segmentation performance in the low-contrast region under
large pial vessels compared to existing methods, the segmentation still suffers from
artifacts and obvious false negatives. Further work may look to improve the perfor-
mance in such regions, either on the acquisition end by employing better fluorophores,
or by using a pre-processing method to enhance the contrast of the vasculature under
pial vessels, prior to segmentation. Despite these limitations, we demonstrate state-
of-the-art performance for vascular segmentation of large-scale 2PM angiograms. We





This thesis presents various advancements in the fields of computational and biomed-
ical imaging, specifically related to particle 3D localization from DIH, removing scat-
tering artifacts from CI reconstructions, and neurovascular modeling using 2PM an-
giography. A main focus throughout this work has been to develop computationally
efficient methods so that they are practically feasible for large-scale 3D problems.
Following is a summary of the findings in this thesis, along with proposed directions
of further research.
6.1 Advancing particle 3D localization from DIH
This thesis validates that incorporating multiple scattering into DIH-based particle
3D localization frameworks indeed offers significant benefits over single scattering
based methods, as demonstrated in Chapters 2 and 3. A computationally feasible
method to tackle multiple scattering in large-scale 3D DIH applications is presented in
Chapter 2, and its benefits over single scattering based particle localization have been
demonstrated. However, despite its benefits, the method suffered from an inherent
mathematical instability that prohibited its usage for strongly scattering samples. In
addition, the method also exhibited extended computation times. These limitations
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were addressed by an alternative multiple scattering based DIH framework, presented
in Chapter 3, that is both mathematically stable, as well as significantly faster to
compute for large-scale volumetric samples. Here again, significant improvement is
demonstrated for particle 3D localization compared to single scattering based DIH.
The current advancements in 3D particle localization only pave the way for further
progress in this domain, as also supported by recent studies [24, 97]. Further work in
this direction can involve incorporating DL based descattering priors for more accu-
rate particle localization. Related work along this line is also discussed in Chapter 4.
Another direction of potential future work is the investigation of alternative, and
potentially more accurate and computationally efficient multiple scattering models.
6.2 Advancing DL-based descattering in CI
This thesis introduces a novel DL framework for descattering in CI applications, that
removes the need of training multiple DNNs in the presence of a broad range of
input scattering artifact levels. The DNN, presented in Chapter 4, achieves this by
adaptively adjusting its internal parameters, in response to the level of scattering
in the current input, to give the best descattering performance. This is inherently
different from the generally fixed-parameter based DNNs ubiquitously used in CI
applications. The findings in this thesis open up a new paradigm for designing highly
adaptive DL techniques in various CI applications.
Despite state-of-the-art descattering performance, the presented technique still
has a number of areas which can be improved upon. The method is limited by an
underlying single scattering assumption in its input. A promising future direction is to
embed multiple scattering physics into the framework, e.g. as part of the loss function,
in order to further push its descattering performance limit. Another direction is to
improve the network scalability for large scale 3D data, which is currently limited due
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to its computationally expensive 3D DL architecture. For this, alternative and more
computationally efficient DL architectures may be explored.
6.3 Advancing neurovascular localization using
2PM angiography
In this thesis, a novel method is presented for localization of blood vessels in the
brain from 2PM angiograms, for mathematical vascular modeling. The presented
technique significantly outperforms existing methods based on accuracy, speed, and
the depth at which blood vessels can be localized. This is enabled by a high through-
put DNN framework based on a semi-supervised loss function that enables improved
vascular segmentation at greater imaging depth. The network offers generalization
ability, which enables its usage as an open source tool for a number of 2PM vascular
segmentation tasks.
Even though our method demonstrates improved vascular segmentation from 2PM
angiograms compared to existing methods, it is only one step forward in the domain of
large-scale vascular modeling. There are many potential avenues open to subsequent
research. One is to further increase the depth limit at which vascular localization is
possible. The limitation is partly due to the challenge of obtaining sufficiently high
signal-to-noise ratio beyond a certain depth using 2PM imaging, and also due to the
unavailability of accurate ground truth for deeper angiograms. Effective segmenta-
tion for deeper vasculature might be achieved by employing semisupervised learning,
involving, e.g., active contours [95], coupled with ground-truth data comprising of
greater depth. Finally, further work may explore to improve segmentation under
large pial vessels, where vascular detection is challenging due to low signal quality.
This may be done by employing better fluorophores, or by enhancing the contrast of




7.1 Proof of gradient computation for the
recursive-Born method
Here we present the derivation for the inverse model for our recursive Born formu-
lation. The object f is assumed to be real. The measured intensity ym is also real,
and represents the total intensity recorded at the hologram plane. Weak scattering
is assumed.
7.1.1 Assumptions in the forward model
I(f) gives an estimate of the intensity ym measured at the camera.
I(f) = |A + z(f)|2
= |A|2 + 2ARe{z(f)}+ |z(f)|2,
(7.1)
where, A is the amplitude of the reference beam. It is usually unknown, and we
estimate it as the DC value of the measurement as mean2(ym), and z(f) is given as
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follows [66]
z(f) = H(uK  f)
= Hdiag(uK)f.
(7.2)
For weak scattering, |z(f)|2 can be ignored in Eq (7.1), thus we have





















7.1.2 Derivation of Gradient









(y− g(f))T (y− g(f)).
(7.6)
Note the transpose instead of hermitian in Eq (7.6). This is because (y− g(f)) is











(y− g(f))T (y− g(f))
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The gradient defined in Eq (7.7) is a row-vector. However, we are interested in
the gradient as a column vector. Thus, we take the hermitian of Eq (7.7) and make



























































































In Eq (7.10), we use the property that A + A = 2Re{A}. Taking the hermitian
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7.2 Proof of gradient computation for the beam
propagation method
Here, we provide the detailed derivation of gradient for the beam propagation method.




























where r , Î− I is the residual between the estimated and captured holograms.
























































Notice that in our case, we ignore the absorption of object and the w is real-









third equality. The diag(SNz(w))
H is equal to diag(SNz(w)).
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