Abstract. For nonnegative even kernels K, we consider the K-nonlocal perimeter functional acting on sets. Assuming the existence of a foliation of space made of solutions of the associated K-nonlocal mean curvature equation in an open set Ω ⊂ R n , we built a calibration for the nonlocal perimeter inside Ω ⊂ R n . The calibrating functional is a nonlocal null-Lagrangian. As a consequence, we conclude the minimality in Ω of each leaf of the foliation. As an application, we prove the minimality of K-nonlocal minimal graphs and that they are the unique minimizers subject to their own exterior data.
Introduction
Given a measurable function K in R n , a bounded open set Ω ⊂ R n , and a measurable set E ⊂ R n , the K-nonlocal perimeter of Ω (in all of R n ) is defined by
while the K-nonlocal perimeter of E inside Ω is
where A c = R n \ A denotes the complement of a set and L(A, B) :=ˆAˆB K(x − y) dy dx (1.2) for any two disjoint measurable sets A, B ⊂ R n . For the kernel K we assume that
This is an extension of the fractional perimeter introduced by Caffarelli, Roquejoffre, and Savin [3] , in which K(z) = |z| −n−α for some α ∈ (0, 1). If it happens that P Ω (E) ≤ P Ω (F ) for every measurable set F ⊂ R n satisfying F \ Ω = E \ Ω, we then call E a minimizer of the K-nonlocal perimeter in Ω.
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Given the outside datum E \ Ω, if a minimizer E of the K-nonlocal perimeter inside Ω exists and if it is regular enough, then it is easy to verify that it satisfies the Euler-Lagrange equation H K [E](x) = 0 (1.4) at any point x ∈ ∂E ∩ Ω. Here H K [E](x) denotes the so-called K-nonlocal mean curvature of E at a point x of its boundary, and is defined by (1 E c (y) − 1 E (y)) K(x − y) dy, (1.5) where 1 denotes the characteristic function and the integral is meant in the Cauchy principal value sense -the second expression in (1.5)-if K is not integrable about the origin.
We wish to give sufficient conditions for a set with zero K-nonlocal mean curvature in Ω to be a minimizer. For local elliptic functionals, it is well known that if Ω is foliated by disjoint hypersurfaces which satisfy, all of them, the Euler-Lagrange equation, then each of them is a minimizer subject to its own boundary conditions. This is closely related to the Weierstrass field theory. In fact, given one leaf it suffices to have sub and super solutions on each side, respectively, of the given leaf -this is extremely useful for applications. There is a simple argument based on the strong maximum principle to prove this fact whenever an existence theorem of regular enough minimizers is available -see for instance the "Alternative proof of Theorem 1.8" in the survey paper [2] by G. Poggesi and the author where this is done in the context of classical minimal surfaces. This proof gives in fact more information: the uniqueness of solution with boundary datum equal to that of the given leaf. The argument also works in the nonlocal setting since the operator H K enjoys the maximum principle, but it requires to know the existence of a minimizer (for given exterior datum) and some regularity for it. Unfortunately, these tools are not available for many kernels K -for instance, if K ∈ L 1 (R n ) one may not have compactness for sequences of sets with uniformly bounded K-perimeter 1 . In addition, the regularity of the minimizers is in general not available.
It is therefore of interest to extend the theory of calibrations, from the Calculus of Variations, to the nonlocal setting. In the local context, the calibration is a functional that can be constructed in the presence of a foliation made of sub and super solutions. It allows then to prove that the given leaf of the foliation is automatically a minimizer for its own boundary datum. See for instance [2, Proof of Theorem 1.8], and references within it, for this program in the context of classical minimal surfaces. Once the calibration is available, to conclude minimality there is no need to have an existence result of minimizers, neither to know their regularity.
In this article we find a calibration for the K-nonlocal perimeter in the presence of a foliation made of sub and super solutions of (1.4) . When the foliation is given by solutions, then the calibration functional is a nonlocal null-Lagrangian. More precisely, note first that the K-nonlocal perimeter of a set F ⊂ R n inside Ω can be rewritten as
Given a measurable function φ E in R n , we define the calibration, acting on sets F satisfying F \ Ω = E \ Ω, by
It will serve to establish that a set E is a minimizer in Ω whenever there exists a function φ E verifying E = {φ E > 0} and whose levels sets are subsolutions of the K-nonlocal mean curvature equation in Ω ∩ E and supersolutions in Ω \ E. If they are solutions in all of Ω, then the calibration will be a null-Lagrangian, that is, we will have
All this is presented in Section 2, where one can find an alternative expression for the calibration:
-see (2.1) for the definition of the "level set nonlocal mean curvature" H K [φ E ](x)-as well as the study of one-sided minimizers and the following application.
We use the calibration to establish that subgraphs
having zero K-nonlocal mean curvature -as well as a certain regularity-are minimizers in every bounded set of R n and, furthermore, are the unique minimizers subject to their own exterior datum. This fact has been already proved, using other tools, by Cozzi and Lombardini [10, 6] . Their results are for the standard power kernel but under more general hypothesis. They also establish a more general result giving an equivalence between different notions for a graph to be an α-nonlocal minimal surface (solutions in the viscosity, pointwise, or weak sense, as well as minimizers). Also for the standard power kernel, a further development has been done in [1] by Cozzi and the author, where it is established that α-nonlocal minimal graphs are always smooth. Another interesting result is that of Dipierro, Savin, and Valdinoci [8] where it is proved, also for the power kernel, that if the exterior datum (outside of a cylinder) is a graph then the minimizer is also a graph inside.
Another motivation for our work comes from singular cones. Within the theory of nonlocal minimal surfaces, an important open problem concerns the Simons cone in
}. It has zero α-nonlocal mean curvature for every m, but it is not known to be a minimizer in any even dimension -it is expected to be a minimizer in dimensions 2m ≥ 8 as in the classical case; see [7] . To built a foliation made of sub and super solutions of the nonlocal mean curvature equation, and having the Simons cone as one leaf, is a very challenging open problem. If available, then our result would conclude the minimality of the Simons cone. See the survey [2] for a well known foliation in the case of classical minimal surfaces.
Section 3 uses the same method to give a relation for the difference of the Knonlocal perimeter of two ordered sets F ⊂ E. It will be useful for our application to the viscosity theory, for which we need to consider a generalized notion H K of K-nonlocal mean curvature that is well defined for all sets, even irregular ones. The relation is very simple and reads
where φ E is any function taking the value +∞ in F and −∞ in E c . In a smooth setting we would have
In Section 4 we are concerned with an important result of Caffarelli, Roquejoffre, and Savin, Theorem 5.1 of [3] . It established that minimizers of the fractional perimeter are viscosity solutions. We use the calibration to give a simple proof of it, which may be of interest since their proof was clever but quite involved. In addition, we extend the result to general kernels satisfying a power upper bound.
In an independent work from us, Valerio Pagliari [11] has found essentially the same nonlocal calibration as ours. He uses it to establish that halfspaces are unique minimizers and, from this, an interesting Γ-convergence result concerning the scaling limit of the K-nonlocal perimeter functional.
The calibration. Minimality
Let us start defining what we mean by a "foliation" made of sub and super solutions. The leaves of the foliation will be the level sets of a certain function φ E .
Let K satisfy (1.3) and φ E : R n → R be a measurable function. For x ∈ R n , we define
whenever the limit exists, where we set
Definition 2.1. Given a bounded open set Ω ⊂ R n and a measurable set E ⊂ R n , we say that " Ω is foliated by sub and super solutions adapted to E" whenever there exists a measurable function φ E : R n → R such that:
> 0} up to a zero measure set; (ii) the limit in (2.1) exists for a.e. x ∈ Ω and it is uniform in x ∈ Ω; (iii) it holds that
Remark 2.2. Some comments are in order. When {φ E = φ E (x)} is a smooth hypersurface separating the φ E (x)-sub and super level sets of φ E , then (2.1) coincides with the K-nonlocal mean curvature at x of the φ E (x)-super level set {φ E > φ E (x)}, as defined in (1.5).
If all level sets of φ E are smooth hypersurfaces in a neighborhood of Ω and Ω is also smooth, then hypothesis (ii) will hold.
Finally, even if this is not the case in our applications or those that we have in mind, one could wonder about the situation in which φ E had a level set with positive measure (or even with nonempty interior) within Ω. It is important to notice that, in this degenerate case, (2.2) would impose a strong geometric condition. Indeed, the inequalities (2.2) should also hold at the points of the fat level set -note that
would be surely well defined and finite at interior points of the level set.
Notice that we can rewrite the K-nonlocal perimeter of a set F ⊂ R n inside Ω, that we assume to be finite, as
Given the function φ E we can now define a new functional, called the calibration and acting on sets F satisfying F \ Ω = E \ Ω, by
The integrand defines an integrable function thanks to (2.3). Note that, as a consequence of Definition 2.1 (i),
The following is another useful expression for the calibration. It requires the regularity assumption (ii) in the previous definition -but not the key hypothesis (2.2).
Given a bounded open set Ω ⊂ R n satisfying P(Ω) < ∞ and a measurable set E ⊂ R n , assume that (i) and (ii) in Definition 2.1 hold for some measurable function φ E : R n → R. Then, for every measurable set such that F \ Ω = E \ Ω and P Ω (F ) < ∞, we have
For this expression to hold we emphasize that it is important to have F \Ω = E \Ω. Note that the second term in in the right hand side of (2.6) is independent of the competitor F .
The previous proposition will be established within the proof of the following result.
Given a bounded open set Ω ⊂ R n satisfying P(Ω) < ∞ and a measurable set E ⊂ R n , assume that " Ω is foliated by sub and super solutions adapted to E" as in Definition 2.1. We then have:
(a) E is a minimizer of the K-nonlocal perimeter in Ω.
(b) Assume in addition that the kernel K > 0 in R n , the function φ E is continuous, {φ E = 0} ∩ Ω has zero measure, and both E \ B R and (E) c \ B R are nonempty for some ball B R ⊃ Ω. Then, E is the unique minimizer in Ω subject to its exterior datum.
(c) Assume in addition that " Ω is foliated by solutions adapted to E", i.e., that the conditions in Definition 2.1 hold and that the inequalities in (2.2) are both equalities. Then the functional C is a nonlocal null-Lagrangian in Ω, that is,
For the proof, and also for next sections, it will be useful to introduce the
7) as well as the K ε -nonlocal mean curvature
as ε ↓ 0 whenever the limit exists.
Proof of Theorem 2.4. (a) Thanks to (2.5), to verify that E is a minimizer it suffices to show that
and with P Ω (F ) < ∞. Hence, recalling (2.3) and (2.4), we have
We first establish expression (2.6) for the calibration. Note that all the following integrals are convergent since K ε ∈ L 1 (R n ). Since the functions K ε and sign are even and odd, respectively, we have that
We now break this integral over (R n × R n ) \ (Ω c × Ω c ) into two parts, taking into account that x must belong to F : when x ∈ F ∩ Ω (in which case y runs through all of R n ) and when x ∈ F \ Ω = E \ Ω (in which case y runs through Ω). Recalling (2.8), we get that 2ˆ(
Note that the integrands in the last integral are dominated by
On the other hand, thanks to hypothesis (ii) in Definition 2.1, the first integral has limit as ε ↓ 0. This is a consequence of the uniform convergence of H Kε [φ E ] in Ω up to a set of measure zero, using also that Ω is bounded and that
for each ε > 0 -and, as a consequence, H K [φ E ] is also bounded in Ω. Therefore, letting ε ↓ 0, and recalling (2.10), we conclude (2.6). Now, with (2.6) at hand, using that (
and that both unions are disjoint, we can express the first integral in (2.6) aŝ
(2.11)
Since both F \E and E \F are contained in Ω, using the hypothesis (2.2) we conclude (2.9).
(b) To prove uniqueness under the additional assumptions on K, φ E , and E, assume that F is another minimizer. Then we must have equality in (2.5). Hence, looking at (2.3) and (2.4) we deduce, since K > 0, that
By hypothesis, φ E takes both a positive value and a negative value in (B R ) c . Thus, for every δ > 0 small enough, both {−δ < φ E < 0} \ B R and {0 < φ E < δ} \ B R are nonempty open sets. Hence, since F c \ B R = {φ E ≤ 0} \ B R and F \ B R = {φ E > 0} \ B R , from (2.12) we deduce (by letting δ ↓ 0) that φ E (x) ≥ 0 for a.e. x ∈ F ∩ Ω and φ E (y) ≤ 0 for a.e. y ∈ F c ∩ Ω.
From this, since {φ E = 0} ∩ Ω has zero measure by hypothesis, we deduce that F ∩ Ω = {φ E > 0} ∩ Ω = E ∩ Ω up to a measure zero set.
(c) Finally, if the inequalities in (2.2) are both equalities, the last two integrals in (2.11) vanish, and thus (2.6) leads to C Ω (F ) = C Ω (E).
As an immediate consequence we obtain the following result on nonlocal minimal graphs.
of a continuous function u : R n−1 → R. Assume that E has zero K-nonlocal mean curvature at every x ∈ ∂E ∩ Ω, defined by the principal value limit (1.5), which we assume to be uniform in x ∈ ∂E ∩ Ω.
Then, E is a minimizer of the K-nonlocal perimeter in Ω. If in addition K > 0 in R n , then E is the unique minimizer in Ω subject to its own exterior datum.
Note that halfspaces satisfy all the assumptions of the corollary -since H Kε ≡ 0 on their boundary, for all ε > 0.
See our introduction for more comments on nonlocal minimal graphs.
Proof of Corollary 2.5. Taking
we immediately deduce the result from Theorem 2.4 (a),(b). Note the invariance of (2.1) by vertical translations.
The last result of this section deals with one-sided minimizers.
Theorem 2.6. Assume the same hypotheses of Theorem 2.4 except for (2.2), in which we only assume the first inequality for a.e. x ∈ Ω ∩ E. Then E is a one-sided minimizer in Ω from inside, that is,
If in addition the first inequality in (2.2) is strict, then the inequality in (2.13) is also strict, unless F = E up to a measure zero set.
Proof. The proof is the same as that of Theorem 2.4 noticing that in (2.11) the set F \ E is empty. On the other hand, since E \ F ⊂ Ω ∩ E, the last integral over (E \ F ) × R n is nonpositive (or negative in the last assertion of the theorem) by hypothesis.
A relation between the nonlocal perimeter of two ordered sets
The following result gives a simple inequality for the difference of the K-nonlocal perimeters inside Ω of two ordered sets F ⊂ E. The idea in its proof is the same as in the calibration of the previous section. However, the new statement is adapted to our application to the viscosity theory in which, as we will see, apriori the foliation could be nonsmooth. We therefore introduce the following notion of nonlocal mean curvature, which is always well defined (through a lim sup), even when the foliation is not smooth. Definition 3.1. Let K satisfy (1.3) and φ E : R n → [−∞, +∞] be a measurable function. For x ∈ R n with φ E (x) ∈ R, we define
where K ε and H Kε are given by (2.7) and (2.8).
When {φ E = φ E (x)} is a smooth hypersurface separating the φ E (x)-sub and super level sets of φ E , then (3.1) coincides with the K-nonlocal mean curvature at x of the φ E (x)-super level set {φ E > φ E (x)} as defined in (1.5).
Theorem 3.2. Let K satisfy (1.3) and Ω ⊂ R n be a bounded open set. Let F and E be two measurable sets of R n such that F ⊂ E and F \Ω = E \Ω. Given a measurable function φ : E \ F → R, define
Assume that there exist constants C 0 ∈ R and ε 0 > 0 such that
Then, if P Ω (F ) < +∞ we have
Two comments are in order. First, the lim sup in (3.1) is bounded above by a constant since we assume (3.3), but it could be equal to −∞ at some points x ∈ R n since we do not assume regularity of the level sets of φ E -this lack of regularity may happen in the application to the viscosity theory in next section, as it will be pointed out there 2 . Our second comment is heuristic, but relevant to understand the geometry of the foliation given by the level sets of φ E (in this respect, see also the comments made in Remark 2.2). Note that the theorem does not assume E = {φ E > 0}, in contrast with the hypothesis in the previous section. However, since E c ⊂ {φ E > φ E (x)} c , points in E c contribute with a 1 in the definition of by (3.3) . Thus, heuristically, if the kernel K is not integrable about the origin, we expect the level set of φ E passing through x ∈ ∂E (or the limit of interior level sets) to coincide with ∂E -since it should be tangent to it at all points x in order to make the lim sup-principal value in (3.1) less than +∞.
Proof of Theorem 3.2. Given ε > 0, we denote by P ε,Ω the K ε -nonlocal perimeter inside Ω and by L ε the corresponding interaction functional defined by, respectively, (1.1) and (1.2) with K replaced by K ε .
Since K ε ∈ L 1 (R n ) and E \ F ⊂ Ω is bounded, all the integrals in the following equalities are convergent. We have
2 However, (3.4) shows that we will necessarily have´E
We have P ε,Ω (F ) ≤ P Ω (F ) < +∞. Thus, from the previous equalities we deduce that
We now take lim sup in this inequality as ε ↓ 0. In the right hand side, by (3.3) and Fatou's lemma applied to the nonnegative functions
On the other hand, by monotone convergence the left hand side tends to P Ω (E) as ε ↓ 0, and hence we conclude (3.4) . Note that the integral in (3.4) is not +∞ since the integrand is bounded by the constant C 0 , thanks to (3.3) , and E \ F ⊂ Ω is bounded.
A simple proof that minimizers are viscosity solutions
Throughout this section B r = B r (0) ⊂ R n are balls centered at the origin. We use the notation
r × (−r, r). We can now state and give a simple proof of Theorem 5.1 in [3] , which established that minimizers are viscosity solutions. Our statement, which is the same as that of [3] but extended to other kernels besides the standard power, concerns one-sided minimizers from outside (in our terminology) -they are called supersolutions in [3] . We use the notation −e n = (0, . . . , 0, −1) ∈ R n .
Theorem 4.1. Assume that K satisfies (1.3) and K(z) ≤ C|z| −n−α for some constants α ∈ (0, 1) and C.
Let Ω ⊂ R n be a bounded open set and F ⊂ R n be a one-sided minimizer in Ω from outside, that is,
Assume in addition that 0 ∈ ∂F , B 1 (−e n ) ⊂ F , and that |B r \ F | > 0 for all r > 0 sufficiently small 3 . Then, the K-nonlocal mean curvature of F at 0 is well defined in the principal value sense and satisfies
As a consequence, minimizers of the K-nonlocal perimeter in Ω are viscosity solutions in Ω.
The main difficulty in the proof of the theorem is to establish the following result, a typical viscosity statement. However, the proof in [3] establishes that the lim inf in (4.2) is nonnegative, but not that the limit exists (i.e., that the principal value is well defined). Thus, we will include the proof of this fact below.
Proposition 4.2.
Under the hypothesis on the kernel K of Theorem 4.1, assume (4.1), i.e., that F is a one-sided minimizer in Ω from outside.
Suppose that 0 ∈ ∂F , |B r \ F | > 0 for all r > 0 sufficiently small, A ⊂ F , and
for some smooth function u : B ′ 2 ⊂ R n−1 → R with u(0) = 0 and ∇u(0) = 0. Assume also that for each ρ ∈ (0, 1) there exists a constant ν > 0 such that
With this result at hand, we con now give the Proof of Theorem 4.1. Given ε ∈ (0, 1), we consider the set 0) is well defined in the principal value sense. After a dilation, we can transform the sets F , A ε , and an appropriate small cylinder Q cε centered at 0, to become respectively three sets F , A, and Q 2 satisfying the hypotheses of Proposition 4.2. Notice that we may assume (4.4) since the tangent ball B 1/2 (−e n /2) in (4.5) separates strictly from B 1 (−e n ) away from the origin, while still B 1 (−e n ) ⊂ F . We therefore have, by the above proposition,
From this information we are going to conclude that H K [F ](0) is well defined and nonnegative. For this, we adapt to our perimeter setting the ideas for integrodifferential operators of Caffarelli and Silvestre, Lemma 3.3 of [4] . Since A ε is nondecreasing as ε decreases to 0, the function
is nonincreasing as ε ↓ 0. The same monotonicity holds for the function
which will be used next. We also notice that g ε ≤ 0 in B 1/2 (−e n /2) ∪ B 1/2 (e n /2). Thus, given 0 < δ < ε < 1, we have (note that all integrands are integrable since we remove a ball of radius δ about the origin)
We know that (4.6) tends to
On the other hand, since the first integral in (4.7) is bounded above by
-that this integral is finite follows from an explicit computation using the power upper bound for K-it is also convergent as δ ↓ 0. We conclude that also the second integral in (4.7) is monotonically convergent to a finite value, as δ ↓ 0, and that
K(y) dy < ∞ and, as ε ↓ 0, we have that (g ε ) + is nonincreasing, (g ε ) − is nondecreasing, and
n . By monotone convergence we conclude that g + and g − are integrable in R n and, from (4.8), that´R n g(y)K(y) dy ≥ 0. But thenˆR
has limit as r ↓ 0 and the limit is nonnegative, as claimed.
To prove the proposition establishing the viscosity statement, we will need the following observation. Lemma 4.3. Assume that K satisfies (1.3) and K(z) ≤ C|z| −n−α for some constants α ∈ (0, 1) and C. Let D t be a family of measurable sets in R n such that
Assume that D 0 ∩ Q 1 is a C 1,β open set for some β > α, 0 ∈ ∂D 0 , and such that
, is continuous at (t, x) = (0, 0). Furthermore, continuity at (0, 0) also holds for the function
with a uniform modulus of continuity for ε small.
As we will see in the proof, the statement could be made more general, replacing the identity (4.9) by regular enough dependence of D t in t within Q 1 .
Proof. One breaks the integral defining H K [D t ](x) as follows:
We can restrict the first integral to a compact set since the integral of K near infinity is as small as we wish. Since x − y ∈ (Q 1/2 ) c , the kernel is bounded in the compact set intersected with the complement of the cube. Thus, the hypothesis
gives the continuity of the integral as (t, x) → (0, 0). The same statements hold for the kernels K ε , uniformly in ε.
Regarding the second integral, taking x ∈ Q 1/2 we have that all the integrands
coincide. Therefore we are now dealing with the nonlocal mean curvature of the set D 0 for the kernel 1 Q 1/2 K. Its continuity as a function of the boundary point is proved with all details in Proposition 6.3 of [9] under the only hypothesis on the power upper bound for the kernel, which is satisfied by 1 Q 1/2 K. The proof in [9] also establishes the continuity of H Kε [D t ](x) uniformly in ε. Note that the C 1 assumption on K (away from the origin) made in [9] is not used in their proof when establishing the continuity of the nonlocal mean curvature 4 .
We can now proceed to prove the viscosity property using the calibration functional, more precisely, using Theorem 3.2.
Proof of Proposition 4.2. We argue by contradiction and assume that
The idea of the proof is to raise the graph of u in the vertical direction -just slightly to preserve the exterior datum F outside of a neighborhood of the origin, thanks to (4.4)-to produce a local foliation of the complement of F , around the origin, with leaves having negative nonlocal mean curvature. Theorem 3.2 will then give that the set below the last leaf (completed with F so that the new set E is larger than F as required in Theorem 3.2) has smaller K-nonlocal perimeter than F , a contradiction with F being a minimizer from outside. Since F may not be smooth, we are looking at the foliation in an irregular set E \ F and this why we need the generalized notion of nonlocal mean curvature from the previous section. However, adding F to the smooth leaves raised from the graph of u will only help to make the nonlocal mean curvature even more negative. More precisely, for t ∈ [0, 1], we define
We will always take ρ ∈ (0, 1/2) small enough to have u < ρ/3 in B ′ ρ , and also 0 ≤ t ≤ ρ/3. Thanks to this and since we have the equality (4.3) in Q 2 while A t only differs from A within {|x ′ | < 1}, it is easy to check that
On the other hand, (4.10) and Lemma 4.3 give that, for ρ, t, and ε small enough,
To verify this, translate A t in the vertical direction so that all points on ∂A t ∩ Q ρ lie in the same surface {x n = u(x ′ )}. Then D t := A t − te n fits with the setting of Lemma 4.3, since D t = A t − te n = (A ∩ Q 1 ) ∪ ((A − te n ) ∩ (Q 1 ) c ). Recall now that 1 A−ten → 1 A in L 1 loc (R n ) as t → 0 for each measurable set A, as shown by approximating in L 1 the characteristic function by continuous ones. It is crucial for the sequel that, for 0 < t < ν, we have A t \ Q ρ ⊂ F, since A ⊂ F , u(x ′ ) + t < 2ρ/3 < ρ in Q ρ , and (4.4). Taking t ∈ [0, t 0 ] and ρ, both small enough to guarantee all the previous statements, we define E t := A t ∪ F and E := E t 0 .
(4.13) Therefore, we have F ⊂ E t and E t \ Q ρ = F \ Q ρ , (4.14)
which fits with the setting of Theorem 3.2 by taking Ω = Q ρ there. With the notation of the theorem, we define φ(x) = t 0 + u(x ′ ) − x n for x ∈ E \ F ⊂ Q ρ and consider the function φ E defined by (3.2) (recall that we take E = E t 0 ).
Note here that in general E will not be smooth, since we are adding F to the smooth set A t 0 and F is apriori an irregular set. This is why in the previous section we had to introduce a generalized notion of nonlocal mean curvature and adapt the calibration to it. Now, given x ∈ E \ F we have, in particular, that x ∈ (A t 0 \ A) ∩ Q ρ (by (4.13), (4.14), and A ⊂ F ). Letting t = t(x) := t 0 − φ E (x) = x n − u(x ′ ) ∈ [0, t 0 ), we claim that x ∈ ∂A t ∩ Q ρ and sign (φ E (x) − φ E (y)) ≤ 1 (At) c (y) − 1 At (y) for all y ∈ R n . (4.15)
Indeed, that x ∈ ∂A t is clear by (4.11) . We next check the claimed inequality. From the definition of φ E , there is nothing to check when y ∈ F -recall that φ E (x) = φ(x) ∈ R. When y ∈ E c the inequality becomes an equality since E c ⊂ (E t ) c ⊂ (A t ) c . Finally, for y ∈ E \ F ⊂ (A t 0 \ A) ∩ Q ρ , there is nothing to check if φ E (x) − φ E (y) < 0. Instead, if 0 ≤ φ E (x) − φ E (y) = y n − u(y ′ ) − t then y ∈ (A t ) c and thus the inequality in (4.15) holds again. Therefore, recalling the definitions (2.8) and (3.1), from (4.15) and (4.12) we deduce that
and
(4.17) Thus, these inequalities hold for every ε sufficiently small and x ∈ E \ F , with t = t 0 − φ E (x). In particular, by (4.16), the hypothesis (3.3) in Theorem 3.2 is satisfied with C 0 = 0. Note that since F is a one-sided minimizer in Ω = Q ρ from outside, we necessarily have P Ω (F ) ≤ P Ω (F ∪ Ω) ≤ L(Ω, Ω c ) = L(Q ρ , (Q ρ ) c ) < +∞. Thus, Theorem 3.2 and (4.17) give
provided that |E \F | > 0. This is a contradiction with F being a one-sided minimizer in Ω from outside. Finally, note that |E \ F | > 0 holds thanks to the assumption |B r \ F | > 0, for r small enough, made in the proposition. Indeed, if r is sufficiently small we have that B r ⊂ A t 0 and hence B r \ F ⊂ E \ F .
