Abstract. There is considered the problem of describing up to linear conformal equivalence those harmonic cubic homogeneous polynomials for which the squared-norm of the Hessian is a nonzero multiple of the quadratic form defining the Euclidean metric. Solutions are constructed in all dimensions and solutions are classified in dimension at most 4. Techniques are given for determining when two solutions are linearly conformally inequivalent.
Introduction
Let A be an n-dimensional vector space equipped with a pseudo-Riemannian metric h parallel with respect to the flat affine connection D on A whose geodesics are affinely parameterized straight lines. The space Pol k (A) of degree k homogenenous polynomials on A is identified with the symmetric power S k A * via polarization: with ω ∈ S k A * is associated P ∈ Pol k (A) defined by k!P (x) = ω(x, . . . , x), and given P , ω is recovered via the formula ω(x(1), . . . , x(k)) = 1≤i1<···<ir ≤k (−1) k−r P (x(i 1 ) + · · · + x(i r )) = x(1) i1 . . . x(k) i k D i1 . . . D i k P for x(1), . . . , x(k) ∈ A. This paper considers the problem of classifying, up to approriate notions of equivalence and decomposabislity, homogeneous cubic polynomials P ∈ Pol 3 (A) solving the equations
for some constant κ = 0. When the metric h is Euclidean, meaning it has Riemannian signature, the constant κ in (1.1) must be positive. The first equation of (1.1) simply means that the restriction of P to the unit sphere S n−1 is a spherical harmonic with eigenvalue 3(n + 1). Solutions to (1.1) are constructed in all dimensions n ≥ 2 and they are classified up to orthogonal equivalence for n ≤ 4 and h of Riemannian signature. Diverse constructions of solutions are given for n ≥ 5. For example, as is shown in Lemma 8.1, it follows essentially immediately from Lemma 1.18 (this also follows from results in chapter 6 of [19] ) that the cubic isoparametric polynomials of 1 Cartan solve (1.1). Sections 10 and 9 give combinatorial constructions of solutions based on twodistance tight frames and partial Steiner triple systems. Additionally, techniques are developed for determining when solutions are conformally linearly equivalent.
The notational conventions used in (1.1) and throughout the paper are explained briefly now. Indices are abstract, and are raised and lowered using the D-parallel metric h ij and the inverse symmetric bivector h ij . For F ∈ C ∞ (A), F i1...i k = D i1 . . . D i k F , and the Hessian of F is indicated by either of the notational synonyms Hess F or F ij . The Laplacian ∆ h is defined by
The norms induced by h ij on ⊗ k A * and ⊗ k A and their submodules are those defined by complete contraction, |ω| 2 h = ω i1...i k ω i1...i k . Wherever helpful for clarity, the dependence on the choice of metric is indicated with subscripts.
The group GL(n, R) = GL(A) acts on the left on C ∞ (A) by (g · F )(x) = F (g −1 x). Because the action of the orthogonal subgroup O(h) ⊂ GL(A) commutes with ∆ h and preserves the norms appearing in (1.1), if P solves (1.1) with constant κ, then g · P solves (1.1) with constant κ for all g ∈ O(h). The group GL(1, R) acts on A by scaling, (r · P )(x) = P (r −1 x), and if P solves (1.1) with constant κ, then r · P solves (1.1) with constant r −2 κ. Because of the CO(h) invariance of the equations (1.1), one wants to classify the orbit P = {g · P : g ∈ CO(h)} of a solution P of (1.1) under the action of the group of conformal linear transformations CO(h) = GL(1, R) × O(h).
(Because all affine parallel metrics of a given signature are affinely equivalent, when h is fixed it makes sense to write O(p, n − p) for the orthogonal group O(h) where p is the maximal dimension of a subspace on which h is positive definite.)
Not all orbits of solutions of (1.1) are equally interesting in the sense that some are obtained automatically from others via iterative or inductive constructions. There are several senses in which a given solution generates more solutions, and solutions should be classified modulo the corresponding notions of equivalence. These other more subtle notions of equivalence are described in more detail later in the introduction. − n = (n + 4)n(n − 1)/6-dimensional space Har h is a system of (n + 1)n/2 quadratic equations in the coefficients of the associated tensor P ijk and solutions on the same orbit of the (n 2 − n + 2)/2-dimensional group CO(h) are considered equivalent, so (1.1) could be studied from the point of view of invariant theory and algebraic geometry. For very general considerations along these lines see [20] . Since Har Example 1.2. Although trivial, the one-dimensional case merits brief mention, as it is the base case of the iterative constructions described in Lemma 3.7; see Example 3.9. On R, any metric is a multiple of the squared absolute value, and no nontrivial cubic polynomial is harmonic. However, the cubic polynomial When writing concrete polynomials the following notational conventions are employed. There is written R n in place of A and x i are coordinates on R n = A such that the differentials dx i constitute a parallel orthonormal coframe. Polynomials are written in terms of the dual coordinates defined by x i = x p h ip rather than the coordinates x i . In particular, this helps avoid confusion between indices and exponents.
= rRe (e iθ/3 z) 3 ,
for some r ∈ [0, ∞) and θ ∈ [0, 2π), where z = x 1 + ix 2 . The polynomial (1.2) solves (1.1) with κ = 2r 2 . The orthogonal transformation sending z to e −iθ/3 z sends P to is the symmetric group S 3 acting in its 2-dimensional irreducible representation by permuting the cube roots of unity. Theorem 1.4, proved in section 7, shows that any two solutions of (1.1) with κ = 2c 2 > 0 on R 3 are orthogonally equivalent.
Theorem 1.4. For P ∈ Pol 3 (R 3 ) not identically zero and c > 0 the following are equivalent.
(1) P solves (1.1) for a Euclidean metric with parameter κ = 2c 2 . (2) P is a product of orthogonal homogeneous linear forms. Precisely, P is in the O(3)-orbit of
Given a few solutions of (1.1), it is straightforward to construct new solutions of (1.1) by taking direct sums. The direct sum of Euclidean vector spaces (A 1 , h 1 ) and (A 2 , h 2 ) is the vector space direct sum A 1 ⊕A 2 equipped with the direct sum metric h 1 ⊕h 2 defined by (h 1 ⊕h 2 )(a 1 +a 2 , b 1 +b 2 ) = h 1 (a 1 , b 1 )h 2 (a 2 , b 2 ) for a i , b i ∈ A i , i = 1, 2. The direct sum, P 1 ⊕P 2 ∈ Pol k (A 1 ⊕A 2 ) of P i ∈ Pol k (A i ), i = 1, 2, is defined by (P 1 ⊕ P 2 )(a 1 + a 2 ) = P 1 (a 1 ) + P 2 (a 2 ) for a i ∈ A i , i = 1, 2. It follows that (Hess(P 1 ⊕ P 2 )) = (Hess P 1 ) ⊕ (Hess P 2 ) as elements of S 2 (A 1 ⊕ A 2 ), so that (P 1 ⊕ P 2 ) solves (1.1) with constant κ if P i ∈ Pol k (A i ), i = 1, 2, solve (1.1) with constant κ. (Note that given two solutions of (1.1), the equality of the corresponding constants can always be arranged by rescaling h 1 or h 2 .) Example 1.5. If P ∈ Pol 3 (R p ) and Q ∈ Pol 3 (R q ) solve (1.1) for the same constant κ, then P • π p + Q • π q ∈ Pol 3 (R p+q ), in which π p and π q are the projections from R p+q = R p ⊕ R q onto R p and R q , solves (1.1). Since any harmonic P ∈ Pol 3 (R 2 ) satisfies (1.1), there are solutions to (1.1) on R 2n for any n ≥ 2. Concretely, by Example 1.2 and Theorem 1.4, for p, q ≥ 0 such that 2p + 3q > 0,
x 2p+3j−1 x 2p+3j−2 x 2p+3j (1.4) solves (1.1) on R 2p+3q with κ = 2. See also Example 6.5 where, as a special case of Lemma 6.4, an (n + 2)-dimensional solution is obtained from an n-dimensional solution in a similar way.
A polynomial P ∈ Pol k (A) is linearly decomposable if there is a nontrivial linear direct sum A = A 1 ⊕ A 2 such that P = (P • π 1 ⊕ P • π 2 ), where π i is the projection onto A i along its complement. Equivalently, if x i = π i (x) is the component of x in A i , P (x 1 + x 2 ) = P (x 1 ) + P (x 2 ). In this case, there is a unique polynomial P i ∈ Pol k (A i ) such that P i • π i = P • π i . A polynomial P ∈ Pol k (A) is indecomposable if it is not decomposable.
If A is equipped with a metric, h, then P ∈ Pol k (A) is h-orthogonally decomposable if P decomposes along a nontrivial direct sum A = A 1 ⊕ A 2 into h-orthogonal subspaces A 1 , A 2 ⊂ A. In this case P decomposes h-orthogonally along the h-orthogonal subspaces A i or along the h-orthogonal direct sum A = A 1 ⊕ A 2 . A polynomial P ∈ Pol k (A) is h-orthogonally indecomposable if it is not h-orthogonally decomposable. Example 1.6. The polynomial P (x, y) = xy on R 2 is Euclidean orthogonally decomposable, along the diagonal A 1 = {(x, x) ∈ R 2 and the antidiagonal A 2 = {(x, −x) ∈ R 2 }, for P (x, y) = xy = 1 4 (x + y) 2 − 1 4 (x − y) 2 = P • π 1 (x, y) + P • π 2 (x, y). (1.5)
The harmonic polynomial P (u, v) = u 3 − 3uv 2 is not Euclidean orthogonally decomposable. Were it, the decomposition would be by orthogonal one-dimensional subspaces, and there would be a rotation g ∈ O(2) such that (g · P )(x, y) had the form ax 3 + by 3 for some nonzero constants a and b. However P is harmonic, so g · P would be as well, which can be only if a = 0 = b.
Linear decomposability depends on the base field. For example, although this will not be proved here, u 3 − 3uv 2 is not linearly decomposable over R, although it is linearly decomposable over C,
Example 1.7. It may not be obvious if an explicitly given polynomial is orthogonally decomposable. For example, the imaginary part of (1.8)
The decomposition (1.7)-(1.8) shows that (1.6) is orthogonally decomposable as it exhibits this polynomial as a sum of two variable polynomials defined on orthogonal subspaces.
Solutions of (1.1) that are orthogonally decomposable as in Examples 1.5 and 1.7 are less interesting than orthogonally indecomposable solutions as they are obtained by combining solutions in lower dimensions. It is of primary interest to classify orbits of solutions of (1.1) that are orthogonally indecomposable.
For n ≤ 4, the equations (1.1) can be solved completely via direct elementary computations, and this is done in section 6. By Example (1.3) and Theorem 1.4, in dimensions 2 and 3 and Riemannian signature there is a unique solution up to conformal equivalence. By Example 1.6 and the n = 3 case of Theorem 1.10 these solutions are orthogonally indecomposable.
The 4-dimensional case requires a more involved analysis. The first dimension in which there is more than one orbit of solutions is n = 4. in this case there are exactly two solutions, up to conformal equivalence. One of the orbits is orthogonally indecomposable, and the other comprises the direct sums of 2-dimensional solutions. Theorem 1.8 is proved in section 7. Theorem 1.8. If P ∈ Pol 3 (R 4 ) solves (1.1) for a Euclidean metric with constant κ > 0, then P is O(4)-equivalent to exactly one of the polynomials
(1.9) √ 2κ 12
which are not orthogonally equivalent. Corollary 1.9. An orthogonally indecomposable P ∈ Pol 3 (R 4 ) solves (1.1) for a Euclidean metric with constant κ > 0 if and only if P is O(4)-equivalent to (1.9). The automorphism group of P is the symmetric group S 5 .
As (1.10) is evidently orthogonally decomposable, Corollary 1.9 follows from Theorem 1.9 once it is shown that (1.9) is orthogonally indecomposable. Although a direct proof of the orthogonal indecomposability is given at the end of Section 6, it also follows from Theorem 1.10.
Lemma 6.9 shows that a solution of (1.1) in dimension n determines a solution in dimension n + 1. This is used to establish that orthogonally indecomposable solutions of (1.1) exist in all dimensions. A solution P ∈ Pol 3 (A) of (1.1) is conformally associative if
This notion is motivated and explained in more detail in Section 5. Theorem 1.10. On a Euclidean vector space (A, h) of dimension n ≥ 2, there is a unique CO(h) orbit P n ⊂ Pol 3 (A) comprising conformally associative solutions to (1.1) and represented by the polynomial
that solves (1.1) with constant κ = n(n − 1). Any P ∈ P n is orthogonally indecomposable and its automorphism group is the symmetric group S n+1 acting as reflections through the hyperplanes orthogonal to lines on which P n vanishes and permuting the critical points of the restriction of P n to the unit sphere.
The proof of Theorem 1.10 is given following the proof of Lemma 6.9. See in particular Corollary 6.11. In dimensions 2, 3, and 4, the orbits described in Theorem 1.10 are generated by constant multiples of the polynomials 2 ), (1.3), and (1.9). The polynomial P n of (1.12) (or any polynomial in the orbit P n ) is called the simplicial polynomial of dimension n. Remark 1.11. The polynomials P n of (1.12) appear in the proof of Corollary 22 of [1] where they are given (modulo slight changes in normalizations) in the equivalent recursive form (6.33) . They are used to construct examples of highly symmetric nonspherical homothetically contracting solutions of certain Gauss curvature flows. In [1] it is stated without proof that these polynomials have the symmetries of a regular simplex and this suggests that this construction was known classically, but I do not know a reference. Here this is proved together with many other interesting properties of the polynomials P n as part of Corollary 6.11.
An alternative construction of the polynomials P n , that justifies calling them simplicial and from which their S n+1 invariance is obvious is given in Example 10.7, using the machinery of equiangular tight frames discussed in Section 10. The uniqueness part of Theorem 1.10 provides the most effective way to check that different constructions of P n really do yield conformally equivalent polynomials, as in practice conformal associativity can be checked. Corollary 1.12 (Corollary of Theorems 1.4 and 1.8). If a solution P ∈ Pol 3 (R n ) of (1.1) for a Euclidean metric and constant κ > 0 has automorphism group of positive dimension, then n ≥ 5.
In section 8 it is shown that the cubic isoparametric polynomials of Cartan solve (1.1). These polynomials are defined for n ∈ {5, 9, 14, 26} and their automorphism groups are Lie groups, so this shows that the result of Corollary 1.12 is the best possible.
A metric and a covariant cubic symmetric tensor determine the structure tensor of a commutative multiplication • on A. Its multiplication operators L : A → End(A) defined by L(x)y = x • y are determined by the Hessian of P , L(x) i j = h jp P (x) ip . For P solving (1.1), the h-harmonicity of P is equivalent to tr L(x) = 0 for all x ∈ A, while the condition on Hess P and the complete symmetry of P are equivalent to the nondegeneracy and invariance of the Killing type trace-form τ (x, y) = tr L(x)L(y), where invariance means τ (x • y, z) = τ (x, y • z). Since CO(h)-equivalence classes of solutions of (1.1) correspond bijectively to isomorphism classes of such algebras, the search for solutions of (1.1) can be profitably converted into a problem in pure algebra. The utility of this algebraic point of view has been emphasized in the study of some different but closely related problems by V. G. Tkachev and his collaborators, for example [19, 26, 28, 27, 25, 24] . For example, this correspondence was used by N. Nadirashvili, V. G. Tkachev, and S. Vlăduţ in [19] to construct homogeneous and singular solutions of the equations for minimal cones and other geometrically motivated fully nonlinear elliptic partial differential equations of Hessian type. Example 1.13. The para-Hurwitz algebra is the complex numbers C, viewed as a real Euclidean vector space, with the multiplication z 1 • z 2 =z 1z2 . Writing z = x 1 + ix 2 , the matrix of the multiplication operator L • (z) with respect to the standard Euclidean orthonormal basis is
2 and the cubic polynomial P (z) determined by • and the Euclidean metric is given by
which recovers the solution of (1.1) given in Example 1.3. Example 1.14. As will be explained in detail elsewhere, the commutative nonassociative algebra associated with the polynomial P n of (1.12) of Theorem 1.10 is isomorphic to that studied by K. Harada in [15] where it is proved that its automorphism group is S n+1 (this was proved independently by R. Griess; see the appendix to [8] ).
As an example of the utility of the algebraic point of view, the observation that the cubic polynomial P of (A, •, h) is orthogonally indecomposable if and only if (A, •) is simple as an algebra provides a criterion for checking orthogonal indecomposability of P that is useful in practice. Similarly, critical points of P on spheres correspond with idempotent and square-zero elements of the associated algebra; since such elements are permuted by automorphisms of the algebra, much information about the automorphisms of P can be obtained from their study.
Although the algebraic perspective provides a lot of useful information about (1.1), in order to keep the scope of the present article manageable, its applications to (1.1) will be treated elsewhere as part of a collaboration with V. G. Tkachev. The only place in the paper where the algebraic correspondence is used is in the proof of claim (11) of Corollary 6.11, where it is used to save space by using results from [15] .
(1.15) solves (1.1) on R 6 with the Euclidean metric and κ = 4. It is apparent from the decomposition exhibited in (1.15) that P orthogonally decomposable; precisely it is equivalent to a direct sum of polynomials as in Theorem 1.4. As this example (and Example 1.7) suggests, determining whether a solution of (1.1) is decomposable is not always straightforward; in general some technique is needed. Although the details are omitted here, he decomposition (1.15) was obtained by analyzing idempotent elements in the commutative algebra determined by P .
In section 3 it is shown that tensor products of solutions of (1.1) yield new solutions. Lemma 3.3 shows that the tensor product of a solution P with the polynomial of (1.2), called the parahuwitzification of P , can be interpreted as the real part of the extension of P over C. Lemma 3.7 shows that the tensor product of a solution P with the polynomial of (1.3), called the triple of P , equals that obtained by polarizing P . For example:
(1) The polynomial
is obtained either as the triple of the polynomial
or as the parahurwitzification of the polynomial x 1 x 2 x 3 . It follows that it is orthogonally indecomposable, and so is not orthogonally equivalent to the polynomial (1.15), from which it differs only by sign changes. By Lemma 6.14, (1.16) is not conformally equivalent to the simplicial polynomial P 6 . (2) The polynomial (1.17)
is obtained as the triple of (1.3). By Lemma 6.14, (1.17) is not conformally equivalent to the simplicial polynomial P 9 . A special case of Lemma 3.14 shows that the cubic polynomial of the tensor product of two compact simple real Lie algebras solves (1.1). For example the tensor product so(3) ⊗ so(3) yields the determinant
x ∈ R 9 , (1.18) which solves (1.1). Lemma 3.14 applies more generally to certain anticommutative algebras, for example the imaginary octonions with the commutator bracket; see Example 3.17. Remark 1.16. The immanant determined by the character of S 3 associated with the partition (2, 1) (see [34] ) is
It solves (1.1) with κ = 2 (the factors of 2 −1/3 are so that | Hess P | 2 is a multiple of the standard Euclidean inner product in the x i variables). The other immanants associated with characters of S 3 are the determinant and the permanent, so that (1.17) and (1.18) solve (1.1) suggests that (1.19) will as well. However, as (1.19) is orthogonally decomposable, obtained from three copies of (1.3), it is less interesting than the examples (1.17) and (1.18).
Sections 9 and 10 describe combinatorial constructions of solutions of (1.1) based on Steiner triple systems and equiangular tight frames. For example, as is indicated in Example 9.5, the solution (1.15) is associated with the partial Steiner triple system determined by the affine plane of order 2 in the manner explained in Section 9, while as in indicated in Example 10.10, it is associated with two different two-distance tight frames in R 6 in the manner described in Section 10.
These constructions are of interest principally for two reasons. First, Theorem 9.7 shows that the solution of (1.1) associated with a Steiner triple system on a set of cardinality n equal to 1 or 9 modulo 12 is not conformally linearly equivalent to the simplicial polynomial P n . This shows that not conformally associative solutions to (1.1) exist in arbitrarily large dimensions. Second, the construction of Section 10 associates with a two-distance tight frame a solution of (1.1). For example, in Example 10.7 this is used to construct the simplicial polynomials P n from the data of their critical lines (in the sense of section 2). Although the problem of reconstructing a solution of (1.1) from data such as its zero lines and critical lines is by no means solved, these results are suggestive for what might be possible. A virtue of such combinatorial constructions is that the resulting solution of (1.1) automatically inherits any symmetries of the underlying combinatorial data.
The constructions of solutions described in this paper by no means exhaust those known to the author and some of the most interesting examples are omitted. However, the description of most of the omitted examples requires or is facilitated by working in terms of the commutative nonassociative algebra associated with a solution of (1.1) and an adequate development of the necessary background requires extensive development. Consequently these examples will be detailed elsewhere in that language. Some of the more interesting examples include:
• The cubic polynomials of Griess algebras of certain vertex operator algebras of type OZ.
That these solve (1.1) can be deduced using formulas in [18] . These include the cubic polynomial of the 196883-dimensional commutative, nonassociative, nonunital Griess algebra the automorphism group of which is the monster finite simple group.
• The cubic polynomials of the algebras of Weyl curvature tensors and Kähler Weyl curvature tensors studied by the author in [10] .
• The cubic polynomials of the Hsiang algebras studied by Tkachev in [29] (see also [19, 24, 25] ).
Remark 1.17. The author's original motivation for studying (1.1) in [11] (see also [13, 12] ) was that, by Lemma 1.18, a solution of (1.1) yields a torsion-free affine connection on A with respect to which the metric h is a Codazzi tensor, and the Ricci curvature of which is a multiple of h (so ∇ is in some sense Einstein-like). These motivations, which will otherwise be ignored here, are treated in a far more general context in [11] .
Lemma 1.18. Let D be the flat affine connection on the n-dimensional vector space A whose geodesics are the affinely parameterized straight lines and let h be a D-parallel pseudo-Riemannian metric on A. The systems of equations (1.20)-(1.23) for a homogeneous cubic polynomial P (x) ∈ Pol 3 (A) are equivalent in the sense that P solves one of these systems for a constant κ = 0 if and only if it solves all the others for the same constant κ = 0.
and
If P solves any of these equivalent systems of equations then the affine connection ∇ = D + P ij k has the following properties: 
, from which there follows R ij(kl) = 0. The Ricci curvature of ∇ is defined by R ij = R pij p = R ip p j and so R jk = P qp q P jk p − P jp q P kq p = −P jp q P kq p = −κh ij .
Remark 1.19.
Suppose h is Euclidean. The components with respect to an h-orthonormal basis of the differential Q = dP : A → A * of a solution of (1.1) are h-harmonic homogeneous quadratic polynomials. This leads to at least two alternative viewpoints on (1.1).
First, the differential DQ = DdP : A → S 2 A * can be identified with a linear map of A into the subspace S 2 0 A * ⊂ S 2 A * of h-trace free forms. That P solve (1.1) means that this map sends the h-unit sphere in A into the sphere in S 2 0 A * having radius √ κ with respect to the norm induced by complete contraction with h. Thus a solution of (1.1) yields a polynomial map between spheres whose components are the restrictions of linear forms. Such a map is called a linear eigenmap of spheres; see e.g. [7, 22, 30, 33] for background about polynomial maps between spheres. In the context of polynomial eigenmaps of spheres, those given by linear forms are regarded as trivial, but here Q satisfies the additional auxiliary conditions imposed by requiring that it be a differential.
Second, the graph of a polynomial mapping Q : A → A * is a submanifold Σ of the paraKähler space A ⊕ A * , where the symplectic form is Ω(u + µ, v + ν) = ν(u) − µ(v) and the paraKähler metric is G(u + µ, v + ν) = µ(v) + ν(u). This graph is Lagrangian if and only if Q is the differential of a polynomial, P , on A. In this case the restriction of G to the submanifold Σ equals 2DdP , where ∇ is the Levi-Civita connection of G. The cubic form DDdP equals that obtained as Ω(Π( · , · ), · ) by pairing the second fundamental form Π of Σ with the symplectic structure Ω(u + ν, v + ν) = µ(v) − ν(u). In particular, that ∆ h P = 0 is equivalent to Σ having vanishing mean curvature. Remark 1.20. Lemma 1.21 shows that, although (1.1) is a system of partial differential equations, its content is essentially algebraic and combinatorial. More precisely, any smooth solution of (1.1) must be a cubic homogeneous polynomial plus a linear form. Lemma 1.21. Let (A, h) be a Euclidean vector space. If F ∈ C 2 (A) solves (1.1) for some constant κ = 0, then F is equal to the sum of a a harmonic cubic homogeneous polynomial P ∈ Pol 3 (A) solving (1.1) with constant κ and a linear form ℓ ∈ A * .
Proof. Because F is harmonic, it is real analytic. Differentiating F pq F pq = κ|x| 2 twice yields
Tracing this in jk and using that all derivatives of F are harmonic yields F iabc F abc = 0. Differentiating this yields F iabc F j abc + F ijabc F abc = 0 and tracing this in ij shows that F ijkl F ijkl = 0 which implies that F ijkl = 0, so that F is a cubic polynomial.
Write F = P + Q + R with P ∈ Pol 3 (A), Q ∈ Pol 2 (A), and R ∈ Pol 1 (A). Taking x = 0 in κ|x| 2 = | Hess P | 2 + 2 Hess P, Hess Q + | Hess Q| 2 yields | Hess Q| 2 = 0 and κ|x| 2 = | Hess P | 2 . Since Hess Q is a constant, this implies Q = 0. Since R is linear, ∆ h F = ∆ h P , so P solves (1.1). 
Critical lines and zeros
This section gives some lemmas useful for deciding orthogonal equivalence or orthogonal indecomposability of solutions.
Let Crit(P ) ⊂ A denote the set of critical points of P and let P(Crit(P )) be its image in the projectivization P(A).
A critical line of P ∈ Pol 3 (A) is a one-dimensional subspace [v] ∈ P(A) spanned by a vector v such that h(v, · ) ∧ dP (v) = 0. If h is Euclidean, a vector v spanning a critical line of P is a critical point of the restriction of P to the h-sphere containing v. Since −v is also a critical point of the restriction of P to the same sphere, it is more convenient to speak of critical lines than of the (pairs of) critical points that generate them.
Because the restriction of P to a sphere of nontrivial radius has a critical point, the set of critical lines of P , CritLine(P ) ⊂ P(A), is nonempty. Because P is an odd function, there can always be chosen a generator of a critical line on which P is positive.
Let Zero(P ) = {[v] ∈ P(A) : P (v) = 0} ⊂ P(A) be the set of one-dimensional subspaces of A generated by zeros of P .
Because P is homogeneous, P(Crit(P )) = CritLine(P ) ∩ Zero(P ).
Proof. By assumption there is a splitting A = A 1 ⊕ A 2 where A 1 and A 2 are nontrivial proper horthogonal subspaces and there are polynomials
Example 2.2. By Lemma 2.1 to check that a solution P of (1.1) is orthogonally indecomposable it suffices to show that no two of its critical lines are orthogonal. For example, the cubic polynomial P = Example 2.3. The polynomial x 1 x 2 x 3 is orthogonally indecomposable but among its critical lines those generated by the coordinate axes e 1 , e 2 , and e 3 , are pairwise orthogonal. However, for x = x 1 e 1 + x 2 e 2 + x 3 e 3 , (Hess P )(x)(e 1 , e 2 ) = x 3 is not zero for all x, so the full condition of Lemma 2.1 is not satisfied.
Define the weight of a critical line ℓ ∈ CritLine(P ) to be |v|
h P (v) 2 for any vector v spanning ℓ. Since the automorphism group of P , Aut(P ), permutes the critical lines of P and preserves their weights, Aut(P ) is a finite group if CritLine(P ) is finite.
Lemma 2.4. Let (A, h) be a Euclidean vector space and let P ∈ Pol 3 (A). The reflection σ r through the hyperplane r ⊥ h-orthogonal to 0 = r ∈ A is an automorphism of P if and only if [r] ∈ Zero(P ) and dP (x), r = (Hess P )(r)(x, x) = 0 for all x ∈ r ⊥ = {y ∈ A : h(y, r) = 0}.
Proof. Suppose 0 = r ∈ A and σ r ∈ Aut(P ). Then P (r) = P (σ r (r)) = P (−r) = −P (r), so P (r) = 0 and [r] ∈ Zero(P ). Let x ∈ r ⊥ . Then
so dP (x), r = 0. Now suppose [r] ∈ Zero(P ) and dP (x), r = 0 for all x ∈ r ⊥ . Any w ∈ A has the form w = αr + z with z ∈ r ⊥ , and σ r (w) = −αr + z. Because P is cubic homogeneous, P (x + y) = P (x) + P (y) + dP (x), y + dP (y), x for all x, y ∈ A. Hence
which shows that P (σ r (w)) = P (w) for all w ∈ A.
Tensor products
The tensor product
and P α⊗β ∈ Pol k (A ⊗ B) be the associated degree k homogeneous polynomials. By definition, for a ∈ A and b ∈ B,
where the dots indicated kfold repetitions. The identity (3.2) motivates defining the tensor product
to be the element of Pol k (A⊗ B) corresponding to the tensor product of the symmetric k forms corresponding to P and Q. By definition,
for a ∈ A and b ∈ B.
The tensor product (A⊗B, g ⊗h) of the Euclidean vector spaces (A, g) and (B, h) is A⊗B equipped with the tensor product bilinear form g ⊗ h, defined as in (3.1).
The relation of the coordinate expressions of the tensor product of two polynomials to the coordinate expressions of the tensored polynomials is not visually obvious, but can be understood as a Kronecker product of tensorial arrays. If {e i : 1 ≤ i ≤ dim A} and {f α : 1 ≤ α ≤ dim B} are orthonormal bases of (A, g) and (B, h),
shows that the array representing P ⊗Q with respect to the orthonormal basis {k iα } of (A⊗B, g ⊗h) is the Kronecker product of the arrays representing P and Q with respect to the orthonormal bases {e i } and {f α }.
be the tensor product of the Euclidean vector spaces (A, g) and (B, h).
(1) If at least one of P ∈ Pol 3 (A) and Q ∈ Pol
solve the second equation of (1.1) with constants 0 = κ P , κ Q ∈ R, then P ⊗ Q ∈ Pol 3 (A ⊗ B) solves the second equation of (1.1) on (A ⊗ B, g ⊗ h) with constant κ P κ Q . (3) If at least one of P ∈ Pol 3 (A) and Q ∈ Pol 3 (B) is harmonic and P and Q solves (1.1)
Proof. Let {e i : 1 ≤ i ≤ dim A} and {f α : 1 ≤ α ≤ dim B} be orthonormal bases of (A, g) and (B, h) and let
If at least one of P and Q is harmonic, then
This shows (1). The equation (1.1) for P is equivalent to p,q P ipq P jpq = κ p g ij where g ij = g(e i , e j ). Using the similar relation for Q there results
which is equivalent to P ⊗ Q solving (1.1) on (A ⊗ B, g ⊗ h) with constant κ P κ Q . This shows (2) .
Claim (3) follows from (1) and (2).
Example 3.2. If x 1 , x 2 and y 1 , y 2 , y 3 are coordinate systems with respect to the standard orthonormal bases {e 1 , e 2 } and {f 1 , f 2 , f 3 } in Euclidean R 2 and R 3 , and
) and Q(y 1 , y 2 , y 3 ) = y 1 y 2 y 3 , then the expression for P ⊗ Q with respect to the coordinates z 1 , . . . , z 6 with respect to the orthonormal basis k
The tensor products of P with (1.2) and (1.3) admit alternative interpretations that are described in Lemmas 3.3 and 3.7.
h with constant 0 = κ ∈ R on the Euclidean vector space (A, h). Equip A ⊗ R C with the Hermitian metric induced by the Euclidean metric on A. Let Q ∈ Pol 3 (A ⊗ R C) be the real part of the polynomial on A ⊗ R C obtained from P by extension of scalars.
2 ) in coordinates x 1 , x 2 with respect to a standard orthonormal basis on Euclidean R 2 .
Proof. In block matrix form this means (Hess Q)(x, y) = (Hess P )(x) −(Hess P )(y) −(Hess P )(y) −(Hess P )(x) , (3.9) from which it follows that Q is harmonic and | Hess Q(x, y)| 2 = 2| Hess (2) is most easily proved by checking that the matrix with respect to a suitable orthonormal basis of the Hessian of the Q of (2) has the form (3.9).
Remark 3.4. Note that in Lemma 3.3, P need not be harmonic.
2 ) is the cubic polynomial of the para-Hurwitz algebra, claim (2) of Lemma 3.3 motivates calling the polynomial Q constructed from P in that lemma the parahurwitzification of P .
Example 3.5. Let P = x 1 x 2 x 3 . The parahurwitzification Q is the real part of z 1 z 2 z 3 where
and there results
which is the polynomial (3.7) after relabeling of variables.
which is the polynomial (1.6) after relabeling of variables.
Proof. Since the components of Hess P are linear functions, (Hess P )(x + y + z) − (Hess P )(x + y) = (Hess P )(z). Using this and similar identities yields
Tracing this shows that Q is harmonic, while taking its squared-norm yields
so Q solves (1.1) with constant 2κ.
Claim (2) is most easily proved by checking that the matrix with respect to a suitable orthonormal basis of the Hessian of the Q of (2) has the form (3.13).
Remark 3.8. Note that in Lemma 3.7, P need not be harmonic.
Claim (2) of Lemma 3.7 motivates calling the polynomial Q constructed from P in that lemma the triple of P . 
Example 3.10. The triple of P =
2 ) is (3.7) also obtained as the parahurwitzification of x 1 x 2 x 3 in Example 3.6.
Example 3.11. The tensor product of x 1 x 2 x 3 with itself yields σ∈S3 x σ(1) y σ(2) z σ(3) , which is the permanent of the 3 × 3 matrix whose columns are the vectors x, y, and z, as in (1.17).
Example 3.12. There are examples of polynomials solving only the second equation of (1.1). The determinant of a 3 × 3 symmetric matrix,
(The factors of 1/ √ 2 are used for convenience; with them h(x, x) is the standard Euclidean metric in the given coordinates.) However, P is not harmonic, for
The polynomial P arises as the relative invariant of a real form of a reduced irreducible prehomogeneous vector space (see (2) of table I in section 7 of [21] ).
The parahurwitzification and triple of P yield 12 and 18-variable solutions of (1.1).
Remark 3.13. It is well known that polarization maps G-invariant polynomials on A to G-invariant polynomials on the direct sum A k . See [17] for details.
The cubic polynomials of the tensor products of certain anticommutative algebras yield solutions of (1.1).
A symmetric bilinear form h on an algebra (A,
For example, the Killing form of a Lie algebra is invariant.
be anticommutative algebras with invariant positive definite inner products B 1 and B 2 . Let h = B 1 ⊗ B 2 be the tensor product bilinear form on the tensor product algebra (A,
Hence h(x•, y) is completely symmetric for all x, y, z ∈ g 1 ⊗ g 2 , so it makes sense to define the associated cubic polynomial
The rest of the proof is formally the same as the proof of Lemma 3.1, so is omitted.
Corollary 3.15. Let g 1 and g 2 be compact semisimple real Lie algebras with Killing forms B 1 and B 2 . Let h = B 1 ⊗ B 2 be the tensor product bilinear form on the tensor product algebra
Proof. Because g 1 and g 2 are compact and semisimple, −B 1 and −B 2 are positive definite and invariant, so h = B 1 ⊗ B 2 is a positive definite symmetric bilinear form and the claim follows from Theorem 3.14.
Example 3.16. View so(3) as the imaginary quaternions, Im H, equipped with the cross product algebra structure given by the commutator. Up to a constant factor, the cubic polynomial of the tensor product ∈ H ⊗ Im H = so(3) ⊗ so (3) is the determinant of a 3 × 3 matrix as in (1.18) .
The extra generality of Theorem 3.14 relative to Corollary 3.15 is not superfluous. Theorem 3.14 applies to the tensor product of a compact semisimple real Lie algebra with the 7-dimensional cross product algebra given by the imaginary octonions equipped with the commutator bracket.
Example 3.17. Up to a constant factor the cubic polynomial P (z) determined by the tensor product Im H ⊗ Im O where the imaginary octonions Im O are equipped with the cross-product algebra structure given by the commutator, is the 21-variable polynomial
The automorphism group of the octonions is the 14-dimensional compact real form of the simple Lie group of type G 2 . It preserves the cross-product on Im O, so acts as automorphisms of P . 
An invariant of solutions
Let (A, h) be a Euclidean vector space. For P ∈ Pol 3 (A) define
to be the set points at which P attains its maximum on h-unit sphere S h (1) = {x : |x| 2 h = 1}. When helpful, the dependence on h is indicated with a subscript, as in M h (P ).
Lemma 4.1. Let (A, h) be a Euclidean vector space. For P ∈ Pol 3 (A) not identically zero, the number
is constant on the CO(h) orbit of P . If P solves (1.1) with constant κ = 0, then
Note that part of the conclusion of Lemma 4.1 is that m(P ) is unchanged if h is replaced by e t h. The numerical factor 36 is a normalization.
Proof. Because P is nontrivial and S h is compact, M(P ) is nonempty and if e, f ∈ M(P ), then
showing that m(P ) is well defined and constant on the CO(h) orbit of P .
Suppose P solves (1.1) with constant κ = 0. Then | Hess P (e)| 2 h = κ|e| 2 h = κ for all e ∈ M(P ), so the supremum in (4.2) is attained at any e ∈ M(P ) and equals (4.3).
By Lemma 4.1 two solutions, P and Q, of (1.1) for which m(P ) = m(Q) are not CO(h)-equivalent.
with equality if and only if P (e) ij = 6P (e) n−1 (ne i e j − h ij ) for all e ∈ M(P ). Proof. Let e ∈ M(P ). Then there is θ ∈ R such that P (e) i = 2θe i . Contracting with e shows θ = 3 2 P (e) so that P (e) i = 3P (e)e i . The endomorphism
, with equality if and only if all the λ i are equal to − 1 n−1 . Consequently,
with equality if and only if λ i = −1/(n − 1) for 1 ≤ i ≤ n − 1, and this holds if and only if P (e) ij = 6P (e)L ij = 6P (e) n−1 (ne i e j − h ij ). Remark 4.3. It would be interesting to characterize those harmonic P for which there is equality in (4.5). Corollary 6.11 shows that equality holds in the bound (4.5) for the simplicial polynomial P n defined in (1.12). On the other hand, together Lemma 9.6 and Theorem 9.7 show that there is a solution of (1.1) that is not equivalent to P n but for which equality holds in (4.5).
Corollary 4.4. Let (A, h) be an n-dimensional Euclidean vector space. If P ∈ Pol 3 (A) solves (1.1) with constant κ then
for all x ∈ A.
Proof. This follows from (4.5), (4.3) of Lemma 4.1, and the homogeneity of P .
Remark 4.5. Lemma 4.2 gives a criterion that can sometimes be used to show inequivalence of solutions of (1.1). In Example 6.13 it is used to show that the tensor product of simplicial polynomials (as in Theorem 1.10) is not equivalent to a simplicial polynomial.
Lemma 4.6. Let (A, g) and (B, h) be Euclidean vector spaces. Suppose P ∈ Pol 3 (A) and Q ∈ Pol 3 (B) solve (1.1). Then
Proof. By Lemma 3.1, P ⊗ Q solves (1.1) on (A ⊗ B, g ⊗ h) with constant κ P κ Q where P and Q solve (1.1) with constants κ P and κ Q . By (4.3) of Lemma 4.1,
6Q(y) .
(4.10) Substituting (4.10) in (4.9) and using (4.3) of Lemma 4.1 yields
which shows (4.8).
Associativity and conformal associativity equations
Let (A, h) be an n-dimensional Euclidean vector space. The nonassociativity tensor associated with F ∈ C ∞ (A) is defined by
indices are raised and lowered using
] denotes the commutator of endomorphisms. This observation motivates calling A(F ) the nonassociativity tensor, for A(F ) vanishes if and only if the commutative multiplication • defined by x • y = L(x)y is associative. The equations A(F ) ijkl = 0 are called the associativity or WDVV equations; see [6] for background and references.
A straightforward computation shows that the curvature R ijk l of the torsion-free affine connec-
Lemma 5.1. Let (A, h) be an n-dimensional Euclidean vector space. For P ∈ Pol 3 (A) there holds A(P ) ijkl = 0 if and only if P is orthogonally equivalent to a polynomial of the form
Proof. That A(P ) ijkl = 0 means that the family of h-self-adjoint endomorphisms {L(x) : x ∈ A} is commuting, so is simultaneously orthogonally diagonalizable. This means that there is an horthonormal basis {e 1 , . . . , e n } with respect to which the matrix of L(x) is diagonal of the form
where ℓ 1 , . . . , ℓ n ∈ A * are linear forms. Let x 1 , . . . x n be coordinates with respect to {e 1 , . . . , e n }.
That P has the form claimed now follows from the homogeneity of P .
If, moreover, | Hess P | 2 = κ|x| 2 for some 0 < κ ∈ R,then κ = | Hess P (e i )| 2 = λ 2 i for 1 ≤ i ≤ n. This shows the last claim.
When n ≥ 3, the conformal nonassociativity tensor is the completely trace-free tensor defined by
(It is defined in the same way as the Weyl tensor of a Riemannian metric.) A P ∈ Pol 3 (A) is associative or conformally associative if A(P ) ijkl = 0 or C(P ) ijkl = 0.
Lemma 5.3. Let (A, h) be a Euclidean vector space. The affine extensions of P, Q ∈ Pol 3 (A) are orthogonally equivalent with respect to the metricĥ onÂ = A ⊕ R defined byĥ((x, a), (y, b)) = h(x, y) + ab for (x, a), (y, b) ∈Â if and only if P and Q are h-orthogonally equivalent.
Proof. It is clear from the definition that the affine extensions of orthogonally equivalent polynomials are orthogonally equivalent.
Suppose
This yields the equations
for all x ∈ A. Taking x = v in the first equation yields |φ(v)| 2 = 0, so that φ(v) = 0. In the second equation this yields c|v| 2 = 0, so that either c = 0 or v = 0. If c = 0, then
for all r ∈ R. This forces |v| 2 = 0, so v = 0, which contradicts the invertibility of Φ. If c = 0, then v = 0. In this case the first equation of (5.7) yields |φ(x)| 2 = |x| 2 , so that φ is h-orthogonal, and the second equation of (5.7) yields 0 = h(u, φ(x)) = h(φ(u), x) for all x ∈ A, so that φ(u) = 0 and hence u = 0. In the third equation of (5.7) this yields c = ±1. HenceP (x, r) =Q(Φ(x, r)) =Q(φ(x), cr). Taking x = 0 yields c 3 = 1, so that c = 1 and Φ(x, r) = (φ(x), r). Taking r = 0 yields P (x) =P (x, 0) =Q(Φ(x, 0)) =Q(φ(x), 0) = Q(φ(x)) so P and Q are orthogonally equivalent.
Lemma 5.4. Let (A, h) be a Euclidean vector space of dimension n ≥ 3. EquipÂ = A ⊕ R with the Euclidean metricĥ defined byĥ((x, a),
Proof. With respect to anĥ-orthonormal basis ofÂ adapted to the splittingÂ = A ⊕ R, the matrix
which is equivalent to (5.9).
Corollary 5.5. Let (A, h) be a Euclidean vector space of dimension n ≥ 3. If P ∈ Pol 3 (A) solves (1.1) with constant 0 = κ ∈ R then P is conformally associative if and only if the affine extension of κ n−1 P is associative. Proof. By Example 5.2, because P solves (1.1), ρ(A(P )) ij = −P ip q P jq p = −κh ij , σ(A(P )) = −nκ, and
The claim follows upon applying these observations to the affine extension of κ n−1 P and using (5.9). Theorem 5.6. On a Euclidean vector space (A, h) of dimension n ≥ 3, any two conformally associative solutions of (1.1) with the same constant 0 < κ ∈ R are orthogonally equivalent.
Proof. Let P ∈ Pol 3 (A) and letP ∈ Pol 3 (Â) be its affine extension. By (5.10), | HessP |
Rescaling P it can be supposed without any loss of generality that κ = (n − 1), so that
. Now suppose additionally that P is conformally associative. By Corollary 5.5, the conformal extensionP of P is associative. By Lemma 5.1,P is orthogonally equivalent to the polynomial
i . If conformally associative P, Q ∈ Pol 3 (A) solve (1.1) with the same constant, it may be supposed without loss of generality that this constant is n − 1. The preceding shows thatP andQ are both orthogonally equivalent to
i , so are orthogonally equivalent. By Lemma 5.3 this means P and Q are orthogonally equivalent.
6. Direct solution of (1.1) via normal forms
The naive approach to solving (1.1) is the brute force approach. This entails expressing a putative solution P in terms of some basis of the space of cubic harmonic polynomials and rewriting the equations (1.1) in terms of the coefficients with respect to this basis. This section describes this approach to the extent that it works. It is most viable in low dimensions. The principal defect of this approach is that analyzing the properties of the solutions obtained, for example something so basic as deciding whether two solutions are orthogonally equivalent, is not straightforward.
In this section the n-dimensional real vector space A is referred to as R n to indicate that there is fixed an h-orthonormal basis e 1 , . . . , e n with respect to which x i are coordinates.
Lemma 6.1. Let (A, h) be an n-dimensional Euclidean vector space. Let x 1 , . . . , x n be coordinates such that dx 1 , . . . , dx n is an h-orthonormal parallel coframe. With respect to the tensor norm determined by complete contraction with h ij , the collection
is an orthonormal basis of Pol 3 (A).
Proof. The tensor corresponding to x i x j x k via polarization has six nonzero components, corresponding to the six permutations of ijk, each equal to 1/6, so its squared tensor norm is 1/6. The tensor corresponding to 3x
j has one component equal to −1, corresponding to the three times repeated index j, and three components equal to 1, corresponding to the three permutations of iij, so has squared tensor norm 4. That these vectors are pairwise orthogonal can be checked in a similar fashion.
Lemma 6.2. Let h ij be a Euclidean metric on R n . Let P ∈ Pol 3 (R n ) be harmonic and write
For ijk distinct but not ordered, define α ijk to be equal to the coefficient corresponding to the ordering of ijk from least to greatest. Then P solves (1.1) with coefficient κ if and only if there hold the equations
Proof. If i = j,
Summing the squares of these elements and simplifying yields that if i = j, the coefficient of (6.6) and the coefficient of
The claim follows.
Lemma 6.3. A nontrivial cubic homogeneous polynomial P ∈ Pol 3 (R n+1 ) harmonic with respect to a Euclidean metric h is equivalent modulo O(n + 1) to a polynomial of the form
where c > 0, n i=1 λ i = −1, and ∆Q = 0. Proof. First it is claimed that a nontrivial cubic homogeneous polynomial P ∈ Pol 3 (R n+1 ) is equivalent modulo O(n + 1) to a polynomial of the form
where B ∈ Pol 3 (R n ) and c > 0. The restriction of a nontrivial P ∈ Pol 3 (R n+1 ) to the sphere S n = {x ∈ R n+1 : |x| = 1} has a maximum at some e ∈ S n , and at e there holds P i (e) = 3ce i for some c ∈ R. Since 3P (e) = e i P i (e) = 3c|e| 2 , were x ≤ 0 then P (x) ≤ 0 for all x ∈ S n , which cannot be because P is an odd function, so c > 0. By an orthogonal change of variables it may be supposed that the point e at which the maximum occurs is x 1 = 0, . . . , x n = 0, x n+1 = 1, and that at this point P i (e) equals λdx n+1 . Write P in the form P = cx Lemma 6.4. A nontrivial cubic homogeneous polynomial P ∈ Pol 3 (R n+1 ) solving (1.1) with the constant κ is equivalent modulo O(n + 1) to a polynomial of the form
where c > 0,
, there hold the equivalent systems of inequalities
where E n (x) = E n (x 1 , . . . , x n ) is the quadratic form defined by the standard Euclidean metric on R n . Either at least 2 of the λ i are negative, or n − 1 of λ i equal 0 and the nth equals −1. In the latter case, after a permutation of the indices {1, . . . , n} it can be assumed that λ 1 = · · · = λ n−1 = 0 and λ n = −1, and Q has the form Q(x 1 , . . . , x n ) = R(x 1 , . . . , x n−1 ) where R(x 1 , . . . , x n−1 ) ∈ Pol 3 (R n−1 ) solves (1.1) with constant κ = 72.
Proof. If P solves (1.1) with the constant κ, then it is in particular harmonic, so may be assumed to have the form (6.8) with c > 0, n i=1 λ i = −1, and ∆Q = 0. The second equation of (1.1) yields
(6.14)
Hence there must hold
which yields (6.13). Since P attains its maximum on S n at e, for 1 ≤ i ≤ n,
Since | Hess Q| 2 ≥ 0 at all x, evaluating the last expression of (6.13) at the standard basis vectors shows that the coefficients λ i satisfy
With (6.17) this shows that there hold the inequalities (6.12) and that each of these inequalities implies the others.
Suppose m ∈ {1, . . . , n} is such that λ m ≤ λ i for all i ∈ {1, . . . , n}. Because
If λ i ≥ 0 for all i = m, then the right-hand side of (6.19) is nonnegative, so it must be λ i = 0 for i = m, in which case λ m = −1. Otherwise, there is some index k = m such that λ k < 0. Suppose n − 1 of the λ i equal 0. After a permutation of the indices it can be assumed λ 1 = · · · = λ n−1 = 0 and λ n = 0. Then (6.13) implies Consequently there are R(x 1 , . . . , x n−1 ) ∈ Pol 3 (R n+1 ) and B(x 1 , . . . , x n−1 ) ∈ Pol 2 (R n−1 ) such that Q(x 1 , . . . , x n ) = R(x 1 , . . . , x n−1 ) + x n B(x 1 , . . . , x n−1 ). Then, for 1 ≤ i, j ≤ n − 1,
Consequently | Hess B| 2 = 0, and, since Hess B is a constant matrix, this implies Hess B = 0, so B = 0. Hence Q(x 1 , . . . , x n ) = R(x 1 , . . . , x n−1 ) is harmonic and satisfies 72E n−1 (x 1 , . . . , x n−1 ) = | Hess R| 2 , so R solves (1.1) with constant κ = 72.
Example 6.5. The case λ 1 = · · · = λ n−1 = 0, λ n = −1 of Lemma 6.4 yields to the following (decomposable) example. Let R(x 1 , . . . , x n−1 ) ∈ Pol 3 (R n−1 ) solve (1.1) with constant σ > 0. Then
. . , x n−1 ) solves (1.1) with constant κ = 72. This
. . , x n−1 ) in Lemma 6.4. Since there is no solution of (1.1) in dimension 1, this construction works for n+ 1 ≥ 4 (because it requires n− 1 ≥ 2). On the other hand, it is evident that P is orthogonally decomposable, as it has the form of the solutions given in Example 1.5. Lemma 6.6. Let h ij be a Euclidean metric on R n . Consider a harmonic cubic polynomial
where a ijk is completely symmetric in its indices. Let 
Proof. This follows straightforwardly from Lemmas 6.2 and 6.4.
Remark 6.7. In general it is not clear to what extent either Lemma 6.2 or 6.6 is useful for obtaining solutions in general. These equations recall those defining a simple real Lie algebra in the following sense. The Jacobi identity is a system of quadratic equations in the structure constants of the algebra, and the nondegeneracy of the Killing form yields further quadratic equations in the structure constants. These quadratic equations are not usually the basis for the study of Lie algebras, except in low dimensions (and in the presence of further auxiliary conditions, such as solvability), in which case the small number of variables makes them susceptible to direct study. Similarly, in the 3 and 4 dimensional cases the equations given by Lemmas 6.2 and 6.6 are amenable to direct solution, as is illustrated by the proofs of Theorems 1.4 and 1.8.
Using Lemma 6.4 it can be shown that there exist nontrivial solutions to (1.1) for all n ≥ 2.
Lemma 6.8. If a homogeneous cubic polynomial P (x 1 , . . . , x n+1 ) ∈ Pol 3 (R n+1 ) solving (1.1) with constant κ has the form (6.11) with λ 1 = · · · = λ n , then κ = 36 n+1 n c 2 and Q(x 1 , . . . , x n ) ∈ Pol 3 (R n )
solves (1.1) with constant 36
Proof. If all λ i are equal, they equal −n −1 . In this case the condition
∂ 2 x i = 0 of (6.13) is redundant with the condition ∆Q = 0, and | Hess Q|
n 2 E n (x), so Q solves (1.1) with constant 72 n−1 n . Lemma 6.8 motivates Lemma 6.9.
Lemma 6.9. Suppose Q n (x) ∈ Pol 3 (R n ) solves (1.1) with constant κ n . Define
where x ∈ R n and E n+1 (x,
are the quadratic forms determined by the metricsĥ(x,ŷ = h(x, y) + x n+1 y n+1 and h on R n+1 and R n .
(1) Q n+1 solves (1.1) with constant κ n+1 , (2) If g ∈ O(n) thenQ n+1 defined by (6.24) with g · Q n in place of Q n equals i(g) · Q n+1 where i : O(n) → O(n + 1) is the inclusion as the subgroup fixing x n+1 . (3) The critical lines of Q n+1 not generated by (0, 1) (which is a critical line of Q n+1 ) come in pairs of distinct critical lines projecting orthogonally onto critical lines of Q n . In particular if the cardinality c n of CritLine(Q n ) is finite, then the cardinality c n+1 of CritLine(Q n+1 ) is c n+1 = 2c n + 1. Consequently Aut(Q n+1 ) is finite if and only if Aut(Q n ) is finite. (4) The conformal nonassociativity tensors of Q n and Q n+1 are related by C(Q n+1 )(x,ŷ,ẑ,ŵ) = κn+1 κn (n+2)(n−1) (n+1)n C(Q n )(x, y, z, w). (6.25) forx = (x, x n+1 ),ŷ = (y, y n+1 ),ẑ = (z, z n+1 ),ŵ = (w, w n+1 ) ∈ R n+1 . In particular, Q n+1 is conformally associative if and only if Q n is conformally associative.
Proof. Consider P and Q as in (6.11) of Lemma 6.4 and define Q n+1 (x, x n+1 ) and Q n (x) by P (x, x n+1 ) = c n+1 Q n+1 (x, x n+1 ) and Q(x) = b −1 n Q n (x) where x ∈ R n and b n and c n are nonzero constants to be specified presently. Assume Q n solves (1.1) with the constant κ n . With these assumptions there holds
and it follows from (6.13) that κ n+1 = 36c 2 n+1 n+1 n and κ n = 36b
. Expressing c n+1 and b n in terms of κ n+1 and κ n yields claim (1) .
If g ∈ O(n), then g · Q n solves (1.1) with constant κ n , and the equation (6.24) with g · Q n in place of Q n definesQ n+1 solving (1.1) with constant κ n+1 . It is apparent from the second equality of (6.24) thatQ n+1 = i(g) · Q n+1 where i : O(n) → O(n + 1) is the inclusion as the subgroup fixing x n+1 . This shows (2) .
That (x, x n+1 ) generate a critical line of Q n+1 yields the equations
for some θ ∈ R. Plainly (0, 1) is a solution. Suppose x = 0. The first equation of (6.27) shows that x generates a critical line of Q n . The second equation is a quadratic equation in x n+1 with positive discriminant, having the two distinct real roots of opposite signs,
The vectors (x, α ± ) generate distinct critical lines of Q n+1 . The remaining claims in (3) follow. As in the proof of Lemma 5.4, letL(x) be the endomorphism of R n+1 satisfying (HessP )(x) = h(L(x)( · ), · ). The matrix ofL(x) with respect to an orthonormal basis of R n+1 has the form
(n + 1)(x n+1 h(y, z) − y n+1 h(x, z))) .
(6.30)
There results
which shows (6.25).
Corollary 6.11 shows that (1.1) admits nontrivial orthogonally indecomposable solutions for all n ≥ 2 and all κ > 0.
The elementary Lemma 6.10 is needed in the proof of Corollary 6.11. and reorganizing the result shows that 0 = (n + 1) 2 r 2 − 1 2(n + 1) 2 r 2 − n(n + 1) so that r 2 = 1/(n + 1) or r 2 = n/(2(n + 1)). It is straightforward to check that of the 4 solutions of these last two equations only r = −1/(n + 1) and r = n 2(n+1) are critical points of f . There hold f (−1/(n + 1)) = n and f n 2(n+1)
< n. The claim follows.
Recall from (4.1) the notation M(P ) for the set of points at which P assumes its maximum on the unit sphere.
Corollary 6.11. For n ≥ 2 the polynomial P n (x) ∈ Pol 3 (R n ) defined in (1.12) has the following properties:
(1) P n solves (1.1) with κ = n(n − 1). (2) P n is conformally associative. (3) m(P n ) = n n−1 . Equivalently, sup |x| 2 =1 P n (x) = n−1 6 . (4) The set M(P n ) has cardinality n + 1.
(9) Aut(P n ) equals the symmetric group S n+1 acting by permutations of M(P n ) and is generated by the orthogonal reflections through the hyperplanes perpendicular to the differences y − z for y, z ∈ M(P n ). (10) P n is orthogonally indecomposable. (11) The critical points of the restriction to the unit sphere of P n have the form
where M(P n ) = {v 0 , . . . , v n } and I ⊂ {0, . . . , n} has cardinality 1 ≤ k ≤ n. There holds
Proof. The proof of claims (1)- (10) is by induction on n with base case n = 2 for which all the claims are straightforward to verify via direct computations. There are written x ∈ R n andx = (x, x n+1 ) ∈ R n+1 . The formula (1.12) defines P n+1 inductively in terms of P n by
which has the form (6.24) with κ n = n(n − 1) and κ n+1 = (n + 1)n, so that, by Lemma 6.9, P n+1 solves (1.1) with constant κ n+1 if P n solves (1.1) with constant κ n . Since P 2 (x 1 , x 2 ) = ) solves (1.1) with κ 2 = 2, it follows by induction on n that P n solves (1.1) with constant κ n = n(n+1). Likewise, that P n is conformally associative follows from Lemma 6.9 by induction on n, the base case n = 2 being immediate.
Supposex ∈ M(P n ). Because |x| 2 + x 2 n+1 = 1 there holds
(6.34)
Sincex ∈ M(P n ) ⊂ CritLine(P n+1 ) it follows from (6.34) that there is θ ∈ R so that
The homogeneity of P n+1 implies that θ = 3|x| −2 P n+1 ((x)) = 3P n+1 (x). The equation (6.35) implies that x generates a critical line of P n . By the inductive hypothesis,
where the last inequality follows from Lemma 6.10.
Since P (0, 1) = n/6 and every element of M(P n+1 ) must have the same norm, equality must hold in (6.38), so 6P n+1 (x) = n. By (4.3) this is equivalent to m(P n+1 ) = n+1 n . In (6.36) this forces θ = 3P n+1 (x) = n/2. If x n+1 = 1, then x n+1 = −1/(n + 1) and |x| 2 = n(n+2) (n+1) 2 . Substituting theses values in (6.33) yields
By the inductive hypothesis, this shows x |x| ∈ M(P n ). The preceding shows that for eachx ∈ M(P n+1 ) for which x n+1 = 1, x |x| ∈ M(P n ). By the inductive hypothesis M(P n ) has cardinality n + 1, so M(P n+1 ) has cardinality n + 2. This shows claim (4). That v∈M(Pn) v = 0 follows by induction. Claim (6) is proved by straightforward induction.
In general,
Ifx = (x, −1/(n + 1)) with x |x| ∈ M(P n ), then by the inductive hypothesis and (8), P n (
By the inductive hypothesis, in the form of claim (7), and (6.41) n+2 n (Hess P n )(x) = n+2 n |x|(Hess P n )( To prove (7), letx ∈ M(P n+1 ) andŷ ∈ R n+1 . Writex = ( √ n(n+2) n+1
the last equality by the inductive hypothesis. This shows (7). Because P n solves (1.1), the automorphism group Aut(P n ) acts by orthogonal transformations permuting M(P n ) so is isomorphic to a subgroup of S n+1 .
It is claimed that P n+1 (x −ŷ) = 0 forx,ŷ ∈ M(P n+1 ). First, if x n+1 = y n+1 = −1/(n + 1), then
the last equality by the inductive hypothesis because x |x| , y |y| ∈ M(P n ). From (5.10) there follows
Aẑ ∈ R n+1 is orthogonal tox −ŷ if and only if h(x, z) = h(y, z) in which case, by Lemma 2.4 and the inductive hypothesis z i z j P n (x − y) ij = 0, which shows thatr =x −ŷ satisfies the condition of Lemma 2.4 and so the reflection through the hyperplane orthogonal tor is an automorphism of P n+1 . Now supposeŷ = (0, 1). Then P n+1 (x −ŷ) = P n+1 (x, − n+2 n+1 ) = 0 follows from (6.33), |x| 2 = n(n+2) (n+1) 2 , and the fact that, since x |x| ∈ M(P n ), there holds P n (
6 by the inductive hypothesis. From (5.10) there follows
Aẑ ∈ R n+1 is orthogonal tox −ŷ if and only if h(x, z) = n+2 n+1 z n+1 in which case, by (6.48) and (6.42),
This shows thatr =x −ŷ satisfies the condition of Lemma 2.4 and so the reflection through the hyperplane orthogonal tor is an automorphism of P n+1 . It has been shown that forx,ŷ ∈ M(P n+1 ) the pairwise differencer =x−ŷ satisfies the hypotheses of Lemma 2.4, so the reflection through the hyperplane orthogonal tor is an automorphism of P n+1 . This reflection interchangesx andŷ and it is straightforward to check that it fixes M(P n+1 ) \ {x,ŷ}, so acts as a transposition of M(P n+1 ). It follows that these reflections generate a group isomorphic to S n+2 acting by automorphisms of P n+1 , and that all such automorphisms arise in this way.
Were P n were orthogonally decomposable, then its automorphism group would preserve the orthogonal decomposition, but the preceding shows that the action of Aut(P n ) = S n+1 on R n is its irreducible representation of dimension n.
There remains to prove (11). Let M(P n ) = {v 0 , . . . , v n } and for a cardinality k subset I ⊂ {0, . . . , n} let u I = i∈I v i . By (6) 
The algebra structure given by the nonassociative commutative product • defined by v i • v j = −v i − v j if i = j and v i • v i = (n − 1)v i was studied by K. Harada in [15] . The square-zero and idempotent elements of this algebra generate the critical lines of P n . Using (5), it follows that (Hess P n (u I ))(u I , · ) = (n+1−2k)h(u I , · ), which shows that u I generates a critical line of P n and satisfies 6P n (u I ) = (n + 1 − 2k)|u I | 2 , and it follows from Lemma 2 and Corollary 3 of [15] that any element square-zero or idempotent with respect to • is a multiple of some u I . By (6) ,
, so the rescaled element v I = n k(n+1−k) u I has unit norm and satisfies 6P n (v I ) = (n + 1 − 2k) n k(n+1−k) . This proves (11).
Proof of Theorem 1.10. By (4) of Lemma 6.9, for any 0 < κ ∈ R there exists a conformally associative solution of (1.1) in any dimension n ≥ 2. The polynomial (1.12) is such a solution; when n = 3 any solution is conformally associative, and from Lemma 6.9 it follows that (1.12) is conformally associative for any n ≥ 3. By Theorem 5.6 any two such solutions are orthogonally equivalent.
Remark 6.12. Given Q n solving (1.1) with constant κ n , the equation (6.24) defines Q n+1 solving (1.1) with constant κ n+1 . Starting with any seed polynomial solving (1.1) in any given dimension, Lemma 6.9 constructs a sequence of polynomials of increasingly higher dimensions solving (1.1). The resulting sequence is determined up to orthogonal equivalence by the orthogonal equivalence class of the seed. More interesting examples can be constructed provided there can be found more interesting seeds for the iteration.
Example 6.13. The tensor product of the degree m and n simplicial polynomials is not equivalent to the degree mn simplicial polynomial.
Lemma 6.14. For m, n ≥ 2 the orbits P m ⊗ P n and P mn are not CO(mn) equivalent.
Proof. By (4.5) of Lemma 4.2 and (3) of Corollary 6.11,
Because m is constant on orbits of CO(mn), this shows the claim.
7. Classification of solutions in dimension 3 and 4: proofs of Theorems 1.4 and 1.8
In this section the normalized equations (6.13) of Lemma 6.4 are used to prove Theorems 1.4 and 1.8, that characterize solutions of (1.1) (in Riemannian signature) in dimensions 3 and 4.
Proof of Theorem 1.4. For c = 0, the harmonic polynomial P = cx 1 x 2 x 3 solves (1.1) with κ = 2c 2 . Consequently, any polynomial in the O(3) orbit of P is also harmonic and solves (1.1) with κ = 2c
2 . This shows (2) implies (1).
Let P be a nontrivial solution of (1.1) with parameter κ. By Lemma 6.4, it can be supposed that a nonzero positive multiple of P has the form (6.11) with c = 1, so that
where Q and λ satisfy (6.13). By (6.13), Q is harmonic, so, by Example 1.3, Q has the form (1.2) for some r > 0 and solves (1.1) with parameter 2r
2 . This observation coupled with the last equation of (6.13) yields
2 ). (7.2) By (7.2), −72λ = 2r 2 = 72(1 + λ), so that λ = −1/2 and 2r 2 = 36. Hence P has the form
A rotation in the (x 1 , x 2 ) plane preserves the first two terms of (7.3), and, as in the discussion following (1.2), after such a rotation it may be supposed that θ = π/2, so that P has the the form
x 3 . (7.4) ((7.4) solves (1.1) with κ = 54.) That the polynomial (7.4) and 3 √ 3x 1 x 2 x 3 lie on the same SO(3)-orbit is apparent from (7.4), which exhibits P (x) in the form Q(g −1 x) for Q(x) = 3 √ 3x 1 x 2 x 3 and the element g of SO(3) the rows of which are the coefficients in the factorization in the last line of (7.4). This g is the rotation sending the ray on which the coordinates are all equal (on which the restriction to the sphere of Q achieves its maximum) into the direction of x 3 , as in the normalization leading to (6.11) . This shows that (1) implies (2). Theorem 1.8 classifies the solutions of (1.1) on R 4 in Riemannian signature, showing that any solution is orthogonally equivalent to one of the polynomials in Table 1 and that for a given value of κ the two different solutions in Table 1 are not orthogonally equivalent. (In either case, Table 1 . Normal forms for solutions of (1.1) in dimension 4 Proof of Theorem 1.8. The proof has two parts. First it is shown that any solution of (1.1) on R 4 in Riemannian signature is conformally equivalent to (7.23) or (1.10), that is that there are no other solutions. Second, these two solutions are shown to be inequivalent.
Suppose P ∈ Pol 3 (R 4 ) solves (1.1). By Lemma 6.4, after a conformal linear transformation, P can be supposed to have the form (6.11) , that is the form
where
solves the equations (6.13). By Lemma 6.1, Q can be supposed to have the form
for constants α, β ij ∈ R. Let λ 1 , λ 2 , λ 3 ∈ R sum to −1. Moreover, the λ i must satisfy 1 + λ .9) equivalent to the requirement that
In each of the three triads of equations (7.7), (7.8) , and (7.9), the second and third equation are obtained from the first by cyclically permuting the indices 123, so that the entire set of equations (7.7)-(7.9) is invariant under permutation of the indices 123. Since permutation of the variables x 1 , x 2 , x 3 is an orthogonal transformation, this means that where convenient such a permutation can be used to normalize the equations.
Multiplying the first equation of (7.7) by λ 23 λ 31 and using (7.9) to simplify the result yields There are three essentially different special cases to consider, depending on whether {λ 1 , λ 2 , λ 3 } comprises 1, 2, or 3 distinct values. The analysis will be made assuming that the λ i sum to −1, but ignoring the condition λ i ∈ [−2, 1/2]. There will result extra putative solutions that will be eliminated when this condition on the λ i is imposed. Next it is claimed that there is no P ∈ Pol 3 (R 4 ) having the form (6.13) with ∆ = (λ 1 − λ 2 )(λ 2 − λ 3 )(λ 3 − λ 1 ) = 0 that solves (1.1).
That {λ 1 , λ 2 , λ 3 } be distinct is the same as that ∆ = 0. Were α = 0, the equalities λ 12 λ given by (7.12) would imply that λ 12 α, λ 23 α, and λ 31 α have the same sign, but these quantities sum to 0, so this is impossible. Consequently, it must be that α = 0. Then, since the λ i are distinct, the equations (7.11) imply that the products β 12 β 23 = 0, β 23 β 31 = 0, and β 31 β 12 = 0, which is possible if and only if at least two of β 12 , β 23 , and β 31 vanish. It cannot be that all three vanish, for, summing the three equations (7.8), this would imply 18(3 + λ Multiplying the equations of (7.13) by λ 2 23 and using (7.9) (7.14)
Subtracting the first equation of (7.14) from the second equation, dividing the result by λ 12 , and simplifying using λ 13 = 1 + 2λ 1 + λ 2 and λ 23 = 1 + λ 1 + 2λ 2 yields
Similarly, subtracting the third equation of (7.14) from the second equation and dividing the result by λ 23 yields
Since β 12 = 0, 1 + 2λ 1 + λ 2 = λ 13 = 0, and 1 + λ 1 + 2λ 2 = λ 23 = 0, the vanishing of the difference of the equations (7.15) and (7.16) implies λ 2 = 1. Since 1 + λ 1 + 2λ 2 = λ 23 = 0, the sum of the equations (7.15) and (7.16) yields
Taking λ 2 = 1 in the first equation of (7.13) yields 36(3 + 2λ 1 ) = β 2 , but no real λ 1 solves this equation.
The remaining case to consider is that at least two of the λ i coincide. Since a permutation of {123} induces an orthogonal transformation of R 4 fixing the x 4 direction, if two of the λ i coincide, it can be assumed without loss of generality that λ 1 = λ 2 = λ and λ 3 = −1 − 2λ.
It is claimed that if P ∈ Pol 3 (R 4 ) solves (1.1) with constant κ and has the form (6.13) with λ 1 = λ 2 = λ (so λ 3 = −1 − 2λ), then λ ∈ {−1/3, 0} and P is O(4)-equivalent to one of the polynomials in Table 1 .
Suppose P has the form (7.5) with Q as in (7.6). The equations (7.9) imply β 31 = 0 = β 32 and β 23 = −β 13 . The first of the equations (7.7) is vacuous, and the other two equations of (7.7) simplify to
The equations (7.8) yield 36(1 + 2λ + 2λ
2 ) = α 2 + β The relations (7.19) 
. From (7.19) and the restrictions on the coefficients so far determined, it follows that P is conformally equivalent to a polynomial of the form (7.22) for some θ ∈ [0, 2π), where, however, it remains to determine with of the polynomials ( (−1/3, 0] , then the first equation of (7.19) implies β 2 12 + β 2 21 = 0, so α = 0. In (7.18) this implies β 23 = 0. In the second equation of (7.19) 
via an orthogonal transformation of the subspace with coordinates x 1 , x 2 , and x 3 . Since such a transformation preserves the form of P , P is O(4)-equivalent to the polynomial (1.9).
In the case λ = 0, there is θ ∈ [0, 2π) such that β 12 = 6 cos θ and β 21 = 6 sin θ, so P has the form
As in Example (1.3), by an element of O(4) that acts as a rotation in the x 1 x 2 plane and trivially on the x 3 x 4 plane this is equivalent to the form (1.10).
In either case κ = 2c
3 ). By the construction determined P , P assumes its maximum on the h-unit sphere at e 4 where there holds P (e 4 ) = c/6, so, by Lemma 4.1,
Since the values of m(P ) are different for the polynomials of (1.9) and (1.10), by Lemma 4.1 these polynomials are not equivalent modulo CO(4). This completes the proof of Theorem 1.8.
Remark 7.1. This remark addresses a subtle potential confusion regarding the parameter λ in the proof of Theorem 1.8.
Consider the two parameter family of polynomials When λ = −1/3 the polynomial (7.22) becomes
which is O(4)-equivalent to (1.9) by a rotation by π/2 in the x 1 x 2 plane.
(If λ ∈ (−2, −1) ∪ (−1/3, 0), the polynomials (7.22) do not solve (1.1) because the coefficients of x 1 x 3 and x 2 x 3 in | Hess P | 2 do not vanish.) It follows from the proof of Theorem 1.8 that the polynomials (7.22) for λ ∈ [−2, −1] are equivalent to polynomials of the form (7.22) for some other λ ∈ [−1/3, 0].
The argument proving Theorem 1.8 shows that the polynomials
corresponding to λ = −2 and λ = −1 solve (1.1). Lemma 6.4 implies that these solutions are orthogonally equivalent to the solutions obtained for λ = −1/3 and λ = 0, respectively. The subtle point is that e 4 is a maximum of P restricted to the unit sphere when λ ∈ [−1/3, 0], but is not a maximum of P restricted to the unit sphere when λ ∈ [−2, −1], and the normalizations made in the proof of Lemma 6.4 require that e 4 be a maximum of the restriction of P to the unit sphere.
There remains to prove Corollary 1.9.
Proof of Corollary 1.9. By Lemma 2.1 to show that P is orthogonally indecomposable it suffices to show that no two of its critical lines are orthogonal.
The orthogonal indecomposability of (1.9) is shown by calculating explicitly its critical lines. There are 15 of them. Let
A nonzero x generates a critical line of P if there is λ ∈ R such that
It must be that x 4 = 0, for otherwise, by (7.30), x would be 0. For definiteness suppose that |x| 2 = r 2 . Multiplying (7.27), (7.28), and (7.29) by x 1 , x 2 , and x 3 , respectively, yields so that x 4 = −λ/12 and ±x 1 = ±x 2 = ±x 3 = √ 5λ/12 or x 4 = −3λ/4 and ±x 1 = ±x 2 = ±x 3 = √ 5λ/4, in both cases subject to the condition, that follows from (7.31) , that the product x 2 x 3 have the same sign as x 1 (λ + 2x 4 ). In the first case λ 2 = 8r 2 and in the second case λ 2 = 2r 2 /3, so there result the 4 critical lines of weight 1 with generators (7.33) and the 4 critical lines of weight 2/27 with generators yields 2 critical lines of weight 2/27 generated by
Because the equations (7.27)-(7.30) are unchanged by permutations of the variables x 1 , x 2 , and x 3 , the same reasoning applies if x 1 = 0 or x 2 = 0 is supposed initially, yielding 4 critical lines of weight 2/27 generated by
(All the listed generators have been chosen so that P is positive on the generator.) Suitably rescaled generators of the weight 1 critical lines generate an A 4 root system. The reflections through the hyperplanes orthogonal to their pairwise differences permute the critical lines and act as automorphisms of P , showing that this group equals the symmetric group S 5 acting as permutations of the weight 1 critical lines of P .
Cubic isoparametric polynomials
A hypersurface in the round sphere S n−1 is isoparametric if its principal curvatures are constant. See [5] for background and references. In [3] , Cartan classified the isoparametric hypersurfaces in a round sphere having at most three distinct principal curvatures. In this case, the principal curvatures must all have the same multiplicity m, which must be one of 1, 2, 4, or 8, and the hypersurface must be a tube of constant radius over the image in S 3m+1 of the Veronese embedding of the projective plane over one of the real definite signature unital composition algebras. This yields four one-parameter families (the parameter is the radius), each of which can be realized as the level sets P (x) = cos 3t of a homogeneous cubic polynomial P ∈ Pol 3 (R n ) solving
These homogeneous cubic polynomials are determined by the multiplication and invariant bilinear form on the deunitalizations of the simple real Euclidean Jordan algebras of 3 × 3 symmetric matrices over the real definite signature unital composition algebras. (The deunitalization of a unital metrized algebra means the subspace orthogonal to the unit equipped with the multiplication obtained by projecting the given product orthogonally onto this subspace; in this concrete context it means the trace-free Hermitian matrices equipped with the product given by the trace-free part of the usual Jordan product of Hermitian matrices). The corresponding polynomials are defined in dimensions 5, 8, 14, and 26. [19] ). If P ∈ Pol 3 (R n ) solves (8.1) then it solves (1.1) with κ = 18(n + 2).
Proof. Straightforward calculation using (8.1) shows
so that P solves (1.1) with κ = 18(n + 2).
Remark 8.2. In [19, 27] it is shown that the cubic isoparametric polynomials satisfy the radial eigencubic equations
for some λ ∈ R, so that by [16] their zero level sets define cubic minimal hypercones. That the cubic isoparametric polynomials solve (1.1) was observed in section 7 of [11] and [13] , and is also shown in Equation (6.4.15) (see also Proposition 6.11.1 and Corollary 6.11.2) of [19] .
Let k be one of R, C, H (quaternions), or O (octonions), and let m = dim R k. Let z 1 , z 2 , z 3 ∈ k and letz i denote the canonical conjugation on k fixing the real subfield. Let u, v ∈ R, so
. By [3, 4] any solution of (8.1) is equivalent modulo a rotation to one of the four polynomials
which is, up to changes of notation, equation (17) of [3] . The parentheses in some terms of (8.4) are necessary when m = 8, because O is not associative. When k is R or C, (8.4) can be written in terms of the determinant of a trace-free symmetric or Hermitian matrix:
Over H or O sense has to made of the determinant. When k is H or O, the determinant in (8.5) can be given sense in the following way. Over a field, a trace-free 3×3 matrix X satisfies 3 det X = tr X 3 . When k = H, the matrix multiplication is associative, but over k = O, this fails, so there has to be written
With this choice of coordinates
These solutions of (1.1) are special because their automorphism groups are large. The groups O(n), U (n), and Sp(n) act by conjugation on the 3 × 3 Hermitian matrices over R, C, and H and these actions are automorphisms of the Jordan multiplication, so preserve the determinant and are automorphisms of the associated cubic polynomials. By [14] , the compact Lie group of type F 4 acts as automorphisms on the Jordan algebra of 3 × 3 Hermitian matrices over O, so acts as automorphisms of the 26-variable cubic isoparametric polynomial. Remark 8.3. That the automorphism groups of the cubic isoparametric polynomials are Lie groups of positive dimension has the consequence that CritLine(P ) is not a discrete subset of P(A).
The following problem appears interesting: characterize the orthogonally indecomposable solutions of (1.1) having automorphism groups of positive dimension. The cubic polynomials of the curvature algebras studied in [10] provide examples in addition to the cubic isoparametric polynomials. A slightly more refined question is to characterize the orthogonally indecomposable solutions of (1.1) having a given Lie group as automorphisms.
Cubic polynomial associated with a regular partial Steiner triple system
A regular partial Steiner triple system onn = {1, . . . , n} is a collection B of three element subsets ofn, called blocks, such that each pair of distinct i and j inn is contained in at most one block of B, and each i ∈n is contained in exactly r blocks of B. The number r is called the replication number. A partial Steiner triple system is a Steiner triple system if each pair of distinct i and j Lemma 9.1. Let B ∈ P ST S(n) be a regular partial Steiner triple system with replication number r and let ǫ ∈ {±1}
B . For I = abc ∈ B let x I = x a x b x c . The polynomial
solves (1.1) with κ = 2r for the standard Euclidean metric with quadratic form i∈n x 2 i . Proof. Let e i = ∂ ∂xi be the orthonormal basis of R n with respect to which x i are coordinates. If i = j the value of (Hess P B,ǫ (x))(e i , e j ) is ǫ I x k for the unique I such that I = {i, j, k}, and 0 otherwise. The number of occurrences of x k is twice the number r of blocks in which k occurs, so P B,ǫ solves (1.1) with κ = 2r.
When ǫ I = 1 for all I ∈ B, the subscript indicating dependence on ǫ is omitted. The polynomial P B is the cubic polynomial associated with the regular partial Steiner system B.
In general it is not obvious whether P B,ǫ and P B,ǭ for ǫ =ǭ ∈ {±1} B are orthogonally equivalent. Example 9.5 shows that they need not be equivalent. which has replication number r = 3. The blocks consist of the points on a line in the Fano plane with the points labeled as in Figure 1 . The cubic polynomial corresponding to (9.2) is
Lemma 9.3. The harmonic cubic polynomial P B of (9.3) associated with the Steiner triple system B determined by the Fano projective plane (9.2) is conformally equivalent to the simplicial polynomial P 7 defined in (1.12). Lemma 9.3 is a special case of the more general Lemma 9.4 below. The Fano projective plane is a special case of the following more general construction. Let P k (F 2 ) be the k-dimensional projective space over the field with two elements, F 2 . This space has n = 2 k+1 − 1 elements. It can be viewed as F k+1 2 \ {0}, so an element x ∈ P k (k) is a (k + 1)-tuple x = (x 1 , . . . , x k+1 ) with x i ∈ F 2 and not all x i equal to 0. A line in P k (F 2 ) is the image of a two-dimensional subspace of F k+1 2
. Any two nonzero elements x, y ∈ F k+1 2 generate a two-dimensional subspace of F k+1 2 the nonzero elements of which are {x, y, x + y}, and every two-dimensional subspace of F k+1 2 arises in this way. Thus the lines in P k (F 2 ) are identified with sets of the form {x, y, x + y}, where x, y ∈ P k (F 2 ) are distinct.
Standard counting arguments show that there are
is a Steiner triple system. Each line contains three points and each pair of points lies on exactly one line. Each point lies on r = (n − 1)/2 = 2 k − 1 lines. The set P k (F 2 ) is in bijection withn; to x ∈ P k (F 2 ) assign the number
Lemma 9.4. The harmonic cubic polynomial P B associated with the Steiner triple system B determined by the lines in P k (F 2 ) is conformally equivalent to the simplicial polynomial P n defined in (1.12), where n = 2 k+1 − 1.
Proof. It is shown that P B is conformally associative. The claim then follows from the uniqueness claim in Theorem 5.6. Consider the vector space A with basis {e i : i ∈ P k (F 2 )}. Let c ijk be 1 or 0 as {ijk} is or is not a block of B. Equivalently c ijk equals
, and 0 otherwise. Since two points determine a unique line, if i, j, k, l ∈ P k (F 2 ) are pairwise distinct, then
Either of the products on the right-hand side is nonzero if and only if the two blocks it contains intersect. Since i + k = j + l if and only if j + k = i + l (add i + j to both sides of either) and i + k = j if and only if j + k = i, either bot c ik i+k c jl j+l and c jk j+k c il i+l equal 1 or both equal 0. In either case, A(F )(e i , e j , e k , e l ) = 0 = h(e i , e l )h(e j , e k ) − h(e j , e l )h(e i , e k ). If i, j, k ∈ P k (F 2 ) are pairwise distinct, then
A(P )(e i , e j , e i , e j ) = c ji j+i c ij i+j = 1 = − (h(e i , e j )h(e j , e i ) − h(e j , e j )h(e i , e i )) . (9.6)
The preceding shows that A(P )(x, y, z, w) = − (h(x, w)h(y, z) − h(y, w)h(x, z)) for all basis vectors x, y, z, w, and hence for all x, y, v, w ∈ A. This suffices to show that C(P ) = 0, so that P is conformally associative. Example 9.5. The blocks of the partial Steiner triple system indicated in Figure 2 are obtained from the dual affine plane of order 2, as can be seen in Figure 2a , or from the incidence relations of the edge set of the unique trivalent graph on four vertices, the complete graph K 4 on four vertices, as is indicated in Figure 2b . The corresponding cubic polynomial P is that of (1.15). The decomposition (1.15) together with Theorem 1.4 shows that P is orthogonally decomposable, equivalent to a multiple of P 3 ⊕ P 3 . By Theorem 1.10, P is not equivalent to P 6 . Lemma 9.6. Let P B be the cubic polynomial associated with a Steiner triple system B ∈ ST S(n).
The element e = 1 √ n n i=1 e i is contained in M(P B ) and m(P B ) = n n−1 .
Proof. For i = j ∈n let i ∧ j ∈n be the unique element such that {i, j, i ∧ j} ∈ B. Write P = P B .
By the definition of P , (Hess P (e k )(e i , e j ) equals 1 if k = i ∧ j and 0 otherwise. Hence (Hess P (e))(e i , · ) = h(e − 1 √ n e i , · ), (Hess P (e))(e, · ) = n−1 √ n h(e, · ).
In particular 6P (e) = (Hess P (e))(e, e) = n−1 √ n . Because B is Steiner, its replication number r satisfies n − 1 = 2r. By Lemma 9.1, P solves (1.1) with constant κ = 2r = n − 1, so by (4.3) of Lemma 4.1,
Since by Lemma 4.2, m(P ) ≥ n n−1 , there must hold m(P ) = n n−1 , and moreover it must be the case that e ∈ M(P ).
Theorem 9.7. Let P B be the cubic polynomial associated with a Steiner triple system B ∈ ST S(n). If n equals 1 or 9 modulo 12 then P B is not conformally linearly equivalent to the simplicial polynomial P n , so is not conformally associative.
. By Corollary 6.11 the possible values of 6P n (v) for unit norm v generating a critical line of P n are of the form (n + 1 − 2k) n k(n+1−k) for 1 ≤ k ≤ n. Note that P n solves (1.1) with parameter n(n − 1), so 1 √ n P n solves (1.1) with parameter n − 1 as does P B . Were P B equivalent to
there would be 1 ≤ k ≤ n so that
. Squaring this yields
which holds if and only if 0 = (4k − 3(n + 1))(4k − (n + 1)), so for P B to be equivalent to P n a necessary condition is that 4 divide n + 1. The order n of a Steiner triple system equals 1 or 3 modulo 6. If n equals 1 or 9 modulo 12, then (n + 1)/2 equals 1 or 5 modulo 6, and in neither case is even, so it cannot be that 4 divides n + 1. (On the other hand, if n equals 3 or 7 modulo 12, then n + 1 equals 4 or 8 modulo 12, and n + 1 is divisible by 4.) Example 9.8. Fill a 3 × 3 grid with the numbers from9 and tile the plane with this grid. In each row, column, and diagonal there are exactly three distinct integers, and these are the 12 blocks of (9.9). This is illustrated in Figure 3 . There results the Steiner triple system B having format (9, 12, 4) with blocks B = {012, 345, 678, 036, 147, 258, 057, 138, 246, 048, 156, 237}.
This is the affine plane of order 3.
By Theorem 9.7 the cubic polynomial P B associated with the Steiner triple system (9.9) underlying the affine plane of order 3 is not conformally equivalent to the simplicial polynomial P 9 , so is not conformally associative.
Example 9.9. For the Euclidean inner product h(X, X) = − 1 2 tr X 2 on the space of 6 × 6 skewsymmetric matrices, the Pfaffian P (X) = Pfaff X of X ∈ so(6, R) is h-harmonic and solves | Hess P | 2 h = 6|x| 2 h . This can be justified as follows. Let A be a 6-dimensional real vector space equipped with a Riemannian metric h. Let {e 1 , . . . , e 6 } be an ordered h-orthonormal basis. Let µ ∈ Λ 6 A * be the volume form equal to 1 when evaluated on {e 1 , . . . , e 6 }. Let e ij = e i ∧ e j = e i ⊗ e j − e j ⊗ e i . Let h be the norm on Λ 2 A induced by declaring that e ij have unit h-norm (this is half of the norm given by complete contraction with h). Given α, β ∈ Λ 2 A define α • β ∈ Λ 2 A to be the unique element such that
for all γ ∈ Λ 2 A. From (9.10) it is immediate that • is commutative and h(α • β, γ) is completely symmetric in α, β, and γ. Let P (α) = If x ij are viewed as the cooordinates of a skew-symmetric matrix X with respect to the basis {E ij − E ji : i < j}, where E ij is the elementary matrix with 1 in row i and column j and 0 elsewhere, then h(α, α) = − 1 2 tr X 2 = i<j x 2 ij and Pfaff α = Pfaff X. From (9.11) it is evident that P is harmonic. That it satisfies (1.1) can be deduced by observing that is associated to a regular partial Steiner triple system, as follows.
This example has the form (9.1) for the regular partial Steiner triple system of format (15, 15, 3) , where15 is identified with the two element subsets of {1, 2, 3, 4, 5, 6}, and the blocks of B are the 15 possible partitions {(i 1 , j 1 ), (i 2 , j 2 ), (i 3 , j 3 )} of {1, 2, 3, 4, 5, 6} such that i 1 < i 2 < i 3 and i p < j p for p = 1, 2, 3. Each such partition I corresponds to a unique permutation of {1, 2, 3, 4, 5, 6}, and the coefficient ǫ I is the sign of this permutation.
This polynomial P B,ǫ equals (9.11). It is the relative invariant of a real form of the reduced irreducible prehomogeneous vector space appearing as (3) in table I of the classification of SatoKimura, [21] , namely for GL(6, R) acting on skew-symmetric endomorphisms of the 3-dimensional vector space A. Consequently, its automorphism group is large, containing SL(6, R). The automorphisms that also preserve h therefore contain SO(h) = SO(6, R). This is apparent from the desciption above, for if g ∈ O(h), then
shows that g is an automorphism of (Λ 2 A, •, g) if g ∈ SO(h).
Example 9.10. Example 9.9 admits the following generalization. Let A be a 6n-dimensional real vector space equipped with a Riemannian metric h. Let {e 1 , . . . , e 6n } be an ordered h-orthonormal basis. Let µ ∈ Λ 6n A * be the volume form equal to 1 when evaluated on {e 1 , . . . , e 6n }. For I = {i 1 < · · · < i n } ⊂ 6n, let e I = e i1 ∧ · · · ∧ e in . Let h be the norm on Λ 2n A induced by declaring that e I have unit h-norm (this is (2n!) −1 times the norm given by complete contraction with h). Given α, β ∈ Λ 2n A define α • β ∈ Λ 2n A to be the unique element such that
for all γ ∈ Λ 2n A. From (9.13) it is immediate that • is commutative and h(α • β, γ) is completely symmetric in α, β, and γ. Let P (α) = 1 6 h(α•α, α) ∈ Pol 3 (Λ 2n A) be the associated cubic polynomial. Let I be the set of cardinality 2n increasing subsets of 6n. If I ⊂ I, then h(α • e I , e I )µ = α ∧ e I ∧ e I = 0, so ∆ h P (α) = I h(α • e I , e I ) = 0, showing that P is h-harmonic. If I, J ⊂∈ I, differentiating 6P (α) = h(α • α, α) yields (Hess P (α))(e I , e J ) = h(α • e I , e J )µ = α ∧ e I ∧ e J . If I ∩ J is nonempty, then e I ∧ e J = 0. If I ∩ J = ∅, then there is a unique complementary increasing cardinality 2n subset (I ∪ J) c = 6n 14) where the coefficient Since A has finite dimension any spanning set is a frame with constants A and B equal to the minimum and maximum values of the sum v∈F h(x, v) 2 restricted to the h-unit sphere. A frame is unit norm if all its vectors have norm 1. A frame F is tight if there is M > 0 such that
The identity (10.2) is equivalent to v∈F h(x, v)v = M x for all x ∈ A, for (10.2) can be rewritten as M h ij = v∈F v i v j , and raising the index j yields
shows that the frame constant of a tight frame satisfies
Such a frame is said to be M -tight. From (10.3) it follows that the frame constant of a cardinality m unit norm tight frame is M = m n . A frame F is centered if its centroid o = o(F) = 1 m v∈F v satisfies o = 0. This terminology was introduced in [9] in the context of equiangular tight frames, but it makes sense for any finite frame.
A frame is two-distance if there is {c 1 , c 2 } ⊂ R such that h(u, v) ∈ {c 1 , c 2 } for all u, v ∈ F. A two-distance frame is equiangular if c 1 = c = −c 2 . In this case, there are in fact two angles possible. The slightly misleading terminology equiangular is well established; it refers to the fact that the angles between the lines generated by vectors of an equiangular frame are indeed all equal.
For a cardinality m equiangular tight frame in a vector space of dimension n ≥ 2 the equiangularity constant c satisfies c
n . Lemma 10.1 shows that the orbit of a nontrivial unit vector under the irreducible action of a finite group is a centered unit norm tight frame.
Lemma 10.1. Let ρ : G → End(A) be an irreducible n-dimensional representation of the finite group G and let h be a ρ(G)-invariant Euclidean metric. Then the orbit F = {ρ(g)v : g ∈ G} of any h-unit norm v ∈ A is a centered unit norm tight frame with frame constant A result equivalent to Lemma 10.1 is implicit in [31] and is stated as Lemma 2.3 of [32] (the centeredness is not mentioned there). Note however that in [31, 32] the factor |G v | −1 is omitted. This apparent discrepancy is not an error and has the following explanation. Here the frame F = {ρ(g)v : g ∈ G} is considered as the set of distinct images of v under the action of G. In [31, 32] and many treatments of frames motivated by signal processing, a frame is regarded not as a set, but as a sequence (so as a map), so that what is considered in [31, 32] is not F but the sequence {v g : g ∈ G} where v g = ρ(g)v. In this sequence a given vector is repeated |G v | times.
The convention used here is more natural for the contexts considered here, as is shown by taking G = S n+1 acting on its n-dimensional irreducible representation, which yields the cardinality n + 1 simplicial equiangular frame in an n-dimensional space as is apparent from Example 10.2.
Example 10.2. The basic example of a centered equiangular tight frame is the simplicial frame, defined as follows. Let e i be an orthonormal basis in Euclidean space R n+1 and let e = n+1 i=1 e i . The symmetric group S n+1 acts on R n+1 permuting the vectors e i , and this action fixes e. The induced action of S n+1 on the orthogonal complement V = {x ∈ R n+1 : x, e = 0} is irreducible. Since f i = (n(n + 1)) −1/2 (e − (n + 1)e i ) ∈ V is a multiple of the orthogonal projection of e i onto V unimodular with respect to the induced metric on V, F = {f i : 1 ≤ i ≤ n} spans V, and the induced action of S n+1 on V is by permutations of F. Since f i , f j = 1−n n , F is equiangular. Since F can be viewed as the vertices of a simplex, it is called the simplicial frame. Since F is the S n+1 orbit of f 1 , Lemma 10.1 implies that it is a centered unit norm tight frame with frame constant (n + 1)/n. Example 10.3. It would be useful to characterize for which G and which representations ρ the frame F of Lemma 10.1 is a two-distance frame. For example, for F to be equiangular the equiangularity constant c must satisfy c 2 = 1 n |G|−n|Gv| |G|−|Gv| . The alternating group A 5 can be identified with the symmetries of a regular icosahedron on R 3 . If the 12 vertices of the icosahedron are taken to be the cyclic permutations of (1+ω 2 ) 1/2 (±1, ±ω, 0) where ω = For v ∈ A, the harmonic part of 6(n+2) |v| 6 , P v (u) = P u (v) for all u, v ∈ A, and P g·v = g · P v for all g ∈ O(h). It follows from Corollary IV.2.13 of [23] that the restriction to the h-unit sphere of The automorphism group of a frame comprises those orthogonal transformations mapping the frame into itself. By construction the automorphism group of a frame acts as automorphisms of the cubic polynomial associated with the frame.
Differentiating (10.7) shows that the P associated with F satisfies Proof. Suppose F is a cardinality m centered k-distance tight frame such that h(u, v) ∈ C = {c 1 , . . . , c k } for all u, v ∈ F, u = v. For 1 ≤ i ≤ k, define G i = {(u, v) ∈ F × F : h(u, v) = c i }. Note that for any quantity φ(u, v) there holds Example 10.7. This example justifies calling simplicial the polynomial P n of Theorem 1.10. It also illustrates that checking whether the polynomial associated with a frame as in Theorem 10.5 is equivalent to a given polynomial is nontrivial.
Lemma 10.8. The cubic polynomial associated with the simplicial frame described in Example 10.2 is equivalent to the simplicial polynomial P n defined in (1.12) of Theorem 1.10.
Proof. Let F be a cardinality n + 1 unit frame in R n such that h(u, v) = − 1 n for all u = v ∈ F. Such a frame exists by Example 10.2 and any two such frames are orthogonally equivalent because they have the same Gram matrix. Let P = P F be the cubic polynomial associated with F. By Theorem 10.5, P solves (1.1) with constant κ = and by (5.5) this shows that C(P ) = 0, so that P is conformally associative.
Together Lemmas 2.4 and 10.8 imply that the autormorphism group of P n can be realized concretely as that generated by the reflections through the hyperplanes orthogonal to the pairwise differences of the elements of the equiangular simplicial frame. Let P be the cubic polynomial associated with the simplicial F as in the proof of Lemma 10. for all x ∈ V. By Lemma 2.4 the reflection through the hyperplane orthogonal to v − w is an automorphism of P . Since these reflections act on F as transpositions, they generate a group isomorphic to the symmetric group S n+1 . Since the automorphisms of P permute F, this is the full automorphism group of P . Example 10.9. The cardinality 6 equiangular frame described in Example 10.3 is not centered, so Theorem 10.5 does not apply to this example. span the 7-dimensional subspace W = {x ∈ R 8 : h(x, e) = 0} orthogonal to e = e 1 + · · · + e 8 , and it can be checked that they constitute a centered equiangular tight frame F in W having frame constant 4 and equiangularity constant 1/3. Alternatively, these claims follow from Lemma 10.1, as this frame is the orbit of a unit vector in the 7-dimensional irreducible representation of S 8 having stabilizer S 6 × S 2 . The associated 7-variable harmonic cubic polynomial P solves (1.1) with κ = 32/9. The elements of F are the unit vectors in the directions of the pairwise sums of distinct elements of the 8 element equiangular simplicial frame in W, and, as in Example 10.10, F and the simplicial frame determine multiples of the same cubic polynomial (in this case it is the simplicial polynomial P 7 ).
