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THE DEVELOPMENT OF A NEURAL NETWORK MODEL 
FOR VOICE AUTHENTICATION OF A USER
В работе показана возможность применения нейросетевых технологий для систем 
биометрической аутентификации. В качестве биометрики выбран голос. Для аутентификации по голосу 
использована простая модель многослойного перцептрона.
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The paper uses the possibilities of applying the neural network technologies for biometric authentication 
systems. The voice is selected as the biometrics. A simple multi-layer perceptron model is used for voice 
authentication.
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Нейронные сети являются перспективной вычислительной технологией, 
позволяющей эффективно решать динамические задачи в разных областях наук, в том 
числе в информационной безопасности. Для решения задач аутентификации пользователя 
широко применяются биометрики (биометрические данные), например, изображение 
лица, голос, геометрия руки и т. д. [1-4]. Сама процедура аутентификации заключается в 
решении задачи доказательства и проверки подлинности заявленного пользователем 
имени через предъявление пользователем своего биометрического образа. Распознавание 
образов - одна из самых популярных задач, решаемых нейросетями. Первоначально 
нейронные сети открыли новые возможности в области распознавания образов, затем к 
этому прибавились статистические и основанные на методах искусственного интеллекта 
средства поддержки принятия решений. [5, 6]
Способность моделирования нелинейных процессов, работы с зашумленными и 
неполными данными, а также адаптивность позволяют использовать технологии 
нейросетей для решения задач биометрической аутентификации, выявления сетевых 
аномалий, эвристического детектирования вредоносных атак и других задач защиты 
информации [7-9].
Рассмотрим общий принцип метода распознавания по голосу. В общем виде 
биометрическая аутентификация происходит в несколько этапов:
I. Этап обучения:
- считывание биометрических данных;
- преобразование и нормализация данных;
- обучение модели;
II. Этап использования:
- считывание биометрических данных;
- преобразование и нормализация данных;
- классификация.
На основе характеристик звука и классификации, определяющей, к какому типу 
голоса относится звук, была построена база данных, используемая для дальнейшего 
обучения модели нейросети (рис. 1).
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Рисунок 1 - База данных (фрагмент)
В качественной модели в процессе создания нейросети данные разделяются на три
типа:
- тренировочные - данные, на которых модель пытается найти оптимальные 
значения синапсов (веса);
- валидационные - данные, с которыми каждую итерацию модель сверяется, что 
дает программисту возможность эффективно оптимизировать эту самую модель;
- тестовые - данные, на которых окончательно тестируется обученная нейросеть. 
Для аутентификации по голосу будет достаточным использование простой модели
многослойного перцептрона из-за легкой структуры подготовленных данных, зависимость 
которых нужно найти.
Реализация алгоритма
Импортируем модули высокоуровневого API, модули для работы с базами данных, 
операционной системой (рис. 2).
# импортируем модуль для работы с векторами 
ifnport гишру as гр
# импортируем модуль для работы с датафреймами 
ifnport pandas as pd
# импортируем модуль для работы со временем 
Ifnport tine
# импортируем модуль для работы со средствами операционной системы 
import os
# импортируем из класса models метод Sequential для инициализации модели 
from keras.models import Sequential
# импортируем из класса layers метод Dense для создания слоя нейросети 
from keras.layers import Dense
# импортируем из класса utils метод plot_model для создания графической интерпретации модели 
from keras.utils import plotmodel
Рисунок 2 - Реализация алгоритма
Создаем класс Database (рис. 3) для реализации считывания и конвертирования 
характеристик из базы данных:
- Метод ___ init__() - конструктор класса - инициализирует в переменную
датафрейм через метод open_db() этого же класса.
- Метод convert_labels() - метод для конвертации классифицированных данных в 
численные значения для однозначной интерпретации для компьютера.
- Метод split_data() - метод для разделения входных данных на тренировочные и 
тестовые с коэффициентным соотношением 80 к 20.
- Метод get_data() - метод, разделяющий тренировочные и тестовые данные на 
входные и выходные.
Создаем класс Model (рис 4) для удобности понимания основной функции main(), в 
которой запустим весь написанный код:
- Метод___ init__() - конструктор класса - создает объект класса Database, затем
получает с помощью его методов тренировочные и тестовые данные.
- Метод call() - создает и компилирует модель.
- Метод test() - выполняет тестовую сверку, после чего выводит результаты.
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def open db(self, path):
return pd.readcsv(path)
def convert_labels(self):
self .df.loc[self.df['label']=='inale', 'label'] =0 
self.df.loc[self.dfriabel']=='female', 'label'] = 1
def split_data(self, df):
t rain input = df.sample(frac=0.8, random_state=200) 
testinput = df.drop(train_input.index) 
return traininput, test input
def get data(self):
self.convert_labels()
train_input, test_input = self.split_data(self.df) 
np.random.seed(1)
self.testX = np.array(test_input.iloct:,0:20]) 
self.test_Y = np.array(test_input.iloc[:,20]) 
self.trainX = np.array(train_input.iloc(:,0:20]) 
self.train_Y = np.array(train_input.iloc[:,20])
Рисунок 3 - Реализация алгоритма
class Model():
def __init__(self, path):




self.model.add(Dense(4, input_dim=20, activation='relu')) 
self.model.add(Dense(2, activation='relu')) 
self.model.add(Dense(1, activation='sigmoid‘))
self.model.compile(loss*'binary crossentropy', optimizer*'adam', metrics*['accuracy'])
def train(self, epochs=10O, batch_size=16): 
start time * time.timeO
self.model.fit(self.db.train_X, self.db.train_Y, epochs=epochs, batch_size=batch_size, validation_split=0.2) 
printC'FIT: {} seconds".format(time.time() - start_time))
def test(self):
results = self.model.evaluate(self.db.test_X, self.db.test_Y, batch_size=128) 
printCTEST RESULT: test loss {}, test accuracy {}' .format( results[0], results[l]))
def info(self):
self.model.summary()
plot modeKself .model, 'keras model.png', show_shapes*True)
Рисунок 4 - Реализация алгоритма
Рисунок 5 - Реализация алгоритма
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Результат выполнения программы
Производим запуск алгоритма.
rootakal-iroot: it cd Vprojects/voice_verification 
rootakal-iroot:' ■:^ # Is
class.py db_volces .CSV keras_^itDdel .png main.py tost.py 
rootakaliroot:' ■ :^ n# python3 main.py|
Рисунок 6 - Запуск программы 
Результат работы программы показан на рис. 7.
гoot@kallгoot:■^^pro^ect^^voкe_veгIficatюп
Файл Действия Правка Вид Справка 
rooti^kaliroot:».e_veriflcation 19
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ввв] - 0S 922us/step - loss: 8.1831 - accuracy: 8.9344 - val_loss: 8.1668 - val_accuracy: 8.9467
==-] - 0S 921us/step - loss: 8.1795 ’ accuracy: 8.9334 - val_loss: 8.1658 - val_accuracy: 8.9448
===] - 8s 947us/step - loss: 8.1733 - accuracy: 8.9383 - val_loss: 8.1712 - val_accuracy: 8.9448
ввв] - 8s 928us/step - loss: 8.1882 - accuracy: 8.9359 - val_loss: 8.1443 - val_accuracy: 8.9566
-==] - 8s 918us/step - loss: 8.1881 ’ accuracy: 8.9319 - val_loss: 8.1549 - val_accuracy: 8.9467
===] - 8s 987us/step - loss: 8.1795 - accuracy: 8.9393 - val_loss: 8.1432 - yal_accuracy: 8.9527
bbb] - 0s 898us/step - loss: 8.1687 - accuracy: 8.9398 - val_loss: 8.1441 - val_accuracy: 8.9527
==i] - 0s 948us/step - loss: 8.1738 ’ accuracy: 8.9359 - val_loss: 8.1521 - val_accuracy: 8.9428
===] - 8s 9Slus/step - loss: 8.1614 - accuracy: 8.9388 - val_loss: 8.1619 - val_accuracy: 8.9428
—] - 0s 987us/step - loss: 8.1648 - accuracy: 8.9423 - val_loss: 8.1524 - val_accuracy: 8.9428
FIT: 24.4717178344726S6 seconds
5/5 , 0s 828us/step - loss: 8.2831 - accuracy: 8.9386










Total params: 97 
Trainable params: 97 
Non-trainable params: 8
rcolu]Kdlirco't:~/projects/voice_verificatioi # |
Рисунок 7 - Вывод значений
Как видно из рис. 7, получены следующие характеристики: 
accuracy (0.9423 => 94 %) — точность вычисления тренировочных данных; 
val_accuracy (0.9428 => 94 %) — точность обученной программы, последовательно 
сверяемой на каждом этапе предсказанием валидационных данных;
test_accuracy (0.9305 => 93 %) — точность обученной программы на конечных 
тестовых данных. Таким образом, модель имеет точность 93 %.
Таким образом, внедрение предложенных решений положительно скажется на 
развитии технологий средств защиты информации и способно значительно повысить 
эффективность биометрической аутентификации пользователя по голосу. Практическое 
применение предложенных механизмов аутентификации достаточно обширно: в
банковских системах, системах контроля доступа, системах голосового управления и 
многих других областях.
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