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Abstract—Massive MIMO systems, where base stations (BSs)
are equipped with hundreds of antennas, are an attractive way
to handle the rapid growth of data traffic. As the number of
user equipments (UEs) increases, the initial access and handover
in contemporary networks will be flooded by user collisions. In
this paper, a random access protocol is proposed that resolves
collisions and performs timing estimation by simply utilizing the
large number of antennas envisioned in Massive MIMO net-
works. UEs entering the network perform spreading in both time
and frequency domains, and their timing offsets are estimated at
the BS in closed-form using a subspace decomposition approach.
This information is used to compute channel estimates that
are subsequently employed by the BS to communicate with the
detected UEs. The favorable propagation conditions of Massive
MIMO suppress interference among UEs whereas the inherent
timing misalignments improve the detection capabilities of the
protocol. Numerical results are used to validate the performance
of the proposed procedure in Massive MIMO networks, under
uncorrelated and correlated fading channels. With 2.5×103 UEs
that may simultaneously become active with probability 1%, a
total of 16 frequency-time codes and 100 antennas, a given UE
is detected with probability 75% and the accuracy of its timing
estimate is on the order of few samples.
I. INTRODUCTION
Massive MIMO is considered as one of the most promising
solution to handle the dramatic increase of mobile data traffic
in the years to come [1], [2]. The basic premise behind
Massive MIMO is to reap all the benefits of conventional
MIMO, but on a much greater scale: a few hundred an-
tennas are used at the base station (BS) to simultaneously
serve many tens of user equipment terminals (UEs) in the
same frequency-time resource using a time division duplexing
protocol. The benefits of Massive MIMO in terms of area
throughput, power consumption and energy efficiency have
been extensively studied in recent years and are nowadays well
understood [2]–[7]. On the other hand, the potential benefits
of Massive MIMO in the network access functionalities have
received little attention so far [8]–[10]. These network access
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functionalities refer to all the functions that a UE needs to go
through in order to establish a communication link with the
BS, for data transmission and reception. Next, we first revise
the network entry procedure specified by the LTE standards,
and then briefly describe how this procedure has been recently
extended to Massive MIMO systems.
A. Random access in LTE
The LTE standards specify a network entry procedure called
random access (RA) by which uplink (UL) signals can arrive
at the BS aligned in time and frequency [11]. In its basic
form, the RA function is a contention-based procedure, which
essentially develops through the four steps specified in Fig.
1(a). In Step 1, each UE, trying to establish a communication
link, first acquires basic synchronization from eNodeB (e.g.
determining LTE parameters, frequency synchronization, and
frame timing), and then accesses the network using the so-
called RA block (or RA channel), which is composed of a
specified set of consecutive symbols and adjacent subcarriers.
Each UE makes use of the RA block to transmit a pilot
sequence, randomly chosen from a predefined set. As a con-
sequence of the different UEs’ positions within the cell, RA
signals are subject to UEs’ specific propagation delays and
arrive at the eNodeB at different time instants. In Step 2, the
eNodeB detects each pilot sequence and extracts the associated
physical parameters (e.g., timing advance and received power).
Then, it broadcasts a RA response message informing the
UEs associated to the detected sequences that the procedure
has been successfully completed, and giving instructions for
subsequent data transmission. In Step 3, all the UEs that have
selected one of the detected sequences, adjust their parameters
and send a connection request. If multiple UEs access the
network with the same pilot sequence, then collisions occur
at the eNodeB. The centralized contention resolution in Step
4 is a demanding procedure meant for identifying the UEs
that have been detected in Step 2 and for allocating them
resources for data transmission. The undetected UEs repeat
the RA procedure after a random waiting time.
The RA procedure described above is used in LTE for
various functionalities: initial access, handover, maintaining
UL synchronization, and scheduling request. For each of them,
there exists a variety of different solutions in the literature.
In the context of initial access and handover, an example
of possible solutions is given by [11]–[18]. The methods
illustrated in [12] perform code detection and timing recovery
by correlating the received samples with time-shifted versions
of a training sequence. A simple energy detector is employed
in [13] whereas a timing recovery scheme specifically devised
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(b) The SUCR RA protocol for Massive MIMO [10]
Fig. 1: RA protocols for LTE systems and Massive MIMO.
for the LTE UL is discussed in [11], and further enhanced in
[14]. Schemes for initial access, based on subspace methods,
are proposed in [15] and [16]. A solution based on the
generalized likelihood ratio test is developed in [17], whereas
[18] illustrates a RA algorithm that exploits a unique ranging
symbol with a repetitive structure in the time-domain.
B. Random access in Massive MIMO
All the aforementioned solutions can be applied to cellular
networks wherein the number of UEs, that may potentially
enter the network, is relatively small compared to the number
of available pilot sequences. On the other hand, they will be
flooded by collisions for a much larger number of UEs , e.g.,
in the order of hundreds or thousands as envisioned in future
networks. In the context of Massive MIMO, recent attempts in
the above direction can be found in [8]–[10]. The papers [8],
[9] consider a crowded network in which UEs intermittently
enter the network, whenever they want to, by selecting a pilot
sequence from a common pool. In particular, a coded RA
protocol is presented in [8] leveraging the channel hardening
properties of Massive MIMO, which allow to view a set of
contaminated RA signals as a graph code on which iterative
belief propagation can be performed. The proposed solution
outperforms the conventional ALOHA method at the price
of an increased error rate, due to accumulation of estimation
errors in the belief propagation algorithm. In [9], sum UL
rate expressions are derived that take intra-cell pilot collisions,
intermittent UE activity, and interference into account. These
expressions are used to optimize the UE activation probability
and pilot length. In [10], the authors consider a conventional
cellular network in which a UE needs to be assigned to
a dedicated pilot sequence before transmitting data. In this
context, the channel hardening and spatial resolution properties
of Massive MIMO are used to derive a new protocol, called
strongest-user collision resolution (SUCR), which enables
distributed collision detection and resolution at the UEs. The
four steps of the SUCR protocol are illustrated in Fig. 1(b).
Unlike the LTE RA protocol in Fig. 1(a), in Step 2 the BS
sends precoded signals to all the RA pilots that are detected
by the BS in Step 1. Only the UE with the strongest received
signal (among those using the same code) retransmits in Step
3. If correctly detected by the BS, the UE will be admitted
to the payload transmission phase in Step 4. If not, it will
repeat the RA procedure after a random waiting time. The
SUCR protocol can be used as an add-on to conventional LTE
RA mechanisms. Two extensions of the SUCR protocol are
presented in [19], [20]. Both solutions aim at improving the
detection probability of the weaker UEs. This is achieved by
allowing these UEs to randomly select pilots from those that
have not been selected by any UE in the initial step.
All the above works consider perfectly frequency- and
time-synchronized networks such that the orthogonality of
RA pilot sequences is preserved at the BS. Frequency errors
during RA are mainly due to Doppler shifts and/or estima-
tion errors occurring in the initial downlink synchronization
process. As such, they are normally small and result only
in negligible phase rotations over one symbol [15], [21]–
[23]. However, phase rotations become significant over a RA
block spanning several consecutive symbols. Timing errors
are due to the different positions of UEs within the cell.
In these circumstances, the received RA pilots are affected
by different linear phase shifts in frequency-domain [21].
Therefore, in the presence of frequency and timing errors the
received RA pilots, transmitted over adjacent subcarriers and
consecutive symbols, are no longer orthogonal at BS side. As
a consequence, the performance of the proposed solutions may
be substantially deteriorated.
3C. Contributions and outline
In this work, we propose a novel RA protocol which
operates through the following three steps. In Step 1, each
UE that wants to enter the network randomly selects a pair of
predefined RA codes and perform spreading over the RA block
in both frequency and time domains. At the BS, the spatial
degrees of freedom provided by Massive MIMO systems
are used together with the inherent different time instants
of reception of UEs’ signals (before the data transmission
begins) to resolve collisions. In particular, the large number
of antennas at the BS is first used to compute a reasonable
approximation of a sample covariance matrix, which is then
employed by the minimum description length (MDL) algo-
rithm [24] to determine the number of frequency-domain codes
for each given time-domain code. This information is used for
timing recovery through the estimation of signal parameters
via rotational invariance technique (ESPRIT) [25] that allows
to compute estimate of the timing offsets in closed-form.
These estimates are exploited to compute the least-square (LS)
estimate of the channels of all detected codes. Step 2 of the
proposed procedure operates according to Step 2 of the SUCR
protocol proposed in [10], illustrated in Fig. 1(b); that is, the
BS responds by sending DL pilots that are precoded using
the channel estimates. This allows to detect UEs using the
same RA codes in a distributed way; that is, only the UE with
the strongest signal should repeat the RA codes. Compared
to [10], however, a collision occurs when two UEs select the
same pair of codes (in time and frequency domains) and are
characterized by (nearly) the same timing offset. If this latter
case does not apply, no collision occurs among the two UEs
and each one is allowed to retransmit the selected pair of codes
(followed by an UL message containing the unique identity
number of the UE). The two UEs will be discriminated in
Step 3 by using the LS channel estimates obtained in Step
1. This improves the detection capabilities of the proposed
protocol. All this is achieved at the price of an increased
computation complexity compared to [10]. Numerical results
show that the proposed RA procedure largely outperforms a
“baseline” approach in which collision-avoidance entirely rests
on the choice of different code sequences, while providing
reliable timing estimates.
Compared to its preliminary version presented in [26],
this work is substantially different because of the following
reasons: (i) it contains more technical details and applies to
a multicell network; (ii) it is developed and evaluated over a
general correlated Rayleigh fading channel model; (iii) the full
procedure is described until success notification is broadcasted
by the BS.
The remainder of this paper is organized as follows. Next
section introduces basic notation and describes the Massive
MIMO network with the underlying assumptions. Section III
develops the proposed RA protocol by exploiting the large
number of antennas at the BS and by assuming that the
resolution of the ESPRIT algorithm is sufficiently high such
that all the timing offsets of the received RA signals are
accurately estimated. In Section IV, we consider a simple
case study, in which two UEs choose the same time- and
frequency-domain codes and are characterized by the same
timing offset, and show what are the practical consequences
of the finite resolution of the ESPRIT algorithm. Numerical
results are given in Section V to validate the performance
of the proposed RA procedure in a Massive MIMO network
with a finite number of BS antennas under uncorrelated and
correlated fading channels. Finally, the major conclusions and
implications are drawn in Section VI.
Notation: Matrices and vectors are denoted by boldface
letters, with IN being the identity matrix of order N . The
transpose, conjugate-transpose, and conjugate of a matrix X
are denoted by XT, XH, and X∗, respectively. We use ‖·‖
and | · | to indicate the Euclidean norm and the cardinality
of a set, respectively. A random vector x ∼ CN (x¯,R) is
complex Gaussian distributed with mean x¯ and covariance
matrixR. We use x⊙y and x⊗y to denote the Hadamard and
Kronocker products between vectors x and y, respectively. We
use an ≍ bn to denote an − bn →n→∞ 0 almost surely (a.s.)
for two random sequences an, bn.
II. NETWORK MODEL
Consider a Massive MIMO network based on OFDM with
L cells, each comprising a BS withM antennas. We denote by
NFFT the number of subcarriers with frequency spacing ∆f
and call Uj the total set of UEs (active and inactive) that are
in cell j. The network operates according to a time-division
duplexing (TDD) protocol and the time-frequency resources
are divided into payload and RA blocks. The payload blocks
are used for data transmission and consists of τC samples.
1
We assume that, at any given time, only a subset Aj ⊆ Uj
of UEs is active for data transmission, with |Aj | < τC . The
RA blocks are reserved for the inactive UEs, i.e. those in the
set Ij = Uj \ Aj that may become active, and consist of
τ < τC samples. We further assume that the RA blocks of
different cells are allocated over different time and frequency
resources such that no inter-cell interference arises among UEs
that are trying to access the network. Nevertheless, these UEs
in each cell j will be affected by the inter-cell interference
generated by the active UEs in Aj′ , with j′ 6= j. Without loss
of generality, in the sequel we concentrate on a generic cell j
and omit the cell index for simplicity.
A. Random access block
We assume that each UE in I may become active in a
given RA block with probability pA and that the τ samples of
each block consists of Q consecutive OFDM symbols and N
adjacent subcarriers such that τ = QN .2 After downlink syn-
chronization, a given UE k in I, that would like to access the
network, selects randomly a pair of codes from the orthogonal
sets CN = {f0, . . . , fN−1} and CQ = {t0, . . . , tQ−1}, with
1The number of samples per block depends on the coherence bandwidth and
coherence time of all UEs. Since it is hard to dynamically adapt the network
to these values because the same protocol should apply to all UEs, a practical
solution is to design the coherence block for the worst-case propagation
scenario that the network should support.
2Notice that an LTE resource block, over which the channel is assumed
to be constant over time and frequency, spans Q = 14 OFDM symbols and
N = 12 subcarriers, for a total of τ = 168 samples.
4{fi ∈ CN : fHi fi = N ∀i} and {ti ∈ CQ : tHi ti = Q ∀i}.
We denote by lk ∈ {0, . . . , N − 1} and ik ∈ {0, . . . , Q − 1}
the code indices selected by UE k, and assume that flk and
tik are used in the frequency and time domain, respectively,
over the RA block. We further assume that flk belongs to the
Fourier basis with:
[flk ]n = e
 2π
N
nlk n = 0, 1, . . . , N − 1 (1)
while no particular structure is assumed for tik ∈ CQ. The
frequency codes {f0, . . . , fN−1} are selected from the Fourier
basis because they allow us to use an efficient frequency do-
main algorithm for the estimation of the timing misalignments
between BS and UEs. The estimation algorithm is based on
the ESPRIT method and is described in Section III.B.2.
An access attempt from UE k consists in transmitting the
code matrix flkt
T
ik
with a certain power level ρk > 0 where
√
ρk
[
flkt
T
ik
]
n,q
=
√
ρktik(q)e
 2π
N
nlk (2)
is transmitted over subcarrier n during OFDM symbol q. The
value of ρk depends on the number of RA attempts already
made by UE k. Indeed, we assume that UE k enters the
network with a relatively low power level ρk = ρmin. If not
admitted immediately, it retransmits in the next available RA
block by exponentially increasing ρk. If the maximum power
level ρmax is reached and still UE k has not succeeded, then it
starts the process again from the minimum power level ρmin.
Clearly, ρk = 0 if UE k does not want to enter the network.
We call
Kij = {k : ik = i, lk = j, ρk > 0} (3)
the set that contains the indices of all UEs that utilize
code fjt
T
i , with K = ∪i,jKij being the index set of UEs
transmitting in the considered RA block. Accordingly, the
cardinality of Kij is a binomial random variable distributed as
|Kij | ∼ B
(|I|, pA/(QN)) where |I| is the number of inactive
UEs in the considered cell and pA/(QN) is the probability
that each of them selects code fjt
T
i . Based on this model, a
collision for fjt
T
i occurs with probability [10]
Pr (collision|fjtTi ) =1−
(
1− pA
QN
)|I|
− |I| pA
QN
(
1− pA
QN
)|I|−1
(4)
and the average number of UEs selecting the same code fjt
T
i is
E{|Kij |} = |I|pA/(QN). To provide realistic values for these
quantities, let us consider a square cell of side length 500 m
wherein codes of length Q = 2 and N = 8 are used. Fig.
2 illustrates the probability of collision with pA = 0.5%, 1%
and 2% for different values of UE density3, µ [measured in
UE/km2]. With µ = 104 (which corresponds to |I| = 2500),
the average number of inactive UEs selecting the same code is
0.78, 1.56 and 3.12 for pA = 0.5%, 1% and 2%, respectively,
leading to a collision with probability 0.18, 0.47 and 0.82. All
collisions must be detected and resolved before any UE can
establish a data communication link with the BS.
3Note that UE densities from µ = 102 UE/km2 (in rural areas) to µ = 105
UE/km2 (in shopping malls) have been predicted in the METIS project [27].
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Fig. 2: Probability of collision for a given pair (fj , ti) vs. UE density
µ with activation probability pA = 0.5%, 1% and 2% for Q = 2 and
N = 8. A square cell of side length 500 m is considered.
B. Channel model
We assume that the channel response can be approximated
as constant and flat-fading within a RA block, and denote
by hk = [hk1, . . . , hkM ]
T ∈ CM the channel frequency
response of UE k at the BS antenna array over the considered
RA block. We assume correlated Rayleigh fading such that
hk ∼ CN (0,Rk) where Rk ∈ CM×M is a positive semi-
definite matrix with bounded spectral norm [3]. The Gaussian
distribution models the small-scale fading whereas Rk is
the spatial channel covariance matrix, which describes the
macroscopic propagation effects (path loss and shadowing),
including the antenna gains and radiation patterns at the BS
and UE. The normalized trace
βk =
1
M
tr (Rk) (5)
determines the average channel gain from the BS to UE k.
We further assume that channel vectors {hk} satisfy the two
following conditions [28]:
1
M
hHkhk ≍ βk ∀k (6)
1
M
hHkhi ≍ 0 ∀k, i, k 6= i. (7)
The first one is known as channel hardening4 and should be in-
terpreted in the sense that the relative deviation of ‖hk‖2 from
E{‖hk‖2} = tr(Rk) vanishes asymptotically. The second
condition is known as favorable propagation5 and makes the
channels of two UEs orthogonal when the number of antennas
grows unboundedly. This property makes interference between
UEs vanish asymptotically. Note that channel hardening and
favorable propagation are two related but different properties.
Generally speaking, a channel model can have both properties,
one of them, or none of them. The keyhole channel that is
4With correlated Rayleigh fading, a sufficient condition for asymptotic
channel hardening is that the spectral norm ‖Rk‖2 of the channel covariance
matrix remains bounded and βk =
1
M
tr(Rk) remains strictly positive as
M →∞.
5For correlated Rayleigh fading channels, a sufficient condition for (7) is
that the covariance matrices Ri,Rk have spectral norms that remain bounded
and the average channel gains βi =
1
M
tr(Ri) and βk =
1
M
tr(Rk) remain
strictly positive as M →∞.
5studied in [29] provides favorable propagation, but not channel
hardening. Uncorrelated Rayleigh fading with Rk = βkIM
satisfies both conditions and is often considered in the lit-
erature. In addition to uncorrelated Rayleigh fading, the two
conditions are satisfied by a variety of other channel models
[7, Sec. 2.5] [28] such as correlated Rayleigh fading and line-
of-sight (LoS) with uniformly random angles-of-arrival.
C. Signal model
The RA signal transmitted by UE k arrives at the BS with
a specific carrier frequency offset (CFO) ωk and a normalized
(with respect to the sampling period) timing misalignment θk.
Following [17], we assume that ωk is within 2% of ∆f such
that its impact can reasonably be neglected if the RA block
spans only a few consecutive OFDM symbols [21]. On the
other hand, timing errors {θk} depend on the distances of
UEs from the BS, and their maximum value can reasonably
be approximated as θmax = 2D/(cTs), where D is the
boundary distance of the considered cell, Ts = 1/(∆fNFFT)
is the sampling period and c = 3 × 108 m/s is the speed of
light. A simple way to counteract the effects of {θk} relies
on the use of a sufficiently long cyclic prefix comprising
NG ≥ θmax + ∆max sampling intervals, with ∆max being
the maximum expected delay spread within the considered
cell.6 In doing so, timing errors {θk} only appear as phase
shifts at the output of the receive discrete Fourier transform
(DFT) unit [21]. Notice that the presence of {θk} destroys the
orthogonality among the frequency-domain codes {flk} and
gives rise to interference.
Under the above assumptions, in the UL the DFT output
yulm(n) ∈ CQ at antenna m of the BS over subcarrier n during
the Q OFDM symbols takes the form:
yul
T
m (n)=
∑
k∈K
√
ρkhkm
Phase shift due to the timing error θk︷ ︸︸ ︷
e
− 2π
NFFT
nθk e
2π
N
nlktTik︸ ︷︷ ︸
Intra-cell RA signals
+ iul
T
m (n)︸ ︷︷ ︸
Inter-cell interference due to
active UEs in the UL of all other cells
+ wTm(n)︸ ︷︷ ︸
Noise
(8)
=
∑
k∈K
√
ρkhkme
2πnǫktTik + i
ulT
m (n) +w
T
m(n) (9)
where we recall that K denotes the set of all UEs transmitting
in the RA block,
ǫk =
lk
N
− θk
NFFT︸ ︷︷ ︸
Effective timing offset of UE k
(10)
is the effective timing offset of UE k, wm(n) ∼
CN (0Q, σ2IQ) is the thermal noise, and the vector iulm(n) ∈
6Note that such a solution is possible only for RA blocks. The CP of
payload blocks must be made just greater than the channel length to minimize
unnecessary overhead. This is why accurate timing estimates must be obtained
during RA in order to avoid inter-block interference in the subsequent data
transmission phase.
CQ accounts for the inter-cell interference generated in the
UL by the active UEs in all other cells. In writing the intra-
cell RA signals in (8), we have assumed, without any loss of
generality, that the first subcarrier of the considered RA block
has index 0.
For later convenience, let us denote by Yulm =
[yulm(0), . . . ,y
ul
m(N − 1)]T ∈ CN×Q the matrix collecting the
DFT outputs at antenna m over the RA block, i.e.
Yulm =
∑
k∈K
√
ρkhkmc(ǫk)t
T
ik
+ Iulm +Wm (11)
where c(ǫk) = [1, . . . , e
2π(N−1)ǫk ]T ∈ CN is the effective
frequency-domain code of UE k. As it is seen, the received
signal Yulm depends on lk and θk through the effective timing
offset ǫk. From (10) it follows that, in general, lk and θk
cannot be univocally determined from ǫk. However, under the
assumption that the maximum timing error θmax ≤ NFFT /N ,
the following result holds.
Lemma 1. If θmax ≤ NFFT /N , then ǫk in (10) can be
univocally mapped into a single pair (lk, θk) as follows:
lk = ceil
(
Nǫk
)
(12)
θk = NFFT
(
lk
N
− ǫk
)
. (13)
Proof. Taking (10) into account and assuming θmax ≤
NFFT /N , one gets
lk − 1 ≤ lk − N
NFFT
θk ≤ Nǫk ≤ lk (14)
from which (12) and (13) are easily derived.
Observe that the condition θmax ≤ NFFT /N in Lemma
1 is satisfied in practical scenarios. Consider, for example,
a typical LTE system in which the subcarrier spacing is
∆f = 15 kHz and the DFT size is NFFT = 1024 such
that Ts = 1/(∆fNFFT) ≈ 65.1 ns. Recall also that θmax =
2Dmax/(cTs) with Dmax being the cell boundary distance.
Therefore, θmax = 2Dmax/(cTs) ≤ NFFT /N is satisfied by
Dmax ≤ 104/N m. With N = 8 or 12 subcarriers per RA
block, one gets Dmax ≤ 1250 m or Dmax ≤ 833 m. Both
conditions are surely met by future cellular networks for which
cells of radius between 100 and 250 m are expected in urban
deployments. Therefore, in the remainder we assume that the
result of Lemma 1 holds true and thus that a unique mapping
exists between ǫk and (lk, θk).
III. RANDOM ACCESS PROCEDURE
In what follows, we show how the received matrices
{Yulm;m = 1, . . . ,M} in (11) can be used to develop an RA
algorithm that allows to detect the active codes {(flk , tik) :
k ∈ K}, estimate the timing offsets {θk; k ∈ K} of UEs’
signals, and resolve possible collisions by exploiting the large
number M of antennas. In doing so, we exploit the fact that
the orthogonality of the time-domain codes is not destroyed7
by the propagation channels such that UEs, that have selected
7This is true only if the CFOs are relatively small (within 2% of subcarrier
spacing ∆f ) and the time-domain codes span only a few OFDM symbols.
6different codes tik , do not interfere with each other. Without
loss of generality, we can thus only focus on the subset of UEs
that have selected the same time-domain RA code and neglect
the presence of the other UEs. This amounts to assuming that
there is a single time-domain RA code, and accordingly we
can drop the index ik to simplify the notation and exposition.
In particular, we rewrite (11) as
Yulm =
(
K∑
k=1
√
ρkhkmc(ǫk)
)
tT + Iulm +Wm (15)
where the sum is over the UEs sharing the same time-domain
code t, whose number has been denoted by K . The RA
procedure is designed by considering that any given UE k
is identified by the triplet (ik, lk, θk). In particular, it develops
through the following three steps.
A. Step 1 - At the BS
1) Determination of the number of UEs that are using the
code t: The first problem is to determine the number of UEs
that are transmitting in the RA block using the code t. For
this purpose, we start by correlating the received signal Yulm in
the time-domain with t,8 which amounts to computing vector
zm = Y
ul
m t
∗/||t||. By taking (15) into account yields
zm = Y
ul
m
t∗
||t|| =
K∑
k=1
h′kmc(ǫk) + nm (16)
where nm = (I
ul
m +Wm) t
∗/||t|| ∈ CN , and
h′km =
√
ρkQhkm (17)
denotes the effective channel of UE k at antennam after time-
domain despreading. From (16), it follows that zm has the
same structure as the measurement model for a uniform linear
array of passive sensors in the presence of multiple uncor-
related sources. We can thus identify the activated UEs and
estimate their effective timing offsets by applying subspace-
based methods [30]. To see how this comes about, let us com-
pute the sample correlation matrix Rˆz =
1
M
∑M
m=1 zmz
H
m.
By taking the limit M → ∞ and exploiting the channel
hardening and favorable propagation properties given in (6)
and (7), respectively, yields
Rˆz ≍ Rz = Aǫ + σ2IM (18)
with Aǫ =
K∑
k=1
ρkQβkc(ǫk)c
H(ǫk). Let λ1 ≥ λ2 ≥ · · · ≥ λN
be the eigenvalues of Rz arranged in non-increasing order.
Then, from (18) it follows that
λj = µj + σ
2 j = 1, . . . , rank(Aǫ) (19)
λj = σ
2 j = rank(Aǫ) + 1, . . . , N (20)
where rank(Aǫ) ≤ K and µj > 0 are, respectively, the rank
and the non-zero eigenvalues of Aǫ. Such a matrix is of rank
rank(Aǫ) = K , iff ǫk 6= ǫℓ for ℓ 6= k. Since the timing
8We stress that the BS performs such a correlation for all of the possible
time-domain codes, but only the generic code t is considered here for
simplicity.
offsets {θk} are continuous random variables, from (10) it
follows that the probability that ǫk = ǫℓ for ℓ 6= k is equal to
zero, and hence rank(Aǫ) = K with probability 1. This means
that, if Rz were available, all collisions could in principle be
resolved provided that K ≤ N − 1. In practice, however, Rz
is not available at the BS and must be replaced with Rˆz. The
latter, however, provides a good approximation of Rz when
M is sufficiently large (as it is the case in Massive MIMO).
Performing the EVD of Rˆz and arranging the corresponding
eigenvalues λˆ1 ≥ . . . ≥ λˆN in non-increasing order, we can
find an estimate of K through information-theoretic criteria.
Two prominent solutions in this sense are based on the Akaike
and MDL criteria. Here, we adopt the MDL approach, which
yields the following estimate [24]:
Kˆ = arg min
ℓ=0,...,N−1
MDL(ℓ)
= arg min
ℓ=0,...,N−1
{
1
2
ℓ (2N − ℓ) lnM −M (N − ℓ) ln gˆ(ℓ)
}
(21)
where
gˆ(ℓ) =
(
N∏
n=ℓ+1
λˆn
) 1
N−ℓ
1
N−ℓ
N∑
n=ℓ+1
λˆn
(22)
is the ratio between the geometric and arithmetic means of
{λˆn;n = ℓ+1, . . . , N}. In the remainder, we assume that M
is sufficiently large such that Kˆ = K .
Remark 1 (Asymptotic analysis of MDL estimator). Various
works analyzed the performance of the MDL estimator (see
for example [31]–[34]), which was proven to be strongly
consistent [35], namely that limM→∞ Pr(Kˆ = K) = 1.
For finite M , it was observed empirically that the main
source of error in the MDL estimator is underestimation of
the K signals by exactly one. Following this observation,
the authors in [31], [33], [34] studied the properties of
∆MDL = MDL(K−1)−MDL(K) to show that, asymptotically
as M →∞, ∆MDL follows a Gaussian distribution with mean
ηMDL and standard deviation σ
2
MDL such that Pr
(
Kˆ 6= K) can
be approximated with Pr
(
∆MDL < 0
)
= Q
(
ηMDL
σMDL
)
. Both ηMDL
and σ2MDL are given in explicit form in [34] as a function of
N , K , and the smallest eigenvalue of Aǫ.
2) Identification of the frequency-domain codes {flk} and
estimation of the timing offsets {θk}: From (16), it follows
that the observation space of zm can be decomposed into a
signal subspace S, which is spanned by vectors {c(ǫk)}, plus
a noise subspace S such that any vector in S is orthogonal
to any other one in S . Subspace-based methods like the
MUSIC (Multiple Signal Classification) [36] or ESPRIT [30]
algorithms can be applied to (16) to find an estimate of
{ǫk : k ∈ K}. Compared to the MUSIC estimator [36],
ESPRIT exhibits similar accuracy while dispensing with any
peak search procedure. A fundamental assumption behind both
methods is that the dimension of the noise subspace S is at
least unitary. This implies K < N , which means that the
number of UEs selecting the same code t cannot exceedN−1.
7We begin by arranging the eigenvectors of Rˆz associated to
the Kˆ largest eigenvalues into a matrix V = [v1 v2 · · ·vKˆ ] ∈
CN×Kˆ . Then, we apply the ESPRIT to (16) and retrieve the
effective timing offsets in a decoupled fashion as
ǫˆ(j) =
arg{ψj}
2π
j = 1, . . . , Kˆ (23)
where {ψ1, . . . , ψKˆ} are the eigenvalues of V =(
VH1V1
)−1
VH1V2, and the matrices V1 and V2 are obtained
by collecting the first and the last N − 1 rows of V, respec-
tively. Notice that the BS does not know which activated UEs
the estimates {ǫˆ(j)} are associated to. This task will only be
accomplished in Step 3 of the RA process. In fact, we have
used the notation ǫˆ(j) on purpose to emphasize that ǫˆ(k) is not
in general the estimate of ǫk. This is evident when Kˆ 6= K , but
it holds true even when Kˆ = K simply because the estimates
provided by the ESPRIT are arranged arbitrarily. However,
there exists a bijective mapping (unknown at the BS) between
the two sets {ǫˆ(j)} and {ǫk}. For simplicity, we denote by
jk the value of the index j corresponding to UE k such that
ǫˆ(jk) → ǫk. If θmax ≤ NFFT /N , from Lemma 1 we obtain
lˆ(jk) → lk and θˆ(jk) → θk with
lˆ(jk) = ceil
(
Nǫˆ(jk)
)
(24)
θˆ(jk) = NFFT
(
lˆ(jk)
N
− ǫˆ(jk)
)
. (25)
For a given N and K < N , the estimation errors ǫˆ(jk) − ǫk
are asymptotically (e.g.,M →∞) jointly Gaussian distributed
with zero mean and variances [37]
VAR(ǫˆ(jk)) =
1
4π2γ(ǫk)
1
2NSNRk

1 +
[
(CHC)
−1
]
k,k
SNRk

 (26)
where γ(ǫk) = c
H(ǫk)
[
IN +C (C
HC)−1CH
]
c(ǫk), C ∈
CN×K collects the vectors {c(ǫk) : j = 1, . . . ,K}, and
SNRk = ρkβk/σ
2 is the received SNR. Notice that VAR(ǫˆ(jk))
decreases monotically as N increases. When N → ∞ and
SNRk takes relatively large values, (26) reduces to [37, App.
G]
VAR(ǫˆ(jk))→N→∞
1
4π2
6
N3M
1
SNRk
. (27)
According to [37], the ESPRIT is unlikely to resolve signals
for which 8
√
VAR(ǫˆ(jk)) ≥ minjk,ji
∣∣ǫ(jk)−ǫ(ji)∣∣. This means
that, if the effective timing offsets ǫk and ǫi of two (or more)
UEs are different (i.e., ǫk 6= ǫi) but such that
∣∣ǫk − ǫi∣∣ is
smaller than the ESPRIT resolution, then the two UEs are
undistinguishable. Notice that the ESPRIT resolution increases
cubically with N and linearly with M ; however, an infinite
resolution is achieved only if both M and N grow to infinity.
In the sequel, we assume that N andM are large enough such
that the ESPRIT is able to resolve UEs for which ǫk 6= ǫi.
Numerical results will be used in Section V to validate the
impact of the finite resolution of the ESPRIT.
3) Channel estimation: The estimates {(lˆ(j), θˆ(j)) : j =
1, . . . , Kˆ} are used to acquire information about the corre-
sponding channel vectors. From (16), the LS estimate of the
channel gain h′(j)m associated to the pair (lˆ(j), θˆ(j)) is [38]
hˆ′(j)m = e
T
j
(
CˆHCˆ
)−1
CˆHzm j = 1, . . . , Kˆ (28)
where ej denotes the jth component of the canonical basis,
and Cˆ ∈ CN×Kˆ collects the vectors {c(ǫˆ(j)) : j = 1, . . . , Kˆ}.
We observe that Cˆ is a Vandermonde matrix, so that the
full-rank condition, needed for the computation of (CˆHCˆ)−1,
is met if and only if ǫˆ(j) 6= ǫˆ(j′) ∀j 6= j′. This happens
with probability one since the ESPRIT provides Kˆ distinct
estimates.
Under the assumption that Kˆ = K and the effective timing
offsets ǫk are perfectly estimated (i.e. ǫˆ(jk) = ǫk), by plugging
(16) into (21) yields:
hˆ′(jk)m = h
′
km + η(jk)m (29)
where η(jk)m = e
T
jk
(
CˆHCˆ
)−1
CˆHnm. In matrix form, (29) can
be rewritten as
hˆ′(jk) = h
′
k + η(jk) (30)
with η(jk) = [η(jk)1, . . . , η(jk)M ]
T . We emphasize that (30)
holds true only when Kˆ = K and ǫˆ(jk) = ǫk, and this happens
only when both M and N tend to infinity.
B. Step 2 (SUCR)
The estimated channel vectors hˆ′(j) = [hˆ
′
(j)1, . . . , hˆ
′
(j)M ]
T
with j = 1, . . . , Kˆ, are used by the BS in Step 2 to respond to
the possibly identified UEs by sending a DL precoded version
of the frequency- and time-domain codes. The DL precoded
matrix V ∈ CMN×Q over the RA block from all transmit
antennas is9
V =
√
ρdl
Kˆ∑
j=1
hˆ′(j)
||hˆ′(j)||
⊗
(
f
lˆ(j)
tT
)
(31)
where ρdl > 0 denotes the DL transmit power. The received
signal Rdlk ∈ CN×Q over the RA block at UE k is
Rdlk =
√
ρdl
Kˆ∑
j=1
hHk hˆ
′
(j)
||hˆ′(j)||
f
lˆ(j)
tT + Idlk +W
dl
k (32)
where Idlk ∈ CN×Q accounts for the inter-cell interference in
the DL received from all other cells at UE k and Wdlk ∈
CN×Q is the receiver noise matrix. The received signal Rdlk
is used by UE k to implement the SUCR protocol proposed in
[10], which allows to resolve possible collisions and to enable
retransmission of detected UEs. By correlating the received
signal with its selected (and normalized) random codes flk
and t, UE k gets
rdlk =
fHlk
||flk ||
Rdlk
t∗
||t|| . (33)
9The signal transmitted by the BS is actually obtained as the sum of signals
like (31); that is, one for each detected time-domain code. A code is detected
when the MDL algorithm estimates that at least one UE is using that code.
8We assume that (29) holds true. This requires Kˆ = K and
ǫˆ(jk) = ǫk, which is achieved for M → ∞ and N → ∞.
By normalizing rdlk with
√
M and taking the limit M → ∞
yields
rdlk√
M
≍ √ρdlτ
√
ρkQβk√
αk
(34)
where
αk ≍ 1
M
||hˆ′(jk)||2 (35)
and we have used the property
1
M
hHk hˆ
′
(jk)
≍
√
ρkQβk. (36)
In writing (34), we have assumed (as in [10]) that the inter-
cell interference does not scale with M so that the noise-plus-
interference term in (33) (after the normalization by
√
M )
vanishes as M →∞
1√
M
· f
H
lk
||flk ||
(Idlm +W
dl
m)
t∗
||t|| ≍ 0. (37)
Based on the approach in [10], we propose that UE k applies
the following rule to decide whether to reply or not to the DL
RA signal transmitted by the BS:
Rk : ρkβkQ > αˆk/2 + bk (Retransmit) (38)
Wk : ρkβkQ ≤ αˆk/2 + bk (Wait and start over) (39)
where αˆk is an estimate of αk given by
αˆk = max
(
Mρdlτ
ρkβ
2
kQ
(ℜe(rdlk ))2
− σ2, ρkβkQ
)
(40)
and bk is a bias parameter that can be used to tune the system
behavior to the final performance criterion [10]. Specifically,
if Wk is true, UE k picks up new RA codes and starts over
after a random waiting time. On the other hand, if Rk is true,
it notifies the BS by retransmitting the code flkt
T, followed
by an UL message that contains its unique identity number.
C. Step 3
The BS receives the pilot codes from each UE that decided
in favour of the Retransmit hypothesis in the previous step.
The received signal Yulm ∈ CN×Q at antenna m over the RA
block takes the form
Yulm =
∑
k∈R
√
ρk,ulhkmc(ǫk)t
T + Iulm +Wm (41)
where the elements of R are the indices of UEs for which Rk
is true, and ρk,ul is given by
ρk,ul =
1
ρk
αˆk
τQβ2k
. (42)
Notice that the computation of ρk,ul at UE k requires knowl-
edge of the large-scale fading coefficient βk. This information
can be acquired by the UE on the basis of the DL control
channel [17].
The received signal Yulm is first correlated with the detected
(effective) frequency- and time-domain sequences {c(ǫˆ(j)), t}
yielding
Zul(j)m =
cH(ǫˆ(j))
||c(ǫˆ(j))||Y
ul
m
t∗
||t|| . (43)
The correlation with the effective code c(ǫˆ(j)) allows the
BS to discriminate UEs on the basis of both the se-
lected codes and the timing offsets. By correlating Zul(j) =
[Zul(j)1, . . . , Z
ul
(j)M ]
T ∈ CM with the corresponding estimated
channel vector hˆ′(j) produces
rul(j) =
(hˆ′(j))
H
||hˆ′(j)||
Zul(j). (44)
Under the assumption that M and N are sufficiently large,
we have Kˆ = K and ǫˆ(jk) = ǫk such that, by taking (41) and
(43) – (44) into account, we obtain
rul(jk) =
√
ρk,ulτ
(hˆ′(jk))
H
hk
||hˆ′(jk)||
+
∑
ν∈R,ν 6=k
√
Qρν,ul
(hˆ′(jk))
H
hν
||hˆ′(jk)||
cH(ǫˆ(jk))c(ǫν)
‖c(ǫˆ(jk))‖
+ ξk (45)
where ξk accounts for the interference and noise terms in (41).
By normalizing rul(jk) with
√
M and taking the limit M →∞,
yields
rul(jk)√
M
(a)≍
√
ρk,ulτ
√
ρkQβk√
αˆk
(b)
= 1 (46)
where (a) follows from (34) and from
1√
M
(hˆ′(jk))
H
hν
||hˆ′(jk)||
≍ 0 for ν 6= k (47)
whereas (b) is due to (42). Based on (46), the BS adopts the
following rule to decide whether there is or not an active UE in
the RA block associated to the index j = jk or, equivalently,
to the pair (lˆ(jk), θˆ(jk)):
(lˆ(jk), θˆ(jk)) is declared as
{
Detected
Undetected
if δ1 <
rul(jk)√
M
< δ2
otherwise
(48)
where the thresholds δ1 < 1 and δ2 > 1 should be properly
designed to tune the system behavior to the final performance
criteria; for example, to maximize the average number of
resolved collisions or to minimize the risk of false positives (or
negatives). Once a pair (lˆ(jk), θˆ(jk)) is declared as detected, the
BS proceeds recovering the unique identity number, contained
in the received signal, and uses it to perform authorization and
registration of the associated UE. Then, the BS broadcasts
a DL response message indicating which UEs have been
detected and giving the corresponding instructions for timing
adjustment. Those UEs that do not receive the notification
will pick up new RA codes and retransmit after a random
waiting time. This is done until success notification. The steps
through which the proposed RA operates are reported in Fig.
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Fig. 3: Proposed RA protocol for Massive MIMO. Unlike the SUCR protocol reported in Fig. 1(b), the proposed procedure aims at detecting
the number of active codes through the MDL algorithm and, at the same time, performing timing estimation by means of the ESPRIT
algorithm. Timing estimates are exploited to compute the LS estimate of the channels of all detected codes.
3 and also in Algorithm 1. Unlike the SUCR protocol reported
in Fig. 1(b), the additional blocks10 allow to estimate the
timing offsets and to inherently exploit them to improve the
detection capabilities of the protocol itself. This latter point is
discussed further in the next section. We conclude by recalling
(as mentioned in the Introduction) that the SUCR protocol
[10] cannot be applied in the presence of timing offsets {θk}
since the orthogonality among the frequency-domain codes
would be destroyed. Such a loss of orthogonality gives rise to
interference, which highly degrades the detection performance
of the protocol itself.
IV. CASE STUDY - TWO COLLIDING UES
The rationale behind the proposed RA protocol relies on
the assumption that M and N are sufficiently large such that
Kˆ = K and ǫˆjk = ǫk. While the asymptotic regime M →∞
can be virtually achieved in Massive MIMO, the condition
N → ∞ is not granted due to the limitations imposed
by the coherence bandwidth of the propagation channel. In
Section V, the performance of the proposed RA protocol will
be investigated by means of numerical results for practical
values of M and N . In order to understand the effect of a
finite resolution of the ESPRIT, let us consider the following
simple case study. Assume that there are K = 2 UEs, which
have selected the same time- and frequency-domain codes,
namely, t and fl and which are also characterized by the same
timing offset θ. The latter assumption adequately models a
practical situation in which the two UEs have slightly different
timing offsets θ1 and θ2, such that the quantity |θ1 − θ2| is
10Notice that no signaling is exchanged between the BS and UEs, except
for in Step 4 where the BS broadcasts a DL response message indicating
which UEs have been detected and giving the corresponding instructions for
timing adjustment.
Algorithm 1: The proposed RA protocol
1: Compute zm in (16) for m = 1, . . . ,M . # Step 1
2: Compute the SVD of the sample correlation matrix Rˆz =
1
M
∑M
m=1 zmz
H
m.
3: Compute Kˆ through the MDL algorithm in (21).
4: Compute {ǫˆ(j); j = 1, . . . , Kˆ} by applying the ESPRIT
algorithm to (16).
5: Use {ǫˆ(j); j = 1, . . . , Kˆ} in (28) to obtain LS channel
estimates.
6: BS uses the LS channel estimates to send the precoded
signal (31). # Step 2
7: Each UE correlates the received signal with its selected
codes as in (33).
8: Each UE distributively computes (40) and decides whether
to reply or not according to (38) and (39).
9: Compute (43) for each detected pair of codes. # Step 3
10: Compute (44) by correlating with the corresponding LS
channel estimate.
11: Use (48) to decide whether there is or not an active UE.
much smaller than the resolution provided by the ESPRIT
algorithm. Accordingly, the two UEs are approximately seen
as a single UE with a single timing offset. The ESPRIT
algorithm provides an estimate ǫˆ of ǫ = l/N−θ/NFFT , which
is first used for the computation of lˆ and θˆ through (24) and
(25), and then by the channel estimation algorithm. By using
(28) – (30), one gets
hˆ′ = κh′ + η (49)
where κ = ejπ(N−1)(ǫ−ǫˆ) sin(πN(ǫ − ǫˆ))/[N sin(π(ǫ − ǫˆ))],
and h′ is the effective composite channel given by
h′ =
√
Q (
√
ρ1h1 +
√
ρ2h2) (50)
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with (ρ1, ρ2), and (h1,h2) being, respectively, the powers and
the channels of UE 1 and UE 2. During Step 2, by using (32)
– (33) UE k computes
rdlk =
√
ρdlτ
hHk hˆ
′
||hˆ′|| + ζk k = 1, 2 (51)
where ζk results from interference and noise. In the asymptotic
regime (M →∞), rdlk can be approximated as follows:
rdlk ≍
√
M
√
ρdlτ
√
ρkβk√
ρ1β1 + ρ2β2
k = 1, 2 (52)
from which, by plugging (50) into (40), one gets
αˆ1 = αˆ2 ≍ (ρ1β1 + ρ2β2)Q. (53)
By using the asymptotic result (53) into (38) and assuming
ρ1β1 6= ρ2β2, it follows that only the strongest UE would
retransmit to the BS after Step 2 (as it is expected from the
application of the SUCR algorithm) and thus it would be
detected as explained above during Step 3. On the other hand,
when ρ1β1 ≈ ρ2β2 and M is not sufficiently large, it may
happen that both UEs decide to retransmit their RA codes in
response to the DL signal from the BS. In such a case, (45)
reduces to
rul = κ
√
τ
(hˆ′)
H
||hˆ′||
(√
ρ1,ul h1 +
√
ρ2,ul h2
)
+ ξ (54)
where ρ1,ul and ρ2,ul are computed according to (42). By
taking the limit M →∞ into (54) yields
rul ≍ √τ
√
M
β1
√
ρ1ρ1,ul + β2
√
ρ2ρ2,ul√
ρ1β1 + ρ2β2
(a)
= 2 (55)
where (a) follows from (42) and (53). In this situation, there
is no way for the BS to distinguish between UE 1 and UE
2, and hence it must discard all the signals associated with
the pair (lˆ, θˆ). This is only possible if we set δ2 < 2 in (48).
The above reasoning can straightforwardly be extended to the
case of more than two UEs sharing the same pair of codes
and have (nearly) the same timing offsets.
V. NUMERICAL RESULTS
Numerical results are used to assess the performance of
the proposed RA protocol. We consider a cellular network
operating over a bandwidth B = 20 MHz and composed of
9 cells distributed on a regular grid with an inter-site distance
of 500 m; each cell covers a square area centered at the BS
with side length D = 500 m. The DFT size is NFFT = 1024
and the noise power is σ2 = −97.8 dBm. The UE density
is µ = 104 UE/km2 (which corresponds to |I| = 2500) and
UEs are uniformly distributed in each cell at locations further
than 25 m from the serving BS. We denote by dk the distance
of UE k from its own BS. The RA block is composed of
Q = 2 consecutive OFDM symbols (such that the impact
of the residual CFO errors is negligible) and N = 8 or 12
adjacent subcarriers. A Walsh-Hadamard codebook is used
in the time-domain whereas frequency-domain codes belong
to the Fourier basis. Unless otherwise specified, each UE
decides to access the network with probability pA = 1%,
TABLE I: Network and system parameters
Parameter Value
Network layout Square pattern
Number of cells L = 9
Cell area 500 × 500 m2
Bandwidth B = 20 MHz
DFT size NFFT = 1024
UE density µ = 104 UE/km2
Probability of activation pA = 0.5%, 1%, 2%
Walsh-Hadamard time-domain codes Q = 2
Fourier frequency-domain codes N = 8, 12
Minimum RA power ρmin = 100 mW
Maximum RA power ρmax = 1 W
DL transmit power ρdl = 1 W
meaning that 25 UEs on average try to enter the network
and the probability of having a collision is around 0.47 with
N = 8 and 0.27 with N = 12. The timing error θk of
UE k is computed on the basis of its distance dk from the
BS as θk = round(2dkB/c) where c = 3 × 108 m/s is
the speed of light. Accordingly, the maximum timing error
is θmax = maxk θk = round(
√
2DB/c) = 47 samples and is
achieved by a UE positioned in the cell corner at a distance of√
2D/2. Notice that θmax satisfies the condition in Lemma 1
for both N = 8 and N = 12. We assume that the minimum
and maximum power levels during the RA procedure are
ρmin = 100 mW and ρmax = 1 W, respectively. To emulate
a network with UEs that have made different attempts in the
RA procedure, the power level ρk of UE k in (2) is selected
with uniform probability from the set [∆0,∆1, . . . ,∆10] with
∆i = ρmine
i∆ and ∆ = 0.1 ln(ρmax/ρmin).
11 The DL and
UL transmit powers ρdl and ρk,ul in (31) and (42) of Step 2
are respectively set to ρdl = 1 W and
ρk,ul = min
{
1
ρk
αˆk
τQβ2k
, ρmax
}
. (56)
All the above parameter values are summarized in Table I.
In measuring the performance of the proposed RA proce-
dure, we restrict to those UEs for which the received SNR
SNRk = ρkβk/σ
2 is larger than 5 dB. The results are
obtained averaging over 1000 different channel realizations
and UE positions. Two channel models are considered. The
first one is uncorrelated Rayleigh fading and is such that
hk ∼ CN (0, βkIM ) where βk is the path loss function
obtained as βk = Ωd
−κ
k where κ = 3.7 is the path loss
exponent and Ω = −148.1 dB is the path loss at a reference
distance of 1 km. The second one is correlated Rayleigh fading
with hk ∼ CN (0,Rk), obtained with a uniform linear array at
the BS and an exponential correlation model with correlation
factor r between adjacent antennas, average large-scale fading
βk, and angle-of-arrival φk [39]. This leads to
[Rk]m,n = βkr
|n−m|ejφk(n−m). (57)
Both cases are considered: i) the adjacent cells are silent
during the RA procedure (i.e., without inter-cell interference);
ii) they perform regular data transmission (i.e., with inter-cell
interference). In the latter case, we assume that there are ten
11This choice allows to emulate UEs that retransmit, if not admitted, by
exponentially increasing their transmit powers.
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Fig. 4: Average number of detected UEs vs.∆θ for a given code fjt
T
i .
In particular, we assume that the code fjt
T
i has been selected by two
UEs (among the total number of activated UEs) with timing offsets
θ1 = 0 and θ2 = ∆θ. We assume that N = 8, M = 100 and that
the probability of activation is pA = 0.5, 1% and 2%. Uncorrelated
Rayleigh fading is considered.
active UEs in each of the neighboring cells and the propagation
channels are modeled as uncorrelated Rayleigh fading (using
the same power levels and path loss models as above). Follow-
ing [10], the average UL interference ω¯ = E
{
||Iulm t
∗
||t|| ||2/M
}
is assumed to be known at the UE (it is the same for all UEs)
and is subtracted from αˆk/2 by setting bk = −ω¯/2. Finally,
parameters δ1 and δ2 in (48) are set to 0.5 and 1.5, respectively.
Comparisons are made with a “baseline” procedure wherein
UEs are detected by the BS independently of their power levels
(and hence independently of the SNRs) whenever different
codes are selected. Therefore, the probability of successfully
detecting a given UE with such a “baseline” procedure coin-
cides with the probability that a given code is selected by a
UE only (under the assumption that the number of activated
UEs is not zero), which is given by(
1− pA
QN
)|I|
− (1− pA)|I|(
1− 1
QN
)(
1− (1− pA)|I|
) . (58)
A. Impact of timing offsets
We begin by investigating to what extent timing offsets
improves the detection capabilities of the RA procedure. To
this end, we assume that two UEs (among the total number of
activated UEs) with timing offsets θ1 and θ2 have selected
the same code fjt
T
i . While the timing offsets of all other
UEs entering the network are computed as described above
(as a function of distances), we assume for simplicity that
θ1 = 0 whereas θ2 varies from 0 to 32. Fig. 4 plots the average
number of UEs declared as Detected over fjt
T
i as a function
of ∆θ = θ2 when Q = 2, N = 8 and M = 100. Three
different values of pA are considered. The case pA = 2%
corresponds to a high-overloaded scenario in the sense that the
average number of UEs entering the network, which is equal
to |I|pA = 50, is greater (more than double) than all possible
codes QN = 16. The other two cases pA = 0.5% and 1% can
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(a) Probability that a given UE is declared as Detected in (48).
10 50 100 150 200
2
4
6
8
10
12
14
16
Number of BS antennas, M
R
M
S
E
o
f
ti
m
in
g
es
ti
m
at
es
N = 8
N = 12
w/o intercell interf.
w intercell interf.
(b) Timing estimation accuracy of the detected UE.
Fig. 5: Performance of the RA proposed protocol vs. number of BS
antennas for a given UE when Q = 2 and N = 8, 12 with pA = 1%.
Uncorrelated Rayleigh fading with and without intercell interference
is assumed.
be considered as low- and medium-overloaded scenarios (with
|I|pA = 12.5 and |I|pA = 25, respectively). As anticipated
in Section IV, the results of Fig. 4 show that the detection
capabilities of the RA protocol improves as ∆θ gets larger.
For pA = 0.5% and 1%, the average number of detected UEs
is larger than 1 already for ∆θ > 4 and ∆θ > 12 samples,
respectively. This proves that, when the inherent timing offsets
are sufficiently different, the RA procedure is able to resolve
the two UEs, though both have selected the same code. For a
high-overloaded scenario with pA = 2%, the average number
of detected UEs is approximately 0.75 and increases very
slowly with ∆θ. This is due to the high interference created
by the other UEs entering the network. Notice that if two UEs
select the same code fjt
T
i and the SUCR protocol in [10] is
used, then at most one of them can be declared as Detected.
This is because the SUCR allows only the strongest between
the two to retransmit its code to the BS.
B. Performance evaluation
Fig. 5(a) plots the probability that a UE is declared as
Detected as a function of M when N = 8 or 12. Uncorrelated
Rayleigh fading is assumed. As expected, adding more anten-
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TABLE II: Probability to resolve a collision between UEs that have
selected the same pair of codes with Q = 2, N = 8, pA = 1%,
M = 100 and uncorrelated Rayleigh fading.
Setup Probability to resolve a collision
N = 8 w/o intercell interf. 0.81
N = 12 w/o intercell interf. 0.91
N = 8 w intercell interf. 0.55
N = 12 w intercell interf. 0.65
nas at the BS improves the RA performance in all cases, but
at a slow pace for M > 50. With M = 100, the probability
of success without inter-cell interference is 0.75 with N = 8
and 0.83 with N = 12. With inter-cell interference, it reduces
to 0.66 and 0.76, which is still relatively high taking into
account that the average number of activated UEs is 25 while
the number of time-frequency codes is 16 or 24. For the
considered setup, the “baseline” approach yields a much lower
detection probability. Specifically, it provides 0.22 and 0.37
with N = 8 and 12, respectively. Notice that for the “baseline”
system the results are highly optimistic since it has been
assumed that, if a RA code is selected by a single UE, this UE
is detected by the BS independently of its power level (and
hence independently of the SNR). On the other hand, for the
proposed RA protocol the results in Fig. 5(a) take into account
the power levels of the different UEs trying to access the
network as well as the interference coming from other cells.
Fig. 5(b) illustrates the root mean-square-error (RMSE) of the
timing estimates versus M for N = 8 and 12. In both cases
(with and without inter-cell interference), the results show that
the RMSE decreases fast as M grows large, and it is smaller
than a few sampling intervals for M > 50 with both N = 8
and 12. This provides evidence of the fact that, unlike existing
solutions, the proposed protocol allows to compute reliable
estimates of the timing offsets.
To further highlight the capability of the proposed RA
procedure of identifying UEs that have selected the same
pair of time- and frequency-domain codes (by exploiting
timing misalignments), Table II reports the probability to
resolve collisions with N = 8 and 12 (with and without
intercell interference) under the condition that two or more
UEs (sharing the same codes) reply to the DL RA signal
transmitted by the BS (according to (38) and (39)). As seen,
with N = 8 collisions are resolved with probability 0.55 and
0.81 with and without intercell interference, respectively.
Fig. 6 evaluates the impact of correlation at BS antennas
when the exponential correlation model in (57) is used with
M = 50 and M = 100. Fig. 6 shows that with M = 100
the detection probability is marginally affected by values
of the correlation factor r up to 0.8 for both cases (with
and without intercell interference). If M is reduced to 50,
then the performance deteriorates as soon as r ≥ 0.6. This
is because with M = 50 and r = 0.6 the number of
independent observations becomes on the same order of N
and thus the estimation accuracy of the sample correlation
matrix Rˆz decreases. Numerical results (not reported for space
limitations) show that the RMSE of timing estimates keeps
constant for all the considered values of r. This makes the
proposed RA protocol well suited for both uncorrelated and
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Fig. 6: Performance of the proposed RA protocol when the correlated
Rayleigh fading model in (57) is considered with Q = 2, N = 8,
pA = 1% and M = 50 or 100. Both cases with and without intercell
interference are considered.
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Fig. 7: Average number of attempts required by a given UE to be
successfully detected with with Q = 2, N = 8 or 12, and M = 100.
Both cases with and without intercell interference are considered with
uncorrelated Rayleigh fading.
correlated propagation channels.
The main purpose of an RA protocol is that every UE should
be admitted to data transmission after as few RA attempts as
possible. Fig. 7 shows the average number of RA attempts,
ηA, that each UE makes as a function of pA, with N = 8 and
12, and in both cases with and without intercell interference.
Uncorrelated Rayleigh fading is considered. As expected, ηA
increases as pA grows. With pA = 1%, 2 ≤ ηA ≤ 3
attempts are required for all the investigated scenarios. With
the baseline procedure, ηA rapidly increases with pA (this
is particularly evident with N = 8), and a significantly
larger number of retransmissions is required compared to the
proposed RA protocol.
C. Complexity analysis
As illustrated in Section III, the proposed RA procedure
operates through three steps of which Step 2 is exactly the
same as Step 2 of the SUCR protocol [10]. The additional
complexity of Steps 1 and 3 is assessed in terms of com-
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TABLE III: Computational complexity of Steps 1 and 3
Number of complex multiplications and divisions
Step 1 Q
(
K2+K
2
(N − 1) +K2(N − 1) +K3 + K
3
−K
3
+M
(
N + N
2
+N
2
+K2N +KN2 +K2 + K
3
−K
3
))
Step 3 Q (MK(N +NQ) +MK)
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Fig. 8: Number of complex operations (multiplications and divisions)
per Steps 1 and 3, when N = 8 and N = 12.
plex multiplications and divisions as follows.12 In Step 1
for each given time-domain code, evaluating z(m) in (16)
for m = 1, . . . ,M and requires MN complex multipli-
cations while the complexity involved in the computation
of Rˆz is approximately M(N
2 + N)/2. The computation
of the eigenvectors of Rˆz requires N
3 operations whereas
evaluating V =
(
VH1V1
)−1
VH1V2 needs
13 approximately
K2+K
2 (N − 1) + K2(N − 1) + K3 + K
3−K
3 under the
assumption that Kˆ = K . The computational burden of channel
estimation is M(K2N + KN2 + K2 + K
3−K
3 ). In Step 3
for each time-domain code, the computation of {Zul(j)m} in
(43) for m = 1, . . . ,M requires MK(N + NQ) complex
multiplications whereas MK multiplications are required for
{rul(j)} in (44). The number of complex operations required
by the two steps is reported in Table III. As we can see, it
scales linearly withM for both. On the other hand, it increases
as N2 for Step 1 and as N for Step 3. Also, the functional
dependence with respect to K is linear only for Step 3 while
it is cubic for Step 1. Fig. 8 illustrates the number of complex
operations as a function of M with N = 8 and N = 12 when
the number of active UEs is always K = |I|pA. As expected,
Step 1 has the highest complexity. With M = 100, passing
from N = 8 and N = 12 increases the complexity of Steps
1 and 3 by a factor 1.36 and 1.48, respectively. Note that the
additional complexity due to Steps 1 and 3 is the price to pay
12Consider the matrices A ∈ CN1×N2 and B ∈ CN2×N3 . The matrix-
matrix multiplication AB requires N1N2N3 complex multiplications. The
multiplication AAH only requires
N21+N1
2
N2 complex multiplications, by
utilizing the Hermitian symmetry.
13Consider the Hermitian positive semi-definite matrix A ∈ CN1×N1 and
the matrix B ∈ CN1×N2 . The LDLH decomposition of A can be computed
using
N31−N1
3
complex multiplications. The matrix A−1B can be computed
usingN2
1
N2 complex multiplications andN1 complex divisions if the LDL
H
decomposition of A is known.
for detecting UEs while performing timing estimation with
high accuracy.
VI. CONCLUSIONS
We proposed an RA procedure for initial access and han-
dover in the uplink of Massive MIMO systems. Each UE
that wants to enter the network randomly selects a pair of
predefined RA codes and perform spreading over the RA
block in both frequency and time domains. By exploiting the
favorable propagation conditions offered by Massive MIMO
systems as well as the inherent different time offsets in the
reception of uplink signals, the proposed RA procedure aimed
at resolving collisions and, at the same time, performing
timing estimation. Numerical results showed that a few tens
of antennas are enough to successfully detect a given UE,
while providing reliable timing estimates (smaller than a few
sampling intervals). With 2.5 × 103 UEs that may simulta-
neously become active with probability 1%, a total of 16
frequency-time codes (in a given random access block) and
100 antennas, the proposed procedure successfully detects a
given UE with probability 75% while providing reliable timing
estimates, with a RMSE smaller than 6 samples. The price to
pay for all this is a certain increase of system complexity that
scales linearly with the number of antennas and quadratically
with the length of frequency-domain codes.
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