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The Marshallian Macroeconomic Model (MMM) developed by Veloce and
Zellner (1985) provides a novel way to study sectoral dynamics of an economy
in the presence of a dynamic entry/exit equation. Later extended by Zellner and
Israilevich (2005) to include interactions between households, production firms
and the government, this model exhibits very interesting dynamical behavior
of key economic variables such as the sales, number of firms and prices at the
aggregate as well the disaggregated level. Zellner and Israilevich (2005) show
that such dynamical behavior can range from smooth convergence or damped
oscillatory convergence to equilibrium to ”booms and busts“ typical of chaotic
systems depending on the choice of parameter values. Under these observations
we have undertaken the task of examining more closely the change in the quali-
tative properties of the long-run equilibrium in a special nested case of the two
sector MMM under variation of parameter values. We show the possibility of
stable solutions and an oscillatory convergence to the long-run equilibrium and
are able to offer a plausible explanation of such behavior based on price and
income elasticity parameters. Additionally we detect the presence of codim-1
Hopf bifurcations in this model when we vary either the sector one entry/exit
parameter or the tax rate.
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In my dissertation, I propose to provide a close examination of the dynamics
in the Marshallian Macroeconomic Model (MMM) initiated by Veloce and Zell-
ner (1985) in a one sector model and later extended by Zellner and Israilevich
(2005) to a multi-sector model with the government and monetary sector (see
Ngoie and Zellner (2008) for an application of the multi-sector model to eval-
uate policy experiments in South Africa). The advantage of MMM is that it
is a convenient way to incorporate information from disaggregation of differ-
ent sectors. For instance, explicit modeling of entry and exit behavior of firms
within sectors can explain the dynamics of output and prices within sectors and
their effects on aggregate output and prices. In econometric models that con-
sider only aggregate data such rich information is typically lost. In the above
mentioned models, the authors describe how the dynamics of the solution can
be affected by the parameters of the model and furthermore how a discrete ap-
proximation to the solution could exhibit even chaotic behavior. In my study
of these models, I intend to examine this dependence of the solution dynamics
on model parameters and identify theoretically feasible parameter regions that
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could lead to bifurcations within the model.
This thesis is divided into the following chapters. Chapter 1 traces the history
and development of the MMM with an emphasis on the role of the SEMTSA
approach, the role of disaggregation and the role of entry/exit equations in
competitive models. This chapter also contains a brief review of literature on
models of entry/exit behavior of firms. This is followed by a discussion on the
advantages of using continuous time econometric models as opposed to discrete
time in Chapter 2. A survey of continuous time macroeconometric models is
also provided in this chapter. Following this, the development and use non-
linear dynamics and bifurcation analysis in economics is discussed in Chapter 3.
Chapter 4 discuss the one-sector MMM and the n-sector generalized version of
MMM. In Chapter 5, I present the special nested case of the MMM in continuous
time along with an outline of the solution procedure for obtaining the long-run
equilibrium of this model. Section 6 draws a comparison between the one sector
MMM and the special nested case we consider in terms of stability and nature
of disequilibrium dynamics. Chapter 7 includes a discussion of the calibrated
parameter values that we have chosen for our bifurcation analysis and presents
the main results of this thesis. Chapter 8 concludes with directions for future
research.
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1.1 History and development of the MMM
1.1.1 The SEMTSA approach
Before we delve deep into the model and its dynamics it is imperative that we
trace the origin, the cause and sequence of development of such a model which
has been shown to do very well with respect to econometric estimation, fore-
casting precision and being rationalizable in terms of existing economic theory.
(See Zellner and Chen (2001) for an implementation of the MMM for forecasting
output growth rates in 11 US industrial sectors.)
One of most important reasons for the use of the MMM can be traced back
to the seminal works of Zellner and Palm (1974, 1975, 2004), Palm (1976, 1977,
1983) and Zellner (1997, 2004) along with contributions from Garcia-Ferrer,
Highfield, Palm and Zellner (1987), Hong (1989) and Min (1992), in the de-
velopment and application of the SEMTSA (Structural Econometric Modeling,
Time-Series Analysis) approach for the purpose of econometric model building
and checking existing dynamic econometric models. The superiority of such an
approach when compared with large statistical models like the VAR and other
popular large multi-equation stochastic structural models lies in the fact that
theoretical models can be used to derive and thus justify the use of empirical
models based on SEMTSA. Thus such an approach to econometric modeling
provides the much needed tools that help in analyzing and investigating empiri-
cal macroeconomic phenomena using “...a structural or causal model rather than
just an empirical, statistical forecasting model that does not explain outcomes
or possible causal relations very well...” as Zellner states in Zellner (2002).
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The starting point of the SEMTSA approach involves the use of simple mod-
els in the form of dynamic equations for individual variables. Once such a model
is formulated, it is tested with past data and forecasting exercises using the
model is undertaken. If the model responds reasonably well to these tests, then
such variables are used to form a multivariate model which in turn is again put
to test in terms of how well it does with respect to explaining variations in past
data and forecasting. This process is followed by a continuous effort to improve
the performance of the model.
The first variable chosen as a candidate for SEMTSA was growth rate of real
GDP for nine industrialized countries by Zellner and his co-authors in Garcia-
Ferrer, Highfield, Palm and Zellner (1987). They observed that with the use of
an autoregressive leading indicator (ARLI) model and later an autoregressive
leading indicator world income (ARLI/WI) model for eighteen industrialized
countries combined with the use of the Bayesian shrinkage technique (see Zellner
(1997), Zellner and Min (1999) and Zellner and Palm (2004)) produced improved
forecast precision and a remarkable success in forecasting 70% of the 211 unique
turning points.
The next step in the SEMTSA approach was to rationalize these ARLI and
ARLI/WI forecasting equations for eighteen industrialized countries in terms of
economic theory. In fact several researchers were able to derive these empirical
forecasting relations from theoretical models. For instance, Zellner (2000) was
able to derive them from an aggregate demand and supply model, Hong (1989)
from a Hicksian IS-LM macroeconomic model and Min (1992) from generalized
real business cycle model. However it was observed that the root mean square er-
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ror of the model forecasts of annual real GDP growth rates from these SEMTSA
models were still high. This could be due to the fact that the theoretical mod-
els justifying the ARLI and ARLI/WI given above do not consider important
phenomena like industrial sectors exhibiting different cyclical properties, entry
and exit of firms, sector linkages, etc. Thus in order to improve the accuracy of
forecasts Zellner proposed the use of sector-wise disaggregated data and the use
of a Marshallian competitive model for each sector.
1.1.2 Advantages of disaggregated data
In all such works involving the MMM we notice the role of sectoral disaggrega-
tion which automatically brings the following question to mind. How beneficial
is disaggregation and how does one judge the improvement in forecasting abil-
ities of these models? Zellner and Israilevich (2005) summarize some of the
advantages of considering disaggregated data. Firstly, different sectors exhibit
different seasonal, cyclical and trend behaviors and predicting such behavior is
itself of interest. In addition each sector is subject to both sector-specific as well
as aggregate variable effects. Furthermore, given that sector specific relations
have errors that have differing variances that are correlated across sectors, it
is possible to combine joint estimation and prediction methods with Stein-like
shrinkage techniques to improve sectoral and aggregate parameter estimates and
prediction precision.
Furthermore, Zellner and Tobias (2000), showed that the use of disaggregated
data in their ARLI model definitely helped in terms of better forecasts given
that their model exhibited lower root mean squared error (RMSE) and mean
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average error (MAE). Also disaggregation provides the modeler with greater
number of observations which when coupled with a good model specification
can yield better forecasts. In Ngoie and Zellner (2008), the authors point out
that in the presence of output growth rate differentials across sectors, as was
the case of South Africa, the use of aggregate data would fail to capture and
thus hinder the analysis of detailed policy shocks such as Thatcher-like policy
reforms implemented in South Africa. In addition to this, since labor, capital and
technology play different roles in different sectors it is important that one uses
sector-wise disaggregated data for each sector which will help forecast sectoral
growth rates more accurately and capture the seasonal, cyclical and trend like
behavior more consistently. We refer the reader to the Zellner and Chen (2001)
paper for a graphical illustration of the disparity in the sectoral growth rates of
11 different sectors of the US economy.
1.1.3 Entry and exit in competitive models
As pointed out by Veloce and Zellner (1985), most empirical models for compet-
itive markets treat the number of firms as constant, a plausible assumption for
the short run but not for long run. There have been relatively few models that
have actually examined the dynamics of typical demand-supply-entry (DSE)
models of industries. However, it is possible that firm entry and exit behavior
could affect the dynamics of sectoral outputs and hence have aggregate effects.
Veloce and Zellner (1985) developed a barebones MMM where they estimated
the aggregate supply and entry/exit equations for the Canadian furniture indus-
try and showed that the introduction of the number of firms as a variable in the
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model improved the explanining power of the model and accuracy of estimates
(for instance, the supply elasticity with respect to wage rate was positive when
the number of firms was not included as an explanatory variable). Similar mod-
els for different sectors (like agriculture, services, mining, construction, etc) of
the US economy were formulated with the aim of obtaining disaggregate sectoral
forecasts that could be summed across sectors to give aggregate forecasts (see
Zellner and Chen (2001)). In a more recent paper Zellner and Israilevich (2005),
extend the MMM to multiple sectors and include the government and monetary
sectors. As expected, their simulation experiments indicate the importance of
entry/exit behavior in determining the dynamics of sectoral output.
There is an extensive literature on entry/exit behavior in the field of indus-
trial organization and several of these studies include macroeconomic variables
as determinants of entry/exit decisions. I will now give a brief survey of several
models of entry/exit to outline some of the important considerations for firms
in their entry or exit decisions. Before outlining some of the earlier works on en-
try/exit models, I will draw attention to the definition of entry as suggested by
Mansfield (1961). Mansfield (1961) defined entry in three ways. The first con-
cept defines entry as the net change in the number of firms in an industry. The
second concept defines entry as the extent to which firms establish themselves in
an industry by either construction of new plants or by acquiring existing firms.
The third concept deals with the gross measure of entry that takes account of
the number of firms that enter with new plants regardless of the number of firms
that did away with their plant during that period. Using the first two concepts,
Mansfield (1961) studied the quantitative effects of factors such as capital re-
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quirement and profitability on the rate of entry in an industry and the effect
of successful innovation on a firm’s growth rate. By testing for Gibrat’s law
of proportionate effect, he concluded that smaller firms have relatively higher
death rates while those firms that do survive tend to exhibit higher and more
variable growth rates than larger firms. Peltzman (1965) touched upon the issue
of entry through his empirical study on factors such as licensing requirements
from government agency that affect entry in the US commercial banking sec-
tor. However in contrast to the definitions used by Mansfield (1961), Peltzman
(1965) looked at the formation of a new bank (applicable to other firms) as the
investment in new capital in the industry.
In Orr (1974), a model of entry is formulated and estimated to study the
determinants of entry. The study involves the use of data on 71 three-digit in-
dustries of the Canadian manufacturing sector. In analyzing the cross-sectional
difference in entry across these industries, the author considers entry barriers
as determinants of entry rather than profit rates. This is an improvement over
past works (Comaner and Wilson (1967) and Miller (1969)) where profit rate
is regressed on factors that deter entry. A problem with using profit rates in-
stead of an entry variable is the error in calculating profit rates which can occur
due to difference in treatment of depreciation across firms, the treatment of ad-
vertising expenditure and expenditure on research and development as current
expense rather than as a depreciable investment and not accounting for human
capital and other forms of intangible capital. After considering the factors (such
as past profit rate, past growth rate of industry output, capital requirements,
advertising intensity etc.) that may explain entry, the author concludes that
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capital requirements and advertising intensity are significant barriers to entry
while past profit rates and industry growth rate have weak but positive effect on
entry. It is worth noting here that the MMM considers the difference between
current profit and long-run equilibrium profits as a determinant of entry which
is more in line with competitive models.
Berck and Perloff (1984) studied a dynamic model of open access fishery de-
fined by equations for the evolution of fish stock and entry-exit of boats from the
fishing industry over time. It is indeed very interesting how the authors formu-
late the entry-exit behavior of boats and compare between the two cases where
agents are assumed to have either perfect foresight or adaptive expectations. In
both these cases entry is proportional to present value of expected profits. In
particular with adaptive expectations expected profits are set equal to current
profits while under the assumption of rational expectations, the present value of
expected profits equals present value of realized profits. It is worth mentioning
that in the MMM, the long-run profits are determinants of entry and ideally this
should be the expected long-run profits. Different ways to model the formation
of expectations can result in different kind of dynamics and is still an open area
for research.
Chetty and Heckman (1986) present a dynamic model of a competitive in-
dustry with entry and exit of firms and propose a method for estimating the lag
structure of output and factor demands based on economic theory. Moreover,
the production units are treated as heterogeneous in terms of their effciency of
factor utilization. With this model they were able to derive an explicit empiri-
cally tractable lag structure for industry demand and supply based on economic
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theory and these lag structures were dependent on economic history and yet
estimable. Thus this made it possible to avoid the use of purely statistical time
series that do not adequately identify lag structures. The construction of aggre-
gates depends on economic conditions which in turn determine entry and exit of
firms in the industry. While this model looks only at within industry dynamics,
the approach of the MMM is an attempt to incorporate the dynamics within the
industry (or sectors) which in turn determine the dynamics of aggregate output
and price.
In Hopenhayn (1992), a dynamic stochastic competitive equilibrium model
is analyzed that can account for entry-exit endogenously. Each firm faces un-
certainty in the form of a firm specific productivitiy shock. The decision to exit
the industry depends on these shocks. To enter the industry, potential entrants
require an unrecoverable investment. The MMM does suppose that there is such
an entry cost but does not explicitly model it. However it is flexible enough to
allow these costs to be time-varying and model explicitly.
In Siegfried and Evans (1994), the following definitions of entry and exit are
considered. Entry occurs if a firm starts producing a new product not produced
before or sells an existing product in a new geographic location. Diversification
by an already existing firm as well as new business start-ups are also consid-
ered as entry. Exit is said to occur if a firm stops producing a product or
discontinues sales in a particular geographic market. Given that entry and exit
affect competition in a market as well as encourage innovation and change, this
paper provides a survey of past empirical work on factors that encourage and
impede both entry and exit. Among factors that serve as incentives for en-
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try were expected profitability (see Hirschey (1981), Duetsch (1984), Chappell,
Kimenyi and Mayer (1990)) and market growth rate (see Orr (1974), Duetsch
(1975)). Profitability was seen to have a positive effect on net entry based on a
cross-sectional study of US manufacturing industries while market growth rate
(measured by past growth rate of industrial sales revenue) was also seen to have
a positive effect on net entry as reported in the aforementioned papers. Pre-
vious studies on both structural barriers (such as absolute cost barriers, scale
economies and multi-plant operations) as well as behavioral barriers (such as
limit pricing, excess capacity, signing of long term contracts with customers etc)
were reported in this paper. Through various studies on scale economies as an
entry deterrent, it seemed that this effect was ambiguous and although scale
economies do serve as a barrier to large scale entry, the empirical evidence is
not overwhelming. Most empirical work showed that excess capacity did not
prove to be an entry deterrent (see Highfield and Smiley (1987), Yip (1982),
Hilke (1984)). Masson and Shaanan (1986) did however find evidence of lower
entry volume in markets with excess capacity based on a study of 26 US man-
ufacturing industries. In the MMM, the supposition of decreasing returns to
scale rules out excess capacity.
In Ilmakunnas and Topi (1999), several microeconomic and macroeconomic
influences on entry and exit are studied empirically with reference to the the
case of the Finnish manufacturing industry. Panel data for three digit industries
covering the six year period between 1988-1993 is used for this study given that
this period includes both high growth as well as recessions making it especially
suitable for taking a look at various macroeconomic factors that may determine
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entry and exit of firms. Based on the premise that potential entrants decide to
enter or not by looking at future profits, the authors consider a model where
entry (measured by number firms entering the industry) is a function of the
difference between expected profit and the cost of entry along with such factors
as supply of entrepreneurs and credit supply. The cost of entry in turn depends
on entry barriers (such as scale economies) and cost of finance. It is assumed
that expected profits depend on past profits, growth and size of the firm as
well as macroeconomic factors such as change in real interest rate, change in
real GDP and changes in real exchange rate. They conclude that past profits
did not explain entry while scale economies had a negative impact on entry.
Macroeconomic variables such as real interest rate had a negative effect on entry
when real exchange rate was included while there was a positive relation between
GDP growth and entry. The entry/exit equation in the MMM is flexible enough
to include macro variables like aggregate price level, factor price index and
interest rates. However the entry equation needs to be appropriately modified for
these variables. The interesting aspect of the MMM is that it accommodates the
inter-linkage between entry/exit across different sectors and the macroeconomic
variables.
The dynamic entry/exit equation considered in this model relates the de-
cision of a firm to enter or exit to the difference between the long-run aggre-
gate industry profitability to the current aggregate profit in the sector. In the
original 2 sector MMM with government and money markets included, Zellner
and Israilevich (2005) conduct simulation exercises to explore dynamics of key
variables in the model. They show that it is possible to have dynamics rang-
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ing from smooth convergence to equilibrium, oscillations or even ”booms and
busts” which is consistent with chaotic models. This wide array of dynamics
gives rise to a need for a more detailed inspection of the qualitative properties
of the model. In this paper I choose the entry/exit parameter of sector one and
the tax rate to investigate their individual effects on the sales in both sectors.
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Chapter 2
Virtues of Continuous Time Econometric models
The complete one sector and n-sector MMM was originally developed in discrete
time models. Zellner and Israilevich (2005) mention that whether the economy
is best modeled in continuous or discrete time is an issue that would require
more theoretical and empirical analysis. I however will consider the equivalent
continuous time versions of these models for my analysis. To justify the use of
continuous time, I will list some of the virtues of continuous time economet-
ric models as enumerated by Bergstrom (1996). Most macroeconomic variables
are measured at regular discrete intervals like quarterly or annually. However
given that these variables adjust at much shorter random intervals as a result
of economic agents making uncoordinated decisions at different points of time,
it is best to consider continuous time models. These models are able to better
account for the interaction of variables during the unit observation period. Fur-
thermore, economic theory provides information on the particular interactions
of these variables. If the sample size is small it is important that one uses all
this information for the purpose of estimation. This again can be accomplished
using continuous time models. A second advantage relates to the ability of con-
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tinuous time models to represent a causal system. In causal chain models each
variable responds to stimulus provided by a proper subset only of the other vari-
ables of the model even though all variables interact during the unit observation
period. Causal chain models are able to take account of the a priori information
regarding the causal orderings of variables. For instance in a linear differential
equations model, most coefficients are restricted to zero and the causal orderings
are represented by the zero restriction patterns. The assumption that the vari-
ables can be arranged as such a causal chain is not dependent on any economic
theory but only on the modeler’s knowledge of information available to agents
at diferent points in time. For example, consider the case of aggregate consumer
expenditure on a particular day. In this case variables known to the consumer
(such as the personal income, personal assets and prices for that particular day)
will affect expenditure. Variables such as exports, imports or investments for
that day will not affect expenditure. The use of this information can reduce
variance of parameter estimates but to do this efficiently, one would need to use
continuous time models.
The standard estimation procedures for discrete time models treat stock and
flow variables in the same manner thus leading to bias due to specification er-
ror. Estimation procedures for continuous time models are able to distinguish
between stock and flow variables. Discrete time models are not flexible enough
since the form of any particular model will depend on the unit observation period
and this is a drawback due to the different types of data available. However, con-
tinuous time models are not affected by this drawback as they do not depend on
the observation period. This is an advantage for econometricians who generally
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work on available data rather than choose the observation period. Moreover
even if variables are observable at discrete intervals of time, continuous time
models can be used to generate continuous time paths for such variables.
In what follows I will outline a brief suvey of continuous time macroeco-
nomic models that have been in existence since the early 1970’s. The list is
not exhaustive by any means and and for the sake of brevity I will mention
only some of the papers. For a more detailed survey, refer to Bergstrom (1996)
from which this survey is taken. The use of continuous time models to analyze
macroeconomic phenomenon from an empirical standpoint started in the 1970’s.
Two of the earliest works in this direction were the disequilibrium adjustment
model of the UK financial markets by Wymer (1973) and the three equation
model of the US business cycle by Hillinger, Bennett and Benoit (1973). This
was followed by a dynamic disequilibrium neoclassical growth model for the UK
economy due to Bergstrom and Wymer (1976). Two other significant models
for the UK economy were due to Jonson (1976) and Knight and Wymer (1978).
Following the tradition of Bergstrom and Wymer (1976), economy wide mod-
els for other countries were formulated. Notable papers in this direction include
the continuous time models for the Australian economy by Jonson, Moses and
Wymer (1977) and for the Italian economy by Gandolfo and Padoan (1982, 1984,
1987, 1990). Among other macroeconometric models that were developed were
models for the Italian economy by Tulio (1981) and Fusari (1990), models for
Canada by Knight and Mathieson (1979), for Germany by Kirkpatrick (1987),
for the US by Donaghy (1993), for Sweden by Sjoo (1993), for New Zealand
by Bailey, Hall and Phillips (1987). The 1976 model by Bergstrom and Wymer
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(1976) for the UK economy was re-formulated as a system of second order differ-
ential equations along with certain other modifications such as a more elaborate
financial sector in Bergstrom, Nowman and Wymer (1992) and estimated using
Gaussian method.
Other areas in which continuous time macroeconometric models have been
used include those for investigation of business cycles in Germany by Hillinger
and Schuler (1978) and in the US by Hillinger and Reiter (1992) as well as
models for the UK financial sector by Wymer (1973), model for the Eurodollar
market by Knight (1977) and a global adjustment model of exchange rate and
interest rates by Richard (1980).
17
Chapter 3
Non-linear Dynamics and Bifurcation Analysis in
Economics
3.1 Non-linear Dynamics
The fact that economic phenomena is not neccessarily linear and attempts at
incorporating this non-linearity into economic modeling is certainly not a recent
development. In fact early works aiming at the development of non-linear eco-
nomic models dates back to the period between 1930-1950. See Perona (2005)
for a comprehensive survey of the use of non-linear dynamics in macroeconomic
models. It is particularly important to mention the work of Kaldor (1940) who
understood the need for introducing non-linearities to model the mechanics of
the functioning of an economy. His attempts at this follow from Kalecki’s work
(Kalecki (1935, 1937)) on explaining the origin of trade cycles. Having chosen
a linear investment decision, Kalecki ended up with a higher order linear sys-
tem and was faced with the dilemma of trying to explain how a linear system
exhibiting damped oscillations could account for sustained cyclical processes.
In this context it is particularly worthwhile mentioning Richard Goodwin who
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was the first economist to come up with an explicit mathematical non-linear
model of the trade cycle. Some of his works include the non-linear accelerator
model (Goodwin (1951)), and his celebrated article “A Growth Cycle” (Good-
win (1967)) where he used a predator-prey model which led to the emergence
of a limit cycle.
In the 1980’s there was a resurgence of interest in the use of non-linear dy-
namics in macroeconomics. Grandmont (1985) showed that it was possible for
even the most classical dynamic general equilibrium macroeconomic models to
demonstrate stable solutions or more complex solutions in the form of cycles or
chaos. The reason behind such disparate behavior was not a difference in struc-
ture of the model but rather the fact that the parameter space of such models
was stratified into subsets or bifurcation regions each of which supported a very
different kind of dynamics. As Barnett (2000) pointed out, it is possible for
economists having different policy views as represented by different parameter
values to agree on structurally similar models which is in contrast to earlier
beliefs that models with different structures translated to different policy views.
Additionally, once modelers accept the presence of non-linearity, empirical re-
search on differing parametric values can take precedence over the need to find
alternative structural macroeconomic specification.
Based on the book by Gandolfo (2009) we know continuous time dynami-
cal systems can be represented by systems of differential equations. There are
two ways to analyze these differential equations. The first approach involves a
quantitative way in which one focuses on finding explicit analytical solutions to
these equations or finding approximations to the equations using power series.
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However in many cases it is not possible to find a solution even if existence
and uniqueness theorems ensure that a solution exists. Thus it is important to
adopt the second approach or the qualitative approach. This approach involves
examining phase plots, Liapunov’s second method etc. to study the properties
of the solutions of differential equations without actually knowing these explicit
analytical solutions. The qualitative approach is very important in economic
dynamics since in a lot of situations we do not know the exact form of the func-
tions involved in the model. However economic theory does tell us some of the
qualitative properties such as signs of partial derivatives.
3.2 Bifurcation in Economic Models
In this paper I will be focussing on the phenomenon of bifurcation which forms an
integral part of qualitative approach to studying dynamical systems. Informally,
we say that a system has undergone a bifurcation if a small, smooth change in
parameter value(s) produces a sudden topological change in the nature of the
singular points and trajectories of the system. In empirical economic models
it is common to estimate parameter values and provide appropriate confidence
intervals for such estimates. If the bifurcation or critical value of the parame-
ter lies inside the confidence interval, the system can lose structural stability.
Thus it is important that the modeler is aware of the existence of such bound-
aries particularly if analysis of policy implications is the issue at hand. Also, if
these bifurcation regions happen to intersect the feasible parameter space (based
on economic theory), then this could have serious implications for theoretical
models of economic dynamics as well.
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Bifurcations can be both local and global. Local bifurcations can be stud-
ied through analysis of changes in the local stability properties of equilibria or
periodic orbits of a system when parameters cross a critical value. The basic
technique for examining local bifurcations involves linearizing a non-linear sys-
tem around its equilibrim since in general non-linear systems behave in the same
manner as linear systems in a close neighborhood of the equilibrium. This objec-
tive is achieved by obtaining and evaluating the Jacobian matrix of the original
system at the equilibrium and then studying the eigenvalues of the Jacobian. At
a bifurcation point the number of equilibrium may change, there maybe changes
in their stability and/or changes in the nature of orbits near the equilibrium.
Examples of local bifurcations include saddle-node (fold) bifurcation, tran-
scritical bifurcation, pitch-fork bifurcation, period-doubling (flip) bifurcation
(occurs only in discrete time system) and Hopf bifurcation. Formal definitions
of all these concepts are provided in the following subsection. All definitions
and related concepts are from Kuznetsov (2004) and Barnett and He (2004).
Global bifurcations occur when larger invariant sets of the system collide
with each other or with the equilibrium of the system. Such bifurcations cannot
be detected through local linearization of the original system and I will not be
examining this phenomenon for my present purpose.
Examining the existence of bifurcations in economic models has important
consequences for theoretical and empirical model building in economics. This
section provides a brief survey of the literature of bifurcation detections in eco-
nomic models. Boldrin and Woodford (1989) give an extensive survey of de-
velopments in dynamic general equilibrium theory and conditions under which
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endogenous fluctuations are possible. In their survey they mention that deter-
ministic dynamical systems can generate chaotic dynamics. They also point out
that even though a stable model gives the best fit within the class of models
considered, it is not proof that the true model is stable (one that generates en-
dogenous cycles). Their survey covers several papers that show the existence
of limit cycles and Hopf bifurcations. The possibility that general equilibrium
models could exhibit chaotic behavior was developed by Benhabib and Day
(1982) and Grandmont (1985).
Torre (1977) studied the structural stability of a continuous time Keyne-
sian model using bifurcation analysis. Torre analytically constructs bifurcation
boundaries to identify those areas of possible Hopf bifurcations within the the-
oretically feasible parameter space. Benhabib and Nishimura (1979) study a
multisector optimal growth model and use bifurcation analysis to show that the
optimal growth path (steady state) becomes a closed orbit for some values of the
discount rate within the theoretical feasible region. Nishimura and Takahashi
(1992) consider a multisector neoclassical optimal growth model and show that
for a given discount factor, Hopf bifurcations can happen based on the factor
intensity within each sector. We refer the reader to the survey by Boldrin and
Woodford (1989) for more details on work in this direction until the late 1980s.
Bala (1997) studies the continuous time tatonnement process for a two agent
and two commodity exchange economy and finds that varying a parameter de-
termining the dominance of income effect over substitution effect results in a
pitch-fork bifurcation, i.e. the equilibrium looses local stability while two new
locally stable equilibria appear.
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More recent work on detecting bifurcations in macroeconomic models have
been undertaken by Barnett and his co-authors, some of which is listed below.
Barnett and Chen (1988) and Barnett, Gallant, Hinich, Jungeilges, Kaplan and
Jensen (1997), among others, have tested for chaos and for other forms of non-
linearity in univariate time series. Barnett and He (2001) provide report on
a competition among competing empirical tests for non-linearity and chaos in
data and they find that the literature in this area still has several unresolved
problems. Barnett and He (2002) analyze the Bergstrom, Nowman and Wymer
(1992) dynamic continuous time macroeconometric model of UK to determine
if stabilization policy would indeed result in stability. They found that the
dynamic properties of the model is sensitive to parameter changes and show
the existence of transcritical and Hopf bifurcations for different policy parame-
ter. They also numerically construct bifurcation boundaries that intersect with
the statistical confidence regions provided by Bergstrom, Nowman and Wymer
(1992). In conclusion they determine that policies based just on reasonable eco-
nomic intuition could prove to be counterproductive. Furthermore, Barnett and
He (2004, 2010) analyzed the Leeper and Sims (1994) Euler equations model for
the US and found the existence of singularity bifurcations within the empirical
parameter space. This type of bifurcation has not been found before in eco-
nomics and is more common in engineering. Barnett and Duzhak (2008, 2010)
recently found the presence of period doubling and Hopf bifurcations in New
Keynesian models.
There has also been some work in studying the sensitivity of model dynam-
ics to parameter choices in dynamic microeconomic models in the industrial
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organization literature. Some of these are particularly relevant for models that
consider dynamic entry and exit of firms. For instance, Ferreira and Braga
(2005), study the effects of markup variability in Cournot model with free entry.
They show that with a positive markup (some degree of market power) there
may be indeterminacy of equilibrium and also Hopf bifurcations may emerge
depending on the parameters of the model.
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3.3 Some Concepts and Definitions
In this section I will outline some of the concepts and definitions used in this dis-
sertation. All definitions and concepts have been taken from Kuznetsov (2004)
and Barnett and He (2004).
Consider a continuous time dynamical system defined by
ẋ = f(x), x ∈ <n
where f is smooth. Let x0 = 0 be an equilibrium of the system and let A denote
the Jacobian matrix df
dx
evaluated at x0. Let n−, n0 and n+ be the numbers of
eigenvalues of A (counting multiplicities) with negative, zero and positive real
parts respectively.
Definition 3.3.1 An equilibrium is called hyperbolic if n0 = 0, that is if there
are no eigenvalues on the imaginary axis.
Consider two dynamical systems:
ẋ = f(x, α), x ∈ <n, α ∈ <m (3.3.1)
and
ẏ = g(y, β), y ∈ <n, β ∈ <m (3.3.2)
with smooth right hand sides and the same number of variables and param-
eters.
Definition 3.3.2 Dynamical system (4.1) is topologically equivalent to dynam-
ical system (4.2) if
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1. there exists a homeomorphism of the parameter space p : <m → <m, β =
p(α)
2. there is a parameter-dependent homeomorphism of the phase space hα :
<n → <n, y = hα(x), mapping orbits of the system (4.2) at parameter
values β = p(α), preserving the direction of time.
Definition 3.3.3 The appearance of a topologically non-equivalent phase por-
trait under variation of parameters is called a bifurcation.
Sufficiently small perturbations of parameters do not lead to changes in struc-
tural stability of a hyperbolic equilibrium. Thus bifurcation of equilibrium takes
place only at non-hyperbolic points.
Consider a continuous time dynamical system that depends on parameters
represented as
ẋ = f(x, α), x ∈ <n, α ∈ <m (3.3.3)
where x represents phase variables and α represents parameters respectively.
Definition 3.3.4 The codimension of a bifurcation in system (4.3) is the dif-
ference between the dimension of the parameter space and the dimension of the
corresponding bifurcation boundary.
A more practical definition of codimension as in Kuznetsov (2004) is the
number of independent conditions determining the bifurcation boundary.
Definition 3.3.5 A transcritical bifurcation occurs when a system has non-
hyperbolic equilibrium with a geometrically simple zero eigenvalue at the bifur-
cation point and when additional transversality conditions are also satisfied.
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Consider a one dimensional dynamical system
Dx = f(x, θ) (3.3.4)
For the one dimensional system as (4.4) the transversality conditions for a
transcritical bifurcation at (x, θ) = (0, 0) are:
• f(0, 0) = fx(0, 0) = 0
• fθ(0, 0) = 0
• fxx(0, 0) 6= 0
• f 2θx − fxxfθθ(0, 0) > 0
The canonical form for a one-dimensional system exhibiting transcritical
bifurcation is given by
ẋ = θx− x2
. Notice that for the parameter θ 6= 0 there are two solutions for this dynamical
system given by x∗ = 0 which is stable for θ < 0 and unstable for θ > 0 and
x∗ = θ which is stable for θ > 0 and unstable for θ < 0. Thus at exactly the
critical value θ = 0 there is an exchange of stability between the two equilibria
of the system and we have a transcritical bifurcation. This phenomenon is
demonstrated in the following bifurcation diagram for the canonical form.
The bifurcation diagram illustrates the behavior of the equilibrium of the
system as a function of the bifurcation parameter. The solid lines represent the
stable arms of the equilibrium while the dotted line represents the unstable arm






Figure 3.1: Diagram for Transcritical Bifurcation
Definition 3.3.6 Consider a one-variable, one-parameter differential equation
Dx = f(x, θ) (3.3.5)
Suppose that there exists an equilibrium x∗ and a parameter value θ∗ such













Then (x∗, θ∗) is a pitchfork bifurcation point.
The canonical form for a system demonstrating pitch-fork bifurcation is given
by
ẋ = θx− x3
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. As can be seen this system has three solutions for θ 6= 0. For all θ > 0,
we have two solutions x∗ = ±
√
θ being stable and x∗ = 0 being unstable. For
θ < 0, the system has one solution given by x∗ = 0 which is stable. Thus at the
critical value θ = 0, a pitch-fork bifurcation occurs where equilibria appear and
disappear in pairs. The figure below demonstrates this kind of bifurcation for
the normal form of a system exhibiting pitch-fork bifurcation.
θ
x∗
Figure 3.2: Diagram for Pitchfork Bifurcation
For all θ < 0, there is only one stable equilibrium denoted by the solid line.
At the bifurcation point, two additional equilibria appear with both being stable
for all θ > 0 while the x∗ = 0 equilibrium becomes unstable. This is called a
super-critical pitch-fork bifurcation.
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Definition 3.3.7 Consider a general one dimensional system
Dx = f(x, θ) (3.3.6)
Let x∗ be a non-hyperbolic equilibrium and let θ∗ be the corresponding parameter,





• f(x∗, θ∗) = 0








The simplest one-dimensional system that can exhibit saddle-node bifurca-
tion is represented by the following dynamical equation,
ẋ = θ − x2
. This system has two solutions for all θ > 0 given by x∗ =
√
θ which is stable
while the solution x∗ = −
√
θ which is unstable. There are no soluions when
the parameter θ < 0. Thus exactly at the critical parameter value θ = 0 a
saddle-node bifurcation occurs where two equilibria come together, collide and
annihilate each other. The bifurcation diagram below demonstrates the saddle-
node bifurcation for the canonical system described above. In case of a discrete





Figure 3.3: Diagram for Saddle-node Bifurcation
Definition 3.3.8 The bifurcation corresponding to the presence of
λ1,2 = ±iω0, with ω0 > 0,
is called a Hopf (or Andronov-Hopf) bifurcation.
Here λ1,2 are the complex conjugate eigenvalues of the continuous time dynam-
ical system.
The canonical form of a two dimensional dynamical system exhibiting Hopf
bifurcation is given by
ẋ = −y + x(θ − (x2 + y2))
ẏ = x+ y(θ − (x2 + y2))
This system has an equilibrium at (x∗, y∗) = (0, 0).The Jacobian of this
system has the complex conjugates θ ± i as its eigenvalues. At the critical
parameter value θ = 0, the roots become purely imaginary resulting in a Hopf
bifurcation. The bifurcation diagram below depicts the occurence of a Hopf
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point for the canonical system described above. As θ increases through the
value zero, the previously stable solution at the origin loses stability and a new
stable solution called the limit cycle emerges.
Figure 3.4: Diagram for Hopf Bifurcation.
Note that unlike for the three codimension one bifurcations, namely fold,
transcritical and pitchfork, Hopf bifurcation requires at least a 2 × 2 system.
Hopf bifurcation is the commonly encountered bifurcation in economic models.
Optimal growth models as well as overlapping generations models have been
seen to exhibit Hopf bifurcations.
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Chapter 4
The Marshallian Macroeconomic Model
4.1 The One Sector Marshallian Macro Model without
the Government and Money in Continuous time
In what follows I will outline the extended version of the Marshallian Macro
Model (MMM) as formulated by Veloce and Zellner (1985). The current model is
an improvement over the former given that Zellner and his co-author Israilevich
introduce factor markets into the original three equation deterministic demand,
supply and entry (DSE) model and obtain a complete seven equation model for
a one sector Marshallian industry.
It is assumed that at any point of time t, there exists N = N(t) identical,
competitive, profit-maximizing firms in operation. Firms produce a single ho-
mogenous product using two factors of production, labor L and capital K. A
typical firm has a Cobb-Douglas production function
q = A∗LαKβ
where 0 < α, β < 1 and A∗ = A∗(t) = AN(t)AL(t)AK(t). Here AN(t)
is a neutral technological change factor, AL(t) is a labor augmenting factor
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and AK(t) is a capital augmenting factor. These factors are introduced to take
account of any qualitative changes in the firm’s inputs, namely labor and capital.
The production function exhibits decreasing returns to scale (captured by α +
β < 1)with respect to labor and capital which could arise as a result of exclusion
of such factors as entrepreneurial skills from the model.
Each firm maximizes profit π by choosing inputs L and K given price of
the product p and the nominal wage rate w = w(t) for labor and nominal rent
r = r(t) for capital services. Thus each firm’s optimization problem is given as
max
L,K
π = p(A∗LαKβ)− wL − rK
If q is the profit maximizing output then s = pq is the sales for the firm. The
aggregate nominal sales supply function S = Npq for this industry is obtained
by summing over all firms and is given by
S = NAp1/θw−α/θr−β/θ
where A = A∗1/θ and 0 < θ = 1− α− β < 1.
The above equation is expressed in terms of growth rates by logging and


























Notice here that in the absence of entry and exit from this sector i.e Ṅ
N
= 0
and no technological change i.e Ȧ
A
= 0, an equi-proportionate change in product






The industry aggregate output demand function is assumed to be given by





where B is a constant, p denotes product price, Y is the nominal disposable
income and xi is the ith determinant of demand, for i = 1, 2, ...d. xi includes
such factors as money balances or demand trends. On multiplying the aggregate



















Notice here that in the absence of government and thus taxes, nominal dis-
posable income can be replaced by nominal sales S. Here η > 0 is the own
price elasticity, ηs is the income elasticity, ηh is the elasticity with respect to
number of households and ηi represents elasticity of demand with respect to the
other demand shift factors. Here again with ηs = η implying absence of money
illusion, everything else remaining unchanged, an equi-proportionate change in
prices and nominal income will leave real demand unaffected.
The following equation governs the entry/exit behavior for firms in the in-
dustry. Π = θS is current nominal industry aggregate profit while Fe is the
equilibrium profit at time t taking account of discounted entry costs. Here γ′
and γ = γ′θ are both functions of time and both assumed positive. γ is the
speed of adjustment coefficient. Given that we expect γ > 0, we can interprete
the entry/exit equation as follows. A positive departure from equilibrium profits
Fe will attract new firms into the industry while a negative departure from Fe
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will induce firms to leave the industry as predicted by Marshall. The larger the





(Π− Fe) = γ(S − F ) (4.1.3)
From the first order conditions of profit maximization the optimal aggregate








respectively. Again on taking log and differentiating with respect to time the
following factor demand equations for this sector are obtained. Equation 4.1.4
gives the aggregate demand for labor L while Equation 4.1.5 gives the aggregate

















It is assumed that the labor supply takes the following form





As we can see labor supply depends on real wage w/p, real disposable income
Y/p, the number of households H and certain other ”supply shifters” given by
zi, i = 1, 2, ...l. Here again the nominal disposable income Y will be replaced
by nominal sales S. δ is the elasticity of labor supply with respect to real wage
w/p, δs is the elasticity of labor supply with respect to real income Y/p, δh is
the elasticity with respect to number of households H and δi is the elasticity of
labor supply with respect to the ith determinant of labor supply for i = 1, 2, ...l.
36
On logging and differentiating with respect to time the following labor supply























Similarly for the capital supply it is assumed to be of the following form





As can be seen capital supply depends on real rental rate r/p, real disposable
income Y/p, the number of households H and other supply shifters denoted
by vi, i = 1, 2, ...k. Again the exponents of these determinants turn out to be
elasticities of capital supply with respect to the determinants.
























Equation 4.1.1 through Equation 4.1.7 define the Marshallian Macroeco-
nomic Model with one sector in the absence of government and money markets.
There are seven endogenous variables N,L,K, p, w, r and S while the variables
H,A∗, Fe, x, z and v are assumed to be exogenously determined. The model can





= a(S − F ) + bg (4.1.8)
where a = γ
1−f and b =
1
1−f are parameters and g is a linear function of
the rates of change of the exogenous varibales A, xi, zi and vi. For explicit
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expression of g, a and b refer to Zellner and Israilevich (2005).
Note that if a, b, g and F are constants, then Equation 4.1.8 is the differential
equation for the logistic function. However if g = g(t) is a function of time, then
Equation 4.1.8 will be a particular form of Bernoulli differential equation as










1−f and k2 =
−γ
1−f . It can be seen that Equation 4.1.9 has two
equilibrium values at S = 0 and S = k1/k2. The solution S = k1/k2 is unstable
for positive values of k1 and k2. The nature of the solutions to Equation 4.1.9
have been discussed in great detail in Veloce and Zellner (1985) and Zellner and
Israilevich (2005). If the parameters in Equation 4.1.9 are constants, then there
cannot be cyclical movements. However if these parameters are allowed to vary
then the solution can be quite variable. In some cases where it is possible to have
discrete lags in Equation 4.1.9, we will end up with mixed differential-difference
equation that can again produce cyclical solutions.
Further Zellner and Israilevich (2005) provide some discrete approximations
to Equation 4.1.9 which can exhibit quite different dynamics in the form of
oscillatory movements even with constant parameters. Two such discrete ap-
proximations considered by the authors are provided below:









Figure 4.1: One Sector Model (from Zellner and Israilevich (2005)).
Note that the dynamics of Equation 4.1.9 is determined by the parameters
k1 and k2. As I have shown in Figure 4.3 for this differential equation at k2 = 0
there is only one solution S = 0. For all other k2 there are two solutions (S = 0
and S = k1
k2
). Computationally in Figure 4.2 we see that there is a branching
point at (S, k1) = (0, 0). Moreover from the phase plots in Figure 4.3 we can
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see that as k1 changes from positive to negative the nature (stability) of the two
equilibria changes. That is there is exchange of stability of the two equilibria at
k1 = 0. This is otherwise known as a transcritical bifurcation.















































Figure 4.3: Transcritical bifurcation at k1 = 0
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4.2 The n-Sector Marshallian Macroeconomic Model in
Continuous Time
In this section I will present the generalized n sector MMM due to Zellner and
Israilevich (2005). The original model by Zellner and Israilevich (2005) was for-
mulated in discrete time. However in what follows I will present the continuous
time equivalent version of the MMM. This model is an extension of the MMM
due to Veloce and Zellner (1985) which allows for interactions among the vari-
ous sectors of the economy like consumers, producers and the government. Here
each of the n-sectors is modelled as a Marshallian competitive industry with an
aggregate demand function for its output, an aggregate output supply function,
an entry/exit equation and aggregate input demand functions. The government
plays a crucial role in this model as a purchaser of final goods and services in the
output market, inputs in the factor market and by collecting taxes from firms.
Additionally it is assumed that government expenditure influences firm level
productivity through an effect on technological change factor in each sector.
I will adopt the following notations for specifying the rate of change and the
growth rate of any variable Xi at time t. Let Ẋi =
dXi
dt
be the rate of change of
Xi at time t and X̂i =
Ẋi
Xi
be the growth rate of Xi. For the sake of convenience
























K is the product of a neutral technological change factor and
labor and capital augmentation factors. These factors are introduced to take
account of any qualitative changes in the firms’ inputs. L (resp. Ki andMi) is
the labor demand (resp. capital demand and demand for monetary services) for
firm i. αi (resp. βi and λi) denotes the output elasticity of labor (resp. capital
and monetary services). Zellner assumes that the production function exhibits
decreasing returns to scale with respect to the inputs to accomodate for the
exclusion of certain factors such as entrepreneurial skills from the model.
A typical firm maximizes profit πi by choosing optimal amounts of Li, Ki
andMi given the nominal wage rate w, nominal rental rate r, nominal interest









i )− wLi − rKi − τMi
The aggregate nominal profit-maximizing output supply Si of sector i is Ni
times the nominal profit-maximizing supply of each firm within the sector. This
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Taking log and differentiating the aggregate nominal sales supply function
with respect to time gives the growth rate of aggregate nominal sales supply
function for sector i as




















Equation (2.3) is the dynamic entry/exit equation for sector i. The first
term θiSi(1 − T ci ) is the aggregate after tax profit with T ci being the corporate
profit tax rate for this sector. The after tax profit is deflated by the output price
index P since a monetary sector is included in this model and potential entrants
will base their decision to enter on real profit. This gives us the real aggregate
after tax profit. When divided by Ni, we obtain real average after tax profit.
Fi
P I
is a long run equilibrium profit after taking account of discounted entry cost
deflated by input price index P I . γi, assumed to be positive is the time varying
speed of adjustment parameter. We can thus interprete the entry/exit equation
in the following way. A positive departure from long run equilibrium profit will
induce new firms to enter the industry while a negative departure will cause
existing firms to leave the industry.
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Technology
Equation (2.4) captures the effect of changes in real government expenditure G
P
on firm level productivity.




ωig is the elasiticity of technological change factor with respect to growth
rate of real government expenditure. This could be a result of government
expenditure in the form of provision of public services, infrastructure and R&D.
bij accounts for all other technological shift factors with ωij, j = 1..B, being the
respective elasticity.
4.2.2 Output Demand
The aggregate output demand for each sector i is assumed to be given exoge-
nously. In terms of growth rates the following equation shows the nominal
aggregate demand for good i as a weighted sum of growth rates of demands













(1− ηii)p̂i + ηij p̂j + Ψis(Ŝ + T̂ s
′






Gi is the nominal government expenditure on good i. It is assumed by the
authors that Gi grows at same rate as aggregate government expenditure G
such that Ĝi = Ĝ. The second term in equation (2.5) represents the growth rate
of aggregate nominal demand for good i from households. ηii is the own price
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elasticity while ηij is the cross-price elasticity of good i with respect to good
j. Ψis represents the income elasticity of demand with respect to aggregate
disposable income S(1 − T s′) with T s′ = (1 − T s), T s being the income tax
rate. Household demand for goods also depends on demand for real money
balances Mh with Ψim denoting the elasticity of demand for good i with respect
to demand for monetary balances. Additionally, the variables xj, j = 1..d are
other demand shift variables with Ψij being the respective demand elasticity.
4.2.3 Factor Markets
Labor Market
Optimal demand for labor for is obtained from individual firm optimization in
each sector i and is given by Li = αiPqiw . On multiplying this by price Pi,






On logging and differentiating this demand with respect to time, the following
equation is obtained for growth rate of Li
L̂i = Ŝi − ŵ (4.2.6)
with i = 1...n.
Similarly, it is assumed that the government’s optimal demand for labor is
given by Lg =
GL
w
. However it is assumed in this model that aggregate nominal
government expenditure G grows at the same rate as each component of the
expenditure. Thus we have Ĝ = ĜL such that in terms of growth rates, the
aggregate real government expenditure is given by
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L̂g = Ĝ− ŵ (4.2.7)











As we can see here, supply of labor depends on real wage w
P
, the real income
S
P
, the number of households H and some other supply shifters denoted by zi.
In terms of growth rates, the supply of labor can be represented as




Here δ is the elasticity of labor supply with respect to real wage, δs is the
elasticity of labor supply with respect to real income, δh is the elasticity with
respect to the number of households and δi is the elasticity with respect to
variable zi.
The equilibrium wage rate w can be solved for by equating labor supply to
aggregate demand for labor. The following equation shows the market clearing










The left hand side of equation is the weighted sum of growth rates of demand
for labor from the two sectors and the government.
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Capital Market
Similarly in the case of the capital market, optimal demand for capital is ob-
tained as a result of firm level optimization and is given by Ki = βiPqir . Sum-






. On logging and differentiating the aggregate optimal firm
demand for capital, demand for capital in terms of growth rate is obtained as
K̂i = Ŝi − r̂ (4.2.10)
with i = 1...n
Government’s optimal demand for capital is assumed to be given by Kg =
GK
r
where GK denotes the nominal capital demand. As mentioned earlier in the case
of labor market, Ĝ = ĜK such that in terms of growth rates, the aggregate real
government expenditure on capital is given by
K̂g = Ĝ− r̂ (4.2.11)











Supply of capital depends on real rental rate r
P
, the real income S
P
, the
number of households H and some other supply shifters denoted by vi. In terms
of growth rates, the supply of capital can be represented as





Here φ is the elasticity of capital supply with respect to real wage, φs is
the elasticity of capital supply with respect to real income, φh is the elasticity
with respect to the number of households and φi is the elasticity with respect
to variable vi.
The equilibrium rental rate r can be solved for by equating capital supply to
aggregate demand for capital. The following equation shows the market clearing










The left hand side of equation is the weighted sum of growth rates of demand
for capital from the two sectors and the government.
Money Market
The demand for real balances arises from the two sectors, households as well as
the government. In the case of firms, optimal demand for monetary services is
obtained from profit maximization conditions. The optimal firm level demand
for monetary service in the ith sector is Mi = λiPiqiτ . On aggregating over






. When expressed in terms of growth rates, the aggregate real demand for
monetary services is given by
M̂i = Ŝi − τ̂ (4.2.14)
with i = 1...n.
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In the case of government,the demand for real balances is assumed to be
given exogenously. Thus in terms of growth rates, the demand for real balances
is given by
M̂g = Ĝ− τ̂ (4.2.15)











Thus aggregate demand for real balances by households depends on real
interest rate τ
P
, real income S
P
, the number of households H and any other
demand shifters denoted by variable yi. In terms of growth rates the aggregate
demand can be represented as




Here µ represents elasticity of demand with respect to real interest rate, µs
represents elasticity with respect to real income, µh represents elasticity with
respect to number of households while µi represents the demand elasticity with
respect to any other demand shifters.
The nominal supply of money M0 is given exogenously. Thus in terms of
growth rates, the supply of real balances M0
P
is given by
M̂ = M̂0 − P̂ (4.2.17)
Equation(2.18) shows the market clearing condition in the monetary sector














The left hand side of Equation (2.18) shows the growth rate of aggregate
demand for money in the economy as a weighted sum of growth rates of demand
from the various sectors of the economy. By equating this to the growth rate of




A deficit/surplus term D is defined as D = G
R
and fixed exogenously in the
MMM. Thus in growth rate terms we have,
Ĝ = R̂ + D̂ (4.2.19)
The government revenue consists of income tax at the rate T s and corporate













4.2.5 Price Aggregates and Sales Aggregate
Equation (2.21) denotes the aggregate factor price index.
P̂ I =
wLŵ + rKr̂ + τMτ̂
wL+ rK + τM
(4.2.21)
















A Special Nested Case of the MMM
5.1 The Model
In this section I will consider a special nested case of the MMM to investigate
the presence of local bifurcations. As before, the economy is made up of two
production sectors, consumers and the government. However this being a special
case of the original MMM, there are several simplifying assumptions made to
make it possible to obtain closed form solutions for the steady states. For now we
have excluded the monetary sector from the model, excluded corporate profits
tax and assumed that there is a single uniform income tax rate imposed on all
households in the economy. Additionally we have assumed that the technological
change factor Ai for each sector i exhibits zero growth. The following section













with 0 < αi, βi < 1 and 0 < θi = 1 − αi − βi < 1. A∗i is the product of a
neutral technological change and labor and capital augmentation factors, which
is assumed in this paper to be a constant.
The aggregate nominal profit-maximizing output supply of each sector i, is
the number of firms in the sector, Ni times the nominal profit-maximizing supply
of each firm within that sector. In terms of growth rates, this can be expressed
as










I consider the simplest form of the entry/exit equation proposed by Zellner and
Israilevich Zellner and Israilevich (2005)
N̂i = γi[θiSi − Fi] (5.1.3)
For our analysis, just as in the examples in Zellner and Israilevich (2005), we
will consider γi to be time invariant. γi is the speed of adjustment coefficient for
sector i. Given that γi is assumed to be positive we can interpret the entry/exit
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equations as follows. A positive departure from equilibrium profits F ei will at-
tract new firms into the industry while a negative departure will induce firms to
leave the industry. The larger the value of γi, the faster will be this adjustment.
5.1.2 Output Demand
Since both the government and households demand goods from the two sectors,
the total demand for goods in the ith sector, i = 1, 2, is sum of the demands
from the government and the aggregate demand from households. As in Zellner
and Israilevich (2005) these demands are given exogenously but some of the
‘other factors’ determining household demand are omitted for simplicity. The
aggregate demand is thus given by,




j (S(1− T s))ηis
where Gi is the nominal government expenditure in sector i, S = S1 + S2 is the
total income (ouput), T s is the tax rate, ηii is the own price elasticity, ηij is the
cross price elasticity and ηis is the income elasticity.
As in Zellner-Israilevich, it is assumed that Gi, i = 1, 2 grows at the same
rate as aggregate nominal government expenditure G. Expressed in terms of
growth rates, the aggregate demand for goods in each sector is the weighted
sum of growth rates of demand from the government and households and is
given by






Given the Cobb-Douglas technologies, the aggregate profit-maximizing labor
demand from sector i is Li =
αiSi
w
. In terms of growth rates this turns out to be
L̂i = Ŝi − ŵ (5.1.5)




. Expressed in terms of growth rates, this demand is
L̂g = ĜL − ŵ (5.1.6)
where GL is the government’s nominal demand for labor.
Thus gorwth rate of aggregate demand from labor from firms and government










L̂g = l1L̂1 + l2L̂2 + lgL̂g (5.1.7)
The explicit dependence of the weights li, i = 1, 2, g on S1 and S2 is given in








Here again we leave out the ‘other factors’ that affect labor supply for sim-
plicity.
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In terms of growth rates the labor supply is given as
L̂ = δ(ŵ − P̂ ) + δs(Ŝ − P̂ ) (5.1.8)
with δ (resp. δs) is the elasticity of labor supply with respect to real wage
(resp. real income).
Capital Market
Similarly in the capital market, the aggregate demand from sector i is Ki =
βiSi
r




In terms of growth rates these demands can be expressed as
K̂i = Ŝi − r̂ (5.1.9)
and
K̂g = ĜK − r̂ (5.1.10)
respectively. As before we assume ĜK = Ĝ. Thus the growth rate of aggre-
gate capital demand is found to be the weighted sum of growth rates of demand









K̂ = k1K̂1 + k2K̂2 + kgK̂g (5.1.11)
The explicit dependence of ki, i = 1, 2, g on Si is given in the appendix.








, where φ (resp. φs) are the elasiticities of capital supply with respect to real
rental rate (resp. real income). In terms of growth rates, the supply of capital
turns out to be
K̂ = φ(r − P ) + φs(S − P ) (5.1.12)
‘Other factors’ that may affect the supply of capital have been omitted for
the sake of simplicity.
5.1.4 Government
Revenue
The government imposes a single uniform tax at the rate T s on output/income.
Corporate profit taxes are excluded in this special nested case for ease of analysis.
The tax revenue collected by the government is thus given by
R = T s · S
. In terms of growth rates, the revenue equation can be written as
R̂ = T̂ s + Ŝ (5.1.13)
Expenditure
Government spending includes expenditure on not only final output from the
two sectors but on inputs as well. Thus total npminal government expenditure
G is given by
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G = G1 +G2 +GL +GK
where Gi with i = 1, 2, L,K denotes the respective expenditures. Zellner
and Israilevich assume that each component of G grows at the same rate as G
itself. Thus assumeption is accommodated in the model in the following way.
Gi = ζiG (5.1.14)
Here ζi, i = 1, 2, L,K denotes the fraction of total government expenditure
in each market such that
∑
i ζi = 1. In terms of growth rates, this assumption
implies
Ĝi = Ĝ (5.1.15)
Government Budget
Zellner and Israilevich (2005) further assume that there is an exogenously deter-
mined deficit/surplus D, defined as the government expenditures as a percentage
of revenues, i.e. D = G/R. Thus the budget equation of the government in terms
of growth rates is
Ĝ = D̂ + R̂ = D̂ + T̂ s + Ŝ (5.1.16)
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5.1.5 Sales and Price Aggregates
Given that aggregate sales in the economy is S = S1 + S2, the growth rate of
the sales aggregate is defined as
Ŝ = s1Ŝ1 + s2Ŝ2 (5.1.17)
Similarly, the growth rate of the aggregate price index P is defined as






5.2 Solving the model
The above model is solved using market clearing conditions in all markets i.e
output and factor markets and incorporating the government’s budget equation.
The complete solution procedure is outlined in Appendix A. We are able to
reduce all these equations to yield the following system of dynamic equations
that govern the behavior of S1 and S2.
 Ṡ1
Ṡ2
 = F(S1, S2; Ω) = (H(S1, S2; Ω))(−1)D(S1, S2; Ω). (5.2.1)
The explicit form of the non-linear functions in F (i.e. the matrix H and
the vector D) can be found in Appendix A. Ω is the vector of all structural
parameters. The assumed values for these parameters are given in Appendix B.
It is easy to see that one of the equilibria can be obtained by setting
D(S1, S2; Ω) = 0
and solving for S1 and S2. This solution is particularly relevant for economic
purposes as this is the value of (S1, S2) at which there is no further entry or
exit (under the assumption the government deficit and tax rate do not change).
Further examination of the entry/exit equation yields that the values of S1 and












Unlike the continuous one sector version of the MMM, the two sector model
can exhibit oscillatory behavior for various parameter settings. To see why this
may happen we first consider the dynamics in the one sector model. In the one
sector model the dynamics of S is described by the following equation (which is
the one sector version of Equation 5.2.1), Veloce and Zellner (1985),
Ṡ = aS(S − F ).
Here the stationary solution S = F is stable if a < 0, which in Veloce and Zellner
(1985) is true if and only if the price elasticity η < 1 (i.e. inelastic demand).
This result can be understood by the following argument adapted from Veloce
and Zellner (1985). Suppose θS > F then with current profitability greater
than future profitability firms will enter causing the market supply to increase
resulting in a lower price. This drop in price will result in a lower aggregate
sales S (due the inelasticity of demand) decreasing the difference between the
current profitability, θS and equilibrium profitability, F . In a continuous time
model this process will result in a monotonic path to equilibrium. However, if
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demand is elastic (η > 1) then the solution is unstable and any deviation from
the equilibrium will result in divergence.
In a multisector model we need to consider the effect of cross price and income
elasticities along with own price elasticity. The interesting features arising from
the analysis of the two sector model in this regards is two fold:
1. Even when the two sectors have elastic demand (own price elasticity
greater than 1), the solution may be stable.
2. The path to the long run equilibrium may not be monotonic i.e. it may
depict oscillatory behavior.
To understand why these results may obtain consider the following argument
when Sector 1 is out of equilibrium. This argument is very general and can
be directly adapted to the case of Sector 2. Suppose the two sectors produce
normal goods that are substitutes and consider a situation where Sector 1 is
out of equilibrium say, S1 >
1
θ1




Then current profitability being higher than equilibrium profitability in Sector
1 will result in entry and hence an increase in industry supply which in turn
causes a drop in Sector 1 price, P1. This decline in P1 will affect industry sales
through two channels:
1. Since demand is elastic the decline in price will cause industry sales, S1
to increase. Even though this may seem destabilizing there may be a
cross price and aggregate income effect that may offset this potentially
destabilizing effect as described in the following point.
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2. The decline in P1 will cause a decrease in Sector 2 demand (the goods
being substitutes) causing a decline in Sector 2 price, P2 and quantity, Q2
and hence a decline in Sector 2 sales, S2. If this decline in S2 is greater
in magnitude than the increase in S1 given in the previous point then
aggregate sales (or nominal income) S = S1 + S2 will decline. Since the
goods are normal goods this decline in S will result in S1 declining.
It is thus clear that there are two opposing effects on S1 when Sector 1
profitability is greater than equilibrium profitability. Thus if the second effect
dominates the former then S1 will decrease bringing it closer to the equilibrium
level 1
θ1
F1 given in Equation 5.2.2. Of course, this would imply even though
there are more firms in Sector 1 now they are each producing less given the
cross price and income effects stemming from changes in Sector 2. Note that
the above analysis will be valid even if S2 is not initially at the equilibrium level.
Now notice that the decline in P1 has caused a decrease in Sector 2 demand
and hence a decline in S2 pushing Sector 2 sales below the equilibrium level
1
θ2
F2. We can adapt the previous analysis and apply it to Sector 2 sales being
below the equilibrium level which will ultimately result in S2 increasing.
The above explanation indicates an oscillatory convergence to equilibrium.
It is worth mentioning that the above delicate mechanism depends crucially on
the cross price and income elasticities and the magnitude of shifts in demand
and supply in each sector. Thus it is definitely possible that these shifts are
not sufficient and may result in the solution being unstable. Also in all of the
above analysis the elasticity parameters need to be consistent with values of
the other parameters in production, input markets, entry/exit equations and
64
government policy. If these parameters were to change, for instance a change in
the government policy like taxes, then it is very likely that the economy may go
from cyclical convergence to stable cycles or even explosive behavior.
The main objective of this thesis is to examine the nature of this dynamic
behavior when these other parameters vary. The technique used involves the
search for bifurcation points/boundaries within the theoretically feasible param-
eter space of this model. The behavior of the model can be drastically different
depending on which side of the boundary the true parameter lies.
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Chapter 7
Bifurcation Analysis of MMM
7.1 Calibration
The MMM does not contain definitive parameter estimates due to non-availablity
of appropriate data for all the variables in the model. In this section I will dis-
cuss some of the calibrated parameter values that were chosen for the bifurcation
analysis. The exogenously fixed deficit/surplus term was defined as the ratio of
government expenditure and government revenue. I considered the annual gov-
ernment current receipts and current expenditure for the period 1929 to 2009 for
the US economy from the St.Louis FRED. This ratio calculated for each year for
this entire period ranged from 0.702703 (for 1929) to 2.105263 (for 1931) with an
average of 1.139. We choose D = 1.2(respectively D = 1.4) for our bifurcation
analysis with respect to F1(respectively T
s). To justify a zero growth rate for D,
we calculated the growth rate of D for this entire period. The average growth
rate turns out to be -0.004087071.
The model takes account of only income tax. The value of income tax rate
considered is 25%. The US federal income tax rate ranges from 10% to 35%
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depending on the marital status and other factors of the individual filing the
tax.
The future aggregate profitability parameter in the entry/exit equation for
sector 2 is fixed at F2 = 2 which is the same as considered by Zellner and
Israilevich (2005).
7.2 Bifurcation Analysis
A bifurcation refers to a qualitative change in the dynamics of a system due to
small changes in control parameter value(s).
Consider the dynamical system:
ẋ = f(x,α),x ∈ Rn,α ∈ Rm (7.2.1)
with smooth right hand side.
In the System 7.2.1, with n = 2, denote the Jacobian of f with respect to x
by Jf , its trace by tr(Jf ) and its determinant byDet(Jf ). Let ω =
√
Det(Jf (α).







(tr(Jf ))2 − 4Det(Jf )
)
.
Consider the following two dimensional system depending on a single parameter











where σ = sign(l1(α)) is the sign of the first Lyapunov coefficient. This is
the normal form for the Hopf bifurcation and σ determines the type of Hopf
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bifurcation, i.e. supercritical or subcritical. This system has an equilibrium at
(x1, x2) = (0, 0) and when α = 0 has a pair of purely imaginary eigenvalues.
Thus this system has a Hopf bifurcation at α = 0. If σ > 0 (resp. σ < 0)
then there is a supercritical (resp. subcritical) Hopf bifurcation at α = 0, i.e.
there are stable (resp. unstable) limit cycles bifurcating from the equilibrium
for α > 0 (resp. α < 0).
Consider any generic system as in System 7.2.1 with n = 2 and m = 1, with
an equilibrium (x1, x2) = (0, 0) and satisfying the Hopf bifurcation conditions at
α = 0. We can use the following two theorems in Kuznetsov (2004) to rewrite
the system in the normal form and do all the necessary analysis for a Hopf
bifurcation.
Theorem 7.2.1 Suppose that System 7.2.1 (with n = 2 and m = 1) with
smooth f , has for all sufficiently small |α| the equilibrium (x1, x2) = (0, 0) with
eigenvalues
λ1,2 = µ(α)± iω(α)
where µ(0) = 1
2





Let the following conditions be satisfied:
1. (Non-degeneracy Condition) l1(0) 6= 0, where l1 is the first Lyapunov co-
efficient;
2. (Transversality Condition) µ′(0) 6= 0.
Then, there are invertible co-ordinate and parameter changes and time reparam-
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Theorem 7.2.2 Any generic system 7.2.1 (with n = 2 and m = 1) having at
α = 0 the equilibrium (x1, x2) = (0, 0) with eigenvalues
λ1,2(0) = ±iω(0), ω(0) > 0











If System 7.2.1 (with n = 2 and m = 1) has a solution (x1, x2) 6= (0, 0) and
the Hopf bifurcation conditions hold at some critical α0 6= 0, i.e. tr(Jf (α0)) = 0
and Det(Jf (α0)) > 0, we can still apply the above Hopf bifurcation analysis to
this situation, keeping in mind the direction of change in α and the corresponding
change in the nature of the equilibrium (stable to unstable) and conclude about
the type of limit cycles (stable or unstable cycles) based on the sign of the first
Lyapunov coefficient l1(α0).
7.2.1 Hopf Bifurcation with Sector One Entry/Exit Pa-
rameter
In order to analyze a codim-1 Hopf bifurcation for the System A.0.7, we first
look for the value of (S1, S2) and the bifurcation parameter (F1) at which the
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following conditions hold simultaneously:
F1(S1, S2, F1) = 0 (7.2.2)
F2(S1, S2, F1) = 0 (7.2.3)
tr(Jf (S1, S2, F1)) = 0 (7.2.4)
det(Jf (S1, S2, F1)) > 0 (7.2.5)
Note that since all the parameters in Ω are fixed, except F1, the functions F1
and F2 explicitly depend on F1. It is easy to verify that one of the solutions to
Equation 7.2.2 and Equation 7.2.3 is
S1 = 5F1 and S2 = 10.
Using this solution in the trace and determinant of Jf we obtain the following
plots.
Figure 7.1: Trace and Determinant of Jf
In Figure 7.1(a) we notice that tr(Jf ) > 0 for 0 < F1 < 6.070386762 and
tr(Jf ) < 0 for F1 > 6.070386762. Denote FH = 6.070386762. Since the eigen-
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(tr(Jf ))2 − 4Det(Jf )
)
,
we can conclude that this solution is unstable for 0 < F1 < FH and stable
for F1 > FH . There is a change of stability at the critical parameter value
F1 = FH . Also at this critical parameter value, from Figure 7.1(b) we see that
the the determinant is positive, implying that the eigenvalues are purely imag-
inary. Moreover at this critical parameter value we find that the transversality










= −5.171543710 ∗ 109 < 0. (7.2.7)
Thus we can conclude that a unique and stable limit cycle bifurcates from the
equilibrium via a Hopf bifurcation for F1 < FH .
The following two figures depict the paths of S1 and S2 and the phase space
for arbitrary starting values and different values of F1. In Figure 7.2(a) and
Figure 7.2(b) we see that S1 and S2 converge to the equilibrium values which is
also evident in the phase space in Figure 7.2(c). Once the parameter F1 crosses
the critical value and becomes less than FH we can see from Figure 7.3 (a) and
7.3(b) that S1 and S2 have a cyclical path around the equilibrium. From the
phase space in Figure 7.3(c) we see that S1 and S2 will continue on this cyclical
path.
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Figure 7.2: Path of S1 and S2 for F1 = 6.2 > FH
Figure 7.3: Path of S1 and S2 for F1 = 6 < FH
7.2.2 Hopf Bifurcation with Income Tax Rate
A Hopf bifurcation analysis is also conducted with respect to the tax rate T s.
The following graphs depict tr(Jf (S1, S2, T
s)) and determinant Det(Jf ) as func-
tions of the bifurcation parameter T s. In Figure 7.4, the trace crosses the positive
axis at T s = 0.26 while the determinant is positive for this value as well. Denote
the value T s = 2.6 as T sH . For all values of T
s > T sH , the trace is negative im-
plying a stable equilibrium while for T s < T sH , the equilibrium is unstable.Thus
at exactly T sH , the system loses stability via a Hopf bifurcation and a limit cycle
emerges. Figures 7.5 and 7.6 illustrate the time paths of S1, S2 and the phase
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space plots for these variables.
Figure 7.4: Trace and Determinant of Jf









Conclusion and Future Research
The MMM provides a novel way to model economic activity in an economy dis-
aggregated by industrial sectors. This micro-based model analyzes the dynamics
of variables at the aggregate as well as the disaggregate levels in the presence of
interactions among households, firms, the government and monetary sector. In
my dissertation, I have chosen to investigate the dynamical properties of a spe-
cial nested case of the MMM with an emphasis on detecting local bifurcations
with respect to the entry/exit parameter F1 and the tax rate T
s. For the sake
of analytical simplicity, the model under consideration excludes the monetary
sector.
Bifurcation analysis of the parameter space of the MMM indicated the pres-
ence of Hopf points. Two very important facts emerge from this analysis. First,
it is possible for the two sector MMM to exhibit a stable long-run equilibrium
even if demand is elastic. Second, convergence to the long-run equilibrium
will be oscillatory. Both these phenomena can be explained using the dy-
namic entry/exit equations via which the entire adjustment takes place. This
re-emphasizes the importance of a dynamic entry/exit equation in models of
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this class.
There are several avenues that need to be explored from here. Zellner and
Israilevich (2005) pointed out that the possibilities of improving this bare-bones
MMM are vast. Modifying the entry/exit equations to incorporate expectations,
introduction of dynamic optimization, other market structures and demand and
production relations are just a few of these possibilities. We are confident from
our analysis that incorporation of any of these features would yield very in-
teresting dynamical behavior with the possibility of other kinds of bifurcation.
As a future research agenda we would like to introduce the money market and




Deriving the Dynamic Equations
Firstly we recall that the government’s budget equation in growth rates is
Ĝ = R̂ + D̂ = D̂ + T̂ s + s1Ŝ1 + s2Ŝ2 (A.0.1)
Using the assumption that each component of the government expenditure
grows at the same rate total government expenditure the output demand func-
tions in terms of growth rates an be expressed as:
Ŝi = giĜ+ (1− gi)[(1− ηii)P̂i + ηijP̂j + ηis(Ŝ + T̂ s
′
)] (A.0.2)
In this expression we also renamed taxes by T s
′
= (1 − T s) and thus T̂ s′ =
−T s
(1−T s) T̂
s. The weight gi can be shown to explicitly depend on the level variables









We can now express the system of demand equations given by Equation A.0.2


















 11−g1 + [(1− ηs1)− 11−g1 ]s1 (1− ηs1 − 11−g1 )s2
(1− ηs2 − 11−g2 )s1
1
















Assumption A.0.1 We assume that the cross price elasticities are such that
N is invertible.















Moving to the factor markets, the growth rate of aggregate profit maximizing
labor demand from each sector i is L̂i = Ŝi− ŵ and the labor demand from the
government is L̂g = Ĝ − ŵ. Since the total demand for labor is the sum of
sectoral demand and the government demand for labor the of growth rate of the









L̂g = l1L̂1 + l2L̂2 + lgL̂g













α1S1 + α2S2 + ζlDT s(S1 + S2)
.
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Equating the growth rates of labor demand and labor supply we can solve for





(l1 + (lg − δs)s1)Ŝ1 + (l2 + (lg − δs)s2)Ŝ2
+(δ + δs)(s1P̂1 + s2P̂2) + lg(D̂ + T̂ s))
}
.
Working through the capital market equations as in the labor market equa-










K̂ = k1K̂1 + k2K̂2 + kgK̂g













β1S1 + β2S2 + ζkDT s(S1 + S2)
.
Equating the growth rates of capital demand and capital supply we can solve





(k1 + (kg − φs)s1)Ŝ1 + (k2 + (kg − φs)s2)Ŝ2
+(φ+ φs)(s1P̂1 + s2P̂2) + kg(D̂ + T̂ s)
}
Now we can substitute N̂i, ŵ, r̂ and P̂i into the output supply (growth rate)
79






































































































































































In the representation above, the expansions for the matrices B,P and the
elements C1, C2 are described in Equation A.0.4. Our final dynamic equations
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 = D(S1, S2; Ω) (A.0.5)
where Ω is the vector of all structural parameters of the model.
If H(S1, S2; Ω) is invertible then we can further reduce this to the following
system of ordinary differential equations (ODEs). Ṡ1
Ṡ2
 = (H(S1, S2; Ω))(−1)D(S1, S2; Ω). (A.0.6)
 Ṡ1
Ṡ2
 = F(S1, S2; Ω) =





Calibration Parameters for Bifurcation with F1
In the following table BIF indicates the bifurcation parameter.
Table B.1: Parameterizations (Ω)
Production Entry/Exit Government Elasticities
α1 0.6 γ1 0.5 D 1.2 η11 2
β1 0.2 γ2 0.1 D̂ 0 η12 1
θ1 0.2 F1 BIF T
s 0.25 η21 2
α2 0.2 F2 2 T̂
s 0 η22 2
β2 0.6 ζ1 0.2 δ 1
θ2 0.2 ζ2 0.2 δs -1
ζl 0.4 φ 1





Calibration Parameters for Bifurcation with T s
In the following table BIF indicates the bifurcation parameter.
Table C.1: Parameterizations (Ω)
Production Entry/Exit Government Elasticities
α1 0.6 γ1 0.55 D 1.4 η11 2
β1 0.2 γ2 0.2 D̂ 0 η12 1
θ1 0.2 F1 6.2 T
s BIF η21 2
α2 0.2 F2 2 T̂
s 0 η22 2
β2 0.6 ζ1 0.2 δ 1
θ2 0.2 ζ2 0.2 δs -1
ζl 0.4 φ 1
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