We consider the problem of scheduling complex-valued demands over a discretized time horizon. Given a set of users, each user is associated with a set of demands representing different user's preferences. A demand is represented by a complex number, a time interval, and a utility value obtained if the demand is satisfied. At each time slot, the magnitude of the total selected demands should not exceed a given capacity. This naturally captures the supply constraints in alternating current (AC) electric systems. In this paper, we consider maximizing the aggregate user utility subject to power supply limits over a time horizon. We present approximation algorithms characterized by the maximum angle φ between any two complex-valued demands. More precisely, a PTAS is presented for the case φ ∈ [0, π 2 ], a bi-criteria FPTAS for φ ∈ [0, π-ε] for any polynomially small ε, assuming the number of time slots in the discretized time horizon is a constant. Furthermore, if the number of time slots is polynomial, we present a reduction to the real-valued unsplittable flow on a path problem with only a constant approximation ratio. Finally, we present a practical greedy algorithm for the single time slot case with an approximation ratio of 1 2 cos φ 2 , while the running time is O(n log n), which can be implemented efficiently in practice.
Introduction
A key aspect of the emerging smart grid is to optimize power supply to match consumers' demands. A microgrid could run short of power supply due to emergency conditions, high purchase price in the bulk market, or renwable fluctuation over time. Thus consumers with deferrable loads such as dish washers and electric vehicles can be scheduled efficiently to match the available supply. This in fact models the day-ahead electric market at the distribution network whereby customers provide their deferrable demand preferences along with the amount they are welling to pay, and the grid operator decides the best allocation.
Although resource allocation and scheduling mechanisms have been well-studied in many systems from transportation to communication networks, the rise of the smart grid presents a new range of algorithmic problems, which are a departure from these systems. One of the main differences is the presence of periodic time-varying entities (e.g., current, power, voltage) in AC electric systems, which are often expressed in terms of non-positive real, or even complex numbers. In power terminology [13] , the real component of the complex number is called the active power, the imaginary is known as reactive power, and the magnitude as apparent power. For example, purely resistive appliances have positive active power and zero reactive power. Appliances and instruments with capacitive or inductive components have non-zero reactive power, depending on the phase lag with the input power. Machinery, such as in factories, has large inductors, and hence has positive power demand. On the contrary, shunt-capacitor equipped electric vehicle charging stations can generate reactive power.
We consider a variable power generation capacity over a discrete time horizon. Every user of the smart grid is associated with a set of demand preferences, wherein a demand is represented by a complex-valued number, a time interval at which the demand should be supplied, and a utility value obtained if the demand is satisfied. Some demands are inelastic (i.e., indivisible) that are either fully satisfied, or completely dropped. At each time slot, the magnitude of the total satisfied demands among all different preferences should not exceed the generation capacity of the power grid represented by the magnitude of the aggregate complexvalued demand. This in fact captures the variation in supply constraints over time in alternating current (AC) electric systems. This problem captures the demand-response management in power systems [25] .
Conventionally, demands in AC systems are represented by complex numbers in the first and fourth quadrants of the complex plane. We note that our problem is invariant, when the arguments of all demands are shifted by the same angle. For convenience, we assume the demands are rotated such that one of the demands is aligned along the positive real axis. In realistic setting of power systems, the active power demand is positive, but the power factor (i.e., the cosine of the demand's argument) is bounded from below by a certain threshold, which is equivalent to restricting the argument of complex-valued demands.
We present approximation algorithms characterized by the maximum angle φ between any two complexvalued demands. More precisely, we present a PTAS for the case φ ∈ [0, π 2 ], a bi-criteria FPTAS for φ ∈ [0, π-ε] for any polynomially small ε, assuming the number of time slots in the discretized time horizon is constant. Furthermore, if the number of time slots is polynomial, we present a reduction to the unsplittable flow on a path problem that adds only a constant factor to the approximation ratio. We remark that the unsplittable flow problem considers only real-valued demands which is indeed simpler than our setting. Finally, we present a practical greedy algorithm for the single time slot case with an approximation ratio of 1 2 cos φ 2 , and the running time is an order of O(n log n), which can be implemented in real world power systems.
The paper is structured as followed. In Sec. 2, we briefly present the related works. In Sec. 3, we provide the problem definitions and notations needed. Then we present algorithms for the case of a constant number of time slots in Sec. 4, namely, a PTAS for φ ∈ [0, π 2 ] and an FPTAS for φ ∈ [0, π-ε]. In Sec. 5 we present the reduction to the unsplittable flow problem for the case of a polynomial number of time slots. Our greedy algorithm is provided in Sec. 6, followed by the conclusion in Sec. 7.
Related work
Several recent studies consider resource allocation with inelastic demands. For a single time slot case, our problem resembles the complex-demand knapsack problem (CKP) [27] . Let φ be the maximum angle between any complex valued demands. [27] obtained a 1 2 -approximation for the case where 0 ≤ φ ≤ π 2 .
[26] (also [27] ) proved that no fully polynomial-time approximation scheme (FPTAS) exists. Recently, [7, 8] provided a polynomial-time approximation scheme (PTAS), and a bi-criteria FPTAS (allowing constraint violation) for π 2 < φ < π − ε, which closes the approximation gap. It is shown [19] that when φ ∈ ( π 2 , π], there is no α-approximation to CKP for any α with polynomial number of bits. Additionally, when ε is arbitrarily close to zero (i.e., φ → π) there is no (α, β)-approximation in general for any α, β with polynomial number of bits. Therefore, the PTAS and the bi-criteria FPTAS [7] are the best approximation possible for CKP. [12] extended CKP to handle a constant number of quadratic (and linear) constraints. [16] provided a fast greedy algorithm for solving CKP with a constant approximation ratio that runs in O(n log n). A recent work [18] extends the greedy algorithm to solve the optimal power flow problem (OPF) with inelastic demands, a generalization of CKP to a networked setting including voltage constraints.
When the demands are real-valued, our problem considering multiple time slots is related to the unsplittable flow problem on a path (UFP). In UFP, each demand is associated with a unique path from a source to a sink. UFP is strongly NP-hard [10] . A Quasi-PTAS is obtained by Bansal et al. [2] . Anagnostopoulos et al. [1] obtained a 1/(2 + )-approximation (where > 0 is a constant). This matched the previously known approximation with the no bottleneck assumption (NBA) [9] , i.e., the largest demand is at most the smallest capacity. The UFP with bag constraints (BAG-UFP) is the generalization of UFP where each users has a set of demands among which at most one is selected [5] . This problem is APX-hard even in the case of unit demands and capacities [24] . Under the NBA assumption, Elbassioni et al. [11] obtained a 1 65 -approximation which was later improved by Chakrabarthi et al. [5] to 1 17 . Recently, Grandoni et al. obtained an O(log n/ log log n) −1 -approximation without NBA. A constant factor approximation to BAG-UFP remains an interesting open question.
When the number of time slots is constant, our problem generalizes CKP (see, [7] ) to multiple time slots, and also extends that of [12] by considering multiple demands per user, adding n extra constraints. We also include elastic demands, i.e., demands that can be partially satisfied, along with inelastic demands in the problem formulation. Furthermore, for the case of a polynomial number of time slots, our problem is a generalization of the unsplittable flow problem on paths to accommodate complex-valued demands. Finally, we extend the greedy algorithm in [16] (for the single time slot case) to handle multiple demands per user keeping the same approximation ratio and running time.
Problem Definitions and Notations
In this section we formally define the complex-demand scheduling problem. Throughout this paper, we sometimes denote ν R Re(ν) as the real part and ν I Im(ν) as the imaginary part of a given complex number ν. |ν| denotes the magnitude of ν. Unless we state otherwise, we denote µ t (and sometimes µ(t) whenever we use subscripts for other purposes) as the t-th component of the sequence µ.
Complex-demand Scheduling Problem
We consider a discrete time horizon denoted by T {1, ..., m}. At each time slot t ∈ T , the generation capacity of the power grid is denoted by C t ∈ R + . Denote N {1, ..., n} by the set of all users. Each user k ∈ N declares a set of demand preferences indexed by the set
Demand j is also associated with a set of complex numbers {s k,j (t)} t∈T j where s k,j (t) s R k,j (t) + is I k,j (t) ∈ C is a complex power demand at time t. A positive utility u k,j is associated with each user demand (k, j) if satisfied.
Some user demands are inelastic, denoted by I ⊆ N × k D k , which are required to be either fully satisfied or fully dropped. An example is an appliance that should be either supplied with a fixed amount of power, or switched off. The rest of demands, denoted by F ⊆ N × k D k such that F ∩ I = ∅, are elastic demands, which can be partially satisfied. The goal is to decide a solution of control variables (x k,j ) k∈N ,j∈D k ∈ [0, 1] n that maximizes the total utility of satisfiable users subject to the generation capacity over time. We define the complex-demand scheduling problem over m discrete time slots (m-CSP) by the following mixed integer programming problem.
subject to
where |µ| denotes the magnitude of µ ∈ C. Cons. (2) captures the capacity constraint, and Cons. (3) forces at most one inelastic demand for every user to be selected. We consider the following assumptions that are mainly needed in Sec. 4.2: for any user k,
(ii) all demands s k,j (t), j ∈ D k reside in one quadrant of the complex plane.
1-CSP (i.e., |T | = 1) is called the complex-demand knapsack, denoted by CKP. (We drop subscripts t and j when |T | = 1 and |D k | = 1 for all k ∈ N .) Evidently, m-CSP is NP-complete, because the knapsack problem is a special case when we set all s I k,j (1) = 0, T = {1}, and |D k | = 1. We will write m-CSP[φ 1 , φ 2 ] for the restriction of problem m-CSP subject to φ 1 ≤ max k∈N arg(s k ) ≤ φ 2 , where arg(s k ) ≥ 0 for all k ∈ N .
Approximation Algorithms
Given a solution x (x k,j ) k∈N ,j∈D k , we denote the total utility by u(x) k∈N j∈D k u k,j x k,j . We denote an optimal solution to m-CSP by x * and OPT u(x * ). With a slight abuse of notations, for a given subset S ⊆ N , we write u(S) k∈S j∈D k u k,j . Definition 1. For α ∈ (0, 1] and β ≥ 1, we define a bi-criteria (α, β)-approximation to m-CSP as a solution
such that u(x) ≥ αOPT.
In the above definition, α characterizes the approximation ratio between an approximate solution and the optimal solution, whereas β characterizes the violation bound of constraints. In particular, polynomial-time approximation scheme (PTAS) is a (1 − , 1)approximation algorithm for any > 0. The running time of a PTAS is polynomial in the input size for every fixed , but the exponent of the polynomial might depend on 1/ . An even stronger notion is a fully polynomial-time approximation scheme (FPTAS), which requires the running time to be polynomial in both input size and 1/ . In this paper, we are interested in bi-criteria FPTAS, which is a (1, 1 + )-approximation algorithm for any > 0, with the running time to be polynomial in the input size and 1/ . When β = 1, we sometimes call an (α, β)-approximation an α-approximation.
m-CSP with a Constant Number of Time Slots
In this section we assume the number of time slots |T | is a constant. This assumption is practical in the realistic setting, where users declare their demands on hourly basis one day ahead in the electric market. We remark that the results in this section do not require T j to be a continuous interval in T .
PTAS for
Define a convex relaxation of m-CSP (denoted by RLXCSP), such that Cons. (4) are replaced by x k,j ∈ [0, 1] for all (k, j) ∈ I ∪ F. We define another convex relaxation that will be used in the PTAS denoted by RLXCSP[S 1 , S 0 ] which is equivalent to RLXCSP, subject to partial substitution such that x k,j = 1, for all (k, j) ∈ S 1 and x k,j = 0, for all (k, j) ∈ S 0 , where S 1 ∩ S 0 = ∅:
j∈D k
x k,j ≤ 1, for all k ∈ N (8)
The above relaxation can be solved approximately in polynomial time using standard convex optimization algorithms (see, e.g., [20] ). In fact, such algorithms can find a feasible solution x cx to the convex relaxation such that u(x cx ) ≥ OPT * − δ, in time polynomial in the input size (including the bit complexity) and log 1 δ , where OPT * is the optimal objective value of RLXCSP[S 1 , S 0 ]. Notice that OPT * ≥ū max k,j u k,j , setting δ to 2 ·ū assures that u(
We provide a (1 − , 1)-approximation for m-CSP[0, π 2 ] in Algorithm 1, denoted by m-CSP-PTAS. The idea of m-CSP-PTAS is based on that proposed in [12] with two extensions. First, we consider multiple demands per user. This in fact adds n extra constraints to that in [12] , and thus the rounding procedure requires further analysis. The second extension is the addition of elastic demands F. We remark that [7] considers multiple inelastic demands per user for the single time slot case (denoted by CKP); however, their algorithm is based on a completely different geometric approach that is more complicated than that in [12] .
Given a feasible solution x * to RLXCSP{S 1 , S 0 }, a restricted set of demands R ⊆ I ∪ F, and vectors c 1 , c 2 ∈ R m + , we define the following relaxation, denoted by LP[c 1 , c 2 , x * , R]:
The algorithm proceeds as follows. We guess S 1 ⊆ I to be the set of largest-utility 8m inelastic demands in the optimal solution; this defines an excluded set of demands S 0 ⊆ I \ S 1 whose utilities exceed one of the utilities in S 1 (Step 4). For each such S 1 and S 0 , we solve the convex program RLXCSP[S 1 , S 0 ] and obtain a (1 − 2 )-approximation x cx (note that the feasibility of the convex program is guaranteed by the conditions in Step 3). The real and imaginary projections over all time slots of solution x cx , denoted by L R ∈ R m + and L I ∈ R m + , are used to define the linear program LP[L R , L I , x cx , F ∪ S 1 ∪ S 0 ] over the restricted set of demands F ∪ S 1 ∪ S 0 . We solve the linear program in Step 9, and then round down the solution corresponding to demands (k, j) ∈ I in Step 10. Finally, we return a solutionx that attains maximum utility among all obtained solutions. Theorem 1. For any fixed , Algorithm 1 obtains a (1 − , 1)-approximation in polynomial time.
We remark that the PTAS is the best approximation one can hope for, since it is shown in [26, 27] that it is NP-Hard to obtain an FPTAS for the single time slot version (1-CSP[0, π 2 ]).
Proof. One can easily see that the running time of Algorithm 1 is polynomial in size of the input, for any given . We now argue that the solutionx is
. Let x * be the optimal solution for m-CSP[0, π 2 ] of utility OPT u(x * ). Define S * {(k, j) ∈ I | x * k,j = 1}. By the feasibility of x * , in Step 5 the algorithm obtains
where OPT * is the optimal value of CVXCSP[S 1 , S 0 ] for some S 1 equal to the highest 8m utility demands in S * , and S 0 ∩ S * = ∅. If |S * | ≤ 8m , then obviouslyx = x lp = x cx ≥ (1 − 2 )OPT.
Require: Users' utilities and demands {u k,j , {s k,j (t)} t∈T j } k∈N ,j∈D k ; capacity over time C t ; accuracy parameter Ensure:
Obtain a (1 − 2 )-approximation 6: for all t ∈ T do 7:
end if 15: end for 16: returnx
By Lemma 2 below, LP[L R , L I , x cx , F ∪ S 1 ∪ S 0 ] has a basic feasible solution (BFS) with at most 4m fractional components, and for any fractional component
. Therefore, rounding down x lp in Step 10 obtains,
where the last inequity follows by Eqns. (16)- (17) . It remains to show thatx is feasible. Sincex is obtained by rounding down x lp (Step. 10),
where Eqn. Proof. Let h be the number of users k such that j∈D k x k,j = 1. By the properties of a BFS (see, e.g., [15, 23] ), the number of strictly positive components in x is at most 2m + h. Furthermore, constraints (14) impose that for each k ∈ N among those h users, there is a j ∈ D k such that x k,j > 0. The remaining 2m positive variables can belong to at most 2m of the constraints (14) , implying that at least max{h − 2m, 0} variables are set to 1. It follows that the total number variables taking non-integral values is at most 2m + h − max{h − 2m, 0} ≤ 4m.
Bi-criteria FPTAS for m-CSP[0, π-ε]
In the previous section, we have restricted our attention to the setting where all demands lie in the positive quadrant of the complex plane (i.e., m-CSP[0, π 2 ]). In this section, we extend our study to the second quadrant (m-CSP[0, π-ε]) for any arbitrary small constant ε > 0, that is, we assume arg(s k,j (t)) ≤ π − ε for all k ∈ N , j ∈ D k , t ∈ T j . It is shown in [19] for the case |T | = 1 that m-CSP[0, π] is inapproximable and there is no (α, 1)-approximation for m-CSP[0, π-ε]. Therefore, a bi-criteria (1, 1 + ) is the best approximation one can hope for. Additionally, it is shown that if ε is arbitrarily close to zero, then there is no (α, β)approximation in general for any α, β with polynomial number of bits. Furthermore the running time should depend on the maximum angle φ max k∈N ,j∈D k ,t∈T j arg(s k,j (t)). This algorithm is an extension of that presented by [7] to multiple time slots and also incorporates elastic demands.
For convenience, we let θ = max{φ − π 2 , 0} (see Fig. 1 for an illustration). We present a (1, 1 + )approximation for m-CSP[0, π-ε] in Algorithm 2, denoted by m-CSP-BIFPTAS, that is polynomial in both 1 and n (i.e., FPTAS). We assume that tan θ is bounded by a polynomial in n; without this assumption, a bi-criteria FPTAS is unlikely to exist (see [19] ). Let
the subsets of users with demands in the first and second quadrants respectively. Note that N + and N − partition the set of users N by the assumption stated in Sec. 3. Consider any solution x to m-CSP[0, π-ε]. The basic idea of Algorithm m-CSP-BIFPTAS is to enumerate the guessed total projections on real and imaginary axes of all time slots for k∈N + j∈D k :t∈T j x k,j s k,j (t) and k∈N − j∈D k :t∈T j x k,j s k,j (t) respectively. We can use tan θ to upper bound the total projections for any feasible solution x as follows, for all t:
(See Fig. 1 for a pictorial illustration.) We then solve two separate multi-dimensional knapsack problems of dimension 2m (denoted by 2mDKP), to find subsets of demands that satisfy the individual guessed total projections. But since 2mDKP is generally NP-hard, we need to round-up the demands to get a problem that can be solved efficiently by dynamic programming. We show that the violation of the optimal solution to the rounded problem w.r.t. to the original problem is small in .
Next, we describe the rounding in detail. First, we define L t Ct n(tan θ+1) , for all t ∈ T such that the new rounded-up demands s k,j (t) are defined by:
We also define R 3n(tan θ+1) 2 , such that the values of any elastic x k,j , (k, j) ∈ F are selected from the discrete set R of integer multiples of R defined by
be respectively the guessed real and imaginary absolute total projections of the rounded optimal solution.
Then the possible values of ξ + , ξ − , ζ + and ζ − in each component t are integer mutiples of (R · L t ):
The next step is to solve the rounded instance exactly. Assume an arbitrary order on N = {1, ..., n}. We use recursion to define a table, with each entry U (k, c 1 , c 2 ), c 1 , c 2 ∈ R m + , as the maximum utility obtained from a subset of users {1, 2, . . . , K} ⊆ N with demands { s k,j (t)} k∈{1,...,K},j∈D k ,t∈T j that can fit exactly (i.e., satisfies the capacity constraints as equations) within capacities {c 1 t } t=1,...,m on the real axis and {c 2 t } t=1,...,m on the imaginary axis. We denote by 2mDKP-EXACT[·] the algorithm for solving exactly the rounded 2mDKP by dynamic programming. We provide the detailed description of 2mDKP-EXACT[·] in Algorithm 3.
Theorem 3. Algorithm m-CSP-BIFPTAS is a (1, 1 + 4 )-approximation for m-CSP[0, π-ε] and its running time is polynomial in both n and 1 .
Proof. First, the running time is proportional to the number of guesses, upper bounded by ( 1 n(tan θ+1)) O (1) . For each guess, 2mDKP-EXACT constructs a table of size at most ( 1 n(tan θ + 1)) O(1) . Since we assumed tan θ is polynomial in n, the total running time is polynomial in n and 1 .
To show the approximation ratio of 1, we note m-CSP-BIFPTAS enumerates over all possible rounded projections subject to the capacity constraints in m-CSP and that 2mDKP-EXACT returns the exact optimal solution for each rounded problem. In particular, by Lemma 4 below one of the choices would be rounded projection for the optimum solution x * . It remains to show that the violation of the returned solution is small in . This is given in Lemma 5 below, which shows that the solution x to the rounded problem violates the capacity constraint by only a factor at most (1 + 4 ). 
Require: Users' utilities and demands {u k,j , {s k,j (t)} t∈T j } k∈N ,j∈D k ; capacity over time C t ; accuracy parameter Ensure: (1, 1 + 4 )-solution x to m-CSP[0, π-ε] 1: x ← 0 2: for all s k,j (t), k ∈ N , j ∈ D k , and t ∈ T j do 3:
Set s k,j (t) ← s R k,j (t) + i s I k,j (t) as defined by (21) 
if u(y + + y − ) > u( x) then 10:
x ← y + + y −
11:
end if 12: end if 13: end for 14: return x Also write Consider the rounded solution x of some x such that x k,j ∈ R, and x k,j ≤ x k,j ≤ x k,j + R. By the fact that ≤ τ τ ≤ + τ for any , τ such that τ > 0; and that each user k has at most one x k,j > 0 by Algorithm 3 (and consequently one x k,j > 0, since x k,j ≥ x k,j ) we have
where the last inequality follows by Eqn. (21) , and the definitions of R and L t respectively. The same bound holds for P −,t and P I,t :
Lemma 4. For any feasible allocation x to m-CSP [0, π-ε], and the rounded x ∈ R n such that x k,j ≤ x k,j ≤ x k,j + R, we have k∈N j∈D k :t∈T j x k,j s k,j (t) ≤ (1 + 2 )C t for all t ∈ T .
Utilities, and rounded demands of a restricted set of users W ⊆ N , {u k,j , {s k,j (t)} t∈T j } k∈N ,j∈D k ; integer capacity vectors (c 1 t ) t∈T , (c 2 t ) t∈T Ensure: A utility-maximizing optimal solution y ∈ [0, 1] n subject to the capacity constraints defined by c 1 t , c 2 t 1: Create a table of size |W| · t (c 1 t + 1) · (c 2 t + 1), with each entry U (k, c 1 , c 2 ) according to:
, with each entry y(k, c 1 , c 2 ) ∈ [0, 1] n according to: Proof. Using (23) and (20), for all t ∈ T ,
Lemma 5. Let x be the allocation returned by m-CSP-FPTAS. Then k∈N j∈D k :t∈T j x k,j s k,j (t) ≤ (1 + 4 )C t for all t ∈ T .
Proof. As in the proof of Lemma 4, for all t ∈ T k∈N j∈D k :t∈T j
If both P +,t ( x) and P −,t ( x) are less than nL t , then the R.H.S. of (24) can be bounded by
Otherwise, we bound the R.H.S. of Eqn. (24) by 
with Polynomial number of Time Slots
In this section, we extend our results to polynomial number of time slots |T |. We assume in this section that all demands lie in the first quadrant of the complex plane (i.e., φ max k arg(s k ) ≤ π 2 ). We provide a reduction to the unsplittable flow problem on a path with bag constraints (BAG-UFP) for which recent approximation algorithms are developed in the literature (see, e.g., [4, 11, 14] ). We remake that BAG-UFP considers only real-valued demand, wherein m-CSP demands are complex-valued. We will show that such reduction will increase the approximation ratio of BAG-UFP by a constant factor of cos φ 2 , where φ ≤ π 2 is the maximum argument of any demand. To this extent, we will restrict our setting by the following assumptions to accommodate the setting of BAG-UFP: (i) We assume demands are constant over time: s k,j (t) = s k,j (t ) for any t, t ∈ T j . To simplify notations, we will write s k,j to denote the unique demand over all time steps T j .
(ii) All demands are inelastic, i.e., F = ∅.
For convenience, we will call our problem m-CSP when restricted to the above assumptions. When all demands in m-CSP are real-valued, the problem is called BAG-UFP. We denote m-CSP * (resp., BAG-UFP * ) as the linear relaxation of m-CSP (resp., BAG-UFP), that is, x k,j ∈ [0, 1] for all k ∈ N , j ∈ D k . Let OPT and OPT be the optimal objective value of m-CSP and BAG-UFP respectively. Also denote OPT * and OPT * by the optimal objective value of m-CSP * and BAG-UFP * respectively. We will show in Lemma 6 and Theorem 8 below that one can use the algorithms developed for BAG-UFP with bounded integrality gap to obtain approximate solutions to m-CSP [0, π 2 ].
Proof. The unsplittable flow problem on a path with bag constraints (BAG-UFP) is defined as followed:
(BAG-UFP) max
We note that the absolute of the sum in Cons. (2) is replaced in BAG-UFP by the sum of the absolutes in Cons. (27) . Thus all demands in BAG-UFP are real valued. Let (x * k ) k∈N be an optimal solution for m-CSP * . Lemma 7 below implies cos φ 2 · k∈N j∈D k :t∈T j |s k,j |x * k,j ≤ k∈N j∈D k :t∈T j s k,j x * k,j ≤ C t ∀t ∈ T .
According to the above inequality, we can construct a feasible solution (x k,j ) k∈N ,j∈D k to BAG-UFP * defined byx k,j cos φ 2 · x * k,j . By the feasibility of (x k,j ) k∈N ,j∈D k ,
Therefore, u(x) ≥ ψ · OPT * ≥ ψ · cos φ 2 · OPT * ≥ ψ cos φ 2 · OPT. It remains to show thatx is feasible for m-CSP , which follows readily from the triangular inequality:
Lemma 7 ( [16]). Given a set of vectors {d
where θ is the maximum angle between any pair of vectors {d i ∈ R 2 } n i=1 and 0 ≤ θ ≤ π 2 .
For completeness, we provide the proof in the appendix. We can apply Lemma 6 using the recent LP-based algorithm by Grandoni et al. [14] to obtain the following result. Theorem 8. There exists an (Ω(log n/ log log n), 1)-approximation for m-CSP [0, π 2 ]. Additionally, if all demands have the same utility, we obtain (Ω(1), 1)-approximation.
Prior work has addressed an important restriction of UFP (also BAG-UFP) called the no bottle-neck assumption (NBA), namely, max k∈N , j∈D k |s k,j | ≤ C min min t∈T C t states that the largest demand is at most the smallest capacity over all time slots. Define the bottle-neck time of demand (k, j) by b k,j arg min t∈T j C t . Given a constant δ ∈ [0, 1], we call a demand (k, j) δ-small if |s k,j | ≤ δC b k,j , otherwise we call it δ-large. We remark that the NBA assumption naturally holds in smart grids since individual demands are typically much smaller than the generation capacity over all time slots. In the following, we show that there exists an (Ω(1), 1)-approximation for m-CSP [0, π 2 ]. This is achieved by splitting demands to δ-small and δ-large and solving each instance separately then taking the maximum utility solution. The next lemma is an extension to an earlier work by Chakrabarti et al. [6] (to accommodate complex-valued demands) used to derive a dynamic program that approximates δ-large demands.
Lemma 9. The number of δ-large demands that cross an edge in any feasible solution is at most 2 1 δ 2 · sec φ 2 . Proof. Given a feasible solutionx, let S {(k, j) ∈ I |x k,j = 1, s k,j > δb k,j } be the set of indices of δ-large demands. Consider any time slot t, let S t {(k, j) ∈ S | t ∈ T j } be the set of demands that cross time t. Then we partition S t to the sets S L t and S R t , such that S L t (resp., S R t ) contain demands with bottleneck time slot on the left (resp., right) of t. We show that |S L t | ≤ 1 δ 2 · sec φ 2 , and a similar argument shows the same bound for |S R t |. Let B be the set of bottleneck time slots for demands in S L t . Now let t ∈ B be the rightmost bottleneck in B. Since t is the bottleneck of some δ-large demand (k, j), i.e., δC t < |s k,j |, and by the NBA assumption,
This obtains |S L t | ≤ 1 δ 2 · sec φ 2 . Theorem 10. Under the NBA assumption, there exists an (Ω(1), 1)-approximation for m-CSP [0, π 2 ]. The running time is O(n 2 ).
Proof. We set δ = 1 2 . For small demands, Chakaravarthy et al. [4] present a primal-dual 1 9 -approximation algorithm that runs in O(n 2 ). By Lemma 6, this algorithm is also ( 1 9 cos θ 2 )-approximation to m-CSP . Large demands can be handled via a simple reduction to the weighted job interval selection problem proposed by Elbassioni et al. [11] (i.e., restrict selected demands to be disjoint). By Lemma 9 we loose a factor of 2 4 sec θ 2 , then we apply the 2-approximation by Bar-Noy et al. [3] which runs in O(n log n). Hence we obtain a ( 1 9 cos θ 2 + 4 4 sec θ 2 )-approximation that runs in O(n 2 ).
6 Practical Greedy Approximation for 1-CSP[0, π 2 ]
In this section we give a practical greedy constant-factor approximation algorithm, presented in Algorithm 4, and denoted by 1-CSP-GREEDY, for the single time slot case (1-CSP[0, π 2 ]) where |T | = 1. Despite the theoretical value of the PTAS and FPTAS presented in [7] (that are generalized in Sec. 4), the running time is quite large and hence impractical for real world applications. Algorithm 1-CSP, on the other hand, achieves 1 2 cos φ 2 , 1 -approximation only in O(n log n) time, where n k∈N |D k |. Note that such a simple greedy algorithm can be used to provide a fast heuristic for practical settings when considering multiple time slots. For instance, in the setting where users arrive online, 1-CSP-GREEDY could be applied to each time slot, after reducing the capacity by the magnitude of demands consumed in previous time slots.
Require: Users' utilities and demands {u k,j , s k,j } k∈N ,j∈D k ; capacity C Ensure: ( 1 2 cos φ 2 , 1)-solutionx to 1-CSP Initialization:
• Add a dummy demand with zero utility and zero demand to each set D k , k ∈ N • Sort users in each set D k , k ∈ N by the magnitude of their demands in increasing order such that if j ≤ j , then |s k,j | ≤ |s k ,j | for all j , j ∈ D k • For each k ∈ N define a new set R k ⊆ D k by successively testing the demands in D k according to Eqns. (37) and (38). Assume the ordering |s k,
E ← E ∪ {(k, j)} 4: end for 5: Sort items in E by their efficiency (ũ k,j |s k,j | ) in a non-increasing order 6: for (k, j) ∈ E (in the sorted order) do 7: if τ +s k,j ≤ C then 8:x k,j ← 1,x k,j−1 ← 0, τ ← τ +s k,j Proof. Consider the simplified version of m-CSP denoted by 1-CSP where |T | = 1. Recall the assumption made in the Sec. 3 stating that for every user k, |D k | = 1 if (k, j) ∈ F, j ∈ D k . This assures that at most one demand is selected from each user's set D k , k ∈ F. We add a dummy demand to each set D k , for each user k ∈ N with utility of 0 and demand of 0. This is to guarantee that a solution to 1-CSP problem contains exactly one demand from each set D k for every user k ∈ N . Note that this change does not affect the 1-CSP problem. The following MIQCP problem is formulated.
x k,j ∈ {0, 1} for all (k, j) ∈ I and x k,j ∈ [0, 1] for all (k, j) ∈ F .
Let S * ⊆ N be an optimal solution of 1-CSP, and the OPT (k,j)∈S * u k,j · x k,j be the corresponding total utility. If a user's complex-valued power demand is substituted in 1-CSP problem by its real-valued magnitude, the inequality constraint (31) is transformed into an equality constraint and the binary decision variables x k,j are relaxed such that they take non-negative real values (i.e., (x k,j ) k∈N ,j∈D k ∈ [0, 1]), the following linear programming (LP) problem is obtained.
We introduce the concepts of dominance and LP-dominance which were defined previously in [22] . 
then demand h is dominated by j. Similarly, if some demands j, h and l in the same set j, h, l ∈ D k , k ∈ N with |s k,j | < |s k,h | < |s k,l | and u k,j < u k,h < u k,l satisfy
then demand h is LP-dominated by demands j and l.
In chapter 11 of [17] the following proposition is stated.
Proposition 12. Given two demands j, h ∈ D k , k ∈ N , if demand j is dominated by demand h then an optimal solution to 1-CSP with x k,j = 0 exists. Similarly, if demand h is LP-dominated by demands j and l such that j, h, l ∈ D k , k ∈ N then an optimal solution to RX1-CSP with x k,h = 0 exists.
In [17] , it was also proved that the LP optimal solution to RX1-CSP problem may be found readily by adopting the correspondingly modified variant of 1-CSP-GREEDY algorithm. Considering Prop. 12 it is possible to eliminate demands from sets D k , k ∈ N which will never be included in the optimal solution of 1-CSP. The greedy algorithm for RX1-CSP problem starts by sorting each set D k , k ∈ N according to increasing magnitude of demands and defining a corresponding new set R k ⊆ D k comprised of only dominated and LP-dominated demands determined according to Eqns. (37) and (38). Assume the ordering |s k,1 | ≤ |s k,2 | ≤ ... ≤ |s k,r k | in R k , where r k = |R k |. Observe that this reduction requires only O( k∈N |D k | log |D k |) time due to sorting. Initially, 1-CSP-GREEDY selects customers with a smallest demand from each sorted set R k , k ∈ N and sets the corresponding decision variables to 1. Next, the greedy algorithm constructs a new set E by combining all the sets R k , k ∈ N and settingũ k,j = u k,j − u k,j−1 and |s k,j | = |s k,j | − |s k,j−1 | for j = 2, ..., r k . After sorting entries in E by their efficiencyũ k,j |s k,j | in non-increasing order, the greedy execution continues by selecting items in the aforementioned sorted order considering the residual capacityC = C − k∈N |s k,1 |. Observe that for 1-CSP and RX1-CSP problems the residual ca-pacityC = C since k∈N |s k,1 | = 0 (sum of the magnitude of the demands of dummy items from each set R k , k ∈ N ). Each time an item (k, j) is selected from set E assignx k,j ← 1,x k,j−1 ← 0 and τ = τ + |s k,j |, where the initial value of τ is 0. Assume at some iteration adding the next item (k , j ) to the current solution vectorx causes capacity violation, that is τ ≤ C and τ + |s k ,j | > C .
The greedy execution is stopped at this point and the remaining capacity C − τ is occupied by the corresponding fractional part of the (k , j ) item's power demand and the item's (k , j − 1) decision variable is set as follows:x k ,j = C − τ |s k ,j | andx k ,j −1 = 1 −x k ,j where k ∈ N , j ∈ R k .
In [17] , it was shown that this greedy strategy produces an optimal solution to RX1-CSP problem containing at most two fractional variables that belong to adjacent users in the sorted set R k . Denote by S * L ⊆ N an optimal solution of RX1-CSP and by OPT L k∈S * L ,j∈R k u k,j x k,j the corresponding total utility. Denote by E s E \ {(k , j ), (k , j − 1)}, let p (k,j)∈Es u k,j ·x k,j and u max arg max
For the optimal solution to RX1-CSP problem we get OPT L =p +x k ,j · u k ,j +x k ,j −1 · u k ,j −1 ≤p + u k ,j .
On the other hand, by Lemma 7 it follows that
since φ is restricted to be at most π 2 . Note that the subset S * , which is an optimal solution to 1-CSP problem, becomes a feasible solution to RX1-CSP if the relaxed decision variables are set x k,j = cos φ 2 for ∀(k, j) ∈ S * and x k,j = 0 otherwise. We remark that an optimal solution of CSP can be easily created as to satisfy the equality constraint (35) in RX1-CSP problem by making use of dummy users with utility of 0 and demand of 0 without altering the utility of the optimum solution. This implies that OPT L ≥ cos φ 2 · u(S * ) = cos φ 2 · OPT .
Denote by Z ALG the utility of the output solution of 1-CSP-GREEDY when applied to 1-CSP problem. To investigate the worst case approximation ratio of 1-CSP-GREEDY for 1-CSP problem we split the analysis into two cases.
Case (1): Demand (k , j ) is divisible, i.e., (k , j ) ∈ F.
Observe that Z ALG ≥p +x k ,j · u k ,j +x k ,j −1 · u k ,j −1 since by the formulation of problem (k , j − 1) is a dummy demand and thus OPT L ≤ Z ALG .
From Eqns. (43) and (44) it follows
Case (2): Demand (k , j ) is inelastic, i.e., (k , j ) ∈ I . Considering Eqn. (41) observe that OPT L ≤p + u max .
Evidently, Z ALG ≥p. This gives OPT L ≤ Z ALG + u max .
From the formulation of algorithm 1-CSP-GREEDY, Z ALG ≥ u max , and hence by Eqns. (47) and (43) it follows that Z Alg ≥ 1 2 cos φ 2 · OPT .
Thus, we have shown for the aforementioned both cases that algorithm 1-CSP-GREEDY produces solutions that in the worst case are at least 1 2 cos φ 2 of the optimum solution to 1-CSP problem, where φ is the maximum angle between any pair of demands. That is, 1-CSP-GREEDY is 1 2 cos φ 2 , 1 -approximation for 1-CSP problem.
Conclusion
This paper extends the previous results known for the single time slot case (CKP) to a more general scheduling setting. When the number of time slots m is constant, both the previously known PTAS and FPTAS are extended to handle multiple-time slots, multiple user preferences, and handle mixed elastic and inelastic demands. For polynomial m, a reduction is presented from CSP[0, π 2 ] to the real-valued BAG-UFP, which can be used to obtain algorithms for CSP[0, π 2 ] based on BAG-UFP algorithms that have bounded integrability gap for their LP-relaxation. We further presented a practical greedy algorithm with an efficient running time that can be implement in real systems. As a future work, we shall improve the second case (polynomial m) to a constant-factor approximation. Additionally, we may consider different objective functions such as minimizing the maximum peak consumption at any time slot.
Notice that cos(θ i − θ r ) ≥ 0, therefore the second derivative is always negative. This indicates that all local exterma in [0, θ r−1 ] of g(θ n ) are local maxima. Hence, the minimum occurs at the boundaries: min θr∈[0,θ r−1 ] g(θ r ) ∈ {g(0), g(θ r−1 )} If θ r ∈ {0, θ r } , then there must exist at least a pair of vectors in {d i } r i=1 with the same angle. Combining these two vectors into one, we can obtain an instance with r − 1 vectors. Hence, by the inductive hypothesis, the same bound holds up to r vectors.
