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基于隐马尔科夫模型的市场指数量化择时研究
傅中杰，吴清强＊
（厦门大学软件学院，福建 厦门 ３６１００５）
摘要：量化择时是量化投资领域的重要组成，主要负责评判何时进行交易．为了验证隐马尔科夫模型（ｈｉｄｄｅｎ　Ｍａｒｋｏｖ
ｍｏｄｅｌ，ＨＭＭ）应用到量化择时的可行性，基于股票市场原始数据计算得到候选特征集，并利用 ＨＭＭ 对各个单特征进
行特征筛选，最后使用选出的特征集训练得到综合模型，预测交易日的市场状态．实验结果表明，基于 ＨＭＭ的交易策略
比双均线策略和基于ｋ－均值（ｋ－ｍｅａｎｓ）聚类的策略都有更好的表现，且具有较强的识别市场状态、规避系统性风险以及
获取超额收益的能力．
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　　精准预测金融市场是一件非常困难的任务，但是
预测市场在未来一段时间的趋势或状态依旧是可行
的．国内外许多文献已经指出，在金融市场尤其是股票
市场和债券市场中，存在崩溃、缓慢成长、熊市和恢复
阶段［１］．Ｄｅ　Ａｎｇｅｌｉｓ等［２］提出了检测市场稳定和混乱
状态的框架模型，并且预测了两种状态之间的转换．
Ｓａｌｈｉ等［３］使用隐马尔科夫模型 （ｈｉｄｄｅｎ　Ｍａｒｋｏｖ
ｍｏｄｅｌ，ＨＭＭ）完成了金融危机和稳定时期的分类任
务．与此同时，多种机器学习算法被应用于股票市场预
测，如 支 持 向 量 机 （ｓｕｐｐｏｒｔ　ｖｅｃｔｏｒ　ｍａｃｈｉｎｅ，
ＳＶＭ）［４－６］，神经网络［７］，集成学习［８］，深度学习［９］等．
Ｇａｌｅｓｈｃｈｕｋ［７］发现了拥有最佳预测能力的神经网络，
并用于交易所数据预测．Ｂｅｂａｒｔａ等［８］应用集成学习方
法，组合人工神经网络、ＨＭＭ 和遗传算法构建了一
个股票预测系统．并且随着深度学习的兴起与成熟，越
来越多的研究开始利用深度神经网络进行股票涨跌
预测［９］．然而由于为股票价格序列做标注难度较大，难
以进行有效的监督学习，故 ＨＭＭ等非监督方法也被
大量研究．Ｈａｓｓａｎ等［１０］利用 ＨＭＭ 找到与预测当天
最相似的历史数据，用以预测下一天的股价，为股票
预测提供了一种新范式．之后，Ｐａｒｋ等［１１］使用连续
ＨＭＭ预测下一天收盘价的变化方向．Ｓｅｅｔｈａｌａｋｓｈｍｉ
等［１２］利用 ＨＭＭ 识别股价的危机期和稳定期．但这些
研究多数直接使用携带噪音更多的日内开盘价、最高
价、最低价和收盘价作为模型的输入特征进行训练，
没有在特征的选择上进行探究，并且没有充分发挥
ＨＭＭ对隐状态的刻画能力，也缺乏策略层面的充分
验证．
为了在环境多变、难以预测的股票市场中研发可
靠的量化交易策略，取代主观性较强的人工交易方
式，有效地保障资产组合保值增值，本研究利用ＨＭＭ
自身特点来识别和预测市场状态，将可观察的特征作
为观测值，将金融市场状态作为预测目标的隐状态．在
此基础上，生成指数基金的量化交易策略，对策略的
有效性通过各个层面予以评估，且通过与当前业内较
为常用的基于技术指标以及基于无监督聚类的择时
方法对比说明了该方法的有效性，同时也分析了这种
方法的局限性和缺陷．
１　股票市场的ＨＭＭ算法
股票市场周期可以粗略区分为牛市、熊市和震荡
市，还能分成更多细粒度的市场状态，这些市场状态
难以观察，且转换过程往往并非一蹴而就，存在一定
的过渡期．图１为 ＨＭＭ模型量化金融示例图，ＨＭＭ
假设当前交易日ｔ的市场状态ｓｔ 仅依赖于前一交易
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图１　ＨＭＭ量化金融示例
Ｆｉｇ．１ Ｅｘａｍｐｌｅ　ｏｆ　ＨＭＭ　ｏｎ　ｑｕａｎｔｉｔａｔｉｖｅ　ｆｉｎａｎｃｅ
日状态ｓｔ－１，故市场状态之间的转移概率分布为
Ｐ（ｓｔ｜ｓｔ－１，ｓｔ－２，…，ｓ１，ｏ１，ｏ２，…，ｏｔ－１）＝
　Ｐ（ｓｔ｜ｓｔ－１）， （１）
其中ｏｔ 为观测状态，这里可观测变量很多，一般表现
为股价和成交量的波动，也可表现为一些技术指标的
数值变化．进而，转移概率矩阵Ａ 可表示为
Ａ＝（ａｉｊ）＝（Ｐ（ｓｔ＝ｊ｜ｓｔ－１＝ｉ））． （２）
市场状态ｓｔ 映射到观测状态ｏｔ 的输出概率分
布为
Ｐ（ｏｔ｜ｓｔ，ｓｔ－１，…，ｓ１，ｏ１，ｏ２，…，ｏｔ－１）＝Ｐ（ｏｔ ｜
ｓｔ）， （３）
Ｂ＝（ｂｊｋ）＝（Ｐ（ｏｔ＝ｋ｜ｓｔ＝ｊ））． （４）
其中Ｂ为输出概率矩阵．根据ＨＭＭ，在上述转移概率
和输出概率的基础上，还需要有作为市场状态序列开
端的初始状态概率分布π．
π＝（πｉ）＝（Ｐ（ｓ１＝ｉ））． （５）
因此，股票市场可由一个完整的 ＨＭＭ 模型θ＝
（Ａ，Ｂ，π）的三元组描述．ＨＭＭ 的训练过程目前尚无
最优解方法，一般采用鲍姆－韦尔奇（Ｂａｕｍ－Ｗｅｌｃｈ）算
法，根据期望－最大化（ＥＭ）原理确定局部最优的θ三
元组．
预测过程则使用维特比（Ｖｉｔｅｒｂｉ）算法，定义状态
空间为Ｓ＝｛ｓ１，ｓ２，…ｓｔ｝，令Ｖｔ，ｓｋ为在已有ｔ个观测值
下以状态ｓｋ 为结尾的最可能状态序列的概率如式（６）
和（７）所示，则当前状态ｓｔ 可由式（８）得到．
Ｖ１，ｓｋ ＝Ｐ（ｏ１｜ｋ）·πｋ， （６）
Ｖｔ，ｓｋ ＝ｍａｘｓ∈Ｓ（Ｐ（ｏｔ｜ｓｋ）·ａｓ，ｓｋ·Ｖｔ－１，ｓｔ－１），
（７）
ｓｔ＝ａｒｇｍａｘｓ∈Ｓ（Ｖｔ，ｓ）． （８）
ＨＭＭ保留了与当前交易日关联最强的前一交
易日的信息，简化了建模过程，降低了模型复杂度；且
ＨＭＭ相较于神经网络等其他模型来说具有更好的
可解释性；另外 ＨＭＭ也假设每个观测值仅依赖于当
前的隐状态，该假设符合人们对于市场的理解认知．在
牛市和熊市期间，市场的收益率和波动率分布具有显
著差异［１３］，因此有理由相信在不同市场状态下观测值
拥有不同的分布．
总的来说，ＨＭＭ 拥有结构简单、鲁棒性强和可
解释性好的优势，它在手写体识别［１４－１５］、体态识别［１６］、
自然语言处理［１７－１８］和语音识别［１９］等时序相关领域的
应用已经相当成熟；其不足主要在于部分远期历史信
息的丢失以及缺乏对每个状态的直接解释．
２　基于ＨＭＭ的量化择时模型
模型整体流程如图２所示．首先，通过开源数据接
口获取股票市场指数的原始日频历史行情数据，并从
中计算得到相关候选特征．其次，为了能够找到拥有卓
越盈利能力的特征，使用 ＨＭＭ 对单个候选特征建模
以进行回测检验，并根据评估指标选取有效特征．随
后，利用有效特征集合对给定状态数的 ＨＭＭ 模型进
行训练．最后在回测阶段，模型被用于预测后一交易日
的市场状态，并发出相应的交易信号．通过上述步骤，
得到模型的最佳参数，并用于实际的量化交易中．
２．１　特征准备
文中使用经过计算的特征取代前文所述的原始
特征．在股票市场中，候选特征主要分为技术面特征和
基本面特征两类．技术面特征主要是一些常用的技术
指标，如相对强弱指数（ｒｅｌａｔｉｖｅ　ｓｔｒｅｎｇｔｈ　ｉｎｄｅｘ，ＲＳＩ）、
平均真实波动率（ａｖｅｒａｇｅ　ｔｒｕｅ　ｒａｎｇｅ，ＡＴＲ）等，在这
些指标的计算中往往对股价信息做了不同程度的平
滑处理，在一定程度上减少了噪声，且这些指标在市
·５０４·
厦门大学学报（自然科学版） ２０１８年
ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
图２　模型流程图
Ｆｉｇ．２ Ｆｌｏｗ　ｄｉａｇｒａｍ　ｏｆ　ｔｈｅ　ｍｏｄｅｌ
场上被广泛运用多年，具有很强的可靠性．基本面特征
主要是一些能够反映国家宏观经济状态的指标．上述
特征都从各自的特定角度揭示了当前金融经济市场
的状态．为了使模型更具通用性，本文中的主要研究对
象为技术面特征．
２．２　特征筛选
特征筛选的主要任务是从所有候选特征中挑选
高质量的特征．不同特征从不同角度反映了市场状态，
本文中将这些特征组合在一起以期能够起到互补效
果，提高模型表现．
根据图２，在生成各个候选特征后，为每个特征构
建单独的 ＨＭＭ模型并执行单特征检验．训练集上的
单特征时间序列作为 ＨＭＭ模型的输入，可得到一个
经过单特征训练的 ＨＭＭ模型，随后观察该模型在回
测验证集上的预测表现．由于训练过程还涉及到状态
数目的确定，本文中为每个单特征分别检验了状态数
ｎ∈［２，１３］的回测情况，并对各个状态数下得到的回
测结果的评估指标计算平均值获得该特征的综合回
测性能表现．通过观察每个单特征模型在数据集上的
回测表现，能够比较这些特征，评估它们的效用．在量
化金融领域，常用年化收益率、最大回撤、夏普比率、
交易胜率和交易频率等作为评估指标．年化收益率是
衡量盈利能力的直接指标，而最大回撤是衡量模型可
能遇到的最坏情况的有效指标，夏普比率衡量了单位
风险水平下可获得的收益，交易胜率代表了盈利交易
的比例，交易频率则衡量了交易成本的数量．在由专家
给出指标的相对重要性后，评估指标ＲＳＩ、平滑异同移
动平均线（ＭＡＣＤ）、ＡＴＲ、资金流指标（ＭＦＩ）、顺势指
标（ＣＣＩ）、乖离率指标（ＢＩＡＳ）的权重可由层次分析法
获得，层次分析结构如图３所示．
图３　层次分析图
Ｆｉｇ．３ Ａｎａｌｙｔｉｃ　ｈｉｅｒａｒｃｈｙ　ｐｒｏｃｅｓｓ　ｄｉａｇｒａｍ
评估出指标权重ｗｉ 后，可计算每个特征的综合
得分，可以得到
Ｓｃｏｒｅ＝∑
ｎ
ｉ＝１ｗｉｅｉ， （９）
其中，ｎ为评价指标数量，ｅｉ 为评价指标值．据此筛选
得到表现靠前的Ｋ 个特征，组合成训练特征集用于最
终模型的训练．
２．３　状态识别
ＨＭＭ模型的输出包含多个状态区间如图４所
示，为了识别出盈利和非盈利状态，需要在训练集上
为每种状态执行多头策略（即在预测为该状态的交易
日买入持仓，在非该状态的交易日卖出），并且统计它
们各自的累积收益率曲线．
图４　状态区间
Ｆｉｇ．４ Ｉｎｔｅｒｖａｌ　ｏｆ　ｓｔａｔｅｓ
一种简单的方法是根据在训练区间上统计得到
的状态累积收益情况将状态分为２类，累积收益为
正，代表可盈利状态，累积收益为负，代表不可盈利状
态．根据状态所属类型，相应的执行多头或空头策略．
若在考察期间共有Ｔ 个交易日，第ｔ个交易日的累积
收益为ｒｔ，本文中识别可盈利状态的判定条件为：
ｒＴ ＞１５％ ∨ （ｒＴ ＞５％ ∧ （ｔ≤Ｔ，
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　ｒｔ ＞－３％））． （１０）
式（１０）定义的判定条件实际上代表了两类可盈
利状态：第一类是具有明显盈利能力的状态，其收益
率显著为正；第二类是微盈利、小波动的状态，多数出
现在震荡上行的行情．从长期来看，这两类状态都能够
带来一定的利润．
一些盈利状态在某个特定时期可能会变得失效，
一些状态也可能会从非盈利变为可盈利，这一方面是
由于状态的含义不精准，导致状态识别存在一定的误
差，另一方面也是由于市场本身的不稳定性造成的．尤
其是当所选择状态数量多、比例大的时候，更有可能
引入“不准确”状态．为了解决这个问题，采用一种直观
的方法来满足需求———动态状态池．对每个状态在每
个交易日进行监控，并根据式（１０）条件进行检验，一
旦某个状态满足条件，则将其加入到候选状态池中，
相应地在该状态执行多头策略．相反，如果状态不能满
足条件，则移出池子．
在状态识别的基础上，综合模型还需要确定最佳
的状态参数．该步骤与单特征筛选的过程较为类似，主
要通过分析一定范围状态数的综合模型在数据集上
的回测验证结果，综合国家经济运行背景，选取其中
状态区分度大，且盈利状态所获累积收益加和最高的
状态数作为模型最终的状态参数．
２．４　回　测
训练后的模型能够预测后一天的市场状态，根据
预测得到的市场状态在相对应的指数交易所交易基
金（ｅｘｃｈａｎｇｅ　ｔｒａｄｅｄ　ｆｕｎｄｓ，ＥＴＦ）上进行交易．交易规
则如式（１１）所示，ｐｔ＋１为下一个交易日仓位，ｓｔ＋１表示
预测的下一个交易日的市场状态类型，盈利状态为１，
其他状态为０．
ｐｔ＋１＝
１，ｓｔ＋１＝１，
０，ｓｔ＋１＝０．｛ （１１）
卓越的投资表现主要由以下３个因素构成：
１）回报率衡量投资组合获取绝对收益和超额收
益的能力，也是一个交易策略的基本要求．通常用年化
收益率和超额收益率来衡量回报率，它分别衡量投资
策略获取盈利的速度以及战胜市场的能力．
２）风险也是一个重要的指标．一个稳定的策略能
够规避糟糕的市场环境带来的巨大损失，低风险的策
略能够做到低回撤．
３）交易成本也是需要考虑的因素之一．在大多数
情况下，过量的交易会带来大量的无效交易．在中国，
证券公司会对每笔交易收取成交额的０．１５％作为佣
金手续费，从长期来看，这是一笔巨大的开支并且会
侵蚀一部分的利润．因此，保持相对高的胜率和控制合
适的交易频率是必要的．
日频数据的使用也意味着本文中的策略是日频
策略，策略模型监控每天的市场状态并且在下一个交
易日做出相应的交易决策．添加仓位控制、止盈止损措
施可以在很大程度上进一步将风险控制在更低的
水平．
３　实　验
３．１　数据介绍
为了简化实验，本文中选择市场指数作为实验对
象，国内市场选取沪深３００（ＣＳＩ　３００）指数，在国际市
场选取标准普尔５００（Ｓ＆Ｐ　５００）指数作为建模标的，
其中选取跟踪ＣＳＩ　３００指数的３００ＥＴＦ（５１０３００．ＯＦ）
来模拟真实的交易场景．原始数据主要包含了交易日
期、开盘价、最高价、最低价、收盘价、成交量、成交额
信息．本研究选择ＣＳＩ　３００作为跟踪标的主要原因为：
ＣＳＩ　３００是我国股票市场最为重要的交易指数之一，
其跟踪标的流动性好，不易受到操纵，且波动性适中；
同时希望通过指数择时，能够为指数增强型基金产品
提供一些新思路，以期获得超过纯被动型指数基金的
超额收益．
３．２　特征筛选
如２．２节所述，本研究根据５个评价指标对１８个
候选特征进行综合打分并筛选特征．在保证一定盈利
水平、可控制风险、维持一定的稳定性的目标下，由专
家指导给出每个指标的重要程度分值，可得如式（１２）
所示的评估指标判断矩阵Ｃ．
Ｃ＝
１　 ６／５　３／２　 ２　 ３
５／６　 １　 ５／４　５／３　５／２
２／３　４／５　 １　 ４／３　 ２
１／２　３／５　３／４　 １　 ３／２
１／３　２／５　１／２　２／３ １
熿
燀
燄
燅
． （１２）
矩阵元素ｃｉｊ表示指标ｉ相对于指标ｊ的相对重
要程度，矩阵自左向右和自上向下分别表示年化收
益率、最大回撤、夏普比率、交易胜率、交易频率．通
过对式（１２）中的Ｃ进行特征向量分析，取最大特征
值对应的特征向量进行归一化，即可得到每个指标
具体对应的权重，本研究中上述指标最终权重向量
Ｗ＝（ｗｉ）＝［０．３０，０．２５，０．２０，０．１５，０．１０］．其中最
大回撤和交易频率指标是反向指标，因此在计算最
终分值时需要给予负值处理．另外由于评价指标存
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在量纲不一致问题，需要在计算前进行标准化，主要
依据各个评估指标的含义，以及其在量化投资领域
常见的取值范围进行最大最小标准化（ｍａｘ－ｍｉｎ　ｎｏｒ－
ｍａｌｉｚａｔｉｏｎ），夏普比率主要取值范围在（０，１０），其余
指标取值范围主要在（０，１００），映射后可使所有指标
不会带有额外的权重影响．
表１　候选特征得分
Ｔａｂ．１　Ｓｃｏｒｅｓ　ｏｆ　ｃａｎｄｉｄａｔｅ　ｆｅａｔｕｒｅｓ
指标 得分 指标 得分 指标 得分
１４日ＡＴＲ　 ２６．３ 人气指标 ６．９ ＢＩＡＳ －２．０
２０日价格效率 １６．６ ＭＡ５／ＭＡ２０距离 ６．２ ｃｌｏｓｅ／ＭＡ５距离 －２．１
每日收益率 １５．８ 每日振幅 ５．６ ＲＳＩ －２．９
ＭＡＣＤ　 １３．８ ＲＯＣ　 ２．６ ＰＶＴ －６．１
意愿指标 １２．９ ＣＣＩ　 ０．７　 ５日价格效率 －７．０
ＭＦＩ　 ７．３ ｃｌｏｓｅ／ＭＡ２０距离 －０．９ ＯＢＶ －７．３
表２　所选特征的平均测试结果
Ｔａｂ．２　Ｔｈｅ　ａｖｅｒａｇｅ　ｔｅｓｔｉｎｇ　ｒｅｓｕｌｔｓ　ｏｆ　ｓｅｌｅｃｔｅｄ　ｆｅａｔｕｒｅｓ
特征 胜率／％
频率／次
开仓 平仓
累积
收益率／％
年化
收益率／％
最大
回撤率／％
夏普
比率／％
交易
成本／元 Ｒ
１４日ＡＴＲ
３＊
７１．６３
（５０．００）
４．３
（５）
３．４
（４）
４７．０３
（７３．４５）
１５．０４
（２３．４８）
１２．７６
（１５．２６）
１．４０
（１．３８）
１　３９６
（１　８５３）
３．８２
（４．８１）
２０日价格效率
４＊
５５．０３
（５９．６５）
６８．５
（５８）
６７．５
（５７）
５９．７９
（９２．３４）
１９．１２
（２９．５２）
２２．９５
（２４．０５）
１．３４
（１．３２）
２６　１６３
（２５　６５１）
２．８１
（３．８４）
每日收益率
６＊
５１．０５
（５３．３３）
１８．２
（１６）
１７．５
（１５）
４７．９７
（９７．２０）
１５．３４
（３１．０７）
２６．８６
（１９．５３）
１．１０
（１．３８）
７　０７２
（７　１３９）
２．３１
（４．９８）
ＭＡＣＤ
５＊
５１．７４
（５５．５６）
２８．７
（１８）
２８．７
（１８）
３５．１９
（６７．８３）
１１．２５
（２１．６８）
１６．９５
（２１．９２）
０．８３
（１．４１）
８　６７９
（６　５３９）
２．３４
（３．０９）
意愿指标
９＊
５１．５８
（４８．４８）
３１．０
（３３）
３１．０
（３３）
３７．０１
（４９．１０）
１１．９０
（１５．７０）
２２．６８
（２３．１４）
１．２４
（１．２９）
１０　５２９
（１１　７８９）
１．６４
（２．１２）
ＭＦＩ
４＊
４４．５４
（５６．５２）
３２．３
（２３）
３２．３
（２３）
１８．９６
（４２．９６）
６．０９
（１３．７３）
２１．３９
（２２．２９）
０．９５
（１．２４）
９　８１４
（７　９０４）
０．８６
（１．９３）
　　注：＊表示单特征下表现最好的状态数，（）表示拥有最高累计收益率的状态数，Ｒ 表示累积收益率与最大回撤率比值，下同．
经过上述步骤并结合式（９），便可为每个候选特
征打分，选取其中得分高于５分、最大回撤小于３０％
且夏普比率高于１的特征作为筛选后特征集．表１列
出了各个候选属性的得分，最终选出了６个特征：１４
日ＡＴＲ、２０日价格效率、每日收益率、ＭＡＣＤ、意愿指
标和 ＭＦＩ．表２给出了这些特征作为单特征模型在
２０１４—２０１６年间的表现．表中的结果是状态数分别为
２～１３时的测试结果统计平均值．一些特征在特定的
状态数上表现突出．以这些特征为输入的模型的回测
结果均获得了正的年化收益率，胜率大多超过５０％，
且交易次数适中．
３．３　状态识别
如图５所示，将表２中选出的特征组合为每个交
易日维度ｄ＝６的特征向量，作为综合 ＨＭＭ 模型的
输入．对于不同的市场，有不同的理想状态数．实验结
果表明，一些状态可能从非盈利状态转换为盈利状
态，意味着动态状态池是必要的．实际上，在模型中隐
状态的含义是不确定的，隐状态可能代表了某段时期
的赚钱效应，也可能代表了市场的波动率．在一定程度
上，可以通过输入不同的特征集来控制隐状态的内在
含义，这解释了为什么在表２中“每日收益率”的回测
结果能够取得最高的累积收益率．
表３第１行为配合动态状态池并取得最佳回测表
现的９状态 ＨＭＭ 模型得到的结果，在回测过程中，
动态状态池由３状态增加到４状态，说明其检测到了
新的盈利状态．为了探索通过动态状态池能够获得的
利润空间上限，引入未来函数对比实验结果．训练集被
定义在２００５—２０１３年，回测验证集定义为２０１４—
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图５　组合特征
Ｆｉｇ．５ Ｃｏｍｂｉｎｅｄ　ｆｅａｔｕｒｅｓ
２０１６年．通过直接观察２００５—２０１６年间满足式（１０）
定义的条件的状态，得到一个包含未来信息的“未来
状态集”．
图６　ＣＳＩ　３００指数走势图（２０１４—２０１６年）
Ｆｉｇ．６ Ｔｒｅｎｄ　ｃｈａｒｔ　ｆｏｒ　ＣＳＩ　３００ｉｎｄｅｘ（２０１４—２０１６）
表３　９状态数 ＨＭＭ在ＣＳＩ　３００指数上的回测结果（２０１４—２０１６年）
Ｔａｂ．３　Ｂａｃｋｔｅｓｔ　ｒｅｓｕｌｔｓ　ｏｎ　ＣＳＩ　３００ｉｎｄｅｘ（２０１４—２０１６）ｏｆ　９ｓｔａｔｅｓ　ＨＭＭ
状态集
选择
状态数
胜率／％
频率／次
开仓 平仓
累积
收益率／％
年化
收益率／％
最大
回撤／％
夏普比率／
％
交易成本／
元 Ｒ
动态 ３→４　 ６６．６７　 １３　 １２　 １０１．８７　 ３２．５７　 １２．２９　 １．３２　 ５　５９６　 ８．２９
静态 ３　 ５５．５６　 １０　 ９　 ６５．５３　 ２０．９５　 １２．２７　 １．４２　 ３　９０６　 ５．３４
静态 ４　 ６９．２３　 １４　 １３　 １０５．１４　 ３３．６１　 １２．３０　 １．３２　 ６　０６３　 ８．５５
　　注：灰色表示使用了未来状态集的结果，下同．
表３中第２和３行分别展示了９状态模型在静态
状态集中的预测能力和获取潜在更高累积收益的能
力．对比静态状态集，对于大部分状态数模型，随着时
间推移，在回测区间上至少出现一个能够获取收益的
新状态，部分状态数模型甚至出现２～３个新增的候
选状态，且这些新状态所带来的收益是非常显著的．从
表３中可以看出，９状态动态状态池模型结果已经非
常接 近 ９ 状 态 下 所 能 达 到 的 最 大 潜 在 收 益 率
１０５．１４％，这说明动态状态池是有效且必要的．图６展
示了ＣＳＩ　３００指数２０１４—２０１６年期间的市场运行情
况，ＣＳＩ　３００指数基准收益率为４３．９５％，９状态模型
获得了超过６０％的超额收益．
为了检验本文中模型状态识别能力的通用性，也
对模型在国际市场的表现进行了测试．由于本文中的
股票特征具有明确的市场意义，其有效性具有一定的
跨市场通用性，因此在国际市场中，直接使用３．２节
中在国内市场上筛选得到的特征集．选取美国金融市
场作为测试目标，实验中使用Ｓ＆Ｐ　５００指数２０００—
２００６年期间的数据作为训练数据，２００７—２０１６年作
为回测集．表４给出了４状态 ＨＭＭ在Ｓ＆Ｐ　５００上的
回测结果．状态数为３时，得到了２３６．６３％的最大潜
在累积收益，而指数的基准收益为１４０．２７％．图７分
别展示了 ＨＭＭ 预测结果在回测区间上的状态转移
情况和各个状态根据转移情况得到的净值曲线．从图
７可知，长期而言，状态０，１代表了上升趋势，状态２
代表市场反弹，同样可以带来利润．另外，状态１在开
始阶段经历了损失，直到２００９年才成为一个候选状
态，而后为整个资产组合带来了利润．状态３代表了剧
烈的下跌趋势．可以看到训练后的 ＨＭＭ 模型避免了
２００８年金融危机给股市带来的剧烈下跌．受益于更加
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表４　Ｓ＆Ｐ　５００指数部分结果（２００７—２０１６年）
Ｔａｂ．４　Ｐａｒｔ　ｏｆ　ｒｅｓｕｌｔｓ　ｏｎ　Ｓ＆Ｐ　５００ｉｎｄｅｘ（２００７—２０１６）
选择
状态数
胜率／
％
频率
开仓 平仓
累积
收益率／％
年化
收益率／％
最大
回撤／％
夏普
比率
交易
成本／元 Ｒ
２　 ５８．００　 ５０　 ５０　 １０３．４２　 １０．２７　 １２．２３　 １．８１　 ２２　８４７　 ８．４６
３　 ５４．２９　 ３６　 ３５　 ２３６．６３　 ２３．４９　 １２．２３　 １．４１　 ２４　０４３　 １９．３５
图７　Ｓ＆Ｐ　５００指数４状态 ＨＭＭ模型
Ｆｉｇ．７　４－ｓｔａｔｅｓ　ＨＭＭ　ｍｏｄｅｌ　ｆｏｒ　Ｓ＆Ｐ　５００ｉｎｄｅｘ
成熟的市场环境，在美国市场只需要更少的状态就能
够充分描述市场变化，获取稳定收益．
３．４　结果分析
文中将基于 ＨＭＭ 的量化择时模型与基于双均
线技术指标、基于ｋ－均值聚类算法的量化择时模型进
行了性能对比．
１）基于双均线技术指标的量化择时模型
移动平均线是股票和期货市场上历史最为悠久、
应用最为广泛的技术指标之一，基于均线的择时策略
也因其简单易懂而广泛运用．双均线策略主要利用短
期移动平均线和长期移动平均线之间的相对位置关
系发出交易信号［２０－２１］，短期均线运行在长期均线上方
则视为持仓信号，反之则视为空仓信号．均线模型主要
涉及的参数为长短期均线的周期．
２）基于ｋ－均值聚类算法的量化择时模型
近年来，已有研究将机器学习方法运用在量化投
资领域［２２］．本文中基于ｋ－均值聚类算法将每天的特征
向量作为对每个交易日的描述，并将欧式距离作为样
本间相似度的度量标准，将拥有相似特征的相似交易
日进行聚类并预测为同一种市场状态，根据预测得到
的状态发出相应交易信号．
３种方法的比较结果如表５所示．通过组合长短
期均线周期（５／１０／２０／３０／６０），对双均线择时模型共
１０个参数组合进行了测试，ＭＡ１０／ＭＡ６０参数组合获
得了最佳表现．在２０１４—２０１６年期间，该模型共发生
６笔交易，获得２３．７３％的年化收益率，此时最大回撤
２５．６８％．从结果上看，双均线策略的平均最大回撤率
分别比 ＨＭＭ高出１６．５个百分点，比ｋ－均值聚类算
法高出１３．５６个百分点，均线策略本身的延迟性造成
了幅度更大的回撤区间．利用表２中的特征对基于ｋ－
均值聚类算法的量化择时模型进行测试．在没有使用
动态状态选择的情况下，５状态ｋ－均值聚类算法在
２０１４—２０１６年期间取得了１５．１９％的年化收益率和
对应１３．２９％的最大回撤．通过使用动态状态选择，８
状态ｋ－均值聚类算法能够带来８４％的潜在收益，对应
最大回撤仅１２．７４％．不过在大多数情况下，其胜率都
低于５０％，且交易频率偏高．
综合对比结果可知，ＨＭＭ 拥有参数少、鲁棒性
强和可解释性强的优势．从最大回撤率的角度来看，基
于 ＨＭＭ的策略的表现皆优于ｋ－均值聚类算法和双
均线策略，表明相较于其他常见策略，ＨＭＭ 在规避
风险的敏感性和在控制回撤的有效性上表现更佳．从
期望收益率的角度看，基于 ＨＭＭ的策略的表现优于
ｋ－均值聚类算法，与均线策略相当．这主要源于 ＨＭＭ
合理的马尔科夫性质假设．另外，ＨＭＭ策略带来了长
期高于５０％的交易胜率，以及更低的交易频率．从平
均意义上来说，它产生更少的交易费用．
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表５　３种方法统计结果
Ｔａｂ．５　Ｓｔａｔｉｓｔｉｃａｌ　ｒｅｓｕｌｔｓ　ｏｆ　３ｍｅｔｈｏｄｓ
策略
模型
统计 胜率／％
频率／次
开仓 平仓
累积
收益率／％
年化
收益率／％
最大
回撤率／％
夏普
比率
交易
成本／元 Ｒ
ＨＭＭ　 Ａｖｇ　 ５６．８２　 １３．３　 １２．８　 ４４．８８　 １４．３５　 １４．９５　 １．３７　 ４　５５８　 ３．３７
Ｍａｘ　 １００．００　 ２６．０　 ２６．０　 ８３．６９　 ２６．７６　 ２４．３７　 １．４４　 ８９７３　 ５．４８
Ｍｉｎ　 ３４．６２　 ２．０　 １．０　 ３．２４　 １．０４　 ６．９８　 １．２６　 ４８３　 ０．３２
ＳＤ　 １７．７０　 ７．２　 ７．５　 ２０．３３　 ６．５０　 ５．７９　 ０．０６　 ２４６２　 １．７１
移动平均线 Ａｖｇ　 ４７．５３　 １５．６　 １５．５　 ４５．３３　 １５．１３　 ３１．５２　 ０．４９　 ５４２８　 １．６５
Ｍａｘ　 ６１．５４　 ４４．０　 ４４．０　 ７１．１２　 ２３．７３　 ４６．６０　 ０．７８　 １　３９０２　 ３．３２
Ｍｉｎ　 ３３．３３　 ６．０　 ５．０　 １０．８５　 ３．６２　 ２０．２６　 ０．１３　 １　９９０　 ０．２７
ＳＤ　 ８．３７　 １１．２　 １１．３　 １８．９４　 ６．３２　 ８．０７　 ０．２０　 ３　４５２　 ０．９５
ｋ－均值 Ａｖｇ　 ４０．１１　 ３４．１　 ３４．０　 ２８．３９　 ９．４７　 １７．９６　 ０．６０　 １１　０６２　 １．８２
聚类算法 Ｍａｘ　 ５３．０６　 ８０．０　 ８０．０　 ４５．５４　 １５．１９　 ３５．９９　 １．０８　 ２　３０５６　 ３．４３
Ｍｉｎ　 ３１．０３　 ２０．０　 ２０．０ －１．３２ －０．４４　 １３．２９ －０．０２　 ７０６５ －０．０４
ＳＤ　 ７．１５　 １６．２　 １６．２　 １１．４９　 ３．８３　 ５．９０　 ０．２７　 ４４５１　 ０．９０
　　注：Ａｖｇ表示平均值，Ｍａｘ表示最大值，Ｍｉｎ表示最小值，ＳＤ表示标准差．
均线策略的最大缺陷来源于均线的延迟性，这会
在趋势不明显的震荡市带来长期的亏损．只有在趋势
明显的牛市或熊市期间均线策略才能够带来大幅利
润或避免大幅损失．然而通常来说，在经济周期的影响
下，市场每经过７～８年才会有一轮趋势明显的牛市
或熊市，因此均线策略所需回报周期更长．另外，找到
合适的均线参数也是相当困难的，很容易造成过拟合．
而ｋ－均值聚类算法则完全没有考虑相邻交易日之间
的关系，导致了频繁的状态转换和高昂的交易成本．
４　结　论
本研究围绕量化投资领域的量化择时问题，研究
了ＨＭＭ在该领域的应用，给出了如何基于 ＨＭＭ 构
建量化交易策略的完整流程．同时将基于移动平均线
和ｋ－均值聚类算法的量化择时模型作为对比，对实验
结果进行了分析，验证了 ＨＭＭ具有识别市场中长期
状态的能力．ＨＭＭ 的主要原理在于马尔科夫性质的
假设，相邻时序样本之间的关联信息能够被有效利
用，隐状态的转换存在一定的概率分布，因而它能够
选择合适的交易时机，并在市场迎来暴跌时有效保护
资产组合．另外相较于其他两种常见策略，它在敏感性
和稳定性上有更好的表现．
尽管 ＨＭＭ在量化择时上有较为优越的表现，但
是仍然存在一些不足，在后续的研究中将进一步改进．
１）当前模型的状态选择依然属于静态规则，不能
有效监控各个状态的动态变化．当某个状态当前不能
满足特定条件时，很容易错过巨额的利润空间，而满
足条件时，又很容易遭遇巨幅回撤，也即在动态状态
监控上存在滞后．因此需要对动态状态选择机制进行
进一步的智能优化．
２）择时往往只是一个量化交易系统的一部分，通
过合理利用策略融合技术，将隐马尔科夫择时模型与
其他的策略组合使用，充分利用择时模型对市场环境
的预判能力，能够更加有效地挖掘个股股价的利润空
间，规避市场风险．
３）本文中提出的策略流程，尚未考虑任何仓位控
制和止盈止损措施，如何合理通过添加风险控制措施
来提高策略的可控性也是重要的研究课题．
４）当前针对的主要跟踪交易对象为市场指数，在
后续研究中，将进一步针对预测难度更大的个股以及
期货品种进行模型研究．
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