Abstract. Let K(an/b") be a limit periodic continued fraction of elliptic type; i.e., a" -> a and bn -> b, where af(b + w) is an elliptic linear fractional transformation of w . We show that if J] \an -a\ < oo and Y^ \bn -b\ < oo , then K(a"/bn) diverges. This generalizes the well-known Stern-Stolz Theorem. The Gauss continued fraction (related to hypergeometric functions) is used as an example. We also give an example where an -a= (?(n~x) and b" = b = 1 and K(anfbn) converges. The divergence result is also generalized further.
Introduction
A continued fraction K(a"fb") = Kr= K t-= t-, t-, t-, where s"eC\ {0} and bn £ C for all n , is said to converge if its sequence of (classical) approximants (0.2) fk=Kat = T + f+ +T forJfc-1,2,3,... n=\bn bx + b2 +■■■+ bk converges in C = Cu {00} . Its value is then / = limfk . We say that K(a"/bn) diverges if this limit does not exist in C. We adopt the convention that a continued fraction K(a"/b") has all a" ^ 0 by definition. The numerators {An}™=_l and denominators {B"}™=_1 of K(an/bn) are the solutions {X"} of the linear recurrence relation The aim of this paper is to find criteria for divergence of continued fractions. It is important to study divergence in order to learn more about convergence. This was realized already in 1860 when Stern [13] published the result that K(l/bn) diverges if (0. 7) 5>"|<co.
(However, its even approximants {f2n} and its odd approximants {f2n+\} both converge to finite values.) This was also known to Stolz [14] , and the result is called the Stern-Stolz Theorem. Later, Van Vleck [16] published his stunning result that if |arg(6")| < n/2 -e for all n for some e > 0, then K(l/bn) diverges if and only if (0.7) holds. So, in this sense, (0.7) is an optimal criterion. We shall generalize the Stern-Stolz Theorem in the next section. The proofs are given in §2, and §3 contains a further generalization. It is then trivial to see that K(a/b) diverges. (See, for instance, [8, p.47] .) We want to study limit periodic continued fractions K(a"/b") of elliptic type; i.e. an -► a and bn -> b where a and b are as above, and we shall study their tail sequences {i«}~0; i.e., t"£C and Remarks. 1. Part C implies that lim5'"(x) ^ HmS"(-b -x) in part B.
2. In part B we actually prove the stronger result that ,, ,.
A" + An-Xx , Bn+Bn_xx
both converge separately to finite values which are not both equal to zero. 3. The way in which K(a"/b") diverges depends on the ratio (b+x)/(-x) = e'e . From the proof of Theorem 1.1 it follows that if {e,n6}n<Lo is k-periodic (i.e., 6/n is a rational number), then {S"(0)} is limit ^-periodic, and if d/n is nonrational, then {S"(0)} has infinitely many limit points. For a = 1, b = 0 we have 6/n = -1, and thus {^(O)} is limit 2-periodic, just as we know from the Stern-Stolz Theorem. converges to -1. 6. Theorem 1.1 really expresses the idea that if K(an/b") is "near enough" to a given continued fraction K(a/b), then K(a"/b") "behaves almost like" K(a/b). This is an old and fruitful idea. See, for instance, [11, §19] , [5] , [15] . However, the emphasis has normally been on convergence rather than divergence. Still, it is possible also to derive Theorem 1.1 A from [3, Theorem 2b ] by a simple argument.
Let us see what consequences Theorem 1.1 has in a particular example: The Gauss continued fraction 1 + K(a"z/1), where
see for instance [8, p. 199 (1 t\ 2itn + ± + it + r , , " "
with reC and t £ R \ {0}, converges in C if Re(r) < -(± + t2).
We have implicitly assumed that t and r are chosen such that all a" ^ 0. Expression (1.9) may seem somewhat strange. But K(an/1) is chosen such
i.e., K(a"/1) is limit periodic of elliptic type, and {tn} is a tail sequence for K(an/1), in fact a tail sequence converging to x = -\ + it.
2. Proofs for the limit periodic case We shall use the following lemmas to prove Theorem 1.1. .) The formula (2.1) can essentially be found in [7] .
Lemma 2.2. Let {B"} and {Bn} be the denominators of K(a"/b") and K(än/bn), respectively. Then
This can be proved by manipulating the recurrence relations for B" and Bn .
(See [10] .)
One can also derive similar results for the numerators A" , but that is not necessary here, since we always have This result, which essentially can be found in [1, p. 455], can be proved by induction, using that exp(^) > 1 + q for q > 0.
Let us now turn to the more special case where K(an/bn) is limit periodic of elliptic type. We shall use the fact that K(an/bn) behaves almost like the corresponding periodic continued fraction K(a/b) under our conditions. For the periodic one we have: B. To prove the oscillation, we insert (2.7) into (2.8). For convenience we write (2.13) Then (2.8) can be written (2.14)
where both series in the last expression converge absolutely as n -> oo . Hence, the ¿"+1-term gives the oscillation unless which implies that (2.23) holds for all m > 0. This is impossible because of (2.12). Hence, the convergence of Sn(x) to a value in C follows from (0.4). A. We want to prove that S"(0) = An/B" diverges in C (i.e., oscillates) as « -^ oo. Since S"(x) converges, it suffices to prove that (S"(x) -Sn^x (0)) oscillates.
Without loss of generality we assume that {Bn • (~x)~"} diverges by oscillation and that the limit of (2.20) is nonzero.
(The limit . The numerator of this last expression converges to a finite value t¿ 0 as « -► oo because of (1.4), and so does also the second factor of its denominator. Since {B"-X • (-x)~n+x} diverges by oscillation, the oscillation of the whole expression follows. Note that the oscillation is as described in Remark 3.
C. Let {tn} be the tail sequence of K(a"/b") with t0 = lim"_00 S"(x). Then A. We first observe that a" -* -1/4, so that K(a"z/1) is limit periodic of elliptic type for z > 1. Hence, it would suffice to prove that J2 \a" + 1/4| < oo. However, it is readily seen that this does not hold in general for the Gauss fraction.
On the other hand, it suffices to prove that the even or the odd part of 1 +K(anz/1) diverges, i.e., that {S2n(0)} or {.S2n+i(0)} diverges. A continued fraction which has classical approximants equal to {^"(O)} is given by ( For z>l, z^2 we find that -z2/4(2-z)2 <-1/4, so that also K(c"(z)/1) is limit periodic of elliptic type, and the divergence of K(c"(z)/1) follows from Theorem 1.1 A.
For z = 2 we have Hence, the first sum in (3.2') cannot converge in C, so by Lemma 2.6, K(ä"/b") has to diverge. Next we shall impose conditions on the "closeness" of K(a"/b") to K(än/b"): Observe that by (3.2') with n = 1 we find that Of course, for the case where {b"} is bounded and bounded away from the origin, such as for K(a/b) in Theorem 1.1, the condition (3.6) reduces to (1.4). Since K(ä"/b") diverges, we know by Lemma 2.6 that {5"/n^=i(-'m)} diverges, and the question is again reduced to the question of whether since ak = tk-X(h + tk). We have just proved that the second factor in the denominator of this expression converges to a finite value. Without loss of generality we may assume that it is nonzero. The numerator converges to a value in C \ {0} by virtue of (3.8). Finally, without loss of generality, the first factor of the denominator oscillates in C. Observe that the oscillation of 5""(0) thus has the same character as the one of Sn(0 Example. Let x ^ 0, -1 and y ^ 0, -1 be two complex numbers such that (3.20) x\] +y\= eie for some 0 < 6 < 2n. y(l+x) is of elliptic type, and thus it diverges. Moreover, {tn}^ > where hn = x, hn+i = -{1 + y) for all n, is a tail sequence for K(än/1). This tail sequence satisfies (3.2') since Actually, we easily find that (3.2') holds with ll^l |v| |l+x|' |l+y| J |l-eiS| From Theorem 3.1 A we therefore find that every continued fraction K(a"/1) such that ^2\a" -ä"\ < oo diverges.
Final remark. One can relax condition (3.2) and still get results like Theorem 3.1 if one compensates by restricting (3.6).
