Abstract-Cost-sensitive learning relies on the availability of a known and fixed cost matrix. However, in some scenarios, the cost matrix is uncertain during training, and re-train a classifier after the cost matrix is specified would not be an option. For binary classification, this issue can be successfully addressed by methods maximizing the Area Under the ROC Curve (AUC) metric. Since the AUC can measure performance of base classifiers independent of cost during training, and a larger AUC is more likely to lead to a smaller total cost in testing using the threshold moving method. As an extension of AUC to multi-class problems, MAUC has attracted lots of attentions and been widely used. Although MAUC also measures performance of base classifiers independent of cost, it is unclear whether a larger MAUC of classifiers is more likely to lead to a smaller total cost. In fact, it is also unclear what kinds of post-processing methods should be used in multiclass problems to convert base classifiers into discrete classifiers such that the total cost is as small as possible. In the paper, we empirically explore the relationship between MAUC and the total cost of classifiers by applying two categories of postprocessing methods. Our results suggest that a larger MAUC is also beneficial. Interestingly, simple calibration methods that convert the output matrix into posterior probabilities perform better than existing sophisticated post re-optimization methods.
I. INTRODUCTION
In many classification problems, different types of misclassifications would cause different cost, and the target of classification is to minimize the total cost. This problem has been extensively investigated in the context of costsensitive learning [1] . However, most existing work presume that the misclassification cost matrix is specified in advance [2] - [4] , while this is never guaranteed in the real world. More importantly, once a classifier is built, it may be used in an uncertain environment, i.e., the cost matrix may change over time [5] . For example, in the stock market, the cost of different wrong predictions could change frequently with time. On the other hand, the training data is too huge or expensive for re-train the classifier every time when the cost is changed. In such a situation, one might want to execute the training procedure only once and reuse the classifier for changed cost.
For binary problems, this issue can be well addressed by methods that maximizing the Area Under the ROC Curve (AUC) [6] . That is, one can firstly train a base classifier which output numerical scores for input instances with large AUC. Once the cost matrix is specified, the base classifier is converted into a discrete classifier to assign class labels to input instances. This procedure is well justified since it has been proved that AUC measures the performance of classifiers independent of cost and a classifier with larger AUC would more likely be converted to a classifier with smaller total cost [6] . Moreover, there is a simple and effective method (i.e., the threshold moving method) to implement the conversion. Hence, when the cost matrix changes, one only needs to execute the conversion again instead of re-training the classifier. However, in spite of its nice properties and big success, AUC can only be applied to binary problems. One simple and widely used [7] - [11] generalization of it for multi-class problems is the so called MAUC metric [12] . Generally speaking, MAUC is the average of the AUC of each pair of classes. Therefore, it can also measure the performance of classifiers independent of cost.
In [7] , Huang and Ling compared the AUC/MAUC with accuracy. It is found that AUC/MAUC is statistically consistent with accuracy and statistically more discriminant than accuracy. However, in the context of minimizing total cost, it is more important to verify whether there exists negative correlation between the MAUC and the total cost of classifiers. Unfortunately, despite the evidence that a larger AUC can more likely to lead to a smaller total cost in binary problems, there is neither theoretical guarantees nor empirical studies published in the literature to justify the preassumption that a larger MAUC can also more likely to lead to a smaller total cost. Without such a justification, the adoption of MAUC as performance metric is fragile.
To explore the relationship between the MAUC and the total cost of classifiers, one has to firstly address how to convert a base classifier to a discrete classifier such that the total cost is as small as possible. For binary problems, there is only one pair of classes, so the simple threshold moving method can find the minimum total cost effectively by scanning over all possible discrete classifiers [13] . However, for multi-class problems, the output of the base classifier is a matrix. There is no effective way to find the discrete classifier with minimum total cost [14] . Therefore, several researchers have studied how to re-optimize the output matrix explicitly to obtain small cost for specified cost matrix. Lachiche and Flach [14] formulated this conversion task as an optimization problem, and proposed a hill-climbing heuristic method. Bourke et al. [15] furthermore proved that the decision version of this formulated problem is NP-complete and experimentally compared several heuristic re-optimization methods. In summary, they found that the genetic algorithm (GA), the method proposed by Lachiche and Flach [14] (LF) and the MetaClass method are better than the other compared methods. In addition to these reoptimization methods, an alternative is to transform the output scores of base classifiers into posterior probabilities. If the posterior probabilities are sufficiently accurate, the decisions with the smallest cost can be made according to the Bayesian rule [16] . These type of methods are referred to as output calibration methods, and are usually designed for more general purposes.
This paper provides an empirical study to answer the question whether a large MAUC is more useful in multi-class problems with uncertain cost matrices. Through extensive experiments on 26 data sets and 5 different types of classification algorithms, it is found that, when equipped with good conversion methods, a classifier with larger MAUC can indeed more likely to lead to a smaller total cost. Moreover, although the explicit conversion methods appear to have attracted more attentions recently, they were outperformed by the calibration methods in our experiments.
The rest of the paper is organized as follows. After the MAUC metric is briefly introduced in Section II, three reoptimization methods compared in [15] and two simple and widely used calibration methods are reviewed in Section III. The details of our experiments and the analysis of their results are presented in Section IV. In Section V, we end the paper with some conclusions and discussions.
II. MAUC
Given a data set S = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )}, where x i ∈ R m and y i ∈ {1, 2, . . . , c} are the feature vector and class label of the i-th instance respectively. A classifier H(x i ) → R c assigns a score vector to instance x i , each element of the vector indicates the confidence that instance x i belongs to the corresponding class. Therefore, the output of classifier H for data set S can be arranged as a n × c matrix. Then the MAUC of the classifier can be calculated [12] .
where A ij (A ji ) is the AUC value calculated from the ith (j-th) column of the output matrix considering instances from class i and j, notice that they are not necessary equal to each other [12] . Furthermore, the AUC value of a classifier on binary problem can be calculated as,
where n + (n − ) is the number of instances in positive (negative) class. Using h(x) to indicate the confidence that x belongs to positive class, then s(x i , x j ) is defined as,
For more details of MAUC, readers are referred to [12] . Moreover, Hand and Till have proved that MAUC measures the performance of classifiers independent of cost.
III. POST PROCESSING CLASSIFIERS
Since a base classifier measured by the MAUC metric outputs a numerical score matrix, it must be converted to a discrete classifier that outputs class labels for practical use with the objective that the total cost is minimized. As mentioned above, there are mainly two categories of postprocessing methods to implement the conversion.
A. Re-optimization
Lachiche and Flach [14] have formulated this conversion problem as an optimization problem. Formally, given a c × c cost matrix Cost (Cost(i, j) is the cost of misclassifying an instance from class i into class j) and a n × c output matrix M (M ij is the confidence that instance i belongs to class j), the problem is finding a weight vector (w 1 , w 2 , . . . , w c ) to minimize
Furthermore, [15] has proved that the decision version of this formulated problem is NP-complete. Therefore, only approximation-type algorithms could be used in practice.
In the next, we will briefly review three re-optimization methods.
1) LF Method:
This method was proposed in [14] . As a greedy hill-climbing search method, the LF method starts the search by assuming w 1 = 1. Then, in step i, the LF considers instances of class i against instances of classes whose weights have been fixed, and use the threshold moving method to find the weight w i . This procedure is repeated until all the weights have been set.
2) MetaClass Method: Similar to the LF method, the MetaClass method proposed in [15] also reduces the multiclass optimization problem into a batch of binary optimization problems. Specifically, the output of MetaClass would be a tree. At the bottom of the tree, all of the classes will be split up into two groups, with approximately equal number of instances in each group. Then the threshold moving approach can be applied by treating these two groups as meta classes to form a binary problem. This procedure is recurred until each group contains only one class.
3) Re-optimization by Genetic Algorithm: In [15] , the authors also use the genetic algorithm (GA) to find the optimal weight vector directly. Upon the termination of GA, a direct pattern search was also employed to further tune the results.
In the experimental studies conducted in [15] on 24 UCI data sets [17] using Naive Bayes as the base classification algorithm. These three re-optimization methods have shown advantages over several other re-optimization methods.
B. Calibration
Instead of formulating the conversion problem as Eq. (4), one can also calibrate the output matrix into posterior probabilities, and make optimal decisions according to the Baysian rule,
where p(i) is the prior probability of class i. Two popular and widely used calibration methods are the Platt method [18] , and the isotonic regression [19] method recommend in [20] .
1) Platt Method:
The Platt calibration method [18] was first proposed for calibrating the output of SVM into probabilities and was used on other classification algorithms afterwards. Assuming that the output of classifier H for instance x i is H i indicating that the confidence that instance x i belongs to class 1. The calibrated probability for this instance is,
A and B are the parameters that learned from the data set to minimize the following target.
where
In particular, Platt used a Levenberg-Marquardt (LM) algorithm [21] to find the best configuration of A and B. Furthermore, Lin et at. [22] proved that this parameter tuning problem is in fact a convex optimization problem, and proposed a more robust and theoretically converging algorithm.
2) Isotonic Regression: Isotonic regression [19] is a nonparametric form of regression which only assumes that the classifier ranks the instances correctly according to their posterior probabilities. The most widely used method for solving this regression problem is the Pool Adjacent Violators (PAV) method [23] . In [20] , the authors proposed using the PAV method to convert the output scores into posterior probabilities. Briefly speaking, the PAV method firstly sorts the scores, then initializes the weight of each instance with its class label (0 or 1). Afterwards, the method finds a pair of instances that the weights of them are in reverse order as the scores (an adjacent violator), and replaces the weights of them with their mean weight. This procedure is repeated until there is no violator anymore. The weights of instances are their final posterior probabilities.
Platt method is a parametric method which performs well when its parametrical assumption is validated. On the other hand, the PAV method is a non-parametric method which counts more heavily on the training data. Note that both of these two calibration methods are designed for binary problems. In [20] , the authors have compared several approaches for combining binary sub-problems' calibrated posterior probabilities into multi-class form, and the simple normalization method was recommend. Hence, we will use the normalization method throughout this work.
IV. EXPERIMENTS

A. Data Sets
Twenty-six multi-class data sets from UCI repository [17] were used in our experiments. The detailed information of these data sets are presented in Table I . These data sets are of virous characters, some of these data sets are imbalanced (e.g., the arrhythmia data set), the others are quite balanced (e.g., the synthetic data set). The number of features ranges from 4 to 649, and the number of classes ranges from 3 to 26.
B. Experimental Design
In the experiments, we used the MAUC decomposition based Classification (MDC) [8] , C4.5, Naive Bayes (NB), Artificial Neural Networks (ANN) and Support Vector Machine (SVM) as the base classifiers, and all the 5 conversion methods listed in Section III were employed to convert the base classifiers into discrete classifiers. MDC is a newly proposed method for obtaining large MAUC directly. It breaks the MAUC into a batch of components, and then maximizes each component independently. The experiments conducted in [8] showed the capability of MDC in obtaining large MAUC. All the other base classifiers are widely used in the literature. To establish a baseline as well as to check whether post processing classifiers can really reduce the total cost, we also used the dummy post-processing method that assigns an instance to the class with the largest score, namely the Raw method. For each of the 26 data sets, 20 different runs of 5-fold cross-validation were executed. With the testing output matrix of each base classifier, we can first measure the MAUC and accuracy of each classification method on every data set. Afterwards, 20 cost matrices were randomly generated for each data set, one matrix for one run of cross-validation. Next, the post-processing methods were applied on the training output matrices to find the best conversion, and then the testing output matrices were used to evaluate the total misclassification cost. In specific, the cost matrices were generated analogous to the approach used in [2] . That is, the Cost(i, j)(i = j) was sampled with uniform probability from the interval [0, 2000p(i)/p(j)], where p(i) and p(j) are the prior probabilities of class i and class j respectively. Besides, without loss of generality, Cost(i, i) was set to 0.
All of the classification algorithms and post-processing methods were implemented or directly used in the WEKA platform [24] except that the GA re-optimization method was employed from the genetic algorithm and direct search toolbox [25] of Matlab directly. The parameters of postprocessing methods and MDC were set according to corresponding paper while the search range of GA is set to [−1, 1] for each element of the weight vector. All the other parameters were kept as default values in WEKA.
C. Results
Table II presents the testing MAUC and accuracy of base classifiers on the 26 data sets. Each value is averaged over 20 different runs of 5-fold cross-validation and is rounded to 0.001. The best MAUC and the best accuracy for each data set are in boldface. Tables III and IV present the results of the average misclassification costs per instance in testing. The LF, MetaClass, and GA re-optimzation methods are tabulated in Table III , the Platt, PAV and the Raw method are tabulated in Table IV . Each element in these tables is averaged over 20 runs of 5-fold cross-validation. The smallest cost on each data set is also in boldface.
To see whether the post-processing methods can really reduce the total cost, the average percentage of cost reduction by each method relative to the Raw method is summarized in Table V . If the post-processing methods can indeed reduce the cost on average, the number would be positive, otherwise it would be negative. As we can see clearly that the LF and MetaClass methods actually cannot reduce the testing cost on average while GA, Platt and PAV methods can (except PAV was applied onto the MDC base classifier). Furthermore, the numbers of win, draw and loss compared to the Raw method in testing cost are also included in the parenthesis. For example, we can see that on average the PAV method increased the cost by 10.77% relative to the Raw method on the MDC base classifier. However, the windraw-loss counting indicates that PAV actually reduces the cost on 22 out of 26 data sets, only increases the cost on the other 4 data sets. In summary, we can see that the Platt method can reduce the cost maximally when MDC, ANN or SVM was used as the base classifier, and the PAV performs the best with C4.5 and NB.
Although GA can reduce the testing cost, it was always outperformed by the Platt or PAV method (there is no boldfaced number in Table III) . Besides, the GA method is much more time consuming than the other methods. Between the Platt and PAV method, the former performed better. Through a closer look at the total cost obtained on training data, we found that the PAV method achieved superior performance. This observation suggests that the PAV method is prone to over-fitting. For the sake of clarity, the results on training data are not presented in this paper, but are made available at request. Given the above comparisons, we may draw the conclusion that simple calibration methods (such as the Platt and PAV) that convert the output matrix into posterior probabilities perform better than existing sophisticated post re-optimization methods.
To examine the correlation between the MAUC and total cost of classifiers. We need to specify the post-processing method. Particularly, only GA, Platt and PAV methods were included in this analysis, while the LF and MetaClass methods were abandoned for their poor performance showed above. In fact, if the post-processing methods can not reduce the total cost comparing to the Raw method, the relationship between the MAUC and total cost established on this method is meaningless. Table VI presents We furthermore conducted statistical tests [27] to compare the difference among these correlations. Since we have the results of multiple methods ({MAUC, Accuracy}×{GA, Platt, PAV}) on multiple data sets, and no particular method should be considered as the control method in advance.
Hence, the Friedman test was used firstly to detect whether there are differences among these methods, then the Holm test was used to further find which pairs of methods are significantly different. The significance level was set to 5%, and the test procedures were implemented by [28] . The results are summarized in Table VII . We can see that the MAUC-Platt obtained the highest ranking, which indicates the relationship between MAUC and the total cost based on Platt is the strongest. Moreover, the P-value of Friedman test is at the level of 1E-5, so it is almost sure that there are indeed differences among these methods. Then, the Holm test reported that the first four pairs of comparisons are statistically significant. For instance, the first pair of comparison indicates that the correlation between MAUC and total cost based on Platt is significantly stronger than that between the accuracy and total cost based on the Platt. Hence, MAUC is more useful than accuracy when using Platt as post-processing method. In addition, if we focus on the smallest cost obtained on each data set, we can see that on 22 out of 26 data sets, the smallest costs were obtained on the classifiers with the largest MAUC. In comparison, the largest accuracy led to the smallest costs on only 10 data sets.
V. CONCLUSIONS AND DISCUSSIONS
Although MAUC can measure the performance of classifiers independent of cost, there is neither theoretical guarantees nor empirical studies published in the literature to justify the presumption that a larger MAUC of classifiers is more likely to lead to a smaller total cost. This paper has provided such an empirical justification. To address this issue, one has to find a way to convert the base classifier that outputs a numerical matrix into a discrete classifier that outputs class labels. For binary problems, the conversion can be performed optimally and effectively by the simple threshold moving method. There is no such method for multi-class problems. We have employed two categories of methods to post process the base classifiers in this study. The first is re-optimization methods which formulate the conversion task as an optimization problem. The second is the calibration methods which transform the output scores into posterior probabilities and make decisions according to the Bayesian rule. Our comparative studies suggest that simple calibration methods outperform exiting sophisticated re-optimization methods.
With the MAUC values of base classifiers and the total cost of discrete classifiers, we analyzed the correlation between them. The Spearman correlation coefficients are negative when GA, Platt or PAV was used as the conversion method. This indicates that a larger MAUC is beneficial since it can indeed lead to a smaller total cost given the base classifier is post processed properly. In addition, we have also reported the Spearman correlation coefficients between accuracy and the total cost, which confirmed the advantage of MAUC over accuracy as expected.
In the experiments, we generated the cost matrices randomly for 20 different runs, and evaluated the performance of classifiers based on these cost matrices. This follows the de facto standard procedure in the cost-sensitive learning field [2] . However, to evaluate the average performance of base classifiers or the cost-sensitive learning methods, one needs to sample the cost matrices in R c×c space. For even a moderate size of c, this sampling space is too huge to sample sufficiently. Given no prior knowledge of the cost matrices, it seems very hard if not impossible to estimate the performance stably. We will explore the problem in the future. Although the results reported in this study suggest that simple calibration methods outperform existing sophisticated re-optimization methods, it is possible that other re-optimization methods or another formulation of the reoptimization problem could perform better, e.g., considering new progresses in evolutionary computation field. This could be another future work.
