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THE HOMOTOPY CATEGORY
FOR GENERALISATIONS OF GENTLE ALGEBRAS
VIA FUNCTORIAL FILTRATIONS
RAPHAEL BENNETT-TENNENHAUS
Abstract. We consider algebras defined over a complete, local and noetherian ground ring.
They are gentle algebras in case the ground ring is a field. The unbounded homotopy category of
complexes of projective modules is considered. Complexes with finitely-generated homogeneous
components are shown to be isomorphic to direct sums of indecomposable string and band
complexes. The corresponding isoclasses are described, and the Krull-Remak-Schmidt-Azumaya
property is verified. This classification problem is solved using the idea of functorial filtrations.
1. Introduction.
Gentle algebras were introduced by Assem and Skowron´ski [3, p.272, Proposition] as iterated tilted
algebras, and have the form Γ = kQ/(ρ) where k is a field, Q is a quiver, kQ is the path algebra
and Q is bound by relations in a set ρ of length 2 paths. The restrictions [3, p.272, R1, R2, R3,
R4] on ρ and Q ensure Γ is a finite-dimensional special biserial algebra in the sense of Skowron´ski
and Waschbu¨sch [35, §1, (SP)] with uniserial projective-injective indecomposables. So, by a result
of Wald and Waschbu¨sch [36, (2.3) Proposition], finite-dimensional indecomposable Γ-modules are
string or band modules.
The name gentle refers to useful combinatorial properties of Q and ρ. These properties have
been exploited by various authors to study derived categories of gentle algebras. Schro¨er and
Zimmermann [34, Corollary 1.2] have shown gentle algebras are closed under derived equivalence.
Bekkert and Merklen [5, Theorem 3] have shown indecomposable objects in the bounded derived
category Db(Γ-mod) are (what we call) string complexes or band complexes. Geiß and Reiten [22,
Theorem 3.4] have shown gentle algebras are Iwanaga-Gorenstein rings. Kalck [26, Theorem 2.5(b)]
has described the singularity category Dsing(Γ). Arnesen, Laking and Pauksztello [1, Theorem A]
have described the morphisms between string and band complexes, and these authors together
with Prest [2, Theorem B] then described all the indecomposable pure-injective objects in the
unbounded homotopy category K(Γ-Proj) if Γ is derived discrete.
In this article we consider more generally complete gentle algebras Λ, defined over a complete,
local and noetherian ground ring R. Theorems 1.1, 1.2 and 1.3 describe objects in the unbounded
homotopy category K(Λ-proj) of complexes of finitely generated projectives. A key example
recycled repeatedly in what follows is the complete gentle Ẑp-algebra{(
γ11 γ12
γ21 γ22
)
∈M2(Ẑp) | γ11 − γ22, γ12 ∈ pẐp
}
The gentle algebras introduced in [3] are recovered if the ground ring is a field. In this case Bekkert
and Merklen classify Db(Γ-mod) by constructing a functor (preserving and respecting indecom-
posables) to a category of square-zero block matrices [5, §3], which Bondarenko [10, Proposition
2, Theorem 1] has solved using the method of matrix reductions following ideas Nazarova and
Roiter [31] (see also work of Bondarenko and Drozd [9]). Similarly, Burban and Drozd [11, §3]
have proposed a matrix reduction for a classification of D−(Γ-mod).
Bekkert, Drozd and Furtorny [6, Theorem 2.7] note that the reduction to a matrix problem
used in [5] adapts to more general gentle algebras: defined as a quotient of the completed path-
algebra kQ, where the ideal generated by ρ need not be admissible. These algebras are examples
of complete gentle algebras, taking R to be the power series ring k[[t]].
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For example if Q consists of two loops a, b at a vertex and ρ = {ab, ba}, then kQ/(ρ) ≃
k[[x, y]]/(xy) is a complete gentle k[[t]]-algebra where t acts as x+ y + (xy). Here the complex P
given by
· · ·
(x2)
// Λ
(y)
// Λ
(x2)
// Λ
(
0
y
)
// Λ2


x2 0
y3 0
0 x2


// Λ3
(
y 0 0
0 x y
)
// Λ2
(x2 0)
// Λ // 0 // · · ·
is an example of a string complex. The name refers to the depiction of P by the schema
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Using Example 2.9 and Theorems 1.1, 1.3 and 1.2 below we can recover the classifications discussed
above due to Bekkert and Merklen, Burban and Drozd and Bekkert, Drozd and Furtorny (see [7,
Corollary 2.7.2, Lemma 2.7.5, Corollary 2.7.6]).
Theorem 1.1. [7, Theorem 2.0.1] The following statements hold.
(1) Every object in K(Λ-proj) is isomorphic to a possibly infinite direct sum of shifts of string
complexes P (C) and band complexes P (C, V ).
(2) Each shift of a string or band complex is an indecomposable object in K(Λ-Proj).
Part (ii) of Theorem 1.1 generalises the indecomposability statement in [2, Corollary 3.8].
Theorem 1.2. [7, Theorem 2.0.4] Let C and D be homotopy words.
(1) Let C and D be aperiodic. Then P (C) ≃ P (D)[n] in K(Λ-Proj) if and only if:
(a) we have IC = {0, . . . ,m} and (ID, D, n) ∈ {(IC , C, 0), (IC , C−1, µC(m))}; or
(b) we have IC = ±N and (ID, D, n) ∈ {(±N, C, 0), (∓N, C−1, 0)}; or
(c) we have IC = Z and (ID, D, n) = (Z, C
±1[t], µC(±t)) for some t ∈ Z.
(2) Let C and D be periodic. Then P (C, V ) ≃ P (D,W )[n] in K(Λ-Proj) if and only if:
(a) we have D = C[t], V ≃W and n = µC(t) for some t ∈ Z; or
(b) we have D = C−1[t], V ≃ resιW and n = µC(−t) for some t ∈ Z.
(3) Let C be aperiodic and D be periodic. Then P (C)[n] 6≃ P (D,V ) in K(Λ-Proj).
Theorem 1.3. [7, Theorem 2.0.5] If two direct sums of string and band complexes are isomorphic
in K(Λ-proj) then there is an isoclass preserving bijection between the summands.
In our proof of Theorems 1.1, 1.2 and 1.3 we work directly with the category K(Λ-Proj) and
avoid reducing to a matrix problem. The classification method we adapt is called the functorial
filtration method (as in the abstract).
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Using the said method yields results which appear to be new: string and band complexes
with infinitely-generated homogeneous components are indecomposable (see Theorem 1.3(ii)); un-
bounded complexes in K(Λ-proj) are classified (see Theorem 1.3(i)); and the summands of a direct
sum of string and band complexes may be identified (see Theorem 12.7).
Functorial filtrations have been written in MacLane’s language of linear relations [30], and
were used in the past to classify modules (with certain finiteness conditions) up to isomorphism.
Gel’fand and Ponomarev [23] seem to be the first to use this method, during a classification Harish-
Chandra modules for the Lorentz group. Their work was interpreted in the language of functors
by Gabriel [21]. Ringel [33] then used this approach to describe indecomposable representations
of the dihederal 2-group.
Since then several classes of rings have had their modules classified by authors adapting the
method from [23] and [33]: Brauer graph algebras by Donovan and Freislich [18]; locally bounded
string algebras by Butler and Ringel [13]; clannish algebras and semidihedral algebras by Crawley-
Boevey [14, 15]; string algebras which may be both infinite-dimensional and unital by Crawley-
Boevey [16]; and complete string algebras by Ricke [32]. Functorial filtrations have also been
used to classify representations of interest beyond representation theory. In joint work [8] with
Crawley-Boevey we adpted the focus of [16] to classify Σ-pure-injective modules, which arise from
model theory. Crawley-Boevey [17] has also classified persistence modules arising from topological
data analysis.
The remainder of this article is organised as follows: in Section 2 we generalise a well-know class
of representation-tame finite-dimensional algebras, and define complete gentle algebras; in Section
3 we define string and band complexes; in Section 4 we explain how our classification works by
providing a categorical blueprint; and in the remainder of the article we verify that our setting
fits this blueprint.
2. Some generalisations of special biserial algebras.
For the remainder of the article we fix:
(1) a commutative, noetherian and local ring R with maximal ideal m and k = R/m;
(2) a finite quiver Q and a subset ρ of
⋃
u,v evRQeu (u, v run through the vertices); and
(3) a surjective R-algebra homomorphism θ : RQ → Λ where (ρ) ⊆ ker(θ), ev /∈ (ρ) for any
vertex v, and θ(p) 6= 0 for any path p /∈ (ρ). Notation is abused by writing p for θ(p).
Notation. Let P be the set of non-trivial paths p /∈ (ρ) with head h(p) and tail t(p). For each
t ≥ 0 and each vertex v let P(t, v →) (respectively P(t,→ v)) be the set of paths p ∈ P of length
t with t(p) = v (respectively h(p) = v). Let A be the set of arrows in Q. Let A(v →) = P(1, v →)
and A(→ v) = P(1,→ v). The composition of a ∈ A(→ v) and b ∈ A(u →) is ba ∈ P if u = v,
and 0 otherwise.
Definition 2.1. [35, §1, (SP)] We say that the pair (Q, ρ) satisfies special conditions if:
(SPI) if v is a vertex then #A(v →) ≤ 2 and #A(→ v) ≤ 2; and
(SPII) if y ∈ A then #{x ∈ A(h(y)→) | xy ∈ P} ≤ 1 and #{z ∈ A(t(y)→) | yz ∈ P} ≤ 1.
Example 2.2. [7, Example 1.1.10, Example 1.1.23] Let Q be the quiver
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Let p ∈ Z be prime, R = Z/p3Z and ρ = {µ2, µλ, λε, ε3, εδ, δα, α − γβ}. Consider the following
generalised lower-triangular matrix ring in the sense of [24, §2]
Λ =

Z/pZ 0 0 0 0
Z/pZ Z/pZ 0 0 0
Z/pZ Z/pZ Z/pZ 0 0
0 Z/pZ Z/pZ Z/p3Z 0
0 Z/pZ Z/pZ Z/pZ Z/p2Z

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There is a surjective Z/p3Z-algebra homomorphism θ : (Z/p3Z)Q→ Λ defined by
θ(
∑5
i=1 riei +
∑
σ∈P rσσ) =

r1 0 0 0 0
rβ r2 0 0 0
rγβ − rα rγ r3 0 0
0 rδγ rδ r4 + prε + p
2rε2 0
0 rλδγ rλδ rλ r5 + prµ

where for any r ∈ Z/p3Z we let r = r + p2Z ∈ Z/p2Z and r = r + pZ ∈ Z/pZ.
Definition 2.3. [7, Definition 1.1.19] We say the ring Λ is rad-nilpotent modulo m if (rad(Λ))n ⊆
Λm ⊆ rad(Λ) for some n ≥ 1 (and so the ideal rad(Λ)/Λm of Λ/Λm is nilpotent).
[7, Definition 1.1.15] We say Λ is left (respectively right) pointwise local if for each vertex v of
Q the left (respectively right) Λ-module Λev (respectively evΛ) has unique maximal submodule∑
a Λa (respectively
∑
a aΛ) where a runs over A(v →) (respectively A(→ v)). We say Λ is
pointwise local if it is left and right pointwise local (hence the ideal rad(Λ) is generated by A).
Definition 2.4. [7, Definition 1.1.21] We say that Λ is a quasi-bounded special biserial algebra
over R if the following conditions hold.
(1) The pair (Q, ρ) satisfies special conditions.
(2) The ring Λ is pointwise local and pointwise rad-nilpotent modulo m.
(3) If a ∈ A then the R-modules Λa and aΛ are finitely generated.
(4) If a, a′ ∈ A and a 6= a′ then the Λ-modules Λa ∩ Λa′ and aΛ ∩ a′Λ are simple or trivial.
We say that Λ is a quasi-bounded string algebra over R if it is a quasi-bounded special biserial
algebra over R, and Λa ∩ Λa′ = 0 and aΛ ∩ a′Λ = 0 for any distinct a, a′ ∈ A.
Up to isomorphism any projective indecompososable Λ-module is generated by ev, and any such
module is a projective indecomposable [7, Proposition 1.1.28]. A special biserial algebra [35, §1
(SP)] has the form kQ/(ρ) where k is a field, (Q, ρ) satisfies special conditions and for each v we
have P(t, v →) = ∅ and P(t,→ v) = ∅ for t ≫ 0. A string algebra [13, p.157] is a special biserial
algebra where the elements of ρ are paths of length at least 2. The quotient of a special biserial
algebra by (the socles of non-uniserial projective-injective indecomposables) is a string algebra
(see [20, Theorem II.1.3]). This holds more generally.
Proposition 2.5. [7, Lemma 1.2.5] Let Λ be a quasi-bounded special biserial algebra over R.
Suppose evΛ and Λev are artinian R-modules for each vertex v. Let X consist of vertices x such
that Rpx = Rp
′
x (in Λ) for some distinct parallel paths px, p
′
x ∈ P with tail x. Then:
(1) if x ∈ X then Λpx = soc(Λex) and pxΛ = soc(eh(px)Λ), which are simple;
(2) setting I =
⊕
x∈X soc(Λex) defines a two sided ideal of Λ;
(3) the ring Λ/I is a quasi-bounded string R-algebra; and
(4) if M is an indecomposable Λ-module, then IM = 0 or M ≃ Λex for some x ∈ X.
Example 2.6. It is straightforward to check that the ring from Example 2.2 is a quasi-bounded
special biserial algebra. However Λ is not a quasi-bounded string algebra, since Λα∩Λβ = Λγβ 6= 0.
Define: Q′ by deleting α from Q; ρ′ by replacing δα, α−γβ in ρ with δγβ; and θ′ by composing the
embedding (Z/p3Z)Q′ → (Z/p3Z)Q, θ, and the quotient Λ→ Λ/I. In the notation of Proposition
2.5 we have I = soc(Λe1) = Λγβ, and so
Λ/I ≃

Z/pZ 0 0 0 0
Z/pZ Z/pZ 0 0 0
0 Z/pZ Z/pZ 0 0
0 Z/pZ Z/pZ Z/p3Z 0
0 Z/pZ Z/pZ Z/pZ Z/p2Z

Definition 2.7. [3, p.272] We say that the pair (Q, ρ) satisfies gentle conditions if it satisfies
special conditions, SPI and SPII, and:
(GI) any path p /∈ P has a subpath q /∈ P of length 2; and
(GII) if y ∈ A then #{x ∈ A(h(y)→) | xy /∈ P} ≤ 1 and #{z ∈ A(t(y)→) | yz /∈ P} ≤ 1.
A quasi-bounded string algebra Λ is called a quasi-bounded gentle algebra if GI and GII hold.
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Example 2.8. [7, Example 1.1.6] Let R = Ẑp, m = pẐp and Q be the quiver given by two loops
α and β at a single vertex v and let ρ = {α2, β2}. Let Λ be the subring of 2× 2 matrices over the
p-adics, whose ij-entry γij satisfies p | γ11 − γ22, γ12 (as in the introduction). Note that there is
an algebra embedding of Λ into the hereditary ring consisting of all matrices (λij) with p | λ12.
In this way one can show Λ is a nodal ring in the sense of Burban and Drozd [12, 2.1]. Note that
here θ : ẐpQ→ Λ was defined by extending the assignments
θ(α) =
(
0 0
1 0
)
, θ(β) =
(
0 p
0 0
)
Example 2.9. The following was motivated by the thesis of Ricke [32]. Suppose k is a field, (Q, ρ)
satisfies special conditions and ρ consists of paths of length at least 2. The completed path algebra
kQ consists of possibly infinite sums
∑
λpp where λp ∈ k and p runs through P. For an ideal I
in kQ let I be the ideal in kQ generated by the elements in I. Note rad(kQ) = A where A is the
ideal in kQ generated by the arrows [7, Proposition 1.2.23].
Let z be the (finite) sum of the cycles in P which are not non-trivial powers of other cycles. The
element z acts centrally on the algebra kQ/(ρ), and kQ/(ρ) is module finite over k[z] [16, Lemmas
3.1 and 3.2]. Furthermore there exists some t > 0 for which At ⊆ (z), and so kQ/(ρ) is the
A-adic completion of the ring kQ/(ρ) [32, Theorem 3.2.7, Corollary 3.2.8] (see also [7, Proposition
1.2.25]). This can be used to verify that Λ = kQ/(ρ) is a quasi-bounded string k[[t]]-algebra where
t acts as z [7, Example 1.2.30]. Note that here Λ is a gentle algebra in the more general sense used
by Bekkert, Drozd and Furtorny [6, Definition 2.5]
For example, let Q be the quiver with two loops α, β at one vertex, and let ρ = {α2, β2}.
Here Λ = kQ/(ρ) ≃ k〈〈x, y〉〉/(x2, y2) which is a quasi-bounded gentle algebra over k[[t]] where
θ : k[[t]]Q→ k〈〈x, y〉〉/(x2, y2) is given by extending θ(α) = x, θ(β) = y and θ(t) = xy+ yx. Note
that here Λ is a contraction algebra in the sense of Donovan and Wemyys [19, 6.4].
Corollary 2.10. Let v be a vertex, let t > 0 be an integer and let q ∈ P.
(1) [7, Corollary 1.1.25] If Λ is a quasi-bounded special biserial R-algebra then:
(a) the R-modules, Λev/
∑
a∈A(v→) Λa, evΛ/
∑
a∈A(→v) aΛ and k are isomorphic;
(b) the R-modules Λev and evΛ are finitely generated;
(c) the ring Λ is noetherian and semilocal; and
(d) if M is a Λ-module which is finitely generated over R then
⋂
n>0(rad(Λ))
nM = 0.
(2) [7, Corollary 1.2.14] If Λ is a quasi-bounded string R-algebra then:
(a) we have (rad(Λ))tev =
⊕
p∈P(t,v→) Λp and ev(rad(Λ))
t =
⊕
p∈P(→v) pΛ;
(b) if λ ∈ Λev and λq = 0 where v = h(q) then λev ∈
⊕
a∈A(v→) Λa;
(c) if λ ∈ evΛ and qλ = 0 where v = t(q) then evλ ∈
⊕
a∈A(→v) aΛ; and
(d) we have rad(Λ)q ∩ l(q)Λ ⊆ qrad(Λ) and qrad(Λ) ∩ Λf(q) ⊆ rad(Λ)q.
(3) [7, Corollaries 1.2.18 and 1.2.21] If Λ is a quasi-bounded gentle R-algebra then:
(a) if rp ∈ R and
∑
p rpp 6= 0 where p runs over {h ∈ P | hl(q) ∈ P} then
∑
p rppq 6= 0;
(b) if
∑
p rpp 6= 0 where rp ∈ R as p runs over {h ∈ P | f(q)h ∈ P} then
∑
p rpqp 6= 0;
(c) and if R is m-adically complete then Λ is a semiperfect ring.
Definition 2.11. [7, Definition 1.2.19] By a complete gentle algebra we mean a quasi-bounded
gentle R-algebra where R is m-adically complete.
3. String and Band Complexes.
For the remainder of the article Λ will be a complete gentle algebra. For algebras presented by
quivers with relations, words in an alphabet defined using the arrows (and their formal inverses)
have been used before to classify objects in terms of strings and bands. In what follows we create
a new word system in order to adapt the functorial filtration method to classify complexes. To
do so we modify the alphabet (defined by non-trivial paths) used by Bekkert and Merklen [5] to
define generalised strings and bands.
Notation. [7, Definition 1.1.13] Any non-trivial path p in Q has a first arrow f(p) and a last arrow
l(p) satisfying l(p)p′ = p = p′′f(p) for some (possibly trivial) paths p′ and p′′.
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Definition 3.1. [7, Definition 1.3.26] A homotopy letter q is one of γ, γ−1, dα, or d
−1
α for γ ∈ P
and an arrow α. Those of the form γ or dα will be called direct, and those of the form γ
−1 or d−1α
will be called inverse. The inverse q−1 of a homotopy letter q is defined by setting (γ)−1 = γ−1,
(γ−1)−1 = γ, (dα)
−1 = d−1α and (d
−1
α )
−1 = dα.
Let I be one of the sets {0, . . . ,m} (for some m ≥ 0), N, −N = {−n | n ∈ N}, or Z. For I 6= {0}
a homotopy I-word is a sequence of homotopy letters
C =

l−11 r1 . . . l
−1
m rm (if I = {0, . . . ,m})
l−11 r1l
−1
2 r2 . . . (if I = N)
. . . l−1−1r−1l
−1
0 r0 (if I = −N)
. . . l−1−1r−1l
−1
0 r0 | l
−1
1 r1l
−1
2 r2 . . . (if I = Z)
(which will be written as C = . . . l−1i ri . . . to save space) such that:
(1) any homotopy letter in C of the form l−1i (respectively ri) is inverse (respectively direct);
(2) any sequence of 2 consecutive letters in C, which is of the form l−1i ri, is one of γ
−1dl(γ)
or d−1l(γ)γ for some γ ∈ P; and
(3) any sequence of 4 consecutive letters in C of the form l−1i ril
−1
i+1ri+1 is one of
(a) γ−1dl(γ)d
−1
l(λ)λ where h(γ) = h(λ) and l(γ) 6= l(λ);
(b) d−1l(γ)γd
−1
l(λ)λ where t(γ) = h(λ) and f(γ)l(λ) ∈ (ρ);
(c) d−1l(γ)γλ
−1dl(λ) where t(γ) = t(λ) and f(γ) 6= f(λ);
(d) γ−1dl(γ)λ
−1dl(λ) where h(γ) = t(λ) and f(λ)l(γ) ∈ (ρ).
For I = {0} there are trivial homotopy words 1v,1 and 1v,−1 for each vertex v. [7, Definition 1.3.29]
The head and tail of any path γ ∈ P are already defined and we extend this notion to all homotopy
letters by setting h(d±1a ) = h(a) and h(q
−1) = t(q). For each i ∈ I there is an associated vertex
vC(i) defined by: vC(i) = t(li+1) for i ≤ 0 and vC(i) = t(ri) for i > 0 provided C = . . . l
−1
i ri . . .
is non-trivial; and v1v,±1 (0) = v otherwise.
Let H(γ−1dl(γ)) = −1 and H(d
−1
l(γ)γ) = 1 for any γ ∈ P. Define a function µC : I → Z by
µC(i) =

∑i
t=1H(l
−1
t rt) (if i > 0)
0 (if i = 0)
−
∑0
t=i+1H(l
−1
t rt) (if i < 0)
[5, Definition 2] For n ∈ Z let Pn(C) be the sum
⊕
ΛevC(i) over i ∈ µ
−1
C (n). For each i ∈ I let
bi,C denote the coset of evC(i) in P (C) (in degree µC(i)). If the dependency on C is irrelevant let
bi,C = bi. We define the complex P (C) by extending the assignment dP (C)(bi) = b
−
i + b
+
i linearly
over Λ for each i ∈ I, where
b+i =
{
αbi+1 (if i+ 1 ∈ I, l
−1
i+1ri+1 = d
−1
l(α)α)
0 (otherwise)
}
b−i =
{
βbi−1 (if i− 1 ∈ I, l
−1
i ri = β
−1dl(β))
0 (otherwise)
}
Let [C]i = [γ
−1] if l−1i ri = d
−1
l(γ)γ and [C]i = [γ] if l
−1
i ri = γ
−1dl(γ). Then [C] = . . . [C]i . . .
defines a generalised string or a generalised band as in Bekkert and Merklen [5, §4.1].
Example 3.2. [7, Examples 1.3.27, 1.3.35 and 1.3.37] Consider the finite-dimensional gentle al-
gebra Λ = kQ/(ρ) given by ρ = {ba, cb, ac, sr, ts, rt} where Q is the quiver
1
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The homotopy word C = s−1dst
−1dtd
−1
c c defines relations between the Λ-module generators of
P (C). These relations may be depicted using schemas from [7, Remark 1.3.36], as follows
b2
r
$$■■
■
a
zz✉✉✉
dt

dc

ab2 rb2
b1 t
''◆◆
◆◆
ds

b3c
ww♣♣♣♣
tb1 = b
−
2
a
''PP
P
b+2 = cb3
r
vv♥♥♥
b0 s
''◆◆
◆◆ atb1 rcb3
sb0 = b
−
1
The generalised word [C] = [s][t][c−1] associated to C helps us draw a schema describing P (C),
such as the schema depicting the complex P from the introduction (see [7, Example 1.3.39]).
Notation. [7, Definitions 1.3.26, 1.3.32 and 1.3.42] Let C be a homotopy word. Write IC for the
subset of Z where C is a homotopy IC -word. Let t ∈ Z. We say C has controlled homogeny if the
preimage µ−1C (t) = {i ∈ IC | µC(i) = t} is a finite set for each t ∈ Z.
If IC = Z we define the shift C[t] of C by t to be C[t] = . . . l
−1
t rt | l
−1
t+1rt+1 . . . . If IC 6= Z let
C = C[t] for all t ∈ Z. We say C is periodic if IC = Z, C = C [p] and µC(p) = 0 for some p > 0. In
this case the minimal such p is the period of C, and we summarise this by saying C is p-periodic.
We say C is aperiodic if C is not periodic.
The inverse C−1 of C is defined by (1v,δ)
−1 = 1v,−δ if I = {0}, and otherwise inverting the
homotopy letters and reversing their order. Note the homotopy Z-words are indexed so that
(
. . . l−1−1r−1l
−1
0 r0 | l
−1
1 r1l
−1
2 r2 . . .
)−1
= . . . r−12 l2r
−1
1 l1 | r
−1
0 l0r
−1
−1l−1 . . .
Lemma 3.3. [7, Lemma 1.3.33, Corollary 1.3.43] Let C be a homotopy I-word and i ∈ I.
(1) If I = {0, . . . ,m} then vC−1(i) = vC(m − i), µC−1(i) = µC(m − i) − µC(m) and there is
an isomorphism of complexes P (C−1)→ P (C)[µC(m)].
(2) If I is infinite then vC−1(i) = vC(−i), µC−1(i) = µC(−i) and there is an isomorphism of
complexes P (C−1)→ P (C).
(3) If I = Z and t ∈ Z then vC(i + t) = vC[t](i), µC(i + t) = µC[t](i) + µC(t) and there is an
isomorphism of complexes P (C[t])→ P (C)[µC(t)].
Definition 3.4. [7, Definition 1.3.45] If C is periodic of period p then by Lemma 3.3 Pn(C) is
a left Λ ⊗R R[T, T−1]-module where T acts by bi 7→ bi−p. By translational symmetry the map
dnP (C) : P
n(C)→ Pn+1(C) is Λ⊗RR[T, T−1]-linear. For an R[T, T−1]-module V we define P (C, V )
by Pn(C, V ) = Pn(C)⊗R[T,T−1] V and d
n
P (C,V ) = d
n
P (C) ⊗ 1V for each n ∈ Z.
Example 3.5. [7, Examples 1.3.41 and 1.3.46] Let Λ = k[[x, y]]/(xy). Note that
C = . . . d−1y y
3x−5dxd
−1
y y
2x−1dx | d
−1
y y
3x−5dxd
−1
y y
2x−1dx . . .
is 4-periodic. The action of T on P 0(C) and P 1(C) may depicted by dashed arrows such as
· · · Λ
x5
zzttt
tt
t y2
##●
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●●
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Λ
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##●
●●
●●x5
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✇✇
✇
tt ❱
❨❭❴❜❡❤
Λ
y3
$$❏❏
❏❏
❏❏x
{{✇✇
✇✇
✇
tt ❱
❨❭❴❜❡❤
· · ·
uu ❚
❳❬❴❝❢❥
· · · Λ Λjj ❣❡❜❴❭❨
❲ Λjj ❤❡❜❴❭❨
❱ · · ·jj ❣❡❜❴❭❨
❲
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If V = k[[t]]⊕k[[t]] and T (f(t), g(t)) = (f(t)− tg(t), tf(t)+g(t)) then V is a k[[t]][T, T−1]-module.
If v ∈ V then d0P (C)(b0)⊗ v = xb3 ⊗ Tv + y
3b1 ⊗ v, so P (C, V ) may be depicted by
Λ⊕ Λ
x
(
1 −t
t 1
)

◗◗◗
◗◗
y3 ((◗◗
◗◗◗
◗◗◗
◗
Λ⊕ Λ
y2ss
x5

P 0(C, V )
d0P(C,V )

Λ ⊕ Λ Λ ⊕ Λ P 1(C, V )
Note the determinant 1 + t2 of the matrix on the left has inverse
∑∞
n=0(−1)
nt2n ∈ k[[t]].
Lemma 3.6. [7, Lemma 1.3.47] Let n ∈ Z and C be a p-periodic homotopy word. Let V be
an R[T, T−1]-module which is free as an R-module with R-basis {vλ | λ ∈ Ω}. Let 〈n, p〉 =
µ−1C (n)∩[0, p−1]. Then the map κn : P
n(C, V )→
⊕
i∈〈n,p〉 ΛevC(i)⊗RV sending
∑
i∈µ−1
C
(n)mi⊗v
to
∑
s∈Zmi+psT
s ⊗ T−sv is a Λ-module isomorphism.
Definition 3.7. [7, Definition 1.3.48] A string complex has the form P (C) where C is aperiodic.
If V is an R[T, T−1]-module we call P (C, V ) a band complex provided C is a periodic homotopy
Z-word, V is an indecomposable R[T, T−1]-module and V is free as an R-module.
4. How the classification works.
Notation. If A is an abelian category let PA be the full subcategory of A consisting of the
projective objects and let C(PA) be the category of complexes in PA. We sayA has enough radicals
if any object X of A has a set of maximal subobjects, whose infimum, the radical rad(X) of X ,
exists in A. If A is an abelian category with enough radicals we let Cmin(PA) and Kmin(PA) be the
full subcategories of C(PA) and K(PA) consisting of homotopically minimal complexes: objectsM
in C(PA) such that im(dnM ) ⊆ rad(M
n+1) for all n ∈ Z. Here we write ΞA : Cmin(PA)→ Kmin(PA)
for the restriction of the canonical quotient functor C(PA)→ K(PA).
Assumption. In Section 4 we let: M be an abelian category with enough radicals and small
coproducts; N be an abelian subcategory of M with enough projective covers; I be an index set;
and Si : Ai → Cmin(PM) and Fi : Kmin(PM)→ Xi be additive functors for all i ∈ I.
To prove Theorems 1.1, 1.2 and 1.3 we choose M = Λ-Mod and N = Λ-mod. Note that
Λ-mod has enough projective covers by Corollary 2.10(iiic). In Lemma 4.3 we adapt an inter-
pretation by Ringel [33, §3, Lemma] of a result by Gabriel [21, §4, Structure theorem]. To prove
parts (i) and (ii) of Lemma 4.3 we may assume M is homotopically minimal.
Corollary 4.1. [28, B.2] (see also [7, Corollary 3.2.25]). Kmin(PN ) is dense in K(PN ).
Definition 4.2. [7, Definition 2.6.4] We say that the collection {(Si, Fi) | i ∈ I} detects the objects
in K(PN ) if the following statements hold.
(1) For any i ∈ I:
(FFI) the functor FiΞMSi is a representation equivalence;
(FFII) FjΞMSi ≃ 0 for each j ∈ I with j 6= i;
(FFIII) Fi preserves small coproducts; and
(FFIV) for each objectM in Kmin(PN ) there exists an object Ai,M in Ai and a morphism
γi,M : ΞN (Si(Ai,M ))→M in Kmin(PM) such that Fi(γi,M ) is an isomorphism.
(2) For all morphisms θ : N →M in Cmin(PM):
(FFV) if M lies in Cmin(PN ) and Fi(ΞM(θ)) is epic for all i ∈ I then each θn is epic; and
(FFVI) if N =
⊕
i∈I Si(Ai) and Fi(ΞM(θ)) is monic for each i ∈ I then each θ
n is monic.
Lemma 4.3. [7, Lemma 2.6.5] Suppose {(Si, Fi) | i ∈ I} detects the objects in K(PN ).
(1) If M is an object in K(PN ) is isomorphic to
⊕
i∈I ΞN (Si(Ai,M )).
(2) If M is an indecomposable object of K(PN ) then there is some i ∈ I and some indecom-
posable object A of Ai such that M ≃ ΞN (Si(A)).
(3) If i ∈ I and A is an indecomposable object of Ai then ΞM(Si(A)) is indecomposable.
(4) If i, j ∈ I and A 6= 0 6= A′ then (ΞM(Si(A)) ≃ ΞM(Sj(A′)) if and only if i = j and
A ≃ A′).
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Proof. (i) Let Ni = ΞM(Si(Ai,M )) for each i ∈ I. Fix l ∈ I and let ιl : Nl →
⊕
i∈INi be the
monic in the coproduct. For each i let gi be the morphism defined by the identity on Nl if i = l,
and Ni → 0 otherwise. By the universal property of the coproduct there exists πl :
⊕
i∈INi → Nl
with πlιl = id. For each i let fi be the morphism defined by the identity on Nl if i = l, and
0 → Ni otherwise. By FFII and FFIII there are isomorphisms σX : Fl(Nl) → Fl(Nl) and
σY : Fl(
⊕
i∈INi)→ Fl(Nl) with σY Fl(ιl) = Fl(id)σX , so Fl(ιl)Fl(πl) = id.
By FFIV and the coproduct universal property there exists θ : ΞM(
⊕
i∈I Si(Ai,M )) → M
in Kmin(PM) satisfying θιi = γi,M for each i ∈ I. Since ΞN is dense there is an object L
in Cmin(PN ) and an isomorphism ψ : ΞN (L) → M in Kmin(PN ). Since ΞM is full we have
a morphism ϕ :
⊕
i Si(Ai,M ) → L in Cmin(PM) with Ξ(ϕ) = ψ
−1θ. By the above we have
Fi(θ) = Fi(γi,M )Fi(πi) which is an isomorphism for each i, and so Fi(ΞM(ϕ)) is an isomorphism
for each i ∈ I. By FFV and FFVI this shows ϕn is an isomorphism for each n ∈ Z, so θ is an
isomorphism. As ΞM preserves small coproducts M ≃
⊕
i∈I ΞM(Si(Ai,M )).
(ii) By (i) M ≃
⊕
i∈I ΞN (Si(Ai,M )) and so ΞN (Si(Ai,M )) = 0 apart from when i = t for some
t ∈ I. Hence M ≃ ΞN (St(At,M )). Given objects X and Y of At for which At,M = X⊕Y we have
ΞM(St(X)) = 0 without loss of generality. This means Ft(ΞM(St(0))) is an isomorphism where
0 : X → 0 in At. Since FtΞMSt reflects isomorphisms by FFI, X = 0.
(iii) If Fi(ΞM(Si(A)) = 0 then A = 0 since FiΞMSi is dense and reflects isomorphisms by FFI.
Hence ΞM(Si(A)) 6= 0, and we suppose ΞM(Si(A)) = X ′⊕Y ′ for objects X ′ and Y ′ of Kmin(PM).
So there are objects X and Y in Cmin(PM) with Si(A) = X ⊕ Y , Ξ(X) = X
′ and Ξ(Y ) = Y ′.
Hence, without loss of generality, Fi(X
′) = 0 . Label the monics of the coproduct ιX : X → X⊕Y
and ιY : Y → X ⊕ Y , and epics of the product πX : X ⊕ Y → X and πY : X ⊕ Y → Y . For
j ∈ I with j 6= i we have Fj(X ′) ⊕ Fj(Y ′) = Fj(Ξ(Si(A))) = 0 by FFII. Hence for any j we have
Fj(ΞM(ιX)) = 0 and so Fj(ΞM(πY )) is an isomorphism with inverse Fj(ΞM(ιY )). Since πY is an
arrow in Cmin(PM) of the form Si → Y this means πnY is monic for each n ∈ Z by FFVI. Since
each πnY is split epic it is an isomorphism, and so X
′ = 0.
(iv) It is clear that if i = j and A ≃ A′ then Si(A) ≃ Sj(A′). Suppose now Si(A) ≃ Sj(A′) for
some i, j ∈ I and objects A of Ai and A
′ of Aj . If i 6= j then Fj(ΞM(Sj(A
′))) ≃ Fj(ΞM(Si(A))) =
0 and so A′ = 0 which is a contradiction. Hence i = j and Fi(ΞM(Si(A))) ≃ Fj(ΞM(Sj(A′))) and
so A ≃ A′ as required. 
In the remainder of the article we define constructive functors SB,D,n and refined functors
FB,D,n for each integer n and certain pairs B,D of homotopy words. This is done in a way so
that the collection of (SB,D,n, FB,D,n) detects the objects in K(Λ-proj) (see Proposition 13.2).
5. Linear Relations and Reductions
In previous applications of the functorial filtration method to module classifications, refined func-
tors were defined as quotients of subfunctors of the forgetful functor which sends a module to its
underlying vector space. These subfunctors were constructed using the language of linear relations
studied by MacLane [30, §2]. To adapt the functorial filtration method to classify complexes we
use a similar approach.
An R-linear relation from a module M (over R) to a module N is a submodule V of M ⊕N .
A relation on M is a relation from M to M . For any m ∈ M let V m = {n ∈ N | (m,n) ∈ V }
and for a subset S ⊆ M let V S =
⋃
m∈S V m. If W is a relation from a module L to M the
composition VW is the relation from L to N given by pairs (l, n) ∈ L⊕N such that (m,n) ∈ V
and (l,m) ∈W for some m ∈M . Now suppose V is a relation onM . For any integer n > 0 let V n
be the n-fold composition of V with itself (so V 1 = V and V 2 = V V ). Let V ♯ = V ′′∩(V −1)′′, V ♭ =
V ′′ ∩ (V −1)′ + V ′ ∩ (V −1)′′ where, for a relation U on M ,
U ′ =
⋃
n>0 U
n0, U ′′ = {m ∈M | ∃m0,m1,m2, · · · ∈M : m0 = m, mi ∈ Umi+1 ∀i}
Lemma 5.1. [16, Lemmas 4.4 and 4.5] For any relation V on M we have: V ♯ ⊆ V V ♯; V ♭ =
V ♯ ∩ V V ♭; V ♯ ⊆ V −1V ♯; V ♭ = V ♯ ∩ V −1V ♭. Consequently there is an R-module automorphism θ
on V ♯/V ♭ defined by θ(m+ V ♭) = m′ + V ♭ if and only if m′ ∈ V ♯ ∩ (V ♭ + V m).
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Definition 5.2. [7, Definition 1.4.32] A reduction of a relation V on an R-module M is a pair
(U, f) where: U is an R[T, T−1]-module; U is free over R; f : U →M is R-linear; V ♯ = im(f)+V ♭;
and f(Tu) ∈ V f(u) for all u. We say (U, f) of V meets in m if {u ∈ U : f(u) ∈ V ♭} ⊆ mU . When
R is a field, if (U, f) is a reduction of a relation V on M which meets in 0, then [7, Corollary
1.4.33] V is split in the sense of [16, p.9]: that is, there is an R-linear subspace W of M such that
V ♯ =W ⊕V ♭ and #V m∩W = 1 for each m ∈W . In our setting V ♭ need not have an complement
as an R-submodule of V ♯ (see [7, Example 1.4.35]). So, the following generalises [16, Lemma 4.6].
Lemma 5.3. [7, Lemma 1.4.34] Let M be an R-module and V a relation on M such that V ♯/V ♭
is a finite-dimensional R/m = k-vector space. Then there is a reduction (U, f) of V which meets
in m where U has free R-rank dimk(V
♯/V ♭).
Proof. Let θ denote the induced R-module automorphism of V ♯/V ♭ from Lemma 5.1. LetA = (aij)
be the matrix of θ (with entries from k) with respect to a k-basis v1, . . . , vd of V
♯/V ♭. For each
i choose vi ∈ V
♯ such that vi = vi + V
♭ and for each j choose aij ∈ R such that aij = aij + m.
As A ∈ GLd(k), det(A) 6= 0 and so if we let A be the matrix (aij) we have det(A) /∈ m and so
A ∈ GLd(R) as R is local. Now fix j ∈ {1, . . . , d}. We have θ(vj) =
∑d
i=1 aijvi+V
♭ as mV ♯ ⊆ V ♭,
so there is some wj ∈ V vj where
∑d
i=1 aijvi − wj ∈ V
♭. As in the proof of [16, Lemma 4.6] this
gives
∑d
j=1 aijui ∈ V uj where for each i we let
ui = vi +
∑
n∈Z
(
d∑
k=1
m+,nki z
+
k,n)) +
∑
n∈Z
(
d∑
k=1
m−,nki z
−
k,n)
Let U =
⊕d
i=1R, T (ri)i = (
∑d
j=1 aijrj)i and f((ri)) =
∑d
t=1 rtut. Since V
♯/V ♭ has k-basis
v1, . . . , vd for any m ∈ V ♯ there are elements s1, . . . , sd ∈ R such that writing si = si + m
for each i gives m + V ♭ =
∑
i si(vi + V
♭) which equals
∑
i siui + V
♭. There is an element
x =
∑
i siuj = f((sj)) ∈ im(f) and an element c ∈ V
♭ with m = t+c. This shows V ♯ ⊆ im(f)+V ♭
and as ui ∈ V
♯ for each i we have equality. Since mV ♯ ⊆ V ♭ we have mU ⊆ {u ∈ U : f(u) ∈ V ♭}.
Conversely if f(u) ∈ V ♭ where f(u) =
∑d
t=1 rtut then 0¯ =
∑d
t=1 rtut =
∑d
t=1 rtvt and as v1, . . . , vd
was an R/m = k-basis for V ♯/V ♭, which means ri + m = 0 in k (and hence ri ∈ m) for each i.
Hence mU ⊇ {u ∈ U : f(u) ∈ V ♭}. Now fix u = (ri) ∈ U . By definition Tu = (
∑d
j=1 aijrj)i and
so f(Tu) =
∑d
j=1 rj
∑d
t=1 atjut ∈
∑d
j=1 rjV uj ⊆ V f(u). 
6. Homotopy words and relations.
In Section 6 we fix a homotopically minimal complex of projectives M . Hence M i is a projective
Λ-module and im(diM ) ⊆ rad(M
i+1) for each integer i.
Notation.We abuse notation writing M for the projective Λ-module
⊕
i∈ZM
i, and let dM be
the Λ-module endomorphism
⊕
i∈Z d
i
M of M sending
∑
imi to
∑
i d
i
M (mi). For any vertex v let
dv,M be the R-module endomorphism of evM defined by the restriction of dM .
Lemma 6.1. (1) [7, Lemma 2.1.1] (see also [5, p.299, Lemma 5]). If a, b ∈ A:
(a) if v = h(b) = t(a) and ab ∈ P, abm = 0 implies bm = 0 for all m ∈M ;
(b) if v = t(a) then {m′ ∈ evM | am′ = 0} =
∑
b′∈A(→v) : ab′ /∈P b
′M ; and
(c) if v = h(b) = h(a) and a 6= b the sum aM + bM is direct.
(2) [7, Lemma 2.1.2] If α ∈ A then there is an R-module endomorphism dα,M of eh(α)M where
dv,M =
∑
β∈A(→v) dβ,M for any vertex v. Furthermore for any τ ∈ P and any x ∈ et(τ)M :
(a) if σ ∈ A and τσ ∈ P then dl(τ),M(τx) = τdσ,M (x), and dl(τ),M(τx) = 0 otherwise;
(b) if h(θ) = h(τ) for some arrow θ 6= l(τ) then dθ,M (τx) = 0;
(c) if h(φ) = h(τ) for some arrow φ then dφ,Mdl(τ),M = 0; and
(d) if τx ∈ im(dl(τ),M ) then dς,M (x) = 0 for any arrow ς such that τς ∈ P.
Proof of part (ii). By Corollary 2.10(ic) Λ is semilocal and so rad(M) = rad(Λ)M (see for example
[29, p.348, (24.4) Proposition]). Since im(dM ) ⊆ rad(Λ)M the image of dM restricted to evM is
contained in evrad(Λ)M .
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By Corollary 2.10(iia) we have evrad(Λ) =
⊕
β βΛ where β runs through A(→ v), and so
(
⊕
β βΛ)M =
∑
β βM which is a direct sum by Lemma 6.1(iii). For any arrow γ with head v
let πγ :
⊕
β βM → γM and ιγ : γM →
⊕
β βM be the natural projections and inclusions in the
category of R-modules. Define the said map by dα,M (m) = ια(πα(dv,M (m))). To prove (i), (ii),
(iii) and (iv) one may use Lemma 6.1 with some straightforward case analysis. 
Notation. [7, Example 1.4.2, Definitions 1.4.9 and 2.1.5] If p ∈ P and a ∈ A let relp(M) =
{(m, pm) | m ∈ et(p)M} and rel
a
d(M) = {(m, da,M (m)) | m ∈ eh(a)M}. If v is a vertex and
C = 1v,± let rel
C(M) be the relation {(m,m) | m ∈ evM}. Now let C = l
−1
1 r1 . . . l
−1
n rn be a
non-trivial homotopy word. For each i with 0 < i ≤ n let
relCi (M) =
{
(relγ(M))−1rel
l(γ)
d (M) (if l
−1
i ri = γ
−1dl(γ))
(rel
l(γ)
d (M))
−1relγ(M) (if l−1i ri = d
−1
l(γ)γ)
and let relC(M) = relC1 (M) . . . rel
C
n(M), the n-fold composition of these relations.
Let q be a homotopy letter (that is, one of γ, γ−1, dα or d
−1
α for some path γ ∈ P or some
arrow α). If U is a subset of et(q)M then define the subset qU of eh(q)M by
γU = {γm ∈ eh(γ)M | m ∈ U}, γ
−1U = {m ∈ et(γ)M | γm ∈ U},
dαU = {dα,M (m) ∈ eh(α)M | m ∈ U}, d
−1
α U = {m ∈ eh(α)M | dα,M (m) ∈ U}.
For any vertex v and any subset U of evM let 1v,±1U = U .
Example 6.2. [7, Examples 2.1.6 and 2.1.8] Consider the finite-dimensional gentle algebra Λ =
kQ/(ρ) and the homotopy {0, 1, 2, 3}-word C = s−1dst−1dtd−1c c from Example 3.2. Here
relC(M) = {(w, z) | dc,M (x) = cw, ty = dt,M (x), sz = ds,M (y) for some x, y}
The elements w, x, y, z may be arranged in a way reminiscent of Example 3.2. For a subset
U ⊆ e2M , CU is the set of z ∈ e4M where (w, z) ∈ rel
C(M) for some w ∈ U .
Corollary 6.3. [7, Corollary 2.1.9] If a is an arrow then a−1darad(M) ⊆ et(a)rad(M). Further-
more, given an arrow b with ab ∈ P we have (ab)−1adbM = b−1dbM .
Proof. Note a−1darad(M) = a
−1daaM by Lemma 6.1(ii). By Lemma 6.1(i) a
−1daaM = a
−1adbM
if b exists and a−1daaM = a
−1da0 otherwise. If b exists any m ∈ a−1daaM satisfies am =
adb,M (m
′) for some m′ ∈ eh(b)M , and so m − db,M (m
′) lies in the subspace a−10 =
∑
b′M of
et(α)rad(M) where the sum ranges over all arrows b
′ with ab′ /∈ P, by Lemma 6.1. As im(db,M ) ⊆
rad(M) this shows a−1daaM ⊆ et(α)rad(M).
If b does not exist a−1daaM = a
−1da0 = a
−10 =
∑
b′M . Now assume b exists. If m ∈
b−1a−1adbM there exists m
′ ∈ eh(b)M such that bm− db,M(m
′) lies in a−10. As bm− db,M (m′) =
bm′′ for some m′′ ∈ M we have abm′′ = 0 which means bm′′ = 0 by Lemma 6.1. This gives
b−1a−1adbM ⊆ b−1dbM and the reverse inclusion is clear. 
Corollary 6.4. [7, Corollary 2.1.10] If α, β, γ, σ, αβ ∈ P, h(γ) = h(σ) and l(γ) 6= l(σ) then we
have the following inclusions
β−1dl(β)M ⊆ (αβ)
−1dl(α)M, d
−1
l(α)αβM ⊆ d
−1
l(α)αM,
α−1dl(α)M ⊆ d
−1
l(β)β0, γM ⊆ d
−1
l(σ)σ0, dl(σ)M ⊆ d
−1
l(σ)σ0.
We now define functors C± for each homotopy word C with IC ⊆ N, adapting ideas used by
Ringel [33, p.23] and Crawley-Boevey [16, p.11].
Choose a sign s(q) ∈ {±1} for each homotopy letter q in the set A± of homotopy letters of the
form α or α−1: such that if distinct letters q and q′ from A± have the same head, they have the
same sign only if {q, q′} = {α−1, β} with αβ /∈ P. Now let s(γ) = s(l(γ)), s(γ−1) = s(f(γ)−1),
and s(d±1α ) = −s(α) for each γ ∈ P and each arrow α. For a (non-trivial finite or N)-homotopy
word C we let h(C) and s(C) be the head and sign of the first letter of C. For any vertex v let
s(1v,±1) = ±1 and h(1v,±1) = v.
Let D and E be non-trivial homotopy words where ID ⊆ −N and IE ⊆ N. If u = h(D−1) and
ǫ = −s(D−1) let D1u,ǫ = D. If v = h(E) and δ = s(E) we let 1v,δE = E.
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The composition DE is the concatenation of the homotopy letters in D with those in E. If
D = . . . l−1−1r−1l
−1
0 r0 and is a−N-word and E = l
−1
1 r1l
−1
2 r2 . . . is an N-word, writeDE = . . . l
−1
0 r0 |
l−11 r1 . . . . When ID 6= {0} 6= IE note that DE is a homotopy word if and only if h(D
−1) = h(E)
and s(D−1) = −s(E) (see [7, Proposition 2.1.13]).
Corollary 6.5. [7, Corollary 2.1.15] Let a, b ∈ A and Ca−1da, Cd
−1
b b be homotopy words.
(1) If γ ∈ P then Cγ−1dl(γ) is a homotopy word if and only if f(γ) = a.
(2) If τ ∈ P then Cd−1l(τ)τ is a homotopy word if and only if l(τ) = b.
(3) If γ′ ∈ P is longer than γ ∈ P and f(γ′) = f(γ) = a then Cγ−1dl(γ)M ⊆ Cγ
′−1dl(γ′)M .
(4) If τ ′ ∈ P is longer than τ ∈ P and l(τ ′) = l(τ) = b then Cd−1l(τ ′)τ
′M ⊆ Cd−1l(τ)τM .
Definition 6.6. [7, Definition 2.1.17] If C = . . . l−1i ri . . . is a homotopy word and i ∈ IC is
arbitrary, let Ci = l
−1
i ri and C≤i = . . . l
−1
i ri given i−1 ∈ IC , and otherwise Ci = C≤i = 1h(C),s(C).
Similarly let C>i = l
−1
i+1ri+1 . . . given i + 1 ∈ IC and otherwise C>i = 1h(C−1),s(C−1). Thus C<i
and C≥i are defined as the unique homotopy words satisfying C≤i = C<iCi and CiC>i = C≥i.
For any v and δ ∈ {±1} let Wv,δ be the set of homotopy I-words with I ⊆ N, head v and sign δ.
Let C ∈ Wv,δ. Suppose IC is finite. If a is an arrow and Cd−1a a is a homotopy word let C
+(M)
be the intersection
⋂
Cd−1α αrad(M) over α ∈ P with l(α) = a. Note C
+(M) =
⋂
Cd−1a 0 if there
are finitely many such α, and otherwise C+(M) =
⋂
Cd−1α αM [7, Lemma 2.1.19]. If there is no
arrow a such that Cd−1a a is a homotopy word, let C
+(M) = CM .
If there exists an arrow b where Cb−1db is a homotopy word let C
−(M) be the union
⋃
Cβ−1dl(β)M
over all β ∈ P with f(β) = b. Otherwise let C−(M) = C(
∑
da−M +
∑
a+M) where a± runs
through all arrows with head h(C−1) and sign ±s(C−1).
Suppose instead IC = N. In this case let C
+(M) be the set of all m ∈ evM with a sequence of
elements (mi) ∈
∏
i∈N evC(i)M satisfying m0 = m and mi ∈ l
−1
i+1ri+1mi+1 for each i ≥ 0, and let
C−(M) be the subset of C+(M) where each sequence (mi) is eventually zero.
Corollary 6.7. [7, Corollary 2.1.20, Lemma 2.1.21] If C ∈ Wv,δ then C−(M) ⊆ C+(M) and
im(g|C±(M)) ⊆ C
±(N) for any map g : M → N in Cmin(Λ-Proj). Hence C± define functors
Cmin(Λ-Proj) → R-Mod which preserve small direct sums and satisfy C
− ≤ C+ as subfunctors
of the forgetful functor Cmin(Λ-Proj)→ R-Mod.
Proof. It suffices to show (g(m), g(m′)) ∈ relad(N) assuming (m,m
′) ∈ relad(M). For v = h(a)
we have gdM
∣∣
v
= dN
∣∣
v
g by Lemma 6.1 and so
∑
β g(dβ,M (m)) − dβ,N (g(m)) = 0 where β runs
through A(→ v), which is a direct sum by Lemma 6.1. Part (ii) follows by applying Corollary 6.4
to the definition. 
7. Ordering Homotopy Words.
There is a total ordering C < C′ for words C,C′ ∈ Wv,δ defined as follows.
Definition 7.1. (1) [7, Lemma 2.1.22, Definition 2.1.23] For distinct l−1r, l′−1r′ ∈ Wv,δ let
l−1r < l′−1r′ if:
(a) l−1r = d−1l(γ)γ and l
′−1r′ = d−1l(γ)γν for some γ, ν ∈ P such that γν ∈ P; or
(b) l−1r = µ−1dl(µ) and l
′−1r′ = d−1l(η)η for some µ, η ∈ P such that µη ∈ P; or
(c) l−1r = λ−1dl(λ) and l
′−1r′ = λ−1κ−1dl(κ) for some κ, λ ∈ P such that κλ ∈ P.
(2) [7, Definition 2.1.26, Lemma 2.1.27] For distinct C,C′ ∈ Wv,δ let C < C′ if:
(a) there are homotopy letters l, l′, r and r′ and homotopy words B,D,D′ for which
C = Bl−1rD, C′ = Bl′−1r′D′ and l−1r < l′−1r′; or
(b) there is some β ∈ P for which C′ = Cd−1l(β)βE for some homotopy word E; or
(c) there is some α ∈ P for which C = C′α−1dl(α)E
′ for some homotopy word E′.
Lemma 7.2. If α ∈ P and C ∈ Wh(α),s(α) then l(α)M ⊆ C
−(M). Consequently:
(1) [7, Lemma 2.1.28] if l−1rD, l′−1r′D′ ∈ Wv,δ for homotopy words D,D′ and homotopy
letters l, l′, r, r′ where (l, r) < (l′, r′), then (l−1rD)+(M) ⊆ (l′−1r′D′)−(M); and
(2) [7, Proposition 2.1.30] for any C,C′ ∈ Wv,δ with C < C′ we have C+(M) ⊆ C′−(M).
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Proof. By definition s(C) = s(α) and h(C) = h(α). Suppose firstly that C is trivial. If Cβ−1dl(β)
is a homotopy word for some β ∈ P then h(β−1) = h(C−1) = h(1h(α),s(α)) and so t(β) = h(α).
Similarly s(f(β)−1) = s(l(α)) which gives f(β)l(α) /∈ P, so l(α)M ⊆ β−10 which lies in C−(M).
Otherwise there is no such β, and so l(γ)M ⊆ C−(M) by definition (see [7, Lemma 2.1.29]).
Now assume C is non-trivial. If C = β−1dl(β)D for some homotopy word D and some β ∈ P
then t(β) = h(C) = h(α) and s(f(β)−1) = s(α) = s(l(α)). So as before f(β)l(α) /∈ P and again
l(α)M ⊆ β−10 ⊆ C−(M). The last possibility is that C = d−1l(γ)γE for some homotopy word E
and some γ ∈ P. Here h(γ) = h(α) and s(l(α)) = s(d−1l(γ)) = −s(l(γ)). So l(α) 6= l(γ) and so
l(α)M ⊆ d−1l(γ)0 by Lemma 6.1 which means l(α)M ⊆ d
−1
l(γ)γE
−(M) = C−(M).
(i), (ii) Suppose l−1r = d−1l(γ)γ and l
′−1r′ = d−1l(γ)γν for some γ, ν ∈ P such that γν ∈ P. Here
s(l(ν)) = −s(γν), (l−1rD)+(M) ⊆ d−1l(γ)γl(ν)M and d
−1
l(γ)γ(D
′)−(M) = (l′−1r′D′)−(M). So ν has
sign s(D′) and so l(ν)M ⊆ (D′)−(M). For the proof of (i), the other cases of (l, r) < (l′, r′) are
similar and omitted. The proof of (ii) follows from straightforward case analysis. 
Example 7.3. [7, Examples 2.1.16, 2.1.25 and 2.1.31] For the complete gentle algebra k[[x, y]]/(xy),
a = x, y and any finite word C we have Cd−1a a > Cd
−1
a a
2 > . . . and Ca−1da < Ca
−2da < . . .
Consequently the iterated inclusions given by corollaries 6.4 and 6.5 may be used to construct
intervals such as [(d−1y y
2)−, (d−1y y
2)+], depicted by
M d−1y yM d
−1
y y
2M d−1y y
2d−1x xM
d−1y y
2M ❵ ❛ ❞
❣ ♠
d−1y y
2d−1x x
2M
d−1y y
3M
❁
✻
✸
✶
✴
✴
✳
✳
✳
✴
✵
✷
d−1y y
2d−1x x
3M
...
...
(11,1)
+(M)
⋂
n>0 d
−1
y y
nM (d−1y y
2)+(M)
⋂
n>0 d
−1
y y
2d−1x x
nM
(11,1)
−(M)
⋃
n>0 y
−ndyM (d
−1
y y
2)−(M)
⋃
n>0 d
−1
y y
2x−ndxM
...
...
y−1dyM d
−1
y y
2x−1dxM
xM + dyM xM + dyM d
−1
y y
3M d−1y y
2(yM + dxM)
8. Refined functors for complexes.
In Section 8 let M and N be objects in Cmin(Λ-Proj), and let B and D be homotopy words with
head v such that C = B−1D is a homotopy word. Let k be the field R/m.
Corollary 8.1. [7, Corollary 2.2.3] Let n ∈ Z, IC = {0, . . . , t} and X i and Y i be R-submodules
of et(C)M
i and eh(C)M
i for all i ∈ Z. Then Y n ∩C(
⊕
iX
i) = Y n ∩ CXn+µC(t).
Lemma 8.2. [7, Lemma 2.2.4] We have the following inclusions:
(1) B+(M) ∩D+(M) ∩ evrad(M) ⊆ (B+(M) ∩D−(M)) + (B−(M) ∩D+(M));
(2) (B−(M) +D+(M) ∩B+(M)) ∩ evrad(M) ⊆ (B−(M) +D−(M) ∩B+(M)); and
(3) B+(M) ∩D±(M) + evrad(M) = (B+(M) + evrad(M)) ∩ (D±(M) + evrad(M)).
Proof. If δ = ±1 choose xδ ∈ A(v →) with s(x) = δ if it exists, and let xδ = 0 otherwise.
(i) Since Λ is semilocal we have rad(M) = rad(Λ)M . So for any m ∈ evrad(M) there are some
m1,m−1 ∈ M for which m = x−1m−1 + x1m1. By Lemma 7.2 we have that x1m1 ∈ B
−(M)
and x−1m−1 ∈ D−(M). If also m ∈ B+(M) ∩ D+(M) we have x1m1 ∈ D+(M) ∩ B−(M) as
x1m1 = m− x−1m−1 and D−(M) ⊆ D+(M). By symmetry x−1m−1 ∈ B+(M) ∩D−(M).
14 RAPHAEL BENNETT-TENNENHAUS
(ii) If m ∈ (B−(M) + D+(M) ∩ B+(M)) ∩ evrad(M) then m = x1m1 + x−1m−1 for some
m1,m−1 ∈ M as above. We also have m = m′ +m′′ where m′ ∈ B−(M) and m′′ ∈ D+(M) ∩
B+(M), and so x−1m−1 = m
′ +m′′ − x1m1 ∈ B+(M).
(iii) Clearly B+(M)∩D±(M)+evrad(M) is contained in the intersection of B
+(M)+evrad(M)
andD±(M)+evrad(M). Anym from this intersection may be written as: mB+x−1m−1+x1m1 for
mB ∈ B+(M) and m±1 ∈M ; and as mD+x−1m′−1+x1m
′
1 for mD ∈ D
±(M) and m′±1 ∈M . So,
x1m1, x1m
′
1 ∈ B
−(M) and x−1m−1, x−1m
′
−1 ∈ D
−(M) ⊆ D±(M). Writing mB + x1m1 − x1m′1
as the sum of x−1m
′
−1 − x−1m−1 and mD shows m = (mB + x1m1 − x1m
′
1) + (x1m
′
1 + x−1m−1)
is an element of B+(M) ∩D±(M) + evrad(M). 
Notation. [7, Definition 2.2.2] Let n ∈ Z. Consider the R-submodules of evMn given by
F+B,D,n(M) =M
n ∩ (B+(M) ∩D+(M)) ,
F−B,D,n(M) =M
n ∩ (B+(M) ∩D−(M) +B−(M) ∩D+(M)) ,
G±B,D,n(M) =M
n ∩ (B−(M) +D±(M) ∩B+(M)) .
Define the quotients FB,D,n(M) and GB,D,n(M) by
FB,D,n(M) = F
+
B,D,n(M)/F
−
B,D,n(M), GB,D,n(M) = G
+
B,D,n(M)/G
−
B,D,n(M)
[7, Definition 2.2.5] If C is a homotopy I-word with I ⊆ N let C¯±(M) = C±(M) + eh(C)rad(M).
Define the quotients F¯B,D,n(M) and G¯B,D,n(M) similarly, where F¯
±
B,D,n(M) = F
±
B,D,n(M) +
evrad(M
n) and G¯±B,D,n(M) = G
±
B,D,n(M) + evrad(M
n). We can use Lemma 8.2 can be used to
show [7, Corollary 2.2.6] that
F¯+B,D,n(M) = evM
n ∩ B¯+(M) ∩ D¯+(M),
F¯−B,D,n(M) = evM
n ∩ ((B¯+(M) ∩ D¯−(M)) + (B¯−(M) ∩ D¯+(M))),
and G¯±B,D,n(M) = evM
n ∩ (B¯−(M) + D¯±(M) ∩ B¯+(M)).
Consequently FB,D,n, F¯B,D,n, GB,D,n, and G¯B,D,n all define naturally isomorphic additive
functors Kmin(Λ-Proj) → k-Mod [7, Lemma 2.2.7, Corollary 2.2.8]. Furthermore if M is a
complex of finitely generated projectives then FB,D,n(M) and GB,D,n(M) are finite-dimensional
[7, Corollary 2.2.9].
[7, Definition 2.2.10] Let n ∈ Z and suppose C is p-periodic, say D = E∞ and B = (E−1)∞
for some {0, . . . , p}-word E. Define the linear relation E(n) on evMn by the set of (m,m′) ∈
evM
n ⊕ evMn with m ∈ Em′. Then: E(n)♯ = F
+
B,D,n(M) and E(n)
♭ = F−B,D,n(M); and there
is a k-vector space automorphism of E(n)♯/E(n)♭ defined by sending m+E(n)♭ to m′ +E(n)♭ if
and only if m′ ∈ E(n)♯ ∩ (E(n)♭ + E(n)m) [7, Lemma 2.2.11].
Consequently, if C is periodic then FB,D,n, F¯B,D,n, GB,D,n, and G¯B,D,n all define naturally
isomorphic functors Kmin(Λ-Proj)→ k[T, T−1]-Mod. Furthermore these functors take objects in
Kmin(Λ-proj) to objects in k[T, T−1]-Modk-mod, the full subcategory of k[T, T−1]-Mod consisting
of finite-dimensional modules [7, Corollary 2.2.12].
Definition 8.3. [7, Definition 2.2.13] By a refined functor we will mean FB,D,n or GB,D,n for
some n, B and D as above. Note that if B−1D is periodic the codomain category of a refined
functor is k[T, T−1]-Modk-Mod, and if B
−1D is aperiodic the codomain is k-Mod.
9. Natural isomorphisms and constructive functors..
Definition 9.1. [7, Definition 2.2.16] Let Σ be the set of all triples (B,D, n) where B−1D is a
homotopy word (equivalently (B,D) ∈ Wv,δ ×Wv,−δ) and n is an integer.
In Section 9 fix (B,D, n) and (B′, D′, n′) from Σ and let C = B−1D and C′ = B′−1D′. Recall
that if C is not a homotopy Z-word any shift of C is C.
Definition 9.2. [7, Definitions 2.2.14 and 2.2.18] We say C and C′ are equivalent, and write
C ∼ C′, when C′ is a shift C±1[t] of C±1 for some t ∈ Z. So, either: C′ = C and IC 6= Z 6= IC′ ;
or C′ = C−1 and IC 6= Z 6= IC′ ; or C′ = C±1[t] and IC = IC′ = Z [7, Lemma 2.2.17].
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Define the axis aB,D ∈ Z of (B,D) by C≤aB,D = B
−1 and C>aB,D = D. Note: if IC = Z then
aB,D = 0; if IC = ±N then aD,B = −aB,D; and if IC = {0, . . . ,m} then aD,B = m − aB,D [7,
Lemma 2.2.15]. Let (B,D, n), (B′, D′, n′) ∈ Σ, C = B−1D and C′ = B′−1D′. If C ∼ C′ let
r(B,D;B′, D′) =

µC(aB′,D′)− µC(aB,D) (if C′ = C is not a homotopy Z-word)
µC(aD′,B′)− µC(aB,D) (if C′ = C−1 is not a homotopy Z-word)
µC(±t) (if C′ = C±1[t] is a homotopy Z-word)
We write (B,D, n) ∼ (B′, D′, n′) if and only if
B−1D and B′−1D′ are equivalent and n′ − n = r(B,D;B′, D′).
[7, Lemma 2.2.19] Note that r(B,D;B′′, D′′) = r(B,D;B′, D′) + r(B′, D′;B′′, D′′) for any other
(B′′, D′′, n′′) from Σ, and ifB−1D and B′−1D′ are equivalent then r(B,D;B′, D′) = −r(B′, D′;B,D).
So, the relation ∼ on Σ is an equivalence relation.
Lemma 9.3. (1) [7, Lemma 2.2.21] (see also [16, Lemma 7.1]). Let (B,D, n) ∈ Σ and C =
B−1D. Then:
(a) if C is aperiodic then FB,D,n ≃ FD,B,n; and
(b) if C is periodic then FB,D,n ≃ resιFD,B,n.
(2) [7, Corollary 2.2.24] If (B,D, n) ∼ (B′, D′, n′) in I, then:
(a) if C′ = C[t] for some t ∈ Z then GB,D,n ≃ GB′,D′,n′ ; and
(b) if IC = Z and C
′ = C−1[t] for some t ∈ Z then GB,D,n ≃ resιGB′,D′,n′ if C is
periodic, and GB,D,n ≃ GB′,D′,n′ if C is aperiodic.
Proof. The proof of (i) is straightforward. Let A, E, (d−1l(γ)γA)
−1E, A′ = γ−1dl(γ)E and E
′ =
d−1l(γ)γA be homotopy words. Then GA,A′,0 ≃ L ≃ GE′,E,−1 where L(M) = L
+(M)/L−(M) and
L±(M) = evM
n ∩ (γA−(M)+ dl(γ)E
±(M)∩ γA+(M)) [7, Lemma 2.2.22] (see also [33, p.25]). As
in [7, Corollary 2.2.23] this completes the proof of (ii). 
Definition 9.4. [7, Definition 2.2.20] Let Σ(s) be the set of (B,D, n) ∈ Σ whereB−1D is aperiodic,
and Σ(b) the set of such (B,D, n) where B−1D is periodic. Note that the realtion ∼ on Σ restricts
to an equivalence relation ∼s (respectively ∼b) on Σ(s) (respectively Σ(b)). Let I(s) ⊆ Σ(s)
(respectively I(b) ⊆ Σ(b)) denote a chosen collection of representatives (B,D, n), one for each
equivalence class of Σ(s) (respectively Σ(b)). Let I = I(s) ⊔ I(b).
[7, Definition 2.2.25] Let (B,D, n) ∈ I, C = B−1D, P = P (C)[µC(aB,D) − n], V and V ′ be
free R-modules with bases (vλ | λ ∈ Ω) and (v′λ′ | λ
′ ∈ Ω′) and let f : V → V ′ be R-linear. In
this notation define fλ′,λ ∈ R by f(vλ) =
∑
λ′ fλ′,λvλ′ . If (B,D, n) ∈ I(b) then aB,D = 0, f is
R[T, T−1]-linear and T defines automorphisms ϕV of V and ϕV ′ of V
′ with fϕV = ϕV ′f .
Since R is local any projective module is free (see [27, p.372, (1)]). If (B,D, n) lies in I(s) (re-
spectively I(b)) let SB,D,n be the functorR-Proj→ Cmin(Λ-Proj) (respectivelyR[T, T−1]-ModR-Proj →
Cmin(Λ-Proj)) defined by dSB,D,n(V ) = dP ⊗R 1V (respectively dSB,D,n(V ) = dP ⊗R[T,T−1] 1V ) and
SB,D,n(f)(bi ⊗ vλ) =
∑
λ′ fλ′,λbi ⊗ v
′
λ′ for each i ∈ IC .
Corollary 9.5. [7, Corollary 2.2.26] Let (B,D, n) ∼ (B′, D′, n′).
(1) If C is aperiodic then SB,D,n ≃ SB′,D′,n′ .
(2) If C is periodic and C′ = C[t] for some t ∈ Z then SB,D,n ≃ SB′,D′,n′ .
(3) If C is periodic and C′ = C−1[t] for some t ∈ Z then SB,D,n ≃ SB′,D′,n′ resι.
Proof. (i) There is a bijection ω : IC′ → IC defining a natural isomorphism of complexes
θ : P (C′)[µC′(aB′,D′)− n
′]→ P (C)[µC(aB,D)− n]
(ii), (iii) If bi,C (respectively bj,C′) is the coset of evC(i) (respectively evC′ (j)) in P (C) (respectively
P (C′)), then (θ(bi,C′T ) = bω(i),CT when C
′ = C[t]) and (θ(bi,C′T
−1) = bω(i),CT when C
′ =
C−1[t]). 
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10. Refining complexes.
In Section 10 we let C be any homotopy I-word. We fix a transversal S of m by choosing a lift
s ∈ R for each element of R/m so that S ∩ (r + m) has precisely one element for each r ∈ R,
S ∩m = {0} and S ∩ (1 +m) = {1}.
Notation. [7, Definition 2.3.3] Let i ∈ I. Recall the symbol bi denotes the coset of evC(i) in the
summand ΛevC(i) of P
µC(i)(C). Let P[i] be the set P(vC(i) →) of all non-trivial paths σ /∈ (ρ)
with tail vC(i). If x ∈ A write P[x, i] for the subset of P[i] consisting of all σ with l(σ) = x.
Recall Λm ⊆ rad(Λ). So, if m ∈ P (C) then m =
∑
i(ηibi +
∑
σ∈P[i] rσ,iσbi) where ηi ∈ S,
rσ,i ∈ R, rσ,i = 0 for all but finitely many σ for each i, and ηi = rσ,i = 0 for all but finitely
many i. In this case let ⌈m⌉ =
∑
i ηibi and ⌊m⌋ =
∑
i,σ rσ,iσbi. Let t ∈ I. Let ψt denote
the Λ-module epimorphism P (C) =
⊕
i ΛevC(i) → ΛevC(t) sending m =
∑
imibi to mt. For
m =
∑
i(ηibi +
∑
σ∈P[i] rσ,iσbi) as above this gives ψt(γ ⌈m⌉) = ηtγ and ψt(γ ⌊m⌋) =
∑
σ rσ,tγσ.
Let [mx,t = ⌈mx,t + ⌊mx,t and m]x,t = m⌉x,t + m⌋x,t where
m⌉x,t =
{
ηt+1α (if t+ 1 ∈ I and l
−1
t+1rt+1 = α
−1dx)
0 (otherwise)
⌈mx,t =
{
ηt−1β (if t− 1 ∈ I and l
−1
t rt = d
−1
x β)
0 (otherwise)
m⌋x,t =
{ ∑
σ∈P[x,t+1] rσ,t+1σκ (if t+ 1 ∈ I and l
−1
t+1rt+1 = κ
−1dl(κ))
0 (otherwise)
⌊mx,t =
{ ∑
σ∈P[x,t−1] rσ,t−1σζ (if t− 1 ∈ I and l
−1
t rt = d
−1
l(ζ)ζ)
0 (otherwise)
If y ∈ A with tail v let θy :
⊕
a Λa → Λy be the canonical projection. For m
′ ∈ P (C) write
m′ =
∑
i η
′
ibi +
∑
i
∑
σ∈P[i] r
′
i,σσbi where η
′
i ∈ S and r
′
σ,i ∈ R have finite support (as above).
Lemma 10.1. [7, Lemma 2.3.5] Let x ∈ A, t ∈ I and m,m′ ∈ P (C).
(1) ψt(dx,P (C)(⌈m⌉)) = ⌈mx,t + m⌉x,t and ψt(dx,P (C)(⌊m⌋)) = ⌊mx,t + m⌋x,t.
(2) If γ ∈ P[x, t] and m ∈ γ−1dxm′ then θf(γ)(ψt(dx,P (C)(m
′)))− ηtγ ∈ γrad(Λ).
(3) If l−1t+1rt+1 = γ
−1dl(γ) then θf(γ)(m] l(γ),t)− ηt+1γ ∈ γrad(Λ) and θf(γ)([m l(γ),t) = 0.
(4) If l−1t rt = d
−1
l(γ)γ then θf(γ)([m l(γ),t)− ηt−1γ ∈ γrad(Λ) and θf(γ)(m] l(γ),t) = 0.
Proof. (i) Let ιx : xP (C) →
⊕
yP (C) and πx :
⊕
yP (C) → xP (C) respectively denote the
natural R-module inclusions and projections. Note dx,P (C)(
∑
ηibi) =
∑
i ηiιx(πx(b
−
i + b
+
i )), and
if b±i 6= 0 then i = t∓ 1. By case analysis ψt(dx,P (C)(⌈m⌉)) = ⌈mx,t + m⌉x,t, and by Lemma 6.1,
dx,P (C)(
∑
i,σ rσ,iσbi) =
∑
i,(σ,z,i) rσ,iσdz,P (C)(bi) for each i where the triples (σ, z, i) run through
all σ ∈ P[x, i] and all arrows z with f(σ)z /∈ (ρ). For any such triple (σ, z, i) we have σdP (C)(bi) =
σdz,P (C)(bi) and so ψt(dx,P (C)(⌊m⌋)) = ⌊mx,t + m⌋x,t.
(ii) Since
∑
σ rσ,t+1σ ∈ rad(Λ) we have θf(γ)(m) − ηt+1γ ∈ γrad(Λ) and so applying θf(γ)ψt to
either side of γm = dx,P (C)(m
′) gives θf(γ)ψt(dx,P (C)(m
′))− ηtγ =
∑
σ:f(σ)=f(γ) rσ,tγσ.
(iii) If l−1t+1rt+1 = γ
−1dx then [mx,t = 0 unless l
−1
t rt = d
−1
l(ζ)ζ in which case f(γ) 6= f(ζ) since
d−1l(ζ)ζγ
−1dx is a word. Furthermore m⌉l(γ),t+1 = ηt+1γ and m⌋l(γ),t+1 is equal to the sum over
σ ∈ P[l(γ), t + 1] of the terms rσ,t+1σγ, and hence lies in rad(Λ)γ ∩ l(γ)Λ which is contained in
Λf(γ) ∩ γrad(Λ) by Corollary 2.10. For (iv) apply (iii) to D = C−1. 
Notation. [7, Definition 2.3.7] For each i the words C>i and (C≤i)
−1 have head vC(i) and opposite
sign, and we let C(i, δ) be the one with sign δ. If C(i, δ) = C>i then let di(C, δ) = 1, and otherwise
C(i, δ) = (C≤i)
−1 in which case we let di(C, δ) = −1. If s ∈ IC(i,δ) and s + 1 ∈ IC(i,δ) then
(C(i, δ)s = l
−1
i+sri+s if d = 1) and (C(i, δ)s = r
−1
i−s+1li−s+1 if d = −1).
Corollary 10.2. [7, Corollary 2.3.8] If d = di(C, δ) then:
(1) if n− 1, n ∈ IC(i,δ) and m ∈ C(i, δ)nm
′ then ηi+d(n−1) = η
′
i+dn; and
(2) if IC(i,δ) = {0, . . . , h}, C(i, δ)1u,ǫ = C(i, δ) and m ∈ 1
−
u,ǫ(P (C)) then ηi+dh = 0.
Consequently m ∈ C(i, δ)−(P (C)) implies ηi = 0.
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Proof. (i) Let C(i, δ)n = γ
−1dl(γ) and x = l(γ) so γ ∈ P[x, i + d(n − 1)]. By Lemma 10.1(i)
and (ii) (with t = i + d(n − 1)) we have θf(γ)(ψi+d(n−1)(dx,P (C)(m
′))) = θf(γ)([m
′
x,i+d(n−1)) +
θf(γ)(m
′] x,i+d(n−1)) and θf(γ)(ψi+d(n−1)(dx,P (C)(m
′))) − ηi+d(n−1)γ ∈ γrad(Λ) respectively.
If d = 1 then l−1i+nri+n = γ
−1dl(γ), and applying Lemma 10.1(iii) (where t = i + n − 1 and m
is replaced with m′) gives θf(γ)(m
′]x,i+n−1) − η
′
i+nγ ∈ γrad(Λ) and θf(γ)([m
′
x,i+n−1) = 0. This
gives θf(γ)(ψi+n−1(dx,P (C)(m))) − η
′
i+nγ ∈ γrad(Λ), and so (η
′
i+n − ηi+n−1)γ ∈ γrad(Λ). In case
d = −1 we have (η′i−n − ηi−(n−1))γ ∈ γrad(Λ) by applying Lemma 10.1(i) and Lemma 10.1(iv)
where t = i− n+ 1.
In either case (η′i+dn − ηi+d(n−1))γ ∈ γrad(Λ), and if also η
′
i+dn − ηi+d(n−1) lies outside m
then γΛ = γrad(Λ) which contradicts Corollary 2.10(ii). Hence η′i+dn − ηi+d(n−1) ∈ m and as
S is a transversal in R with respect to m this means η′i+dn = ηi+d(n−1). For the case where
C(i, δ)n = γ
−1dl(γ) the proof is similar: when we use Lemma 10.1 (ii) we set t = i+ dn and swap
m and m′, and when we use Lemma 10.1(iii) and Lemma 10.1(iv) we set t = i − n and t = i + n
respectively.
(ii) It suffices to prove ηi+dh ∈ m since S ∩ m = 0. If there is no β ∈ P for which 1u,ǫβ−1dl(β)
is a word then 1−u,ǫ(P (C)) ⊆ rad(P (C)) and so ψi+dn(m) ∈ rad(ΛevC(i+dn)). Since ηi+dn =
ψi+dn(m− ⌊m⌋) this gives ηi+dn ∈ m as ΛevC(i+dn) is local. Suppose instead there is some β ∈ P
for which 1u,ǫβ
−1dl(β) is a word. By definition m ∈ γ
−1dl(γ)m
′ for some m′ ∈ P (C) and some
γ ∈ P such that C(i, δ)γ−1dl(γ) is a word.
By Lemma 10.1(i) ψi+dh(dx,P (C)(m
′)) = [m′ x,i+dh + m
′]x,i+dh. Since i + d(h + 1) /∈ I, d = 1
implies m′] x,i+h = 0 and d = −1 implies [m
′
x,i−h = 0. If d = 1 and [m
′
x,i+h 6= 0 then i+h−1 ∈ I
and l−1i−h+1ri−h+1 = τ
−1dy which means d
−1
y τγ
−1dl(γ) is a word and hence θf(γ)([m
′
x,i+h) = 0.
Similarly θf(γ)(m
′]x,i−h) = 0 when d = −1 , and altogether this gives θf(γ)(ψi+dh(dx,P (C)(m
′))) = 0
so ηi+dhγ ∈ γrad(Λ) by Lemma 10.1 (ii). As above we this shows ηi+dh ∈ m by Corollary 2.10(ii),
completing the proof of (ii).
We now show m ∈ C(i, δ)−(P (C)) implies ηi = 0. Choose h ≥ 0 such that (C(i, δ) is infinite
and m ∈ C(i, δ)≤h0) or (IC(i,δ) = {0, . . . , h} and C(i, δ)1u,ǫ = C(i, δ) for a vertex u and ǫ ∈
{±1}). So we have elements mj =
∑
i ηi,jbi +
∑
i
∑
σ∈P[i] rσ,i,jσbi from P (C) where m0 = m
and mj ∈ C(i, δ)j+1mj+1 whenever j < h. By assumption when C(i, δ) is infinite, or by (ii)
when C(i, δ) is finite, we have ηi+dh,h = 0. Applying (i) to each natural number j ≤ h − 1 gives
ηi+dj,j = ηi+d(j+1),j+1 and together this shows ηi = ηi,0 = ηi+d,1 = · · · = ηi+d(h−1),h−1 = 0. 
Corollary 10.3. [7, Corollary 2.3.9] Let d = di(C, δ). For any m ∈ P (C):
(1) if n− 1, n ∈ IC(i,δ) then bi+d(n−1) ∈ C(i, δ)nbi+dn; and
(2) if IC(i,δ) = {0, . . . , h} and C(i, δ)1u,ǫ = C(i, δ) then bi+dh ∈ 1
+
u,ǫ(P (C)).
Consequently bi ∈ C(i, δ)+(P (C)).
Proof. The proof of part (i) is straightforward, and for the proof of part (ii) it is enough to assume
C(i, δ)d−1x x is a word for some arrow x, as otherwise euP (C) = 1
+
u,ǫ(P (C)). Note dP (C)(bi+dh) =
b−di+dh, and if l
−1
i+dhri+dh = β
−1dl(β) then l(β) 6= x. So dx,P (C)(bi+dh) = 0 which shows bi+dh ∈
d−1x x0 ⊆ 1
+
u,ǫ(P (C)).
We now show bi ∈ C(i, δ)+(P (C)). If IC(i,δ) = N there’s nothing to prove since bi ∈ C(i, δ)1bi+d,
bi+d ∈ C(i, δ)2bi+2d and so on. Otherwise IC(i,δ) = {0, . . . , h} and C(i, δ)1u,ǫ = C(i, δ), so
bi+d(h−1)C(i, δ)hbi+dh and bi ∈ C(i, δ)bi+dh ⊆ C(i, δ)1
+
u,ǫ(P (C)). 
Notation. [7, Definitions 2.3.10 and 2.3.12] Let V be a R[T, T−1]-module with free R-basis {vλ |
λ ∈ Ω}, C = ∞E∞ be periodic of period p and E = l−11 r1 . . . l
−1
p rp. If λ ∈ Ω and 0 ≤ i ≤ p − 1
let bi,λ = bi ⊗ vλ. So q ∈ P (C, V ) gives q =
∑
i,λ qi,λbi,λ where qi,λ = ηi,λ +
∑
σ rσ,i,λσ, ηi,λ ∈ S,
rσ,i,λ ∈ R and rσ,i,λ = 0 for all but finitely many σ ∈ P[i].
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Here let ⌈q⌉ =
∑
i,λ ηi,λbi,λ, ⌊q⌋ =
∑
i,λ
∑
σ rσ,i,λσbi,λ and if x ∈ A then we let [q x,t =
⌈q x,t + ⌊q x,t and q]x,t = q⌉x,t + q⌋x,t where
q⌉x,t =

∑
λ ηt+1,λα⊗ vλ (if 0 ≤ t < p− 1 and l
−1
t+1rt+1 = α
−1dx)∑
λ η0,λα⊗ Tvλ (if t = p− 1 and l
−1
p rp = α
−1dx)
0 (otherwise)
⌈q x,t =

∑
λ ηt−1,λβ ⊗ vλ (if 0 < t ≤ p− 1 and l
−1
t rt = d
−1
x β)∑
λ ηp−1,λβ ⊗ T
−1vλ (if t = 0 and l
−1
0 r0 = d
−1
x β)
0 (otherwise)
and
q⌋x,t =

∑
λ
∑
σ∈P[x,t+1] rσ,t+1,λσκ⊗ vλ (if 0 ≤ t < p− 1 and l
−1
t+1rt+1 = κ
−1dl(κ))∑
λ
∑
σ∈P[x,0] rσ,0,λσκ⊗ Tvλ (if t = p− 1 and l
−1
p rp = κ
−1dl(κ))
0 (otherwise)
⌊q x,t =

∑
λ
∑
σ∈P[x,t−1] rσ,t−1σζ ⊗ vλ (if 0 < t ≤ p− 1 and l
−1
t rt = d
−1
l(ζ)ζ)∑
λ
∑
σ∈P[x,p−1] rσ,p−1,λσζ ⊗ T
−1vλ (if t = 0 and l
−1
0 r0 = d
−1
l(ζ)ζ)
0 (otherwise)
If 0 ≤ t < p let ϕt : P (C, V ) → ΛevC(t) ⊗R V be the composition ωtκ where κ : P (C, V ) →⊕p−1
i=0 ΛevC(i) ⊗R V is the isomorphism from Lemma 3.6 and ωt is the canonical projection. If
m ∈ P (C) and v ∈ V then ϕ0(dP (C,V )(m ⊗ v)) = ψ0(dP (C)(m)) ⊗ v + ψp(dP (C)(m)) ⊗ T
−1v
and ϕp−1(dP (C,V )(m ⊗ v)) = ψ−1(dP (C)(m)) ⊗ Tv + ψp−1(dP (C)(m)) ⊗ v [7, Lemma 2.3.11]. If
y ∈ A(v →) let φy : (
⊕
a∈A(v→) Λa)⊗R V → Λa⊗R V be the natural Λ-module projection.
Lemma 10.4. [7, Lemma 2.3.13] Let x ∈ A, 0 ≤ t < p and M = rad(Λ)⊗R V .
(1) We have ϕt(dx,P (C,V )(⌈q⌉)) = ⌈q x,t + q⌉x,t and ϕt(dx,P (C,V )(⌊q⌋)) = ⌊q x,t + q⌋x,t.
(2) If γ ∈ P[x, t] and q ∈ γ−1dxq′ then φf(γ)(ϕt(dx,P (C,V )(q
′)))−
∑
λ ηt,λγ ⊗ vλ ∈ γM .
(3) If l−1t+1rt+1 = γ
−1dx then φf(γ)([q x,t) = 0.
(4) If l−1t rt = d
−1
x γ then φf(γ)(q]x,t) = 0.
(5) If l−1t+1rt+1 = γ
−1dx and t < p− 1 then φf(γ)(q] x,t)−
∑
λ ηt+1,λγ ⊗ vλ ∈ γM .
(6) If l−1t rt = d
−1
x γ and 0 < t then φf(γ)([q x,t)−
∑
λ ηt−1,λγ ⊗ vλ ∈ γM .
(7) If l−1p rp = γ
−1dx then φf(γ)(q]x,p−1)−
∑
λ η0,λγ ⊗ Tvλ ∈ γM .
(8) If l−10 r0 = d
−1
x γ then φf(γ)([q x,0)−
∑
λ ηp−1,λγ ⊗ T
−1vλ ∈ γM .
Lemma 10.5. [7, Lemmas 2.3.14 and 2.3.15] Let i ∈ {0, . . . , p − 1}, µ ∈ Ω and d = di(C, δ). If
q ∈ C(i, δ)nq′ for some q′ ∈ P (C, V ) and some integer n with 1 ≤ n ≤ p, then:
(1) if (i < p− n and d = 1) or (i > n− 1 and d = −1) then ηi+d(n−1),µ = η
′
i+dn,µ;
(2) if (i > p− n and d = 1) or (i < n− 1 and d = −1), then ηi+d(n−p−1),µ = η
′
i+d(n−p),µ;
(3) if i = p− n and d = 1 then (η′0,λ = 0 for all λ if and only if ηp−1,λ = 0 for all λ); and
(4) if i = n− 1 and d = −1 then (η0,λ = 0 for all λ if and only if η′p−1,λ = 0 for all λ.
Consequently bi,λ ∈ C(i, δ)+(P (C, V )), and if q ∈ C(i, δ)−(P (C, V )) then {ηi,λ | λ ∈ Ω} = {0}.
Corollary 10.6. Let A ∈ Wv,δ and (I, A,+) (respectively (I, A,−)) be the set of i ∈ I with
vC(i) = v and C(i, δ) ≤ A (respectively C(i, δ) < A).
(1) [7, Corollary 2.3.16] (see also [16, Lemma 8.1]). If C is aperiodic then
A±(P (C)) + evrad(P (C)) =
∑
i∈(I,A,±)
Rbi + evrad(P (C))
(2) [7, Corollary 2.3.17] (see also [16, Lemma 8.4]). If C is p-periodic then
A±(P (C, V )) + evrad(P (C, V )) =
∑
λ∈Ω, i∈(Z,A,+) | 0≤i≤p−1
Rbi,λ + evrad(P (C, V ))
Proof. Recall m ∈ P (C) satisfies m =
∑
i(ηibi +
∑
σ rσ,iσbi) where ηi ∈ S, rσ,i ∈ R, ηi = rσ,i = 0
for all but finitely many i ∈ I, and rσ,i = 0 for all but finitely many σ ∈ P[i]. By Corollary 10.3
we have bi ∈ C(i, δ)+(P (C)) for each i ∈ I.
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So if
∑
i ηibi lies in the R-span of all bi with i ∈ (I, A,+) then
∑
i ηibi ∈ A
+(P (C)). If
we also have ηi = 0 for C(i, δ) = A then
∑
i ηibi ∈ A
−(P (C)). This gives the containment
A±(P (C)) ⊇
∑
i∈(I,A,±)Rbi. If m ∈ A
±(P (C)) then m−
∑
i ηibi ∈ evrad(P (C)) for some ηi ∈ S.
For i ∈ I such that vC(i) 6= v we have ηi = 0 since
∑
i ηibi ∈ evP (C). If m ∈ A
+(P (C))
then given any i ∈ I with C(i, δ) > A we have m ∈ C(i, δ)−(P (C)) which gives ηi = 0 by
Corollary 10.2. Similarly m ∈ A−(P (C)) implies ηi = 0 given i ∈ I with C(i, δ) ≥ A. This shows
A±(P (C)) ⊆
∑
i∈(I,A,±)Rbi + evrad(P (C)), finishing the proof of (i). The proof of (ii) is similar
and omitted. 
Notation. [7, Definition 2.3.18] Let Ξ : Cmin(Λ-Proj) → Kmin(Λ-Proj) be the restriction of the
quotient functor C(Λ-Proj)→ K(Λ-Proj).
Lemma 10.7. [7, Lemma 2.3.19] (see also [33, p.26]). Let V be a free R-module, P = Ξ(SB,D,n(V )),
n ∈ Z, and B and D be homotopy words with C = B−1D.
(1) The map ΦV : k ⊗R V → F¯B,D,n(P ), 1⊗ v 7→ rbaB,D ⊗ v + F¯
−
B,D,n(P ) is injective.
(2) If C is aperiodic then Φ gives a natural map k ⊗R − → F¯B,D,n ΞSB,D,n
(3) If C is periodic then Φ induces a natural map k[T, T−1]⊗R[T,T−1] − → F¯B,D,n ΞSB,D,n.
Proof. Let i = aB,D. If (vλ | λ ∈ Ω) is an R-basis of V then ((1 + m) ⊗ vλ | λ ∈ Ω) is a
k-basis of k ⊗R V . Since Λ is rad-nilpotent modulo m we have rad(P (C)) ⊗ V ⊆ F¯
−
B,D,n(P ),
and so ΦV is well defined. Since V is free, if
∑
λ sλbi ⊗ vλ ∈ F¯
−
B,D,n(P ) then sλbi ∈ F¯
−
B,D,n(P )
for each λ. By Corollary 10.6 there must be elements rj,λ ∈ R where j runs through the union
of (i, 1,+) ∩ (i,−1,−) and (i, 1,−) ∩ (i,−1,+) and where sλbi −
∑
j rj,λbj ∈ rad(P (C)). Since
i /∈ (i,−1,−) ∪ (i, 1,−) if sλ /∈ m then sλ is a unit in which case ΛevC(i) ⊆ rad(ΛevC(i)), a
contradiction. Thus ΦV is injective. The proof of part (ii) is straightforward. 
Lemma 10.8. [7, Lemma 2.3.20] (see also [16, Lemma 8.2]). Let (B,D, n), (B′, D′, n′) ∈ Σ and
suppose the homotopy word C = B−1D is aperiodic. If P = P (C) then:
(1) if i ∈ I then F¯+C(i,1),C(i,−1),n(P [µC(i)− n]) = F¯
−
C(i,1),C(i,−1),n(P [µC(i)− n]) +Rbi;
(2) if C′ = C and n− n′ = µC(aB,D)− µC(aB′,D′) then k ⊗R − ≃ FB′,D′,n′ ΞSB,D,n; and
(3) if (B,D, n) is not equivalent to (B′, D′, n′) then F¯B′,D′,n′(P [µC(aB,D)− n]) = 0.
Proof. (i) Let M = P [µC(i) − n], v = vC(i) and I(C(i, δ),±) = (i, δ,±). By Corollary 10.6
F¯+C(i,1),C(i,−1),n(P ) contains F¯
−
C(i,1),C(i,−1),n(M) + Rbi. Now let m ∈ F¯
+
C(i,1),C(i,−1),n(M). By
assumption and by Corollary 10.6 we may write m =
∑
j ηjbj +m0 for ηj ∈ S and some m0 ∈
evrad(M), where ηj = 0 whenever C(j, 1) > C(i, 1) or C(j,−1) > C(i,−1). Since m ∈ Mn =
PµC(i)(C) we also have ηj = 0 for any j ∈ I with µC(j) 6= µC(i). So
∑
j ηjbj lies in
∑
t Rbt where
t runs through (i, 1,+) ∩ (i,−1,+).
Let (i, δ,=) = {j ∈ I | C(j, δ) = C(i, δ)}. Then (i, 1,+) ∩ (i,−1,+) is the union of (i, 1,+) ∩
(i,−1,−), (i, 1,−) ∩ (i,−1,+) and (i, 1,=) ∩ (i,−1,=). So by Corollary 10.6
∑
j ηjbj lies in
F−C(i,1),C(i,−1),n(P ) +
∑
tRbt where t runs over j ∈ (i, 1,=) ∩ (i,−1,=) with µC(j) = µC(i). It
suffices to assume 0 ≤ t ≤ p − 1, C(t, 1) = C(i, 1), C(t,−1) = C(i,−1) and µC(t) = µC(i): and
show t = i. If C>i = (C≤t)
−1 and (C≤i)
−1 = C>t then C[t] = C
−1[i] which contradicts [7, Lemma
2.2.17]. Hence C>i = C>t and C≤i = C≤t which shows C = C[t − i]. Applying Lemma 3.3(iii)
twice yields µC(t− i) = 0, which means t = i since C is aperiodic.
(ii) Any element of SB,D,n(V ) may be written as the coset of a sum of pure tensors
∑n
t=1 rtbi⊗
vt + F¯
−
B,D,n(Ξ(SB,D,n(V ))) for some v1, . . . , vn ∈ V . Hence the k-linear embedding ΦV from
Lemma 10.7(i) is surjective, and so Φ from Lemma 10.7(ii) is a natural isomorphism. Since
(B,D, n) ∼ (B′, D′, n′) we have FB′,D′,n′ ≃ F¯B,D,n, and so FB′,D′,n′ ΞSB,D,n ≃ k ⊗R − as
functors R-Proj→ k-Mod.
(iii) It is enough to show F¯B′,D′,n′(P (C)[µC(aB,D) − n]) = 0. It suffices to let s(B′) = 1
and s(D′) = −1, and show (B,D, n) ∼ (B′, D′, n′) assuming F¯B′,D′,n′(P ) 6= 0. By Corollary
10.6 the R-submodules G¯±B′,D′,n′(P ) are spanned by sets of elements of the form bi together with
rad(P ), and hence, as in the proof of [16, Lemma 8.2], we have B′ = C(i, 1) and D′ = C(i,−1).
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So B′−1D′ = C, and furthermore considering bi lies in both P
µC(i)(C) and Pn
′
we must have
µC(i) = n
′ + µC(aB,D)− n and so (B,D, n) ∼ (B′, D′, n′). 
Lemma 10.9. [7, Lemma 2.3.21] (see also [16, Lemma 8.4]). Let (B,D, n), (B′, D′, n′) ∈ Σ where
C = B−1D is p-periodic, and let i ∈ {0, . . . , p− 1}. If P = P (C, V ) then:
(1) F¯+C(i,1),C(i,−1),n(P [µC(i)− n]) = F¯
−
C(i,1),C(i,−1),n(P [µC(i)− n]) +
∑
λRbi,λ;
(2) if C′ = C[m] and n− n′ = µC(m) then k[T, T−1]⊗R[T,T−1] − ≃ FB′,D′,n′ΞSB,D,n; and
(3) if (B,D, n) is not equivalent to (B′, D′, n′) then F¯B′,D′,n′(P [−n]) = 0.
11. Compactness and Covering.
In Section 11 we let v be a vertex and fix an object M in Kmin(Λ-proj) with underlying Λ-module
M . Hence M i is finitely generated and im(diM ) ⊆ rad(M
i+1) for all i.
The topology we refer to will be the m-adic topology. Let m0 = R. Recall a base of open sets
for an R-module N with this topology is the collection of cosets m+mnU where n ∈ N and U is
an R-submodule of N .
Lemma 11.1. [7, Lemma 2.4.1] (see also [16, Lemmas 10.4 and 10.5]). Let r ∈ Z and δ ∈ {±1},
and let U be an R-submodule of evM
r with evrad(M
r) ⊆ U .
(1) If H is a linear variety in evM
r and m ∈ H \U , then there is a homotopy word C ∈ Wv,δ
such that H ∩ (U +m) meets C+(M) but not C−(M).
(2) If m ∈ evM r \ U then there are words B ∈ Wv,δ and D ∈ Wv,−δ such that U +m meets
G+B,D,r(M) but not G
−
B,D,r(M).
Definition 11.2. [37, p.80] Let L be a subset of an R-module N . We write L ⊆c N if and only
if L is closed. We say L is a linear variety if L = U +m ⊆c N for some R-submodule U of N .
We say N is linearly compact if any collection of linear varieties in N with the finite intersection
property must have a non-void intersection.
Example 11.3. For each non-zero n ∈ N the R-module R/mn has the minimum condition on
closed submodules, and so it is linearly compact by [37, Proposition 5]. Since R is m-adically
complete R (as a module over itself) is isomorphic to the inverse limit of a system of linearly
compact R-modules. By [37, Proposition 4] this means R is linearly compact.
Lemma 11.4. [7, Lemma 2.4.4] Let i ∈ Z, v be a vertex and m ∈ evM i. Then:
(1) the module evM
i is linearly compact for any vertex v;
(2) if U ⊆c evM i with evmnM i ⊆ U for some n > 0 then U +m ⊆c evM i; and
(3) for any m ∈ evM i we have {m} = 0 +m ⊆c evM i .
Proof. (i) By Example 11.3 R is linearly compact, and by [37, Proposition 1] any finitely generated
free R-module is linearly compact, so by [37, Proposition 2] any finitely generated R-module is
linearly compact. As M i is a finitely generated Λ-module evM
i is a finitely generated R-module
by Corollary 2.10 since Q is finite and R is noetherian.
(ii), (iii) We choose a limit point l of U+m and show l ∈ U+m. By definition if t ≥ 0 then there
is some ut ∈ U such that ut+m 6= l and ut+m ∈ l+mtM . In particular, there is some un+1 ∈ U and
some xn+1 ∈ mn+1M with un+1+m = l+xn+1. Since ev(un+1+m−l) = un+1+m−l we have that
xn+1 lies in evM∩mn+1M ⊆ evmnM which is contained in U , and so l = (un+1−xn+1)+m ∈ U+m.
For (iii) note that any open neighborhood of l contains m and so m − l ∈ evmtM for any t ≥ 0,
so m− l ∈
⋂
t≥0 evm
tM i = 0 by Corollary 2.10(iii). 
Corollary 11.5. [7, Corollary 2.4.6] Let C be a homotopy {0, . . . , t}-word and N be an R-
submodule of M . If M i+µC(t) ∩N ⊆c M i+µC(t) then eh(C)M
i ∩ CN ⊆c eh(C)M
i.
Proof. Note that for any γ ∈ P and any α ∈ A: if U ⊆c et(γ)M
i then γU ⊆c eh(γ)M
i; if
V ⊆c eh(α)M
i then dαV ⊆c eh(α)M
i+1 and d−1α V ∩eh(α)M
i−1 ⊆c eh(α)M
i−1; and ifW ⊆c eh(γ)M
i
then γ−1W ∩ et(γ)M
i ⊆c et(γ)M
i (see [7, Corollary 2.4.5] for details). Let v = h(C). By Corollary
8.1 we have evM
i ∩ C≤nN = evM i ∩ C(M i+µC(n) ∩ N) for all n ∈ {0, . . . , t}. By the above
(d−1l(γ)γ)
±1(M i±1 ∩N) ⊆c eh(γ)M
i, and the claim follows by iteration. 
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Lemma 11.6. [7, Lemma 2.4.7] Let t > 0, γ ∈ P, i ∈ Z and C be a homotopy I-word.
(1) If m ∈ eh(γ)M
i then (γ−1dl(γ))
±1m ∩ et(γ)M
i±1 is a linear variety if it is non-empty.
(2) If I ⊆ N and m ∈M i+µC(t−1) ∩
⋂
n∈I, n≥t(C>t−1)≤nM then
M i+µC(t) ∩ r−1t ltm ∩
⋂
n∈I, n≥t+1(C>t)≤nM 6= ∅.
(3) If I = N and S ⊆ evM i then S ∩C+(M) =
⋂
n≥0 S ∩ C≤nM .
Proof. (i) The set P = γ−1dl(γ)m ∩ et(γ)M
i+1 is closed by Lemma 11.4, and if x ∈ P then
P ′ + x ⊆ P where P ′ = et(γ)M
i+1 ∩ γ−10. If y ∈ P then y − x ∈ P ′ as γy = dl(γ),M(m) = γx.
(ii) For each n ≥ t we have m ∈ (C>t−1)≤nM and so there is some un ∈ M i+µC(t) ∩ r
−1
t ltm
for which un ∈ (C>t)≤nM . Note M
i+µC(t) ∩ r−1t ltm ⊆c evC(t)M
i+µC(t). Let ∆ be the collection
of all M i+µC(t) ∩ (C>t)≤nM where n ≥ t, together with the set M i+µC(t) ∩ r
−1
t ltm. Let Vn =
M i+µC(t) ∩ r−1t ltm∩ (C>t)≤nM for each n ≥ 0. Clearly ∆ has finite intersections, and ∆ consists
of submodules of a linearly compact module by Lemma 11.4.
(iii) The proof here may be found by adjusting the argument in the proof of [8, 3.1]. 
Lemma 11.7. [7, Lemma 2.4.8] (see also [16, Lemma 10.3]). Fix a vertex v, an integer r and
some δ ∈ {±1}. For any non-empty subset S of evM
r which does not meet rad(M) there is a
homotopy word C ∈ Wv,δ such that either:
(1) C is finite and S meets C+(M) but not C−(M); or
(2) C is a homotopy N-word and S meets C≤nM but not C≤nrad(M) for each n ≥ 0.
Proof. We assume either S ∩ B+(M) = ∅ or S ∩ B−(M) 6= ∅ for any finite homotopy word
B ∈ Wv,δ, and construct an N-word C iteratively from C≤0 = 1v,δ such that S meets C≤nM but
not C≤nrad(M) for each n ≥ 0. By assumption there is nothing to prove in case n = 0. Let
us assume S meets C≤mM but not C≤mrad(M) for some arbitrary fixed m ≥ 0. It suffices to
choose letters lm+1 and rm+1 such that S meets C≤ml
−1
m+1rm+1M but not C≤ml
−1
m+1rm+1rad(M).
Consider firstly the case S ∩ (C≤m)−(M) 6= ∅.
Here we can assume there exists some arrow y for which C≤my
−1dy is a homotopy word. As
S meets (C≤m)
−(M) by definition there is some γ ∈ P of minimal length for which S meets
C≤mγ
−1dl(γ)M . Letting lm+1 = γ and rm+1 = dl(γ) it is sufficient (for case (i)) to show S does
not meet C≤mγ
−1dγrad(M). If γ is an arrow then γ
−1dγrad(M) ⊆ et(γ)rad(M) by Corollary
6.3 and so S does not meet C≤mγ
−1dγrad(M). So we can assume γ = l(γ)α for some α ∈ P.
By Corollary 6.3 we also have α−1dl(α)M = α
−1l(γ)−1l(γ)dl(α)M and by Lemma 6.1 we have
l(γ)dl(α)M = dl(γ)l(γ)M = dl(γ)rad(M). The minimality of the length of γ shows that S does not
meet C≤mα
−1dl(α)M and altogether this shows S does not meet C≤mγ
−1dl(γ)rad(M).
Consider secondly the case S∩(C≤m)
−(M) = ∅. Here S∩(C≤m)
+(M) = ∅ by the assumption at
the beginning of the proof, so there is some arrow x for which C≤md
−1
x x is a homotopy word. By the
definition of dx,M any element of eh(x)M gets sent to xM , and so S meets C≤mM = C≤md
−1
x xM .
Suppose the set L of λ ∈ P where (C≤md−1x λ is a homotopy word) is infinite. Then we have⋂
λ C≤md
−1
x λM = (C≤m)
+(M) which does not meet S.
By Corollary 6.4 there is some maximal length µ ∈ L for which S meets C≤md
−1
x µM . As L is
infinite ηµ ∈ L for some arrow η in which case C≤md−1x µrad(M) = C≤md
−1
x µηM which does not
meet S by construction. In this case it is sufficient to let lm+1 = dl(µ) and rm+1 = µ. Otherwise
L is finite with longest path µ′ in which case let lm+1 = dl(µ′) and rm+1 = µ
′. 
Proof of Lemma 11.1. (i) Let S = H ∩ (U + m). Note S ∩ rad(M) = ∅ since evrad(M r) ⊆
U and m /∈ U . So by Lemma 11.7 there is a homotopy word C such that either C is finite
and S ∩ C+(M) 6= ∅ = S ∩ C−(M), or C is a homotopy N-word and for all n ≥ 0 we have
S ∩ C≤nM 6= ∅ = S ∩ C≤nrad(M). We assume IC = N as otherwise there is nothing to prove.
Note ∆ = {S ∩C≤nM | n ≥ 0} has the finite intersection property, and consists of linear varieties
by Corollary 11.5. By Lemma 11.4 evM
r is linearly compact, and so
⋂
n≥0 S ∩ C≤nM 6= ∅.
This shows S ∩ C+(M) 6= ∅ by Lemma 11.6. Since S ∩ C≤nrad(M) = ∅ for all n ≥ 0 we have
S ∩ C−(M) ⊆
⋃
S ∩ C≤nrad(M) = ∅.
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(ii) The analogous argument in the proof of [16, Lemma 10.5] adapts with few complications. 
12. Local and global mapping properties.
In Section 12 we let M be an object of Kmin(Λ-Proj) and C be some homotopy I-word where
C = B−1D for homotopy words B and D. If j ∈ I and t = aB,D − j then vC(j) = vB(t) and
µC(j) − µC(i) = µB(t) if t ≥ 0, and vC(j) = vD(−t) and µC(j) − µC(i) = µD(−t) otherwise [7,
Lemma 2.5.1]. If IB 6= {0} let B = l
−1
1 r1 . . . , and if ID 6= {0} let D = l
′−1
1 r
′
1 . . .
Lemma 12.1. [7, Lemma 2.5.2] (see also [16, Lemma 8.3]). Let (B,D, n) ∈ I(s) and C = B−1D.
Then for some basis B = {u¯λ | λ ∈ Ω} of FB,D,n(M) there is a morphism of complexes θB,D,n,M :⊕
λ P (C)[µC(aB,D)− n]→M such that FB,D,n(θB,D,n,M ) is an isomorphism.
Proof. Let i = aB,D. For each λ choose a lift uλ ∈ F
+
B,D,n(M) \ F
−
B,D,n(M) of u¯λ. By Corollary
8.1, for all s ∈ IB we have us,λ ∈ evB(s)M
n+µB(s) where u0,λ = uλ and us−1,λ ∈ l−1s rsus,λ given
s− 1 ∈ IB . Similarly there are u′t,λ ∈ evD(t)M
n+µD(t) with u′t−1,λ ∈ l
′−1
t r
′
tu
′
t,λ. Let uj,λ = ui−j,λ
if j ≤ i and uj,λ = u′j−i,λ if j ≥ i. By [7, Lemma 2.5.1] θB,D,n,M (bj,λ) = uj,λ defines a degree
0 graded Λ-module map into M . Note dM (uj,λ) = u
+1
j,λ + u
−1
j,λ where u
±1
j,λ =
∑
σ±1 dσ±1,M (uj,λ)
and σ±1 runs through the arrows with head vC(j) and sign ±1. It is straightforward to show
u±qj,λ = θB,D,n,M (b
±
j,λ) by seperating the cases j ∈ I and j /∈ I. Together this gives θB,D,n,M (b
+
j,λ+
b−j,λ)) = dM (uj,λ) and so θB,D,n,M is a morphism of complexes. By Lemma 10.8(i) the elements
b¯i,λ = bi,λ + F
−
B,D,n(P (C)[µC(i) − n]) (λ ∈ B) together define a basis of the k-vector space
FB,D,n(
⊕
λ P (C)[µC(i)− n]). Since θB,D,n,M (bi,λ) = ui,λ we have that FB,D,n(θB,D,n,M )(b¯i,λ) =
u¯i,λ = u¯λ so FB,D,n(θB,D,n,M ) is an isomorphism. 
Lemma 12.2. [7, Lemma 2.5.4] (see also [16, Lemma 8.6]). Let n ∈ Z, B = (E−1)∞ and D = E∞
where E = l−11 r1 . . . l
−1
p rp is a cyclic homotopy {0, . . . , p}-word and p > 0. Let M be an object of
Kmin(Λ-Proj) such that FB,D,n(M) has finite dimension d over k = R/m. Then there is an object
U of R[T, T−1]-ModR-proj with rank d over R and a morphism θB,D,n,M : P (C,U)[−n]→M of
complexes such that FB,D,n(θB,D,n,M ) is an isomorphism.
Proof. Let FB,D,n(M) = V . Note F
+
B,D,n(M) = E(n)
♯ and F−B,D,n(M) = E(n)
♭, soE(n)♯/E(n)♭ =
V . By Lemma 5.3 there is a reduction (U, g) of E(n) which meets in m and where U is a finitely gen-
erated R-module. Choose an R-basis u1, . . . , ud of U . Since (U, g) is a reduction im(g) ⊆ E(n)♯ and
so g(ui) ∈ F
+
B,D,n(M) for each i. Similarly g(Tui) ∈ Eg(ui) so there are elements v0,i, . . . , vp,i ∈M
for 1 ≤ i ≤ d where vj,i ∈ evE(j)M
n+µE(j) for each j by Corollary 8.1, vp,i = g(ui), v0,i = g(Tui),
and vj−1,i ∈ l
−1
j rjvj,i given j > 0.
By Lemma 3.6, to define a Λ-module map θB,D,n,M : P (C, V )[−n]→M it is enough to extend
θB,D,n,M (bj ⊗ v¯i) = vj,i linearly over Λ, where v¯i = g(ui) + F
−
B,D,n(M) for 1 ≤ i ≤ d and
0 ≤ j ≤ p− 1. As in the proof of [16, Lemma 8.6] (see also [33, §5, Proposition]) each θtB,D,n,M
is R[T, T−1]-balanced. Note θB,D,n,M is homogeneous of degree 0 by Lemma 5.1. By Lemma 6.1
one can show θB,D,n,M is a morphism of complexes by separating the cases j = 0, j = p− 1 and
p− 1 6= j 6= 0.
Write b¯p,l for the coset bp,l+F
−
B,D,n(P (C, V )[−n]). By Lemma 10.9(ii) the elements b¯p,1, . . . , b¯p,d
give a k-basis of FB,D,n(P (C, V )[−n]) ≃ k ⊗R V . Since FB,D,n(θB,D,n,M )(b¯p,l) = v¯p,l, to prove
FB,D,n(θB,D,n,M ) is an isomorphism we need only show v¯p,1, . . . , v¯p,d is a k-linearly independent
subset of V = FB,D,n(M). If we have
∑
l(rl +m)v¯p,l = 0 in V for some rl ∈ R then f(
∑
l rlul) ∈
E(n)♭. Since (U, f) meets in m we have
∑
l rlul ∈
⊕d
l=1mul. 
Lemma 12.3. [7, Lemma 2.5.5] (see [16, Lemma 10.5], [13, p.163]). Let θ : P →M be a morphism
in Kmin(Λ-Proj), and suppose M i is finitely generated for each i. If FB,D,n(θ) is surjective for
each (B,D, n) ∈ Σ then θi is surjective for each i.
Proof. For a contradiction suppose that θi is not surjective for some i ∈ Z.
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Since rad(M i) is a superfluous submodule ofM i, evim(θ
i)+evrad(M
i) is contained in a maximal
R-submodule U of evM
i. Since evrad(M
i) ⊆ U and U 6= evM i, by Lemma 11.1(ii) for some
element m ∈ evM i \ U there are homotopy words B ∈ Wv,δ and D ∈ Wv,−δ for which (B−1D is
a homotopy word and) U +m meets G+B,D,i(M) but not G
−
B,D,i(M). From here the proof follows
by adapting the argument from the proof of [16, Lemma 10.6]. 
Assumption. For the remainder of Section 12 we fix a direct sum N of shifts of string and band
complexes as follows. Let S and B be sets, {t(σ), s(β) | σ ∈ S, β ∈ B} be a set of integers,
{V β | β ∈ B} be a set of objects from R[T, T−1]-ModR-Proj and {A(σ), E(β) | σ ∈ S, β ∈ B} be
a set of homotopy words, where each Aσ is non-periodic and each Eβ is pβ-periodic. Let
N =
(⊕
σ∈S
P (A(σ))[−t(σ)]
)
⊕
(⊕
β∈B
P (E(β), V β)[−s(β)]
)
Lemma 12.4. [7, Lemma 2.5.6] (see also [16, Lemma 9.4]). Let θ : N → M be a morphism in
Kmin(Λ-Proj) such that F¯B,D,n(θ) is injective for each (B,D, n) ∈ I. Then θi is injective for
each i ∈ Z.
Proof. Assume there is some h ∈ Z for which θh is not injective. By Corollary 2.10 Λ is semilocal
and so rad(Nh) = rad(Λ)Nh and rad(Mh) = rad(Λ)Mh by [29, 24.7]. Since Λ/rad(Λ) is semisim-
ple, Nh/rad(Nh) is an injective Λ/rad(Λ)-module. Hence the induced map θ¯h : Nh/rad(Nh) →
Mh/rad(Mh) is not injective, as otherwise it must be a section which would mean θh was in-
jective by [25, 2.2]. So there is a vertex v and a non-zero element n ∈ evNh \ evrad(Nh) for
which θh(n) ∈ evrad(Mh). Since n has finite support over the summands of N we can assume
S = {1, . . . ,m} and B = {1, . . . , q}. Fix an R-basis Ω(β) for each free R-module V β . Hence
n = x+
m∑
σ=1
∑
i∈IA(σ)
ηq,ib
σ
i +
q∑
β=1
∑
j∈IE(β)
∑
λ∈Ω(β)
ηβ,j,λb
β
j,λ
for some x ∈ evrad(Nh). After reordering we can assume A(σ, 1) ≤ A(σ′, 1) for σ ≤ σ′ and
E(β, 1) ≤ E(β′, 1) for β ≤ β′. Let B be the largest homotopy word of A(m, 1) and E(q, 1). If B =
A(m, 1) let D be the largest homotopy word A(σ′,−1) among A(1,−1), . . . , A(m,−1) for which
A(σ′, 1) = A(m, 1). In this case there is some such i with vA(σ)(i) = v and µA(σ)(i) = h − t(σ):
and so nσ,ib
σ
i − x ∈ G
+
B,D,h(N) \ G
−
B,D),h(N). If instead B = E(q, 1) we let D be the largest
homotopy word E(β′,−1) among E(1,−1), . . . , E(q,−1) for which E(β′, 1) = E(q, 1). As above
there is some such j such that nβ,j,λb
β
j,λ−x ∈ G
+
B,D,h(N)\G
−
B,D),h(N) so in either case G¯B,D,h(θ)
is not injective. 
Definition 12.5. [7, Definition 2.5.7] For each equivalence class of (the set of all equivalence
classes of homotopy words) we choose one representative C and one pair of words (B,D) for
which B−1D = C. Let W be the set of these chosen pairs (B,D). Let W(s) (respectively W(b))
be the set of (B,D) ∈ W where B−1D is aperiodic (respectively periodic).
The homotopy words (A(σ)≤0)
−1 and A(σ)0< have the same head and opposite sign. For each
δ ∈ {±1} let A(σ, δ) be the one with sign δ. For (B,D, n) ∈ I(s) let S(B,D, n) be the set of σ
such that t(σ) − n = r(B,D;A(σ, 1), A(σ,−1)) and A(σ) = (B−1D)±1. For (B,D, n) ∈ I(b) let
B±(B,D, n) be the set of β such that s(β) − n = µB−1D(±m) and E(β) = (B
−1D)±1[m].
Let B and D be homotopy words where C = B−1D is a homotopy word. If (B,D) ∈
W(s) let V be an object of R-Proj. Otherwise (B,D) ∈ W(b), and let V be an object of
R[T, T−1]-ModR-Proj. Then SB,D,n(V ) is a complex of projective Λ-modules. For n ∈ Z
let Sn
′
B,D,n(V ) denote the module in degree n
′ of SB,D,n(V ). For β ∈ B(B,D, n)+ let V¯
β
+ =
k ⊗R[T,T−1] V
β . For β ∈ B(B,D, n)− let V¯ β− = k ⊗R[T,T−1] resι V
β , and recall resι V
β is defined
by swapping the actions of T and T−1 on V β .
Lemma 12.6. [7, Lemma 2.5.8] Let B, B′, D and D′ be homotopy words such that C = B −1D
and C′ = B′ −1D′ are homotopy words. Let n and n′ be integers.
(1) If n 6= n′ then S(B,D, n) ∩ S(B,D, n′) = ∅ = B(B,D, n)± ∩ B(B,D, n′)±.
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(2) If B−1D ≁ B′−1D′ then S(B,D, n) ∩ S(B′, D′, n) = ∅ = B(B,D, n)± ∩ B(B′, D′, n)±.
(3) We have
⋃
t∈Z S(B,D, t) = {σ ∈ S | A(σ) ∼ C}.
(4) We have
⋃
t∈Z B(B,D, t)
+ ∪ B(B,D, t)− = {β ∈ B | E(β) ∼ C}.
Theorem 12.7. [7, Theorem 2.5.9] (see [16, Theorem 9.1]). Let m ∈ Z and (B,D) ∈ W.
(1) If C = B−1D is aperiodic then we have isomorphisms FB,D,m(N) ≃
⊕
σ∈S(B,D,m) k and⊕
n∈Z FB,D,n(N) ≃
⊕
σ∈S |A(σ)∼C k in the category k-Mod.
(2) If C is periodic then we have FB,D,m(N) ≃
⊕
β∈B(B,D,m)+ V¯
β
+ ⊕
⊕
β∈B(B,D,m)− V¯
β
− and⊕
n∈Z FB,D,n(N) ≃
⊕
β∈B |E(β)∼C V¯
β
+⊕
⊕
β∈B |E(β)∼C−1 V¯
β
− in the category k[T, T
−1]-Mod.
Proof. (i) By parts (iv) and (v) of [7, Lemma 2.1.21] FB,D,m preserves small coproducts. This to-
gether with lemma 10.8(iii) shows FB,D,m(N) ≃
⊕
σ∈S FB,D,m(P (A(σ))[−t(σ)]) as C is aperiodic.
If σ ∈ S(B,D,m) then (A(σ, 1), A(σ,−1), t(σ)) ∼ (B,D,m) and so by Lemma 9.3 and Lemma 10.8
(ii) we have FB,D,m(P (A(σ))[−t(σ)]) ≃ F¯B,D,m(SB,D,m(R)) ≃ k. Otherwise σ /∈ S(B,D,m) and
so as above FB,D,m(P (A(σ))[−t(σ)]) = 0. By Lemma 12.6(i)
∑
n∈Z#S(B,D, n) = #
⋃
n∈Z S(B,D, n).
By Lemma 12.6(iii) this completes the proof of (i).
(ii) As above FB,D,m(N) is isomorphic to
⊕
σ∈B FB,D,m(P (E(β), V
β)[−s(β)]) by Lemma 10.9.
If β ∈ B(B,D,m)± then by Lemma 9.3 and Lemma 10.9(ii) we have that FB,D,m(P (E(β), V β)[−s(β)])
is isomorphic to V¯ β± as above. If β /∈ B(B,D,m)
+∪B(B,D,m)− then FB,D,m(P (E(β), V β)[−s(β)]) =
0 by Lemma 10.9. By Lemma 12.6(ii) this shows FB,D,m(N) ≃ (
⊕
β+
V¯
β+
+ ) ⊕ (
⊕
β−
V¯
β−
− ) where
β± runs through B(B,D,m)±. By Lemma 12.6(iv) this completes the proof of (ii). 
13. Completing the proofs of the main theorems.
Proposition 13.1. [7, Proposition 2.6.2] Let A be a full subcategory of R-Proj and A be the full
subcategory of k-Mod consisting of vector spaces isomorphic to k ⊗RM for some M in A. Then
k ⊗R − : R-Proj→ k-Mod restricts to a representation equivalence A → A.
Proof. By construction it suffices to show the said restriction k ⊗R −| reflects isomorphisms. By
[7, Lemmas 3.1.39 and 3.1.40] (see also [25, 2.2]) it suffices to do so for finitely generated R-
modules. Let be a homomorphism of finitely generated free R-modules. Let f : Rm → Rn be a
homomorphism of R-modules such that such that f¯ = k⊗R f is an isomorphism, and let A = (aij)
be the n×m matrix of f with entries from R. Let A¯ = (a¯ij) where a¯ij = aij + m ∈ k for each i
and j. Since f¯ is an isomorphism n = m and det(A¯) 6= 0, and so det(A) /∈ m. 
We now verify the hypotheses of Lemma 4.3 in our setting. Recall that if (B,D, n) lies in I(s)
(respectively I(b)) then the constructive functor SB,D,n has the form R-Proj → Cmin(Λ-Proj)
(respectively R[T, T−1]-ModR-Proj → Cmin(Λ-Proj)), and the refined functor FB,D,n has the form
Kmin(Λ-Proj)→ k-Mod (respectively Kmin(Λ-Proj)→ k[T, T
−1]-Mod).
Proposition 13.2. [7, Proposition 2.6.6] (see also [13, p.163, Proposition]). Let M = Λ-Mod,
N = Λ-mod and I = I(s) ⊔ I(b); and for i = (B,D, n) ∈ I let
(Ai,Xi) =
{
(R-Proj, k-Mod) (if B−1D is aperiodic)
(R[T, T−1]-ModR-Proj, k[T, T
−1]-Mod) (if B−1D is periodic)
Then the collection {(SB,D,n, FB,D,n) | (B,D, n) ∈ I} detects the objects in Kmin(Λ-proj).
Proof. FFI) If (B,D, n) lies in I(s) (respectively I(b)) then the claim follows by Lemma 10.8(ii)
(respectively Lemma 10.9(ii)) and Proposition 13.1.
FFII) If (B,D, n) lies in I(s) then for any free R-module V we have F¯B′,D′,n′(P (C)[µC(aB,D)−
n] ⊗R V ) = 0 by Lemma 10.8(iii) where C = B−1D. This shows FB′,D′,n′ΞSB,D,n = 0 since
F¯B′,D′,n′ ≃ FB′,D′,n′ . If (B,D, n) lies in I(b) then the proof is similar and uses Lemma 10.9.
FFIII) It is straightforward to check each of the subfunctors C± of the forgetful functor
Cmin(Λ-Proj)→ R-Mod commutes with arbitrary direct sums. It follows that F
±
B,D,n commutes
with direct sums of objects in Kmin(Λ-Proj) (see [7, Lemma 2.1.21] for details).
FFIV) Let M be an object in Kmin(Λ-proj), which means FB,D,n(M) is a finite-dimensional
k-vector space.
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If (B,D, n) lies in I(s), by Lemma 12.1 there is a free R-module V of rank dim(FB,D,n(M))
and a morphism θB,D,n : SB,D,n(V )→M for which FB,D,n(θB,D,n) is an isomorphism. Similarly
if (B,D, n) ∈ I(b) then the claim follows by Lemma 12.2.
FFV, FFVI) Let θ : N →M be an arrow in the category Kmin(Λ-Proj). If M is a complex in
Kmin(Λ-proj) and FB,D,n(θ) is epic for all (B,D, n) ∈ I then θn is epic for each n ∈ N by Lemma
12.3. This shows FFV holds, and similarly FFVI holds by Lemma 12.4. 
Proof of Theorems 1.1 and 1.2. Parts (i) and (ii) of Theorem 1.1 are precisely parts (i) and (iii)
of Lemma 4.3, after applying Proposition 13.2. Theorem 1.2 similarly follows by Lemma 4.3(iv),
Definition 9.1 and Definition 9.2. 
Proof of Theorem 1.3. Let S, S ′, B and B′ be index sets. For each σ ∈ S and each σ′ ∈ S ′
let t(σ), u(σ′) ∈ Z and let A(σ) and B(σ′) be aperiodic homotopy words. For each β ∈ B and
each β′ ∈ B′ let s(β), r(β′) ∈ Z, let E(β) and D(β′) be periodic homotopy words and let V β
and Uβ
′
be indecomposable objects of R[T, T−1]-ModR-Proj. If β ∈ B(B,D, n)
+ (respectively
β ∈ B(B,D, n)−, β′ ∈ B′(B,D, n)+ or β′ ∈ B′(B,D, n)−) let V β+ = V
β (respectively V β− = resι V
β ,
Uβ
′
+ = U
β′ or Uβ
′
− = resι U
β′). Now let N ≃ N ′ in Kmin(Λ-proj) where
N =
(⊕
σ∈S
P (A(σ))[−t(σ)]
)
⊕
(⊕
β∈B
P (E(β), V β)[−s(β)]
)
and
N ′ =
(⊕
σ′∈S′
P (B(σ′))[−u(σ′)]
)
⊕
(⊕
β′∈B′
P (D(β′), Uβ
′
)[−r(β′)]
)
For any (B,D, n) ∈ I we let C = B−1D and define an iso-class preserving bijection ϕ : S ∪ B →
S ′∪B′ (between the summands ofN andN ′) as follows. If (B,D, n) ∈ I(s) then dim(FB,D,n(N)) =
dim(FB,D,n(N
′)) and so #S(B,D, n) = #S ′(B,D, n) by Theorem 12.7(i). Hence there exists a
bijection S(B,D, n)→ S ′(B,D, n), and we let ϕsB,D,n be this bijection. Note that if ϕ
s
B,D,n(σ) =
σ′ then P (A(σ))[−t(σ)] ≃ P (C)[−n] and P (B(σ′))[−u(σ′)] ≃ P (C)[−n] and so P (A(σ))[−t(σ)] ≃
P (B(σ′))[−u(σ′)].
If instead (B,D, n) ∈ I(b) then, as FB,D,n(N) ≃ FB,D,n(N ′), by Theorem 12.7(ii) we have⊕
β+∈B(B,D,n)+
V¯
β+
+ ⊕
⊕
β−∈B(B,D,n)−
V¯
β−
− ≃
⊕
β′+∈B
′(B,D,n)+
U¯
β′+
+ ⊕
⊕
β′
−
∈B′(B,D,n)−
U¯
β′−
−
By the Krull-Remak-Schmidt property for k[T, T−1]-Modk-mod there is a bijection ϕ
b
B,D,n from
B(B,D, n)−∪B(B,D, n)+ to B′(B,D, n)−∪B′(B,D, n)+ which is preserves iso-classes of indecom-
posable summands. As above, note that if ϕbB,D,n(βδ) = β
′
δ for some δ ∈ {±}, βδ ∈ B(B,D, n)
δ
and β′δ ∈
′(B,D, n)δ then V βδ ≃ U
β′
δ by Proposition 13.1. If instead ϕ
b
B,D,n(βδ) = β
′
−δ then
similarly V βδ ≃ U
β′
−δ. In either case P (E(β), V
β)[−s(β)] ≃ P (D(β′), Uβ
′
)[−r(β′)]. Define the
function ϕ : S ∪ B → S ′ ∪ B′ by setting ϕ(α) = α′ if (α ∈ S(B,D, n) and α′ = ϕsB,D,n(α)) or
(α ∈ B(B,D, n)+ ∪ B(B,D, n)− and α′ = ϕbB,D,n(α)). 
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