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Noise as a Boolean algebra of σ-fields. I.
Completion
Boris Tsirelson
Abstract
Nonclassical noises over the plane (such as the black noise of perco-
lation) consist of σ-fields corresponding to some planar domains. One
can treat less regular domains as limits of more regular domains, thus
extending the noise and its set of σ-fields. The greatest extension is
investigated in a new general framework.
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Introduction
A noise is defined as a family of σ-fields (in other words, σ-algebras) con-
tained in the σ-field of a probability space and satisfying some conditions.
Initially, these σ-fields were indexed by intervals of the real line (the time
axis). Recently, a spectacular progress in understanding the full scaling limit
1
of the critical planar percolation [1] have lead to an important noise over
the plane (the black noise of percolation). Its σ-fields are indexed by pla-
nar domains with finite-length boundary; “the regularity assumption can be
considerably weakened (though it cannot be dropped)” [1, Remark 1.8]. The
needed regularity of the domains depends on some properties of the noise.
For a classical (white, Poisson or their combination) noise over Rn, the fam-
ily of σ-fields extends naturally from nice domains to arbitrary Lebesgue
measurable subsets of Rn. What happens to a nonclassical (in particular,
black) noise? One may hope that it extends naturally to the greatest class
of subsets of Rn acceptable for the given noise. For now, nothing like that is
proved, nor even conjectured.
It is worth to split the problem in two:
(a) enlarge the given set of σ-fields (irrespective of their relation to the
domains in Rn);
(b) extend the given correspondence between the domains and the σ-fields.
Only the former problem, (a), is treated in this work.
A noise over R extends readily from intervals to their finite unions, which
leads to a lattice homomorphism from the Boolean algebra A of finite unions
of intervals modulo finite sets to the lattice Λ of all sub-σ-fields1 of the σ-field
F of a given probability space (Ω,F , P ):
Fa∩b = Fa ∩ Fb , Fa∪b = Fa ∨ Fb for a, b ∈ A ;
here Fa ∨ Fb is the least σ-field containing both Fa and Fb. The image
B = {Fa : a ∈ A} is necessarily a sublattice of Λ and a Boolean algebra
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such that for all a, b ∈ A,
if Fa ∩ Fb = F∅ then Fa,Fb are independent
(that is, P (X ∩ Y ) = P (X)P (Y ) for all X ∈ Fa, Y ∈ Fb). Thus B is an
example to the following definition.
We define a noise-type Boolean algebra (of σ-fields) as a sublattice B of
Λ, containing the trivial σ-field (only null sets and their complements) and
the whole F , such that B is a Boolean algebra, and any two σ-fields of B are
independent whenever their intersection is the trivial σ-field.3
For the black noise of percolation we may start with the Boolean algebra
A1 of finite unions of 2-dimensional intervals (s1, t1)× (s2, t2) ⊂ R
2 modulo
finite unions of horizontal and vertical straight lines; or alternatively, the
1Each σ-field is assumed to contain all null sets.
2That is, Boolean lattice. I do not write “Boolean sublattice” because the lattice of all
σ-fields is not Boolean.
3Homogeneity (that is, shift invariance) of a noise is ignored here.
2
Boolean algebra A2 of all sets with finite-length boundary, modulo finite-
length sets; A1 ⊂ A2. We get two noise-type Boolean algebras, B1 ⊂ B2. For
every a ∈ A2 there exist an ∈ A1 such that an ↑ a and therefore Fan ↑ Fa;
thus, the pair B1, B2 is an example to the following definition.
Let B1 ⊂ B2 ⊂ Λ be two noise-type Boolean algebras. We say that
B1 is monotonically dense in B2 if every monotonically closed subset of Λ
containing B1 contains also B2. Here a subset Z ⊂ Λ is called monotonically
closed if, first, Z contains ∩nEn for every decreasing sequence of σ-fields
En ∈ Z, and second, Z contains ∨nEn (the least σ-field containing all En) for
every increasing sequence of σ-fields En ∈ Z.
We define the noise-type completion of a noise-type Boolean algebra B ⊂
Λ as the greatest among all noise-type Boolean algebras C ⊂ Λ such that
B ⊂ C and B is monotonically dense in C.
It appears that the greatest among these C exists and can be described
explicitly.
Theorem 1. Every noise-type Boolean algebra has the noise-type comple-
tion.
Theorem 2. Let B ⊂ Λ be a noise-type Boolean algebra. Denote by C its
noise-type completion, and by B˜ the least monotonically closed subset of Λ
containing B. Then an arbitrary σ-field E ∈ Λ belongs to C if and only if it
satisfies the following two conditions:
(a) E ∈ B˜;
(b) E has a complement E ′ in B˜; that is, E ′ ∈ B˜, E ∩ E ′ is the trivial
σ-field, and E ∨ E ′ is the whole F (such E ′ is necessarily unique).
Note that C is uniquely determined by B˜.
1 The complete lattice of σ-fields
1a Preliminaries: type L2 subspaces
Let (Ω,F , P ) be a probability space, and H = L2(Ω,F , P ) the corresponding
Hilbert space, assumed to be separable. The following two conditions on a
(closed linear) subspace H1 of H are equivalent [2, Th. 3]:
(a) H1 is a sublattice of H , containing constants. That is, H1 contains
f ∨ g and f ∧ g for all f, g ∈ H1, where (f ∨ g)(ω) = max
(
f(ω), g(ω)
)
and
(f ∧ g)(ω) = min
(
f(ω), g(ω)
)
; and H1 contains the one-dimensional space of
constant functions.
(b) There exists a sub-σ-field F1 ⊂ F such that H1 = L2(F1), the space
of all F1-measurable functions of H .
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Such subspaces H1 will be called type L2 (sub)spaces. (In [2] they are
called measurable, which can be confusing.)
Each sub-σ-field F1 ⊂ F is assumed to contain all null sets. Then, the
relation H1 = L2(F1) establishes a bijective correspondence between type
L2 subspaces of H and sub-σ-fields of F . This correspondence is evidently
isotone,
H1 ⊂ H2 if and only if F1 ⊂ F2 .
Thus, we may define a partially ordered set Λ = Λ(Ω,F , P ) in two equivalent
ways: as consisting of all type L2 subspaces of H , or alternatively, of all sub-
σ-fields of F ; up to isomorphism, it is the same Λ. An element x ∈ Λ may
be thought of as a type L2 subspace Hx ⊂ H or a sub-σ-field Fx ⊂ F ;
Hx = L2(Fx).
The set Λ contains the greatest element 1 (the whole H , or the whole
F) and the least element 0 (the one-dimensional space of constants, or the
trivial σ-field, — only null sets and their complements).
The infimum exists for every subset of Λ, since the intersection of type
L2 spaces is a type L2 space; alternatively, the intersection of σ-fields is a
σ-field.
Existence of the supremum follows readily [3, Th. 2.31]. It is the type L2
space generated by the union of the given type L2 spaces. Alternatively, it
is the σ-field generated by the union of the given σ-fields. (See [2, Th. 2].)
Thus, Λ is a complete lattice. For two elements x, y ∈ Λ their infimum is
denoted by x ∧ y, and supremum by x ∨ y.
1b Bad properties
This subsection is not used in the sequel and may be skipped. Its goal
is, to warn the reader against some incorrect arguments that could suggest
themselves.
See [3, Sect. 4] about modular and distributive lattices, the diamond M3
and the pentagon N5.
1b1 Remark. The lattice Λ is not modular, and therefore not distributive,
unless it is finite.
If (Ω,F , P ) consists of only a finite number n of atoms (and no nonatomic
part) then dimH = n. For n = 3, Λ = M3 is the diamond, modular but
not distributive. For n = 4, Λ is not modular, since it contains N5. Proof:
let α, β, γ, δ be the four atoms of (Ω,F , P ), then {0, 1, u, v, w} = N5 where
u = σ(α, γ, β ∪ δ), v = σ(α ∪ β, γ ∪ δ) and w = σ(α ∪ γ, β ∪ δ); here σ(. . . )
is the σ-field generated by (. . . ).
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The following two remarks show that the lattice operations, (x, y) 7→ x∧y
and (x, y) 7→ x ∨ y, generally violate some natural continuity.
1b2 Remark. It may happen that xn ↑ x (that is, x1 ≤ x2 ≤ . . . and
supn xn = x), xn ∧ y = 0 for all n, but x ∧ y = y 6= 0.
Proof. Assuming that (Ω,F , P ) contains α1, α2, · · · ∈ F such that α1 ⊂
α2 ⊂ . . . , P (α1) < P (α2) < . . . and limn P (αn) < 1, we introduce xn =
σ(α1, . . . , αn), x = σ(α1, α2, . . . ) and y = σ(α) where α = ∪nαn. Then
xn ↑ x; xn ∧ y = 0 (just because α /∈ σ(α1, . . . , αn)); and x∧ y = y 6= 0 (since
α ∈ σ(α1, α2, . . . ) and 0 < P (α) < 1).
1b3 Remark. It may happen that xn ↓ 0, xn ∨ y = 1 for all n, but y 6= 1.
Proof. Assuming that (Ω,F , P ) is the interval [0, 1) ⊂ R with Lebesgue
measure, we introduce the σ-field y of all measurable sets invariant under the
transformation ω 7→ 1 − ω, and (for each n) the σ-field xn of all measurable
sets invariant under the transformation ω 7→ ω + 2−n (mod 1). The rest is
left to the reader.
See also Remark 2a7.
1c More preliminaries: tensor products
The product of two probability spaces leads to the tensor product of Hilbert
spaces (assumed to be separable, as before), see for instance [4, Sect. II.4,
Th. II.10]; that is,
L2
(
(Ω′,F ′, P ′)× (Ω′′,F ′′, P ′′)
)
= L2(Ω
′,F ′, P ′)⊗ L2(Ω
′′,F ′′, P ′′)
in the following sense: the formula (f ⊗ g)(ω′, ω′′) = f(ω′)g(ω′′) establishes
a unitary operator between these two Hilbert spaces.
The same situation appears when two sub-σ-fields F1,F2 ⊂ F are inde-
pendent. The formula
(f ⊗ g)(ω) = f(ω)g(ω) for f ∈ L2(F1), g ∈ L2(F2), ω ∈ Ω
establishes a unitary operator from L2(F1)⊗L2(F2) onto L2(F1 ∨F2). This
operator is the composition of the operator L2(F1)⊗L2(F2)→ L2
(
(Ω,F1, P )×
(Ω,F2, P )
)
discussed before, and the operator L2
(
(Ω,F1, P )× (Ω,F2, P )
)
→
L2(Ω,F1 ∨ F2, P ) conjugated to the measure preserving “diagonal” map
(Ω,F1 ∨ F2, P ) ∋ ω 7→ (ω, ω) ∈ (Ω,F1, P )× (Ω,F2, P ) .
We need also the equality
(1c1) (H1a ⊗H2a) ∩ (H1b ⊗H2b) = (H1a ∩H1b)⊗ (H2a ∩H2b)
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for arbitrary (closed linear) subspaces H1a, H1b ⊂ H1 and H2a, H2b ⊂ H2 of
Hilbert spaces H1, H2. Formula (1c1) follows easily from its special case
(H1a ⊗H2) ∩ (H1 ⊗H2a) = H1a ⊗H2a
for H1a ⊂ H1, H2a ⊂ H2. This special case follows from the evident equality
(Q1 ⊗ 1l)(1l⊗Q2) = Q1 ⊗Q2 = (1l⊗Q2)(Q1 ⊗ 1l) ,
since for two commuting projections, the image of their product is the inter-
section of their images.
1d Good properties
Elements x ∈ Λ may be treated as sub-σ-fields Fx ⊂ F or type L2 subspaces
Hx ⊂ H = L2(Ω,F , P ), but also as the corresponding orthogonal projections
Qx : H → H , QxH = Hx, which gives us some useful structures on Λ not
derivable from the partial order.
The strong operator topology on the projection operators Qx gives us a
topology on Λ; we call it the strong operator topology on Λ. It is metrizable
(since the strong operator topology is metrizable on operators of norm ≤ 1).
Thus,
xn → x means ∀ψ ∈ H ‖Qxnψ −Qxψ‖ → 0 .
Below, “topologically” means “according to the strong operator topology”.
On the other hand we have the monotone convergence derived from the
partial order on Λ:
xn ↓ x means x1 ≥ x2 ≥ . . . and inf
n
xn = x ,
xn ↑ x means x1 ≤ x2 ≤ . . . and sup
n
xn = x .
1d1 Definition. (a) A set Z ⊂ Λ is monotonically closed, if for all xn ∈ Z
and x ∈ Λ
xn ↓ x implies x ∈ Z ,
xn ↑ x implies x ∈ Z .
(b) Given two subsets Z1 ⊂ Z2 ⊂ Λ, we say that Z1 is monotonically dense
in Z2 if every monotonically closed set containing Z1 contains also Z2.
1d2 Lemma. (a) xn ↓ x implies xn → x; also, xn ↑ x implies xn → x;
(b) every set closed in the strong operator topology is monotonically
closed.
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Proof. Clearly, (b) follows from (a); we have to prove (a).
First, if xn ↓ x then Hx1 ⊃ Hx2 ⊃ . . . and ∩nHxn = Hx, therefore Qxn →
Qx strongly. Second, if xn ↑ x then Hx1 ⊂ Hx2 ⊂ . . . ; the closure of ∪nHxn,
being a type L2 space, is equal to Hx; therefore Qxn → Qx strongly.
1d3 Definition. Elements x, y ∈ Λ are commuting,1 if QxQy = QyQx. A
subset of Λ is commutative, if its elements are pairwise commuting.
Note that
the topological closure of a commutative set is commutative,(1d4)
if x, y ∈ Λ are commuting then QxQy = Qx∧y .(1d5)
1d6 Proposition. Let
B ⊂ C ⊂ Λ , B is commutative, ∀x, y ∈ B x ∧ y ∈ B .
Then B is monotonically dense in C if and only if B is topologically dense
in C (that is, C is contained in the topological closure of B).
The “only if” part follows from 1d2(b). The proof of the “if” part is given
after a lemma.
Given xn ∈ Λ, we define
lim inf
n
xn = sup
n
inf
k
xn+k , lim sup
n
xn = inf
n
sup
k
xn+k .
1d7 Lemma. If xn ∈ Λ are pairwise commuting and xn → x then
lim inf
k
xnk = x
for some n1 < n2 < . . .
Proof. The commuting projection operatorsQxn generate a commutative von
Neumann algebra; such algebra is always isomorphic to the algebra L∞ on
some measure space (of finite measure), see for instance [6, Th. 1.22]. De-
noting the isomorphism by α we have α(Qxn) = 1lEn , α(Qx) = 1lE (indicators
of measurable sets En, E). By (1d5),
α(Qxm∧xn) = 1lEm∩En
for all m,n; the same holds for more than two indices.
1Not to be confused with the notion mentioned in [5, Chap. II, Sect. 14, p. 52].
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The strong convergence of operators Qxn → Qx implies convergence
in measure of indicators, 1lEn → 1lE (since 1lEn = Qxn1l → Qx1l = 1lE).
We choose a subsequence convergent almost everywhere, 1lEnk → 1lE, then
lim infk 1lEn
k
= 1lE, that is,
sup
k
inf
i
1lEn
k+i
= 1lE .
We have α(Qxnk∧xnk+1∧···∧xnk+i ) = 1lEnk∩Enk+1∩···∩Enk+i , therefore (for i →
∞, using 1d2(a)), α(Qinfi xnk+i ) = inf i 1lEnk+i , and further (for k → ∞),
α(Qsupk infi xnk+i ) = supk inf i 1lEnk+i . We get α(Qlim infk xnk ) = lim infk 1lEnk =
1lE = α(Qx), therefore lim infk xnk = x.
Proof of Proposition 1d6, the “if” part. Let Z be a monotonically closed set,
Z ⊃ B, and x ∈ C; we have to prove that x ∈ Z.
There exist xn ∈ B such that xn → x. By 1d7 we may assume that
lim infn xn = x. We have xn ∧ xn+1 ∧ · · · ∧ xn+k ∈ B ⊂ Z for all k and n,
which implies infk xn+k ∈ Z and further x = supn infk xn+k ∈ Z.
It will be shown (see 2a2) that every noise-type Boolean algebra B is a
commutative subset of Λ. Thus, by Proposition 1d6, the following definition
is equivalent to that of the introduction.
1d8 Definition. The noise-type completion of a noise-type Boolean algebra
B ⊂ Λ is the greatest among all noise-type Boolean algebras C ⊂ Λ such that
B ⊂ C and B is topologically dense in C (according to the strong operator
topology).
Also, by 1d6, the least monotonically closed subset of Λ containing B is
equal to the topological closure of B.
1d9 Corollary. In Theorem 2, the set B˜ may be replaced with the topolog-
ical closure of B (according to the strong operator topology).
Thus, the “monotonical” notions are eliminated.
From now on, convergence, denseness and closeness are al-
ways topological (according to the strong operator topol-
ogy). No other topology on Λ will be used.
1d10 Proposition. Let xn, yn, x, y ∈ Λ, xn → x, yn → y, and for each n
(separately), xn, yn commute. Then xn ∧ yn → x ∧ y.
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Proof. Note that QxnQyn → QxQy, since for each ψ ∈ H ,
‖QxnQynψ −QxQyψ‖ ≤ ‖Qxn‖ · ‖(Qyn −Qy)ψ‖+ ‖(Qxn −Qx)Qyψ‖ → 0 .
Similarly, QynQxn → QyQx. We have QxnQyn = QynQxn , therefore QxQy =
QyQx. By (1d5), Qx∧y = QxQy. Similarly, Qxn∧yn = QxnQyn . We get
Qxn∧yn → Qx∧y, that is, xn ∧ yn → x ∧ y.
1d11 Definition. Elements x, y ∈ Λ are independent, if the corresponding
σ-fields Fx, Fy are independent.
It means, P (X ∩ Y ) = P (X)P (Y ) for all X ∈ Fx, Y ∈ Fy. Or equiva-
lently, 〈Qxξ, Qyψ〉 = 〈Qxξ, 1l〉〈Qyψ, 1l〉 for all ξ, ψ ∈ H .
1d12 Proposition. The following two conditions on x, y ∈ Λ are equivalent:
(a) x, y are independent;
(b) x, y commute, and x ∧ y = 0.
Proof. (a) =⇒ (b): independence of Fx,Fy implies E
(
f
∣∣Fy
)
= E f for all
f ∈ L2(Fx); that is, Qyf = 〈f, 1l〉1l for f ∈ Hx, and therefore QyQx = Q0 =
QxQy.
(b) =⇒ (a): by (1d5), QyQx = Q0 = QxQy; thus Qyf = 〈f, 1l〉1l for
f ∈ Hx, and therefore P
(
A ∩ B
)
= 〈1lA, 1lB〉 = 〈1lA, Qy1lB〉 = 〈Qy1lA, 1lB〉 =
〈1lA, 1l〉〈1l, 1lB〉 = P
(
A
)
P
(
B
)
for all A ∈ Fx, B ∈ Fy.
It follows that all pairs (x, y) ∈ Λ×Λ such that x, y are independent are
a closed set in Λ× Λ (in the product topology).
It may happen that x ∧ y = 0 but x, y do not commute.1
For every x ∈ Λ the triple (Ω,Fx, P |Fx) is also a probability space, and
it may be used similarly to (Ω,F , P ), giving the complete lattice Λ(Fx) =
Λ(Ω,Fx, P |Fx) endowed with the topology, etc. The evident lattice isomor-
phism
Λx = {y ∈ Λ : y ≤ x} ∼= Λ(Fx)
is also a homeomorphism. Proof: if y ≤ x then Hy ⊂ Hx ⊂ H and therefore
Qy = Q
(x)
y Qx where Q
(x)
y : Hx → Hx is the orthogonal projection onto Hy. It
follows that Qyn → Qy if and only if Q
(x)
yn → Q
(x)
y . That is, yn → y in Λx if
and only if yn → y in Λ(Ω,Fx, P ).
Given x, y ∈ Λ, the product set Λx × Λy carries the product topology
and the product partial order, and is again a lattice (see [3, Sect. 2.15] for
the product of two lattices), moreover, a complete lattice (see [3, Exercise
2.26(ii)]).
1For example, v and w of 1b1 are independent if and only if P (α)P (δ) = P (β)P (γ); u
and w are never independent.
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1d13 Proposition. If x, y ∈ Λ are independent then the map
Λx × Λy ∋ (u, v) 7→ u ∨ v ∈ Λx∨y
is an embedding, both algebraically and topologically. In other words, this
map is both a lattice isomorphism and a homeomorphism between Λx × Λy
and its image Λx,y = {u ∨ v : u ∈ Λx, v ∈ Λy} treated as a sublattice and a
topological subspace of Λx∨y.
1d14 Remark. If x∧y = 0 but x, y are not independent then the map need
not be one-to-one. For example, 1b1 gives us u, v, w such that u ∧ v = 0,
w < u and w ∨ v = 1. Thus, the map Λu × Λv → Λ sends to 1 both (u, v)
and (w, v).
Proof of Proposition 1d13. According to Sect. 1c, independence of x, y im-
plies
Hx∨y = Hx ⊗Hy , (f ⊗ g)(·) = f(·)g(·) for f ∈ Hx, g ∈ Hy .
We may treat Λx as consisting of all L2-type subspaces Hu ⊂ Hx, or the
corresponding projections Qu : Hx → Hx. The same holds for Λy and Λx∨y.
TreatingHx⊗Hy asHx∨y we getHu⊗Hv = Hu∨v ⊂ Hx∨y, thus, Qu⊗Qv =
Qu∨v for u ∈ Λx, v ∈ Λy. If un → u and vn → v then un ∨ vn → u ∨ v, since
Qun∨vn = Qun⊗Qvn → Qu⊗Qv. It means that the map J : Λx×Λy → Λx∨y,
J(u, v) = u∨v, is continuous. This map preserves lattice operations, that is,
(1d15)
(u1 ∨ v1) ∨ (u2 ∨ v2) = (u1 ∨ u2) ∨ (v1 ∨ v2) ,
(u1 ∨ v1) ∧ (u2 ∨ v2) = (u1 ∧ u2) ∨ (v1 ∧ v2)
for all u1, u2 ∈ Λx, v1, v2 ∈ Λy. The former equality is trivial; the latter
equality follows from (1c1) applied to H1 = Hx, H2 = Hy, H1a = Hu1 , H2a =
Hv1 , H1b = Hu2 , H2b = Hv2 . We have to prove that J is one-to-one and the
inverse map is continuous.
By (1d15), (u ∨ v) ∧ x = u and (u ∨ v) ∧ y = v for all u ∈ Λx, v ∈ Λy.
Thus J is one-to-one. It remains to prove that the maps z 7→ z∧x, z 7→ z∧y
are continuous on J(Λx×Λy). Let zn, z ∈ J(Λx×Λy), zn → z. We introduce
un = zn ∧ x, u = z ∧ x, vn = zn ∧ y, v = z ∧ y, then un, u ∈ Λx, vn, v ∈ Λy,
un∨vn = zn and u∨v = z. We note that (Qun⊗Qvn)(Qx⊗Q0) = Qun⊗Q0 =
(Qx ⊗ Q0)(Qun ⊗ Qvn), that is, zn, x commute (for each n separately). By
1d10, zn ∧ x→ z ∧ x, that is, un → u. Similarly, vn → v.
1d16 Remark. We see that Λx×Λy (for independent x, y ∈ Λ) is naturally
isomorphic to the sublattice
Λx,y = {u ∨ v : u ∈ Λx, v ∈ Λy} = {u ∨ v : u ≤ x, v ≤ y} ⊂ Λ .
10
The correspondence between a pair (u, v) ∈ Λx×Λy and z ∈ Λx,y is given by
z = u ∨ v ,
u = z ∧ x , v = z ∧ y .
Therefore
(1d17) Λx,y = {z ∈ Λ : z = (z ∧ x) ∨ (z ∧ y)} .
The continuous map
Λx,y ∋ z 7→ z ∧ x ∈ Λx
is a lattice homomorphism (and the same holds for the similar map with y
in place of x):
(1d18) ∀z1, z2 ∈ Λx,y (z1 ∨ z2) ∧ x = (z1 ∧ x) ∨ (z2 ∧ x)
and of course, (z1 ∧ z2) ∧ x = (z1 ∧ x)∧ (z2 ∧ x). Thus, any relation between
elements of Λx,y expressed in terms of lattice operations is equivalent to the
conjunction of two similar relations “restricted” to x and y. For example,
the relation
(z1 ∨ z2) ∧ z3 = z4 ∨ z5
between z1, z2, z3, z4, z5 ∈ Λx,y splits in two:
((z1 ∧ x) ∨ (z2 ∧ x)) ∧ (z3 ∧ x) = (z4 ∧ x) ∨ (z5 ∧ x)
and a similar relation with y in place of x.
2 Noise-type Boolean algebras
2a Distributivity relations
Throughout this section B ⊂ Λ is a noise-type Boolean algebra, as defined
below.
2a1 Definition. A noise-type Boolean algebra is a sublattice B of Λ, con-
taining 0 and 1, such that B is a Boolean algebra and all x, y ∈ B satisfying
x ∧ y = 0 are independent.
Every x ∈ B has its complement x′ ∈ B;
x ∧ x′ = 0 , x ∨ x′ = 1 .
(The complement in B is unique, however, many other complements may
exist in Λ.)
2a2 Lemma. 1 QxQy = Qx∧y for all x, y ∈ B.
Proof. For every ψ ∈ H of the form ψ = ψ00ψ01ψ10ψ11 where ψ11 ∈ Hx∧y,
ψ10 ∈ Hx∧y′ , ψ01 ∈ Hx′∧y, ψ00 ∈ Hx′∧y′ , we have
Qyψ = Qy((ψ00ψ10)(ψ01ψ11)) = 〈ψ00ψ10, 1l〉ψ01ψ11 = 〈ψ00, 1l〉〈ψ10, 1l〉ψ01ψ11 ;
QxQyψ = 〈ψ00, 1l〉〈ψ10, 1l〉〈ψ01, 1l〉ψ11 ;
Qx∧yψ = Qx∧y((ψ00ψ01ψ10)ψ11) = 〈ψ00ψ01ψ10, 1l〉ψ11 = QxQyψ .
It follows that QxQy = Qx∧y, since linear combinations of the considered ψ
are dense in H .
We denote by Cl(B) the closure2 of B;
(2a3) Cl(B) is commutative,3
and for all x, y ∈ Cl(B),
x ∧ y ∈ Cl(B) ,(2a4)
x ∧ y = 0 if and only if x, y are independent.4(2a5)
Proof: by (2a2), B is commutative, which implies (2a3) by (1d4); (2a4)
follows from 1d10 and (2a3); (2a5) follows from 1d12 and (2a3).
By 1d10 and (2a3),
(2a6) xn ∧ yn → x ∧ y
whenever xn, x, yn, y ∈ Cl(B), xn → x, yn → y.
2a7 Remark. Surprisingly, xn∨yn need not converge to x∨y, even if xn ∈ B,
xn ↓ 0, yn = x
′
n; it may happen that yn ↑ y, y 6= 1. “The phenomenon
. . . tripped up even Kolmogorov and Wiener” [7, p. 48]. Also, it may happen
that xn ∈ B, xn → 0, yn = x
′
n, and the projectors Qyn converge weakly (that
is, in the weak operator topology) to an operator that is not a projection,
and therefore no subsequence of (x′n)n converges in Λ.
On the other hand it can be shown that if xn ∈ B, xn → 1, then neces-
sarily x′n → 0.
2a8 Lemma.
∀x ∈ Cl(B) ∀y, z ∈ B x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) .
1Well-known long ago (in slightly different form).
2Topological, of course; recall the note after 1d9.
3As defined by 1d3.
4As defined by 1d11.
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Proof. First, consider the case y∧ z = 0. By (2a5), y, z are independent. We
take xn ∈ B such that xn → x. By (2a6), xn ∧ y → x∧ y, xn ∧ z → x∧ z and
xn∧ (y∨ z)→ x∧ (y∨ z). Applying 1d13 to (xn∧y, xn∧ z) ∈ Λy×Λz we get
(xn∧y)∨(xn∧z)→ (x∧y)∨(x∧z). On the other hand, (xn∧y)∨(xn∧z) =
xn ∧ (y ∨ z) (since B is distributive). Thus, xn ∧ (y ∨ z)→ (x ∧ y) ∨ (x ∧ z)
and so, x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).
Second, if y ∧ z 6= 0, we introduce u = y ∧ z′, v = y ∧ z, w = y′ ∧ z, note
that u ∨ v ∨ w = y ∨ z, u ∧ v = 0, u ∧ w = 0, v ∧ w = 0, and apply several
times the special case proved above:
x ∧ y = x ∧ (u ∨ v) = (x ∧ u) ∨ (x ∧ v) ;
x ∧ z = x ∧ (v ∨ w) = (x ∧ v) ∨ (x ∧ w) ;
x ∧ (y ∨ z) = x ∧ (u ∨ (v ∨ w)) = (x ∧ u) ∨ (x ∧ (v ∨ w)) =
= (x ∧ u) ∨ (x ∧ v) ∨ (x ∧ w) .
Taking y = z′ we get x = (x ∧ z) ∨ (x ∧ z′), that is (recall (1d17)),
∀z ∈ B Cl(B) ⊂ Λz,z′ .
By (1d18),
(2a9) ∀x, y ∈ Cl(B) ∀z ∈ B (x ∨ y) ∧ z = (x ∧ z) ∨ (y ∧ z) .
2a10 Proposition. Let x, y ∈ Cl(B), x ∧ y = 0, x ∨ y = 1. Then Cl(B) ⊂
Λx,y, that is,
∀z ∈ Cl(B) z = (x ∧ z) ∨ (y ∧ z) .
Proof. We take zn ∈ B such that zn → z and apply (2a9):
∀n zn = (x ∧ zn) ∨ (y ∧ zn) .
By (2a5), x and y are independent. We have zn = un ∨ vn ∈ Λx,y where
un = x ∧ zn ∈ Λx , vn = y ∧ zn ∈ Λy .
By (2a6), un → u = x∧ z and vn → v = y∧ z. By 1d13, un∨vn → u∨v. On
the other hand, un ∨ vn = zn → z. Thus, z = u ∨ v = (x ∧ z) ∨ (y ∧ z).
2a11 Lemma. For every x ∈ Cl(B) there exists at most one y ∈ Cl(B) such
that x ∧ y = 0 and x ∨ y = 1.
Proof. Assume that y1, y2 ∈ Cl(B), x ∧ yk = 0 and x ∨ yk = 1 for k = 1, 2.
By 2a10, y2 ∈ Λx,y1, that is, y2 = (x ∧ y2) ∨ (y1 ∧ y2) = y1 ∧ y2. Similarly,
y1 = y2 ∧ y1.
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2b Noise-type completion
Still, B ⊂ Λ is a noise-type Boolean algebra. We define
(2b1) C = {x ∈ Cl(B) : ∃y ∈ Cl(B) (x ∧ y = 0, x ∨ y = 1)} .
For x ∈ C we denote such y (unique by 2a11) by x′. We have
(2b2) B ⊂ C ⊂ Cl(B) ,
and for every x ∈ C,
x′ ∈ C ; (x′)′ = x ;(2b3)
x ∧ x′ = 0 , x ∨ x′ = 1 .(2b4)
By (2a5), x, x′ are independent; and by 2a10,
(2b5) ∀x ∈ C Cl(B) ⊂ Λx,x′ .
2b6 Lemma. For every x ∈ C the map
Cl(B) ∋ z 7→ x ∨ z ∈ Λ
is continuous.
Proof. Let zn, z ∈ Cl(B), zn → z; we have to prove that x ∨ zn → x ∨ z.
By (2a6), x′ ∧ zn → x
′ ∧ z. Applying 1d13 to (x, x′ ∧ zn) ∈ Λx × Λx′ we get
x ∨ (x′ ∧ zn)→ x ∨ (x
′ ∧ z). It remains to prove that x ∨ (x′ ∧ zn) = x ∨ zn
and x ∨ (x′ ∧ z) = x ∨ z. We prove the latter; the former is similar. We
have z ∈ Cl(B) ⊂ Λx,x′ by (2b5). According to 1d16 we apply the lattice
homomorphisms Λx,x′ ∋ y 7→ y ∧ x ∈ Λx and Λx,x′ ∋ y 7→ y ∧ x
′ ∈ Λx′ to
y = x ∨ z: (x ∨ z) ∧ x = x and (x ∨ z) ∧ x′ = (x ∧ x′) ∨ (z ∧ x′) = z ∧ x′,
therefore x ∨ z = x ∨ (x′ ∧ z).
2b7 Lemma.
∀x ∈ C ∀y ∈ Cl(B) x ∨ y ∈ Cl(B) .
Proof. By 2b6 it is sufficient to consider y ∈ B. Applying 2b6 (again) to
y ∈ B ⊂ C we see that the map Cl(B) ∋ z 7→ y ∨ z ∈ Λ is continuous. This
map sends B into B, therefore it sends x ∈ C ⊂ Cl(B) into Cl(B).
2b8 Lemma. For all x, y ∈ C,
x ∨ y ∈ C and (x ∨ y)′ = x′ ∧ y′ .
14
Proof. By 2b7, x ∨ y ∈ Cl(B). By (2a4), x′ ∧ y′ ∈ Cl(B). We have to prove
that (x ∨ y) ∧ (x′ ∧ y′) = 0 and (x ∨ y) ∨ (x′ ∧ y′) = 1. We do it using 1d16
(similarly to the proof of 2b6).
First, x, y, x′, y′ ∈ C ⊂ Cl(B) ⊂ Λx,x′.
Second, we consider z = (x∨ y)∧ (x′ ∧ y′) and get z ∧ x = (x∨ (y ∧ x))∧
(0∧ (y′∧x)) = 0. Similarly, z∧x′ = (0∨ (y∧x′))∧x′∧ (y′∧x′) ≤ y∧ y′ = 0.
Therefore z = 0, that is, (x ∨ y) ∧ (x′ ∧ y′) = 0.
Third, we consider z = (x ∨ y) ∨ (x′ ∧ y′) and get z ∧ x = x ∨ (y ∧ x) ∨
(x′ ∧ y′ ∧ x) = x. Similarly, z ∧ x′ = (x ∧ x′) ∨ (y ∧ x′) ∨ (x′ ∧ y′ ∧ x′) =
(y ∧ x′) ∨ (y′ ∧ x′) = (y ∨ y′) ∧ x′ = x′. Therefore z = x ∨ x′ = 1, that is,
(x ∨ y) ∨ (x′ ∧ y′) = 1.
In addition, (x∨y)′ = x′∧y′ ∈ C; applying it to x′, y′ we see that x∧y ∈ C
for all x, y ∈ C, and so,
(2b9) C is a sublattice of Λ .
The lattice C is distributive by (1d18), since C ⊂ Cl(B) ⊂ Λx,x′ for all x ∈ C.
Also, 0 ∈ C, 1 ∈ C, and each x ∈ C has a complement x′ in C. It means
that C is a Boolean lattice, that is, a Boolean algebra.
2b10 Proposition. The noise-type completion of B (as defined by 1d8)
exists and is equal to C.
Proof. Being a Boolean algebra satisfying (2a5), C is a noise-type Boolean
algebra, and B ⊂ C ⊂ Cl(B). We have to prove that C contains any other
noise-type Boolean algebra C1 such that B ⊂ C1 ⊂ Cl(B). This is easy:
each x ∈ C1 has a complement x
′ in C1 ⊂ Cl(B), therefore x ∈ C just by
(2b1).
Theorem 1 follows immediately. Also Theorem 2 follows, since its condi-
tions are mirrored by the definition of C.
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