Abstract Ensemble simulations with a coupled oceantroposphere-stratosphere model for the pre-industrial era (1860 AD), late twentieth century (1990 AD) greenhouse gas (GHG) concentrations, the SRES scenarios B1, A1B, A2, as well as stabilization experiments up to the Twentythird century with B1 and A1B scenario GHG concentrations at their values at 2100, have been analyzed with regard to the occurrence of major sudden stratospheric warmings (SSWs). An automated algorithm using 60°N and 10 hPa zonal wind and the temperature gradient between 60°N and the North Pole is used to identify this phenomenon in the large data set. With 1990 CO 2 concentrations (352 ppmv), the frequency of simulated SSWs in February and March is comparable to observation, but they are underestimated during November to January. All simulations show an increase in the number of SSWs from the pre-industrial period to the end of the twenty-first century, indicating that the increase of GHG is also reflected in the number of sudden warmings. However, a high variability partially masks the underlying trend. Multicentury averages during the stabilization periods indicate that the increase of SSWs is linear to the applied radiative forcing. A doubling of SSWs occurs when the GHG concentration reaches the level of the A2 scenario at the end of the twenty-first century (836 ppmv). The increase in SSWs in the projections is caused by a combination of increased wave flux from the troposphere and weaker middle atmospheric zonal winds.
Introduction
Since the discovery of the first major sudden stratospheric warming (hereafter referred to as SSW) in 1952 (Scherhag 1952 ) the understanding of stratospheric dynamics and the coupling to tropospheric processes has continuously been improved. It is well established that the coupling of the stratosphere and troposphere is most intense during SSWs (e.g. Charlton and Polvani 2007) . SSWs were shown to have large effects on the near surface weather and climate (Baldwin and Dunkerton 2001) . However, it is not yet adequately explained to what extent SSWs are influenced by the increase of greenhouse gas concentrations (GHG). Model studies addressing this question show diverging results (e.g. SPARC CCMVal 2010). While one study shows a strong decrease of the number of SSWs under doubled CO 2 concentration (Rind et al. 1998) , some others show an increase in the occurrence frequency (e.g. Huebener et al. 2007; Charlton-Perez et al. 2008; McLandress and Shepherd 2009a; Bell et al. 2009 ). Further studies show no significant trend at all (e.g. Butchart et al. 2000; SPARC CCMVal 2010) .
The increase in GHG concentrations and the associated changes in the vertically and latitudinally dependent temperature structure leads to a stronger wave forcing from the troposphere into the stratosphere (e.g. Butchart and Scaife 2001; Kodera et al. 2008; Bell et al. 2009) . A possible explanation for the different results in the number of SSWs as a consequence of increasing GHG concentrations is the dependence of wave propagation and breaking on the background conditions in the upper troposphere and the stratosphere (Kodera et al. 2008; Sigmond and Scinocca 2010) .
In addition, Schimanke et al. (2011) present an analysis of a long control simulation under pre-industrial conditions and emphasize that the number of SSWs in 30 year periods can vary between 1 and 14 SSWs when driving their model with a constant external forcing. Such internal variability has the capability to disguise or generate spurious trends when the analysis is restricted to a few decades. Observations reveal likewise variability with a dramatic reduction at the end of the last century (Gillett et al. 2002) , and a reversal of the trend during the last decade (Cohen et al. 2009 ). Furthermore, a number of parameters deduced for the polar stratosphere reveal similar fluctuations. The trend of the lower stratospheric North Pole temperature depends on the month and period under consideration. Observations show that at 30 hPa a negative trend in December between 1957 and 1979 (-1.6 K/decade) is replaced by a positive trend of ?2 K/decade for 1979-2001, resulting in a weak negative trend over the entire 1957-2001 period (Labitzke and Kunze 2005) . Variations in the persistence of the Arctic polar vortex are identified by Langematz and Kunze (2006) . Therefore, high variability is the main problem for deducing robust trends from observations (Labitzke and Kunze 2005) and model studies (Butchart et al. 2000; Charlton-Perez et al. 2008; Schimanke et al. 2011) . In consequence of this variability large data sets need to be considered when analyzing long-term changes in the number of SSWs.
Two methods have been developed to detect SSWs by automated algorithms in recent years (Limpasuvan et al. 2004; Charlton and Polvani 2007) . Whereas Limpasuvan et al. (2004) identify SSWs using time series of the leading principal component of the Northern Hemisphere daily zonal-mean zonal wind anomalies at 50 hPa, Charlton and Polvani (2007) use the zonal mean zonal wind at 10 hPa. The method by Charlton and Polvani (2007) is close to the WMO standard which defines SSWs by a reversal of the zonal mean of zonal wind at 60°N and the temperature gradient between 60°N and the North Pole at 10 hPa. For this reason, we use a slightly modified version of Charlton and Polvani (2007) for our analysis (hereafter referred to as new algorithm).
Our study aims at the analysis of future SSW trends under consideration of internal variability. Therefore, we analyze an ensemble of multi-century simulations performed with a coupled Atmosphere-Ocean-GCM (AO-GCM), including a detailed representation of the middle atmosphere. Compared to earlier modeling studies (Huebener et al. 2007 ) a large data set (more than 1,200 and 2,300 years for past and future conditions, respectively) is used comprising several scenario experiments and idealized simulations. The large data set enables us to get statistically robust results, overcoming uncertainty from internal variability, which may have hampered previous studies and contributed to the spread of the simulated trends that have been published.
In Sect. 2 the model and the experimental setup is described, followed by the introduction of the algorithm employed to identify SSWs. Section 3 presents SSW characteristics for two control climate simulations (preindustrial and present day) and an ensemble of transient historical simulations. In Sect. 4 the response to GHG concentrations in different ensemble mode scenario experiments and idealized CO 2 -increase simulations with stabilization of concentrations thereafter is studied. In Sect. 5 the simulated changes relevant for the occurrence of SSWs are quantified on the basis of a proposed mechanisms. The results are summarized and discussed in Sect. 6.
Model, experiments and methods

The model
EGMAM (ECHO-G with Middle Atmosphere Model, Huebener et al. 2007 ) is a fully coupled AO-GCM. It is based on the AO-GCM ECHO-G (ECHAM4?HOPE-G, Legutke and Voss 1999) . The atmospheric component is ECHAM4 with extension for the middle atmosphere (MA-ECHAM4). Here, the vertical domain is extended from 10 (*30 km) to 0.01 hPa (*80 km), now including the complete stratosphere and the lower part of the mesosphere (Manzini and McFarlane 1998) . The number of levels is increased from 19 to 39 layers. A gravity wave parametrization and changes in the radiation code and horizontal diffusion following Manzini and McFarlane (1998) are implemented. The orographic gravity wave parametrization is based on the formulation of McFarlane (1987) . Non orographic gravity waves are represented by parametrization of momentum flux deposition from a continuous spectrum of non stationary waves following Hines (1997a, b) . Further details on implementation into MA-ECHAM4 can be found in Manzini et al (1997) and Manzini and McFarlane (1998) .
The horizontal resolution of the atmospheric part (ECHAM4) is T30. The coupled ocean model (HOPE-G, Wolff et al. 1997 ) has a horizontal resolution of 2.8°with equator refinement and 21 vertical levels. A flux correction is used for heat and freshwater. The model includes a dynamic and thermodynamic sea-ice model (cf. Legutke and Voss 1999) . A brief description of the model climatology can be found below. However, for more information on the model and its performance the reader is referred to Huebener et al. (2007) ; Körper et al. (2009); Spangehl et al. (2010) .
The long-term mean zonal mean zonal wind structure in EGMAM is very close to ERA40 reanalysis for Northern Hemisphere winter season (Fig. 1) . The stratospheric polar night jet is slightly too strong in EGMAM and a bit shifted poleward compared to ERA40. The stratospheric winter-towinter variability of the northern stratospheric polar vortex is captured quite well by the EGMAM model and only somewhat overestimated at the stratopause level. It should be noted, that the improved vertical resolution of the EG-MAM model is not sufficient to produce a quasi-biannual oscillation (QBO) (Giorgetta et al. 2006) . The model wind in the tropical lower stratosphere is a permanent weak easterly corresponding to a continuous QBO easterly phase, resulting in the absence of stronger variability in the tropical stratosphere (Fig. 1) . The tropospheric westerly winds north of 60°N are too weak by about 2 m/s in EG-MAM whereas the subtropical jet is slightly overestimated.
EGMAM simulates the observed temperature patterns in the middle atmosphere, e.g. the warm stratopause, realistically. However, there is a cold bias of approximately 6 K in the Arctic polar lower stratosphere (Huebener et al. 2007) . Such cold bias is relatively large but not an outlier in the range of state-of-the-art models used for instance in the CCMVal2 ensemble (Butchart et al. 2011 ). Note that EGMAM shows a reasonable relationship between the meridional heat flux at the tropopause level (50 hPa) and the temperature of the stratospheric polar winter vortex (Huebener et al. 2007) . Moreover, the model simulates the downward propagation of stratospheric vortex anomalies down to the troposphere similar to observations (not shown). As outlined by Huebener et al. (2007) EGMAM is very close to the tropospheric version of the model (ECHO-G) w.r.t. the simulation of the climate of the lower troposphere, but clearly outperforms the tropospheric model in the simulation of the climate of the upper troposphere and lower stratosphere (e.g. zonal mean zonal wind and temperature structure). Additionally, Spangehl et al. (2010) show that EGMAM is close to a completely different model in the simulation of the northern hemisphere near surface winter climate indicating that EGMAM is in the range of other models.
Experiments
Two control simulations are investigated for the comparison with the transient experiments: the first represents conditions which occured at the end of the twentieth century (hereafter referred to as 20C); the second, pre-industrial (PI) conditions (Table 1 ). The impact of GHG concentrations on the frequencies of SSWs is investigated with simulations forced by historical GHG concentrations for 1860-2000 (Huebener et al. 2007 ) and thereafter concentrations according to the special report on emissions scenarios (SRES) B1, A1B and A2 (Nakicenovic 2000) . For each scenario as well as the historical period a 3-member initial conditions ensemble exists. Some experiments are continued with fixed GHG concentrations after 2100 (Table 1) .
Furthermore, two additional simulations following the Coupled Model Intercomparison Project, Phase II protocol (Covey et al. 2003 ) with a 1 % per year increase of CO 2 concentrations are taken into account: one simulation reaches a doubling of CO 2 concentrations and the other reaches a quadrupling. Thereafter, both simulations are stabilized under constant CO 2 concentrations for 300 years each (Table 1) .
Information about observed SSW frequencies are derived from the 1958-2001 ECMWF reanalysis (hereafter referred to as ERA40, Uppala et al. 2005 ) and the Freie Universität Berlin stratospheric analysis (hereafter referred to as FUB-analysis, Table 2 ). A detailed verification of ERA40 and NCEP-NCAR reanalysis data for representing SSWs can be found in Charlton and Polvani (2007) . They conclude that both data sets are very similar and useful for the identification of SSWs.
Identification of sudden stratospheric warmings
Owing to the quantity of data it is necessary to identify SSWs with an automated scheme. In recent years, two main approaches have been applied to identify SSWs with automated algorithms, one by Charlton and Polvani (2007) and the second by Limpasuvan et al. (2004) . The present study uses a new algorithm on the basis of Charlton and Polvani (2007) which takes the reversal of the mean zonal wind at 60°N at 10 hPa as the main criterion. The main difference between the algorithm used here and the one proposed by Charlton and Polvani (2007) is the distinction between SSWs and final warmings. We use the modeled climatology of the daily annual cycle of the zonal wind to distinguish SSWs from final warmings. The circulation has to be restored to the climatology before the climatological zonal mean zonal wind becomes weaker than 5 m/s to distinguish the event from a final warming. In ERA40 the winter circulation is getting weaker than 5 m/s on 4 April and in PI on 14 April (Fig. 2a) . The additional criterion improves the distinction of final warmings and prevents an overestimation of late SSWs (e.g. winter 1983/1984, see Table 2 ). The daily climatology of PI is used as the climatological threshold for all simulations. So, misinterpretations due to changes in the mean climate can be avoided and the number of SSWs remains comparable. According to the WMO's SSW-definition (cf. Labitzke and Naujokat 2000) we include also the reversal of the temperature gradient between 60°N and the North Pole at 10 hPa as a criterion. Note that the temperature gradient criterion is fulfilled even if the reversal of the gradient takes places up to three days in advance of the reversal of the mean zonal wind which supports the realistic identification of SSWs (Labitzke 1977; Krüger et al. 2005) . The number of classified SSWs decreases slightly when the temperature gradient criterion is added as also noted by Charlton and Polvani (2007) .
Once all criteria (easterly wind, temperature gradient, and not a final warming) are satisfied, the starting date of the SSW is set. For each SSW the duration is identified as the time between the starting date and the beginning of a 10-day phase with westerlies.
The influence of the additional criteria [(i) the restoration of zonal wind to the climatological threshold and (ii) the temperature gradient] on the number of classified SSWs is presented for PI. The algorithm including both criteria counts 113 SSWs. Ignoring the climatological threshold leads to a classification of 73 additional SSWs. Omitting the temperature gradient criterion leads to an increase of 2 SSWs. Without both criteria, the total number of SSWs is 188, with the biggest increase in February and March and no change in November and December (not shown). For ERA40 the new objective method identifies 23 SSWs compared to 26 SSWs with the algorithm of Charlton and Polvani (2007) . Five cases identified by Charlton and Polvani are treated as final warmings in our method because the climatological zonal wind is not reestablished until 4 April (e.g. winter 1983/1984). On the other hand, there are two cases where the new algorithm counts two separate events which Charlton and Polvani (2007) count as one event, leading to the total difference of 3 SSWs. Note that a larger discrepancy is found in the analysis of model simulations if the algorithm of Charlton and Polvani (2007) and our new algorithm are compared. This can be attributed to an underestimation of SSWs during early and mid-winter and a realistic representation of SSWs during the late winter in the model used compared to ERA40 (cf. Sect. 3.1).
In general, the comparison of ERA40 data with FUBanalysis shows good agreement in the occurrences of SSWs with a small overestimation of SSWs at the beginning of ERA40 when the algorithm is applied (Table 2) . Therefore, our comparison with the FUB-analysis confirms that ERA40 is useful for the identification of SSWs as reported by Charlton and Polvani (2007) .
Control simulations, transient historical simulations
and comparison with reanalysis data
Model climatology
Present day climate
The simulated mean annual cycle of parameters used to determine SSWs (Fig. 2 ) reveals the characteristic negative temperature gradient in winter and a reversed gradient in summer, corresponding to strong westerly winds in winter and easterly winds in summer. In April the winter circulation breaks down and the summer circulation is established. The simulated temperature gradient between the polar region and 60°N is stronger from the beginning of November until the end of the winter when compared to ERA40. This overestimation is related to the cold bias in the polar lower stratosphere (Huebener et al. 2007 ). Consequently, the wind speed at 60°N and 10 hPa is overestimated from November until the end of April. During northern winter the westerlies at 60°N at 10 hPa have a long term mean maximum of more than 44.8 m/s compared to 37.5 m/s in ERA40. This implies a stronger, less perturbed polar vortex with fewer warmings than observed. The relatively smooth annual cycle of the zonal mean zonal wind in the simulation is mainly due to the large sample size and only partly to a less perturbed polar vortex (cf. Fig. 2 Table 3 ). However, to compare the performence of the model used with state-of-the-art models we applied the original algorithm of Charlton and Polvani (2007) which is commonly used. Using their algorithm gives a mean number of 3.6 SSWs/dec for 20C which is in the range of state-of-the-art models used for instance in the last CCMVal report (SPARC CCMVal 2010; Butchart et al. 2011) .
The monthly distribution of SSWs from November through March is shown for EGMAM in Fig. 3 . The mean number of SSWs peaks in ERA40 in January whereas the maximum number in the model is found for February. For February and March the model produces about the same number of SSWs as in ERA40 whereas a clear underestimation is found in December and January. Here, the model simulates 0.2 (0.5) SSWs/decade in 20C in December (January) compared to 0.9 (2.3) SSWs/decade in ERA40. In November only a single event is identified for ERA40 on 28 November 1968, while no November-SSW occurs in 20C. The meridional heat flux at 100 hPa is commonly used as a proxy for the tropospheric wave flux entering the stratosphere (e.g. Bell et al. 2009 ). Figure 4 illustrates the climatological 100 hPa eddy heat flux of ERA40 and PI as zonal mean. Apart from an underestimation of the heat flux in the model, the latitudinal distribution and seasonal evolution is overall in agreement with ERA40. The areaaveraged (40-80°N) difference for PI and ERA40 reveals the greatest discrepancy in November (-2.7 K m/s), falling to only -1.1 K m/s in March (Table 4) . This underestimation of meridional eddy heat flux especially during early winter is related to the underestimation of SSWs in the model in November through January. Nevertheless, the heat flux-temperature relationship (Newman et al. 2001 ) of the model is in good agreement with observations (Huebener et al. 2007) .
Typical features of SSWs are similar in ERA40 and the model, e.g. the spatial characteristics of SSWs (Langematz et al. to be submitted) . Good agreement is also found in terms of the duration and the strength of SSWs (Table 5 ). The application of the new algorithm results in a mean duration of an SSW in ERA40 of 7.6 days, compared to 8.8 days in PI. As a measure of strength, the polar cap temperature deviation from the climatological temperature ±5 days around the starting date is used (Charlton and Polvani 2007; McLandress and Shepherd 2009a) . The mean strength of an SSW is 11.8 K in ERA40 and 12.4 K in 20C (Table 5) .
Pre-industrial climate
The PI long term mean number of SSWs (2.1 SSWs/dec or 113 SSWs in 548 winters) is somewhat lower than in 20C. Though the difference is not significant according to the Wilcoxon rank sum test (Table 3, Wilks 2006) . It is associated with a somewhat stronger stratopause jet in PI. The shape of the monthly SSW distributions does not show significant differences between PI and 20C (Fig. 3) . Small differences in the number of SSWs between PI and 20C occur in December, January and February, whereas the mean frequency is the same in March. In November a single event occurs in PI. Figure 5 shows the occurrence of SSWs in both control simulations. Despite the lower frequency, the model reveals some winters without and with SSWs, which is similar to the ERA40 and the FUB-analysis (Table 2) . Longer periods without any classified SSWs are spread over PI and 20C. This is similar to ERA40 where in ten consecutive winters in the 1990's no SSW is classified, and which has formerly been linked to increasing GHG (Table 2 ). In PI a maximum of 9 SSWs/dec is reached only once. On average the number of SSWs during decades with multiple SSWs is 6-7 in PI and 20C.
Variability of SSWs
Besides periods with less SSWs, Fig. 5 indicates also that there are longer periods (spanning number of decades) with an accumulation of SSWs, e.g. close to model year 60 in PI or model year 150 and 250 in 20C. The longest period without any classified SSW lasts for 25 winters under PIand 19 winters under 20C conditions. The variability in ERA40 and the results of 20C permit the assumption that periods longer than 10 years without any SSW could also occur in the real climate under current GHG concentrations.
In a different study we demonstrate that the number of SSWs fluctuate with a period of 52 years in PI (Schimanke et al. 2011) . Furthermore, it is shown that this fluctuation is strongly correlated with ocean-atmosphere heat-fluxes in the North Atlantic during autumn and early winter. Statistical analysis shows evidence that a systematic clustering of SSWs occurs also in PI which differs from a distribution of independent random samples (not shown). But for a detailed analysis of low frequencies as done for PI (cf. Schimanke et al. 2011 ) the 20C time series is too short. For the comparison of mean occurrence rates of SSWs we recommend comparing periods of at least 100 years or to use ensemble techniques. This is the case for both model validation and the identification of trends in transient simulations as it will avoid misinterpretation of results due to high internal variability.
Historical period
The number of SSWs in the historical period is illustrated for all realizations as 20-year mean values (Fig. 6a , values are also shown in Fig. 6b, c) . The period is dominated by high decadal to multi-decadal variability with 20-year mean values ranging from 0 to 4.5 SSWs/dec. Additionally, the 50-year running ensemble mean is shown in Fig. 6d) with the x-axis values assigned to the last year of the 50-year period averaged. Even this 50-year ensemble mean shows high variability. Still, its confidence interval always includes the mean value of PI (black dashed line).
Over the whole historical period 1.6 SSWs/dec occur in the ensemble mean. This is less than in PI but the difference is not statistically significant (cf. Table 3 ). The values for the single members are 1.4, 1.5 and 2.0 SSWs/decade. This indicates once more the high variability for long periods. In comparison to 20C, which uses GHG concentrations similar to the values during the historical period, the number of SSWs is 40 % less (Table 3) .
Finally, the time series of SSWs in the ensemble mean and all individual realizations do not reveal a significant trend in the twentieth century (Fig. 6a, dashed line) . The ensemble mean and the single members are rather at a minimum stage of internal variability in the second half of the twentieth century. The ensemble mean from 1950 to 1999 is 1.4 SSWs/decade, with the mean values of the individual ensemble members being 1.0, 1.4 and 1.8.
Future climate
Scenario simulations
The model simulates global-mean near surface temperature changes from the end of the twentieth century to the end of the twenty-first century of 3.2, 2.1 and 1.5 K for the scenario simulations A2, A1B and B1, respectively (Huebener et al. 2007, their Fig. 1 ). The largest GHG induced near surface warming appears in high northern latitudes and is more pronounced over continental areas than over ocean areas which is in line with the results of the IPCC report (IPCC 2007) . As a consequence of sea-ice feedbacks the strongest surface warming occurs in the Arctic. In terms of zonal mean temperature change, the largest tropospheric warming occurs in the tropics near the tropopause level and in the Arctic near surface (cf. Sect. 5). While the troposphere generally warms, most parts of the stratosphere cool significantly owing to enhanced radiative long-wave emission by increased GHG concentrations. With respect to the difference of the stabilization period of A1B and PI the maximum cooling amounts to more than 16 K in the mesosphere at 0.3 hPa. A detailed discussion of how these changes influence the frequency of SSWs follows in Sect. 5. 
The transient phase
SSW-frequencies from 1860 to 2300 for all scenarios are shown in Fig. 6 . The number of SSWs rises in all scenarios until 2100. While it is demanding to see it in the 20-year means due to the high variability it is clearly indicated by the linear trends (dashed lines, Fig. 6a-c) . The 50-year running means depict these trends as well for the twenty-first century (Fig. 6d) . During the second half of the twenty-first century the confidence intervals rises above the PI mean (black dashed horizontal line in Fig. 6d ) for the three scenario experiments. This indicates that changes up to the end of the twenty-first century are statistically significant at the 95 %-significance level at least for the B1 and A2 simulation. The trends are superimposed by internal variability in all scenarios. For instance, the rise in the A1B scenario is strongest in the middle of the twenty-first century with a subsequent decrease in the number of SSWs. For this reason the difference with PI is not significant at the end of the twenty-first century. On the other hand, the increase of SSWs in the A2 scenario is suppressed in the first half of the twenty-first century followed by a strong increase afterwards. However, this does not describe the behavior of all single members (Fig. 6a-c) . In A2 only one member has a deep minimum between 2,040 and 2,060 affecting the ensemble mean. In A1B two members have medium values while the third member clearly reduces the ensemble mean value at the end of the twenty-first century. In general, the variability of the 20-year means is very large and emphasizes the need of long term means.
The long term mean frequencies for the twenty-first century are given in Table 3 . The centennial mean values are significantly higher than the PI-mean for A1B and A2 according to the Wilcoxon rank sum test. Huebener et al. (2007) analyzed a doubling of SSWs occurrences (detected with a subjective method) when comparing the 1961-2000 and 2061-2100 means for A2. This seems to overestimate the response of the model to GHG forcing as the comparable low SSW numbers at the end of the twenty-first century might partly occur by chance in the ensemble runs. However, in general our results confirm the increase in the number of SSWs due to higher GHG concentrations.
The stabilization period
There is no further increase of the SSW occurrence rates within the stabilization period (2100-2300) in general. Only small trends are found for B1 and A1B which are of opposite sign (Fig. 6a, b) . The 50-year running means fluctuate around higher mean values compared to PI (Fig. 6d) . The ensemble mean of B1 ends at the end of twenty-second century on a lower level compared to the end of the twenty-first century. However, the change within B1 is not significant. On the other hand, the number of SSWs in the A1B scenario rises throughout the twentysecond century to a maximum of 4.8 SSWs/dec in the ensemble mean. This value is far from what is achieved in the single PI run over 550 years over a 50 year period where the maximum is 3.6 SSWs/dec. The maximum is outnumbered by single members of all scenarios. This is a further indication for a GHG induced shift towards an increase of SSWs.
In the twenty-third century the single A1B realization continues to develop SSWs with a high frequency (in the mean 3.6 SSWs/dec). The drop at the end of the twenty-third century as well as the descent in B1 during the twenty-second century may be attributed to the high internal variability. It is even more obvious in Fig. 6a-c) where the 20-year mean values depict the variability much clearer.
In Sect. 5 a working mechanism is presented to explain the mean increase of the SSW occurrence rates under increasing GHG concentrations using the stabilization period of all A1B members (altogether 400 years) as a reliable data basis.
Idealized experiments
The analysis of the idealized experiments reveal an increase in the number of SSWs and support the results based on the scenario simulations (Fig. 7) . The mean number of SSWs is 2.6 SSWs/dec after the doubling of CO 2 concentrations (Table 1) . This is similar to the B1 runs in which the radiative forcing is comparable as well. However, the higher mean numbers of SSWs are not significantly different from the PI run. Moreover, values higher than in PI or 20C are reached only towards the end of the stabilization period (Fig. 7) . On the other hand, SSWs occur with a significantly higher frequency (3.6 SSWs/dec) under quadrupled CO 2 contents. Besides, the variability depicted by the 20-year means is very high. In some 20 year periods occur only 2-4 SSWs whereas other periods are marked with up to 12 SSWs.
Future SSW characteristics
The increase in the number of SSWs takes place in all months with the largest change in absolute values in January (not shown). Changes in percentage distributions over winter months are illustrated in Fig. 8 indicating a shift towards more SSWs during early winter. Changes from January to March are in the range of the PI confidence intervals whereas the increase in November for A1B and December (both A1B and 4XCO2) lies outside the confidence interval indicating significant changes for these months. The stronger increase of early SSWs is reflected by larger changes of the meridional heat flux in early winter. While the heat flux strengthens by 23 % in November and December it increases by only 8 % (10 %) in February (March). Nevertheless, the mean frequencies in November and December are still below the ERA40 mean. The increase in the number of SSWs is accompanied by a slight decrease in the polar cap temperature anomaly (Table 5) . On the other hand, there seems to be only little influence on the mean duration of SSWs. If any change takes place it is a slight increase in the duration of SSWs (Table 5) . That is the case for the scenario and idealized simulations.
Multi-century mean values
The number of SSWs in relation to the radiative forcing is illustrated in Fig. 9 . Here, only the long term mean values over the stabilization periods are considered (Table 3) . All values reflect means over at least 300 years with the exception of B1 (200 years) and A2 (63 years). Therefore, the values can be regarded as very robust.
Besides the already discussed variability for decadal mean values the simulations reveal a clear linear relationship between the number of SSWs and the radiative forcing for the multi-century means. A mean number of 2 SSWs/ dec can be expected for GHG concentrations as during the pre-industrial period. A doubling (4 SSWs/dec) is reached when the radiative forcing is 8 W/m 2 higher than in PI. This is in the range of the radiative forcing in A2 and 4XCO2. Therefore, the slope of the regression reflects one additional SSW/dec for every 4 W/m 2 increase of radiative forcing in the model.
Mechanism for increase of SSWs due to increasing GHG
Many studies have recently investigated how the northern polar stratosphere is affected by increasing GHG concentrations during winter (e.g. Langematz and Kunze 2006; Butchart et al. 2006; Kodera et al. 2008; McLandress and Shepherd 2009b) . Here, we will develop a possible mechanism for the increase of SSWs utilizing the long ensemble simulations. We use the stabilization periods of A1B (400 years in total) and PI (550 years) to highlight the impact of increasing GHG concentrations. Differences during winter months (DJF) of the scenario and the control simulation are shown in Fig. 10 and are schematically displayed in Fig. 11 . In our simulations, upper tropical tropospheric temperatures rise by more than 5 K, whereas temperatures in the mid-latitudes stay nearly unchanged at the same altitude (Fig. 10a) . According to the thermal wind relation the increase in the meridional temperature gradient is related to a strengthening of the zonal mean zonal wind by more than 6 m/s at 30°N and 100 hPa (Figs. 10b, 11 ). These changes are within the range of other model studies. Sigmond et al. (2004) get a strengthening of the meridional temperature gradient by 8 K and stronger westerlies of 9 m/s under doubled CO 2 concentrations whereas Bell et al. (2009) find only an increase of 2.5 m/s. The altered winds modify the conditions for the propagation of atmospheric Rossby waves from the troposphere into the stratosphere. This results in an increase of upward directed EP-flux in the mid-latitudes above the tropopause (Fig. 10c) . In terms of the linear proportional meridional heat-flux the increase between 40-80°N at 100 hPa amounts to approximately 1.8 K m/s or 16 % (Fig. 11) . Whereas some studies agree that the vertical component of the EP-flux entering the stratosphere enhances under increasing GHG concentrations (Bell et al. 2009 ) others do not find a significant trend (SPARC CCMVal 2010).
In the stratopause region the planetary waves are refracted poleward owing to changed conditions for wave propagation (Figs. 10, 11 ). The increase of the EP-flux convergence (*14 %, Fig. 11 ) weakens the westerlies in the middle atmosphere (Fig. 10b) and drives the increase of the residual stream function (*5 % at 1 hPa, Fig. 11) . Hence, the consensus-at least for model simulationsthat the residual stream function (also known as BrewerDobson circulation, BDC) accelerates with increasing GHG concentrations (e.g. Rind et al. 1998; Butchart et al. 2006; Baldwin et al. 2007; SPARC CCMVal 2010) is confirmed in this study. Moreover, as postulated by Butchart and Scaife (2001) and Butchart et al. (2006) , the increase in resolved waves is the primary source for the strengthening of the BDC in a changing climate.
As a consequence of a stronger BDC the lower Arctic stratosphere is warming due to adiabatic heating. The difference of A1B and PI reveals that the dynamical effects counteract the radiative cooling in the polar lower stratosphere and turn it into a net warming of 1 K (Fig. 10a) . (2010) does not show temperature trends whereas other studies based on individual models show a slight warming (Sigmond et al. 2004 ), or even a strong warming up to ?7.5 K (Bell et al. 2009 , January difference under quadrupled CO 2 concentrations). The zonal mean zonal wind at 10 hPa and 60°N is reduced by 5 m/s (Fig. 10b ). An even stronger signal is found in the stratopause region with a reduction by more than 12 m/s which is in agreement with the positive EP-flux convergence (Figs. 10b, c, 11 ). Together with the strengthening of westerlies at 30°N throughout the stratosphere, the signal corresponds to a southward shift of the polar night jet, which is in line with multi-model results reported by Scaife et al. (2012) . The decrease at 60°N and 10 hPa is consistent with other studies as for example McLandress and Shepherd (2009a) It should be noted that the obtained differences shown in Fig. 10 are not a consequence of the increase in SSWs. In contrast, the pattern is fairly preserved when the analysis is restricted to years without SSWs (not shown).
Finally, the increase in the number of SSWs is caused by two factors as discussed also by McLandress and Shepherd (2009a) : First, the increased planetary wave activity emanating from the troposphere (?16 %). Here, the stronger increase in early winter may be responsible for the shift in the seasonal distribution of SSWs (cf. Charlton-Perez et al. 2008) . Second, the reduced zonal mean zonal wind at 60°N and 10 hPa. This makes it easier for tropospheric disturbances to turn the wind to easterlies. Altogether, a combination of increased wave activity and reduced climatological zonal wind causes the increase of SSW frequency in our model.
Conclusions and discussion
An objective method for identifying SSWs is developed on the basis of the algorithm by Charlton and Polvani (2007) . The new algorithm shows improved results due to the inclusion of the temperature gradient and the climatological threshold criterion. Specifically, the latter helps to distinguish SSWs from final warmings. The new algorithm is used to analyze a set of experiments run with a coupled ocean-troposphere-stratosphere GCM, including control simulations and transient simulations with a prescribed increase in GHG concentrations and a stabilization thereafter. The large data set used in this study provides statistically robust results.
The mean number of SSWs in the control simulations is approximately half of the observed value. However, when using the original algorithm of Charlton and Polvani (2007) the modeled SSW frequency is in the range of state-of-theart models (SPARC CCMVal 2010; Butchart et al. 2011 ). Moreover, we show for both control simulations a considerable multi-decadal variability and the number of SSWs is close to the observed mean during periods with an anomalously high number of SSWs (cf. Schimanke et al. 2011) . In general, SSWs are mainly lacking in early winter whereas the number of SSWs in February and March is similar to ERA40.
The increase of GHG concentrations leads to a significant increase in the number of SSWs for all SRES emissions scenarios and idealized experiments. This result has a high confidence level owing to the use of the large data set based on ensemble simulations and the inclusion of the stabilization periods. The multi century means indicate that a linear relationship exists between the radiative forcing and the number of SSWs. Here, the number of SSWs per decade increases by one for a radiative forcing of 4W/m 2 . Consequently, the number of SSWs double for the A2 scenario and under quadrupled CO 2 concentrations. In contrast, Bell et al. (2009) conclude from their idealized experiments that the response in the number is highly nonlinear. However, their results are based on rather short 30-year long experiments which can be highly influenced by multi-decadal variability (Schimanke et al. 2011) . Moreover, different results can be achieved by methods that do not apply fixed thresholds such as indices based on the Northern Annular Mode (NAM) (McLandress and Shepherd 2009a). They do not indicate a trend at all. However, we retain the absolute SSW criterion as the appropriate parameter to assess future SSW frequency modulation as it is the absolute zonal wind speed which determines the propagation of tropospheric planetary waves into the stratosphere (Bell et al. 2009 ). Finally, it is hard to project when the increase might be noticed in the real world owing to the high variability.
The rise in the number of SSWs occurs mainly in the period of increasing GHG concentrations for both the scenario and idealized experiments. Subsequently, no further increase is identified during the stabilization period. However, the long term variability is clearly existing for instance in the A1B scenario which is stabilized until 2300 (see solid line in Fig. 6b ). High and low values alternate more or less regularly between the single 20-year averaging periods over the entire stabilization period. A similar feature can be seen for 4XCO2. Even though a frequency analysis is not considered for the rather short stabilization Fig. 11 Schematic mechanism showing how the number of SSWs increase due to increasing GHG concentrations (see Sect. 5 for more details). The schema illustrates the situation during Northern winter and is based on the differences between the A1B-stabilization period (400 years) and PI (550 years) shown in Fig. 10 . The numbers reflect differences of the same simulations and are given for: BDC (res. stream function) 40°S-50°N at 1 hPa (kg/s), EP-flux divergence 45°N-75°N and 1-0.1 hPa (m/s/day), eddy heat flux 40°N-80°N at 100 hPa (K m/s), and temperature 30°S-30°N, 250-100 hPa and 80°N-90°N, 100-30 hPa (K) periods these results agree with earlier studies where a multi-decadal variability of 52 years is identified (Schimanke et al. 2011) .
The strength of SSWs is moderately reduced with increasing GHG concentrations in comparison with PI throughout the scenarios and the idealized experiments. The weakening varies between 2 % for B1 and 18 % for 4XCO2. This confirms the trend given by McLandress and Shepherd (2009a) but underestimates the reduction of 25 % they estimate for the 2050-2099 period. In addition, the monthly distribution is slightly shifted to more early SSWs in the model whereas other studies even show a more pronounced increase in February and March (CharltonPerez et al. 2008) .
The increased number of SSWs is caused by a combination of simulated climatological changes namely the enhanced wave forcing from the troposphere and the lowered zonal wind speed in the stratosphere where the SSWs are defined (Fig. 11 ). This pattern is quite consistent over several model studies (e.g. Bell et al. 2009; McLandress and Shepherd 2009a) . Moreover, similar effects as pointed out in the schematic figure (Fig. 11) can be found in observations due to increasing GHG concentrations for years of low solar activity (Kodera et al. 2008) . Here, Kodera et al. (2008) find a weaker stratopause jet which is sensitive to increased wave activity resulting in a stronger BDC and more adiabatic warming in polar regions. However, in contrast to most model studies observations do not show an overall strengthening of the BDC. Engel et al. (2009) find no increase in the age of air above 24 km.
Finally, some remaining uncertainties and open questions should be addressed for future work. Changes in the stratospheric ozone layer are not included in the simulations. Thus some uncertainty with respect to ozone chemistry feedbacks on the number of SSWs remains. Moreover, in our experiments no QBO is generated and easterly winds prevail in the lower tropical stratosphere. Solar variability is not considered as well though Kodera et al. (2008) reveal evidence that it may modulate the stratospheric response to increasing GHG concentrations. Nevertheless, in this study, the potential role of changes in GHG concentrations is clearly demonstrated independently of other forcings.
