Compensation of 2 Level Inverter Nonlinearity at Low Current Region Using Deep Learning by 이충인
 
 
저 시-비 리- 경 지 2.0 한민  
는 아래  조건  르는 경 에 한하여 게 
l  저 물  복제, 포, 전송, 전시, 공연  송할 수 습니다.  
다 과 같  조건  라야 합니다: 
l 하는,  저 물  나 포  경 ,  저 물에 적 된 허락조건
 명확하게 나타내어야 합니다.  
l 저 터  허가를 면 러한 조건들  적 되지 않습니다.  
저 에 른  리는  내 에 하여 향  지 않습니다. 




저 시. 하는 원저 를 시하여야 합니다. 
비 리. 하는  저 물  리 목적  할 수 없습니다. 
경 지. 하는  저 물  개 , 형 또는 가공할 수 없습니다. 
   
공학석사 학위논문 
 
딥 러닝을 이용한 저 전류 영역 2 레벨 인버터 
비선형성 보상 연구  
 
Compensation of 2 Level Inverter 
Nonlinearity at Low Current Region  









이 충 인 
  
   
  
   
딥 러닝을 이용한 저 전류 영역 2 레벨 인버터 
비선형성 보상 연구  
 
Compensation of 2 Level Inverter 
Nonlinearity at Low Current Region  
Using Deep Learning 
 
지도 교수 하 정 익 
 
이 논문을 공학석사 학위논문으로 제출함 




이 충 인 
 
이충인의 공학석사 학위논문을 인준함 
2018 년 8 월 
위 원 장     설   승   기      (인) 
부위원장     하   정   익      (인) 






초    록 
AC 전동기를 구동하기 위해서 3상 2레벨 전압형 인버터는 보편적으로 
사용되어왔다. 하지만 전압형 인버터의 특성상 한 레그의 두 개의 스위
치가 동시에 켜질 경우 단락사고로 이어질 수 있다는 단점을 보완하기 
위하여 스위치 상태가 변하는 사이에 데드 존을 두게 된다.  
하지만 데드존에 의하여 폴 전압의 duty 비율이 달라지게 되어 의도했
던 전압 지령과 다른 전압이 인가되게 되며 이는 선형시스템을 가정하고 
설계하였던 기존 선형 제어기들의 성능을 악화시키는 주요한 원인이 된
다. 선형 제어기의 한 예시인 PI 제어기를 전류 제어기로 사용하는 경우 
이러한 비선형성은 전압 외란의 형태로 해석할 수 있으며 이 외란은 시
스템 반응성을 떨어트리거나 기본파 주파수 대비 6배 주파수의 전류 리
플을 발생시킨다.  
기존 데드존에 의한 효과를 해소하기 위한 연구로는 전동기를 한 축에 
고정시켜놓고 전류 제어를 수행한 뒤 정상상태에서 각 상 전류에 따라서 
전압 지령대비 실제 전압의 오차를 1차원 테이블 형태로 저장하여 보상
하는 방안이 있다. 이 방법은 전류의 크기가 큰 경우에는 유효하나 저 
전류 영역에서는 제대로 된 보상을 하지 못하여 오히려 제어를 악화시키
는 영향이 있다. 이는 실제 보상이 이루어 지는 과도상태에서 정상상태
의 테이블을 적용할 경우 샘플링 시점의 전류가 데드존 구간의 평균 전
류를 대표하지 못하기 때문인데 이를 위해 1.5 샘플링 주기 뒤의 전류를 
예측하는 방안이 필요하다.  
기존 연구에서는 전류를 예측하는데 있어서 선형 모델을 사용하였지만 
실제 데드존 구간에서의 전류 파형은 초월함수 형태로 증가하거나 감소
하기 때문에 선형적인 모델로는 예측할 수 없다는 한계를 지니고 있다.  
 
 iii 
따라서 본 논문에서는 딥 러닝 기법을 이용하여 샘플링 시점의 정보를
이용하여 1.5 샘플링 주기 뒤의 보상 전압을 모의하는 함수를 얻는 방법
을 제시하고자 한다. 딥 러닝이란 구조적 자유도를 지닌 인공신경망에 
변수 최적화 알고리즘을 적용한 분야이다. 인공신경망이란 비선형 활성
화 함수를 포함한 여러 시스템들을 입력 변수의 크기에 따라서 선형 보
간하는 형태로 만들어진 시스템이기 때문에 뉴런의 개수가 한정되어있지 
않다면 이론적으로 어떤 시 불변 비선형 함수도 모의 가능하다. 하지만 
지금까지 인공신경망의 비선형적인 구조의 영향으로 인해 변수들을 각각 
직관 혹은 주파수 분석을 통해서 설계하는 것이 불가능하였기에 다양한 
분야에 적용되지 못하였다. 하지만 프로세서 연산능력의 발달과 다양한 
최적화 알고리즘의 개발로 이를 온∙오프라인으로 찾는 알고리즘을 적용
하는 것이 가능해졌다.  
본 논문에서는 이러한 인공신경망의 특성을 이용하여 기존의 방법으로 
보상의 한계가 있었던 저속 (0.2p.u.), 저전류 (0.01p.u) 구간에서의 인버
터 비선형성을 정지 좌표계에서 모의하였고 이는 1kW 표면 부착형 동기 




주요어 : 인버터 비선형성, 데드타임, 딥러닝, 인공신경망 
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제１장 서 론 
 
1.1 연구의 배경 
전동기를 구동하기 위한 회로는 전동기의 종류에 따라 혹은 전동기를 
구동하는 제어 방식에 따라 발전이 이루어졌다. 그 중 풀 브릿지를 이용
한 전압형 인버터는 AC전동기, DC전동기 등에 관계 없이 대중적으로 쓰
이며 관련된 연구가 많이 진행되어왔다. 그 중 3상 AC 전동기는 세 상의 
선간 전압을 이용하여 전동기에 회전자계를 형성하며 구동시켜야 한다. 
이를 위하여 전압형 인버터인 3상 2레벨 인버터는 각각의 레그의 독립






)을 통하여 전동기의 선간 전압
을 정의한다. 2 레벨 인버터는 폴 전압을 독립적으로 인가하기에 적합한 
구조를 지니고 있으며 각 레그는 독립적인 스위치 조합을 지닐 수 있다. 
하나의 레그는 2개의 스위치로 구성되어 있으며 윗상 스위치는 해당 노
드를 중성단 대비 +
Vdc
2
 전위에 위치시키게 하고 아랫상 스위치는 해당 
노드를 중성단 대비 −
Vdc
2
 전위에 위치시키게 한다.  
전압형 인버터는 사용하기에 간편하지만 한 가지 단점이 있다. 각 레그 
사이에는 독립적인 스위치 조합을 가질 수 있지만 한 레그 내의 두 개의 
스위치의 상태는 독립적인 상태를 가질 수 없다. 두 개의 스위치가 동시






가 만나게 되어 단락사고
가 일어나기 때문이다. 따라서 같은 레그 내의 스위치는 항상 상보적인 
스위치 상태를 갖도록 스위치 신호가 결정되지만 상보적이라 하더라도 
스위치 온∙오프 PWM 신호와 스위치의 실제 온∙오프 상태 변화 사이에 
지연이 있어 스위치 조합이 변경되는 순간에 레그 내 켜져 있던 스위치
가 미처 꺼지기 이전에 꺼져 있던 스위치가 켜지는 경우 단락 사고가 발
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생한다. 이러한 단락 사고를 막기 위해서 스위치 조합을 변경하기 전에 
두 스위치를 모두 끄는 ‘데드 존’을 두게 되며 데드 존을 유지하는 시간
을 ‘데드 타임’이라고 한다. 데드 존은 사고를 미연에 방지하기 위한 구
간이므로 스위치 온∙오프 시간을 고려하여 여유를 두고 설정한다. 하지만 
인버터의 폴 전압은 한 스위치 주기 동안의 평균 전압으로 결정되기 때
문에 데드 존이 생김으로 인해 각 스위치 조합에 머무르고 있는 시간이 
의도했던 바와 달라져 지령 폴 전압과 실제 인가되는 폴 전압이 달라지
게 된다. 이러한 왜곡 효과는 제어기 입장에 외란으로 영향을 끼치며 이 
외란에 의해서 최대 제어 대역폭이 저하되거나 리플이 발생하게 된다.  
이 데드존에 의해서 발생한 외란의 효과를 줄이기 위해서 통상적인 외
란을 억제하는 방법인 외란을 추정해서 전향 보상하는 연구가 주로 이루
어져 왔다. 외란을 추정하는 방법은 크게 두 가지가 있다. 전동기 모델을 
이용해서 외란을 간접적으로 얻는 외란 관측기를 이용한 방법[1-3]과 외
란의 모델을 이용하여 직접적으로 외란을 얻는 방법[4-17]이다.  
외란 관측기를 이용한 연구[1-3]는 상태 방정식을 이용하여 상 전압 지
령과 전동기 모델을 통해 추정한 추정 상 전압의 차이를 이용하여 외란
을 관측한다. 이 연구에서는 한 샘플 이내에서의 외란의 변화는 없다고 
가정하였으며 전동기 모델의 불완전성의 영향과 노이즈를 제거하기 위해
서 저역 필터를 사용하였다. 하지만 저 전류 영역대에서는 한 샘플 이내
에서의 전류 변화에 의한 외란의 크기가 무시할 수 없으며 저역 필터를 
이용할 경우 발생하는 지연에 의해서 보상 오차는 더욱 커진다. 또한 외
란의 주파수는 전동기 회전 속도에 따라서 달라지게 되는데 이에 따라 
저역 필터가 가변해야 하지만 [1]에서는 저역 필터의 주파수를 고정하였
기 때문에 정확한 보상의 한계가 있다.   
외란의 모델을 이용하여 직접적으로 외란을 구하는 연구는 다시 두 가
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지로 나뉜다. 외란의 원인을 회로적인 분석을 통하여 모델링하는 방법
[11-17]과 외란에 의해서 발생한 현상을 관측하여 모델링하는 방법[4-10]
으로 나뉘어 연구되어 왔다.  
첫 번째 회로적인 분석을 통한 모델링 방법은 전압 외란이 전압 지령 
대비 실제 걸리는 전압의 차이에서 발생한다는 점에 주목하여 전압 차이
를 만드는 인버터 요소를 분석하는 방법으로 이루어져 왔다. [11, 13]는 
데드타임에 의한 이상적인 듀티 변화 외에도 스위치 턴 온∙오프 지연시
간, 스위치와 다이오드의 내부 저항에 의한 전압 강하를 고려하였다. 특
히 [13]은 전류 방향에 따라 스위치 혹은 다이오드의 전압 강하가 다를 
수 있다는 부분에 초점을 맞추어 분석하여 외란을 추정하였다. [12, 14]은 
상 전류의 부호가 바뀌는 시점에서 전류가 영 전류에 머무르는 영 전류 
클램핑 현상를 설명하기 위하여 데드 존에서의 회로를 분석하였고 이를 
기반으로 외란을 계산하여 보상하였다. [12, 14]에서는 영 전류 클램핑 현
상의 원인을 데드 존 구간에서 전원과의 회로가 차단되어 인덕터에 에너
지를 공급하여 전류를 음 혹은 양으로 증가시킬 수 있는 방법이 없어 저
항에 의해 전류의 크기가 줄어드는 것으로 언급하였다. 하지만 이는 [16, 
17]에서 언급된 스위치 소자의 기생 캐패시터의 영향을 고려하면 데드 
존에서 에너지 공급원이 사라진다는 주장이 설득력을 잃게 된다.  [17]
에서는 기생 캐패시터의 효과를 고려하여 상 전류에 따른 상 전압 왜곡 
값의 그래프가 저전류 영역에서 값이 작아지는 것을 확인하였고 이를 테
이블 형태로 저장하여 상 전류에 따른 외란을 테이블에 의해 얻어내어 
보상하는 방법을 제안하였다. 이 테이블을 간략화 하기 위하여 [15]는 
사다리꼴 모양으로 실시간으로 근사하여 보상하였다. 
두 번째 외란에 의해서 발생한 현상을 관측하여 외란을 모델링 하는 
방법은 상 저항의 증가에 초점을 맞춘 연구[4, 6]와 전류 고조파에 초점
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을 맞춘 연구[5, 7-10]로 나뉘어 진다. [4, 6]는 데드타임에 의한 전압 외란
이 안정성에 끼치는 효과를 분석하기 위해서 외란이 전류와 동상인 점에 
주목하여 등가 상 저항으로 모델링 하였다. 또한 [5, 7-10]들은 인버터 비
선형성이 동기 좌표계에서 기본파의 6 고조파 형태의 전류 리플을 발생
시킨다는 점에 주목하여 동기 좌표계에서 6고조파의 전압의 형태로 보
상을 시도한 연구들이다. [7-10]는 6고조파 사인 코사인을 직접적으로 얻
어내어 보상을 시도한 연구들이며 [5]는 6고조파 형태로 각도에 따라 보
상값이 결정된다는 점에 주목하여 각도에 따라서 보상값을 실시간으로 
테이블 형태로 저장한 뒤 보상하는 반복 학습 제어[18]를 사용하였다.  
위 논문들 중 [12]를 제외하고는 AD 변환과 알고리즘 계산을 위한 1.5
샘플링 주기의 시지연에 의한 샘플링 시점과 데드 존에서의 전류 차이를 
고려하지 않았다. 전류의 크기가 큰 영역에서는 1.5 샘플링 주기의 전류
의 차이가 상 전류 대비 크게 영향을 끼치지 못하지만 전류의 크기가 작
은 영역에서는 상 전류 대비 전류 변화가 작지 않다. 또한 기생 캐패시
터의 영향으로 인하여 상 전류가 작은 영역에서 전류 변화에 따른 전압 
변화의 기울기가 더 커져 이 영역에서 샘플링 시점의 전류를 이용하여 
보상 전압 값을 결정하는 연구들[11, 13, 14, 16, 17]은 오차를 발생시킨다. 
또한 [12]의 경우는 전류를 예측하여 보상을 하였으나 기생 캐패시터의 
영향을 고려하지 않았으며 전류가 선형적으로 증가한다는 가정을 사용하
였기 때문에 오차가 발생할 수 있다.  
[5, 9, 10, 15]와 같이 온라인으로 보상 시스템의 변수를 변화시키는 연구
의 경우 구조에서 반영하지 못하는 비선형성이나 외란에 영향을 끼치지
만 고려되지 못한 입력 변수의 변화를 대처할 수 있다. 하지만 학습 속
도보다 빠른 변화에 대해서는 더 큰 오차를 유발할 수 있기 때문에 온라
인이라고 하더라도 변화를 담을 수 있는 변수를 입력 변수로 삼는 구조
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를 선택하여야 한다. 그러나 전류를 예측하기 위해서 필요한 상전압, 역
기전력 등의 입력 변수가 포함된 구조를 가지는 시스템은 없다.  
따라서 본 논문은 상 전류, 상 전압, 역기전력을 입력 변수로 선정하여 
전류를 예측하기 위하여 필요한 변수를 입력변수로 선정하며 기생 캐패
시터 효과와 전류의 비선형적인 증가를 모델링 할 수 있는 인공신경망 
구조를 이용하여 보상 시스템을 설계 하였다.  
 
1.2 연구의 목적 
인버터 비선형성에 의한 전압 외란을 직접 모델링하는 보상 알고리즘
은 다음 세가지 조건을 만족하여야 한다. 첫째로 기생 캐패시터 효과가 
고려된 외란 모델의 비선형성을 모의할 수 있는 구조여야하며, 둘째로 
1.5 샘플링 주기 동안의 시 지연에 의한 전류 변화량을 예측하기 위한 
변수들이 시스템 입력변수로 선정되어야 하며 셋째로 온도 변화, 전류 
센서 오차 등 느린 변화에 대해서 대처할 수 있도록 온라인에서 변수 값
들이 업데이트 될 수 있어야 한다. 
본 논문에서는 이 세가지 조건을 충족시키기 위하여 딥 러닝을 이용한 
인버터 비선형성 보상 알고리즘을 제시한다. 딥 러닝이란 인공신경망과 
학습의 개념을 합친 알고리즘을 일컫는 용어이다. 인공신경망은 비선형 
활성화 함수의 특성을 이용하여 다양한 비선형 시스템을 모의할 수 있는 
구조에서의 자유도를 가진 시스템이다. 하지만 활성화된 뉴런의 상태에 
따라서 가변하는 시스템이기 때문에 주파수 영역에서 수십 개의 변수를 
기존 보드 선도 혹은 영점 극점 분석 등의 설계 방식에 의존해서 설계하
는 것이 어렵다. 따라서 모의하고자 하는 시스템에 적합한 최적의 변수




본 논문에서는 인공신경망의 비선형성적인 시스템 구조를 통해 샘플링 
된 정보들로부터 전류 예측과 예측된 전류에 의한 왜곡되는 폴 전압까지
의 시스템을 모의할 것이다. 인공신경망의 비선형성을 이용하였기 때문
에 전류가 선형적으로 증가한다는 가정을 이용하지 않았다. 또한 학습 
단계를 오프라인과 온라인으로 나누어 오프라인 학습의 시간 제약이 없
다는 장점을 이용하여 전역 최적화 알고리즘을 적용하였고 온라인 학습
에서는 실시간으로 변동하는 변수 변동이나 전류의 측정오차를 보정하기 
위해 국소 최적화 알고리즘을 활용하였다. 마지막으로 정지 좌표계 회로 
분석을 통하여 인공신경망의 입력 변수를 상 전압(𝑉𝑎𝑠) , 상 전류(𝐼𝑎), 역 
기전력(𝐸𝑎 )으로 선정하여 상 전류 크기 변화, 상 전압 지령 변화, 부하 
각 변화, 속도 변화 등에 대응할 수 있도록 시스템을 설계하였다. 
제안하는 보상 알고리즘의 성능을 검증하기 위해서 네 가지 조건에서 
1kW SPMSM와 IGBT 인버터(310V, 50A)를 이용하여 실험을 진행하였다. 
네 가지 실험은 세 가지 정상상태 운전 시험과 한가지 과도 상태 운전 
시험으로 구성되어 있는데 정상상태 실험은 전류 크기에 따른 보상 실험
(0.04p.u, 0.02p.u, 0.01p.u), 부하 각에 따른 보상 실험(0, 45, 90, 135, 
180, 225, 270, 315), 전류 제어기 대역폭에 따른 실험(300Hz, 600Hz, 













 )에 따라 전류 크기 step 변화(0.01p.u) 실험을 진행하여 성능을 
검증하였다.  
1.3 논문의 구성 
서론을 제외한 논문은 네 가지 장으로 구성되어있다.  2장에서는 서론
에서 간략히 언급한 인버터 비 선형성의 원인 중 데드존에 의해서 발생
하는 전압 왜곡과 전압 왜곡이 전류 제어에 끼치는 영향에 대해서 살펴
 
 7 
본다. 2.1절에서는 3상 동기 전동기 구동 시스템에 대해서 분석한다. 2.2절
에서는 인버터 비 선형성에 의해서 전압 왜곡이 발생하는 원리와 전압 
왜곡의 크기에 대해서 분석한다. 특히 전압 왜곡이 어떤 변수의 영향을 
받는지 알아본다. 2.3절에서는 2.2절에서 발생한 전압 왜곡이 전류 제어에 
끼치는 영향에 대해서 분석한다. 2.4절에서는 이러한 비선형성을 극복하
기 위한 기존 연구를 오프라인/온라인으로 나누어 분석하고 그 한계에 
대해서 분석한다. 
3장에서는 인공신경망의 구조와 학습에 대해서 알아본다. 3.1절에서 다
룰 인공신경망의 구조에서는 인공신경망의 구성요소인 뉴런, 변수, 활성
화 함수에 대해서 알아보고 각각의 변화가 시스템에 어떻게 영향을 끼치
는지 분석한다. 3.2절에서는 인공 신경망 학습 절차에 대해서 알아본다. 
각각의 학습 절차에서 어떤 다양성이 있을 수 있고 각각의 방법에 따라
서 인공신경망의 변수가 어떤 방식으로 학습되는지 예시를 통해서 확인
한다.  
4장에서는 인버터 비선형성을 보상하기 위한 인공신경망을 제안한다. 
인공신경망의 구조를 제안함과 더불어 인공신경망을 학습하는 방법을 제
안하여 2장과 3장의 내용을 본 알고리즘에 적용하는 절차에 대해서 제
시한다. 
5장에서는 다양한 부하 조건과 제어기 대역폭에 따라서 제안하는 보상 
방법의 효과를 1kW SPMSM전동기와 IGBT 인버터(310V, 50A)를 대상으로 
실험한 결과를 통해 분석한다.  
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제２장 전류 제어에서 인버터 비선형성의 영향 
산업계에서 전류 제어기로 가장 많이 쓰이고 있는 PI제어기는 구현상 
간편함과 안정성으로 인하여 다양한 어플리케이션에 사용되고 있다. 하
지만 선형 제어기의 특성상 플랜트의 비선형적인 특성에 대해서 대응하
기에 한계가 있다. 본 장에서는 SPMSM을 3상 풀 브릿지 전압형 인버터
(Voltage source inverter, VSI)로 구동하는데 있어서 필연적으로 필요한 데
드타임에 의해서 발생하는 인버터 비선형성이 전류 제어에 끼치는 영향
에 대해서 살펴보고자 한다. 
2.1절 에서는 SPMSM 구동 시스템에 대해서 다룬다. 선형시스템을 가정
한 정지 좌표계 플랜트 모델의 전압방정식을 다루고 DC 지령을 통해서 
토크와 자속을 제어하기 위한 동기 좌표계 전압 모델로의 회전 변환과 
이를 제어하기 위한 선형제어기인 PI 제어기 이득값 선정 방법에 대해서 
다룬다. 2.2절에서는 2.1절에서 가정한 플랜트의 선형성이 성립하지 않는 
이유 중 가장 큰 요인인 인버터 비선형성에 대해서 다루고자 한다. 2.3절
에서는 데드 타임에 의한 전압 왜곡이 PI 제어기를 이용한 전류 제어에 
끼치는 영향 두 가지에 대해서 다루어 보고자 한다. 첫 번째 영향은 최
대 전류 제어 성능 제한 효과이고 두 번째 영향은 정지 좌표계 전류 파
형 왜곡에 의한 동기 좌표계 전류 리플이다.  
 
2.1  SPMSM 구동 시스템 
SPMSM 구동시스템은 전동기와 인버터를 포함한 회로와 회로를 구동시
키는 신호를 계산하는 제어 시스템으로 나뉜다. 회로는 AC 전동기를 구
동하기 위하여 직류단 전압을 AC로 바꾸기 위한 3상 전압형 인버터와 R, 
L이 직렬로 결합되어있는 3상 평형 회로인 전동기로 구성되어있다. 제어 
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시스템은 DSP에 코드 형태로 구성되어 있으며 AC 전동기를 DC 전동기
를 제어하듯 제어하기 위하여 좌표축을 회전자 위치로 회전 변환시키는 
부분(Clarke & Park의 변환)과 PI 제어기로 구성되어있다. 본 절에서는 구
동 시스템의 구성요소인 회로와 회로의 전기적 해석인 전압방정식에 대
해서 다루고 또 다른 구성요소인 제어 시스템에 대해서는 이득값 선정과 
그에 따른 대역폭 선정에 대해서 다룬다.  
 
2.1.1 전동기 모델 
표면 부착형 영구자석 동기 전동기(SPMSM)을 구동하는 일반적인 회로
는 3상 2레벨 인버터로서 그림 ２.1와 같이 표현할 수 있다. 
 
그림 ２.1 3상 전압형 인버터와 동기 전동기로 구성된 전동기 구동 
시스템. 
 
2레벨 인버터는 전동기의 상 노드의 전위를 
1
2




어 전동기의 선간 전압에 원하는 전압을 인가하는 방식으로 전력을 공급
한다. 전동기는 3상 대칭형 회로로서 인덕터와 저항의 직렬 연결인 회로
로 등가 모델을 만들 수 있으며 그 중 한 상을 회로로 표현하면 그림 
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２.2와 같다.  
 
그림 ２.2 정지좌표계 A상 등가회로. 
 
3상이 모두 대칭으로 구성되어있기 때문에 세 회로에 대한 전압방정식
을 하나의 식 (２.1 )과 같이 표현할 수 있다.  
  Vabcs = RsIabcs + Ls
dIabcs
dt





































2.1.2 동기 좌표계 PI 전류 제어 시스템 
동기 좌표계에서의 PI제어는 자속 축과 동기화된 좌표 평면으로 회전 
변환된 영역에서 제어를 수행함으로 인해 AC 전동기임에도 불구하고 DC 
전동기와 같은 방식으로 DC 전류 제어를 수행하는 환경으로 변화시켜 
고속 운전의 안정적인 제어가 용이하다. 이에 따라 동기 좌표계 전류제
어기를 갖는 시스템은 상위 제어기 입장에서 더 높은 대역폭을 가능하게 
한다.   
동기 좌표계에서 제어를 수행하기 위해서 정지 좌표계에서 세워진
SPMSM 플랜트의 전압방정식을 Park의 변환과 Clarke의 변환을 통해서 
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동기 좌표계 플랜트 전압방정식으로 표현해야 한다. 동기 좌표계 전압방
정식을 구하는 과정은 아래와 같다.  
 𝑉𝑑𝑞𝑛𝑠
𝑟 = 𝑇(𝜃𝑟)𝑉𝑎𝑏𝑐𝑠 (２.2 ) 
 = 𝑇(𝜃𝑟)𝑅𝑠𝐼𝑎𝑏𝑐𝑠 + 𝑇(𝜃𝑟)𝐿𝑠
𝑑𝐼𝑎𝑏𝑐𝑠
𝑑𝑡
+ 𝑇(𝜃𝑟)𝐸 (２.3 ) 
 = 𝑇(𝜃𝑟)𝑅𝑠(𝑇
−1(𝜃𝑟)𝐼𝑑𝑞𝑛𝑠



























 𝑐𝑜𝑠(𝜃𝑟) 𝑐𝑜𝑠 (𝜃𝑟 −
2
3




 − 𝑠𝑖𝑛(𝜃𝑟) −𝑠𝑖𝑛 (𝜃𝑟 −
2
3































식 (２.5 )의 최종 동기 좌표계 전압방정식을 각각의 좌표계에서 살펴보
















𝑟 +𝜔𝑟𝜆𝑓 (２.7 ) 
식 (２.6 ), (２.7 )에서 플랜트는 d축과 q축 전류가 서로 결합 되어있기 
때문에 통상적인 제어에서는 이를 사전에 측정한 인덕턴스를 이용하여 
전향 보상하여 상쇄시킨 후 플랜트를 R과 L만의 직렬 연결인 선형 모델
로 만든 뒤 제어기 이득 값을 선정한다. 선정되는 이득 값은 PI제어기에
서 생성된 영점이 플랜트의 극점과 상쇄되도록 정해지는데 값은 식 
(２.8 )와 같다.  
  𝐾𝑝 = 𝜔𝑐𝑐𝐿𝑠, 𝐾𝑖 = 𝜔𝑐𝑐𝑅𝑠  (２.8 ) 
 
선정된 이득 값을 통해서 설계된 동기 좌표계 PI 전류제어기를 포함한 
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제어 블럭도는 그림 ２.3과 같다. 영점과 극점이 상쇄된 폐루프 전달 함
수는 (２.9 )와 같이 대역폭이 ω𝑐𝑐인 1차 저역 필터가 되어 원하는 대역









   
 
 (２.9 ) 
 
그림 ２.3 PI 전류 제어기 블럭도. 
 
2.2  인버터 비선형성 
플랜트가 2.1.1절에서 다룬 바와 같이 선형 R-L 직렬 회로라 가정하였
을 때 PI 제어기를 사용했을 경우 전체 시스템 전달 함수는 1차 저역 필
터가 되어 정상상태에서 지령을 오차 없이 추종할 수 있게 된다. 하지만 
3상 전압형 인버터를 통해서 전압을 인가하는 경우 윗 상 스위치와 아
랫 상 스위치가 동시에 켜지는 경우 단락 사고가 발생할 위험이 있기 때
문에 이를 방지하기 위해서 스위치 상태가 변하는 사이에 윗 상과 아랫 
상 모두 꺼져있는 데드 존을 두어야 한다. 데드 존을 유지하는 시간을 
데드 타임이라고 하는데 이 데드 타임은 Duty를 변화시켜 의도한 지령 
폴 전압과 실제 폴 전압을 다르게 만든다. 이는 제어기 입장에서 플랜트
의 전압 외란으로 해석될 수 있는데 상태 변수들의 함수로 표현되는 외
란이기에 비선형적 플랜트로 해석할 수 있다. 이러한 비선형성 때문에 1
차 저역 필터로 설계하고자 했던 목적에서 어긋나게 되어 실제로 의도했
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던 시스템보다 최대 제어 반응성이 제한되거나 정상상태 리플이 발생한
다. 본 절에서는 데드 타임이 전압 왜곡을 발생시키는 원리와 전압 왜곡
이 어떤 상태 변수에 대한 함수인지 살펴보도록 한다.  
 
2.2.1 데드타임과 스위치 온∙오프 지연 시간에 의한 전압 왜곡 
데드타임은 직접적으로 폴 전압을 그림 ２.4와 같이 변화시킨다. 그림 
２.4 는 스위치 파형과 그에 의해서 왜곡된 폴 전압을 나타낸 그래프이
다.
 
  (가)                               (나) 
그림 ２.4 데드타임에 의한 유효 스위치 파형 (가)전류가 음 방향인 상황
(나)전류가 양 방향인 상황. 
 
하지만 그림 ２.4의 Van,real에서도 볼 수 있듯이 데드 타임에 의한 Duty 
변화가 영향을 끼치는 구간이 있지만 끼치지 않는 구간도 있다. 이는 전
류가 해당 스위치 상태 변화 전 스위치를 통하여 흐르는 것과 다이오드
를 통과여 흐르는 것에 따라서 달라지게 되는데 세부적인 분석을 위해서
는 데드 존에서의 상황을 각 레그의 관점에서 살펴보아야 한다.  
데드 타임이란 스위치의 온∙오프 상태가 변하는 상황 속에서 주어지는 
시간이기 때문에 데드 타임에 의해서 나타나는 효과를 살펴보려면 스위
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치 변화의 조합 (Sn → 𝑆𝑝와 Sp → 𝑆𝑛)을 모두 살펴보아야 한다. 또한 전류
의 방향에 의해서 스위치로 전류가 흐를지 다이오드로 전류가 흐를지 결
정되기 때문에 전류의 방향도 고려해야 한다. 그림 ２.5는 스위치 조합과 
전류의 방향을 고려한 조합 네 가지를 표현한 그림이다. 다른 상과의 영
향은 고려하지 않으며 한 상만의 하프 브릿지로 분석하였다.  
 
     (가)              (나)             (다)             (라) 
그림 ２.5 전류 방향과 스위치 조합에 따른 전류 흐름.  
(가)ix < 0, 𝑆𝑥𝑝 𝑜𝑛, (나)ix < 0, 𝑆𝑥𝑛 𝑜𝑛 , (다)ix > 0, 𝑆𝑥𝑝 𝑜𝑛, (라)ix > 0, 𝑆𝑥𝑛 𝑜𝑛. 
 
다이오드를 통해서 전류가 흐르고 있는 동안에는 해당 다이오드와 병
렬적으로 연결된 스위치의 상태는 시스템에 영향을 끼치지 못하기 때문
에 해당 구간의 데드 타임은 전압 왜곡에 영향을 끼치지 못한다. 따라서 
데드 타임이 유효하게 영향을 끼치는 구간은 스위치로 전류가 흐르는 스
위치 조합에서 다이오드로 전류가 흐르는 스위치 조합으로 변화하는 순
간이다. 이 경우에는 직류단 전압이 스위치를 통하여 이어지는 단락 사
고가 일어날 수 있으며 이 구간에서 다이오드가 영향을 끼치지 못하기 
때문에 데드존은 유효하다. 그림 ２.5의 조합 중에서 살펴보자면 4가지 
구간 중 전류가 들어오는 방향의 경우는 (나) → (가)의 변화 순간이며 
전류가 나가는 방향의 경우에는 (다) → (라)의 변화 순간이다. 그림 ２.6
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에는 그림 ２.4에서 데드타임이 유효하게 영향을 끼치는 구간을 붉은색
으로 표현하였다.  
 
그림 ２.6 데드타임이 유효하게 작용하는 구간. 
 
이에 따라 왜곡되는 전압의 양 역시 데드 타임이 유효하게 작용할 때 
발생하는데 전류의 방향에 따라서 부호가 결정된다. 크기는 식 (２.10 )와 
같이 표현할 수 있다. Ton은 DSP에서 PWM신호가 인가된 시점부터 실제 
스위치가 켜질 때까지 시간이고 Toff는 꺼질 때까지 시간이며 Ts는 스위
칭 주기를 나타낸다.  
  Vdead =
𝑇𝑑𝑒𝑎𝑑 + 𝑇𝑜𝑛 − 𝑇𝑜𝑓𝑓
Ts
𝑉𝑑𝑐  (２.10 ) 
  
𝑉𝑎𝑠,𝑑𝑒𝑎𝑑 =  𝑠𝑖𝑔𝑛(𝐼𝑎) ∙ 𝑉𝑑𝑒𝑎𝑑 
𝑉𝑏𝑠,𝑑𝑒𝑎𝑑 =  𝑠𝑖𝑔𝑛(𝐼𝑏) ∙ 𝑉𝑑𝑒𝑎𝑑 
𝑉𝑐𝑠,𝑑𝑒𝑎𝑑 =  𝑠𝑖𝑔𝑛(𝐼𝑐) ∙ 𝑉𝑑𝑒𝑎𝑑 
 (２.11 ) 
 
데드타임을 고려하여 식 (２.1 )의 전압방정식을 다시 표현해보면 식 
(２.12 )과 같이 변형해서 나타낼 수 있다.  
  Vabcs = 𝑅𝑠𝐼abc𝑠 + 𝐿𝑠
𝑑𝐼abc𝑠
𝑑𝑡
+ 𝐸 + 𝑉𝑎𝑏𝑐𝑠,𝑑𝑒𝑎𝑑     (２.12 ) 
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2.2.2 기생 캐패시터에 의한 상 전류 크기에 따른 전압 왜곡 
데드타임 구간 동안 레그 내 모든 스위치는 꺼져있고 다이오드는 병렬 
연결된 기생 캐패시터에 걸려있는 역 전압에 의해 전류가 흐를 수 없는 
상황이기 때문에 회로는 직류단 전원과 고립되게 된다. 두 가지 전류 방
향 조합 중 음 전류를 예시로 살펴보면 데드 존 상황은 그림 ２.7 
(가)→(나)로 넘어가는 사이에 존재한다.  
 
   (가)                       (나) 
그림 ２.7 전류가 음인 상태의 스위치 변화 시 기생 캐패시터 전압 
 
폴 전압이 변화하는 시점은 (나)와 같이 윗 상 다이오드가 도통되는 상
황인데 이는 스위치에 병렬로 연결되어 다이오드의 역 전압을 가하고 있
는 캐패시터가 방전되어야 가능하다. 물론 윗상 스위치가 켜져 직류단 
전원과 연결되어 해소되는 방법도 있지만 인덕터에 흐르는 전류에 의하
여 캐패시터의 방전에 의해서 데드 존 구간에서 의도했던 시간보다 이르
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게 역 전압이 해소되는 경우도 발생할 수 있다.  
이 경우에 Duty의 왜곡은 윗 상 다이오드의 역 전압이 해소되는 시간
에 따라서 결정되는데 이는 캐패시터에 충전된 전하가 빠지는 속도 즉 
데드 존에서 부하 전류의 크기에 의해 결정된다. 따라서 캐패시터 충∙방
전을 고려한 폴 전압 파형(𝑉𝑎𝑛,𝑟𝑒𝑎𝑙)은 그림 ２.8과 같이 데드존에서 기울
기를 지닌 파형으로 수정되어 표현되고 기울기는 부하 전류에 의해 결정
된다. 이 경우 왜곡되는 폴 전압의 양은 삼각형의 면적에 기인하기 때문
에 기울기를 결정하는 변수인 데드 존에서의 평균 전류의 함수이다. 
 
그림 ２.8 기생 캐패시터를 고려한 A상 폴전압 파형 
전류의 크기에 따라서 데드존에서 달라지는 폴 전압의 기울기는 [19]에
서 분석하였는데 측정된 실험 파형은 그림 ２.9에서 확인할 수 있다. 
 
그림 ２.9 IGBT 음 전류 시 전류 크기에 따른 스위치 on 파형[19]. 
이러한 전류 크기에 따라서 변화하는 평균 전압을 이용하여 폴 전압 
왜곡 량을 3상 인덕터를 대상으로 정지 좌표계 d축 전류 제어를 수행하
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며 정상상태에서 측정한 결과는 그림 ２.10와 같다. 반도체 소자의 차이
에 의한 전압 강하의 차이는 미미하다고 가정하였으며 평균적인 전압 강
하양은 전동기 상 저항에 포함을 시켜 제거하였다. 측정된 전압 왜곡량
은 상 전류의 크기가 작을수록 기울기가 커지고 특정 값 이상이 될 경우 
일정 값으로 유지되어 전류가 작은 영역에서 기생 캐패시터의 영향이 두
드러지는 것을 확인할 수 있다.  
 





2.2.3 PWM 지연에 의한 전압 왜곡[20] 
지금까지 분석한 바와 같이 인버터 비선형성에 의하여 발생한 전압 왜
곡은 데드 존에서의 상 전류 크기에 따라서 다른 값을 지닌다. 하지만 
데드 존이 발생하는 스위치 상태가 변하는 시점에 정확하게 샘플링하는 
것은 어렵기 때문에 샘플링 시점에 측정한 전류를 이용하여 왜곡 값을 
추정하게 된다. 하지만 DSP로 구현한 제어 시스템은 제어 시간 확보와 
AD변환 시간 확보를 위하여 샘플링 시점과 전압 시점 사이 한 샘플 지
연이 생긴다. 또한 대표되는 전류 샘플링 시점과 전압 대표 시점의 차이
인 0.5 샘플까지 고려하면 총 1.5 샘플의 지연을 지니는데 이는 그림 
２.11을 통해서 확인할 수 있다.  
 
그림 ２.11 DSP에서 구현된 제어시스템의 샘플링 시점과 전압인가 파형. 
 
2.2.2절까지는 부하 전류의 크기가 충분히 커서 1.5 샘플 사이의 전류 
변화가 무시할 정도로 작다는 가정을 사용하여 전류 예측의 필요성에 대
하여 언급을 하지 않았지만 영 전류 부근의 작은 전류에서는 데드 존까
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지의 전류 변화가 부하 전류 대비 무시할 만큼 작지 않으며 그림 ２.10
에서 확인할 수 있듯이 전류의 크기가 작을수록 커지는 기울기에 의해서 
왜곡되는 전압의 차이가 커진다.  또한 따라서 샘플링 시 전류를 이용해
서 보상을 시행할 경우 오히려 잘못된 보상을 통해 제어를 악화시킬 수 
있기에 1.5 샘플 뒤의 전류를 예측하여 보상하는 방안이 필요하다. 1.5 샘
플 뒤의 전류를 정확하게 예측하기 위해서는 식 (２.14 )의 미분방정식을 
풀어야 한다. 
  Vabcs = RsIabcs + Ls
dIabcs
dt
+ E    (２.13 ) 





2.3 인버터 비선형성이 전류제어 성능에 끼치는 영향 
인버터 비 선형성은 2.2절에서 살펴본 바와 같이 전압 외란의 형태로 
전류 제어에 작용한다. 하지만 임의의 외란이 아니라 상태 변수의 함수
로 주어지는 외란이기 때문에 플랜트를 비선형적으로 만드는 요소로 분
석할 수도 있다. 따라서 선형 제어기인 PI제어기를 사용하는 일반적인 
전류 제어기의 경우에 전류 제어기 성능에 제약을 받는다. 본 절에서는 
상태 변수의 함수인 인버터 비 선형성에 의한 외란이 전류 제어 성능에 
끼치는 영향을 살펴보고자 한다.  
 
2.3.1 전류 제어기 반응성 감소[21] 
데드타임이 고려된 전압 방정식인 식 (２.12 )를 식 (２.14 )의 과정을 
거쳐서 변환하면 데드타임의 효과가 동기 좌표계에서 설계된 제어 시스
템에 어떤 영향을 끼치는지 확인할 수 있다.  
  Vdqns,dead
𝑟 = 𝑇(𝜃𝑟)𝑉𝑎𝑏𝑐𝑠,𝑑𝑒𝑎𝑑  
(２.14 ) 
  = 𝑇(𝜃𝑟)Vdead ∙ sign(T
−1(𝜃𝑟)Idqns
𝑟 )  
 
전류 부호에 따라서 변하는 데드타임의 영향을 근사적으로 확인하기 
위해서 기본파 성분만으로 분석할 수 있는데 자세한 과정은 식 (２.15 )
를 통해서 확인할 수 있다.  
sign(T−1(𝜃𝑟)Idqns
𝑟 ) 





















































𝑟 𝑐𝑜𝑠(𝜃𝑟) − 𝐼𝑞𝑠
𝑟 𝑠𝑖𝑛(𝜃𝑟)
𝐼𝑑𝑠



























































𝑐𝑜𝑠 (𝜔𝑟𝑡 + 𝜃)





























이를 통해 나온 근사된 결과를 식 (２.14 )에 대입하여 동기 좌표계에서 
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식 (２.16 )를 식 (２.12 )에 대입한 결과 최종적으로 얻어진 전압방정식











































 (２.18 ) 
식 (２.17 ), (２.18 )를 살펴보면 등가 저항 값은 전동기 초기 저항 값 
보다 큰 값으로 느껴지는데 기존의 제어기 이득 선정 기준인 전동기 상 
저항과 상 인덕턴스를 기반으로 설정을 할 경우 적분기 이득 값이 작게 
설정된 것과 같이 나타나 그림 ２.12과 같이 수렴 시간을 오래 걸리도록 
만든다. 
그림 ２.12 는 부하전동기를 500r/min으로 구동하고 있는 상태에서 대
상 전동기에 동기 좌표계 d축 전류 제어 지령을 인가했을 때의 전류 제
어 파형이다. 전류 제어기 이득값은 두 실험 모두 사전에 측정한 저항과 





(가) 데드타임을 보상하지 않은 제어기 
 
(나) 사다리꼴 보상방법을 통해 데드타임을 보상한 제어기 
 
(다) 데드타임 보상 없이 적분값을 10배 증가시킨 제어기. 




데드타임을 보상하지 않은 (가)는 데드타임을 보상한 (나)에 비해 수렴 
성능이 떨어지는 것을 확인할 수 있다. (다)의 경우는 데드타임 보상을 
하지 않은 상태에서 적분기 이득값을 증가시켜 (나)와 같은 반응성을 얻
도록 하였다. 적분기 이득값은 원래 저항값에 의해 선정된 경우에 비해 
10배 증가되었다. 즉 데드타임을 보상하지 않는 경우 10배 정도로 이득
값을 작게 설정한 것과 같이 반응성이 낮아진 것을 확인할 수 있다. 
 
2.3.2 6 고조파 전류 리플 성분 증가 
PI제어기는 적분기에 오차를 누적함으로서 DC 외란에 의해서 발생하는 
오차를 0으로 수렴시킬 수 있다. 하지만 전압 왜곡이 PI제어기가 적분기
에 해당 성분을 상쇄시키는 속도보다 빠르게 진동한다면 PI제어기의 잘
못된 보상값은 오히려 제어에 악영향을 주게 된다. 데드타임에 의해서 
왜곡되는 전압 값은 회전자 회전 속도가 일정하며 부하 각이 고정된 경
우에 전류에 대한 함수로 그림 ２.10와 같이 표현할 수 있는데 급격하게 
변하는 지점은 상 전류가 영에 근접한 부분이기 때문에 각 상 당 전기각 





이는 그림 ２.13을 통해서 확인할 수 있다. 그림 ２.13은 500r/min으로 
구동하고 있는 상황에서 그림 ２.14와 같이 1A 동기 좌표계 d축 전류 
제어를 하고 있는 도중의 데드타임에 의해 왜곡되는 폴 전압의 양을 나
타낸 파형이다. 이러한 급격한 외란의 변화를 PI제어기가 따라가지 못할 
경우 그림 ２.14와 같은 동기 좌표계 리플이 발생하게 된다. 화살표를 






그림 ２.14 정지좌표계 전압 외란으로 인한 동기좌표계 d축 전류제어  
리플 실험 파형. 
 
  
그림 ２.13 500r/min 구동시 정지좌표계 폴전압 왜란 파형. 
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2.4  비선형성을 극복하기 위한 기존 연구의 한계 
2.2절의 인버터 비선형성을 극복하기 위한 기존 연구는 오프라인 보상
기법과 온라인 보상 기법 두 가지로 나눌 수 있다. 오프라인 보상 기법
의 경우에는 데드 타임이 인가된 회로에서 폴 전압 왜곡 효과를 분석한 
모델을 기반으로 보상 하며 온라인 보상 기법의 경우에는 나타나는 왜곡 
현상을 기반으로 실시간으로 추정기 변수를 변경해가며 보상한다.  
2.4.1 오프라인 보상 
오프라인 보상 중에서 가장 흔히 쓰이고 있는 방법은 전동기의 정지상
태에서 정지 좌표계 DC 상 전류 제어 시 정상 상태에서 측정한 상 전압 
오차 데이터를 이용한다. 상 전압 오차는 상 전압 지령과 측정한 전류로
부터 선형 모델을 통해 계산한 추정 상 전압 사이의 차이이다. 이는 그
림 ２.10와 같이 나타나는데 오프라인 보상 방법들에서는 이 전압 값을 
상 전류에 따라 각 상의 폴 전압 지령에 전향 보상한다.  
이 데이터를 모두 메모리에 저장하여 직접 인가하는 방법도 있지만 저
장 공간의 소요로 인해 사다리꼴, Arctan, Sigmoid 등 다양한 방법으로 피
팅하여 보상한다. 이 방법은 회전하지 않는 상황 속에서 큰 전류를 대상
으로는 좋은 성능을 보여주지만 영 전류 근처의 전류 예측이 필요한 구
간에서는 역 기전력, 전압 지령 등의 정보 없이 전류만의 함수로 보상 
값을 결정하였기 때문에 보상 성능이 떨어진다.  
그림 ２.15는 정상 상태의 전압 오차에 대하여 사다리꼴과 아크탄젠트
보상 식을 피팅한 그래프이다. 아크탄젠트는 거의 완벽하게 데이터에 부
합함에도 불구하고 그림 ２.17을 통해서 살펴보면 전류가 인버터 정격 
대비 0.04p.u 까지는 전류 리플을 줄이지만 저 전류 영역에서는 잘못된 
보상값을 만들어 오히려 보상을 하지 않은 상황보다 제어를 악화시킨다. 
이는 부하 전류 별로 보상해야 하는 전압을 완벽하게 앎에도 불구하고 
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데드 타임 구간에서의 전류를 예측하지 못했기 때문이다. 
 











그림 ２.16 사다리꼴 보상방법의 저 전류 영역에서의 한계. 










그림 ２.17 아크탄젠트 보상 방법의 저 전류 영역에서의 한계.  





또한 전류를 예측하여 예측된 전압 왜곡값을 보상하는 연구[22]도 있는
데 이 연구들은 모델의 선형성을 가정한 이후에 예측을 하였기 때문에 
부 정확성을 지니고 있으며 평균 전류를 구하는 과정 속에서도 미분방정
식을 풀어 초월 함수 형태의 해를 이용해야 하지만 연산 시간의 제약으
로 인해 전류의 변화가 선형적이라는 가정하에 계산하였다. 이러한 예측 
방법은 영 전류 클램핑 효과에 의한 비선형적인 전류 증가와 캐패시터와 
인덕터에 의하여 초월함수 개형으로 증가하는 형태의 전류를 온전히 예
측할 수 없다. 또한 전류 센서의 오차나 온도에 의해서 실시간으로 변하
는 저항에 대한 정보가 담겨있지 않은 오프라인에서 정상상태에서 측정
한 데이터를 이용하여 보상하기 때문에 이러한 요인들에 의해 발생하는 
오차를 보정할 수 없다. 
 
2.4.2 온라인 보상 
온라인 보상은 오프라인 보상방법의 한계점을 극복하기 위하여 반복학
습제어 혹은 인공신경망 학습 제어 등의 방법을 이용하였다.  
[1-3]는 외란 관측기를 이용하여 온라인으로 데드타임에 의한 전압 외
란을 추정한 뒤에 이를 이용하여 상쇄시키는 연구이다. 외란 관측기는 
상태방정식을 통해서 설계되는데 상태방정식은 식 (２.6 ), (２.7 )의 선형 
모델을 기반으로 이루어져 있다. 따라서 모델 변수 오차 혹은 모델 구조
의 오차에 취약하며 관측기의 대역폭이 관측기 이득 값에 따라서 선정되
는데 속도에 따라서 상쇄해야 하는 리플의 주파수가 달라지기 때문에 이
득값 선정이 어렵다는 문제를 지니고 있다.  
[5]는 반복 학습 제어기를 이용하여 데드타임에 의해서 발생하는 전압 
오차를 동기 좌표계 전압을 통해 보상하는 연구이다. 보상은 동기좌표계
의 전류 오차를 최소로 하는 것을 목표로 하며 반복 제어기의 보상 값을 
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결정하는 입력 변수는 회전자 위치와 동기좌표계 전류 지령각을 더한 각
도를 사용한다.  
  










 , θr ∶  회전자 위치 
 (２.19 ) 
 
그림 ２.18 반복제어기를 이용한 인버터 비선형성 상쇄  
알고리즘 블럭도[5]. 
 
이 방법은 반복제어기를 사용하였기 때문에 각도 별로 보상 값을 저장
하는 메모리가 필요하기 때문에 많은 메모리를 필요로 한다. 또한 운전
점 마다 달라지는 보상 값에 대해서 부하 각 만을 입력 변수로 삼았기 
때문에 운전 속도나 전류 크기가 달라질 경우의 달라지는 보상 값에 대
한 고려가 되어있지 않다. 따라서 운전 점이 달라질 때 잘못된 보상을 
하게 되고 수렴하기까지 오랜 시간이 걸리며 입력 변수로 선정되지 않은 
변화에 대해서 오차를 영으로 만들기 위해서는 테이블이 계속 업데이트
가 되어야 하는데 테이블을 업데이트하는 속도(GR)보다 빠르게 변화하는 
고려되지 않은 입력 변수에 대해서 이 방식을 사용할 경우 공진이 발생
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하여 제어 안정성을 악화시킬 수 있다.  
[10]는 데드 타임에 의한 전압 왜곡의 영향이 동기 좌표계에서 6고조파
인리플을 발생시킨다는 점에서 착안하여 인공신경망을 이용해서 동기 좌
표계 6고조파 성분을 추출해 내어 보상한 연구이다. 전체 구조는 그림 
２.19과 같으며 인공신경망은 추출한 6고조파 전류를 이용해서 보상값을 
구하는데 이용된다. 인공신경망의 구조는 은닉 뉴런이 없는 구조로 그림 
２.20와 같이 구성되어있으며 각각의 변수는 전류 오차가 0이 되도록 학
습된다.  
 
그림 ２.19 인공신경망을 이용한 인버터 비선형성 보상 알고리즘 블럭도. 
 




이 구조 역시 입력 변수가 동기 좌표계 6고조파 성분만이 들어가 있기 
때문에 반복제어기와 마찬가지로 과도상태에서 보상할 수 없으며 6고조
파 사인 함수의 합으로 보상치를 결정하기 때문에 정확하게 사인함수가 
아닌 형태의 외란을 보상할 수 없게 되어 정확하게 리플을 상쇄할 수 없
게 된다. 또한 인공신경망을 사용하였지만 은닉 뉴런과 활성화 함수를 
사용하지 않았기 때문에 온라인 학습을 진행하였다고 하더라도 영전류 
근처에서 전류를 예측하기 위한 비선형성을 학습을 통해 얻어낼 수 없다. 
논문에서 제시한 실험 결과 또한 정격 부하 인가를 통해 전류가 큰 상황 
속에서 이루어 졌기 때문에 상대적으로 영전류 부근을 지나는 구간이 짧
아 낮은 전류에서 캐패시터에 의한 효과와 영전류 클램핑에 대한 보상이 
제대로 이루어 졌다고 보기 어렵다.  
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제３장 제어분야에서의 딥 러닝 
딥 러닝이란 구조적 자유도를 가진 인공신경망에 자동으로 시스템의 
변수를 최적화하는 알고리즘인 학습의 개념을 적용한 분야이다. 기존의 
시스템은 각 시스템이 가지고 있는 구조적 특징이 있어 제한된 구조 안
에서 변수를 변동시키며 적절한 시스템을 얻어내는 반면 인공신경망은 
구조의 자유도를 지니고 있어 구조가 알려져 있지 않은 다양한 비선형 
시스템을 표현할 수 있다. 하지만 이는 인공신경망의 구조적 자유도를 
주는 변수를 최적의 값으로 설정하였을 경우에만 가능하지만 변수의 양
과 활성화 함수의 비선형성에 의해 시스템 내의 각각의 변수가 전체 시
스템에서 어떤 역할을 하는지 알고 사용자가 설정하는 것은 어렵다. 따
라서 자동으로 변수를 찾아주는 알고리즘을 사용하여 시스템을 최적화 
하는데 이를 학습이라 한다. 3.1절에서는 인공신경망의 구조를 다루며 비
선형 함수를 모의할 수 있는 원리를 살펴볼 것이다. 3.2절에서는 인공신
경망의 학습에 대해서 다룬다. 학습의 기본 원리는 변수 최적화 알고리
즘의 일부이며 학습 데이터 선정에서부터 학습 구조 등에 대해서 본 장
에서 살펴본다. 
 
3.1  인공신경망 구조 
인공신경망이란 그림 ３.1과 같은 MIMO(Multi Input Multi Output) 시스
템의 특정 구조를 뜻하는 용어로서 다수의 입력신호를 받아 입력층, 은




그림 ３.1 인공신경망 구조. 
 
3.1.1 구성요소 
인공신경망의 첫 번째 구성요소는 뉴런이다. 뉴런이란 인체의 신경망에
서 전기 신호를 전달하는 매개체이며 인공신경망에도 인체의 신경망의 
뉴런에 대응되는 뉴런이 존재한다. 인공신경망에서의 뉴런을 신경망에서
처럼 신호를 전달하는 매개체로 볼 수도 있지만 구현의 관점에서 보면 
특점 시점에서 해당 신호를 저장하는 데이터로 보는 것이 더 적합하다.  
다음 구성요소는 변수다. 그림 ３.2는 그림 ３.1의 전체 인공신경망 내
에서 한 뉴런에서 다음 뉴런으로 신호를 전달할 때의 최소 신호 전달 단
위를 표현한 블럭도이다. 신호를 전달할 때는 이전 뉴런에서 나온 데이
터에 weight가 곱해지고 bias가 더해져서 나온 데이터가 threshold 값을 
넘어 활성화가 되어야만 다음 뉴런으로 전달될 수 있다. 인공신경망의 
변수란 이 과정에서의 weight와 bias를 의미한다. 변수의 값이 적절히 설
정되어야 매 상태(State)에서 활성화되는 뉴런이 의도한 대로 결정되기 
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때문에 변수 선정을 올바르게 하는 것은 중요하다.  
 
그림 ３.2 인공신경망의 신호 전달 블럭도 
 
다음 구성요소는 활성화 함수이다. 활성화 함수는 특정 뉴런으로부터 
오는 신호를 차단하여 입력 변수의 상태에 따라 시스템이 변하도록 만들
어 준다.  
 
(가)                  (나) 
그림 ３.3 입력함수의 상태에 따른 인공신경망의 활성화 
 
대표적인 활성화 함수는 그림 ３.4에 나타난 바와 같이 ReLU (Retified 





(가)                    (나)                    (다) 
그림 ３.4 활성화함수 (가) ReLU, (나) Tansig, (다) Sigmoid. 
 
  ReLU(x) = max(0, 𝑥)  (３.1) 
  Sigmoid(x) =
1
1 + e−kx
  (３.2) 
  Tansig(x) =
𝑒𝑥 − 𝑒−𝑥
𝑒𝑥 + 𝑒−𝑥
  (３.3) 
     
ReLU는 forward 연산 양이 적고 학습 시 사용되는 기울기 값이 입출력 
변수 값과 독립적이기 때문에 연산과 학습이 빠르다는 강점이 있어 가장 
많이 쓰이고 있다. 하지만 Sigmoid와 Tansig는 초월 함수로 표현되어있기 
때문에 특정 비선형 함수를 표현하는데 있어서 적은 뉴런이 소요된다. 
따라서 시스템에 따라서 메모리와 연산량을 고려하여 적합한 활성화 함




3.1.2 활성화를 통한 비선형 함수 모의  
뉴런의 활성화는 해당 뉴런에 들어온 신호의 크기에 따라 결정이 되며 
해당 시점의 각 뉴런의 신호를 결정하는 것은 입력 뉴런으로 들어오는 
신호의 상태(State)이다. 따라서 각 상태마다 활성화 되는 뉴런이 그림 
３.3과 같이 달라지고 각 은닉 층 내부 뉴런 개수를 ni  라고 할 때 은닉 
층마다 2𝑛𝑖개의 시스템을 가변할 수 있는 가능성이 존재한다. 또한 각 
층별로 뉴런의 활성화는 서로 독립적이기 때문에 총 m개의 은닉 층이 
있다고 할 때 전체 가변 시스템 조합의 수는 ∏ 2𝑛𝑖𝑚𝑖=1 개이다. 인공신경망
은 이처럼 매 상태마다 시스템을 가변하며 가능한 조합 중에서 적합한 
한가지 조합을 선택하여 비선형적인 시스템을 모의할 수 있게 된다.  
그림 ３.5는 활성화 함수 ReLU를 이용한 경우 은닉 뉴런 개수에 따라
서 인공신경망이 비선형함수를 모의하는 성능을 비교한 결과이다. 사용
된 활성화 함수는 ReLU이기에 선형 시스템들의 선형 보간으로 각 입력 
변수에 대한 시스템이 결정된다. 그림 ３.5(가)는 은닉 뉴런이 1개이기에 
상태에 따라서 2가지 조합이 있을 수 있고 그에 따라서 기울기가 다른 
두 개의 직선을 통해서 시스템을 모의할 수 밖에 없다. 은닉 뉴런의 개
수가 10개, 50개로 개수가 늘어날수록 더욱 부드럽게 비선형 함수를 모






    (가)                  (나)                 (다) 
그림 ３.5 ReLU 활성화 함수를 사용한 경우 은닉 뉴런 수에 따른 비선형 
모의성능 그래프.  
(가) 은닉 뉴런 1개, (나) 은닉 뉴런 5개, (다) 은닉 뉴런 10개. 
 
은닉뉴런의 수가 많아질수록 이론상 모의하고자 하는 시스템에 더 가
까워져야 하지만 학습해야 할 변수의 개수가 많아지기 때문에 최적 조합
을 찾는 것이 어려워 너무 많아 질 경우 더 안 좋은 학습 결과를 나타낼 
수 있다. 따라서 적절한 숫자의 뉴런을 선정하는 것이 중요하다. 그림 
３.6은 MATLAB 내부 학습 함수를 이용하여 은닉 뉴런의 수를 변화시켜
가며 5회의 서로 다른 램덤한 시작점으로부터 학습 결과 중 가장 낮은 
오차 값을 비교한 그래프이다. 
 
그림 ３.6 은닉뉴런 수에 따른 모의 성능 변화.   
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활성화 함수는 3.1.1절에서 언급한 바와 같이 활성화되는 뉴런의 조합
을 선택하는 기능 외에도 어떤 활성화 함수를 선택하는지에 따라서 비선
형 함수를 모의하는 성능이 달라진다. ReLU를 이용하여 활성화 할 경우 
활성화 함수는 비활성화/활성화의 역할만 할 뿐 입력신호를 변형시키지 
않고 부분 선형화의 원리를 이용해서만 비선형 함수를 모의한다. 하지만 
Tansig 함수를 쓸 경우에는 삼각함수 조합을 통해서 비선형 함수를 모의
하며 Sigmoid 함수를 쓸 경우에는 Sigmoid 조합을 통해서 비선형 함수를 
모의하게 된다. 그림 ３.7은 ReLU와 Sigmoid를 은닉 뉴런의 수를 변화시
켜가며 비선형함수를 모의하는 성능을 비교한 모의실험 결과이다. 
Sigmoid를 사용한 경우 같은 수의 뉴런을 사용하였을 때 비선형 함수를 




(가)                                 (나) 
 
   (다)                               (라) 
그림 ３.7 활성화 함수의 종류에 따른 인공신경망 비교. 
 (가) ReLU 은닉뉴런 1개,  (나) ReLU 은닉뉴런 5개, (다) Sigmoid 은
닉뉴런 1개, (라) Sigmoid 은닉뉴런 1개. 
이처럼 인공신경망은 활성화 원리에 따라서 상태마다 최적의 조합을 
선택하여 다양한 비선형 시스템을 모의할 수 있다. 하지만 인공신경망은 
비선형 함수인 활성화 함수를 포함하고 있으며 선정해야 하는 변수가 매
우 많기 때문에 기존의 설계 방식을 통하여 모든 변수를 적절히 선택하
는 것은 어렵다. 따라서 자동으로 적합한 변수를 찾는 것이 중요한데 이
를 가능하게 해주는 것이 학습이다.    
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3.2  인공신경망 학습 
인공신경망의 학습이란 인공신경망이 원하는 시스템과 동일하게 동작
하도록 내부 변수(weight & bias)를 최적화 하는 과정이다. 인공 신경망은 
구조상 어떤 시불변 비선형 함수도 모의할 수 있지만 이는 변수가 적절
히 선정된 상황 하이기 때문에 학습은 인공 신경망 분야에서 매우 중요
하다. 학습의 기본 구조는 그림 ３.8과 같이 MRAS와 동일한 구조이며 
기준 시스템과 대상 시스템 그리고 손실 값으로 구성되어있다.  
 
그림 ３.8 변수 최적화 알고리즘 블럭도. 
 
인공신경망의 설계 및 학습 절차는 다음 세가지 단계로 나뉘어 진행된
다. 1) 성능척도 선정 2) 학습 방법 선정 3) 학습 알고리즘 선정. 
 
3.2.1 성능 척도 선정 
인공신경망이 원하는 시스템을 모의하도록 하기 위해서는 성능 척도가 
중요하다. 성능 척도는 그림 ３.8에서와 같이 이상적인 데이터와 실제 데
이터 사이의 차이의 L2 norm 혹은 평균 제곱 오차(MSE, Mean square 
error)으로 일반적으로 설정되는데 이를 손실 값이라고 부른다. 성능 척
도의 선정 기준은 인공신경망이 모의하고자 하는 시스템이 사전에 정의
되어 집적 입∙출력 데이터에 접근 가능한 경우와 가상의 최적 시스템인 
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경우여서 정의되지 않아 직접 접근하지 못하는 경우 두 가지 경우로 나
눌 수 있다. 전자의 예시는 각 추정기, 역 플랜트 추정기가 있고[23] 후
자의 경우에는 인공신경망 제어기 혹은 제어기 이득 궤적 선정기 등이 
있다[24]. 
인공신경망이 모의하고자 하는 시스템의 입출력에 접근 가능한 경우에
는 손실 값을 모의하고자 하는 시스템의 출력과 인공신경망의 출력의 차
이의 평균 제곱 오차를 성능 척도로 삼는다. 그림 ３.9의 예시는 플랜트
의 비선형성을 인공신경망이 모의하도록 하는 예시이며 상태에 따라서 
플랜트의 출력을 예측하는 예측제어기나 비선형성을 상쇄하기 위한 목적
으로 사용되는 구조이다[23]. 이 경우에 대상 시스템은 인공 신경망이고 
기준 시스템은 인공신경망이 모의하고자 하는 시스템이다. 
 
그림 ３.9 비선형 플랜트 모의 인공신경망 학습 블럭도 
 
다음으로는 인공신경망이 모의하고자 하는 시스템의 실체가 명확하지 
않아 입출력 데이터 셋에 직접 접근할 수 없는 경우이다. 이러한 시스템




그림 ３.10 인공신경망 PID 이득값 궤적 결정기 학습 블럭도. 
 
[24]에서 인공신경망이 모의하고자 하는 시스템은 상태 변수에 따라서 
매 time step에서 최적의 PID 이득 값을 출력하는 시스템이다. 최적의 
PID 이득 궤적은 알려져 있지 않기 때문에 이 경우에 인공신경망이 모
의하고자 하는 시스템은 가상 시스템이다. 따라서 최적 시스템의 출력은 
접근 불가능하다. 학습을 통해서 간접적으로 가상의 최적의 시스템을 인
공신경망이 모의하도록 하는 것이 본 구조에서 학습의 목적이다. 이 경
우에는 성능 척도를 상태 변수 중 하나인 지령 변수 값과 지령 변수에 
해당하는 상태 변수 값과의 차이의 평균 제곱 오차인 손실 값의 크기로 
삼는다. 최소 손실 값을 목표로 대상 시스템의 변수를 찾는 과정을 통해 
그 구성 요소인 인공 신경망의 변수도 얻어낸다. 
이 경우에는 기준 시스템은 직접 모의하고자 하는 시스템이 아니라 현
실적으로 가능한 지령과 측정값 사이의 관계가 되고 대상시스템은 인공
신경망과 플랜트를 포함한 시스템이다. MRAS에서는 1차 저역 필터를 기
준 시스템으로 삼았지만 [24]에서는 한 샘플 지연 시스템을 기준 시스템




3.2.2 학습 방법 선정 
학습 방법은 학습할 데이터 추출과 학습의 동시성에 따라서 사전에 추
출된 데이터를 이용하는 오프라인 학습과 실시간으로 추출되는 데이터를 
이용한 온라인 학습으로 나눌 수 있다. 오프라인 학습은 추출된 전체 데
이터 셋에 대해서 손실 값의 총 합을 가장 작게 만드는 변수를 찾는 학
습 방법이고 온라인 학습이란 특정 time step에서의 손실 값을 가장 작게 
만드는 방향으로 변수를 매 time step마다 업데이트하는 학습방법을 의미
한다.  
오프라인 학습은 두 가지 절차로 나뉘는데 첫 번째 절차는 데이터 추
출이고 두 번째는 변수 업데이트이다. 데이터 추출 구조는 그림 ３.11과 
같으며 임의의 입력신호를 기준 시스템에 인가하여 출력되는 출력 신호
를 인가하였던 인가 신호와 함께 저장공간에 저장한다.  
 
그림 ３.11 오프라인 학습의 학습 데이터 추출 블럭도. 
 
오프라인 학습은 추출된 데이터만을 이용하여 대상 시스템을 업데이트 
하기 때문에 데이터 추출 과정은 매우 중요하다. 왜냐하면 데이터 추출 
시 보여진 기준 시스템에 대해서만 대상 시스템이 동일하게 모의되기 때
문이다. 따라서 기준 시스템을 통해서 입출력 데이터를 추출 시 입력 신
호는 기준 시스템의 자유도 이상의 자유도를 가진 신호를 인가하여 출력 
데이터를 추출해야 하며 대상 시스템에서 사용될 전체 운전 영역 (입력 
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신호 크기, 입력 신호 주파수 영역)을 포함하는 광 범위의 데이터를 이
용하여 출력 데이터를 추출해야 한다.  
두 번째 절차는 변수 업데이트이며 구조는 그림 ３.12와 같이 사전에 
저장된 기준 시스템에서 얻어진 입출력 데이터를 이용한다. 데이터 추출 
시 사용한 데이터와 동일한 입력 신호를 대상 시스템에 인가하여 출력된 
출력 신호와 저장된 기준 출력 신호의 차이로 계산된 손실 값을 이용하
여 3.2.3절에서 다룰 변수 최적화 알고리즘을 사용하여 데이터 쌍 전체
에 대해서 대상시스템을 한 번씩 업데이트 한다. 여기서 성능 척도는 데
이터 전체 쌍에 대한 손실 값의 누적 합이다.  
 
 
그림 ３.12 오프라인 학습의 변수 업데이트 블럭도. 
 
온라인 학습은 실시간으로 학습이 이루어 지는 것이기 때문에 오프라
인 학습과 달리 학습 절차가 나뉘지 않는다. 또한 적응제어기에서와 같
이 실시간으로 변하는 플랜트에 대해서 학습 속도가 충분히 빠르다면 기
준 시스템을 실시간으로 모의할 수 있다. 때문에 오프라인 학습과 같이 
플랜트의 변화를 모두 감지할 수 있는 신호를 입력 변수로 넣어주지 못
한 경우에도 실시간으로 주어진 입력 변수들 만을 이용해서 대상 시스템




그림 ３.13 온라인 학습의 변수 업데이트 블럭도. 
 
하지만 온라인 학습의 경우 피드백 루프가 있기 때문에 학습 속도보다 
빠르게 변화하는 플랜트에 대해서 공진이 생기거나 시스템이 발산할 수 
있기 때문에 안정도가 보장되는 영역 내에서 사용하여야 한다. 여기서 
성능 척도는 순간의 데이터에 대한 손실 값이다.  
두 학습방법의 장단점을 요약하자면 오프라인 학습의 경우에는 연산 
시간의 제약이 없어서 시간이 많이 소요되는 전역 탐색 알고리즘을 사용
할 수 있고 학습 도중에 불안정한 영역을 지나는 것에 대한 제약이 없는 
장점이 있지만 대상 시스템의 변화에 대처할 수 있는 입력 변수가 인공
신경망의 입력 변수로 할당되지 않은 경우 평균적으로 가장 손실 값을 
최소화 시키는 변수로 수렴하기 때문에 손실 값을 줄이는데 한계가 있다. 
반면 온라인 학습은 매 time step마다 인공 신경망 연산과 학습이 모두 
이루어져야 하기 때문에 연산 시간의 제약이 있어 연산 부담이 적은 지
역 탐색 알고리즘을 주로 사용하고 학습 도중에 불안정한 영역을 지나지 
말아야 하기 때문에 초기 변수 선정이 매우 중요하다. 하지만 이 경우에
는 입력 변수가 대상 시스템의 변화를 감지할 수 없는 경우에도 학습 속
도가 대상시스템의 변화보다 충분히 빠른 경우 오차가 0이 되도록 모의
하는 것이 가능하다. 따라서 학습하고자 하는 시스템에 맞추어 알맞은 
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학습 방법을 선정하여야 한다. 
  
3.2.3 학습 알고리즘 선정 
인공신경망에서 학습이란 3.2.1절에서 선정한 성능 척도가 최소가 되도
록 하는 최적의 변수를 찾는 과정이기 때문에 변수 최적화 알고리즘인 
Least Square Method나 Gradient Descent Method가 사용된다. 하지만 최근
의 인공신경망 구조의 복잡성과 활성화 함수의 비선형성의 도입으로 인
하여 역 행렬을 계산하여야 하는 Least Square Method보다 순간의 변수 
변화 대비 손실 값 변화인 Sensitivity를 이용하는 Gradient Descent 
Method에 기반한 알고리즘이 주로 사용되고 있다.  
Sensitivity란 손실 값을 각 변수로 편 미분한 값으로 식 (３.4 )와 같이 
표현되는 값이다. 즉 Sensitivity란 변수 영역에서 손실 함수를 나타냈을 
때 특정 변수 조합에서의 순간 기울기를 의미한다.  
  S(sensitivity) =
𝜕𝐽
𝜕𝜃 
  (３.4 ) 
따라서 sensitivity의 방향과 반대 방향으로 각 변수를 변화시킨다면 점
점 손실 값이 작아지도록 변수를 변동시킬 수 있고 이 과정을 반복하다 
보면 최적의 변수를 찾을 수 있게 된다. 이 경우 1차 기울기를 이용할 
수도 있고 2차 기울기를 이용할 수도 있는데 1차 기울기를 이용한 알고
리즘을 Gradient Descent Method라고 부른다.  







  (３.6 ) 
(γ ∶ learning rate, J ∶  loss function,
𝜕𝐽
𝜕𝜃 
∶ sensitiveity derivative) 
 
한 예로 이러한 원리를 이용하면 제어기 변수를 최적화하는데 이용할 
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수 있다. 이 경우에 손실 값은 제어 대상인 측정 값과 지령 값의 차의 
L2 norm이 되며 최적화할 변수는 제어기 변수다. 오프라인 학습에서 
Gradient Descent Method를 적용할 경우에는 매 time step에서의 
sensitivity값을 모두 누적한 뒤 전체 학습 데이터 셋에 대한 sensitivity 
누적 값의 평균값을 한번에 적용하여 변수를 업데이트 한다. 온라인 학
습에서 Gradient Descent를 적용할 때에는 매 time step에서 발생한 변수
의 변화를 바로 적용하여 변수를 업데이트를 하고 업데이트 된 변수로 
다음 time step에서의 제어를 수행하게 된다.  
그림 ３.14 은 SPMSM 속도 PI 제어기를 특정 지령 궤적에 대해 운전
하였을 때 각 변수 조합에 대한 손실 값을 나타낸 그래프이다. X 표시되
어있는 지점이 최소 손실을 가져오는 변수 쌍의 위치이다. 
 
그림 ３.15 PI 속도제어기 제어기 이득에 따른 손실 평면. 
 
Gradient Descent 알고리즘을 통해서 오프라인으로 학습을 진행한 경우 
변수의 변화는 그림 ３.16의 좌측 그래프처럼 손실 평면 위 붉은색 선을 
따라 이동한다. 우측 파형은 이동한 변수에서 구동했을 경우의 모의 학
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습 결과이다. Gradient Descent 알고리즘을 통해서 변수는 최소 손실 점인 
x을 찾아가는 것을 확인함과 더불어 모의 실험에서의 속도 응답성이 향













그림 ３.16 Gradient Descent를 적용한 속도 PI 제어기 학습과정. 
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식 (３.6 )에서 learning rate 변수를 통하여 매 업데이트 회 당 변수를 
변동시키는 속도를 조절할 수 있다. Learning rate가 클 수록 빠르게 최적 
점에 다다르지만 최적 점 근처에서 수렴하지 못하고 진동하거나 최적 점
을 벗어나 발산할 수 있다. 이를 해결하기 위해서 개선된 알고리즘이 
adaptive learning rate를 적용한 Adadelta이다[25]. Adadelta는 시작 시점부
터 현재까지의 기울기 값의 L2 norm을 기존 learning rate에서 나눈 값을 
식 (３.7)에서처럼 새로운 learning rate로 사용한다. 이를 적용하게 되면 
처음엔 큰 learning rate값을 사용하여 빠른 수렴을 의도하고 학습이 진행









  (３.7) 
  𝑔𝑡 =
𝜕𝐽𝑡
𝜕𝜃 
  (３.8) 
 
Gradient Descent 알고리즘의 경우에는 Sensitivity라는 기울기 값을 기준
으로 최적 점을 찾기 때문에 부분 최소 점에서 벗어날 수 없다. 이 문제
점을 해결하기 위해서 learning rate에 관성 개념을 적용한다[26]. (３.9 )와 
같이 이전 업데이트한 기울기를 현재 sensitivity를 이용한 값에 가중치를 
곱해서 더해주는 것인데 이를 이용하면 부분 극소 점이 나타났을 때 지
금까지 누적된 기울기 값인 관성치가 있기 때문에 부분 극소 점을 벗어











  (３.9 ) 
 
하지만 이 방법의 단점은 전역 최적점에 도달한 경우에도 바로 수렴하
지 않고 관성 가중치에 의해서 다른 점으로 벗어나기 때문에 수렴 속도
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가 느릴 수 있다.  
Gradient Descent 알고리즘의 두 가지 단점을 해결하는 방법인 Adaptive 
learning ratre와 관성 개념을 모두 적용한 것이 Adam[27]이며 연산 시간





제４장 딥 러닝을 이용한 인버터 비선형성 보상 
 
4장에서는 3장에서 언급한 인공신경망의 높은 자유도를 이용해서 2장
에서 언급한 인버터 비선형성에 의한 전압 외란 모델을 직접 모의하는 
방법을 제안한다. 인공신경망이 데드타임 시 발생하는 인버터의 폴 전압 
왜곡량을 모의하기 위해서는 데드타임 구간의 평균 전류를 예측해야 하
며 예측된 전류를 기반으로 기생 캐패시터 효과를 고려한 전압 왜곡량을 
모의할 수 있어야 한다. 4.1절에서는 인공신경망을 어떤 용도로 사용하는
지에 대해서 전체 구조 블럭도를 살펴볼 것이고 4.2절에서는 제안하는 
인공신경망 설계 및 학습 방법에 대해서 다룰 것이다. 인공신경망을 설
계 시에는 전류 예측, 인버터 전압 왜곡과 연관된 변수를 입력 변수로 
할당하여 다양한 조건하에서 인버터 비선형성을 모의할 수 있도록 할 것
이며 학습 시에는 오프라인과 온라인 학습으로 나누어 각각의 장단점을 
보완하는 학습방법을 제시하고자 한다.  
 
4.1  인공신경망을 통한 플랜트의 선형화  
인공신경망은 3.1절에서 살펴본 바와 같이 비선형함수를 모의할 수 있
는 성질 덕분에 [28]에서는 플랜트의 비선형성과 외란을 상쇄하여 플랜
트를 기준 모델에 피팅하는 용도로 사용하였다. 해당 연구에서는 예측 
제어기를 사용하기 위해서 모델을 정확하게 알아야 하는데 이를 위하여 
플랜트를 기준 선형화 모델에 피팅한 후에 피팅된 모델을 예측제어기의 





그림 ４.1 인공신경망 추정기를 이용한 플랜트의 선형화 블럭도[28] 
 
이 논문의 플랜트 선형화 과정을 SPMSM 비선형 전압 모델의 선형화에 
적용할 수 있다. 본 논문에서 다루고자 하는 SPMSM 전압 모델의 비선형
성은 인버터의 비선형성과 모델의 제정수를 잘못 알고 있는 것에 기인하
기 기인하기 때문에 그림 ４.2와 같이 표현할 수 있다. 
 
그림 ４.2 비선형성과 왜곡을 포함하여 간략화한 SPMSM 전류제어  
블럭도 
 
본 논문에서는 [28]에서와 같이 인공신경망을 플랜트 선형화에 이용하
지만 인공신경망을 통해서 전체 플랜트를 모의한 후 비선형성을 추출해 
내는 것이 아니라 그림 ４.3과 같이 비선형 플랜트와 선형 모델 사이의 
차이를 학습하여 인공신경망이 인버터 비선형성에 의한 전압 왜곡 값 만




그림 ４.3 제안하는 시스템의 인공신경망을 이용한 플랜트 선형화  
블럭도. 
 
4.2  정지 좌표계 인공신경망 인버터 비선형성 추정기  
본 논문에서는 정지 좌표계에서 인버터 비선형성이 다른 상의 영향을 
받지 않는다는 가정 하에 상 별로 독립적인 신경망을 이용하여 각 상의 
비선형성에 의한 전압 왜곡 성분을 전향 보상하는 그림 ４.4의 구조로 
제어 시스템을 설계하였다.  
 
그림 ４.4 정지좌표계에서 인버터 비선형성을 보상하는 인공신경망  
추정기를 포함하는 제어 블럭도. 
 
4.2.1 인공신경망 설계 
사용되는 인공신경망은 상 별로 1개씩 총 3개가 사용되지만 스위치 소
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자는 대칭이라는 가정하에 같은 변수로 구성된 함수에 입력 변수만 각 
상에 해당하는 변수로 할당된다.  
 
인공 신경망 설계에 있어서 중요한 요소는 입∙출력 변수 선정이다. 출
력 변수는 인공신경망을 비선형성 추정기로 사용하기 때문에 지령 폴 전
압과 실제 폴 전압 사이의 차이가 되지만 입력 변수는 해당 오차가 어떤 
입력 변수에 대한 함수인지를 고려하여서 선정하여야 한다. 연속 시간 
영역의 제어를 하는 경우에 전압 왜곡 값은 상 전류만의 함수이지만 디
지털 제어를 하기 때문에 샘플 및 연산 시간을 확보하기 위해서 폴 전압 
지령과 실제 인가 폴 전압 사이에는 1.5Tsamp의 지연이 생긴다. 또한 데
드존에서 변하는 전류의 평균 값을 계산하기 위해서 추가적인 전류의 예
측이 필요하다. 따라서 본 논문에서는 식 (２.1 )의 전압 모델을 고려하여 
각 상 별 인공신경망의 입력 변수를 식 (４.1 )과 같이 선정하였다. 
 
 








𝐼𝑁𝑎1 = 𝐼𝑎, 𝐼𝑁𝑎2 = 𝜔𝑟 sin(𝜃𝑟 + 1.5𝜔𝑟𝑇𝑠𝑎𝑚𝑝) , 𝐼𝑁𝑎3 = 𝑉𝑎𝑠,𝑟𝑒𝑓 
𝐼𝑁𝑏1 = 𝐼𝑏 , 𝐼𝑁𝑏2 = 𝜔𝑟 sin (𝜃𝑟 + 1.5𝜔𝑟𝑇𝑠𝑎𝑚𝑝 −
2
3
𝜋) , 𝐼𝑁𝑏3 = 𝑉𝑏𝑠,𝑟𝑒𝑓
𝐼𝑁𝑐1 = 𝐼𝑐 , 𝐼𝑁𝑐2 = 𝜔𝑟 sin (𝜃𝑟 + 1.5𝜔𝑟𝑇𝑠𝑎𝑚𝑝 +
2
3





 (４.1 ) 
 
두 번째로 설계할 요소는 활성화 함수의 선정이다. 활성화 함수는 3.1.1
절에서 다룬 바와 같이 해당 은닉 뉴런으로 들어오는 신호를 활성화 또
는 비활성화 시켜 시스템을 입력 변수의 상태에 따라서 가변시키는 역할
을 한다. ReLU, Tansig, Sigmoid 등 여러 함수들이 있지만 본 연구에서는 
오프라인을 통해 Adam 알고리즘을 이용하여 학습된 변수들을 이용하여 
온라인 상황의 시작 변수로 삼기 때문에 오프라인에서의 신경망과 온라
인에서의 신경망이 동일해야 한다. 하지만 DSP에서 구동되는 시스템은 
샘플링 주기의 제약에 의해 초월함수를 근사해야 하기 때문에 Tansig나 
Sigmoid등 초월 함수 기반의 활성화 함수를 이용할 경우 오프라인에서 
학습이 완료된 신경망임에도 불구하고 온라인 상황에서 큰 오차를 발생
시킨다. 따라서 초월 함수를 이용하지 않고 활성화, 비활성화 여부만 판
별하는 ReLU를 활성화 함수로 선정하여 오프라인 학습의 효과를 극대화 
시켰다.  
세 번째로 설계할 요소는 은닉 뉴런의 배치를 통한 인공신경망 내부 
구조 설계이다. 은닉뉴런은 은닉 층의 개수와 각 층 내의 은닉 뉴런의 
개수에 대한 자유도를 지닌다. ReLU의 경우 은닉 뉴런의 개수에 따라서 
가변 시스템의 조합의 종류가 결정된다. 하지만 같은 은닉 뉴런의 개수 
내에서 은닉 층이 늘어날수록 연산량이 많아지기 때문에 활성화 함수 
ReLU만 쓰는 경우에는 은닉 층을 1개만 가져가는 것이 가장 효율적이다. 
은닉 층 1개 내에서 은닉 뉴런의 수는 뉴런의 수를 변화시켜가며 
MATLAB 내부 함수 Adam을 이용하여 오프라인 학습을 진행한 결과를 
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통해 결정하였다. 그림 ４.6은 입력 데이터에 대하여 추출된 상 전압 오
차 데이터와 학습이 완료된 인공 신경망을 통한 데이터 사이의 평균 제
곱 오차를 은닉 뉴런의 수에 따라서 나타낸 그래프이다. 은닉 뉴런의 개
수가 2개에서 3개로 변할 때 성능이 급격하게 향상되며 그 이후로는 연
산량 증가에 비하여 큰 성능 증가가 나타나지 않는다. 본 연구에서는 온
라인 학습 시 추가로 고려될 비 선형성에 대처하기 위하여 포화 은닉뉴
런 개수인 3개에서 2개를 더해 총 5개의 은닉 뉴런을 이용하였다.  
 
그림 ４.6 상전압 오차 데이터에 대하여 은닉 뉴런 수에 따른 성능 비교 
그래프. 
 
4.2.2 인공신경망 학습 
본 논문에서는 실시간으로 변수들을 업데이트하면서 보상하는 온라인
보상 기법이 아니라 사전의 학습을 통하여 정해진 변수들을 이용한 오프
라인 보상 기법을 이용했음에도 불구하고 학습 기법은 오프라인 학습과 
온라인 학습을 단계별로 모두 사용하였다. 오프라인 학습이 필요한 이유
는 첫째로 오프라인 학습을 거치지 않고 온라인 학습을 할 경우 인공신
경망의 초기 변수들이 임의의 값으로 설정되어 시스템이 발산할 수 있기 
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때문이며 둘째는 온라인 학습은 DSP에 구현해야 하며 샘플링 시간 이내
에 모든 상의 연산과 학습을 끝내야 한다는 시간적인 제약이 있기 때문
에 adaptive learning rate나 관성을 고려한 알고리즘을 적용할 수 없어 지
역 최소 손실 점으로 변수가 수렴할 수 있는 단점이 있기 때문이다. 온
라인 학습이 필요한 이유는 실시간으로 변화하는 온도와 같은 입력 변수
에 고려되지 않은 변수의 변동이나 실제 적용되는 시스템에서 전류센서
의 오차, 스위치 소자 별 비 대칭성 등에 대응하기 위해서 필요하다. 본 
연구에서는 온라인 학습을 2.4.2절에서 언급한 방식과 같이 보상과 함께 
하고 있는 것이 아니라 운전조건이나 플랜트가 변화하였을 경우에만 실
시하여 미세 변수를 보정하는 용도로 사용하였다. 
오프라인 학습은 3.2.2절에서 다룬 바와 같이 데이터 추출단계와 데이
터 학습단계로 나누어 진행하였다. 데이터 추출은 그림 ４.7의 블럭도를 
통해서 입력변수로 선정한 세가지 상태변수에 따른 실제 상 전압과 선형 
모델을 통해 추정한 상 전압의 차이인 상 전압 오차를 추출하였다. 사용
된 기준 선형 모델은 식 (４.2 )의 모델을 사용하였다.  
 
  ?̃?abcs = ?̃?𝑠Iabcs + ?̃?𝑠
dIabcs
dt
+ ?̃?  (４.2 ) 
 
실제 상 전압의 경우에는 회로를 변형하지 않고서 직접 측정하는 것이 





그림 ４.7 오프라인 학습 데이터 추출 블럭도. 
 
데이터를 추출하는 환경은 부하 전동기와 대상 전동기의 축을 결합 뒤 
부하전동기로 속도 제어를 하면서 대상 전동기에서 동기 좌표계 d축 전
류 제어를 하며 데이터를 추출하였다. 데이터를 추출하는 속도 영역은 
±0.04p.u., ±0.4p.u., ±0.8p.u. 여섯 가지 속도 영역에서 추출한 데이터를 
상용하였고 전류 범위는 저 전류 구간의 캐패시터에 의한 비선형성을 추
출하기 위한 0.01p.u (전동기 정격 0.1p.u)와 고정자 전체 운전 영역의 데
이터를 추출하기 위한 0.08p.u를 사용하였다. 마찰에 의하여 속도에 따라
서 부하가 달라지기 때문에 속도를 음과 양으로 가변하는 것을 통해 다
양한 Motoring/Generating 모드 모두 학습 범위에 포함을 시켰다. 오프라




(가)                         (나) 
  
(다)                          (라) 
그림 ４.8 오프라인 학습 데이터 추출을 위한 운전 조건.  
(가) 전류 운전 조건 변화 파형, (나) 속도 운전 조건 변화 파형,  
(다) 회전자 각도 데이터 파형, (라) 상 전압 오차 파형. 
 
오프라인 학습의 성능 척도는 전체 데이터 셋에 대해서 전압 오차와 
인공신경망의 출력의 차이의 평균제곱오차(MSE)이다. 성능 척도가 가장 
작은 것을 목표로 하며 사건에 저장한 그림 ４.8의 데이터 셋을 이용하
여 Adaptive learning rate와 Momentum 개념을 모두 적용한 Adam 알고리




그림 ４.9 오프라인 학습 구조 블럭도. 
 
총 학습은 5713번을 진행하였고 그림 ４.10(가)는 학습이 완료된 후 원 
파형과 인공신경망의 출력을 비교한 그래프이다. (나)는 초반 500번 학습
에 대해서 학습이 진행됨에 따라서 손실 값의 합이 줄어드는 과정을 나
타낸 그래프이다. 오프라인 학습의 결과 변수는 부록 A.2에 첨부되어 있
다. 
 
   (가)                           (나) 
그림 ４.10 오프라인 학습 결과 파형. 
 
 다음 단계는 온라인 학습이다. 온라인 학습에서의 인공신경망의 초기 
변수 값은 오프라인 학습을 통해서 선정된 값을 사용하였으며 학습 구조
는 그림 ４.11와 같다. 성능 척도는 오프라인 학습 시 사용하였던 전압 
오차 외에도 상 전류 THD 성능 향상을 위해서 전류 오차를 함께 반영하
여 식 (４.3 )과 같이 선정하였다. 𝑎0, 𝑎1은 정규화하기위한 상수로서 각 
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항의 정격 값의 역수를 사용하였다. 
  
 





















 (４.3 ) 
 
각 상 정보를 통해서 생성된 손실 값은 다음 time step에서 사용될 각 




제５장 실험 결과 
 
본 장에서 제４장에서 언급한 제안하는 딥 러닝을 이용한 인버터 비선
형성 보상 방법을 기존 방법과의 비교를 통하여 성능을 검토한다. 5.1절
에서는 보상 알고리즘이 적용될 실험 세트의 구성에 대해서 설명하고 
5.2절에서는 정상상태(동기 좌표계 전류 크기, 부하각, 전류제어기 대역
폭)와 과도상태의 다양한 실험 조건에서 보상 성능을 검증한다. 성능의 
지표는 1) 기준 모델의 전압과 상 전압 지령과의 오차, 2) 동기 좌표계 d
축 전류 지령과 d축 전류 사이의 오차, 3) q축 전류 지령과 q축 전류 사
이의 오차 세 가지의 RMS 값과 Peak to Peak값을 비교하였다. 
 
5.1  실험 세트 구성 
본 실험의 실험 장치는 알고리즘이 적용될 대상 전동기와 대상 전동기
의 다양한 조건을 모의하기 위한 부하전동기의 축을 연결하여 각을 공유
하는 형태로 구성하였다. 전체 시스템은 그림 ５.1과 같이 전동기와 전동
기 구동회로의 쌍으로 이루어져 있다. 대상 전동기와 부하 전동기는 LS 
메카피온 사의 APM-SC10ADK 모델(1kW)로 동일한 표면 부착형 동기 전
동기(Surface Permanent Magnetic Synchronous Machine, SPMSM)가 적용되었
으며 전동기의 제정수 및 정격 조건은 표 A.1에 기술되어있다. 전동기 
구동 회로는 3상 IGBT 모듈 인버터(Mitsubishi Electric 사의 PS21A79 50A 
정격)를 사용하였으며 대상전동기와 부하전동기는 동일한 구동 회로를 
통해서 구동하였다. 직류단 전원은 220V AC 계통 전원을 정류한 전압
(310V)을 사용하였으며 대상 전동기 직류단 전압 캐패시터와 부하 전동
기 직류단 전압 캐패시터는 서로 병렬로 연결되어 전압을 공유하고 있다. 
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제어 알고리즘이 탑재된 DSP는 TI사의 TMS320C28346이 사용되었으며 
대상전동기의 DSP에 보상 알고리즘을 포함한 전류 제어 알고리즘이 탑
재되었으며 부하전동기에 속도제어, 전류제어 알고리즘이 탑재되었다.  
  
 
그림 ５.1 부하전동기와 대상 전동기 M-G세트와 구동회로. 
 
5.2  보상 성능 검증 
보상 알고리즘의 목적은 비선형성의 상쇄이기 때문에 플랜트의 선형화
가 목표이다. 플랜트의 선형화된 모델은 학습 시 이용한 선형화 모델인 
식 (５.1 )을 사용하였기 때문에 실제 상 전압의 식 (５.1 )을 통해서 계산
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된 상 전압과의 오차와 오차에 의해서 발생하는 전류 왜곡을 성능 척도
로 삼는다.  
  ?̃?abcs = ?̃?𝑠Iabcs + ?̃?𝑠
dIabcs
dt
+ ?̃?  (５.1 ) 
 
보상 전압은 그림 ５.2와 같은 구조로 폴 전압 지령을 수정하는 형태로 
사용되며 기본 PI제어기, 사다리꼴 보상, 아크 탄젠트 보상 총 세가지 알
고리즘을 제안하는 알고리즘과 비교하였다.  
 
 
그림 ５.2 성능비교를 위한 보상 알고리즘이 포함된 제어 블럭도. 
 
운전 조건은 전압 왜곡이 두드러지는 저속(0.2p.u.) 저 전류(0.01p.u) 조
건 하에서 비교하였고 부하각과 전류제어기 대역폭을 변화시키며 학습시
키지 않은 조건에 대해서 보상 성능을 확인함을 통해 학습의 일반화를 
검증하였다.  
 
5.2.1 정상 상태 보상 성능 확인 
운전조건을 변화시키기 이전에 오프라인 학습에 사용된 운전 조건 중 
하나인 식 (５.2 )의 운전조건에서의 제안하는 알고리즘의 플랜트 선형화 
성능을 다른 오프라인 기반 보상 기법인 사다리꼴, 아크탄젠트 기반의 
보상 방법과 전류 THD를 통해서 비교하였다.  
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ωr/min = −500r/min, 𝐼𝑑𝑠𝑟
∗ = 1A , Iqsr
∗ = 0A (５.2 ) 
 
그림 ５.4는 각각의 보상 방법에 대한 실험 결과 파형이며 그림 ５.3은 
각 보상방법 별 전류 파형에 대한 THD 분석 결과이다. 인공신경망을 사
용한 경우 추정 상 전압과 상 전압 지령이 가장 유사하며 THD값이 가장 
낮게 나와 상 전류가 가장 사인 함수에 가까운 것을 확인할 수 있다.  
 





(가) 비 보상  
 
(나) 사다리꼴 보상 
 
(다) 아크탄젠트 보상 
 
(라) 딥러닝 보상 
그림 ５.4 보상방법별 모델 상 전압, 상 전류 비교 실험파형.  
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첫 번째 성능을 확인할 조건은 동기 좌표계 q축 전류 크기에 따른 보상 
성능이다. 표면 부착형 동기전동기의 경우 q축 전류는 토크와 비례하는 
성분이기 때문에 q축 전류 성능은 토크 제어 성능과 밀접한 관련이 있
다. 동기 좌표계에서는 변하지 않는 고정된 상수 지령이지만 정지 좌표
계에서는 AC 형태로 인가되기 때문에 본 실험은 해당 영역에서 변화하
는 외란 값을 보상하는 성능을 확인할 수 있는 실험이다. 총 세가지 전
류2A(0.04p. u), 1A(0.02p. u), 0.5A(0.01p. u)전류에 대해서 실험을 진행하였
다. 동기 좌표계 지령을 특정값으로 지정하였을 때 확인할 수 있는 보상 
영역은 절대값이 해당 지령 값보다 작은 전류에 대하여 모두 해당된다. 
그림 ５.5는 각 실험 조건이 전압 왜곡 양에서 어떤 위치에 해당하는지
를 나타낸 그래프이다. 
 




첫 번째 비교 실험은 q축 동기 좌표계 지령 2A(0.04p.u)에서 진행된 실
험이다. 2A보다 큰 전류에 대해서는 데드존에서 다이오드를 막는 역전압 
캐패시터의 전하가 순식간에 빠져나가 보상해야 하는 값이 변하지 않는 
상수 값이기 때문에 PI제어기가 보상할 수 있다. 따라서 실험에서 사용
된 영역 중 가장 넓은 영역을 2A(0.04 p.u)로 선정하여 이보다 큰 영역을 
대표하는 경우로 삼았다. 보상을 하지 않은 경우 2.3.2절에서 언급한 바
와 같이 6고조파 리플이 발생한다. 이에 비하여 사다리꼴, 아크탄젠트, 
딥 러닝 보상방식은 6고조파 리플을 억제함을 확인할 수 있다. 이에 따
라서 스위치 기생 캐패시터 모델을 고려한 보상 방법인 사다리꼴과 아크 
탄젠트 보상 방안이 적절히 세팅 되었음을 확인할 수 있다. 
하지만 이와 같이 피팅된 보상 값을 이용하여 더 작은 동기 좌표계 전
류(1A, 0.5A)를 제어하고자 할 때 문제가 발생하는 것을 그림 ５.11를 통
해서 확인할 수 있다. 더 작은 동기 좌표계 전류의 의미는 상 전류를 영 
전류 근처에서만 변화하게 만들어 해당 보상 기법이 영 전류 근처에서도 
정상적으로 동작하는지 확인하기 위함이다. 이 경우에 전류 크기가 점점 
작아질수록 사다리꼴 보상 기법과 아크탄젠트 보상 기법의 리플이 발생
하고 그림 ５.11에서는 보상을 하지 않은 경우보다도 더 큰 리플을 발생
시키게 된다. 이에 반해 제안하는 딥러닝 보상 기법은 1A(0.01p.u)에서도 
같은 수준으로 제어하고 있음을 확인할 수 있다. 




그림 ５.6 q축 2A(0.04p.u)제어 실험 시 확인되는 보상 영역. 
 
(가) 비 보상                      (나) 사다리꼴 보상    
 
(다) 아크 탄젠트 보상                  (라) 딥러닝 보상 





그림 ５.8 q축 1A(0.02p.u)제어 실험 시 확인되는 보상 영역. 
 
(가) 보상 없음                     (나) 사다리꼴 보상    
 
(다) 아크 탄젠트 보상                  (라) 딥러닝 보상 





그림 ５.10 q축 0.5A(0.01p.u)제어 실험 시 확인되는 보상 영역. 
 
(가) 보상 없음                     (나) 사다리꼴 보상    
 
(다) 아크 탄젠트 보상                  (라) 딥러닝 보상 




두 번째 성능을 확인할 조건은 부하 각에 따른 실험 결과이다. 앞선 실
험 결과에서 살펴봤듯이 데드 타임에 의한 전압왜곡을 보상하기 위해서
는 전류의 예측이 필요하다. 하지만 전류의 예측을 하기 위해서는 해당 
부하 전류 조건에서 역기전력 정보가 필요하다. 따라서 보상 값을 결정
하는 함수는 단순히 전류의 함수가 아닌 역기전력의 함수로 설정이 되어
야 한다. 역기전력을 잘 반영하여 보상하였는지에 관한 실험 결과는 동
기 좌표계 전류 지령을 다르게 주어 부하 각을 변동시켜가며 각 상 전류 
상태에서 발생하는 각 상의 역기전력을 다르게 만들어 냄으로써 확인할 
수 있다. 본 실험에서는 그림 ５.12와 같이 360도의 부하 각을 총 45도
씩 8개로 쪼개어 실험을 진행하였다. 실험 조건은 예측 전류를 반영하지 
않아 생기는 왜곡이 발생하기 이전인 I𝑚𝑎𝑔
∗ = 1A(0.02p. u), ω𝑟𝑚 = 500𝑟𝑝𝑚
로 진행하였다.  
 
그림 ５.12 정상상태 부하각에 따른 전류제어 성능 위한 영역 구분. 
본 실험의 결과는 그림 ５.13~그림 ５.18을 통해서 확인할 수 있는데 
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모든 부하조건에서 비교하고자 하는 보상 기법에 비하여 rms 오차가 줄
어들은 것을 확인할 수 있다.  
 
그림 ５.13 상전압 오차 RMS 결과 그래프. 
 




그림 ５.15 D축 전류 오차 RMS 결과 그래프. 
 





그림 ５.17 Q축 전류 오차 RMS 결과 그래프. 
 




세 번째 확인할 정상상태 실험조건은 동기 좌표계 제어기 대역폭에 따
른 보상 성능 결과이다. 대역폭이 유사한 제어기가 같은 변수를 제어하
고 있는 경우에 간섭이 일어나서 공진을 일으키듯이 전류를 기반으로 하
는 전압 전향 보상 알고리즘은 전류 제어기와 같이 사용될 경우 간섭을 
일으켜 제어에 방해를 할 수 있다. 따라서 전류 제어기 대역폭에 따라서 
보상 알고리즘이 제어에 끼치는 영향을 보는 것은 중요하다.  
성능 척도는 부하 각에 따른 성능 비교 실험과 동일하게 전압 오차, d
축 전류 오차, q축 전류 오차 세 가지 요소에 대해서 RMS 값과 Peak to 
Peak값에 대해서 비교하였다. 이 경우 대역폭이 낮은 상황 속에서 인공
신경망 제어기가 기존 보상방법에 비하여 상 전압 오차에서 안 좋은 성
능을 보여준다. 이는 전류 제어기 대역폭이 높은 상황 속에서는 PI제어
기 출력이 실제 상 전압을 대표할 수 있어 기준 모델과 현재 얼만큼 어
긋나 있는지를 확인하여 적절한 손실 값을 삼을 수 있지만 대역폭이 낮
은 상황 속에서는 PI제어기 출력이 느리게 동작하여 실제 상 전압 대비 
시 지연을 지니게 되어 선형 모델을 피팅하기에 적절한 지표가 아니기 
때문이다. 이 경우에는 전류 오차를 통해서 보상 성능을 확인할 수 있는
데 D축, Q축 모든 경우에서 비교하고자 하는 오프라인 기반 보상 방법에 





) 상 전압 오차 RMS, 
 
(나) 상 전압 오차 Peak to Peak. 






(가) D축 전류 오차 RMS,
 
(나) D축 전류 오차 Peak to Peak. 
그림 ５.20 전류제어기 대역폭 별 각 보상 알고리즘의 동기 좌표계 d축 





Q축 전류 오차 RMS 
 
(나) Q축 전류 오차 Peak to Peak. 
그림 ５.21 전류제어기 대역폭 별 각 보상 알고리즘의 동기 좌표계 Q축 




5.2.2 과도 상태 보상 성능 확인 
본 절에서 확인할 성능은 과도상태에서의 보상 성능이다. PI제어기를 통
하여 과도상태를 제어하는 시스템에서 전압 지령은 현재 동기 좌표계 전
류 오차 및 누적된 오차에 의해서 생성된다. 하지만 실시간으로 변하는 
전압 외란이 형성될 경우 PI제어기는 외란에 의한 오차까지 추가적으로 
보상해야 하기 때문에 수렴성능에 제한이 생길 수 있다. 본 절에서는 과
도상태 반응성을 살펴보기 위하여 그림 ５.22와 같이 전체 전기각을 세 
구간으로 나누었다. 이는 데드타임이 발생하는 A,B,C세 상이 대칭이기 때
문에 그 중 한 영역만 살펴보기 위함이며 한 영역 내에서는 4가지 운전
점를 나누어 45°, 15°,−15°, −45° 각 운전점에서 반응성을 확인하는 실험
을 진행하였다. 실험 결과는 그림 ５.24~그림 ５.30과 같다. 
 
그림 ５.22 과도상태 보상실험을 위한 전기각 영역 구분. 
다른 보상방안에서는 각도에 따라서 지령값에 도달하는 시간이 달라지





그림 ５.23 45도 전기각 위치 
 
(가) 보상 없음                     (나) 사다리꼴 보상    
 
(다) 아크 탄젠트 보상                  (라) 딥러닝 보상 




그림 ５.25 15도 전기각 위치 
 
(가) 보상 없음                     (나) 사다리꼴 보상    
 
(다) 아크 탄젠트 보상                  (라) 딥러닝 보상 




그림 ５.27 -15도 전기각 위치  
 
(가) 보상 없음              (나) 사다리꼴 보상    
 
(다) 아크 탄젠트 보상                  (라) 딥러닝 보상 




그림 ５.29 -45도 전기각 위치 
 
 
(가) 보상 없음                     (나) 사다리꼴 보상    
 
(다) 아크 탄젠트 보상                  (라) 딥러닝 보상 





두 번째 과도상태 보상 실험은 보상 방안에 따라 한계 전류제어 대역
폭을 확인하는 실험이다. 전류제어 대역폭의 한계는 리플의 크기에 따라
서 결정되기 때문에 높은 제어기 대역폭에서 낮은 리플을 발생시키는 것
은 중요하다. 그림 ５.31은 20kHz 샘플링 조건하에 전류제어기 대역폭 
3kHz에서의 실험결과이다. 파형을 통해 살펴보면 제안하는 보상방안은 
3kHz에서 구동이 가능하지만 다른 보상방안은 전류파형의 왜곡이 심하
여 3kHz에서 구동하지 못하는 것을 확인할 수 있다.  
 
 
(가) 보상 없음                     (나) 사다리꼴 보상    
 
(다) 아크 탄젠트 보상                  (라) 딥러닝 보상 







제６장 결론 및 향후 연구 
 
본 연구는 인버터 비 선형성에 의해서 생기는 전압 왜곡을 보상하는 
기존 방법에서 고려하지 못한 비선형적으로 증가하는 전류를 예측하기 
위해서 딥러닝을 적용하였다. 
3상 AC전동기를 구동하기 위해서 널리 쓰이고 있는 2레벨 전압형 인버
터의 경우 윗 상과 아랫 상을 상보적으로 동작시키며 폴 전압을 전동기
에 인가하는 방식으로 전력을 공급한다. 하지만 전압형 인버터의 특성상 
단락 사고에 취약하며 이를 방지하기 위해서 각 상의 스위치 조합이 변
화하는 사이에 어느 스위치도 켜져 있지 않은 데드존이 형성되어야 한다. 
하지만 이 데드존 때문에 Duty가 달라지게 되어 폴 전압이 왜곡되게 되
는데 왜곡 되는 전압을 정확하게 알아야 해당 Duty 왜곡을 상쇄하는 수
정된 전압 지령을 낼 수 있기에 이에 대한 분석이 많이 행해져 왔고 보
상 성능을 통하여 보여져 왔다. 기존 연구에서는 보상 전압을 전류가 흐
르는 소자에 따라 전류의 방향에 따라서 부호를 결정하였고 스위치에 병
렬로 연결된 기생 캐패시터에 의해서 전류 크기에 대한 함수로 값을 결
정하였다. 하지만 이 전류는 데드존에서의 전류인데 이를 직접 측정하는 
것은 기존의 PWM시스템에서 어렵기 때문에 샘플링 시점에서 이를 예측
하거나 온라인으로 해당 값을 알아내는 연구가 행해져 왔다. 하지만 예
측하는 방식은 선형 시스템을 이용했다는 한계를 지니고 있으며 온라인
으로 알아내는 연구는 정상상태에서만 적용 가능하다는 한계를 지니고 
있다.  
본 논문에서는 이를 해결하기 위해 비선형 시스템을 모의할 수 있는 
인공신경망을 이용하여 샘플링 시점으로부터 비선형적으로 증가하는 전
류와 전류에 따른 비선형적인 전압 보상 값의 함수가 결합된 합수를 모
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의하는 방법을 제안하였다. 인공신경망은 비선형적인 특성을 모의가 가
능하다는 장점 덕분에 다양한 비선형성이 존재하는 어플리케이션에 많이 
사용되었다. 하지만 통상적인 인공신경망 연구에서는 학습 도중 시스템
이 발산할 수 있다는 문제점과 국소 최소점에 머무를 수 있다는 단점에 
의해 제어 시스템에 적용하기 위한 방법이 필요하다. 본 논문에서는 학
습의 단계를 오프라인과 온라인으로 나누는 방식을 제안하였다. 오프라
인 학습을 통해서 한 스텝 학습 시간에 영향 받지 않는 전역 최소값을 
찾는 알고리즘을 적용하였고 온라인 학습을 통해 세부 구동 상황에 따라 
변하는 값에 대해 국소 최소점을 찾는 알고리즘을 이용하여 이를 최적화
하였다. 온라인 학습을 하는 경우에 입력 변수로 선정되지 않은 변수의 
변동을 변수가 대응해야 할 경우 변수 변동이 커져 시스템이 불안정해질 
수 있는 문제점을 막기 위해서 입력 변수에 플랜트의 전압 왜곡 예측값
과 관련된 입력인 상전류, 상 전압 지령, 역기전력으로 전압 보상 값에 
영향을 주는 변수들로 삼았다. 제안된 알고리즘을 통해 저 전류(0.01p.u.)
영역에서 성공적으로 인버터 비선형성을 보상하였고 동기 좌표계 전류 
크기, 부하 각, 전류 제어기 대역폭의 변화에 따른 정상상태 운전과 저 
전류 스텝 입력 실험을 통한 과도상태 운전을 기존 정상상태 테이블을 
피팅하는 방법들과 비교하여 성능을 검증하였다.   
본 연구의 향후 연구는 다음과 같다.  
1) 본 연구는 활성화 함수를 통하여 가변하는 인공신경망 시스템을 
이용하여 비선형성을 상쇄하였다. 하지만 가변하는 시스템의 특성
상 기존의 선형 시스템을 대상으로 하는 안정도 분석 기법이 성립
하지 않는다. 따라서 소신호 분석 방법을 통해 가변하는 시점에서
의 안정도는 판별하지 못하더라도 변화된 매 시스템 내에서 안정
성을 판별하는 기법을 이용하여 최소한의 안정도 판별이 요구된다.  
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2) 본 연구에서 학습을 하기 위한 성능 척도는 매 샘플링 시점에서의 
상 전압 오차와 상 전류 오차를 이용하였다. 하지만 본 논문의 대
상 범위인 0.01p.u 보다 작은 전류 특히 영 전류 제어를 하는 상황 
속에서 전류 센서 노이즈에 의한 신호 왜곡이 학습에 반영되기 때
문에 주어진 입력 변수의 상태가 같다고 하더라도 다른 전압 오차
를 만들어 내기 때문에 이를 적절히 분류해내지 못한다면 외란의 
모델을 왜곡할 수 있다. 오프라인으로 학습을 진행하기 때문에 학
습을 위하여 추출된 신호에 대하여 전 처리를 할 시간이 충분히 
주어지므로 화이트 노이즈를 억제하는 여러 신호처리 알고리즘을 
적용할 경우 좀 더 낮은 전류 범위까지 적용 가능하도록 알고리즘
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부    록 
 
A.1 실험에 사용된 전동기 제정수 
표 1 1kW 표면부착형 전동기 제정수 
항목 표시 값 
정격 용량 P 1kW 
극 수 Pole 4극 
직류단 전압 Vdc 310V 
정격 전류 Irating 5A 
정격 속도 ωr 3000r/min 
상 저항 Rs 0.5Ω 
상 인덕턴스 Ls 3mH 
역기전력 상수 λf 0.085Wb 
  
A.2 실험에 사용된 인버터 제정수 
표 2 IGBT 인버터(PS21A79) 
항목 표시 값 
직류단 전압 Vdc 310V 
정격 전류 Irating 50A 
정격 스위치 주파수 Tsw 20kHz 







3 phase 2 level voltage source inverter has been widely used to drive AC 
machines. However, due to the characteristics of the voltage source inverter, 
there is a disadvantage that if two switches in a certain leg are turned on at the 
same time, it leads to a short circuit fault. To overcome this shortcoming, a dead 
zone is inserted while the switching state changes.  
This dead zone makes a voltage duty change, which causes a pole voltage 
different from the command pole voltage to be applied. This effect causes a 
deteriorating the performance of the commonly used linear controllers. From 
the controller’s point of view, changed voltage can be interpreted as a 
disturbance, which reduces the control bandwidth or generates a 6 order 
harmonic ripple over the fundamental frequency.  
In order to solve the effect of the existing dead zone, existing methods use 
steady state pole voltage error data by phase current which is preliminary 
measured through current control on the standstill AC machine. These methods 
are effective when the magnitude of the current is large enough, however it has 
a detrimental effect on the low level current control. This is because the current 
at the sampling instant cannot represent the average current in the dead zone 
interval. Therefore, it is necessary to predict the dead zone current with 
information at the sampling instant. In the previous research, the linear model 
was used to predict the current, but the current waveform varies in the form of 
exponential function, so that it cannot be predicted with the linear model. 
Therefore, in this paper, a method, Deep Learning, to approximate the 
nonlinear voltage to compensate the inverter nonlinear disturbance is 
proposed. Deep Learning is a field which applies parameter optimization 
algorithm to an artificial neural network. An artificial neural network is a 
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system that interpolates various systems including nonlinear activation 
functions according to the size of input variable states. Therefore, if the number 
of neuron is not limited, theoretically any time-invariant nonlinear function can 
be approximated. In the past, due to the influence of nonlinear functions, it was 
impossible to design parameters by intuition or frequency analysis, and 
therefore implementing it into the various control area is not easy. However, 
developing of processor computing power and developing the various 
optimization algorithms make it easy to adjust. 
In this research, the nonlinearity of the inverter at low speed (0.2p.u) and low 
current (0.01p.u), which has limitations of complete compensation with 
conventional methods, was approximated with the neural network, and the 
performance was verified with 1kW SPMSM. 
 
