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Resumo 
 
Indicadores-chave de desempenho (KPIs) exercem um papel de extrema importância 
na indústria de processos, auxiliando na tomada de decisão. No entanto, para serem 
representativos precisam ser calculados de forma confiável. O presente trabalho propôs 
uma metodologia para o cálculo destes KPIs com base em técnicas de detecção do estado 
estacionário, remoção de ruído, propagação de erros e análise de sensibilidade. Estes KPIs 
foram apresentados, de acordo com o que consta na literatura, em uma nova ferramenta 
gráfica de acompanhamento proposta pelos autores, denominada StatSSCandlePlot. O 
StatSSCandlePlot apresenta os KPIs no padrão candlestick, que é bastante utilizado no 
mercado de ações, incluindo informações adicionais. O grande diferencial do 
StatSSCandlePlot é que os indicadores e suas respectivas propriedades exibidas são 
calculadas a partir de técnicas que englobam o tratamento de dados e análises 
estatísticas. A metodologia proposta foi aplicada em um estudo de caso de um chuveiro 
contendo dois princípios de aquecimento, gás e energia elétrica. Para este estudo, foi 
criado o Índice de Qualidade do Banho (IQB), que é um indicador dependente da 
temperatura e da vazão de saída, cujos dados foram avaliados em três cenários distintos, 
o primeiro quando o sistema é submetido a distúrbios na vazão, no segundo ocorre uma 
queda na temperatura da água fria e no último, o IQB foi avaliado quando o sistema foi 
submetido a distúrbios na vazão sob uma nova estratégia de controle da planta. A partir 
do StatSSCandlePlot, foi possível identificar as tendências do indicador nos diferentes 
cenários, a parcela de cada janela no estado estacionário, os valores a serem 
considerados do indicador e, de forma complementar, identificar a variável que mais 
influenciou na variação do indicador, através da análise de sensibilidade.  
 
 
Palavras-chave: Indicadores-Chave de Desempenho, detecção do estado estacionário, 
remoção de ruído, propagação de erros, gráfico candlestick, avaliação de processos.  
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Abstract 
 
Key performance indicators (KPIs) play an extremely important role in the process 
industry, aiding in decision-making. However, to be representative they need to be 
calculated reliably. The present work proposed a methodology for the calculation of these 
KPIs based on steady state detection, noise removal, error propagation and sensitivity 
analysis techniques. These KPIs were presented, as far as it is known, in a new graphical 
KPIs monitoring tool proposed by the authors, called StatSSCandlePlot. StatSSCandlePlot 
introduces KPIs in the candlestick standard, which is widely used in the stock market, 
including additional information. The major difference of StatSSCandlePlot is that the 
indicators and their respective displayed properties are calculated from techniques that 
encompass data processing and statistical analysis. The proposed methodology was 
applied in a case study of a shower containing two principles of heating, gas and electric 
energy. For this study the Bath Quality Index (BQI) was created, which is a temperature 
and output flow dependent indicator, whose data were evaluated in three different 
scenarios, the first one when the system was submitted to flow disturbances, in the 
second one, a decrease in the temperature of the cold water and in the last one, the IQB 
was evaluated when the system was submitted to disturbances in the flow under a new 
strategy of control of the plant. From the StatSSCandlePlot, it was possible to identify the 
trends of the indicator in the different scenarios, the portion of each window in the 
steady state, the values to be considered in the indicator and, in a complementary way, to 
identify the variable that most influenced the variation of the indicator, through the 
sensitivity analysis.  
 
Keywords: Key Performance Indicators, steady state detection, noise removal, error 
propagation, candlestick chart, processes assessment. 
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“No meio da dificuldade encontra-se a oportunidade”. 
(Albert Einstein) 
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NOTAÇÃO E SIMBOLOGIA 
 
Nomenclatura  
𝐵  produção no fundo da coluna de destilação 
𝑐  coeficiente de similaridade 
𝐶𝑊𝑇   transformada contínua de Wavelet 
𝐷  produção no topo da coluna de destilação 
𝑑𝑎𝑑𝑜𝑠  DataFrame de entrada da função ssdet 
𝐷𝑊𝑇  transformada discreta de Wavelet 
𝐸𝐷𝐶  capacidade equivalente de destilação 
𝐸𝐸  estado estacionário 
𝐹𝑑  distúrbio na vazão 
𝐹𝑓  vazão da corrente fria 
𝐹𝐼  medidor de vazão 
𝐹𝑞  vazão da corrente quente 
𝐹𝑠  vazão da corrente de saída 
𝐼𝑑𝑖𝑓,𝑖  índice de estacionariedade 
𝐼𝑒𝑒  estacionariedade limiar de projeto 
𝐼𝑄𝐵  índice de qualidade do banho 
𝐾  transformada de Fourier de uma função de suavização 
𝐾𝑃𝐼  indicador-chave de desempenho 
𝐾𝑃𝐼𝑒𝑠𝑡𝑗  KPI do estacionário 𝑗 
𝐾𝑃𝐼𝑗𝑎𝑛𝑖   KPI da janela 𝑖 
𝐿𝐼  medidor de nível do tanque 
𝑁  nível de decomposição de Wavelet 
𝑁𝐴  nº de amostras geradas 
𝑁𝐶   termo de correção da normalidade 
𝑛𝑣𝑎𝑟   nº de variáveis de entrada do indicador 
𝑃  potência do chuveiro 
𝑝𝑒𝑠𝑡𝑗  peso do estacionário 𝑗 
𝑃𝑅  indicador de taxa de produção 
𝑆𝑖  índice de sensibilidade de 1ª ordem 
𝑆𝑖𝑗  índice de sensibilidade de 2ª ordem 
𝑆𝑇𝑖  índice de sensibilidade de ordem total 
𝑡  tempo 
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t𝑒𝑠𝑡𝑗  período de tempo do estacionário 𝑗 
𝑇𝑑  distúrbio na temperatura 
𝑇𝑓  temperatura da corrente fria (caixa d’água) 
𝑇𝐼  medidor de temperatura 
𝑇𝑖𝑛𝑓  temperatura do ambiente 
𝑇𝑞  temperatura da corrente quente 
𝑇4  temperatura da corrente de saída 
𝑈𝐸𝐶  indicador de consumo de energia 
𝑈𝐸𝐷𝐶  capacidade de destilação equivalente utilizada 
𝑢𝑖   vetor aleatório para a variável 𝑖 
𝑣  vetor aleatório comum às variáveis 
Var(y)  variância de 𝑦 
𝑤  tamanho da janela na função ssdet 
𝑊á𝑔𝑢𝑎  quantidade de água de resfriamento no condensador 
𝑤𝑎𝑣𝑓𝑢𝑛𝑐  função de Wavelet da função ssdet 
𝑊𝑣𝑎𝑝𝑜𝑟  quantidade de vapor de aquecimento no refervedor 
𝑥𝑒𝑠𝑡  critério para a detecção do estado estacionário 
?̅?𝑖   média de 𝑥𝑖  
𝑥?̇̂?  primeira derivada suavizada 
𝑥?̈̂? segunda derivada suavizada 
𝑥𝑓  posição da válvula na corrente fria 
𝑥𝑞  posição da válvula na corrente quente 
𝑥𝑆  posição da válvula na corrente de saída 
𝑦(?̅?)𝑑𝑤𝑡  transformada discreta de Wavelet de 𝑦(𝑥) 
Letras gregas  
𝜇1,𝑖  primeiro momento central de 𝑥𝑖  
𝜎𝑒𝑠𝑡𝑗  desvio-padrão do estacionário 𝑗 
𝜎𝑗𝑎𝑛𝑖   desvio-padrão da janela 𝑖 
𝜎𝑥𝑖
2   variância de 𝑥𝑖  
𝜎𝑥𝑖𝑥𝑗
2   covariância entre 𝑥𝑖  e 𝑥𝑗 
𝜎𝑦
2  variância de 𝑦 
𝜓(𝑡)  função de Wavelet 
 
 
 
 Introdução 
Os processos industriais são avaliados por meio de indicadores de caráter estratégico 
calculados a partir de variáveis de processo. A estes indicadores dá-se o nome de 
indicadores-chave de desempenho (KPIs, do inglês Key Performance Indicators). No 
entanto, estas variáveis estão sujeitas a diversas fontes de variação, sendo elas 
resultantes de mudanças nas propriedades de um produto, falhas em equipamentos, 
erros de medição e ruído. O aumento da incidência destas variações interfere no valor 
final do indicador, tornando-o menos representativo, podendo levar a interpretações 
incorretas acerca do processo e decisões errôneas. 
Em se tratando da determinação destes indicadores, algumas questões são 
levantadas: como representar um indicador de um período em que os dados assumiram 
valores muito diferentes? Diante de dados dinâmicos, como calcular um indicador 
estático? Qual a variável que mais está influenciando na variação do indicador?  
Tomando-se como exemplo a eficiência de uma caldeira, que pode ser determinada 
pela razão entre a energia que sai e a energia que entra. Este indicador depende de 
parâmetros como a vazão de água que alimenta a caldeira, do dessuperaquecedor e de 
correntes secundárias; pressão e temperatura de todas as correntes que entram e saem 
da caldeira, vazão de combustível e poder calorífico do combustível, de acordo com a 
ASME (2008). Cada parâmetro está associado a uma incerteza e assume valores 
diferentes no decorrer do processo, que são refletidos na incerteza e no valor final da 
eficiência da caldeira. Adicionalmente, cada parâmetro possui uma magnitude diferente 
de influência na eficiência. 
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Diante desta problemática, o presente trabalho buscou responder estas questões 
partindo de conceitos bem estabelecidos na literatura, para o propósito específico de 
determinação e acompanhamento de KPIs. 
1.1 Objetivos do trabalho 
O objetivo principal deste trabalho foi desenvolver uma metodologia para o cálculo e 
o acompanhamento de KPIs operacionais envolvendo quatro etapas, a saber: 
1) Tratamento de dados: utilizando técnicas de remoção de ruído e detecção do 
estado estacionário, visto que diante de um KPI estático os dados de entrada 
devem estar no estado estacionário; 
2) Análises estatísticas: empregando métodos de propagação de erros, dado que os 
KPIs operacionais estão sujeitos à variabilidade dos dados; 
3) Visualização de dados: através de uma ferramenta gráfica proposta pelos autores 
denominada StatSSCandlePlot, visando uma apresentação apropriada dos dados 
para facilitar o desenvolvimento de análises. Diante do que foi pesquisado na 
literatura, esta é a primeira ferramenta de acompanhamento de KPIs aplicada à 
engenharia química; 
4) Diagnóstico: utilizando a análise de sensibilidade para identificar as variáveis que 
mais impactam na variação do KPI. 
1.2 Estrutura da dissertação 
Este trabalho está dividido em cinco capítulos. O capítulo 2 inclui uma revisão 
bibliográfica a respeito de técnicas para remoção de ruído e detecção do estado 
estacionário, métodos utilizados para a propagação de erros, análise de sensibilidade e 
apresenta algumas ferramentas gráficas de visualização de dados. O terceiro capítulo 
descreve a metodologia empregada para cálculo e acompanhamento de KPIs. O quarto 
capítulo apresenta um estudo de caso para a aplicação da metodologia e no capítulo 5 
estão as conclusões e sugestões para trabalhos futuros. 
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 Revisão Bibliográfica 
Este capítulo contém uma abordagem teórica dos principais assuntos necessários 
como base para o desenvolvimento deste trabalho. O capítulo está subdividido em 5 
seções que abordaram os indicadores-chave de desempenho, técnicas para o tratamento 
de dados, análises estatísticas e ferramentas gráficas de visualização de dados. 
2.1 Indicadores-chave de desempenho 
O gerenciamento de ativos em uma indústria é realizado através da medição do 
desempenho de seus processos. Esta medição é quantificada pela diferença entre os KPIs 
e os valores de referência pré-estabelecidos. Os KPIs servem de base para a tomada de 
decisões em relação à análise de qualidade de produto e serviço, investimentos, controle 
de processos e implantações de melhorias. No entanto, algumas dificuldades são 
encontradas na efetivação de um sistema de medição, a saber: disponibilidade, 
consistência e fidedignidade em obter as informações necessárias. A ausência dessas 
características pode gerar um sistema propenso a falhas e até inviável (Fischmann e 
Zilber, 1999; Müller, 2003; Weber e Thomas, 2005; Nader et al., 2012). 
Na literatura, existem inúmeros KPIs para diferentes finalidades em diversas áreas. Na 
área de qualidade, por exemplo, utiliza-se o número de reclamações, número de 
produtos defeituosos, custo da não-qualidade e perdas durante o processo, como 
apresentado por Torkko et al. (2013) para as indústrias farmacêutica e alimentícia. Com 
relação à manutenção, tem-se os KPIs de confiabilidade, como o tempo médio entre as 
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falhas, disponibilidade de equipamento e razão de manutenção preventiva, e os KPIs 
baseados em custos, como o custo de manutenção de emergência e o cumprimento do 
orçamento de manutenção, como discutidos por Assaf et al. (2015) para a indústria 
petroquímica. Montequín et al. (2013) apresentaram alguns KPIs da área financeira para 
fabricação de softwares, a saber: retorno de investimento, valor agregado, eficiência, 
percentual de custo de desenvolvimento e receita de vendas de clientes externos e 
internos. Adicionalmente, os autores também usam KPIs de recursos humanos, como 
rotatividade de pessoal, rotatividade de empresas terceirizadas e capital humano. 
Zhu et al. (2014) avaliaram dois KPIs de uma unidade de destilação, a saber: indicador 
de taxa de produção, 𝑃𝑅, e o indicador de consumo de energia, 𝑈𝐸𝐶, apresentados, 
respectivamente nas Equações 2.1 e 2.2. 
𝑃𝑅 =  
𝐷
𝐷+𝐵
                                                                (2.1) 
𝑈𝐸𝐶 =  
𝑊𝑣𝑎𝑝𝑜𝑟+𝑊á𝑔𝑢𝑎
𝐷+𝐵
                                                     (2.2) 
onde: 𝐷 e 𝐵 correspondem, respectivamente, à produção no topo e na base da coluna, 
𝑊𝑣𝑎𝑝𝑜𝑟 é a quantidade de vapor de aquecimento no refervedor e 𝑊á𝑔𝑢𝑎 é a quantidade 
de água de resfriamento utilizada no condensador. 
O indicador 𝑃𝑅 estabelece a relação entre a produção alvo e o que de fato foi 
produzido, portanto, quanto maior o seu valor, melhor o desempenho da coluna. É um 
KPI que avalia o nível de trabalho e a operação do equipamento. Já o 𝑈𝐸𝐶, é a razão 
entre a energia consumida e o que foi produzido, logo, quanto menor o seu valor, menor 
o impacto nos custos de produção (Zhu et al., 2014). 
Narvaes-Garcia et al. (2015) e Aurangzeb e Jana (2016) também avaliaram diferentes 
KPIs referentes a colunas de destilação. No primeiro trabalho são apresentados diversos 
indicadores relacionados com o rendimento, capacidade, eficiência, custo e lucro de uma 
coluna de destilação em batelada. Já no segundo, são propostos KPIs de eficiência 
térmica, economia de energia e desempenho econômico de uma coluna de parede 
dividida. 
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Ceric (2012) descreve alguns KPIs voltados para refinarias de petróleo baseados na 
empresa Solomon Associates, a qual faz o cálculo dos indicadores e estabelece um 
ranking mundial entre as refinarias que fazem parte do estudo, auxiliando na tomada de 
decisões internas como, por exemplo, investimento em novos equipamentos, 
manutenção e outras mudanças nos processos. Nesse trabalho, destaca-se um 
importante KPI para a refinaria, que é o Refinery EDC, que consiste na capacidade de 
destilação equivalente da refinaria. Este indicador considera todas as unidades instaladas 
e existentes na refinaria. Outro indicador é o Refinery UEDC, que considera apenas as 
unidades que são utilizadas.  
Visto que os KPIs têm um papel de grande importância para a avaliação de um 
determinado processo, os dados fornecidos para a sua determinação precisam ser 
consistentes para que o KPI seja representativo e as decisões tomadas sobre este valor 
calculado sejam as mais próximas do ótimo. Logo, antes de calcular os KPIs, os dados 
precisam ser pré-processados, ou seja, é necessário um tratamento prévio dos dados. 
2.2 Tratamento de dados 
Em indústrias de processos, as variáveis estão sujeitas a ruídos e erros inerentes aos 
processos e aos instrumentos de medição. Logo, é de grande importância realizar o 
tratamento dos dados obtidos para minimizar a interferência desses erros nos valores 
finais dos indicadores. Dentre os tratamentos de dados existentes, destacam-se a 
remoção de ruído e a detecção do estado estacionário. 
2.2.1 Remoção de ruído 
Industrialmente, os sinais existentes possuem ruídos e somente em condições ideais 
os mesmos poderiam ser negligenciados e sua remoção se tornar desnecessária. 
Infelizmente, os ruídos corrompem o sinal e necessitam ser removidos para que se possa 
prosseguir com a análise de dados e a extração de informações úteis (Justen e Ramlau, 
2009). Na literatura, consta uma vasta aplicação de diferentes técnicas de remoção de 
ruídos em diversas áreas como, por exemplo, na área médica com a finalidade de 
melhorar a qualidade dos dados de ultrassonografia e eletrocardiografia (Pratik et al.; Luo 
et al., 2006), área geofísica (To et al., 2009), automotiva (Lee e Kim, 2015), imagens (Nasri 
e Nezamabadi-Pour, 2009) e materiais (Staszewski, 2002) . 
6 Capítulo 2 – Revisão Bibliográfica 
 
Com relação aos métodos de remoção de ruído existentes, tem-se o método da fração 
máxima de ruído (MNF, do inglês Maximum Noise Fraction) (Sun et al., 2009), o método 
de Fourier (Justen e Ramlau, 2009; To et al., 2009) e o método de supressão de ruídos por 
Wavelets, também conhecido como “Wavelet Shrinkage Denoising”. Este último tem 
apresentado bons resultados, além da possibilidade de aliar a remoção de ruído à 
estimação de derivadas, por meio de transformadas de Wavelet (Taswell, 2001; Luo et al., 
2006; Nasri e Nezamabadi-Pour, 2009). 
O método MNF, desenvolvido originalmente para a remoção de ruído em imagens e 
estendido para séries temporais, assume que o sinal está combinado com uma fonte de 
ruído não correlacionada com o sinal verdadeiro. O método descreve o sinal como sendo 
composto pelo sinal puro e pelo ruído, separando-os em subspaços diferentes em termos 
de frações máximas de ruído, obtidas através da transformada de MNF. À medida que a 
fração de ruído diminui, a qualidade da imagem ou dos dados vai melhorando (Green et 
al., 1988; Anderle e Kirby, 2001; Sun et al., 2009). 
Entende-se por Wavelet uma função ondulatória de forma irregular e assimétrica 
capaz de decompor uma série de dados no domínio do tempo e da frequência, 
diferentemente da análise de Fourier, na qual se analisa o sinal decomposto apenas no 
domínio da frequência. Esta transformação de um sinal apenas para o domínio da 
frequência pode desprezar informações temporais da série, restringindo a análise de 
Fourier para séries com comportamentos estacionários, problemas lineares ou funções 
periódicas (Rocha, 2008). 
A transformada de Wavelet tem duas variantes: contínua (CWT, do inglês Continuous 
Wavelet Transform) e discreta (DWT, do inglês Discrete Wavelet Transform), ambas 
possuem propriedades de remoção de ruído e diferenciação, sendo aplicadas para a 
estimativa do cálculo de derivadas em diversas áreas (Luo et al., 2006; Rocha, 2008). De 
acordo com Luo et al. (2006), o método DWT tem a vantagem de apresentar maior 
eficiência computacional na remoção do ruído do sinal e estimativa das derivadas, 
quando utilizado o algoritmo à trous (Shensa, 1992; Wink e Roerdink, 2010). 
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O princípio de resolução do método DWT consiste na decomposição do sinal em 
componentes de baixa e alta frequência da série, de acordo com uma função base 
(família de Wavelet) e da quantidade de níveis de decomposição. O componente de alta 
escala ou baixa frequência da série é analisado em cada nível e, de acordo com um limiar, 
os coeficientes desta série que apresentam valores menores que um valor crítico são 
eliminados, sendo mantidos os mais representativos, oriundos em sua maioria do sinal e 
não do ruído. Após a decomposição, tem-se a reconstrução do sinal através da 
transformada inversa, gerando um sinal com uma menor quantidade de ruídos quando 
comparado ao original (Luo et al., 2006; Rocha, 2008). 
Na Equação 2.3, encontra-se a relação utilizada no método DWT para a estimação da 
derivada de uma função 𝑦(𝑥) (Luo et al., 2006).  
𝑑𝑦(𝑥)
𝑑𝑥
=
𝑦(?̅?)𝑑𝑤𝑡
𝐾∙23𝑁 2⁄
                                                           (2.3) 
onde: 𝑦(?̅?)𝑑𝑤𝑡 é a trasformada discreta de Wavelet de 𝑦(𝑥), que é calculada em relação a 
uma função de Wavelet; 𝑁 é o nível de decomposição de Wavelets e 𝐾 é um parâmetro 
não-nulo correspondente à transformada de Fourier de uma função de suavização. O 
fator 2𝑁 corresponde ao parâmetro de dilatação, para o qual um baixo valor resulta em 
uma elevada sensibilidade à ruídos e um alto valor resulta em um forte cancelamento de 
ruídos (Luo et al., 2006). 
Na Equação 2.3, diversas famílias de Wavelet podem ser empregadas, a saber: Haar, 
spline quadrática, Daubechies, dentre outras. A família Daubechies possui dez formas 
diferentes, sendo a primeira, conhecida como db1, a função de Haar. A função de Haar é 
a mais simples função de Wavelet e corresponde a uma função descontínua do tipo 
degrau, que analisa um sinal constante por partes (Lee e Yamamoto, 1994; Mallat, 1999; 
Campo et al., 2016). Na Equação 2.4, tem-se a transformada de Wavelet da função Haar. 
𝜓(𝑡) = {
−1
1
0
𝑠𝑒 0 ≤ 𝑡 < 1/2
𝑠𝑒 1/2 ≤ 𝑡 < 1
caso contrário
                                                  (2.4) 
A transformada de Wavelet da spline quadrática tem forma semelhante à função 
seno, com diferente amplitude, como pode ser visto na Figura 2.1 (Lee e Yamamoto, 
1994; Zhang et al., 2001). 
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Figura 2.1. Wavelet spline quadrática (adaptada de Mallat (1999). 
Em Misiti et al. (2016) podem ser encontradas mais informações acerca das famílias 
de Wavelet e do método DWT, bem como da sua programação no software MatLab®. 
2.2.2 Detecção do estado estacionário 
A etapa subsequente à remoção de ruído é a de detecção do estado estacionário, que 
é crítica para a avaliação do desempenho, controle e otimização de um processo, 
detecção de falhas e reconciliação de dados (Mejia et al., 2010a; 2010b; Korbel et al., 
2014). Jiang et al. (2003) ressaltam a importância da utilização de dados apenas quando o 
estado estacionário é atingido, principalmente na construção e aplicações de modelos, de 
forma a garantir resultados significantes e modelos menos propensos a falhas.  
O método proposto por Cao e Rhinehart (1995) (CAO) é um método consolidado na 
literatura em identificação do estado estacionário e consiste na comparação da razão das 
variâncias de ruído estimadas, 𝑅 , com uma razão crítica de projeto, 𝑅𝐶 , que está 
associada a um nível de significância. Se a média da variável do processo está variando, 
𝑅 > 𝑅𝐶, do contrário, se a média é constante, 𝑅 ≤ 𝑅𝐶 , o processo está no estado 
estacionário. O ajuste dos parâmetros, por não ser trivial, pode ser realizado com base 
nas tabelas e orientações reportadas em Cao e Rhinehart (1997) em função das 
propriedades do sinal (Mejia et al., 2010b; Korbel et al., 2014). 
Mejia et al.(2010) propuseram um novo método baseado na correlação local (LOC), 
comparando-o com o método CAO. Este novo método possui um índice baseado na 
relação sinal ruído obtido a partir da correlação local. O método proposto teve um 
desempenho maior do que o CAO, possuindo um número menor de parâmetros com um 
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ajuste mais fácil dos mesmos. Apesar do método CAO apresentar vantagem na velocidade 
de processamento e baixo esforço computacional, exige um ajuste não trivial dos 
parâmetros. 
Em outro trabalho, Mejia et al. (2010b), fizeram uma comparação entre os métodos 
CAO, LOC e um novo método proposto para a identificação do estado estacionário, 
baseado na estimativa de derivadas (DER). Após realizar simulações em diferentes 
cenários de ruídos e tipos de sinal, os autores concluíram que o método DER possui o 
melhor desempenho dentre os métodos em todos os cenários utilizando duas formas 
diferentes de ajuste dos parâmetros, além de se destacar pela simplicidade. 
O método DER baseia-se no conceito de variação nula ou aproximadamente nula das 
variáveis do processo. Esta proposta faz uma análise comparativa do índice de 
estacionariedade, denotado por 𝐼𝑑𝑖𝑓,𝑖 (Equação 2.5) com um valor de estacionariedade 
limiar de projeto, 𝐼𝑒𝑒 (Mejia et al., 2010b).  
𝐼𝑑𝑖𝑓,𝑖 =  1 − [
|𝑥?̇̂?|+10|𝑥?̈̂?|
𝑚á𝑥(|𝑥?̇̂?|+10|𝑥?̈̂?|)
]                                                  (2.5) 
A Equação 2.5 está baseada na estimativa das primeiras e segundas derivadas do sinal 
após a remoção de ruídos, denotadas por 𝑥?̇̂?  e 𝑥?̈̂? , respectivamente. A Equação 2.5 
normaliza a soma |𝑥?̇̂?| + 10|𝑥?̈̂?| e retorna o seu valor complementar. Após a determinação 
do 𝐼𝑑𝑖𝑓,𝑖, o seu valor é comparado com o 𝐼𝑒𝑒 e, para o caso em que 𝐼𝑑𝑖𝑓,𝑖 > 𝐼𝑒𝑒, o sistema 
está no estado estacionário, caso contrário, se 𝐼𝑑𝑖𝑓,𝑖 ≤ 𝐼𝑒𝑒, o sistema não se encontra no 
estado estacionário. Logo, quanto maior a rigorosidade, ou seja, quanto maior o 𝐼𝑒𝑒, uma 
menor porção será considerada como estacionária. A seguir, na Figura 2.2, tem-se um 
exemplo de aplicação do método DER utilizando um 𝐼𝑒𝑒 igual a 0,8. 
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Figura 2.2. Exemplo de aplicação do método DER (Iee = 0,8). 
Na Figura 2.2, observa-se que quando o 𝐼𝑑𝑖𝑓,𝑖, representado pela curva vermelha, está 
próximo da unidade e, portanto, maior do que o 𝐼𝑒𝑒 , o sistema está no estado 
estacionário, assumindo um valor igual a 1. Do contrário, observa-se que na região 
próxima ao tempo de 1000 segundos, o 𝐼𝑑𝑖𝑓,𝑖 fica abaixo de 0,8 e o estado igual a zero, 
considerado não estacionário. 
O método DER aliado ao método DWT torna-se uma ferramenta simples e eficiente 
para a detecção do estado estacionário, visto que este último integra a estimativa das 
derivadas com a remoção de ruídos do sinal, fornecendo os dados de entrada necessários 
para o método DER. 
2.3 Propagação de erros 
As variáveis de processo estão sujeitas a erros de medição e erros aleatórios, os quais 
nem sempre podem ser removidos em sua totalidade, portanto, torna-se essencial a 
rastreabilidade de suas ocorrências e a realização do estudo de propagação de erros. Este 
estudo, também conhecido como análise de tolerância, consiste em uma técnica para 
examinar o efeito das tolerâncias parciais, referentes às variáveis de entrada, na saída do 
sistema (Cox, 1979). Mais precisamente, de acordo com Xue et al.(2015), trata-se de um 
problema de estimação estatística da distribuição de saída a partir de variações devido 
aos erros aleatórios nos componentes de entrada. 
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Em virtude de sua elevada importância, o estudo de propagação de erros tem sido 
extensivamente aplicado em diferentes áreas como, por exemplo, reatores nucleares 
(Cox, 1979), montagens mecânicas (Chase e Parkinson, 1991; Glancy e Chase, 1999; Yan 
et al., 2015), análise de ciclo de vida (Heijungs e Lenzen, 2014), sistemas de informações 
geográficas (Xue et al., 2015) e explorações espaciais (Sun e Zhang, 2016). 
Existem diversos métodos para a propagação de erros em um sistema, a saber: 
análise por intervalos, metodologia da superfície de resposta (RSM, do inglês Response 
Surface Methodology), teste da sensibilidade de amplitude de Fourier (FAST, do inglês 
Fourier Amplitude Sensitivity Test), sendo mais comumente utilizados os métodos de 
Monte Carlo (MC) e expansões de séries de Taylor (Helton e Davis, 2003; Xue et al., 2015; 
Sun e Zhang, 2016). 
Através da análise por intervalos é possível utilizar intervalos de entrada ao invés de 
valores nominais e submetê-los às operações matemáticas para encontrar o intervalo 
referente à saída. É um método utilizado principalmente para erros de arredondamento e 
de medição. No entanto, é limitado às quatro operações básicas e às vezes, por ser um 
método conservativo, resulta em intervalos de resposta superestimados (Anderson e 
Mattson, 2012; Jiang et al., 2016). 
No método RSM, as incertezas das variáveis de entrada são propagadas de acordo 
com um planejamento experimental para selecionar a entrada do modelo, permitindo 
uma exploração empírica e eficiente da superfície de resposta. O planejamento 
experimental a ser escolhido depende das propriedades do modelo e do tipo de 
resultados desejados (Kuo e Uppuluri, 1983; Helton e Davis, 2003). Este método pode 
apresentar dificuldades relacionadas ao desenvolvimento de um planejamento 
experimental apropriado, à detecção de limiares, descontinuidades e não linearidades, 
dificuldades em incluir correlações e restrições entre variáveis de entrada e, 
adicionalmente, pode ser difícil construir uma aproximação da superfície de resposta 
apropriada (Helton, 1993). 
A abordagem do método FAST está baseada em uma decomposição das séries de 
Fourier que representam o modelo para obter a contribuição individual de cada variável 
de entrada para a variância do modelo predito (Helton, 1993). Xue et al. (2015) destacam 
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que os métodos RSM e FAST apresentam dificuldades quando as variáveis de entrada são 
dependentes. 
O método de Monte Carlo consiste em um dos métodos mais simples e bem 
estabelecidos para análise estatística de tolerância através de números aleatórios gerados 
para simular variações naturais do processo. Este método é flexível, modela com precisão 
os efeitos não lineares e não exige que as distribuições de entrada e saída sejam 
Gaussianas. No entanto, tem um alto custo computacional e a cada modificação no 
modelo e/ou nos valores de entrada requer uma nova execução do método, sendo 
proibitivo em processos iterativos (Anderson e Mattson, 2012). Outra desvantagem, 
segundo Xue et al. (2015), é o fato deste método não dispor de uma relação analítica 
entre as incertezas das entradas e das saídas. O tamanho das amostras para este método 
pode variar de 5.000 a 100.000, a depender da acurácia requerida na simulação, que 
aumenta de acordo com o tamanho da amostra, aumentando também o esforço 
computacional (Glancy e Chase, 1999; Anderson e Mattson, 2012). Informações adicionais 
sobre o método de Monte Carlo podem ser encontradas em  Kuo e Uppuluri (1983), 
Helton (1993), Helton e Davis  (2003) e Yan et al.(2015). 
O uso de expansões de séries de Taylor para a propagação de erros está bem 
consolidado na literatura e tem como ideia principal a determinação de uma expressão 
analítica para as incertezas das saídas em função das entradas, cujos efeitos podem ser 
explicados e analisados através desta relação (Xue et al., 2015). 
Seja 𝑦 uma função de 𝑛 variáveis como definida pela Equação 2.6. A aproximação por 
séries de Taylor de primeira ordem em torno das médias das variáveis de entrada é dada 
pela Equação 2.7, na qual as derivadas parciais são avaliadas na média.  
𝑦 = 𝑓(𝑥1, 𝑥2, … , 𝑥𝑛)                                                           (2.6) 
𝑦 ≈ 𝑦1 = 𝑓(?̅?1, ?̅?2, … , ?̅?𝑛) + ∑
𝜕𝑓
𝜕𝑥𝑖
(𝑥𝑖 − ?̅?𝑖)
𝑛
𝑖=1                               (2.7) 
A partir da Equação 2.7, tem-se a fórmula da variância de 𝑦 (𝜎𝑦
2) em função das 
variâncias das variáveis de entrada (𝜎𝑥𝑖
2 ), como mostrado na Equação 2.8. 
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𝜎𝑦
2 ≈ ∑ [(
𝜕𝑓
𝜕𝑥𝑖
)
2
𝜎𝑥𝑖
2 + 2 ∑
𝜕𝑓
𝜕𝑥𝑖
𝜕𝑓
𝜕𝑥𝑗
𝜎𝑥𝑖𝑥𝑗
2𝑛
𝑗=𝑖+1 ]
𝑛
𝑖=1                                (2.8) 
O somatório interno na Equação 2.8 está relacionado com a covariância entre as 
variáveis de entrada 𝑥𝑖  e 𝑥𝑗 (𝜎𝑥𝑖𝑥𝑗
2 ). Este termo é empregado quando as variáveis de 
entrada possuem interdependência, assumindo um valor igual a zero quando as variáveis 
são independentes e reduzindo a expressão de 𝜎𝑦
2 à Equação 2.9. 
𝜎𝑦
2 ≈ ∑ (
𝜕𝑓
𝜕𝑥𝑖
)
2
𝜎𝑥𝑖
2𝑛
𝑖=1                                                        (2.9) 
Anderson e Mattson (2012) afirmam que a simplificação da covariância é tipicamente 
feita na literatura e na prática. No entanto, é necessário avaliar se ao ignorar a relação 
entre as variáveis de entrada, a precisão da variância diminui.  
A Equação 2.8 assume que as variáveis de entrada possuem distribuição Normal. De 
acordo com Anderson et al. (2012), uma correção deve ser inserida na Equação 2.8 
quando estas variáveis não possuem distribuição Gaussiana. Na Equação 2.10, encontra-
se o termo de correção e na Equação 2.11, a relação resultante para calcular a variância 
de 𝑦 após a adição do referido termo. 
𝑁𝐶 = (
𝜕𝑓
𝜕𝑥𝑖
)
2
(𝜇1,𝑖)
2
+ 2 ∑
𝜕𝑓
𝜕𝑥𝑖
𝜕𝑓
𝜕𝑥𝑗
(𝜇1,𝑖)(𝜇𝑗,𝑖)
𝑛
𝑗=𝑖+1                              (2.10) 
𝜎𝑦
2 ≈ ∑ [(
𝜕𝑓
𝜕𝑥𝑖
)
2
𝜎𝑥𝑖
2 − 𝑁𝐶 + 2 ∑
𝜕𝑓
𝜕𝑥𝑖
𝜕𝑓
𝜕𝑥𝑗
𝜎𝑥𝑖𝑥𝑗
2𝑛
𝑗=𝑖+1 ]
𝑛
𝑖=1                           (2.11) 
onde: 𝜇1,𝑖 corresponde ao primeiro momento central da variável 𝑥𝑖. 
A partir dos valores da média e do desvio-padrão da distribuição de saída, admite-se 
que a sua distribuição é Gaussiana. Xue et al. (2015) afirmam que estes dois parâmetros 
podem fornecer informações suficientes sobre o erro envolvido. Cox (1979), Glancy e 
Chase (1999) e Anderson e Mattson (2012) apresentam as expansões de séries de Taylor 
de segunda ordem para descrever completamente a distribuição de saída através da 
determinação dos momentos de terceira e de quarta ordem, que correspondem à 
assimetria e à curtose, respectivamente. Os autores afirmam que a determinação destes 
parâmetros é fundamental quando o objetivo é obter uma representação significativa da 
distribuição de saída. 
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A aproximação por séries de primeira ordem oferece, no geral, resultados 
significativos e facilidade em sua aplicação, sendo recomendada para funções lineares e 
polinomiais. No entanto, para funções não lineares os resultados podem ficar menos 
precisos, sendo sugerido o truncamento da série com termos de ordem mais elevada 
(Anderson e Mattson, 2012; Xue et al., 2015).  
Visando o aumento da acuracidade dos resultados, Xue et al. (2015) compararam as 
variâncias obtidas pelas expansões de primeira, terceira e quinta ordem de séries de 
Taylor tendo como referência o método de Monte Carlo. Eles observaram que a expansão 
de quinta ordem é o método mais preciso. Porém, a diferença é pequena quando 
comparada com a expansão de terceira ordem, menor do que 0,5%, e apresenta um 
aumento significativo do esforço computacional devido ao número de derivadas parciais 
que precisa ser calculado. Logo, é preciso estabelecer um balanço de interesses a 
depender da necessidade de aplicação, pois o aumento da precisão vem acompanhado 
do aumento da complexidade, sobretudo quando o número de variáveis de entrada é 
elevado. Anderson et al. (2012) mostram que o custo computacional cresce 
exponencialmente com o número de entradas do sistema, além dos cálculos requeridos 
de momentos de ordem superior e covariância entre as variáveis, podendo tornar o 
método proibitivo para sistemas complexos. 
2.4 Análise de sensibilidade 
Os indicadores nem sempre possuem fórmulas simples e poucos parâmetros, 
portanto, ao se deparar com um elevado número de variáveis e equações complexas, é 
importante saber a quais parâmetros o indicador é mais sensível, ou seja, quais as 
variáveis de entrada que mais influenciam na variável de saída. Desta forma, os esforços 
para a melhoria do desempenho de um determinado processo passam a ser concentrados 
e mais rigorosos nas variáveis mais críticas, contribuindo para a identificação da causa raiz 
de um eventual problema, redução de gastos e focando na melhoria contínua. 
A análise de sensibilidade consiste em um estudo de como a incerteza da saída do 
modelo é influenciada pelas incertezas das entradas do mesmo. Portanto, este estudo é 
complementar ao de propagação de erros, o qual quantifica a incerteza da saída a partir 
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das incertezas da entrada (Helton e Davis, 2003; Saltelli et al., 2008). Este estudo possui 
diversas aplicações como, por exemplo, em montagens mecânicas (Chase e Parkinson, 
1991), análise de risco em alimentos (Christopher Frey e Patil, 2002) e em sistemas 
bioquímicos e farmacológicos (Kent et al., 2013; Zhang et al., 2015).  
No caso das montagens mecânicas, Chase e Parkinson (1991) afirmam que a análise 
de sensibilidade auxilia o designer a ter conhecimento de quais variações dos parâmetros 
possuem o efeito mais significativo nas características críticas da peça, auxiliando, desta 
forma, no diagnóstico de qual componente deve-se focar para a melhoria do design. A 
partir do conhecimento da sensibilidade do componente, pode-se reduzir a variância total 
devido à redução da variância do componente mais sensível e também reduzir custos 
através da folga de tolerância do componente menos sensível. 
Existem duas vertentes da análise de sensibilidade, a saber: local e global. A análise de 
sensibilidade local avalia as mudanças na saída do modelo baseando-se na variação 
individual de cada variável de entrada mantendo as demais variáveis do domínio 
constantes, considerando, desta forma, que as variáveis são independentes. Esta 
abordagem deve ser usada quando a saída é linearmente relacionada com os parâmetros 
de entrada e tem como principal limitação o fato de não avaliar as mudanças simultâneas 
em todos os parâmetros do modelo, assim como as interações entre os parâmetros. Já na 
análise de sensibilidade global, todos os parâmetros são variados simultaneamente no 
domínio, permitindo avaliar tanto a contribuição relativa de cada parâmetro quanto as 
interações entre os mesmos para o modelo de saída (Saltelli et al., 2008; Zhang et al., 
2015). 
Diversos métodos para a análise de sensibilidade estão disponíveis na literatura, 
dentre eles, destacam-se o método de Morris (Morris, 1991; Campolongo et al., 2007), o 
método FAST (Cukier et al., 1973; Saltelli et al., 1999; Zhang et al., 2015) e o de Sobol 
(Sobol, 2001; Saltelli, 2002; Saltelli et al., 2010; Zhang et al., 2015), os quais serão 
subsequentemente detalhados. 
O método de Morris está baseado no cálculo de uma série de taxas incrementais, 
também chamadas de Efeitos Elementares (EE, do inglês Elementary Effects), para cada 
variável de entrada. A partir do valor médio dessas taxas, avalia-se a importância geral de 
cada entrada específica. Este método é adequado quando o número de variáveis é alto e 
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o modelo exige um alto custo computacional (Morris, 1991; Campolongo et al., 2007). 
Campolongo et al. (2007) ressaltaram a importância deste método e propuseram 
alterações no mesmo para extender o seu uso para sistemas com mútliplas saídas e para 
aumentar a sua eficiência através de uma nova estratégia de amostragem. 
Os métodos FAST e Sobol são baseados em técnicas de decomposição da variância 
para quantificar as contribuições das variáveis e das suas interações para o modelo. A 
principal diferença entre os dois métodos está no algoritmo utilizado para integração 
multidimensional dos índices de sensibilidade, que utiliza uma função senoidal no método 
FAST e uma integração de Monte Carlo no método de Sobol. Ambos os métodos não 
exigem relação entrada-saída linear e monótona, são robustos e exploram todo a 
extensão do conjunto de entrada, mas tem alta demanda computacional (Helton e Davis, 
2003; Zhang et al., 2015). 
Zhang et al. (2015) compararam cinco métodos comumente usados para a análise de 
sensibilidade global, utilizando diferentes critérios, e concluíram que o método de Sobol é 
um dos mais poderosos, por apresentar independência de modelo, capacidade de 
decompor a variância de saída e por apresentar elevada ordem de interação entre os 
parâmetros.  
Na Figura 2.3, tem-se o algoritmo simplificado do método de Sobol para a análise de 
sensibilidade. O primeiro passo do algoritmo consiste na definição dos limites dos 
parâmetros, referindo-se ao intervalo que compreende todos os valores que os 
parâmetros podem assumir na análise. A execução do método inicia com a geração dos 
conjuntos de variáveis de entrada utilizando a sequência de Sobol de baixa discrepância, 
caracterizada por gerar números mais uniformes (Zhang et al., 2015). Os conjuntos 
gerados são então executados no modelo em questão para posterior determinação dos 
índices de sensibilidade de Sobol, os quais fornecem informação quantitativa com relação 
à sensibilidade individual dos parâmetros e também com relação à sensibilidade devido 
às interações entre os parâmetros. 
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Figura 2.3. Algoritmo simplificado do método de Sobol (adaptado de Zhang et 
al.(2015)). 
Seja 𝑦 uma função descrita como na Equação 2.6, a variância de 𝑦, Var(y), pode ser 
decomposta como segue na Equação 2.12 (Helton e Davis, 2003; Zhang et al., 2015). 
Var(y) =  ∑ Vari
n
i=1 + ∑ Variji<j + ∑ Varijk + ⋯ + Var1,2,…,ki<j<k              (2.12) 
onde: Vari corresponde à parte de Var(y) devido somente à 𝑥𝑖, Varij é a parte de Var(y) 
devido à interação de 𝑥𝑖  e 𝑥𝑗 e assim por diante. 
A partir da Equação 2.12, podem ser determinados os índices de sensibilidade de 
Sobol, 𝑆, como apresentados nas Equações 2.13, 2.14 e 2.15 (Helton e Davis, 2003; Zhang 
et al., 2015). 
𝑆𝑖 =
Vari
Var(y)
                                                                  (2.13) 
𝑆𝑖𝑗 =
Varij
Var(y)
                                                                 (2.14) 
𝑆𝑇𝑖 = 𝑆𝑖 + 𝑆𝑖𝑗𝑖≠𝑗 + ⋯ + 𝑆1…𝑖…𝑛                                         (2.15) 
onde: 𝑆𝑖 fornece a contribuição de primeira ordem de 𝑥𝑖  para a variável de saída, 𝑆𝑖𝑗 a 
contribuição de segunda ordem da interação entre os parâmetros 𝑥𝑖  e 𝑥𝑗 para a variável 
de saída e, por fim, 𝑆𝑇𝑖 é o índice de sensibilidade de ordem total, o qual quantifica a 
contribuição total de 𝑥𝑖  e das interações de 𝑥𝑖  com as outras variáveis para a saída do 
modelo. Quanto maior o valor destes índices, maior será a influência na saída do modelo. 
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2.5 Visualização de dados 
Após a determinação dos KPIs, a forma como eles serão expostos é um diferencial 
para a extração de informações dos mesmos, para isto é preciso apresentá-los de uma 
forma clara e fácil de ser acompanhada. A seguir serão apresentados alguns tipos de 
gráfico comumente utilizados para tanto. Na Figura 2.4, tem-se a maneira mais simples de 
apresentar os KPIs, que é utilizando o gráfico de dispersão ou scatter plot. 
 
Figura 2.4. Gráfico de dispersão da concentração de enxofre na gasolina. 
Como pode ser visto no gráfico de dispersão da Figura 2.4, os dados correspondentes 
à concentração de enxofre na gasolina são dispostos em função do tempo, neste caso a 
cada hora, podendo ser expressos como valores instantâneos ou médios e sendo 
representados por marcadores. Este gráfico possui a versão com linhas para dados 
contínuos para facilitar a visualização da tendência do indicador, como mostrado na 
Figura 2.5. 
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Figura 2.5. Gráfico de dispersão com linha da concentração de enxofre na gasolina. 
Como o próprio nome do gráfico sugere, a visualização do mesmo permite saber 
apenas qualitativamente o quão dispersos os dados estão ao longo do tempo. Uma forma 
de quantificar esta dispersão é utilizando gráficos de dispersão com barras de erros, 
agrupando os dados da Figura 2.4 em janelas de 5 horas, como pode ser visto na Figura 
2.6. 
 
Figura 2.6. Gráfico de dispersão com barras de erro da concentração de enxofre na 
gasolina. 
No gráfico da Figura 2.6, os dados são expressos como valores médios de cada janela 
em conjunto com os seus respectivos desvios-padrões. Neste caso, os dados 
apresentados anteriormente na Figura 2.4 foram agrupados em janelas de cinco horas. É 
uma prática comum se aglutinar dados relativos a um determinado período para se fazer 
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análises. O desvio-padrão de cada janela é indicado pelas barras de erro; quanto maior o 
tamanho destas barras, maior a variabilidade do indicador na janela em questão. 
Outra ferramenta que pode ser utilizada para o acompanhamento de KPIs é o 
diagrama de caixa ou boxplot, apresentado na Figura 2.7 com os dados da Figura 2.4 
agrupados em janelas de 10 horas. 
 
Figura 2.7. Diagrama de caixa da concentração de enxofre na gasolina. 
No diagrama de caixa da Figura 2.7, cada janela de 10 horas está representada por 
uma caixa, que é dividida em termos de quartis da distribuição. As barras, também 
conhecidas como whiskers, representam os extremos da distribuição e a caixa está 
dividida em duas partes: segundo e terceiro quartil, que representam 50% dos dados e 
são separados pela mediana, que é o valor central dos dados. A principal aplicação deste 
tipo de gráfico é na identificação da forma da distribuição e possíveis outliers, que são 
dados considerados atípicos e se situam acima ou abaixo, respectivamente, do limite 
superior ou inferior (Abuzaid et al., 2012; Bruffaerts et al., 2014). Ferreira et al.(2016) 
fornecem maiores detalhes de como proceder para a construção do diagrama de caixa, 
bem como a determinação de outliers. 
Um gráfico bastante popular no mercado financeiro de ações entre negociadores, 
sobretudo no acompanhamento da cotação de moedas, é o gráfico candlestick. Devido à 
alta variação dos preços, é importante saber qual o melhor momento para comprar ou 
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vender ações visando um elevado retorno de investimento (Lee e Jo, 1999; Kurita, 2014). 
Na Figura 2.8, tem-se um exemplo de um candlestick para o dólar com valores fictícios. 
 
Figura 2.8. Gráfico candlestick do dólar (valores fictícios). 
Na Figura 2.8, cada candlestick representa um dia e fornece quatro informações dos 
valores assumidos pelo dólar, a saber: abertura (O), máximo (H), mínimo (L) e fechamento 
(C). Os valores extremos do candlestick correspondem aos valores mínimo e máximo. O 
corpo do candlestick é dado pelo intervalo entre os valores de abertura e fechamento e a 
sua cor está relacionada com a tendência da moeda naquele dia, como mostrado na 
Figura 2.9. 
 
Figura 2.9. Interpretação do candlestick. 
De acordo com a Figura 2.9, se o indicador tem tendência de crescimento, ou seja, 
fechou em alta (fechamento > abertura), o mesmo é representado com a cor verde (ou 
branca), do contrário, quando o dólar fecha o dia em baixa (abertura > fechamento), o 
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corpo é da cor vermelha (ou preta). Adicionalmente, neste gráfico têm-se duas 
sequências possíveis para cada candlestick: abertura-máximo-mínimo-fechamento ou 
abertura-mínimo-máximo-fechamento (Marshall et al., 2006). 
A partir do gráfico candlestick, os investidores p vodem detectar padrões que podem 
ser utilizados para predizer movimentos em curto prazo dos preços do mercado. Baseado 
na diferença entre o máximo e o mínimo, sugere-se o grau de tendência e a volatilidade 
intradiária nos movimentos dos preços. Já entre o mínimo e o fechamento, tem-se a 
direção em que os preços se movem até o horário de fechamento do dia. Estas relações 
podem conter informações correlacionadas com o movimento do preço central do dia 
presente para o dia seguinte, podendo conter evidências da tendência interdia (Kurita, 
2014). 
Marshall et al. (2006) realizaram análises independentes e rigorosas a respeito de 
estratégias de negócios, a partir de gráficos de candlestick, para auxiliar na interpretação 
dos resultados. Os autores apresentam uma descrição detalhada de candlesticks simples 
(diários) e de padrões observados numa análise, contendo dados de um período de onze 
anos do Índice Industrial Dow Jones (DJIA, do inglês Dow Jones Industrial Index), 
identificando candlesticks de continuação ou reversão, indicando, respectivamente, a 
predominância ou a mudança de tendência, podendo ter variações de alta (bullish) e de 
baixa (bearish). Na Tabela 2.1, encontram-se alguns exemplos de candlesticks simples 
com suas respectivas descrições. 
Tabela 2.1: Descrições de candlesticks simples (adaptado de Marshall et al. (2006)).  
Candlestick Descrição 
 
Fechamento bem acima da abertura e próximo do máximo, indicando 
sentimento positivo de que o preço pode subir no futuro. 
 
Candlestick muito forte devido à subida de preço no dia e fechamento no 
máximo. 
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Fechamento no máximo do dia, similar ao caso anterior. 
 
Abertura no mínimo. Os preços sobem ao longo do dia, mas não fecham 
no máximo. 
 
Abertura e fechamento no máximo. Os preços caem durante o dia, mas 
fecham próximo ao valor de abertura. 
 
Ambos possuem tendência de alta. No candlestick verde, os preços 
caem, mas o fechamento é maior do que a abertura. No vermelho, os 
preços caem ao longo do dia, mas fecham acima do mínimo (único 
candlestick vermelho de alta). 
 
Fechamento bem abaixo da abertura e próximo do mínimo do dia, 
indicando sentimento negativo de que o preço pode cair no futuro. 
 
Candlestick muito fraco devido à queda de preço no dia e fechamento no 
mínimo. 
 
Fechamento no mínimo, similar ao caso anterior. 
 
Abertura no máximo e fechamento próximo ao valor mínimo. 
 
Abertura e fechamento no mínimo. Os preços sobem durante o dia, mas 
fecham próximo ao valor de abertura. 
 
Ambos possuem tendência de queda. No candlestick verde, os preços 
sobem, voltam a cair, mas o fechamento é maior do que a abertura 
(único candlestick verde de baixa). No vermelho, os preços sobem ao 
longo do dia, mas fecham abaixo do valor de abertura. 
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A utilização da ferramenta gráfica candlestick é de grande importância no auxílio da 
tomada de decisões a respeito do mercado de ações, através da identificação de 
tendências a partir de candlesticks simples e padrões de candlesticks. A extensão de 
aplicação deste gráfico para ser utilizado com outros indicadores poderá fornecer 
informações adicionais sobre o comportamento dos mesmos, auxiliando no diagnóstico 
de problemas. Não foi encontrado na literatura nenhum trabalho que usa candlesticks na 
engenharia química e no acompanhamento de KPIs. 
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 Metodologia 
Neste capítulo, serão detalhadas as etapas seguidas para o desenvolvimento da 
metodologia empregada no presente trabalho para quantificação e acompanhamento de 
KPIs. Na Figura 3.1, encontra-se um fluxograma representativo desta metodologia.  
 
Figura 3.1. Fluxograma representativo da metodologia utilizada no trabalho. 
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Os dados brutos de entrada, como pode ser visto na Figura 3.1, foram processados na 
função ssdet, na qual foram inicialmente divididos em janelas e submetidos à detecção do 
estado estacionário. Após a determinação dos intervalos que estão no estado 
estacionário em cada janela, foi determinado o percentual de cada janela no estacionário, 
assim como o valor do KPI, seu desvio-padrão através da propagação de erros e dos 
índices de sensibilidade para cada estacionário. Para determinar os valores por janela, foi 
calculada a média ponderada dos valores no estacionário do KPI, desvio-padrão e índices 
de sensibilidade. Como mostrado na Figura 3.1, estes dados serviram de base para a 
construção do StatSSCandlePlot, a ferramenta gráfica de acompanhamento de KPIs 
proposta neste estudo. 
A seguir, estão detalhadas as etapas sumarizadas acima. 
3.1 Função ssdet 
A função ssdet foi construída em Python 3 e seus parâmetros de entrada estão 
apresentados na Equação 3.1. 
𝑠𝑠𝑑𝑒𝑡 = 𝑓(𝑛𝑣𝑎𝑟 , 𝑑𝑎𝑑𝑜𝑠, 𝑤, 𝑥𝑒𝑠𝑡, 𝐼𝑒𝑒 , 𝑁, 𝑤𝑎𝑣𝑓𝑢𝑛𝑐)                          (3.1) 
onde: 𝑛𝑣𝑎𝑟é o número de variáveis de entrada, 𝑑𝑎𝑑𝑜𝑠 é um DataFrame composto pelos 
valores das variáveis de entrada, variáveis auxiliares e o KPI calculado em cada ponto, 𝑤 é 
o tamanho da janela, 𝑥𝑒𝑠𝑡 é o critério utilizado para a detecção do estado estacionário, 𝐼𝑒𝑒 
é o limiar de estacionariedade de projeto (discutido na Seção 2.2.2), 𝑁 é o nível de 
decomposição das Wavelets e 𝑤𝑎𝑣𝑓𝑢𝑛𝑐 é a função de Wavelet escolhida.  
O primeiro passo da função ssdet é a divisão dos dados em janelas, conforme o 
número de dados por janela, 𝑤, informado pelo operador. Após esta divisão, os dados são 
submetidos à detecção do estado estacionário, como descrito na Seção 3.1.1.  
3.1.1 Remoção de ruído e detecção do estado estacionário 
O método escolhido para a detecção no estado estacionário foi DER (Seção 2.2.2) com 
as derivadas estimadas pelo método DWT (Seção 2.2.1), que também é responsável pela 
remoção do ruído branco dos dados. Inicialmente, as derivadas suavizadas foram 
estimadas pela Equação 2.3 e, em seguida, utilizou-se a Equação 2.5 para determinar o 
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índice de estacionariedade, 𝐼𝑑𝑖𝑓,𝑖, que foi posteriormente comparado com o 𝐼𝑒𝑒 para 
verificar o estado da janela em questão. Quatro parâmetros de entrada da função ssdet 
estão diretamente relacionados com estes métodos, a saber: 𝑥𝑒𝑠𝑡, 𝐼𝑒𝑒, 𝑁 e 𝑤𝑎𝑣𝑓𝑢𝑛𝑐. 
O parâmetro 𝑥𝑒𝑠𝑡 da função ssdet fornece o critério de detecção do estacionário, ou 
seja, o operador pode escolher uma ou mais variáveis para ser o critério, que pode ser 
composto por variáveis de entrada, auxiliares ou o próprio KPI. As variáveis auxiliares são 
aquelas que não fazem parte da expressão do KPI, mas podem ser de extrema 
importância para o processo, para caracterizá-lo como estacionário. No caso de escolher 
apenas uma variável, a detecção é baseada nesta e somente os trechos em que esta 
estiver no estacionário são considerados para as etapas subsequentes. Em caso de mais 
de uma variável, somente os trechos em que todas as variáveis possuem em comum no 
estacionário são considerados para as análises posteriores.  
O 𝐼𝑒𝑒 é um valor entre 0 e 1 fornecido pelo usuário e está relacionado com a 
rigorosidade da detecção do estado estacionário. No caso do parâmetro 𝑁 , uma 
decomposição em um nível muito elevado pode resultar em um efeito contrário, 
cancelando fortemente os ruídos e descaracterizando o sinal, logo, é preciso ajustá-lo 
com cautela. Para uma dimensão de 𝑥𝑒𝑠𝑡 maior do que 1 (dim(𝑥𝑒𝑠𝑡) > 1), podem ser 
escolhidos valores de 𝐼𝑒𝑒 e 𝑁 correspondentes a cada variável. 
Por fim, o parâmetro 𝑤𝑎𝑣𝑓𝑢𝑛𝑐 determina qual a função de Wavelet a ser utilizada na 
estimação das derivadas e remoção de ruídos. Neste caso, o operador pode optar entre 
duas funções, a saber: Haar ou spline quadrática. Em caso de dim(𝑥𝑒𝑠𝑡) > 1, também 
podem ser escolhidas diferentes funções para cada variável. 
A partir destes parâmetros, o método é executado e para cada janela são 
determinados os trechos no estado estacionário. Em seguida, são calculados os 
percentuais de dados no estado estacionário (%𝐸𝐸) , fornecendo uma noção de 
estabilidade da planta em cada janela. O %𝐸𝐸 é dado pela Equação 3.2. 
%𝐸𝐸 =  
nº de dados no EE
nº de dados na janela
∙ 100                                            (3.2) 
De posse dos intervalos no EE a serem considerados para cada janela, prossegue-se 
com o estudo da propagação de erros para a determinação do KPI e do desvio-padrão por 
estacionário e por janela. 
28 Capítulo 3 – Metodologia 
 
3.1.2 Propagação de erros 
Para o estudo da propagação de erros utilizou-se o método de expansão em séries de 
Taylor de 1ª ordem com a correção da não-normalidade e o cálculo da covariância, como 
apresentado na Seção 2.3, para determinar a variância por estacionário. Considerando 
um KPI com 𝑛 variáveis de entrada, cuja janela 𝑖 possui 𝑘 regiões em estado estacionário, 
a sequência de cálculos utilizada até a determinação do desvio-padrão da janela 𝑖 é 
realizada como segue na Figura 3.2. 
(𝑥1𝑥2, … , 𝑥𝑛)𝑒𝑠𝑡1
↓
𝜎𝑒𝑠𝑡1
2
(𝑥1𝑥2, … , 𝑥𝑛)𝑒𝑠𝑡2
↓
𝜎𝑒𝑠𝑡2
2
…
(𝑥1𝑥2, … , 𝑥𝑛)𝑒𝑠𝑡𝑘
↓
𝜎𝑒𝑠𝑡𝑘
2
↓ ↓ ↓
𝑝𝑒𝑠𝑡1 ∙ 𝜎𝑒𝑠𝑡1
2 + 𝑝𝑒𝑠𝑡2 ∙ 𝜎𝑒𝑠𝑡2
2 + ⋯ + 𝑝𝑒𝑠𝑡𝑘 ∙ 𝜎𝑒𝑠𝑡𝑘
2
↘ ↘ ↓ ↙ ↙
𝜎𝑗𝑎𝑛𝑖
2
↓
𝜎𝑗𝑎𝑛𝑖 = √𝜎𝑗𝑎𝑛𝑖
2
  
Figura 3.2. Esquema utilizado para a determinação do desvio-padrão da janela i. 
Na Figura 3.2, a partir das variáveis de entrada correspondentes ao estacionário e da 
equação do KPI para a determinação das derivadas, utiliza-se a Equação 2.11 para calcular 
a variância de cada estacionário, 𝜎𝑒𝑠𝑡𝑗
2  (𝑗 ∈ [1, 𝑘]). A variância da janela 𝑖 , 𝜎𝑗𝑎𝑛𝑖
2 , é 
determinada a partir da média ponderada das variâncias por estacionário, cujo peso, 
𝑝𝑒𝑠𝑡𝑗, é determinado segundo a Equação 3.3. 
𝑝𝑒𝑠𝑡𝑗 =
t𝑒𝑠𝑡𝑗
∑ t𝑒𝑠𝑡𝑗
𝑘
𝑗=1
                                                          (3.3) 
onde: t𝑒𝑠𝑡𝑗 corresponde ao período de tempo do estacionário 𝑗. 
Para calcular o KPI médio da janela, inicialmente determina-se o KPI para cada 
estacionário 𝑗, de acordo com a Equação 3.4. 
𝐾𝑃𝐼𝑒𝑠𝑡𝑗 = 𝑓(?̅?1, ?̅?2, … , ?̅?𝑛)𝑒𝑠𝑡𝑗                                              (3.4) 
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A partir dos valores obtidos das Equações 3.3 e 3.4 para todos os estacionários, 
utiliza-se a Equação 3.5 para determinar o indicador médio da janela 𝑖, 𝐾𝑃𝐼𝑗𝑎𝑛𝑖 . 
𝐾𝑃𝐼𝑗𝑎𝑛𝑖 = 𝑝𝑒𝑠𝑡1 ∙ 𝐾𝑃𝐼𝑒𝑠𝑡1 + 𝑝𝑒𝑠𝑡2 ∙ 𝐾𝑃𝐼𝑒𝑠𝑡2 + ⋯ + 𝑝𝑒𝑠𝑡𝑘 ∙ 𝐾𝑃𝐼𝑒𝑠𝑡𝑘           (3.5) 
3.1.3 Análise de Sensibilidade 
O método de Sobol, descrito na Seção 2.4, é utilizado para fazer a análise de 
sensibilidade. Este método está disponível na biblioteca SALib (Sensitivity Analysis Library) 
para o Python e foi executado conforme as etapas em seguida: 
(1) Definição do problema: nesta primeira etapa do método, define-se um conjunto 
de parâmetros (denominado dicionário no Python) contendo o número de 
variáveis do KPI, suas respectivas notações e seus limites inferior e superior, 
denominados por ‘num_vars’, ‘names’ e ‘bounds’ na biblioteca; 
(2) Geração das amostras das entradas do modelo: a partir do problema definido, são 
geradas as variáveis de entrada do KPI através da extensão de Saltelli para a 
sequência de Sobol, que reduz as taxas de erro no cálculo dos índices de 
sensibilidade. A função utilizada no Python é a saltelli.sample, que tem como 
entradas o problema, o número de amostras a serem geradas, 𝑁𝐴, e a variável 
booleana ‘calc_second_order’ para o cálculo dos índices de segunda ordem 
(Equação 2.13). Para um KPI com 𝑛𝑣𝑎𝑟  variáveis, esta função gera uma matriz com 
 𝑁𝐴 ∙ (𝑛𝑣𝑎𝑟 + 2) linhas, se os índices de segunda ordem não forem calculados 
(‘calc_second_order’ = False), e com 𝑁𝐴 ∙ (2𝑛𝑣𝑎𝑟 + 2) linhas se os índices de 
segunda ordem forem calculados (‘calc_second_order’ = True). De acordo com 
Zhang et al. (2015), para um modelo de baixa complexidade, 𝑁𝐴 = 1.000 amostras 
é suficiente, para modelos mais complexos, com cerca de 20 parâmetros, no 
mínimo deve-se ter 𝑁𝐴 = 100.000 amostras; 
(3) Cálculo do KPI: o KPI é calculado em cada ponto da matriz resultante da função 
saltelli.sample, na qual cada coluna corresponde aos valores de uma variável, 
respeitando a ordem de declaração das variáveis na etapa (1); 
(4) Cálculo dos índices de sensibilidade por estacionário: nesta etapa, utiliza-se a 
função sobol.analyze para realizar a análise de sensibilidade nas saídas do modelo. 
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A partir do problema e dos valores calculados do KPI, esta função retorna um 
dicionário com os índices de sensibilidade de primeira, segunda (para 
‘calc_second_order’ = True) e total ordem, como descrito nas Equações 2.13, 2.14 
e 2.15, assim como suas respectivas incertezas; 
(5) Cálculo dos índices de sensibilidade por janela: a partir dos índices de sensibilidade 
de ordem total calculados na etapa (4) para cada estacionário, 𝑆𝑇𝑒𝑠𝑡𝑗
, prossegue-se 
da mesma forma para determinar os índices de cada variável por janela, 𝑆𝑇𝑥𝑗𝑎𝑛𝑖
, a 
partir do esquema apresentado na Figura 3.2 e da Equação 3.3. 
(6) Avaliação da sensibilidade por janela: quanto maior o 𝑆𝑇𝑥𝑗𝑎𝑛𝑖
, maior é a 
sensibilidade do indicador à variável 𝑥, desta forma, determina-se qual a variável 
com maior responsabilidade pela variação do KPI na janela 𝑖. 
3.2 StatSSCandlePlot 
Visando uma nova abordagem para o acompanhamento de KPIs, integrando dados 
provenientes de análises estatísticas, da detecção do estado estacionário e o gráfico 
candlestick, se propõe neste trabalho o StatSSCandlePlot. Esta ferramenta gráfica fornece 
diretrizes sobre a tendência do indicador através do padrão candlestick, apresenta 
valores consistentes do KPI empregando a estatística da propagação de erros aliada ao 
estudo da estabilidade do indicador pela detecção do estado estacionário. 
Adicionalmente, fornece um diagnóstico inicial da causa raiz da variação do indicador 
através da análise de sensibilidade. Tudo isto apresentado de uma forma interativa com a 
ferramenta Plotly para o Python. 
3.2.1 Descrição do plot 
O StatSSCandlePlot contém as seguintes informações: 
(1) Candlestick: informação sobre todos os valores assumidos pelo KPI na janela, 
destacando-se o mínimo e o máximo, assim como os valores de abertura e 
fechamento. A partir destas informações é possível saber a tendência do indicador na 
janela, crescente ou decrescente; 
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(2) Percentual no estado estacionário (%EE) (gráfico de dispersão): indicativo da 
dinamicidade do indicador em cada janela, informação importante para saber o 
quanto da janela é considerado para o cálculo do KPI, do desvio-padrão e dos índices 
de sensibilidade; 
(3) Média e desvio-padrão (gráfico de linha): baseados na propagação de erros, indicam 
os valores confiáveis do KPI e seu respectivo desvio levando em consideração apenas 
os valores assumidos no estado estacionário. A partir da média e do desvio-padrão, 
determinaram-se os limites inferior e superior, correspondentes a três desvios abaixo 
e acima da média, respectivamente; 
(4) Referência (linha tracejada): meta do KPI pré-estabelecida informada pelo usuário 
para identificação do valor desejável para o KPI. Valores acima desta reta são 
desejáveis se o aumento do KPI favorecer o desempenho; 
(5) Índices de sensibilidade global (gráfico de barras): análise de causa raiz da variação 
do KPI indicando a influência das variáveis no seu comportamento de forma 
quantitativa. Estes resultados são apresentados de forma complementar em um 
gráfico de barras agrupadas para cada janela com as respectivas confianças 
calculadas pelo método de Sobol. 
3.2.2 Exemplo de uso 
Na Figura 3.3, tem-se um exemplo do StatSSCandlePlot para um determinado KPI.  
 
Figura 3.3. Exemplo do StatSSCandlePlot. 
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Na Figura 3.3, observa-se que o StatSSCandlePlot possui três regiões: a principal, que 
expõe os dados, a legenda, à direita, e a barra de rolagem horizontal na parte inferior. 
Neste gráfico, estão expostos os candlesticks, vermelho para o KPI em baixa e verde para 
o KPI em alta, o %𝐸𝐸 de cada janela, em azul, referindo-se ao eixo da direita, o KPI médio 
e os limites inferior e superior e, adicionalmente, a linha de referência, representada pela 
cor laranja. Ao navegar pelo gráfico, os dados por janela são destacados em caixas 
separadas de acordo com a cor referente a cada dado, como mostrado na Figura 3.3, 
facilitando, desta forma, a visualização dos valores das variáveis. A partir da barra de 
rolagem horizontal, é possível focar em um período determinado dos dados e ao mesmo 
tempo saber onde o mesmo está situado no contexto geral, como mostrado na Figura 3.4. 
 
Figura 3.4. Exemplo do StatSSCandlePlot com ênfase em um período. 
Na Figura 3.4, ao mover os dois lados da barra de rolagem horizontal, aparecem na 
janela principal apenas os dados do período escolhido. Esta ferramenta é importante para 
permitir a visualização em um período específico e facilitar a análise, visto que uma 
menor quantidade de dados fica exposta. Também é possível mover a barra mantendo 
um período fixo, por exemplo, de 10 dias, para isto basta ajustar o período desejado 
movendo os lados da barra e depois clicar no espaço compreendido entre os limites, 
movendo-o para o sentido desejado. 
O StatSSCandlePlot é um gráfico que reune muitas informações, portanto, em alguns 
momentos isto pode dificultar a visualização de um parâmetro específico. No entanto, 
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utilizando a ferramenta Plotly, é possível desativar alguns dados ao clicar na legenda, 
como pode ser visto nas Figuras 3.5 e 3.6. 
 
Figura 3.5. Exemplo do StatSSCandlePlot ocultando os candlesticks. 
 
Figura 3.6. Exemplo do StatSSCandlePlot ocultando os candlesticks e o %EE. 
Nas Figuras 3.5 e 3.6, pode-se verificar que algumas variáveis foram ocultadas, 
reduzindo a quantidade de informações que aparecem na área principal do gráfico, 
conforme a necessidade do usuário. Para habilitar estas variáveis, é só selecioná-las 
novamente na legenda. 
O StatSSCandlePlot é uma ferramenta de grande potencial para o acompanhamento 
de KPIs que, aliada às interpretações corretas, auxilia positivamente nas decisões acerca 
de mudanças no processo.  
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 Estudo de Caso 
Após o desenvolvimento da metodologia referente ao cálculo e ao acompanhamento 
de KPIs, a mesma foi aplicada em um estudo de caso. A escolha deste estudo foi baseada 
na facilidade de entendimento do sistema e representividade para aplicar a metodologia. 
O sistema estudado foi um chuveiro composto por duas fontes de aquecimento, gás e 
energia elétrica, válvulas, um tanque e uma bomba, como ilustrado na Figura 4.1. 
 
Figura 4.1. Esquema representativo do chuveiro utilizado no estudo de caso. 
Na Figura 4.1, os índices subscritos q, f, d, s e inf correspondem, respectivamente, a 
quente, fria, distúrbio, saída e infinito (ambiente). F corresponde à vazão, T à 
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temperatura, x é a posição da válvula e P, a potência referente ao aquecimento elétrico. 
FIs são os medidores de vazão, LI é o medidor de nível do tanque e TIs correspondem aos 
medidores de temperatura. 
A partir de duas correntes oriundas da mesma caixa d’água, uma é denominada de 
corrente fria e outra de corrente quente, esta última passa por um aquecedor de 
passagem a gás, como mostrado na Figura 4.1. As duas correntes são misturadas em um 
tanque de agitação que contém dois aquecedores elétricos, acionados de acordo com o 
nível do tanque. Visto que a tubulação da saída do tanque possui um longo comprimento, 
o tempo morto do sistema é elevado, ocasionando a perda de calor para o meio ambiente 
que afeta a temperatura de saída da planta. 
Este chuveiro foi programado no MatLab® R2014a de forma que o tanque não 
transborde ou esvazie, através do controle do nível do tanque, e também que as 
resistências não queimem. Como a potência de aquecimento é constante, a mesma 
funciona no modo liga-desliga, logo, quando o tanque estiver com o nível inferior a 30% 
da capacidade do tanque, a resistência é desligada. Quando o nível ultrapassa 60%, uma 
segunda resistência elétrica é ligada para duplicar a capacidade de aquecimento. 
Um indicador foi criado para medir a qualidade do banho, ou seja, baseando-se em 
valores de vazão e temperatura de saída da água, 𝐹𝑆 e 𝑇4, respectivamente, criou-se uma 
relação empírica denominada de Índice de Qualidade do Banho (𝐼𝑄𝐵). Na Equação 4.1, 
encontra-se a expressão do 𝐼𝑄𝐵 para o chuveiro da Figura 4.1. 
𝐼𝑄𝐵 =
1
𝑒
∙ 𝑒
[1−(
𝑇4−38+0,02𝐹𝑆²
2
)]∙[0,506+log(log(
10000√𝐹𝑆
10+𝐹𝑆+0,004∙𝐹𝑆
4))]
20
                   (4.1) 
Na Equação 4.1, pode-se observar que o 𝐼𝑄𝐵 depende apenas de 𝐹𝑆 e 𝑇4, pois estas 
são as variáveis que influenciam na satisfação do consumidor. Adicionalmente, observa-
se que esta equação envolve operações não lineares e que o seu valor foi normalizado, ou 
seja, assume apenas valores de 0 a 1. Na Figura 4.2, tem-se a representação gráfica do 
𝐼𝑄𝐵 para 𝐹𝑆 variando de 0,1 a 10 𝐿/𝑚𝑖𝑛 e 𝑇4 de 32°𝐶 a 44°𝐶. 
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Figura 4.2. Representação gráfica do IQB. 
Na Figura 4.2, verifica-se que o 𝐼𝑄𝐵 possui um ótimo global ao atingir o valor máximo 
de 1, que ocorre quando as suas variáveis de entrada são aproximadamentes iguais a 
3,8 𝐿/𝑚𝑖𝑛 para a vazão do banho e 37,5 °𝐶 para a temperatura do banho. Observa-se 
que o KPI em questão é penalizado tanto pelo aumento quanto pela diminuição da vazão, 
isto acontece porque na prática, ao aumentar demais a vazão, a temperatura do banho 
não acompanha este aumento, tornando o banho frio. Já ao diminuir demais a vazão, a 
qualidade do banho também cai pela elevação excessiva da temperatura. O indicador 
também é afetado negativamente pelo aumento ou diminuição da temperatura, dado 
que um banho muito frio ou demasiadamente quente não resulta em uma situação 
confortável. 
O 𝐼𝑄𝐵 foi avaliado em três cenários distintos, apresentando: 1) distúrbios na vazão, 
𝐹𝑑, 2) queda da temperatura fria, 𝑇𝑓, e 3) avaliando o 𝐼𝑄𝐵 diante de distúrbios na vazão, 
mas em uma malha com estratégia de controle diferente da utilizada nos dois primeiros 
cenários. Em todos os três cenários o controlador foi ajustado manualmente. Nos 
cenários 1 e 2, a potência é constante e funciona no modo liga-desliga de acordo com o 
nível do tanque, como mencionado anteriomente. Neste caso, o nível do tanque é 
controlado pela válvula de entrada de água fria e a temperatura de saída é controlada 
pela válvula de saída, como pode ser visto na Figura 4.3. 
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Figura 4.3. Estratégia de controle utilizada nos cenários 1 e 2. 
No cenário 3, a estratégia de controle foi alterada, neste caso o nível é controlado 
pela válvula de saída e a temperatura de saída é controlada pela potência, que é variável. 
Foi aplicada uma estratégia tipo split range, na qual quando a variável manipulada 
corresponde de 0 a 50 % utiliza-se apenas o aquecimento a gás e de 50 a 100 %, o 
aquecimento elétrico é ligado. Esta estratégia de controle está apresentada na Figura 4.4.  
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Figura 4.4. Estratégia de controle utilizada no cenário 3. 
Foi adicionado um ruído nas variáveis 𝐹𝑆 e 𝑇4 para representar um processo real, no 
qual a presença de flutuações nos valores obtidos é comum. No Simulink, o bloco 
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utilizado para adicionar o ruído a estas variáveis foi o Band-Limited White Noise, com uma 
magnitude de 0,0005 e normalmente distribuído. 
Para aplicar a metodologia, foram comparados os resultados obtidos com parâmetros 
e métodos diferentes para justificar a escolha dos mesmos utilizados nos cenários do 
estudo de caso. A seguir, será apresentado como foi escolhido o limiar do índice de 
estacionariedade, 𝐼𝑒𝑒, o nível de decomposição de Wavelets, 𝑁, o método de séries de 
Taylor de 1ª ordem para a propagação de erros e a escolha do número de amostras a 
serem geradas, 𝑁𝐴, na análise de sensibilidade. 
4.1 Escolha dos parâmetros e métodos 
4.1.1 Detecção do estado estacionário e remoção de ruído 
Na Figura 4.5, tem-se os gráficos referentes ao 𝐼𝑄𝐵, 𝐹𝑠 e 𝑇4 para uma situação em que 
um distúrbio do tipo degrau unitário negativo na vazão, 𝐹𝑑, incide no tempo de 300 
segundos para a estratégia de controle da Figura 4.3. 
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Figura 4.5. (a) Gráfico do distúrbio na vazão em t = 300 s, (b) IQB, (c) Fs (vazão da água do 
banho) e (d) T4 (temperatura do banho).  
Na (a), observa-se o distúrbio na vazão, que inicialmente é igual a zero, mas a partir 
do tempo igual a 300 segundos, assume o valor de -1. Este distúrbio provoca uma 
redução no 𝐼𝑄𝐵, como pode ser visto na Figura 4.5(b). O degrau negativo na vazão 
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também provoca um aumento na vazão de saída como pode ser visto na Figura 4.5(c), 
causado pelo aumento repentino da temperatura de saída, como mostrado na Figura 
4.5(d). Isto aconteceu porque o tanque tem o seu nível reduzido e, com uma menor 
quantidade de água para ser aquecida, uma mesma potência eleva a temperatura da 
água. Ao enfrentar uma queda na temperatura de saída, o controlador reage 
aumentando a vazão de saída, restabelecendo, posteriormente, o equilíbrio em torno da 
temperatura desejada. 
Avaliando-se o período entre 𝑡1 = 200 𝑠 e 𝑡2 = 500 𝑠 na , foi utilizado o método DER 
para a detecção do estado estacionário no 𝐼𝑄𝐵 para diferentes valores de 𝐼𝑒𝑒, fixando 
𝑁 = 4, utilizando a função de Wavelet spline quadrática e o próprio indicador como 
critério para a detecção do estado estacionário (𝑥𝑒𝑠𝑡 =′𝐼𝑄𝐵′). Estes cenários estão 
apresentados a seguir na , na qual a linha verde é a classificação feita pelo método DER e 
a linha azul é o índice calculado. 
 
Figura 4.6. Gráficos da identificação do estado estacionário para o IQB com N = 4 e 
diferentes valores de Iee para t1 = 200 s e t2 = 500 s. 
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Na , o estado foi multiplicado por 0,54 apenas para melhor visualização, assumindo 
um valor zero quando o EE não é identificado e 0,54 quando está no EE. A partir da , 
observa-se que quanto maior o 𝐼𝑒𝑒, menor a porção da janela no estado estacionário. Em 
todos os casos, o método identificou a mudança de patamar do indicador e caracterizou 
esta transição como não estacionária, no entanto, apresenta diferentes amplitudes para a 
transição de acordo com o 𝐼𝑒𝑒, sendo a maior e, consequentemente, a mais rigorosa, a 
faixa obtida quando 𝐼𝑒𝑒 = 0,9. 
Utilizando o método DER com 𝐼𝑒𝑒 fixado em 0,7 e diferentes valores de 𝑁 para 𝑡1 =
200 𝑠 e 𝑡2 = 500 𝑠 na Figura 4.5, foram obtidos os resultados apresentados na Figura 4.7. 
 
Figura 4.7. Gráficos da identificação do estado estacionário para o IQB com Iee = 0,7 e 
diferentes valores de N para t1 = 200 s e t2 = 500 s. 
Na Figura 4.7 observa-se que o aumento do número de níveis de decomposição por 
Wavelet reduz a porção da janela no estado estacionário. À medida que 𝑁 aumenta, há 
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uma maior eliminação de ruídos, tornando mais claros os intervalos que podem ser 
considerados como estacionários. 
Na Tabela 4.1, encontra-se o percentual da janela no estado estacionário (%EE) de 
acordo com diferentes valores de 𝐼𝑒𝑒 e 𝑁. 
Tabela 4.1: Percentual da janela no EE de acordo com N e Iee para t1 = 200 s e t2 = 500 s.  
                     𝐼𝑒𝑒 
  𝑁 
0,6 0,7 0,8 0,9 
2 98 % 97 % 97 % 90 % 
3 96 % 95 % 95 % 89 % 
4 94 % 92 % 89 % 80 % 
5 88 % 84 % 77 % 69 % 
 
Comparando-se a  com a linha referente ao 𝑁 = 4 na Tabela 4.1, observa-se que o 
%EE é igual a 80 % para 𝐼𝑒𝑒 = 0,9, aumentando para 94 % quando 𝐼𝑒𝑒 = 0,6. Ao observar 
a coluna referente ao 𝐼𝑒𝑒 = 0,9, observa-se que o %EE é de 90% quando 𝑁 = 2 e cai para 
69 % quando 𝑁 = 5. O melhor cenário para a detecção do estado estacionário, após 
analisar as Figuras 4.6 e 4.7 em conjunto com a Tabela 4.1, seria com 𝑁 = 5 e 𝐼𝑒𝑒 = 0,9, 
pois desconsidera os valores muito próximos da transição de patamar, resultando em 
uma escolha rigorosa e altamente confiável com respeito ao EE. No entanto, como os 
dados podem apresentar diferentes comportamentos em janelas distintas, nem sempre a 
melhor escolha é a mais rigorosa. Na Figura 4.8, tem-se a identificação do EE na janela do 
período entre 𝑡1 = 0 𝑠 e 𝑡2 = 300 𝑠 da  considerando 𝑁 = 4. 
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Figura 4.8. Gráficos da identificação do estado estacionário para o IQB com N = 4 e 
diferentes valores de Iee para t1 = 0 s e t2 = 300 s. 
Na Figura 4.8, observa-se que os valores do 𝐼𝑄𝐵 flutuam em torno de um valor médio, 
não apresentando mudanças bruscas de valores. Neste caso, a detecção do EE é mais 
sensível, reduzindo a porção da janela no estado estacionário. O mesmo pode ser 
observado na Figura 4.9, na qual o 𝐼𝑒𝑒 está fixado em 0,7 e o 𝑁 é variável.  
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Figura 4.9. Gráficos da identificação do estado estacionário para o IQB com Iee = 0,7 e 
diferentes valores de N para t1 = 0 s e t2 = 300 s. 
Na Tabela 4.2, tem-se o %EE de acordo com os diferentes valores de 𝐼𝑒𝑒 e 𝑁 para a 
faixa de tempo entre zero e 300 segundos. 
Tabela 4.2: Percentual da janela no EE de acordo com N e Iee para t1 = 0 s e t2 = 300 s. 
                       𝐼𝑒𝑒 
𝑁  
0,6 0,7 0,8 0,9 
2 77 % 59 % 36 % 13 % 
3 83 % 66 % 43 % 15 % 
4 98 % 93 % 69 % 30 % 
5 94 % 92 % 77 % 28 % 
 
Na Tabela 4.2, observa-se que ao escolher o melhor cenário (𝑁 = 5 e 𝐼𝑒𝑒 = 0,9) 
resultaria em uma janela com apenas 28 % no EE, podendo chegar a valores menores ou 
até mesmo iguais a zero. Baseando-se nesta análise preliminar, foram adotados os 
valores intermediários de 0,6 para o 𝐼𝑒𝑒 e de 4 para o 𝑁, com a finalidade de representar 
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a janela com um maior número de valores e de evitar que algumas janelas fiquem sem 
um valor representativo por falta de intervalos no EE, sendo preferível valores próximos 
ao reduzir o 𝐼𝑒𝑒. 
4.1.2 Método de expansão de séries de Taylor de 1ª ordem 
O método baseado na expansão de séries de Taylor de 1ª ordem foi comparado com o 
Método de Monte Carlo para verificar se o mesmo é adequado para o estudo de caso. 
Para 𝐹𝑠 e 𝑇4 no período de tempo entre 0 e 200 segundos nas Figuras 4.5(c) e 4.5(d), 
respectivamente, inicialmente foi verificado se a distribuição de ambas pode ser 
considerada Normal, para posterior geração de números aleatórios. Nas Figuras 4.10 e 
4.11, encontram-se o histograma e o gráfico de probabilidade para 𝐹𝑠  e 𝑇4 , 
respectivamente.  
 
Figura 4.10. Histograma e gráfico de probabilidade de Fs (vazão da água do banho) 
 entre 0 e 200 s. 
 
Figura 4.11. Histograma e gráfico de probabilidade de T4 (temperatura do banho) 
 entre 0 e 200 s. 
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A partir das Figuras 4.10 e 4.11, observa-se que ambas as variáveis podem ser 
consideradas com distribuição Gaussiana no intervalo em questão, visto que nos gráficos 
de probabilidade os dados apresentaram um bom ajuste ao da distribuição Normal, 
dispersando-se minimamente apenas nos valores extremos. Para corroborar o que as 
Figuras 4.10 e 4.11 indicam, foi utilizado o teste de normalidade de Shapiro-Wilk no 
Python, no qual a hipótese nula de que os dados são provenientes de uma distribuição 
Normal não pode ser rejeitada nos dois casos, apresentando valores P iguais a 0,75 para a 
vazão e 0,76 para a temperatura com um nível de significância de 5 %. 
Foram gerados três vetores aleatórios com 100.000 elementos e valores de 0 a 1 
segundo a distribuição Normal, a saber: 𝒖𝑭 para a vazão, 𝒖𝑻 para a temperatura e 𝒗 um 
vetor comum aos dois, que foi incluído para representar a correlação entre as duas 
variáveis. Na Equação 4.2, encontra-se a relação que descreve a maneira como o vetor da 
variável de entrada 𝑖 foi determinado. 
𝒙𝒊 = ?̅?𝑖 + 𝜎𝑖 ∙ [(1 − 𝑐) ∙ 𝒖𝒊 + 𝑐 ∙ 𝒗]                                        (4.2) 
onde: ?̅?𝑖  é o valor médio da variável 𝑖 no intervalo de 0 a 200 s, 𝜎𝑖 é o desvio padrão e 𝑐 é 
o coeficiente de similaridade (0 < 𝑐 < 1). 
O 𝐼𝑄𝐵  foi calculado tendo como entrada os valores aleatórios dos vetores 
determinados pela Equação 4.2. Os desvios-padrões destes valores do IQB calculado são 
referentes ao método MC, que é o de referência. Os desvios-padrões referentes ao 
método de séries de Taylor de primeira ordem foram calculados segundo as Equações 2.9 
e 2.11, onde a primeira considera as variáveis independentes e a segunda considera a 
dependência entre as variáveis. 
 Na Figura 4.12, encontra-se o gráfico comparativo entre os métodos de Monte Carlo 
e Séries de Taylor de 1ª ordem, considerando as variáveis independentes (var. indep.) e 
dependentes (var. dep.), para três valores de 𝑐: 0,25 (amostra 1), 0,50 (amostra 2) e 0,75 
(amostra 3). 
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Figura 4.12. Comparação entre as incertezas do IQB. 
Observa-se, na Figura 4.12, que quando foi considerada a dependência entre as 
variáveis, o método de séries de Taylor de 1ª ordem apresentou valores de desvios-
padrões muito próximos aos do método MC. Quando a interdependência não é 
considerada, o desvio-padrão diverge do valor calculado pelo método MC, sendo esta 
diferença maior quando os dados são determinados com maiores valores de 𝑐. Na Tabela 
4.3, estão apresentados os erros relativos percentuais com relação ao método MC 
quando as variáveis são consideradas dependentes e independentes. 
Tabela 4.3: Erros relativos das incertezas de acordo com os coeficientes de similaridade 
𝒄 Erro (ind) Erro (dep) 
0,25 3,2243 % 0,0170 % 
0,50 13,5665 % 0,0169 % 
0,75 21,1461 % 0,0348 % 
 
 Observa-se, na Tabela 4.3, que quando é considerada a dependência entre as 
variáveis, o método de séries de Taylor de 1ª ordem apresenta erros menores do que 
0,04 % em relação ao método MC para todos os valores de 𝐜. Adicionalmente, observa-se 
que quanto maior o valor de 𝐜, maior a penalização por não considerar a dependência 
entre as variáveis, logo, mostra-se que é de extrema importância incluir o termo da 
covariância no cálculo da incerteza. 
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
1
2
3
Desvio-padrão
A
m
o
s
tr
a
 
 
Monte Carlo
Var. dep.
Var. indep.
Capítulo 4 – Estudo de Caso 49 
 
 O método de séries de Taylor de 1ª ordem é mais indicado para modelos lineares e 
polinomiais, no entanto, por apresentar resultados muito próximos do método MC, 
quando utilizada a Equação 2.11, e incorrer em baixo custo computacional, o mesmo foi 
utilizado para determinação do desvio-padrão do 𝑰𝑸𝑩 nos cenários do estudo de caso. 
4.1.3 Determinação de NA na análise de sensibilidade 
Na análise de sensibilidade, o método de Sobol foi comparado considerando-se 𝑁𝐴 =
1.000, 𝑁𝐴 = 10.000 e 𝑁𝐴 = 100.000  para 𝐹𝑆  variando de 0,1 a 10 𝐿/𝑚  e 𝑇4  de 32°𝐶  a 
44°𝐶. Na Tabela 4.4, encontram-se os valores obtidos do índice de sensibilidade total 
para cada variável com seus respectivos desvios-padrões. 
Tabela 4.4: Índices de sensibilidade total de acordo com o NA. 
𝑁𝐴 𝑆𝑇𝐹𝑆
 𝜎𝑇𝐹𝑆
 𝑆𝑇𝑇4  𝜎𝑇𝑇4  
1.000 0,1744 0,0248 0,9977 0,0908 
10.000 0,1740 0,0062 0,9976 0,0246 
100.000 0,1745 0,0024 0,9980 0,0078 
 
Na Tabela 4.4, observa-se que os índices de sensibilidade total apresentam diferenças 
entre si apenas a partir da terceira casa decimal quando o valor de 𝑁𝐴 é alterado, não 
apresentando um padrão de proporção. No entanto, os valores dos desvios-padrões 
diminuem à medida que 𝑁𝐴 aumenta. O 𝐼𝑄𝐵 tem apenas duas variáveis de entrada e, 
como mostrado na Tabela 4.4, este indicador é mais sensível à variável 𝑇4, apresentando 
um índice muito maior do que o de 𝐹𝑆. Logo, para o estudo de caso em questão, 
escolheu-se 𝑁𝐴 = 1.000, visto que um desvio padrão da ordem de 10
−2 não influenciaria 
na determinação de qual variável é a mais sensível e reduziria o esforço computacional. 
4.2 Cenários 
4.2.1 Cenário 1: Distúrbios na vazão 
No cenário 1, foram adicionados dois distúrbios do tipo degrau na vazão (𝐹𝑑). No 
tempo 𝑡 =  500 𝑠, o 𝐹𝑑  foi inserido em forma de degrau unitário negativo e em 𝑡 =
 1300 𝑠, um degrau unitário positivo. Na Figura 4.13, estão apresentados os gráficos do 
distúrbio, do 𝐼𝑄𝐵, 𝐹𝑠 e 𝑇4, respectivamente, para este cenário. 
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Figura 4.13. (a) Gráfico do distúrbio na vazão em t = 500 s e t = 1300 s, (b) IQB, (c) Fs 
(vazão da água do banho) e (d) T4 (temperatura do banho).  
Na , observa-se que o distúrbio negativo na vazão no tempo de 500 segundos provoca 
uma redução do 𝐼𝑄𝐵  e o distúrbio positivo em 1300 s ocasiona um aumento do 
indicador. O distúrbio negativo na vazão provoca a redução do nível do tanque, 
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provocando um aumento na temperatura de saída (), visto que uma menor quantidade 
de água está sendo aquecida. A redução do nível aciona a válvula de entrada de água fria, 
que é aberta para aumentar o nível. Ao aumentar a temperatura de saída, a válvula de 
saída abre mais para corrigir a temperatura, logo, neste ponto, a vazão de saída começa a 
aumentar, como visto na . O oposto acontece quando o distúrbio é positivo, o nível do 
tanque aumenta e a válvula de entrada de água fria é fechada. Devido à redução da 
temperatura de saída, a válvula de saída fecha mais, reduzindo a vazão de saída. 
Na Figura 4.14, encontra-se o StatSSCandlePlot do 𝐼𝑄𝐵 para o cenário 1 em um 
período de tempo de 2000 segundos dividido em 10 janelas. 
 
Figura 4.14. StatSSCandlePlot do IQB no cenário 1. 
Na Figura 4.14, observa-se que na janela 3 o valor de fechamento do IQB foi bastante 
inferior ao valor de abertura, no entanto, o fechamento foi consideravelmente superior 
ao mínimo, indicando uma tendência de recuperação. No caso da janela 7, ocorreu o 
inverso, o IQB finalizou o período com um valor maior do que o seu valor de abertura, 
indicando uma tendência de alta, no entanto, como o seu valor de fechamento ficou bem 
abaixo do máximo da janela, nota-se que o indicador poderia ter permanecido em um 
valor maior, mas sofreu uma queda antes do fechamento do período. As demais janelas 
apresentaram tendências muito baixas de alta e queda, visto que os valores assumidos 
foram muito próximos. Adicionalmente, observa-se que os valores médios do 𝐼𝑄𝐵 
ficaram abaixo do valor de referência em todas as janelas. 
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Como observado na Figura 4.14, as janelas possuem diferentes percentuais no estado 
estacionário que estão indicados pelos pontos azuis. Estes estacionários estão detalhados 
na Figura A.1 do Apêndice A. 
Ao se deparar com o gráfico da Figura 4.14, as janelas 3 e 7 são as que mais chamam 
atenção e é de extrema importância saber qual das variáveis foi a mais impactante em 
cada uma destas variações significantes no processo. Para isto, foi feito o gráfico com os 
resultados da análise de sensibilidade, que é complementar ao StatSSCandlePlot e está 
apresentado na Figura 4.15. 
 
Figura 4.15. Análise de sensibilidade do IQB no cenário 1. 
Na Figura 4.15, observa-se que em todos os casos a temperatura é a variável com 
maior índice de sensibilidade total. Logo, a variação do 𝐼𝑄𝐵 é, em sua maior parte, devido 
à variação da temperatura. De posse desta informação, o foco para a melhoria do 
indicador é a temperatura de saída do processo. 
4.2.2 Cenário 2: Queda da temperatura fria 
Neste cenário, a temperatura de água fria na caixa d’água caiu de forma linear 
seguindo um comportamento do tipo rampa. A Figura 4.16 apresenta os gráficos do 
distúrbio, do 𝐼𝑄𝐵, 𝐹𝑠 e 𝑇4, respectivamente, para este cenário. 
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Figura 4.16. (a) Gráfico do distúrbio na temperatura da água fria (Tf), (b) IQB, (c) Fs (vazão 
da água do banho) e (d) T4 (temperatura do banho). 
A queda na temperatura fria provoca um aumento gradual do IQB, como visto na 
Figura 4.16(b). Isto aconteceu porque a queda da temperatura de saída reflete a queda da 
temperatura da caixa d’água. Como 𝑇4 é controlada pela válvula de saída, esta é fechada, 
provocando a queda da vazão, como visto na Figura 4.16(c), para que o tanque tenha 
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tempo suficiente de aquecer mais a água e retornar à temperatura desejada (Figura 
4.16(d)). 
Na Figura 4.17, tem-se o StatSSCandlePlot referente ao cenário 2. 
 
Figura 4.17. StatSSCandlePlot do IQB no cenário 2. 
Inicialmente, na Figura 4.17, o IQB está em torno de 0,5, abaixo do valor de 
referência, assumindo valores próximos nas janelas 1 e 2. A partir da janela 3, o IQB 
cresce para cerca de 0,63 e o corpo do candle aumenta. Adicionalmente, o seu valor de 
fechamento fica superior ao valor de abertura, indicando um sentimento positivo em 
torno do IQB sugerindo que o mesmo pode aumentar no futuro. Na janela 4, o indicador 
possui valor de fechamento maior do que o de abertura e uma média superior ao valor de 
referência. Ao avançar para a janela 5, percebe-se que os valores de abertura e 
fechamento foram muito próximos e, adicionalmente, que o indicador cresceu 
consideravelmente na janela, mas voltou a cair. Nas janelas seguintes, a média do IQB 
ficou aproximadamente constante e os seus respectivos candles indicaram leves 
tendências de queda e alta alternadas, mantendo o valor médio do indicador acima do 
valor de referência. Os estacionários estão detalhados na Figura A.2 do Apêndice A. 
A análise de sensibilidade do cenário 2 encontra-se a seguir na Figura 4.18. 
Capítulo 4 – Estudo de Caso 55 
 
 
 
Figura 4.18. Análise de sensibilidade do IQB no cenário 2. 
Na Figura 4.18, verifica-se que a vazão passa a ter uma contribuição mais significativa 
na variação do IQB quando a temperatura da caixa d’água começa a cair, tornando-se a 
variável com maior índice de sensibilidade total nas janelas 3, 4 e 5. Nas demais janelas, o 
IQB continua sendo mais afetado pela variação de 𝑇4. 
4.2.3 Cenário 3: Mudança na estratégia de controle 
No cenário 3, a estratégia de controle foi alterada, como visto na Figura 4.4. A Figura 
4.19 apresenta os gráficos do distúrbio, do 𝐼𝑄𝐵, 𝐹𝑠 e 𝑇4 quando o sistema é submetido a 
distúrbios na vazão (𝐹𝑑), um degrau unitário negativo em 𝑡 =  500 𝑠 e um degrau 
unitário positivo no tempo 𝑡 =  1300 𝑠.  
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Figura 4.19. (a) Gráfico do distúrbio na vazão em t = 500 s e t = 1300 s, (b) IQB, (c) Fs 
(vazão da água do banho) e (d) T4 (temperatura do banho).  
A partir do gráfico da Figura 4.19(b), observa-se que o IQB foi beneficiado com o 
distúrbio negativo na vazão e após o distúrbio positivo, retornou ao patamar anterior. Ao 
submeter o sistema da Figura 4.4 a um distúrbio negativo na vazão, o nível do tanque 
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reduz e a válvula de saída é fechada, reduzindo a vazão de saída, como mostrado na 
Figura 4.19(c). Como esta estratégia de controle tem uma potência variável, as alterações 
na temperatura de saída se restabelecem mais rapidamente, como visto na Figura 
4.19(d), quando comparadas ao caso apresentado no cenário 1 (Figura 4.13(d)). 
Na Figura 4.20, encontra-se o StatSSCandlePlot do 𝐼𝑄𝐵 referente ao cenário 3. 
 
 
Figura 4.20. StatSSCandlePlot do IQB no cenário 3. 
A partir da Figura 4.20, observa-se que na janela 3, o indicador apresentou tendência 
de alta no período e que o mesmo teve seu valor de abertura (fechamento) muito 
próximo do mínimo (máximo), sugerindo aumento futuro do indicador. Na janela 7, o 
valor de fechamento está consideravelmente acima do mínimo, indicando uma tendência 
de recuperação do IQB. Os demais candles são neutros e não fornecem informações 
relevantes a respeito dos movimentos futuros. Ainda no gráfico, observa-se o elevado 
desvio-padrão nas janelas 3 e 7, resultante da mudança repentina de patamares do 
indicador, e também que todas as janelas apresentaram valores médios iguais ou 
superiores ao valor de referência. O detalhamento dos estados em cada janela encontra-
se na Figura A.3 do Apêndice A. 
Na Figura 4.21, encontram-se os resultados da análise de sensibilidade para as janelas 
do cenário 3. 
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Figura 4.21. Análise de sensibilidade do IQB no cenário 3. 
Na Figura 4.21, observa-se que, assim como no cenário 1, a temperatura é a variável 
que mais influencia no IQB em todas as janelas. Uma variação, mesmo que pequena nesta 
variável, é capaz de mudar substancialmente o IQB. 
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 Considerações Finais 
5.1 Conclusões 
Este trabalho teve como objetivo a elaboração de uma metodologia para a 
quantificação de KPIs, envolvendo tratamento de dados, através da remoção de ruído e 
da detecção do estado estacionário, e análises estatísticas, como a propagação de erros e 
a análise de sensibilidade. Adicionalmente, foi apresentada uma nova ferramenta de 
acompanhamento de KPIs, ainda não encontrada na literatura, denominada 
StatSSCandlePlot. 
Antes de aplicar a metodologia, foram realizadas análises para ajuste manual dos 
parâmetros da remoção de ruído e detecção do estado estacionário pelos métodos DWT 
e DER, respectivamente, e da análise de sensibilidade pelo método de Sobol. 
Adicionalmente, o método de propagação de erros via séries de Taylor de primeira ordem 
foi comparado ao método Monte Carlo, que é considerado um método de referência. 
Após analisar diferentes cenários variando o índice de estacionariedade limiar e o número 
de níveis de decomposição de Wavelets, escolheu-se um valor de 𝐼𝑒𝑒 igual a 0,6 e 𝑁 igual 
a 4, sendo estes os parâmetros mais críticos de ajuste. Para o método de Sobol, foram 
testados três valores diferentes para o número de amostras a serem geradas, a saber: 
1.000, 10.000 e 100.000, e decidiu-se utilizar 𝑁𝐴 = 1.000, visto que valores maiores 
implicavam em maior custo computacional e diferenças irrisórias no índice de 
sensibilidade, com um desvio-padrão da ordem de 10−2 que, para este estudo de caso, 
não implicaria em grandes mudanças nos resultados. Comparando o método de séries de 
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Taylor de primeira ordem com o método de Monte Carlo, observou-se que quando foi 
considerada a dependência entre as variáveis, o erro relativo foi menor do que 0,04%. No 
entanto, ao desconsiderar o termo da covariância, os erros aumentaram para 
aproximadamente 3%, 14% e 21% considerando um coeficiente de similaridade de 0,25, 
0,50 e 0,75, respectivamente. 
A metodologia proposta foi aplicada em três cenários distintos de um chuveiro 
contendo dois princípios de aquecimento, gás e energia elétrica. No primeiro cenário, o 
sistema foi submetido a distúrbios na vazão, no segundo, houve uma queda de 
temperatura na caixa d’água e, no terceiro, distúrbios na vazão incidiram no sistema com 
uma nova estratégia de controle. Para cada cenário, os dados foram divididos em janelas 
e foram calculados os valores de média, desvio-padrão, percentual no estado estacionário 
e índice de sensibilidade total do índice de qualidade de banho, o indicador estudado que 
é dependente da temperatura e da vazão de saída do chuveiro. A partir destes dados, os 
mesmos foram expostos no StatSSCandlePlot, que também apresenta o padrão 
candlestick dos dados. 
A partir do padrão candlestick foi possível identificar algumas tendências do IQB em 
cada cenário, baseando-se nos valores de abertura, fechamento, mínimo e máximo 
assumidos em cada janela. De forma complementar a este gráfico principal, foi 
apresentado o gráfico da análise de sensibilidade para cada cenário que, para os cenários 
1 e 3, indicou que a temperatura é a variável que mais influencia no IQB, apresentando 
índices de sensibilidade, no geral, maiores do que 0,8 frente a valores menores do que 0,4 
para a vazão, fornecendo um diagnóstico inicial a respeito da principal causa de variação 
do indicador. No cenário 2, o IQB se tornou mais sensível à vazão de saída em 30% das 
janelas. 
A metodologia proposta, em conjunto com o StatSSCandlePlot, é uma ferramenta 
promissora na área de acompanhamento de processos por apresentar informações 
importantes dos indicadores apenas quando o mesmo está no estado estacionário, além 
de informar suas incertezas e um diagnóstico rápido e visual da variação do processo.  
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5.2 Sugestões para trabalhos futuros 
Para aprimoramento da metodologia e da ferramenta gráfica propostas neste 
trabalho, sugere-se a incorporação de outros métodos de propagação de erros e análise 
de sensibilidade, o ajuste automático dos parâmetros da detecção do estado estacionário 
e a adição de mais funções de Wavelet na função ssdet, visto que a depender do 
comportamento da série de dados e do indicador estudado, existem diferentes 
parâmetros e métodos mais adequados para serem escolhidos. 
Outro ponto importante é a adição de limites inferior e superior no StatSSCandlePlot 
baseando-se em distribuições de saída não-Gaussianas. Para incrementar a parte de 
interpretação do padrão candlestick, seria interessante programar os padrões assumidos 
no gráfico para, ao mover o cursor do mouse, identificar a tendência do indicador 
baseando-se nas interpretações do mercado financeiro. 
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Apêndice A - Estados dos cenários 
 
Figura A.1. Estacionários por janela no cenário 1. 
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Figura A.2. Estacionários por janela no cenário 2. 
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Figura A.3. Estacionários por janela no cenário 3. 
 
 
 
