Modern enterprises often manage geographically distributed datacenters around the globe. In such environment, datasets are naturally collected and stored in different data centers and were later queried for complex analytics. In this paper, we study the Wide-Area Data Analytics problem, which aims to efficiently control data movements and achieve low latency for overall queries processing, both constrained by limited and expensive network resources across datacenters. Previous papers focus on offline settings of single analytical queries and do not consider time in optimizing system performance, and therefore ignores the dynamics of data and task placement in terms of inter-DC bandwidth utilization. In this paper, we consider the online setting and formulate a cost-minimizing optimization problem over time for arbitrary Directed Acyclic Graph query processing. Considering dynamics of network resource usage, we developed two online algorithms, Online Switch Resist (OSR) and Most Fixed Horizon Control (MFHC) with good competitive ratios. We performed extensive simulations and comparative studies using the TPC-CH benchmark and verified the efficacy of proposed algorithms. The algorithm we proposed is better than the existing algorithm, and its performance approximates the theoretical optimal value. INDEX TERMS Approximate nested query, distributed stream processing, resource allocation, error guarantee.
I. INTRODUCTION
Nowadays, many large organizations and enterprises produce massive volumes of data that is approaching scale (e.g., petabytes of user additivity logs and server monitoring data per day). These data are stored and managed in datacenters (DCs) across different geographical regions. For example, Microsoft and Google have tens of datacenters [1] , [2] providing complex computing services originated by users from different DCs and roles (e.g., managers and Business Intelligence developers).
It is common to use DAG diagrams to represent this data transfer process [3] , [4] . DAG is often used for modeling. SPARK [5] uses DAG to model the relationship of RDD and The associate editor coordinating the review of this manuscript and approving it for publication was Asad Waqar Malik . describes the dependencies of RDD. In DAG, point represents data structures and it represents data centers in this paper. Line represents associations and it represents the data transfer process in this paper. DAG can visually depict the time course of data transmission.
In such environment, processing analytical queries in the format of Directed Acyclic Graph (DAG) of operators brings a unique challenge: how to efficiently process the query DAGs to achieve customized Quality of Service (QoS) in presence of network resource constraints? Since inter-DC network bandwidth is often limited and expensive, the QoS for analytical query processing is largely impacted by utilization of network resources. Such challenges define a new problem setting, referred to as the Wide-Area Data Analytics (WADA) [3] or Global Analytics [4] , as illustrated in Figure 1 , that becomes a recent research hotspot driven VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ by data-intensive applications. For example, Facebook [6] , Twitter [7] and LinkedIn [8] process tens or hundreds of TBs of data on daily basis, but the total transoceanic network bandwidth in 2013 is 100Tbps [4] , and increasing network capacity from South American to Europe is estimated to cost $185 million [9] , [10] . The central theme in WADA is to optimize task and data placement strategies incurred by arbitrary DAGs in presence of network constraints, i.e., how to assign tasks of given DAGs to DCs, which may or may not possess data required? If not, as often is the case in real problem settings, data movement decisions are fired. Transferring massive amount of data causes limited inter-DC bandwidth soon become scarce, creating performance bottlenecks. As shown by many authors, smart strategies for making such decisions involve techniques and performance metrics tailored to the problem setting.
The problem further escalates when time dynamics comes into play, i.e., assuming the system runs in time-slotted fashion, each time slot may admit different DAGs with different network bandwidth requirements, such dynamics significantly complicates the existing approaches [3] , [11] , where only single query setting or single QoS consideration (e.g., system latency [11] ) is present. By taking time dynamics into account, we face several unique challenges and therefore require new approaches to the problem.
First, existing algorithms may be inapplicable when adding the time dimension. Since inter-DC network resource and number of query DAGs need to be processed are constantly changing with time, the optimal strategy for a single DAG maybe not be optimal in the long run in terms of bandwidth utilization. One important observation we considered in this work is that, simply applying existing algorithms repeatedly may cause data movements back and forth, hence wasting expensive inter-DC network bandwidth (see examples in Section III-B after relevant cost components are defined). Therefore, we need new techniques by accommodating time dynamics for data movements and task placement decisions.
Second, while most of existing papers focus on offline algorithms, that is, system performance is optimized when input is known or can be fixed (e.g., via pseduo-distributed measurement in [4] ), the real-time nature in WADA requires online algorithms. With time, irrevocable task and data placement decisions must be made, and from the algorithm design perspective, such online decisions need to be comparable to the optimal offline decisions in terms of system design objectives.
To address the above challenges, we developed two online algorithms, Online Switch Resist (OSR) and Most Fixed Horizon Control (MFHC). The detailed contributions of this paper are as follows.
1) We analyzed the cost structure for the problem setting and identified system performance bottlenecks. We introduce the concept of switching cost, which represents costs incurred by repeatedly changing DCs for task executions. As shown in the running examples, switching costs take a large percentage of the total cost. 2) We proposed two online algorithms using the switching cost, OSR and MFHC. OSR is a greedy algorithm that controls the degree of switching cost one could afford via design parameters. MFHC algorithm, as the name suggests, is based on the Fixed Horizon Control technique. MFHC iteratively reoptimize the costminimizing objective with a fixed sliding window. The competition ratio of MFHC is
where M is the maximum switching cost per unit data, and N is the minimum total cost per unit data per time slot.
3) We performed extensive simulation studies using the TPC-CH benchmark and compared the performance of different algorithms. Experiments show the efficacy of our proposed algorithms and shed light on the choice system parameters in various settings. The rest of our paper is organized as follows. In Section III we describe the cost minimization problem formulation with running examples showing the impact of switching costs. We then present and analyze two online algorithms in Section IV, and present performance and experiment results in Section V. We briefly concludes the paper in Section VI.
II. RELATED WORK
Query processing in distributed databases has become a popular topic [12] , [13] . Many systems like Hive [14] , Pig [15] , and Spark [5] , [16] were designed to support analytics over big data. Recent systems focus on latency and fault-tolerance issues [17] - [21] . Vulimiri et al. first proposed the idea of pushing computation to edge datacenters [3] . Kloudas et al. models scheduling goals as a graph partitioning problem in order to minimize data movement across resource constrained links [22] . Jetstream [23] is a stream processing system for OLAP cubes, supporting data analytics. Different from these papers, we focus on optimal data and task placement strategies while considering bandwidth and computation cost.
The Fog Networks [24] , [25] is similar to this work. Both of us reduce the cost of transmission through distributed computing. However, the ability of computing and storage in Fog Networks is different. Generally, there is one data center with strong computing and storage capabilities which is used as the central controller. In this paper, the computing and storage capabilities of each data center are the same. The Geode system [4] is closest to this work. It performs distributed computing on data and minimizes system costs by continually reassigning data and tasks. However, Geode considers only the bandwidth cost for data movements and ignores the cost of large-scale task processing of multiple DAGs. In addition, Geode solves the offline problem through iterative methods, while we introduced the concept of time and designed online algorithms by taking full advantage of future information that can be predicted.
Zhang et al. [26] addresses the problem of moving the data to the cloud. The goal of [26] is to reassign data and task between datacenters. Our scenario is more complex since the WADA problem involves multiple DAGs simultaneously. In [27] , authors use the same algorithmic framework (i.e., FHC) as ours and compute the green strategies for load balancing.
In system Iridium [11] , the authors focus mainly on latency issues, and bandwidth was modeled as a constraint. In contrast, bandwidth usage and intermediate data movements are the main factors to consider in our paper for multiple DAGs.
III. THE WIDE-AREA DATA ANALYTICS PROBLEM A. SYSTEM MODEL
We consider a geo-distributed environment with a set of D datacenters. Each DC d ∈ D owns partition p of datasets P in the sense of shards in relational databases, and analytical queries in the format of operator DAGs can be submitted from any DC d ∈ D similar to the Spark framework [5] . Let G denote the set of tasks in query DAGs. We assume the system runs in discrete time-slotted fashion with slot length τ . We refer to nodes in DAGs as tasks that require data partitions residing in different DCs.
With multiple DAGs to be processed, we need to decide (i) data placement strategies, i.e, which partitions need to be copied to other datacenters and hence occupying inter-DC bandwidth and (ii) task placement strategies, i.e., which DC is chosen for tasks in DAGs. Note that data and task placement decisions are intertwined: intuitively, a task is better run in the DC with all required data partitions so as to save network bandwidth. In this paper, we consider the cost-minimizing approach to derive data and task placement strategies. The total cost C of the system consists of three components: bandwidth cost for copying data partitions, computation cost for tasks and switching cost for transferring intermediate data incurred by processing sequential DAG operators. We formally describe the optimization problem next.
B. PROBLEM FORMULATION 1) DECISION VARIABLES
At each time t, we need to make data and tasks placement strategies.
(1) Decision of data placement. Let the binary variable
) ∀p∈P,∀d∈D , the set of feasible data placement variables are:
where f p is the minimum number of copies of partition p that the system has to maintain for fault-tolerance purposes [4] .
(2) Decision of task placement. Let binary variable y d,g (t), ∀d ∈ D, ∀g ∈ G, indicate whether DC d is the target datacenter to run task g in time slot t, i.e., y d,g (t) = 1, or not i.e., y d,g (t) = 0. Let y = (y d,g (t)) ∀d∈D,∀g∈D , the set of feasible task placement variables are:
2) COST STRUCTURES The cost of system at time slot t consists of three components.
(1) Bandwidth cost for transferring data partitions, which is the cost incurred by copying original data partitions needed for tasks executions from the source DC to the destination DC. Let O p denote the amount of such data partitions, and l DC(p),d denote the cost for transferring one byte of data from the data-generating DC of partition p to DC d. l DC(p),d corresponds to upload/download inter-DC bandwidth charges and delays between two DCs based on geographic distance. Original data is the raw data originated from data-generating DCs. The bandwidth cost for transferring original data is defined as:
(2) Computation cost, which is the cost for running tasks in DAGs. This is an important factor to consider in determining the target DC to run tasks. Let b d,g (t) be the amount data to be processed and c d,g be the per-byte per-time-slot cost for processing data in d ∈ D. The value of c d,g is a system design parameter. The computation cost incurred at time slot t is: The switching cost between t − 1 to t is defined as: With the above cost structure, the overall cost incurred in time slot t can be written as: select userId, pageId, sum(adRevenue) from userLog ul join pageInfo pi on ul.pageId = pi.pageUrl where pi.pageCategory = "Entertainment" group by userId We run the same query using two different strategies, shown in Figure 2 & 3. The total cost of strategy in Figure 3 is 64% higher than that in Figure 2 . Switching cost for intermediate data accounts for 73% of the total cost in strategy B (Figure 3 ). The example shows that intermediate data could require intensive network bandwidth for running typical analytical queries, hence being a key system performance bottleneck. Detailed costs are shown in Table 1 .
D. PERFORMANCE METRIC
We use competitive ratio to measure the performance of our online algorithms. As opposed to offline algorithms that take the entire input sequence, online algorithm takes input (i.e., query DAGs in this work) as they arrive, and output irrevocable decisions (i.e., data and task placements) on the fly. We say that an online algorithm A is α-competitive if ∀ I, A(I )< αOPT (I ), where A(I) is the cost of the solution returned by algorithm A on problem instance I, and OPT(I) is the cost of I returned by the optimal offline algorithm.
IV. ONLINE ALGORITHMS FOR THE PROBLEM
If an algorithm can make real-time decisions about requirements, we call this algorithm the online algorithm. If an algorithm needs to know all the demand information, we call this algorithm the offline algorithm.
We first present the offline optimization problem, which serves as the basis to compute optimal offline solution given the complete knowledge of input. We then develop two online algorithms based on the offline optimization problem.
A. OFFLINE OPTIMIZATION PROBLEM
The offline cost minimizing optimization problem over the time interval [1, T] can be formulated as follows.
C(x(t), y(t)) 7
subject to : ∀t = 1, . . . , T , y(t) ), X , Y are respectively given in (6), (1) and (2). src(g) denotes data required for running task g. Constraint (7c) ensures that the datacenter chosen by y(t) for task g contains the data required.
The above problem can be solved offline if data is known over [1, T] . For online inputs, our algorithm uses the information in time slot [τ, τ + ω], where ω > 0 is the size of prediction window. We assume that the information in [τ, τ + ω] can be predicted perfectly without errors. The prediction method is not the key concern of our work, and is treated as blackbox. Problem (7) shows that it is easy to determine the value of x(t) at time slot t once y(t) is fixed, thus the key for designing the online algorithm is to determine y(t). Once y(t) is determined, we can solve for x(t) in a simpler problem: min
subject to: (7a), (7c)
We can now study online algorithms for geo-distributed data analytics system.
B. THE ONLINE SWITCH-RESIST (OSR) ALGORITHM
One straightforward solution to optimization problem (7) is to compute y(t) by using decisions from the previous time slot y(t − 1). Intuitively, for a new incoming query at t, OSR decides which datacenter to run DAG tasks (by solving the offline problem) using task placement decisions from y(t −1). It is easy to see that this is far from optimal since transferring raw data based on y(t − 1) could be suboptimal.
We divide the overall cost C(x(t), y(t)) incurred in t into two parts: 1) Switching cost for intermediate data C SW (y(t), y(t − 1)) as defined in Eqn. (5) , which also depends on the decision in previous time slot t − 1.
2) Non-switching cost that depends only on current information at time t for other cost components, that is,
The main idea of OSR is that for a given query, all tasks of its corresponding DAG should be executed in the same datacenter as much as possible. In other words, the algorithm tries to keep y unchanged, i.e., y(t) = y(t − 1), unless the potential cumulative cost reached a critical value. The magnitude of the threshold is determined by the parameter β 2 . The value of y is not changed unless the constraint τ −1 t=τ C t −SW (x(t), y(t)) ≤ β 2 C τ SW (y(τ ), y(τ − 1)) is not met at time τ . However, the switching cost caused by changing the value of y at time τ must meet the constraint y(τ ) ). In summary, in the OSR algorithm shown in Algorithm 1, there are two design parameters, β 1 and β 2 , that control the magnitude and frequency of changing y respectively.
Algorithm 1 The Online Switch Resist (OSR) Algorithm
Output: x, y 1 τ = 1; 2τ =1; //last time the task assignment DC changes Lemma 1: The overall switching cost is no larger than max{β 1 , 1 β 2 } times the overall non-switching cost in [1, t] 
, y(τ )). Proof: Switching cost is no larger than β 1 times the total non-switching cost in time slot t, due to the constraint Cτ i SW (y(τ i ), y(τ i − 1)) ≤ β 1 Cτ i −SW (x(τ i ), y(τ i )) in algorithm 1, whereτ i is the time when switching cost is incurred. It is easy to show that the total non-switching cost in time slot [τ i ,τ i+1 − 1] is larger than β 2 times the switching cost, hence
Lemma 2: The overall non-switching cost is no larger than times the overall offline optimal cost, i.e.,
max Eqn. (9) subject to:(7a),(7b),(7c) min Equ. (9) subject to:(7a),(7b),(7c) is the maximum ratio of the largest over the smallest possible nonswitching cost incurred in a time slot.
Proof: By the definition of , we have
C(x * (τ ), y * (τ )) (11)
Following from Lemma 1 and Lemma 2, we have Theorem 1: The competitive ratio of the OSR algorithm is (1 + max{β 1 , 1 β 2 }). Using our running example, the OSR algorithm is illustrated in Figure 4 , with β 1 = β 2 = 1.
Theorem 2: The computational complexity of the algorithm OSR is O(T γ GP 4 D 4 /ln(PD)). See appendix for the proof.
C. THE MOST FIXED HORIZON CONTROL (MFHC) ALGORITHM
In this section, we design the Most Fixed Horizon Control (MFHC) online algorithm. Intuitively, MFHC works by combining ω + 1 different fixed horizon control optimization problems and repeatedly re-optimize, e.g., at time 1 MFHC optimize the cost in time slot [1, 1 + ω] , at time 2 the algorithm solves and implements the cost optimization for [2, 2 + ω], and so on. First, we define X τ (x τ −1 ), Y τ (y τ −1 ) as the boldsymboltor indexed by t ∈ {τ, . . . , τ + ω}, which is the solution to the following problem: Problem (12) can be efficiently solved by the solvers like CVX [28] .
Algorithm FHC (k) . For all t ≤ 0, set x (k)
FHC,t = 0, y (k) FHC,t = 0, at time slot τ ∈ ω k , for all t ∈ {τ, . . . , τ + ω}, solve (12) to obtain
Note that when k > 1 the algorithm FHC (k) starts from τ = k − (ω + 1) except for τ = k. As shown in Figure 5 , the time span for FHC (1) to be optimized is t, . . . , t + ω, and the time span for FHC (ω+1) to be optimized is t − 1, . . . , t − 1 + ω, and the time span of for FHC (2) is t − ω, . . . , t. By analyzing different versions of FHC (k) we can obtain satisfied performance. More specifically, MFHC works as follows.
Algorithm MFHC. At time slot τ ∈ ω k , use FHC (k) to determine y (k) τ , . . . , y k τ +ω , and then set y MFHC,t to be the most recent assignment strategies for each query according to all k FHC solutions, i.e., Algorithm 2.
Algorithm 2 The Most Fixed Horizon Control (MFHC) Algorithm
Output: x, y 1 y(0) = 0; 2 τ = 1; Lemma 3: The overall cost incurred by FHC (k) is no larger than the total cost of offline optimal cost plus the switching cost of transferring intermediate data from the DC determined by FHC (k) to the DC computed by optimal offline algorithm. Let x (k) and y (k) be the solution derived by FHC (k) algorithm, and x * and y * be the solution of optimal offline algorithm, then we have T t=1 C(x (k) (t), y (k) (t)) ≤ T t=1 C(x * (t), y * (t)) + t∈ω k C SW (y * (t − 1), y (k) (t − 1)) Proof: For every k = 1, . . . , ω + 1, we have
+ C SW (y (k) (t), y (k) (t − 1))) ≤ τ +ω t=τ (C OR (x * (t)) + C COM (y * (t)) + C SW (y * (t), y * (t − 1))) + C SW (y * (τ − 1), y (k) (τ − 1)) + C SW (y * (τ ), y * (τ − 1)) = τ +ω t=τ C(x * (t), y * (t)) + C SW (y * (τ − 1), y (k) (τ − 1)) (14) The first equation uses the definition of C in Eqn. (6) . The inequality is based on the definition of algorithm FHC. The last equation uses the definition of C in Eqn. (6) in the optimal offline algorithm. Proof:
The first inequality follows from Lemma 3, and the last inequality is based on the definition of M and N .
Theorem 4: The MFHC algorithm has a computation complexity of O(T γ (ω + 1)GP 4 D 4 /ln(PD)).
See appendix for the proof.
D. RUNNING EXAMPLE
Continue with our example, we show results from the OSR and MFHC algorithm in Table 2 , which shows that OSR can be potential costly with β 1 = β 2 = 1, see Section V for detailed results.
V. EXPERIMENT
The goal of our experiments in this section is to: (1) compare the performance of three algorithms (OSR, MFHC, and OPT). (2) explore the effect of sizes of prediction window for the MFHC algorithm. (3) investigate the impact of unit computation cost. (4) illustrate the impact of prediction accuracy in the MFHC algorithm. (5) explore the impact of partition capacity constraints.
A. WORKLOADS AND EXPERIMENT SETUP 1) THE WORKLOAD
We use the TPC-CH benchmark [29] as our query workload. TPC-CH models Terabytes of sales data from retail product suppliers such as Amazon, and provides corresponding analytic queries. TPC-CH is a join OLTP/OLAP benchmark, which is composed of TPC-C OLTP benchmark and TPC-H OLAP benchmark. OLAP queries operate over large amounts of data and mix compute and disk/network load.
2) PSEUDO-DISTRIBUTED ENVIRONMENT SETTINGS
We perform simulations based on real datasets. We use a program to simulate the data transfer process and count the cost of this process. We use Matlab in ubantu 16.0.4. We simulated fifteen heterogeneous DCs in different regions. Network topology is distributed structure. Each datacenter owns three to ten data partitions. We assume a single task requires data in only one partition of each DC that performs the task. We set the time span in our experiment to 10 minutes. The connection costs between different DCs depends on inter-DC link delays bandwidth availability. Link delays are set based on Round Trip Time (RTT), which is proportional to geographic distance: RTT (ms) = 0.02 * Distance(km) + 5 [30] . We constantly change datacenter's speed of bandwidth to simulate the heterogeneity of inter-DC network in distributed environments. We mimic the way of change in Linux traffic control [31] by varying the bandwidth between 100Mb/min to 2Gb/min. We set unit link cost l = 0.005 * RTT + (0.2 − 0.05 * Bandwidth), which means that link cost is positively correlated with the datacenter distance and negatively correlated with network bandwidth. For bandwidth cost of the raw data movement, we set the default value of f to 3. Recall that f p,t is the minimum number of copies of data partition p that the system has to maintain for fault-tolerance at time t. For computation cost, the value of c is specific to the application and DC. We use a function to make sure that the larger amount of data processed by one datacenter, the larger the value of c is. Even for the same set of tasks, data processing at different times in the same datacenter may incur different values of c. In our experiment, most of the value of c are within [1, 2] . For the switching costs, we set the default value of design parameters β 1 and β 2 to 1 in OSR algorithm throughout.
B. EXPERIMENT RESULTS

1) THE PERFORMANCE OF OSR AND MFHC
We first study the cost savings of MFHC algorithm. Table 3 illustrates the total cost and corresponding competitive ratios of OSR and MFHC. MFHC(i) represents one specific MFHC algorithm whose size of prediction window ω = i. Compared with the OSR algorithm, all MFHC algorithms show relatively high cost-saving benefits.
2) THE IMPACT OF THE COMPUTATION COST
With all other settings unchanged, we make changes to the unit computation cost for each datacenter. Table 4 & 5 respectively show the results of multiplying and dividing unit computation cost by 2 for all algorithms. It can be seen that changing unit calculation cost has little effect on the performance of the MFHC algorithm, showing that the algorithm is stable. Figure 6 shows the competitive ratios of three algorithms. As the prediction window increases, the competitive ratio of MFHC gradually decreases. We can see that MFHC is nearly optimal when the size of prediction window is 10. This shows that the more we know about the future, the better decision-making strategy the algorithm gives: even though some decisions of task and data placements are not the optimal in current period can be optimal in a longer period in the hindsight. 
3) THE EFFECT OF THE SIZE OF PREDICTION WINDOW
4) THE IMPACT OF PREDICTION ACCURACY
In previous analysis, we assume that all information in the prediction windows is 100% accurate. We next investigate how does the accuracy of prediction affect the performance of the MFHC algorithm. To do this, we generate non-perfect prediction by adjusting the accurate input by specific percentiles. We test the performance of MFHC algorithm with all sizes of prediction windows. Table 6 , Table 7 , Table 8 represent the result with prediction error rates 5%, 5%, 10%, 15%, respectively. We observe that slight changes in the accuracy of predictions has little effect on the algorithm. All MFHC algorithms perform better than the OSR algorithm, and the MFHC algorithm shows acceptable performance even with a 15% prediction error rate. Note that, as the prediction error rate increases, the performance of the algorithm gradually deteriorates. This phenomenon is especially noticeable in the MFHC algorithm with large prediction windows. The 15% prediction error ratio increased the competitive ratio of MFHC(1) from 2.88 to 3.16, while MFHC(10) increased the competitive ratio from 1.26 to 1.73. This phenomenon is well understood because the superiority of the MFHC algorithm is due to the use of future information.
5) THE IMPACT OF PARTITION CAPACITY CONSTRAINTS
In previous experiments, we assume that the default storage of data partition is unlimited. It is possible to transform all the data needed for one task to a single data partition. We next limit the capacity to store data in data partitions. We randomly distribute the size of data partitions between 1G to 15G. We examine the performance of each algorithm under a range of data partition sizes, 5G, 10G, 15G.
The result is shown in Figure 7 . As the limits increase, the cost of each algorithm also increases. Note that when the size of a data partition is limited to 5G, the cost of the algorithm increases substantially. The main reason is that when the size of one data partition is only 5G, a lot of raw data needs to be stored in different data partitions (i.e., more ''distributed''), therefore increasing the bandwidth cost for transferring the original data. Under the same constraints, the performance of algorithm MFHC is again better than the OSR algorithm, showing the superiority of the former.
VI. CONCLUSION
This paper studies two online algorithms, Most Fixed Horizon Control(MFHC) and Online Switch Resist(OSR) for wide-area data analytics via both theoretical analysis and pseudo-distributed simulation experiments. We showed that MFHC guarantees good performance in terms of competitive ratio, evaluated OSR and MFHC under TPC-CH workloads. Experiment results show that MFHC is nearly optimal with reasonable sizes of the prediction window. Even with few prediction windows, MFHC outperforms the OSR algorithm.
APPENDIX
In the following, let P, G, D denote the cardinality of set P, G, D defined in Section III-A, respectively.
A. PROOF OF THEOREM 2
Proof: The most time-consuming step in the OSR algorithm is determining x(τ ) and y(τ ) in line 3, so the worst case is switching datacenters for tasks in each time slot. Line 3 in the algorithm can be decomposed into two steps: 1) minimize C τ −SW in (9) subject to (7a)-(7c) and 2) check constraint C τ SW (y(τ ), y(τ − 1)) ≤ β 1 C τ −SW (x(τ ), y(τ )). The first step requires solving a linear program, with computation complexity of O(T γ p 3 D 3 /ln(PD)). For a linear program, efficient polynomial-time algorithms exist,with the current best worst-case complexity of O([n 3 /lnn]γ ) via interior-point method, where n is the number of variables and γ is the number of bits required to represent the linear program. The computation complexity of the second step is O(GPD), since it loops through the D possible task decisions for at most P data partitions of G tasks. Therefore the OSR algorithm has a worst-case computation complexity of O(T γ P 3 D 3 /ln(PD) · GPD) = O(T γ GP 4 D 4 /ln(PD)).
The result of Theorem 3 is the overall computational complexity over the entire T slots. Given that OSR algorithm is an online, we are more interested in the real-time computational complexity of OSR algorithm, which is O(γ GP 4 D 4 /ln(PD)).
B. PROOF OF THEOREM 4
Proof: At each time slot t, the algorithm has to go through D possible datacenters to execute tasks for at most P data partitions for G tasks in order to determine y(t). For each y, the linear program is solved with the computation complexity of O(γ (ω+1)P 3 D 3 /ln(PD)). Hence, the MFHC algorithm has a worst-case computation complexity of O(T γ (ω + 1)p 3 D 3 /ln(PD) · GPD) = O(T γ (ω + 1)GP 4 D 4 /ln(PD)) we are more interested in the real-time computational complexity of MFHC algorithm for each time slot, which is O(γ (ω + 1)GP 4 D 4 /ln(PD)).
