We measure and simulate electric field distortions resulting from propagation of mid-infrared pulses that are resonant with the OH stretch vibration through optically dense HDO: D 2 O. These distortions are characterized experimentally by full-field-resolved time-and frequency-domain measurements, specifically cross-correlation frequency-resolved optical gating and spectral interferometry, establishing amplitude and phase of the signal fields. Correlation-function finite-difference time-domain ͑CF-FDTD͒ simulations using response functions for the OH-stretching vibration, obtained from nonlinear spectroscopic studies reported by others, show that details of the line shape functions are manifested in the measured ͑linear-response͒ spectrograms. The degree of homogeneous or inhomogeneous broadening present in the various model correlation functions is readily apparent in the measured and simulated signals. Surprisingly, the published correlation functions are shown to range from modest inhomogeneous to homogeneous line broadening. The present experimental and simulation approach is very useful for establishing the correct form of energy gap correlation functions and dephasing dynamics of IR and optical transitions. In the case of HDO: D 2 O, correlation functions with modest inhomogeneous broadening better reflect our measured responses.
I. INTRODUCTION
The application of ultrashort pulses to problems in femtosecond spectroscopy increasingly relies on robust and sensitive methods of signal detection. Knowledge of the amplitude and phase of the signal field in linear or nonlinear spectroscopy allows extracting aspects of the real and imaginary components of the refractive index ͑or susceptibility or response function͒ of a given material under investigation. 1 Consequently, the electric field is the quantity that recently developed pulse characterization techniques strive to measure. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] A simple experiment that highlights the importance of full-field characterization of spectroscopic signals is linear spectroscopic measurement of femtosecond pulses propagating through optically dense materials. 13 For a material consisting of noninteracting absorbers, absorption is usually expressed in terms of Beer's law for the steady-state condition of conventional linear spectroscopy. On the other hand, pulse distortion effects have been observed for the resonant propagation of finite bandwidth pulses in/through such systems. [14] [15] [16] This problem has been investigated for various waveforms. 17 Pulse-shape distortion has characteristics that are best described in the frequency or time domain. The Fourier components of the pulse that lie near the center of the resonance are attenuated more than those in the spectral wings. Furthermore, the output pulse is primarily formed from the field components in the leading edge of the input pulse and less so from components at the temporal peak of the input pulse. 18 Also, the signal emission time, or the instant the peak of the pulse emerges from the sample, is given by the classical group velocity expression c / ͓n + v͑dn / dv͔͒. These conclusions are related to each other by the Fourier-transform shift theorem that relates a linear term in the spectral phase to a shift in the signal emission time. 19 Garrett and McCumber first investigated resonant propagation of weak Gaussian-shaped pulses with durations much longer than the dephasing time. 18 This limit is relevant to studies involving femtosecond pulses that are resonant with electronic transitions in the visible and near-infrared spectral ranges, where the pulse bandwidth is typically ͑much͒ smaller than the absorption line. In this limit, the Taylor series expansion of the spectral phase ͑͒,
analysis is useful for the study of propagation of pulses with narrow bandwidth ͑compared to the material linewidth͒ and for small propagation distances through samples with low optical density. Otherwise, the spectrum becomes sufficiently distorted that the concept of a dominant central frequency eventually fails, and the classical group velocity expression no longer applies. 17 Another commonly encountered limit occurs when the pulse spectrum is comparable to or broader than the absorption line of the medium of interest. Linear measurements of resonant pulse propagation in the mid-infrared spectral region have shown that signal profiles can undergo significant distortions when the pulse duration is shorter than the material dephasing times. [14] [15] [16] The consequence in, for example, nonlinear optical experiments would be the continuing evolution ͑distortion͒ of the driving ͑applied͒ fields that create the nonlinear polarization in the medium as well as the concomitant distortions of the signal field resulting from integration of this polarization over the interaction length with the material.
We developed the correlation-function-based finitedifference time-domain ͑CF-FDTD͒ method to simulate pulse propagation without invoking standard approximations ͑i.e., slowly varying envelope, rotating wave, and Markovian material response͒. 13, 20 This computational technique incorporates the energy gap fluctuation correlation function 1 of a two-level system to describe the ͑potentially͒ non-Markovian medium response. It is also a first step toward similar modeling of nonlinear responses. Since the CF-FDTD method can incorporate any sum of correlation functions and the field profiles are sensitive to rapid dephasing dynamics, the description of relaxation by a given correlation function can be examined by comparing CF-FDTD simulation results with experimentally determined electric fields. The present paper introduces a combined experimentalcomputational strategy for examining correlation-function descriptions of fast relaxation dynamics and is applied to ultrafast infrared pulse propagation in liquid water. The method entails electric field ͑amplitude-and phase-͒ sensitive measurements of ͑vibrationally͒ resonant pulses that have propagated through a highly absorptive sample with full-field pulse propagation simulations. The CF-FDTD method is used to examine correlation functions for the OHstretching vibration of HDO in D 2 O obtained from recently reported mid-IR pump-probe and photon echo experiments. [21] [22] [23] [24] Even though these correlation functions should have been constrained to fit to the linear absorption spectrum of the OH-stretching vibration, we find that they range from modest inhomogeneous to homogeneous line broadening regimes. This finding suggests that a simple and robust diagnostic for complete determination of dephasing dynamics is required to address otherwise indeterminate cases. The determination of pulse distortions in highly absorptive samples and the CF-FDTD analysis described here provides useful constraints. Specifically, the present paper shows that this experimental and simulation approach can readily distinguish homogeneous from inhomogeneous line broadening dynamics at the level of linear spectroscopy and readily distinguishes between the various correlation functions previously proposed for HDO.
II. EXPERIMENTAL FIELD DETERMINATION
The mid-IR femtosecond pulse source was a home-built Ti:sapphire system ͑cavity-dumped oscillator, chirped pulse regenerative amplifier͒ followed by a double-pass KNbO 3 ͑KN͒ mid-infrared optical parametric amplifier. 28 The laser system described in reference 28 has been substantially improved in power output for the spectral interferometry measurements. 25 Using a 5.5 mJ/ pulse 532 nm pump, an amplifier with longer radius of curvature mirrors ͑R =50 cm͒ and translating the Ti:S crystal by ϳ1 cm from the focus toward the converging pump beam gives 500 J pulses of ϳ50 fs duration. The pulse energy from the double-passed KN OPA is ϳ100 nJ. Ultrashort mid-IR pulses ͑75 fs at 3 m͒, resonant with the OH-stretching mode of HDO in D 2 O, propagated through 200 m thick samples with different optical densities at the absorption maximum ͑O.D. 1.7, 0.9, and 0.5, corresponding to molar ratios of 1 / 50, 1 / 100, and 1 / 200 HDO: D 2 O; see Fig. 1͒ . These concentrations are close to those used in Refs. 21-24 thereby allowing a direct comparative study and also a treatment of the O-H stretching modes as individual oscillators. 26, 27 Pulse profiles before and after the samples were characterized by cross-correlation frequency-resolved optical gating 19 ͑XFROG͒ ͑with a 42 fs, 800 nm gate pulse͒ and by spectral interferometry. The XFROG spectrograms were analyzed with commercial software ͑FROG 3.06, Femtosoft Technologies͒ to extract the amplitudes and phases of the pulse electric fields. While the XFROG method is typically used for pulse characterization, it has also been utilized to determine the electric field of molecular signals. [28] [29] [30] In the spectral interferometry measurements, the OPA output was sent to a Mach-Zender interferometer with a delay such that the reference pulse preceded the signal by a fixed time delay. The unknown signal was generated by placing the 
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sample in one arm of the interferometer. A microstepping motorized linear stage ͑Melles Griot͒ was used for precise determination of the time delay between pulses, and a pair of calcium fluoride beam splitters ͑Alpine Research Optics͒ were used to split the mid-infrared pulses. The reference and signal beams were imaged into a spectrometer ͑TRIAX 320, Jobin-Yvon͒ connected to a HgCdTe array with 6 nm/ pixel resolution ͑IR 6416, Infrared Systems͒. Spectra were acquired using a grating blazed at 2500 nm ͑120 groove/ mm͒. Successive spectral interferograms indicated negligible pathlength drift over 30 min.
III. COMPUTATIONAL METHOD
Full-field-resolved simulations of ultrafast pulse propagation were performed using the CF-FDTD method for solving Maxwell's equations. 13, 20, 31, 32 In this formalism, population relaxation is described phenomenologically as an exponential decay with rate constant equal to 1 / T 1 , and the system-bath interaction is captured using a correlationfunction description of relaxation. As shown in Ref. 13 , the line shape function, g͑t͒ where 1 and 2 are the in-phase ͑additive͒ and out-of-phase ͑subtractive͒ "off-diagonal" matrix components; 0 is the transition frequency, is the transition dipole moment, T 1 is the population relaxation time, 3 is the population difference between excited and ground states, and 30 is the initial inversion; the overdot indicates the first derivative with respect to time. E x is the x-polarized electric field calculated in the one-dimensional CF-FDTD simulation ͑propagation along z͒. This leads to a set of coupled Maxwell-Liouville equations for subsequent finite differencing. A detailed description of the algorithm is given in Ref. 13 . Appendix A expands this equation to a cascaded three-level system as needed for nonlinear spectroscopies. The basic quantities required for the simulation are estimated from a combination of literature values and experimentally determined parameters. The number density and path length given in Table I are pertinent to our experiment. The transition dipole moment is estimated from the integrated area of the absorption band 33 via the Einstein B coefficient for absorption. The permittivity of the medium is taken as that of neat D 2 O at the carrier frequency of the pulse, as determined by attenuated total reflectance Fouriertransform infrared spectroscopy. 34 The initial pulse parameters for our measurements are obtained from XFROG measurements of the instrument response. The pulse chirp is determined by a polynomial fit to the temporal phase extracted by the XFROG ͑or spectral interferometry͒ analysis and is included in the simulation to second order; third and higher order phase terms did not significantly modify the results and, hence, are not included in the results shown here. The dispersion of the solvent is not included in the simulation, which only deals with resonant chromophore-field interactions in its current form. 13 The window dimensions ͑two windows each 1 mm thick͒ are too large to incorporate into the calculation while maintaining a reasonable computation time. Therefore, an 88 fs ͑FWHM Gaussian͒ "prebroadened" initial pulse duration is used to account for pulse spreading due to propagation through the D 2 O solvent and the CaF 2 sample cell windows. The values of the constants used in the simulations are provided in Table I . Given that the CF-FDTD formalism requires the line shape function g͑t͒ to be evaluated at every iteration ͑i.e., at each time step of the coupled Maxwell-Liouville equations solved by FDTD͒, g͑t͒ must only evolve once the field ͑pulse͒ interacts with the sample. For simplicity, g͑t͒ is set to zero before the peak of the pulse arrives at the sample and the evolution of g͑t͒ begins when the peak of the pulse arrives at the beginning of the sample ͑in practice, the field has propagated for 400 fs to this point͒.
IV. RESULTS

A. Time-frequency-domain perspective
Previous measurements of pulse profiles after propagation through solutions of HDO in liquid D 2 O with concentrations commonly used in nonlinear studies have observed beat-like distortions of the incident fields at high optical densities. 28, 29 Figure 2 displays the spectrogram and calculated field characteristics of a pulse after traversing the most optically dense ͑i.e., 1 / 50 HDO:D 2 O͒ sample, which will be used as the point of comparison for the simulation results. The intensity profile shows a beat-like structure, and a phase jump of approximately radians at the location of the first minimum of the intensity profile. An apparent pulse compression is observed as the incoming pulse decays more rapidly at high optical density: a Gaussian fit to the first peak of the intensity profile ͑at ϳ time zero in Fig. 2͒ , which is associated with the incoming field, reveals that it decreases from 88 fs in the absence of the absorbing solution to 45 fs at an optical density of 1.7 for the 1:50 HDO : D 2 O solution. These qualitative experimental observations can be explained by analyzing the dynamics of the driving field and of the polarization in the limit where the pulse duration is similar to the dephasing time scale. 18, 35, 36 When an ultrashort pulse propagates through an optically dense medium, its leading edge excites a macroscopic polarization in the sample. The emitted field is 180°out of phase with respect to the input pulse for a time of the order of the dephasing time. If the trailing edge of the pulse drops off faster than the decay of the macroscopic polarization, then the temporal envelope of the electric field leaving this medium will go through zero and become negative ͑phase changes of in the electric field cause the envelope to change sign͒. In highly absorbing media this free induction decay can become a new "driving pulse" and spawns a second FID. The resulting multiple FID ͑i.e., beats͒ signal originates from a sequence or cascade of responses, i.e., field absorptionpolarization evolution-emission cycles.
At first glance the emitted multi-beat waveform appears to be a nonlinear polarization response in which the fieldresponse-field, etc. operations do not commute. However, there are only two field-matter interactions at each spatial location of the sample. After the first field interaction the system evolves in accord with the coherence relaxation dynamics associated with the system-bath interaction ͑i.e., dephasing time͒. As the fields propagate through the material, the re-radiated field does not interact again with the molecules from which it was emitted and, hence, the spectroscopy is linear.
Spectral amplitude and phase profiles of the propagated fields were also obtained directly using spectral interferometry.
37-39 Figure 3 shows that the experimentally retrieved spectral amplitudes are double peaked and the depth of the spectral hole increases with optical density. This shape is expected as absorption of light by the OH-stretching band removes resonant spectral content from the pulse. These observations are consistent with the time-domain pulse propagation results described above as well as with Fourier transforms of the time-domain electric fields determined by XFROG ͑see Fig. 3͒ . The frequency-domain pulse propagation data of Fig. 3 indicates that the absorbing medium attenuates the pulse spectrum at its center. When the pulse duration is shorter than the dephasing time, absorption measured by spectral interferometry has three origins. First, at resonance, coherent destructive interference occurs between incoming and emitted fields at the sample ͑as revealed by pulse "compression" of the first peak in the temporal intensity profile of Fig. 2͒ . Second, interference also occurs at the exit port of the spectrometer, where temporally separated field envelopes associated with each FID beat, which are out of phase, are dispersed and thus interfere destructively. Third, small absorption of the Fourier components that are farther offresonance, for which the phase shift is not , also contributes to the measured signal. In this way, the pulse spectrum develops a dip and resembles the spectrum obtained from the superposition of two quasimonochromatic waves which differ slightly in central frequency, thus, leading to beats in the time domain. As the concentration increases, more frequency components farther off resonance contribute to the signal. As a result, the two spectral peaks around the center are pushed away from resonance, leading to an increase of the apparent frequency of the beats. Thus, the effects of resonant pulse propagation are related to refraction near resonance as well as absorption at resonance.
These complementary time-and frequency-domain perspectives mirror a number of interpretations that have been given to explain the characteristics of FID beats. [14] [15] [16] [17] [18] [19] The time-domain description of the phenomena in terms of destructive interference between driving and generated fields treats only resonant interactions; this picture makes intuitive sense when the results of the XFROG analysis are examined, as in Fig. 2͑b͒ , and follows the interpretation given in Refs. 14-19. On the other hand, the pulse spectral components towards the wings of the absorption are not absorbed as effectively. These near-resonant contributions to the signal ͑from the pulse spectral wings͒ must not be neglected. Note that the relationship between FID phase change and the absorption spectrum, as calculated in Ref. 46 , is valid in the limit where the material bandwidth is much larger than the laser bandwidth. This assumption does not hold for ultrashort midIR pulses propagating through HDO / D 2 O.
B. Correlation-function FDTD simulations
The CF-FDTD simulations provide further insights into mechanisms of pulse distortion. Figure 4 shows numerical results for the excess population of the first vibrationally excited state, 3 -30 in Eq. ͑2͒, as a function of time. At short times, 3 -30 rises rapidly with time to a delayed maximum with respect to the driving field. Subsequently, 3 -30 undergoes an oscillation resulting from the time dependence of the electric field and polarization. For longer times, 3 -30 decays exponentially with the population lifetime, T 1 . The dip at 200 fs results from the coherent interaction of the pulse with the macroscopic excitation of the sample. Similar results were obtained from CF-FDTD simulations of a cascaded three-level system ͑see Ref. 25 and Appendix A͒ indicating that the third level is not involved in the present linear spectroscopy measurement. It is important to emphasize that the population change is normalized; the transient response in Fig. 4 does not involve significant population changes of the vibrational states ͑i.e., the fractional change is less than ͒. In contrast, coherent nonlinear phenomena such as self-induced transparency are described by the same equation ͑2͒ for intense pulses with considerable population changes.
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C. Correlation-function dependence of the propagated fields
The pulse propagation experiment described above is unable to uniquely determine the material response function or correlation function on its own, but exhibits considerable sensitivity to fast dephasing dynamics. Therefore, this measurement is to be used in conjunction with the CF-FDTD simulations as a test bed for correlation functions determined through other measurements or as a constraint on modeling correlation functions. To illustrate, we use models of the response of the OH-stretching vibration obtained from published pump-probe and photon echo studies. [21] [22] [23] [24] Energy gap correlation functions constructed to match the relaxation phenomena observed in those measurements are used in the CF-FDTD algorithm to simulate the response of the water sample. The correlation functions in Refs. 21, 23, and 24 have the general form
where ⌳ i is the inverse correlation time, ⌬ i is the root mean squared ͑rms͒ amplitude of the frequency fluctuation, T 2 is the dephasing time corresponding to homogeneous ͑Bloch limit͒ dephasing, and ␦͑͒ is the delta function. The correlation function from Ref. 22 and the corresponding line shape function g͑t͒ are presented in Appendix B. ͑For the CF-FDTD simulations, g͑t͒ derived from Ref. 22 was multiplied by 0.6. This was done such that ͐ −ϱ ϱ dt exp͓i͑ − 0 ͒t − g͑t͔͒ matches the experimental absorption spectrum, which we felt was an essential constraint; the other three correlation and lineshape functions used give good agreement with the experimental spectrum͒. Figure 5 shows the correlation functions obtained from the literature 21 work. These four correlation functions represent a large range of dynamics even though these functions are meant to describe the dephasing of the OH stretch of HDO resulting from interactions with the water ͑i.e., largely D 2 O͒ bath. The values from the literature used in the simulations are given in Table II ͑frequencies are in angular units͒, and the results of the simulations are shown in Fig. 6 . The experimental electric field shown in Fig. 6͑a͒ was calculated using the following information: the square root of the field intensity 42 was multiplied by a sine function with carrier frequency 1.0205ϫ 10 14 s −1 ͑matched to the pulse spectrum͒ and temporal phase determined from the XFROG analysis. The same carrier frequency was used in all of the pulse propagation simulations. 43 Population relaxation is treated as a mono-exponential decay in all simulations, with T 1 = 650 fs for Fig. 6͑c͒ and T 1 = 700 fs for Fig. 6͑b͒, 6͑d͒ , and 6͑e͒. The correlation function used to calculate the propagated field shown in Fig. 6͑c͒ was determined from wavelength-dependent pump-probe experiments; 21 those of Figs. 6͑b͒ and 6͑d͒ were obtained from stimulated photon echo measurements. 23, 24 Figure 6͑e͒ shows the propagated field obtained using C͑͒ from molecular dynamics ͑MD͒ simulations; 41 the propagated field of Fig. 6͑f͒ was obtained using the correlation function from three-pulse photon-echo peak shift experiments. 22 Clearly the different correlation functions yield very different simulated fields. Given the parameters obtained from the correlation functions, ⌬ i has a strong impact on the resultant field shapes; for a given value of ⌳ i , it serves to tune the dephasing dynamics along the homogeneousinhomogeneous continuum ͑⌳ i / ⌬ i Ӷ 1 is inhomogeneous and ⌳ i / ⌬ i ӷ 1 is homogeneous͒.
1 Simulated pulse profiles were found to agree with our pulse propagation measurement in the case of modest inhomogeneous broadening. Greater inhomogeneity of the medium increases the interference among the emitters excited by coherent radiation and hence there is less coherence in the ensemble FID resulting in a rapid decrease of the coherence. Conversely one obtains prolonged FID beats in the homogeneous regime as observed in Fig. 6͑e͒ . Clearly, the linear pulse propagation measurement and application of the CF-FDTD approach can distinguish amongst correlation functions, and we suggest, provides a necessary condition to be satisfied in their determination.
V. DISCUSSION
The propagated fields presented in Refs. 13 and 20 already demonstrated the sensitivity of the time-domain fields to the details of the correlation-function shape described by a single Kubo function. 13, 20 In Ref. 13 , spectra obtained from the propagated fields were compared with the Fourier transform of exp͓−g͑t͔͒, ͐ −ϱ ϱ dt exp͓i͑ − 0 ͒t − g͑t͔͒, where g͑t͒ was matched to that used in the simulation; this quantity represents the linear absorption line shape. 1 The author found that agreement between analytical and simulated spectra depends on the response further illustrating the correlationfunction dependence of the propagated fields. 13 For the HDO / D 2 O system discussed here, as the extent of inhomogeneity in the system increases, the spectrum of the propagated field better reproduces that predicted by Fourier transformation of g͑t͒ ͑not shown͒. This trend is mirrored in the response function results of Fig. 6 .
The calculations reported herein focus on the response of the two-level absorbers in resonance with the incoming pulse. However, the D 2 O solvent can also influence the resulting field profiles through nonresonant material dispersion effects. This was observed in the experimental pulse propagation measurements, which showed significant broadening of the pulse ͑increase in duration of ϳ10 fs͒ after traveling through the neat D 2 O solvent compared to the empty sample cell. In the simulations performed here, this effect is treated in a simplistic manner, setting the permittivity to that of D 2 O and "prebroadening" the pulses to what they would be after propagation through the solvent. A more rigorous treatment of the solvent response could clarify the differences between the simulated FID responses and our measured results. However, this will be a constant effect and does not account for the range of correlation functions reported for the HDO : D 2 O system. Because the formulas ͑8.42a͒, ͑8.52a͒, and ͑8.54͒ in Ref. 1 relating g͑t͒ to the absorption spectrum apply for onedimensional time-domain or frequency-domain spectroscopies, these equations do not account for applied fields with finite bandwidths. However, finite bandwidths are the key to the effect observed in the present paper. The pulses used in the experiments described in Sec. II, which contain only a few optical cycles, are similar to the linewidth of the HDO / D 2 O sample. Therefore, a complete measurement of the FID-modified propagated fields requires a joint timefrequency detection scheme.
The present field-resolved measurements should be most sensitive to heterogeneity when the pulse width is not much greater than the transition line width, whereby the combined experimental and simulation approach can distinguish homogeneous from inhomogeneous broadening dynamics. By contrast, pulses with infinite bandwidth are incapable of distinguishing homogeneous from inhomogeneous line broadening. 1 Finally, we note that the bandwidth of the linear polarization can be greater than the bandwidth of the applied field only for homogeneously broadened transitions. A conventional linear absorption ͑transmission͒ spectrum does not "see" this extra bandwidth, which is outside the window of the applied field spectrum. However, the slope of the spectral phase at the peak of the linear polarization contains information about dynamics that even occur outside the bandwidth of the applied field. We have shown that the polarization emission time is affected by such extra-bandwidth dynamics.
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VI. CONCLUSIONS
The full-field simulations and measurements reported herein give access to the amplitude and phase changes of the field in both the time and frequency domains. We have used XFROG and Spectral Interferometry to fully characterize pulse distortions observed during resonant pulse propagation through liquid HDO : D 2 O solutions that are optically dense. Deviations from steady-state values are expected to occur in pulse propagation experiments where the absorption linewidth is narrower than the laser spectral width. Since portions of the pulse energy are in spectral regions beyond the linewidth of the material, the off-resonant spectral wings can propagate a larger distance than that predicted by Beer's law for the spectral components of the field that lie within the absorption linewidth. This is a factor that contributes to the observed FID beats.
The CF-FDTD method 13 was used to simulate the resonant propagation of ultrashort mid-IR pulses through optically dense samples of isotopically diluted liquid water. While the pulse propagation measurement cannot uniquely determine the full coherence decay dynamics ͑or correlation function͒ of the transition, its sensitivity to early-time dephasing dynamics allows examining the accuracy of published correlation functions. In the present paper this was done for the OH-stretch transition of HDO. The CF-FDTD simulations show that published experimental correlation functions yield very different propagated fields. Simulated pulse profiles agree with experiment in the limit of modest inhomogeneous broadening. The combined experimental/simulation approach shows how linear spectroscopy can be used to assess the differences in models obtained from nonlinear measurements. While a simple phenomenon, the coherent propagation effects on resonant fields highlight distinctions between proposed correlation functions and reveal correlation-functiondependent spectral reshaping upon propagation. Such reshaping warrants further investigation for its potential impact on coherent spectroscopic measurements. Further examination of the early-time behavior of the lineshape function in each case provides insight into the features of the dephasing necessary for reproducing experimental propagated fields. This strategy demonstrates the synergy of linear pulse propagation spectroscopy with more complicated nonlinear ͑mid-IR͒ experiments.
The experiments described here are linear, first order measurements, and the corresponding Fourier-transform relationship between the temporal profile and the spectral interferometry data is observed ͑Fig. 4͒. Yet, we note that this linear measurement appears to have attributes of "nonlinear" experiments; it has a dependence on two variables ͑time and frequency͒ and exhibits sensitivity to dephasing dynamics. Conventional linear optical experiments involve a single variable-either a ͑fixed͒ delay time or a single frequencyand correspond to one-dimensional measurements. Such single variable linear experiments result in a lineshape that cannot differentiate fast fluctuations of the transition frequencies ͑homogeneous line broadening͒ from static offsets of these transition frequencies ͑inhomogeneous broadening͒. In contrast, two-dimensional measurements, such as a two time delay Raman ͑or IR͒ experiment, are capable of unraveling details of broadened vibrational line shapes. 10, 12, 44 The field-resolved linear mid-IR measurements described in the present work may be viewed more intuitively in a joint timefrequency ͑spectrogram͒ representation. The time and frequency representations are connected by the dynamics ͑i.e., dephasing, depopulation͒ of the material response function and hence the ͑linear͒ polarization. That is, measurement of the full optical field provides the connection between the time and frequency representations through the material response function. Finally, extension of the present experimental-Maxwell equation simulation approach may provide a route to address the issue of non-Condon effects on the ͑IR͒ spectral fluctuations of water.
APPENDIX A: EXTENSION OF THE CF-FDTD METHOD TO THREE-LEVEL SYSTEMS
In this extension of the CD-FDTD method, the medium is treated quantum-mechanically by evaluating the polarization term in the coupled Maxwell-Liouville equations through explicit treatment of the density matrix for a cascaded three-level system. Three-level systems are of interest to analyze, for example, the two-step excitation of a molecule through an intermediate state. The density matrix elements of the vector were chosen such that all quantities in the calculations are real. To accomplish this, the following combinations of the 3 ϫ 3 ͑Hilbert space representation͒ density matrix are formed,
where a, b, and c refer to the ground state and first two excited states, respectively, of the three-level system. The polarization of the medium is linked to the density matrix through the relation
with N equal to the number density of three-level absorbers. Therefore, the coupled Maxwell-Liouville equations for the fields and density matrix elements are 
with resonant frequencies ij and V ij =− ij E, where ij is the transition dipole moment. Equations ͑A3͒ and ͑A4͒ for the fields and density matrix elements form the basis for the CF-FDTD algorithm applied to the cascaded three-level system. Before finite differencing, the density matrix elements are recast in a reduced form for computational simplicity, as outlined in Ref. 13 
