Data analytics in general, and data mining primitives in particular, are a major source of bottlenecks in the operation of information systems. This is mainly due to their high complexity and intensive call to IO operations, particularly in massively distributed environments. Moreover, an important application of data analytics is to discover key insights from the running traces of information system in order to improve their engineering. Mining closed frequent itemsets (CFI) is one of these data mining techniques, associated with great challenges. It allows discovering itemsets with better efficiency and result compactness. However, discovering such itemsets in massively distributed data poses a number of issues that are not addressed by traditional methods. One solution for dealing with such characteristics is to take advantage of parallel frameworks like, e.g., MapReduce. We address the problem of distributed CFI mining by introducing a new parallel algorithm, called DCIM, which uses a prime number based approach. A key feature of DCIM is the deep combination of data mining properties with the principles of massive data distribution. We carried out exhaustive experiments over real world datasets to illustrate the efficiency of DCIM for large real world datasets with up to 53 million documents.
Introduction
In the past few years, advances in hardware and software technologies have made it possible for the users of information systems to produce large amounts of transactional data. Although data mining has become a fairly well established field now, its applications in massively distributed environment poses a number of thriving challenges which are a well-known source of bottlenecks for the operation of distributed information systems. This is particularly the case of frequent itemset mining (FIM) [1] . FIM allows discovering important correlation for massive sets of data and reveal key insights for numerous applications, ranging from marketing, to scientific data analytics, and including the optimization of information systems. Actually, discovering the relationship between features in the running traces of a system, for its optimization, is an active research topic [2, 3] .
Unfortunately, mining only frequent itemsets generates an overwhelming number of itemsets. This makes their interpretation almost impossible and affects the reliability of the expected results.
Several studies were conducted to define and generate condensed representations of frequent itemsets in the past few years. In particular, closed frequent itemsets (CFI in short) [4] have received much attention with very general proposals. Existing algorithms for mining CFI flag out good performance when the input dataset is small or the support threshold is high. However, when the database increases in size or the support threshold turns to be low, both memory usage and communication costs become hard to bear. Some early efforts tried to speed up the mining algorithms by running them in parallel [5] , using frameworks such as MapReduce [6] or Spark [7] , that allow to make powerful computing and storage units on top of ordinary machines. In [8] , Wang et al. propose an approach for mining closed itemsets using MapReduce, but it suffers from the lack of scalability.
In this paper, we propose a new parallel algorithm named Distributed Closed Itemset Mining (DCIM) for enumerating CFIs using MapReduce. In DCIM, we develop a new approach based on mathematical techniques. The items from the database are transformed into prime numbers, and CFIs are generated by using only division and multiplication operations. When the scale of datasets gets large, such operations could cause an overwhelming computing and memory utilization. To overcome this issue, we propose insightful optimization techniques that allow extracting CFI from even very large datasets. The main contributions of this paper are as follows :
-We propose a numerical representation of transactional datasets using a new transformation technique. This transformation is embedded in the algorithm for a very low additional cost. -We design an efficient parallel algorithm for CFI mining by deeply combining MapReduce functionalities with the properties of CFI. -We exploit the mathematical properties of our numerical representation and provide optimizations both at the architecture level as well as on the computing nodes. -We carry out exhaustive experiments on real world databases to evaluate the performance of DCIM. The results suggest that our algorithm significantly outperforms the pioneering algorithms in CFI mining over large real world datasets with up to 53 millions articles.
The rest of this paper is organized as follows. In Section 2, we describe some related works. In Section 3, we present some preliminary notions they would be of help for defining the problem. In Section 4, we introduce our DCIM algorithm. The results of our experimental evaluations are reported in Section 5. Finally, in Section 6 we conclude.
Many research efforts [9, 10] have been introduced to design parallel algorithms capable of working under multiple threads under a shared memory environment. Unfortunately, these approaches do not address the major problem of heavy memory requirement when processing large scale databases. To overcome the latter, MapReduce platform was designed to enable and facilitate the ability to distribute processing of large scale datasets on large computing clusters. In [11] , the authors propose a parallel FP-Growth algorithm in MapReduce, which achieves quasi-linear speedups. However, the method presented so far suffers from either excessive amounts of data that need to be transferred and sorted and a high demand for main-memory at cluster nodes.
Moreover, having a large amount of transactional data, finding correlation between them highlights the necessity of discovering a condensed representations of items. Since the introduction of CFI in [4] , numerous algorithms for mining it were proposed [12, 13] . In fact, these algorithms tried to reduce the problem of finding frequent itemsets to the problem of mining CFIs by limiting the search space to only CFIs rather than the the whole powerset lattice. Furthermore, they have good performance whenever the size of dataset is small or the support threshold is high. However, as far as the size of the datasets becomes large, both memory use and communication cost are unacceptable. Thus, parallel solutions are of a compelling need. But, research works on parallel mining of CFI are few. In [14] authors proposed a parallel algorithm based on the LCM algorithm [15] . The proposed algorithm uses the concept of Java Tuple Space allowing a dynamic sharing of the work. However, large scale experiments over big datasets are needed to evaluate the scalability of the algorithm. In [8] introduce a new algorithm based on the parallel FP-Growth algorithm Pfp [11] that divides an entire mining task into independent parallel subtasks and achieves quasi-linear speedups. The algorithm mines CFI in four MapReduce jobs and introduces a redundancy filtering approach to deal with the problem of generating redundant itemsets. However, we don't find in the literature a work that scales for CFI mining on MapReduce with very large databases, as we tackle in this paper.
Preliminaries
Definition 1. Let I = {i 1 , ..., i n } be the set of items. A transaction dataset on I is a set T = {t 1 , ..., t m } such that each t i is included in I. Each t i is called a transaction. We denote by ||T || the sum of sizes of all transactions in T , that is, the size of database T . A set P ⊆ I is called itemset. For an itemset P , a transaction including P is called an occurrence of P , and T (P ) is the set of the occurrences of P . |T (P )| is called the frequency of P , and denoted by f rq(P ). For a given constant θ, called minimum support, the itemset P is frequent if f rq(P ) ≥ θ. For any itemsets P and Q such that T (P ∪ Q) = T (P ) ∩ T (Q), if P ⊆ Q then T (Q) ⊆ T (P ). An itemset P is called closed if no other itemset Q satisfies T (P ) = T (Q) having P ⊆ Q. Given a set S ⊆ T of transactions, let I(S) be the set of items common to all transactions in S, i.e., I(S) = ∩ (T ∈S) T . Then, we define clo(P ), the closure of itemset P in T , by I(T (P )) = ∩ (t∈T (P )) t.
For every pair of itemsets P and Q, the following properties hold [4]:
1. If P ⊆ Q, then clo(P ) ⊆ clo(Q).
2. If T (P ) = T (Q), then clo(P ) = clo(Q). 3. clo(clo(P )) = clo(P ). 4. clo(P ) is the unique smallest closed itemset including P . 5. An itemset P is a closed itemset if and only if clo(P ) = P .
MapReduce is one of the most popular solutions for big data processing, in particular owe to its automatic management of parallel execution in clusters of machines. Initially proposed in [6] , it has gained increasing popularity, as shown by the tremendous success of Hadoop 3 , an open-source implementation.
MapReduce splits the computation in two phases, namely map and reduce, which in turn are carried out by several tasks that process the data in parallel. The idea behind MapReduce is simple and elegant. Given an input file, and two map and reduce functions, each MapReduce job is executed in two main phases. In the first phase, called map, the input data is divided into a set of splits, and each split is processed by a map task in a given worker node. These tasks apply the map function on every key-value pair of their splits and generate a set of intermediate pairs. In the second phase, called reduce, all the values of each intermediate key are grouped and assigned to a reduce task. Reduce tasks are also assigned to worker machines and apply the reduce function on the values of each key to produce the final results.
DCIM Algorithm
Manipulating string operations causes multiple problems when handling large scale datasets. In fact, when the support threshold turns to be low, both memory usage and communication costs become unbearable. We overcome this issue by designing a distributed solution to mine CFI using the MapReduce framework. In this section, we propose our algorithm, called DCIM, that distributes the mining process of CFI over a cluster of nodes by using a number of well specified MapReduce jobs adapted to our mining problem.
Algorithm Overview
The DCIM algorithm uses two MapReduce phases to mine CFIs in three steps which are depicted as follows.
-Step 1 : Splitting : Splits T into multiple and successive parts and stores the parts on N different computers. Each part is called a split.
-Step 2 : Frequency counting : Executing a first MapReduce job, this step is dedicated to count the support of each item in T and prune non-frequent ones. The output of this step will be a list of items sorted in descendent order, and each one is linked with a specific prime number. -Step 3 : CFI Mining : This is the key step of DCIM that adopts the second MapReduce pass in which Map phase and Reduce phase perform different methods. Here, load balancing is a crucial concern and will call for particular care and a comprehensive approach of distribution principle.
Frequency counting : Using a simple MapReduce count process, in this step, DCIM scans the database and computes the frequency of each item. In fact, the input key-value pair would be like (key, value = t i ), with t i ⊂ T . For each item, say i k ∈ t i , the mapper outputs a key-value pair (key = i k , value = 1). After all mappers instances are completed, the MapReduce infrastructure feeds the reducers with key-value pairs and the output result is represented as (key = i k , value 2 = Σ(value)). Adding the minimum support θ as an input of the job, the set of items is pruned by discarding those who are not frequent and sorted in descending order of their supports in one list, denoted Frequency-List. To proceed with DCIM algorithm, each item in Frequency-List will receive a specified prime number.
CFI Mining : After generating the Frequency-List, sorted in descending order of supports, DCIM starts the second MapReduce job to extract the complete set of CFI. We detail the Map and Reduce phases below. We assume that the mining process of the algorithm is going to be on multiple Sub-Datasets. At this point, we need to deal with our data and well split the dataset, in order to satisfy the correctness and completeness of our results. To do so, a Sub-Dataset definition cited in [12] says :
Definition 2. For a given dataset T , let i be a frequent item in T . The i-Sub-Dataset is the subset of transactions containing i, while all infrequent items, item i and items following i in the Frequency-List are omitted. And therefore, having j as a frequent item in P -Sub-Dataset, where P is a frequent itemset, the jP -Sub-Dataset is the subset of transactions in the P -Sub-Dataset containing j, while all infrequent items, item j, and items following j in local Frequency-List are omitted.
Our splitting process is based on item-based partitioning of the dataset. In fact, the idea is based on the creation of one split S i for every θ-frequent item i ∈ Frequency-List. Thus, we extract, for each item, its appropriate Sub-Dataset. In the Map phase, the algorithm loads the Frequency-List of the Dataset. In each split from the inputs, the algorithm treats each transaction t i from the split S i . The input pair is like (key, value = t i ). For each t i , item i is omitted from the transaction t i and the rest of items are sorted in descending order of supports by checking the Frequency-List. Then, DCIM generates a big integer V ti representing the transaction by multiplying all the primes representing items of
ti Figure 1 illustrates the transformation process of our algorithm. Each item is mapped to a prime number (left part of Figure 1 ), while the dataset (on the right) is transformed by prime number multiplications.
When all mapper instances have completed, reducers read collections corresponding to a group of transactions in form of big integers representing the Sub-Dataset linked to item or itemset in question. Then, the mining process begins literally. Before describing the Reduce phase, some properties and definitions are of use in the remainder. Indeed, for every pair of itemsets P and Q represented respectively as two big integers X and Y , the following properties hold.
1. P is a Closed itemset extracted from a Sub-Dataset. P is discovered by concatenating the items having the same support as P (in the Sub-Dataset) 2. It is not necessary to develop a Sub-Dataset of an itemset Q included in a CFI already discovered P , such that supports of P and Q are equal. 3. P ⊆ Q if the rest of division of Y by X is 0.
In previous works [16] , to facilitate the exploration of Sub-Datasets and mine CFI, authors propose a new technique that defines a header table which is associated to each context. This table lists the items contained in the corresponding Sub-Dataset, sorted in descending order of their supports. However, in this current approach, extracting CFI in the reduce phase of DCIM does not need the use of this header table, and thus avoids additional process. To do so, we adopted the notion of greatest common divisor (Gcd). Knowing that the Gcd of two or more integers, when at least one of them is not zero, is the largest positive integer that divides the numbers without a remainder, we deduce our closure operator using the following lemma. Proof. The closure of an itemset P is produced from the intersection between all transactions containing P . Manipulating prime numbers, the Gcd between primes is unique. Thus, having all V t i from P -Sub-Dataset, extracting the closure from a set of transactions amounts to calculate the Gcd between them. Hence, the Gcd in P -Sub-Dataset is the closure between transactions composing P -Sub-Dataset.
Having the prime number representing the item and its transactions as a set of V ti as input for reducers, computing the closure from the Sub-Dataset is straightforward by computing the Gcd of all transactions of the Sub-Dataset. Doing so, there is no further need to store supports of items contained in the Sub-Dataset. Indeed, if the closure exists, then it will undoubtedly have the same support as that of the item. By concatenating the closure to the candidate item multiplying the prime number of the item and the number representing the closure, the result of our reduce phase will be a CFI that is represented as a number which is added to the set of final results.
Load balancing The principles explained above are a strong basis for high performances when mining CFIs. However, a fully parallel data mining algorithms has to be deeply combined with the intrinsic characteristics of the distributed framework. We know that, in MapReduce, the reducers cannot start applying the reduce function before all mappers finish their work. Thus, when approach-
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Thus, in DCIM, we anticipate the next step of calculating Gcds, avoiding heavy synchronization, and significantly reducing the computing time by performing a reduce-type function, called combiner, before starting the reduce phase of the proposed algorithm. Doing so, we limit the volume of data transfer between the map and reduce tasks. This function runs on the output key-value pairs of the map phase which are not immediately written to the output and already available in memory. Instead, they will be collected in lists, one list per each key value. Also, in our new algorithm, we set the combiner class as a shuffling class where all instances of Map's output are handled as a set of transactions, represented as a set of V ti . In fact, for each map output key, the combiner function is called and tries to compute the global Gcd taking V ti s one by one and applies a series of Gcd calculations between them. It is obvious that, besides the technical tricks, passing summarized Gcds to the reduce phase of the algorithm enhances the computation and calculation time.Pseudo-code of Map, Combiner and Reduce phases to enumerate CFIs is sketched in Algorithm 1. An example of DCIM running is presented in Figure 2 .
Illustrative example : Figure 1 illustrates how DCIM works on a dataset T . First, having a minimum support θ = 2, the frequency counting pass provides the Frequency-List containing items of T with their primes linked sorted in descendent order of frequencies (in case of same frequencies we applied alphabetical order on items). Then, the second MapReduce pass of DCIM is sketched in taking into account its Sub-dataset as inheritance from A-Sub-dataset and so one. The process is stopped in each reducer in two cases. A first case when there is no other item to treat from mappers outputs and a second phase when there is an inclusion relation between closed itemset found and those provided before the latter.
Optimizing Strategies
The load-balancing technique presented above is a key for high performances.
However, massively distributed data mining applied to very large databases calls for thorough optimizations. In this section, we provide insightful optimizing strategies for improving the performance of DCIM in practice.
Document splitting :
Collection frequencies of items can be exploited to reduce required work by splitting up every document adopting the item-based partitioning approach. The main idea is to observe the transactional dataset and fit each mapper with a group of dependent transactions. Thus, assuming i ∈Frequency-List a frequent item, we can split the document by searching transactions containing i concatenated to other items having the same supports as i and so on. This allows not only to have fair splits between mappers, but also reduces the time complexity of each mapper by pruning transactions not needed to extract the Sub-Dataset of the item in question.
Multiplying Big Integers : In large datasets, transforming data into numerical forms may generate big integers for which we developed special multiply operator. Before describing this operator, let us recall some definitions about big integers. A big integer X is handled thanks to its polynomial representation in a given base B as
usually depends on the maximal size of the basic data types and the coefficients x i (also called limbs) are basic number data types (such as long or double in Java) and fulfill 0 < x i < B.
Due to the format of our final output, we treat the base B as a power of 10. It significantly reduces the memory usage of the DCIM algorithm. Given two big integers X and Y in their respective canonical forms as follows,
Using these basic definitions, for large integers of size n, all the operations addition, substraction, product and division have a complexity of O(n). This means that the number of basic operations on basic data storage type is proportional to n. Interestingly enough, for the classical product and division operations, the complexity is O(n 2 ) for multiplying and dividing two integers of size n, when n becomes big, this cost becomes very handicapping. When handling huge integers, it is then of interest to try to obtain a faster algorithm for multiplication and division operations.There are some solutions proposed to overcome the above-mentioned problem, and we tried most of them. One of them is the Karatsuba algorithm [17] proposed for an efficient multiplication of big integers. Karatsuba was the first to observe that multiplication of large integer can be made faster than O(n 2 ). However, its method is a recursive one. It reduces the number of multiplications from the four products x 0 × y 0 , x 0 × y 1 , x 1 × y 0 and x 1 × y 1 to three by dividing the big integers in two parts. To minimize the complexity caused by Karatsuba, a second algorithm called Toom-Cook algorithm was implemented [18] . In fact, Toom-Cook algorithm takes X and Y as two big integers, and splits them into j lower parts each of length i, and operates on the parts. As j grows, one may mix many of the multiplication sub-processing, thus reducing the overall complexity of the algorithm. The multiplication suboperations can then be computed recursively using Toom-Cook multiplication again, and so on. Nevertheless, the complexity of Toom-Cook can be further reduced. Indeed, the product of two large integers of size n can be done in O(n log(n)) thanks to Fast Fourier Transform techniques detailed in follow. In fact, two large integers X and Y of size at most n − 1 can be written in the form of X = X(B) and Y = Y (B), where B is the base (B a power of 10) and X and Y two polynomials as X(z) =
Denoting by R(z) the polynomial obtained by the product of X(z) and Y (z), we have XY = R(B) and a final rearrangement on the coefficients of R(z) permits to obtain the product XY . Thus, we are lead to the problem of multiplying two polynomials of degree lower than n. A polynomial of degree lower than n is uniquely defined from its evaluations at n distinct points. Therefore, to obtain the product R(z) = X(z)Y (z), it is sufficient to compute the values R(w k ) at 2 × n distinct points of w k , that are computing X(w k ) and Y(w k ).
The Fast Fourier Transform idea consists in choosing for w k the complex roots of unity Ω like w k = exp( 2iΠk 2n ) = Ω k where Ω = exp( 2iΠ 2n ).
Thus, FFT algorithm proceeds with a transformation technique called the Fourier Transform. For a given sequence X = (x 0 , x 1 , ..., x 2n−1 ) derived from X(z) = n−1 i=0 (x i × z i ), the algorithm computes its Fourier transform F using Ω from below as follows.
where the conjugate Fourier transform is :
Roughly speaking, to compute the coefficients f k of F (X), the transformation performs the following steps:
1. Define two sub-sequences of size n: X 0 =(x 0 , x 2 , ..., x 2n−2 ) ; X 1 =(x 1 , x 3 , ..., x 2n−1 ) 2. Compute the Fourrier transform:
F (X 0 )=(a 0 , a 1 , ..., a n−1 ) ; F (X 1 )=(b 0 , b 1 , ..., b n−1 ) 3. Deduce the Fourier Transform F (X) with the formulas:
We now present formally the algorithm to multiply big numbers with FFT algorithm. Let X and Y be two big integers with less than n coefficients. To compute Z = X × Y in time O(n log(n)), FFT performs the following steps:
1. Compute the Fourier transform X and Y , of size 2n each, of the sequences x j and y j : X = (x 0 , x 1 , ..., x 2n−1 ) ; Y = (y 0 , y 1 , ..., y 2n−1 ) 2. Compute the product term by term in Z : Z = (z 0 , z 1 , ..., z 2n−1 ) ; z i = x i ×y i 3. Compute the inverse Fourier transform Z of Z with the conjugate FFT process: Z = (z 0 , z 1 , ..., z 2n−1 ) ≡ 1 2n F (Z) And finally, after rearrangement of the coefficients z i , the number Z i = 2n−1 0 (z i B i ) is equal to the product of X by Y . The algorithm consists in computing two FFTs of size 2n and one reverse FFT of size 2n. Thus the product of two large integers with n digits has a complexity asymptotically equal to 3 FFTs, let's say O(n log(n) 3 ).
Reducing the Size of Prime Numbers : Dealing with large datasets leads us to efficiently manipulate large numbers. Thus, in addition to the efficient multiplication operator, we also tried to reduce the size of generated numbers as much as possible. In fact, when analyzing our execution logs, we observed that items with low-frequency are much more numerous than those having high support values. Thus, for performance enhancements, we tried to attribute the lower primes to items that have higher frequencies. This idea remarkably reduced the running time of our algorithm.
Experimental Evaluation
Setup and Implementation : To perform our experiments, we used one of the clusters of Grid5000 4 which is a large-scale and versatile test-bed for experimentdriven research on parallel and distributed computing. Our experiments were performed on a cluster with 32 nodes (384 cores in total), equipped with Hadoop 2.6.0 version. Each machine is equipped with linux operating system, 96 Gigabytes of main memory, dual-Xeon X5670 with 2.93GHz 12 core CPUs and 320 Gigabytes SATA hard disk.
Due to lack of parallel CFI mining approaches in the literature, we compared our algorithm to our own parallel implementation of Closet in MapReduce. We used three Map Reduce jobs. The first job is dedicated to generate the frequency list containing all items in the dataset and for each one we associated its number of occurrences (support) and the final list was sorted in descending order of supports. The second job in Closet takes the entire dataset and removes all the infrequent items. Eventually, the third job achieves the CFI mining process. The latter divides the dataset in Map phase into multiple splits using the item-based partitioning approach mentioned earlier in section 4.2. The Map phase finds for each frequent item its Sub-Dataset and the associates header table. The Reduce phase starts by comparing the supports of the items with the supports of the itemsets in the header table of the corresponding Sub-Dataset. Those which have the same supports, their string concatenation produces a CFI which is stored in a hash-table with its corresponding supports.
Finally, we also compared DCIM to the parallel PFP-Growth [11] implementation of the FP-Growth algorithm (Pfp in short) for MapReduce. Pfp is dedicated to extraction of frequent itemsets only (and the generation of frequent itemsets from closed frequents one can be done in a significant amount of time). However, this is an interesting comparison to a well-known approach of the literature. The default values for Pfp in our experiments are: Q = 30, 000 (the number of groups containing dependent transactions, for the construction of the corresponding FP-Trees from Sub-Datasets to each itemset candidates) and K = 90 (the number of top frequent itemsets). For more details see [11] .
Datasets. We carried out our tests on two real-life datasets. The first one, called "English Wikipedia", represents a transformed set of Wikipedia articles into a transactional dataset, each line mimics an article. It contains 8 millions transactions with 7 millions distinct items, in which the maximal length of a transaction is 150, 000, and the size of the whole database is 4.7 Gigabytes. The second dataset, called "ClueWeb", consists of Web pages that were collected in January and February 2009 and is used by several tracks of the TREC conference. During our experiments, we used a part of this dataset with 53 millions transactions including 11 millions items with a maximal length of a transaction of 700,000. The size of the considered "ClueWeb" dataset is 24.9 Gigabytes.
Runtime. Figures 3 and 4 show the results of our experiments on both English
Wikipedia and ClueWeb datasets (respectively). Figure 3a reports the comparative performance of DCIM under different values of minimum support (θ) less then 1% of the overall size of the dataset. We see that DCIM sharply outperform both other algorithms. In fact, Wikipedia dataset contains a most equally number of items and transactions. Thus, as far as θ value is low, Pfp and Closet generate too many candidates, and a lot of long Sub-datasets for each one. So, the inclusion tests and evaluations under the pruning methods used in these two algorithms causes lead as expected to poor performances. Therefore, the response time of Pfp and Closet grows exponentially and gets quickly very high. DCIM overcomes these problems by using prime numbers to generate the Sub-datasets through division operations. Furthermore, the Gcd in each Sub-dataset has eliminated the check of supports between the candidate and its deduced closure, leading to much better performances. For instance, on the wikipedia dataset, the difference in response time is 5% with a support of θ = 60 × 10 −3 , while it grows up to 43% with a support of θ = 10 × 10 −3 . Figure 3b highlights the difference between the algorithms of Figure 3a that scale. Although Closet continues to scale with θ = 40 × 10 −3 , it is outperformed by DCIM, while Pfp does not scale for lower threshold values. Also, with θ ≤ 20×10 −3 , we clearly observe a significant difference in the response time between DCIM and all the algorithms from the state of the art, owing to its robust and efficient core mining process. In Figures 4a similar experiments have been conducted on the ClueWeb data set, and we observe very similar behaviors (i.e., DCIM outperforms existing approaches, and the same order between all algorithms is kept).
Speedup. In order to assess the speed-up of our approach, we performed experiments where we measured the response times with a varying number of computing nodes. In Figures 5 and 6 , we performed multiple evaluations over different number of nodes, whith θ = 50 × 10 −3 , on the Wikipedia and ClueWeb datasets (respectively). Figures 5a and 6a show the comparative speed-up results of all algorithms, and confirm the clear advantage of DCIM for all the possible settings in the number of nodes. Figures 5b and 6b focus on the speed-up of DCIM only. This is the same number of nodes and same value of θ (and, of course, the same response times for each number of nodes), with a magnified view on DCIM. We can observe the very good speed-up of DCIM which, by taking into account parallel optmizations in its core design, benefits from an increase in the number of computing nodes.
In this paper, we proposed a reliable and efficient parallel algorithm for CFI mining namely DCIM, that shows significantly better performances than approaches from the state of the art. In addition to using prime numbers and processing big integers, we provide DCIM with optimizations designed towards massive distribution and the MapReduce framework. The results illustrate that our method outperforms other alternatives, mainly by reducing the overhead of data exchange between nodes.
