We document that over the period 1953-2011 US bond returns are predictable in expansionary periods but unpredictable during recessions. This result holds in both in-sample and out-of-sample analyses and using both univariate regressions and combination forecasting techniques. A simulation study shows that our tests have power to reject unpredictability in both expansions and recessions. To judge the economic significance of the results we compute utility gains for a mean- 
Introduction
Whether asset returns can be predicted is one of the most debated questions in finance. In recent years, forecastability of stock returns has been questioned by e.g. Welch (2003, 2008) and, on the other hand, defended by e.g. Campbell and Thompson (2008) , Cochrane (2008) , Rapach et al. (2010) , Henkel et al. (2011) and Dangl and Halling (2012) . Rapach and Zhou (2012) survey the literature on stock return forecasting and find that simple univariate regressions seem to have limited out-of-sample forecasting power, but if forecasters apply more advanced techniques such as combination forecasting, use economically based priors, or take time-varying effects into account, out-of-sample performance can be significant.
Although bond returns have received less attention in the literature, both in-sample (IS) and out-of-sample (OoS) predictability have been documented by several authors e.g. Fama and Bliss (1987) , Ilmanen (1995) , Cochrane and Piazzesi (2005) , and Ludvigson and Ng (2009) 
Thus, there is a vast amount of empirical evidence against the expectation hypothesis, which says that excess returns on bonds are unpredictable. However, recent research questions the ability to predict bond returns OoS. Thornton and Valente (2012) find that forward rates do not add economic value relative to a no-predictability benchmark. Similarly, Sarno et al. (2013) find that affine term structure models forecast returns poorly OoS relative to a nopredictability benchmark.
In this paper, we comprehensively investigate the empirical evidence on bond return forecasting using the most popular predictors from the literature. We use both simple regressions as well as incorporate more recent advances in forecasting methodology. Our results show that bond returns are predictable in expansions but unpredictable in recessions. This result is robust using both statistical and economic criteria, using both IS and OoS analysis, and using both univariate regressions and combination forecasting. In expansions, the forecasting models consistently beat the no-predictability benchmark, while the forecasting models fail to beat the no-predictability benchmark in recessions. Due to the relatively low number of recessionary observations in the sample one might worry about power. However, a simulation study shows that our tests have power to reject unpredictability in both expansions and recessions.
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We compute utility gains for mean-variance investors from optimally trading on the predictors relative to using a no-predictability benchmark. The utility gains are positive in expansions but strongly negative in recessions. Thus, the result of Thornton and Valente (2012) that there is no economic gain from bond return forecasting holds only in recessions.
We find the complete opposite predictive pattern for bond returns than what Henkel et al. (2011) , Rapach et al. (2010) and Rapach and Zhou (2012) find for stock returns. They show that predictability of stock returns is concentrated around recessions. Based on the same list of predictors that we use for bond return forecasting, we confirm that stock return predictability is mainly a recessionary phenomenon. Fama and French (1989) provide empirical evidence that there is a common predictive pattern of stock and bond returns associated with the state of the economy. In contrast, we find that bond returns are predictable in expansions but not in recessions, whereas stock returns are predictable in recessions but not in expansions.
Our results indicate that previous analyses that have found stock and bond returns to be predictable from the same set of variables over identical time periods (e.g. Engsted et al. (2010) ) may be sensitive to distinguishing between expansions and recessions.
Finally, we relate our results to tests of the expectations hypothesis of the term structure. We run Campbell and Shiller (1991) predictive regressions of changes in long and short rates onto the lagged yield spread, and where we allow the spread coefficient to take different values under expansions and recessions. According to the expectations hypothesis the spread coefficient should equal one. We find that indeed the spread coefficient is closer to one in recessions than in expansions; formally the hypothesis is statistically rejected during expansions but not during recessions. We also find that interest rate volatility is much higher in recessions than in expansions. Thus, the tests of the expectations hypothesis are consistent with our return predictability findings, and also consistent with the earlier literature showing that there is more support to the expectations hypothesis when interest rates are highly volatile (e.g. Mankiw and Miron (1986) ).
The rest of the paper is organized as follows. Section 2 describes the methodology. Section 3 presents our empirical results. Section 4 concludes. The Appendix provides further detailed information about the data, describes a bootstrap procedure we use for inference, and presents additional robustness checks.
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Methodology
Out-of-sample regressions
The most simple regressions we run are
where r t+1 is the log excess return on a bond from time t to t + 1, 1 defined as the log of the holding period gross return minus the log of 1 plus the risk free rate, and x i,t is some ex ante regressor based only on the information set at time t. We estimate (1) for the full sample period of T observations to obtain IS estimates α i ,β i as well as the R 2 in order to assess the IS fit of the different models. The main focus of this paper is, however, on the OoS performance of the models we consider. 2 In OoS studies, it is important that the forecaster only uses information available at time t when predicting the excess return in period t + 1. Thus, in (1), x i,t must be observable at time t, and (α i , β i ) can only be estimated using observations obtainable at time t. Following the notation in Rapach et al. (2010) , we reserve the first m observations for the initial estimates that generate the first forecast. The first prediction becomeŝ
where α i,m ,β i,m are the estimates of α i and β i in (1) from the regression of {r t } m t=2 on a constant and {x i,t } m−1 t=1 . The next forecast is generated from
where α i,m+1 ,β i,m+1 are the estimates from the regression of {r t } m+1 t=2 on a constant and {x i,t } m t=1 . We continue generating T − m = q forecasts, {r i,t+1 } T−1 t=m , for each of the N predictors x i,t , i = 1, ..., N. This implies that we use an expanding (recursive) estimation window.
We consider a number of extensions of this simple framework, namely a 'kitchen sink' model (ks), forecasts based on the "best" model available as measured by the Schwarz Information Criterion (SIC), and forecast combinations. The ks model is simply based on including all N predictors in the regression
where x t = x 1,t x 2,t · · · x N,t and β = β 1 β 2 · · · β N . In addition to just using all predictors each period, we let the SIC decide on the best model. We allow up to three regressors of any combination to enter a particular specification, meaning that we in our case have 175 different models to consider each period since we have N = 10 predictor variables. 3
At each time point, we calculate the SIC for each of the alternatives and choose the one with the smallest value. For the first prediction, the SIC of the j'th alternative becomes
To get the formula in the next period, simply replace m with m + 1. We note that for each time period, a new model, possibly with a different number of predictors K, can have the lowest SIC, and the preferred model can thus vary over time. For both the ks model and the model selected by the SIC, forecasts are computed using the same approach as for the univariate model in (1). Rapach et al. (2010) show that combination forecasts can provide significant OoS performance for stock returns. Therefore, it should be interesting to investigate whether this is also true for bond returns. Generally, the combination forecast for period t + 1 using method c iŝ
where
are the forecast weights based only on information available at time t. We consider two different weighting schemes. The first is the mean combination forecast (POOLA)
where ω c i,t = 1/N, so that the weights are constant over time and equal across regressors. The second scheme (POOLW) computes time-varying weights based on the performance of the regressors in an initial hold-out period of the OoS period. We reserve q 0 initial observations leaving q − q 0 forecasts from this method. 4 We follow Stock and Watson (2004) and compute
. 4 The OoS results we report in Section 3 are only based on the q − q 0 observations where we have forecasts 4 weights based on the mean square prediction error (MSPE)
and λ is a discount factor that determines how much recent performance is overweighted given that λ < 1. Like Rapach and Zhou (2012) we set λ = 0.75. If the MSPE of a forecast is high, indicating bad performance, the forecast receives a low weight and vice versa. Rapach et al. (2010) argue that forecast combinations stabilize forecasts of excess returns in the same way diversification reduces portfolio variance. The individual predictors tend to produce forecasts that are too volatile, while the historical average return benchmark is too smooth as it fails to reflect the temporal variation in required risk compensation. One could argue that the ks model also incorporates the information in all predictors. However, in empirical applications, it tends to perform badly, possibly due to IS overfitting of the many parameters that need estimation (e.g. Goyal and Welch (2008) ; Rapach et al. (2010) ).
Goodness of fit
Following the existing literature on return predictability, we compare the forecasts of the models we propose with the historical average return as a benchmark. For the IS estimates, we compute the standard R 2 . For the OoS study, the benchmark is recomputed each period. The first benchmark prediction isr
We evaluate the performance of each model using the Campbell and Thompson (2008) OoS
If R 2 OoS > 0 the MSPE of the model we consider is below the MSPE of the benchmark. The R 2
OoS has a similar interpretation to conventional R 2 s.
from every model, so that the numbers are comparable.
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To take sampling error into account, we also conduct a more formal statistical test of predictability. We wish to test the null that R 2 OoS ≤ 0 (no predictability) against the alternative that R 2 OoS > 0 (predictability). One approach could be the Diebold and Mariano (1995) and West (1996) statistic. However, Clark and McCracken (2001) and McCracken (2007) emphasize that this statistic has a nonstandard distribution when comparing nested models. This is exactly the case here, as we get the historical average benchmark if β i = 0 in (1). Clark and West (2007) propose the MSPE-adjusted statistic for which the standard normal distribution is a good approximation asymptotically when comparing forecasts from nested models. They show in a realistic simulation study with a persistent regressor setup that the size and power properties of this test are satisfactory. We first define
To compute the MSPE-adjusted statistic we simply regress { f s+1 } T−1 s=m+q 0 on a constant and calculate the t-statistic of this constant. We then evaluate the one-sided upper-tail p-value using the normal distribution.
We emphasize that especially for monthly regressions, we expect to see very low R 2 s. Zhou (2010) derives the theoretical bound implied by asset pricing models. For stock returns, he
shows that even R 2 s below 1% actually exceed the bound consistent with popular asset pricing models such as the habit-based model of Campbell and Cochrane (1999) . Thus even a very modest predictive power can imply market inefficiencies from the viewpoint of modern asset pricing models. We further note that predictability is not necessarily inconsistent with market efficiency. To the extent that time-varying expected returns reflect temporal variation in risk compensation due to e.g. the state of the economy, forecastability is entirely consistent with an efficient market. Only in the case that the risk-adjusted return (incl. adjustments for trading costs, liquidity and borrowing constraints, research costs etc.) is not zero, we can conclude that the market is inefficient (Rapach and Zhou (2012) ). Campbell and Thompson (2008) note that even though R 2 s from predictive regressions of stock returns seem low, a mean-variance investor can obtain sizable economic gains using 6 these predictions rather than the no-predictability benchmark. To investigate whether the predictive power of bond return regressions can be exploited for economic gains, we follow Campbell and Thompson (2008) , among others, and employ mean-variance analysis. In our case, we compute utility gains for a mean-variance investor who allocates his capital between a long risky government bond and a short T-bill. The following share of the portfolio is placed in the risky asset at the end of time t:
Utility gains
where γ is the coefficient of relative risk aversion,r i,t+1 is the forecast from the i'th predictor, andσ 2 t+1 is the variance forecast. 5 The variance forecast is based on a rolling window of the past 5 years of monthly observations. We then compute the average utility from trading on the information in regressor i asv
whereμ i andσ 2 i are the sample mean and variance of the resulting portfolio returns. We set γ = 5 and use simple returns so that portfolio returns are computed as weighted averages of individual asset returns. We further restrict that there be no short sales and at most 50% leverage (0% ≤ w i,t ≤ 150%). 6 Finally, we compute the average utility for a mean-variance investor who uses the historical mean return to make his portfolio allocation decisions. The utility gain is then given by the difference in average utility between using predictive regressions or combination forecasting relative to using the historical mean.
5 The portfolio return in period t + 1 thus becomes w i,t × r t+1 + 1 − w i,t × r f t+1 , where r t+1 is the realized simple return on the risky asset in period t + 1, and r f t+1 is the return on the risk free asset in that period.
6 Thornton and Valente (2012) also use a coefficient of relative risk aversion of 5 while Sarno et al. (2013) use a value of 3. Both papers measure the economic gain using the procedure of Goetzmann et al. (2007) . Campbell and Thompson (2008) and Rapach and Zhou (2012) use values of 3 and 5 respectively employing the same performance measure as we do. Setting γ = 3 leaves the overall conclusions of this paper unchanged.
Empirical analysis
Data
In this study we use long term US government bond returns based on bonds with an approximate duration of 20 years. The bond returns are from Ibbotson's Stocks, Bonds, Bills and Inflation Yearbook. 7 The risk free rate is the return on the 30-day T-bill. The dependent variable is the monthly excess return calculated as the log rate of return on bonds minus the log risk free rate of return.
Predictive variables
We use the following ten predictive variables. In the Appendix we report descriptive statistics for the list of predictor variables.
Forward spread (fwds):
The difference between the 5-year forward rate and the 1-year yield, see e.g. Fama (1976) and Fama and Bliss (1987) .
Term spread (tms):
The difference between the long term yield and the T-bill rate, see e.g. Fama and French (1989) and Campbell and Shiller (1991) .
Forward tent (ftent):
Tent-shaped linear combination of forward rates, which we compute following the procedure in Cochrane and Piazzesi (2005) . We use weights that are estimated using the entire sample period, and so it is principally not available in real time.
Yield tent (ytent):
Inspired by Cochrane and Piazzesi (2005) , we also include a tent-shaped linear combination of yields. It is calculated as w y where w = (−0.5, 1.0, −0.5) and y = y (1) , y (5) , y (10) . y (1) , y (5) and y (10) are yields of 1, 5 and 10 years maturity.
Credit spread (cs):
The difference between Moody's BAA rated corporate bond yield and the T-bill rate, see e.g. Keim and Stambaugh (1986) .
Default spread (dfy):
The difference between Moody's BAA-and AAA-rated corporate bond yields, see e.g. Fama and French (1989) .
Real short rate (srr):
The inflation adjusted T-bill rate, see e.g. Ilmanen (1995) .
8. The dividend-price ratio (dp): We compute the dividend-price ratio of the S&P 500 index as the difference between the log of trailing 12 month dividends and the log of the price (Fama and French (1989) ).
Employment growth (emp):
The 12 month change in the log of seasonally adjusted nonfarm employment (Piazzesi and Swanson (2008) ). 8
Inflation (infl):
We compute the inflation rate based on the Consumer Price Index for all urban consumers, see e.g. Ludvigson and Ng (2009) .
To reduce the computational burden, the employment and inflation series are not based on vintage data, and so they are principally not available in real-time. However, we do take into account announcement delays by lagging employment growth, inflation and the real short rate an additional period in the predictive regressions.
Data sources and sample period
The returns on the 30 day T-bill and the Fama-Bliss data set for calculating the forward spread and the Cochrane and Piazzesi (2005) factor are collected from the CRSP database. Inflation and the data for calculating the term spread, the credit spread, the default spread, the short real rate, the dividend-price ratio as well as the government bond return series are all taken from the updated Goyal and Welch (2008) data set provided on Amit Goyal's web page. The employment series as well as the yields for ytent are all collected from the database of the St.
Louis FED (FRED). To identify recessions and expansions, we use the NBER business cycle dummy also collected from FRED.
The sample period is from 1953:04 to 2011:12 giving a total of 704 observations for the IS regressions. 9 There are ten recessions in the total sample corresponding to 111 months of economic contraction (16% of the sample). For the OoS study, we choose an initial estimation period of 20 years (1953-1973) allowing for the inclusion of four recessions. We choose a 8 There is a voluminous literature on the relation between the yield curve and macro factors (going both ways causally). Relevant to our case is especially the literature on yield curve modeling in which time-varying risk premia are a function of macro factors. Examples are Ang and Piazzesi (2003) and Hördahl et al. (2004) . 9 The start of the sample is dictated by the availability of the constant maturity yields for computing the yield tent (ytent).
hold-out period of five years for computing combination forecast weights. This results in an OoS period with 405 observations running from 1978 to 2011 including five recessions corresponding to 56 observations. (2007) test. 10 The upper panel of Table 1 considers one predictor at a time, while the lower panel considers forecasts based on more than one predictor at a time. The table shows results for the total period as well as separate results for recessionary and expansionary periods. Similar to Rapach and Zhou (2012) , we use the NBER recession dates to define the state of the economy. We divide the forecast errors between expansions and recessions based on the state of the economy at the time of the forecast. In the following we start by discussing the results based on the total period, and then afterwards discuss the results obtained for expansions and recessions.
Forecasting bond returns
For the total period, we find that four out of ten predictors generate statistically significant IS and OoS predictive power based on a 5% significance level. The four variables are the forward spread, term spread, the yield tent and the credit spread. The Cochrane and Piazzesi (2005) factor also gives a positive OoS R 2 , but it is not statistically significant. For the models based on more than one predictor, the kitchen sink approach and the SIC-based approach both perform poorly OoS, whereas the forecast combination methods beat the no-predictability benchmark in terms of a positive R 2
OoS but not in a statistically significant way.
When the various forecasting models are analyzed during expansions and recessions separately, we obtain a distinct predictive pattern. For all ten predictors, we find no evidence of predictability in recessions. Likewise, combination forecasting fails to beat the no-predictability power in expansions are the forward spread, the term spread, the forward tent, the yield tent and the credit spread. Interestingly, however, none of these predictors work in recessions, neither IS nor OoS. The difference in predictive power between expansions and recessions is high: The IS and OoS R 2 s for these five predictors are around -3% to -1% in recessions and around 2% to 4% in expansions.
Power and size properties
Due to the low frequency of recessions one might worry about power issues. In Table 2 we investigate the power of the Clark and West (2007) OoS statistic for the five predictors that have significant IS and OoS forecasting power. We compute the power both for the total OoS evaluation period as well as for recessions and expansions separately. We generate 10,000 samples using the total sample OLS estimates from predictive regressions and the bootstrap system described in the Appendix. Implicitly, we therefore assume a stable DGP with no differences between expansions and recessions. Thus, we investigate how likely it is that we find predictability differences across states of the economy when there in fact are none.
With a significance level of 5%, we find powers around 50-90% for the total period and in expansions. When only looking at recession-based forecast errors, we find power levels of around 30% even though there are only 56 observations. With a significance level of 10%, the power increases to a minimum of 40% in recessions. To get a feeling for the level of power we can expect, Clark and West (2007) find power levels up to approximately 40% for the total OoS period using a realistic stock return DGP with dividend yields and a nominal size of 10%.
Thus, if there is a stable DGP generating forecastability both in expansions and recessions, it seems that we have reasonable power to detect it. Second, it should be noted that we do not observe positive and high R 2 s in recessions and conclude no predictability due to high p-values. On the contrary, we see a change in sign in the point estimate of the R 2 between expansions and recessions both IS and OoS. This is unlikely to be explained by power issues.
To check whether we obtain satisfactory power at the cost of inflated size, we also investigate the size of the Clark and West (2007) OoS statistic. Table 3 shows the size results for the same five predictors. All the empirical sizes are relatively close to their nominal 5% and 10% level respectively, and thus the normality approximation does not seem to be too far off. This is also what Clark and West (2007) find in their simulation studies. 11
As explained in the Appendix, the bootstrap procedure we use for calculating the empirical size and power is based on a fixed business cycle structure. The above conclusions are robust to relaxing this assumption. As a robustness check, we have tried simulating a new realisation of the NBER recession dummy prior to each bootstrap run using the Markov Chain of Artis et al. (2004) . Both power and size are overall unaffected by this change. The results are available from the authors upon request. Welch (2003, 2008) recommend plotting the difference between the cumulative squared forecast error for the no-predictability benchmark and the cumulative squared forecast error for the candidate predictor. The purpose is to assess the stability of the candidate predictor's forecasting performance over time. Figure 1 shows the results of this graphical approach for both the IS and OoS regressions. A positive slope means that the candidate predictor has outperformed the benchmark in a given month, and a positive value means that the candidate predictor has outperformed the benchmark so far. The figure confirms the result from Table 1 that the term spread, the yield curvature factor, the forward spread and the credit spread all have predictive ability for bond returns, both IS and OoS. The predictive power of these variables is not just reflecting a few outliers. 12 Next we use the graphical approach of Goyal and Welch (2003) to examine expansions and recessions separately. In Figure 2 , we focus on the IS forecast errors in the 593 expansion months, and in Figure 3 on the IS forecast errors in the 111 recession months. Figure 2 illustrates that several of the predictors consistently outperform the no-predictability benchmark in expansions. In contrast, Figure 3 illustrates that the same predictors that work well in expansions have unstable performance in recessions. 11 We have confirmed this by computing bootstrap p-values of the Clark and West (2007) statistics for Table 1 . They are rather close to the p-values from the normal distribution we have reported in Table 1. 12 According to Goyal and Welch (2003) , the OoS predictive power of the dividend-price ratio for stock returns is mainly driven by two years, 1973 and 1974. Thornton and Valente (2012) and Sarno et al. (2013) conclude that predictability of bond risk premia cannot be exploited for economic profit. In Table 4 we report annualized OoS utility gains for each of the ten predictors as well as for the multivariate methods. The gain is computed as the difference between the average utility from using the predictive regressions and the utility from using the historical average benchmark. The numbers in Table 4 thus measure how much a risk averse mean-variance investor is willing to pay in yearly %-point fees to access the information in the regressions rather than to assume no predictability.
Graphical illustrations
Utility gains
Overall, this exercise yields similar conclusions to those reached based on the R 2 OoS . For the first five predictors and combination forecasts, we see sizable economic profits for the total OoS period. Further, we see that the economic gains are almost entirely earned from predictions made in periods where the economy is doing well as measured by the NBER dummy. Conversely, in periods of economic contraction, substantial utility losses are generally incurred when trading on the information in the predictive regressions. Thus, while Thornton and Valente (2012) conclude that the informational content in forward rates cannot be transformed into economic profit, we argue that such total sample results can be blurred by differences between states of the economy. 13 All in all, the conclusion of significant predictability in expansions and no predictability in recessions carry over when predictive power is measured in economic rather than statistical terms.
Forecasting stock returns
Henkel et al. (2011), Rapach et al. (2010) and Rapach and Zhou (2012) find that stock return predictability is concentrated in a few recession periods. We find the opposite for bond returns, namely that bond returns are predictability during expansions but not during recessions.
The opposite predictive patterns for stocks and bonds are not just a result of different choices of predictors. Henkel et al. (2011) consider four classic predictors; the dividend yield, the term spread, the short rate and the default spread. These four predictors are also in our list of 13 Their OoS period runs from 1970:01 to 2010:12, while ours runs from 1978:04 to 2011:12. Thus, there is a rather high degree of overlap between the evaluation periods. 13 predictors. We also have a high degree of overlap with the set of predictors that Rapach et al. (2010) and Rapach and Zhou (2012) apply.
In Table 5 we show the results of predicting stock returns using our list of predictors. 14 We find absolute no evidence of stock return predictability in expansions. The R 2
OoS is negative for all ten predictors in expansions. In contrast, many of the predictors generate a positive R 2 OoS in recessions. Thus, our results for stock returns are overall in line with the findings of Henkel et al. (2011), Rapach et al. (2010) and Rapach and Zhou (2012) . We note that we use exactly the same forecasting methodology as Rapach et al. (2010) and Rapach and Zhou (2012) , but find slightly less predictive power in recessions than they do. This is because we have not included the recession of the mid-1970s in our OoS period. In the Appendix we reproduce Table 1 and 5 with a pre-estimation period of 10 years so that the OoS period starts in 1968.
While the results for bond returns are very similar to the ones reported in Table 1 , stock return predictability is now markedly higher in recessions but still absent in expansions. Thus, the differences in predictability between stocks and bonds across states of the economy become even clearer when including the 1970s.
The expectation hypothesis
The finding that bond returns are predictable in expansions but not in recessions should have its mirror image in tests of the Expectations Hypothesis of the Term structure (EHT). This hypothesis says that long-term interest rates are determined as the average of expected future short-term rates plus a time-invarying -but maturity-dependent -term premium. According to the EHT, excess returns on long bonds are unpredictable. Thus, given the results in the previous sections we should expect to find more support for the EHT during recessions than during expansions.
Empirical tests of the EHT on US data generally reject the hypothesis, see Gürkaynak and Wright (2012) for a recent survey. However, it is also well-known that the results for the EHT are highly sample dependent. For the US, the EHT fares much better under money supply targeting by the Fed or when the yield spread is used as an explicit monetary policy indicator. By contrast, under interest rate targeting where the Fed attempts to smooth interest rates, 14 We use the log excess return on the S&P500 index collected from CRSP.
14 there is not much evidence in support of the EHT (see e.g. Mankiw and Miron (1986) and Hsu and Kugler (1997) ). Similar results have been reported for other countries, e.g. Kugler (1988) , Engsted (1996) , and Engsted and Tanggaard (1995) . A general finding is that there is much more support to the EHT when interest rates are volatile, e.g. when the central bank targets monetary aggregates and let short rates fluctuate freely in a market determined fashion, or under currency crises where short rates are set to support the domestic currency. Under interest rate smoothing, however, the volatility of short rates is reduced and the support for the EHT vanishes. Tables 6 and 7 show the results of running Campbell and Shiller's (1991) long-rate and shortrate predictive regressions on US zero-coupon bond yields over the period 1952-2011, and where the yield spread regressor coefficient is allowed to take different values in expansions and recessions. 15 (Below we investigate whether interest rates are in general more volatile in recessions). The regressions are
and
where k = n/m and I t is the NBER recession dummy at time t. In the regressions (15) and (16), y (n) and y (m) are the n-month and m-month yields, respectively, where n > m. In all regressions we let the short rate be the 1-year yield, i.e. m = 12, and set n = 24, 36, 48, and 60, i.e. the maturity of the long bond ranges from 2 to 5 years. The slope coefficients, β REC and β EXP , should equal 1 under the EHT. 15 We use the Fama and Bliss (1987) dataset from CRSP.
The upper panel in Table 6 shows that over the whole period, and without distinguishing between expansions and recessions, the estimated slope coefficient in (15) is consistently negative and significantly different from 1. This is the well-known result that in the US the slope of the term structure in general predicts long rates in the 'wrong' direction. However, when we allow the slope coefficient to be different in expansionary and recessionary periods (lower panel), we see that during recessions the beta estimates are positive and not significantly different from 1. In recessions it seems that the term structure predicts future long rates in the direction implied by the EHT, in contrast to what happens during expansions. Table 7 shows that when predicting future short rates (regression (16)), the evidence in support of the EHT is also stronger under recessions than under expansions. The slope estimates are positive in both periods, but closer to 1 in recessions than during expansionary periods. Taken together, the results in Tables 6 and 7 are consistent with our earlier findings that bond returns are predictable in expansions but not in recessions. Table 8 reports the annual volatility obtained by fitting a GARCH(1,1) process to the residuals of an AR(1) model for the 1-year yield also used in the above regressions. Short rate volatility is almost double as high during recessions than during expansions, a phenomenon that is also clearly visible in Figure 4 which shows the time-varying volatility from the estimated GARCH model. In Table 8 and Figure 4 we also show volatility estimates using a 12-month rolling window of the 1-year bond yield, and the conclusions are the same. Thus, our results are consistent with the earlier literature -cited above -showing that there is more support to the EHT in times of high interest rate volatility compared to periods with low volatility.
Conclusion
In this paper we have documented -using both in-sample and out-of-sample analyses -that US bond returns are predictable in expansionary periods but unpredictable during recessions.
This result is robust to a number of changes to the modeling framework, and a mean-variance portfolio analysis reveals that there are positive utility gains by utilizing the predictability during expansions while the utility gains are negative during recessions. We also document that the insignificant predictability in recessions is not the result of lack of power due to a limited number of recessionary observations. Finally, we have shown that the predictability 16 results for bond returns are consistent with results for the expectations hypothesis of the term structure which rejects the hypothesis in expansions but not in recessions.
Our results for bonds stand in contrast to results for stocks showing that stock returns are predictable in recessions but not in expansionary periods, cf. Henkel et al. (2011) . Thus, the latest evidence does not support Fama and French's (1989) -and several subsequent studies' -finding that stock and bond returns are related in the same way to business cycle patterns.
Our results cast doubt on the prevalent explanation for return predictability, namely that it is due to time-varying risk premia and, hence, that over identical time periods stock and bond returns are related to the same set of predictive variables summarizing this time-variation in risk premia. The power is computed from 10,000 bootstrap samples where the total sample OLS estimates are used for generating the samples. See the Appendix for details. The size is computed from 10,000 bootstrap samples where the null of no predictability is imposed when generating the samples. See the Appendix for details. Utility gains are the annualized difference between the utility obtained from trading based on predictive regressions and the utility obtained from trading on the predictions of the historical average benchmark. We assume a mean-variance investor with a coefficient of relative risk aversion γ = 5. The upper panel reports results from the regression:
while the lower panel reports results from the specification in (16).
Newey-West standard errors (se) are computed with 11 lags. The p-values correspond to the EHT that the slope estimate is 1. 
while the lower panel reports results from the specification in (17). Newey-West standard errors (se)
are computed with n − m − 1 lags. The p-values correspond to the EHT that the slope estimate is 1.
28 The blue curve is the volatility predictions (square root of variance predictions) from a GARCH(1,1) model fitted to the residuals from an AR(1) model of the 1-year bond.
The red curve is the realized standard deviation of the 1-year bond calculated using a 12-month rolling window. Most of the regressors are highly persistent, and we cannot reject the null of a unit root in dp and srr at any conventional significance level. As nonstationarity is the null, there could be problems with power in the DF/ADF test. However, unreported results show that the KPSS test where the alternative is a unit root rejects for both variables at least at the 5% level.
Generally, the contemporaneous correlations between shocks to the regressors and shocks to returns are not too high. Combined with the high number of observations due to the monthly sampling frequency, this makes the implied Stambaugh bias in the predictive regressions very small. 16 There are several ways to correct for the bias (see e.g. Lewellen (2004) ), but since the goal of this study is assessment of out-of-sample predictive power, we refrain from it here.
We do, however, compute bootstrap p-values taking the persistent regressors as well as the cross-correlation structure into account. For details see the next section.
B. The bootstrap
B.1. IS p-values
We conduct a residual-based bootstrap using the following system
We first use OLS to estimate the system equation by equation. This provides us with a matrix of (unrestricted) residuals. We then classify each pair of residuals (û t+1 ,v t+1 ) as being either from a recession or an expansion based on the value of the NBER dummy in period t, where the prediction was made. This results in a 'recession matrix' of residuals and an 'expansion matrix' of residuals. 17 We then generate 10,000 samples of returns and predictors by simulating the above system while imposing the null of no predictability by letting β = 0. The residuals for each sample are drawn in the following way. Each period, we randomly draw with replacement residuals (û t+1 ,v t+1 ) from either the recession matrix or the expansion matrix based on the value of the NBER dummy in period t. We thus make a simplifying assumption by fixing the original business cycle structure. To randomize the starting point, we initiate the system using the mean of the regressor followed by a pre-run of 200 time periods we afterwards throw away. Based on the 10,000 bootstrap samples, we compute two-sided p-values of the Newey-West t-test with 0 lags and one-sided upper-tail p-values of the IS R 2 s.
B.2. Size and power properties of the OoS tests
We also use the system in (17)- (18) 
