Abstract. We study a model nonlinear, degenerate, advection-di usion equation having application in petroleum reservoir and groundwater aquifer simulation. The main di culty is that the true solution is typically lacking in regularity; therefore, we consider the problem from the point of view of optimal approximation. Through time integration, we develop a mixed variational form that respects the known minimal regularity, and then we develop and analyze two versions of a mixed nite element approximation, a simpler semidiscrete (time continuous) version and a fully discrete version. Our error bounds are optimal in the sense that all but one of the bounding terms reduce to standard approximation error. The exceptional term is a nonstandard approximation error term. We also consider our new formulation for the nondegenerate problem, showing the usual optimal L 2 -error bounds; moreover, superconvergence is obtained under special circumstances.
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Key words. Mixed (1.1b) u = u 0 ; (x; t) 2 f0g; (1.1c) where P(u) = P(x; t; u) is strictly monotone increasing in u for each (x; t) 2 J, (u) = (x; t; u), u D = u D (x; t), u 0 = u 0 (x), (u) = (x; t; u) is a vector, and = (x; t) is a d d symmetric matrix that is uniformly positive de nite with respect to (x; t) 2 J. These functions are tacitly assumed to be smooth enough for our purposes.
We concentrate on the case in which @P(u)=@u = P u (u) may be zero for some values of u. Since rP(u) = P u (x; t; u)ru + r x P(x; t; u), ( A su cient condition for (A1) is (A1 0 ) 0 P u (x; t; ') C 0 for (x; t) 2 J and ' in the range of the true solution (when considering numerical schemes, this inequality must hold also on the range of the numerical solution, so extend P in some reasonable way).
To obtain below a mixed formulation, we introduce a new variable (1.2) = ? rP(u) ? (P(u)):
The main di culty in approximating (1.1) is that the solution is typically lacking in regularity. According to Alt 
where H ?1 is the dual of H 1 0 . Furthermore, if we assume that the problem is physically consistent so that a maximum principle holds (e.g., (P(u)) is zero for two values of u, our initial and boundary conditions stay between these two values, and the source term (P(u)) respects the range of u), then u remains bounded. Let us simply assume that (A3) u 2 L 1 (J; L 1 ( )):
Because of (1.3b){(1.3c), it is natural to consider conforming nite element discretizations of (1.1). We mention four such works below. Rose 28] , 29] considered a similar problem for ow through porous media. He de ned a continuous, piecewise linear nite element Galerkin method and derived rates of convergence based on assumed asymptotic rates of degeneracy. Once such rates are assumed, the solution can be shown to have more regularity (e.g., u t is a function, not merely a distribution), which he then exploited.
Magenes, Nochetto, and Verdi 20] considered a class of problems including the Stephan problem and the porous medium equation; their results apply also to (1.1). Their scheme is discrete in time only. They relax the strict equality (1.2) by using the asymptotically correct (as the time step tends to zero) Cherno formulation. a mixed method for a degenerate parabolic equation 3 Nochetto and Verdi 25] consider a similar degenerate parabolic equation. They de ned a continuous, piecewise linear nite element Galerkin method and proved its convergence; moreover, they extracted error estimates in measure for the free boundaries that appear in the solutions. Barrett and Knabner 7] considered the problem of solute transport (see Section 2). They also de ned a continuous, piecewise linear nite element Galerkin method, and they used a regularization of the problem to obtain their results.
In the petroleum industry, equations similar to (1.1) (see Section 2) are most often discretized by using the cell-centered nite di erence method We consider the problem from the point of view of optimal approximation, regardless of the rate at which P(u) tends to zero. We show that our scheme approximates the true solution about as well as can be expected for our approximating spaces. Our error bounds are optimal in the sense that all bounding terms reduce to approximation error, except one. This latter term involves the di erence of two discrete projections of the integral time average of the total ux. For the Raviart-Thomas rectangular spaces 27], these two projections are super-close. We can recover actual rates of convergence of the scheme as soon as some regularity is shown for the solution.
The outline of the rest of this paper is as follows. In the next section, we provide two practical examples of (1.1) that serve to motivate our work. In Section 3 we present a di erent mixed variational formulation and two versions of a mixed nite element method. One is semidiscrete (continuous in time), the other is fully discrete. The semidiscrete version, though not computable, is easier to understand and gives some insight into our treatment. It is analyzed in Section 4, and the fully discrete version is analyzed in Section 5. This appears to be the rst proof that the type of discretization schemes used in the petroleum industry{namely mixed methods{ converge for the fully degenerate problem. In the last two sections, we consider our new formulation for the nondegenerate problem. The usual optimal L 2 error bounds 4 t. arbogast, m. f. wheeler, and n.-y. zhang are derived in Section 6; moreover, in Section 7, we prove that superconvergence is obtained under special circumstances. It appears that we have the rst proof of superconvergence for the vector ux variable in the nonlinear problem, though superconvergence had been observed experimentally 31].
2. Two applications. Problem (1.1) appears in many applications; we motivate our work by describing two of them. Petroleum reservoir and groundwater aquifer simulation often requires the solution of a nonlinear, degenerate, advectiondi usion problem describing two-phase ow in porous which is (1.1) for the variable with P( ) = ?1 ( ). Easily, (A1 0 ), (A2), and (A3) hold, since 0 @P=@ 1= , = vP, = 0, and 0 c 1. In fact, the problem is nondegenerate if the Langmuir isotherm is used, or if the exponent for the Freundlich isotherm is greater than or equal to one.
3. The mixed nite element method. In this section, we develop rst a semidiscrete (time continuous) mixed nite element method for the degenerate problem, and then a fully discrete version. Our algorithms are well de ned even when the true solution is minimally regular, as described in the introduction (recall (1.3)). We begin by deriving an appropriate mixed variational formulation of (1.1). We turn to our backward Euler, fully discrete scheme. Let t 0 = 0 < t 1 < < t N = T partition J, and let t n = t n ? t n?1 be the nth time step size. For any function ' of time, let ' n denote '(t n ); we also abuse the notation by writing P(' n ) in place of P( ; t n ; ' n ).
A fully discrete mixed nite element method.
For each n 0, let (U n ; n ) 2 W h V h be the approximation of (u n ; n ) such (a n n ; V ) ? (P(U n ); r V ) + ? a n n (P(U n )); V = ?hP(u n D ); V i; 8V 2 V h : We have assumed that @ is su ciently smooth, so elliptic regularity implies that in fact Use of Gronwall's inequality to remove the last two terms completes the proof. 5. Analysis of the fully discrete scheme. Based on our semidiscrete analysis, we derive analogous results for the fully discrete scheme. We need to assume that there is some C 1 1 such that (A6) t n C 1 t n?1 ; 8n = 2; :::; N: Theorem 3. Assume (A1){(A6). Let (u; ) solve problem (1.1) and (U n ; n ) solve its fully discrete mixed nite element approximation (3.4). There is some constant C > 0 such that if the t j are su ciently small, then for any n between 1 and N, Taking together (3.2) at t = t n and (3.4), and replacing W by \ P(U n ) ? \ P(u n ) and V by P n h n = h n + ( h ? P n h ) n , we obtain the following analogue of (4.4):
(U n ? u n ; \ P(U n ) ? \ P(u n )) + (a n P n h n ; P n h n )
? a n n (P(U n )) ? n (P(u n ))]; P n h n ?
? a n ( n ? n ); P n h n :
Note that n?1 = n ? n t n ; thus, we have by (4.2) the identity
(a n ? a n?1 )(P n?1 h n?1 ? n?1 ); V + ? a n (P n h n ? P n?1 h n?1 ? n t n ); V = 0; 8V 2 V h :
Substitute V = P n h n to obtain that (a n n ; P n h n ) t n = ? (a n ? a n?1 )(P n?1 h n?1 ? n?1 ); P n h n + ? a n (P n h n ? P n?1 h n?1 ); P n h n = 1 2 (a n P n h n ; P n h n ) ? (a n?1 P n?1 h n?1 ; P n?1 h n?1 )
(a n P n h n ; P n h n ) + (a n?1 P n?1 h n?1 ; P n?1 h n?1 )
? (a n P n?1 h n?1 ; P n h n ) + ? (a n ? a n?1 )(P n?1 h n?1 ? n?1 ); P n h n :
If we replace n by j above, multiply (5.1) through by t j , sum on j from 1 to n, and use (5.3), the rst term on the far right-hand side of (5.3) collapses and we obtain that (U j ? u j ; P(U j ) ? P(u j )) t j + 1 2 (a n P n h n ; P n h n ) = 
kP(U i ) ? P(u)k Integrating (6.5) from 0 to t and using (6.7), (6.1), and Assumption (A1), we obtain Remark. This result gives optimal order approximation if the solution is smooth enough.
Next we analyze the fully backward Euler discretization. Denoting @ t ' n = ' n ? ' n?1 t n ;
the di erence of (3.4b), (3.5) and (1.4) gives an error equation within which we substitute W = \ P(U n ) ? \ P(u n ) and V = h n . We then add the two main equations and, as before, obtain ( @ t (U ? u) n ; P(U n ) ? P(u n )) + (a n h n ; h n ) = ( @ t (û ? u) n ; P(U n ) ? P(u n )) ? ( @ t u n ? u n t ; \ P(U n ) ? \ P(u n )) + ( n (P(U n )) ? n (P(u n )); \ P(U n ) ? \ P(u n ))
? (a n n (P(U n )) ? n (P(u n ))]; h n ) + (a n ( n ? h n ); h n ):
(6.9)
To handle the rst term on the left-hand side, we need a generalization of (6.6) to the case of discrete time as given in 5; Lemma 2] (see also 4]). The result is Replace n by j in (6.9), multiply by t j , and sum from 1 to n. Using (6.1){ (6.2), (6.10){(6.11), and noting that the rst term on the right-hand side of (6.10) collapses, we obtain kU n ? u n k 
