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Abstract
In the present work, the eigenvalue equation W 2 + W# = θW , which is
closely related to the evolution equation of a curvature operator under the
Ricci flow, is analyzed for Weyl curvature operators W . A proof that under
certain conditions θ is maximal if and only if W is the Weyl curvature of
Sm×Sm is given. Moreover, infinite series of new solutions to this eigenvalue
equation are constructed.
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Introduction
Hamilton introduced the Ricci flow in 1982 in [Ha1] to prove that compact
three-manifolds which admit Riemannian metrics of positive Ricci curvature
are spherical space forms. In the subsequent years, the Ricci flow evolved
to a powerful tool in differential geometry. It was used in many proofs of
important results such as Perelman’s proof of the Poincaré conjecture in
[P1] and [P2], the proof of the differentiable sphere theorem by Brendle and
Schoen in [BS], and Böhm and Wilking’s proof that compact Riemannian
manifolds with positive curvature operators are space forms in [BW], to
name but a few.
Hamilton showed in [Ha2] that the evolution equation of the Riemannian
curvature operator is given by the partial differential equation
∂R
∂t
−∆R = 2(R2 +R#).
Hamilton’s maximum principle asserts that an open, convex, O(n)-invariant
subset of the space S2B(so(n)) of algebraic curvature operators which is in-
variant under the associated ordinary differential equation dRdt = R
2 + R#
defines a Ricci flow invariant curvature condition. Even more importantly,
pinching sets of such curvature conditions are constructed to show that the
Ricci flow evolves to metrics with constant sectional curvature. Notice, if
such an invariant curvature condition C contains an operator R /∈ 〈I〉 with
R2 +R# = θR (1)
for θ ∈ R, no such pinching family can exist. Here, θ is called the eigenvalue
of R. This is why a classification of solutions to (1) would be very desirable.
The curvature operators of compact, irreducible symmetric spaces and also
their Weyl curvature operators provide such solutions. For example, for even
integers n ≥ 4 the normalized Weyl curvature operator of S n2 × S n2 satisfies
equation (1) with θ =
√
2(n−1)(n−2)
n =: θ0(n).
In the present work, the following result will be proven.
Theorem A. Let n ≥ 16 be an even integer, and let W ∈ 〈W〉d with
‖W‖ = 1 be given such that W 2 + W# = θW for a θ ≥ θ0(n). Then
θ = θ0(n), and W is the normalized Weyl curvature of S
n
2 × S n2 .
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The conjecture is that this is also true for all even integers n ≥ 12 and all
operators W ∈ 〈W〉.
Here, 〈W〉 ⊂ S2B(so(n)) denotes the space of Wely curvature operators and
〈W〉d its subspace of operators which are diagonal with respect to the stan-
dard basis e1 ∧ e2, . . . , en−1 ∧ en of so(n). Those operators W ∈ 〈W〉d can
be expressed as a symmetric n × n-matrices (wij)1≤i,j≤n with 0 on the di-
agonal via W (ei ∧ ej) = wij ei ∧ ej for all 1 ≤ i < j ≤ n. The condition
that W is Weyl then reduces to
∑n
i=1wij = 0 for all 1 ≤ j ≤ n. Further,
if W ∈ 〈W〉d, the same is also true for W 2 +W#. Here, the Lie theoretic
quadratic #: S2(so(n))→ S2(so(n));R Ô→ R# is defined by
〈R#(v), w〉 = −1
2
tr (adw ◦R ◦ adv ◦R)
for v, w ∈ so(n), where ad : Λ2(so(n))→ so(n) denotes the adjoint represen-
tation of so(n).
Moreover, SO(n) acts on S2B(so(n)) by means of the adjoint representation
Ad : SO(n) → Aut(so(n)) of SO(n) via g.R = AdgRAdTg . For curvature
operators R of compact, irreducible symmetric spaces of dimension at least
3 the isotropy group SO(n)R is infinite.
In the present work, the following result will be proven.
Theorem B. There exist solutions in 〈W〉d to equation (1) with at most
finite isotropy groups in dimension p and p2 for a prime number p such that
4 divides p−1 with eigenvalue 0 and in dimensionmn for integers 3 ≤ n < m
with positive eigenvalue.
Clearly, these new examples do not emerge from symmetric spaces since
their isotropy groups are not infinite. The solutions in dimension p and
p2 will be constructed by means of the Legendre Symbol
(
a
p
)
∈ {±1}, a
number theoretic quantity that measures whether a given integer a is a
square modulo a given odd prime number p or not. The solution to (1) in
dimension p is of the form

0
(
1
p
)
· · ·
(
p−1
p
)
(
p−1
p
)
0
. . .
...
...
. . .
. . .
(
1
p
)
(
1
p
)
· · ·
(
p−1
p
)
0


,
and it gives rise to the constructions in dimension p2. The series in dimension
mn will be constructed without using number theory.
Since all of the new solutions are purely algebraic and do not arise from
symmetric spaces, a general classification of solutions to equation (1) seems
to be complicated.
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The proof of theorem A will be separated into several steps. First of all, it
will be shown in section 3.1 that the normalized Weyl curvature operator of
S
n
2 ×S n2 , which will be called W0, is a solution to (1) with eigenvalue θ0(n).
Then for W as in the statement the related operator |W | will be defined by
〈|W |(ei ∧ ej), ei ∧ ej〉 = |〈W (ei ∧ ej), ei ∧ ej〉|
for all 1 ≤ i < j ≤ n. Since |W0| is somehow close to the normalized iden-
tity, its scalar curvature is almost maximal under all normalized curvature
operators. The idea is now to show that the same is also true for |W |. The
first step of this will be to prove in section 3.2 that the scalar curvature of
|W | cannot be contained in a certain interval with upper bound close to the
scalar curvature of the normalized identity. It will then be proven via con-
tradiction in the sections 3.3, 3.4, and 3.5 that actually the scalar curvature
of |W | has to be greater than the lower bound and therefore also greater
than the upper bound of this interval. In order to do this, some estimates for
related quantities will be proven. Afterwards, this will be used in section 3.6
to show that W has only two distinct eigenvalues which in fact agree with
those of W0 and that the dimensions of their eigenspaces are the same as
those of the eigenvalues of W0. It will then be deduced via the classification
of symmetric spaces that the eigenspace of the positive eigenvalue of W is
isomorphic to the Lie subalgebra so(n2 )⊕ so(n2 ) of so(n), from which finally
follows that W is equal to W0.
All solutionsW to (1) constructed for theorem B will be expressed as gener-
alized circulant matrices. The part for the solutions in dimension p and p2
will then be proven via the basic properties of the Legendre symbol. By the
definition of Legendre symbols it can be seen thatW 2 is the identity on so(p)
and so(p2), respectively, and further properties of the Legendre symbol will
finally be used to show that W# is equal to −1 times the identity. The part
in dimension mn will be proven via a straight forward computation. For all
solutions it will be shown that ker(W 2#I −W#) = {0}, which implies that
their isotropy groups are at most finite.
The present work is structured into three parts. In section 1.1, a brief intro-
duction to the theory of Ricci flows with a focus on the evolution of curvature
operators will be given. Moreover, the space of algebraic curvature opera-
tors and the #-map will be discussed in the sections 1.2 and 1.3. Finally,
the set of algebraic curvature operators which are diagonal with respect to
the standard basis of so(n) will be analyzed more explicitly in section 1.4.
In chapter 2, some results about Legendre symbols will be given in section
2.1 as well as a generalized version of the definition of a circulant matrix.
Theorem B will then be proven in the sections 2.2 and 2.3.
In chapter 3, the proof of theorem A will be given. It will be divided into
six sections.
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Chapter 1
Preliminaries
1.1 The Ricci flow and the evolution of curvature
operators
Introduced by Hamilton in [Ha1], a Ricci flow on a smooth manifold M is
a family of Riemannian metrics (g(t))t∈I on M for an interval I ⊂ R such
that g(t) satisfies the Ricci flow equation
∂g(t)
∂t
= −2Ricg(t).
Clearly, if the metric changes with t, also all related geometric quantities
do so as well. The Riemannian curvature operator R(t) of (M, g(t)) for
t ∈ I carries all information of the different curvature quantities, and the
understanding of its behaviour under the Ricci flow is hence a major con-
cern. Using Uhlenbeck’s Trick (cf. [CK], chapter 6), the following evolution
equation for the curvature operator R(t) of g(t) can be obtained:
∂R
∂t
= ∆R+ 2
(
R2 +R#
)
. (1.1)
The term R# will be explained more explicitly in section 1.3. There is the
following related ordinary differential equation to this partial differential
equation:
dR
dt
= R2 +R#. (1.2)
Due to Hamilton’s maximum principle (cf. [C+], chapter 10.2.2), in many
cases it suffices to analyze equation (1.2) instead of the much more complex
equation (1.1). More specifically, let (g(t))t∈[0,T ) be a Ricci flow on a smooth
manifoldM such that for every point p ∈M the curvature operator Rp(0) in
p at the initial time satisfies a certain curvature condition, that is Rp(0) ∈ C
for all p ∈M and an O(n)-invariant subset C of S2B(so(n)). Here, S2B(so(n))
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is the set of algebraic curvature operators, which will be discussed in the
next section, and Λ2(TpM) is identified with so(n). Moreover, let C be
invariant under the ordinary differential equation (1.2), that is all solutions
S : [t0, t1) → S2B(so(n)) of (1.2) with S(t0) ∈ C have the property that
also S(t) ∈ C for all t ∈ (t0, t1). Then also Rp(t) satisfies these curvature
condition for all p ∈M and all t ∈ (0, T ).
1.2 Algebraic curvature operators
If V is a Euclidean vector space, the exterior product Λ2V will be endowed
with the natural inner product given by
〈v ∧ w, x ∧ y〉 = 〈v, x〉〈w, y〉 − 〈v, y〉〈w, x〉
for all v, w, x, y ∈ V . Moreover, two endomorphisms A and B on V induce
a linear map on Λ2V by
A ∧B : Λ2V → Λ2V ; v ∧ w Ô→ 1
2
(A(v) ∧B(w) +B(v) ∧A(w)) .
Clearly, A∧B = B∧A. In the following, S2(V ) will always denote the set of
selfadjoint endomorphisms on a given vector space V , and it will be endowed
with the inner product given by 〈A,B〉 = tr (AB) for A,B ∈ S2(V ). It is
easy to see that A∧B ∈ S2(Λ2V ) for all A,B ∈ S2(V ). Furthermore, Λ2Rn
will be identified with so(n) as follows:
Let e1, . . . , en be the standard basis of R
n. Then for 1 ≤ i < j ≤ n ei ∧ ej
will be identified with Eij , where
(Eij)kl =


1 if k = i, l = j,
−1 if k = j, l = i,
0 otherwise
for all 1 ≤ k, l ≤ n. Under this identification the scalar product on so(n)
corresponds to
〈A,B〉 = −1
2
tr (AB).
An element R ∈ S2(so(n)) that satisfies the first Bianchi identity
〈R(x ∧ y), z ∧ w〉+ 〈R(y ∧ z), x ∧ w〉+ 〈R(z ∧ x), y ∧ w〉 = 0
for all x, y, z, w ∈ Rn is called an algebraic curvature operator, and the set of
all algebraic curvature operators will be denoted with S2B(so(n)). A straight
forward calculation shows that A ∧ B ∈ S2B(so(n)) for all A,B ∈ S2(Rn).
The Ricci curvature Ric(R) : Rn → Rn and the scalar curvature scal(R) of
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an algebraic curvature operator R can be defined analogously to those of a
Riemannian curvature operator by
〈Ric(R)(ei), ej〉 =
n∑
k=1
〈R(ei ∧ ek), ej ∧ ek〉 =
n∑
k=1
Rkijk and
scal(R) = trRic(R).
Moreover, the traceless Ricci tensor of R can be defined as
Ric0(R) = Ric(R)− scal(R)
n
id.
For n ≥ 4 there is the following natural decomposition of S2(so(n)) into
O(n)-invariant, irreducible, and orthogonal subspaces (cf. [C+], proposition
11.8):
S2(so(n)) = 〈I〉 ⊕ 〈Ric0〉 ⊕ 〈W〉 ⊕ Λ4Rn.
Here, 〈I〉 is the space of multiples of the identity I = id∧ id on so(n), 〈W〉 is
defined to be the kernel of the map Ric : S2B(so(n))→ S2(Rn);R Ô→ Ric(R)
and is called the set of Weyl curvature operators, and 〈Ric0〉 is the subspace
〈Ric0〉 =
{
A ∧ id ∈ S2(so(n))
∣∣∣A ∈ S2(Rn) and trA = 0} .
It is known that R ∈ S2(so(n)) is an algebraic curvature operator if and
only if the Λ4Rn-part of R vanishes (cf [C+], chapter 11.2.2). Thus,
S2B(so(n)) = 〈I〉 ⊕ 〈Ric0〉 ⊕ 〈W〉.
In the following, the projections of a curvature operator R ∈ S2B(so(n)) onto
〈I〉, 〈Ric0〉, and 〈W〉 will be denoted with RI , RRic0 , and RW, respectively.
Then
RI =
scal(R)
n(n− 1)I and RRic0 =
2
n− 2Ric0 ∧ id (1.3)
(cf. [C+], chapter 11.2.2.3). Moreover, set RRic := RI +RRic0 .
1.3 The #-map and its properties
Let N = n(n−1)2 = dim(so(n)). Following Hamilton (cf. [Ha2]), # will be
defined as the map
#: S2(so(n))× S2(so(n))→ S2(so(n)); (R,S) Ô→ R#S
9
given by
〈(R#S)(v), w〉 = 1
2
N∑
α,β=1
〈[R(bα), S(bβ)], v〉 〈[bα, bβ], w〉
for v, w ∈ so(n) and an orthonormal basis b1, . . . , bN of so(n). Again follow-
ing Hamilton, the notation
R# := R#R
will be used. # has the following properties (cf [Ha2] or [C+], chapter 11.1.2
and 11.4.2):
• # is an O(n)-equivariant bilinear map.
• # is symmetric in R and S.
• Let R ∈ S2B(so(n)) be given. Then
R+R#I = (n− 1)RI + n− 2
2
RRic0 . (1.4)
In particular, I+I# = (n−1)I andW+W#I = 0 for everyW ∈ 〈W〉.
Moreover, R#S can be described invariantly via the following.
Lemma 1.3.1. Let ad : Λ2so(n)→ so(n); v ∧w Ô→ [v, w] denote the adjoint
representation of so(n), and let adv : so(n)→ so(n);w Ô→ [v, w] for v ∈ so(n).
Then
〈(R#S)(v), w〉 = −1
2
tr (adwR advS)
for all R,S ∈ S2B(so(n)) and all v, w ∈ so(n).
Proof. Let b1, . . . , bN be an orthonormal basis of so(n), and let v, w ∈ so(n)
and R,S ∈ S2B(so(n)) be fixed. Then
〈(R#S)(v), w〉 = 1
2
N∑
α,β=1
〈[R(bα), S(bβ)], v〉 〈[bα, bβ], w〉
=
1
2
N∑
α,β=1
〈adS(bβ)(R(bα)), v〉 〈adbβ (bα), w〉
=
1
2
N∑
α,β=1
〈bα, (R advS) (bβ)〉 〈bα, adw(bβ)〉
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because adTv˜ = −adv˜ and adv˜(w˜) = [v˜, w˜] = −[w˜, v˜] = −adw˜(v˜) for all
v˜, w˜ ∈ so(n) and because R is selfadjoint. Since b1, . . . bN is an orthonormal
basis of so(n), it follows that
〈(R#S)(v), w〉 = 1
2
N∑
β=1
〈(R advS) (bβ), adw(bβ)〉
=
1
2
N∑
β=1
〈(−adwR advS) (bβ), bβ〉
= −1
2
tr (adwR advS) ,
which was to be proven.
The quadratic R2+R# for R ∈ S2B(so(n)) is of major interest in the present
work. First of all, R2 + R# satisfies the first Bianchi identity for all R ∈
S2B(so(n)) (cf. [C
+], chapter 11.2.3). Moreover, the following properties are
known for this expression and will be used later (cf. [C+], corollary 11.18):
Ric(R2 +R#)ij =
n∑
k,l=1
Ric(R)klRkijl for all 1 ≤ i, j ≤ n and (1.5)
scal(R2 +R#) =
n∑
i,j=1
(Ric(R)ij)
2. (1.6)
In particular,
W 2 +W# ∈ 〈W〉 (1.7)
for all W ∈ 〈W〉.
1.4 Diagonal algebraic curvature operators
In the present work, the focus will be on those algebraic curvature operators
which are diagonal with respect to the standard basis e1 ∧ e2, . . . , en−1 ∧ en
of so(n). Referring to this basis, such an operator R ∈ S2B(so(n)) can be
expressed as a symmetric n× n-matrix (rij)1≤i,j≤n instead of being viewed
as a diagonal N ×N -matrix via
R(ei ∧ ej) = rij ei ∧ ej for all 1 ≤ i < j ≤ n and
rii = 0 for all 1 ≤ i ≤ n.
In the following, the sets of all n-dimensional diagonal algebraic curvature
operators and of all n-dimensional diagonal Weyl curvature operators will
be denoted with S2B,d(so(n)) and 〈W〉nd , respectively. Moreover, in the rest
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of the present work, operators in S2B,d(so(n)) and 〈W〉nd will be identified
with their associated matrices with respect to the standard basis. With
this notation, it is easy to see that for R = (rij)1≤i,j≤n, S = (sij)1≤i,j≤n ∈
S2B,d(so(n)) the following properties hold:
• 〈R,S〉 = tr (RS) =
∑
1≤i<j≤n
rijsij .
• Ric(R)ij =


n∑
k=1
rik if i = j,
0 otherwise
for all 1 ≤ i, j ≤ n and
scal(R) =
n∑
i,j=1
rij = 2〈R, I〉.
Therefore, W ∈ S2B,d(so(n)) is Weyl if and only if
∑n
j=1wij = 0 for all
1 ≤ i ≤ n.
• The operator R2 is also contained in S2B,d(so(n)) and is given by
(R2)ij = r
2
ij for all 1 ≤ i < j ≤ n.
• The operator R#S is also contained in S2B,d(so(n)) and is given by the
formula (R#S)ij =
1
2
n∑
k=1
(riksjk + rjksik) for all 1 ≤ i < j ≤ n since
〈(R#S)(ei ∧ ej), ek ∧ el〉
=
1
2
∑
1≤a<b≤n
∑
1≤c<d≤n
rabscd〈[ea ∧ eb, ec ∧ ed], ei ∧ ej〉
〈[ea ∧ eb, ec ∧ ed], ek ∧ el〉
=
1
2
δikδjl
∑
1≤a<b≤n
∑
1≤c<d≤n
rabscd〈[ea ∧ eb, ec ∧ ed], ei ∧ ej〉2
=
1
2
δikδjl
∑
1≤a<b≤n
∑
1≤c<d≤n
rabscd
〈−δac eb ∧ ed + δbc ea ∧ ed + δad eb ∧ ec − δbd ea ∧ ec, ei ∧ ej〉2
=
1
2
δikδjl
∑
1≤a<b≤n
∑
1≤c<d≤n
rabscd
(
−δac (δbiδdj − δbjδdi)
+ δbc (δaiδdj − δajδdi) + δad (δbiδcj − δbjδci)− δbd (δaiδcj − δajδci)
)2
=
1
2
δikδjl
∑
1≤a<b≤n
∑
1≤c<d≤n
rabscd
(
δac (δbiδdj + δbjδdi)
+ δbc (δaiδdj + δajδdi) + δad (δbiδcj + δbjδci) + δbd (δaiδcj + δajδci)
)
12
=
1
2
δikδjl
( ∑
1≤a<i
(raisaj + rajsai) +
∑
i<b<j
ribsbj +
∑
i<a<j
rajsia
+
∑
j<b≤n
(ribsjb + rjbsib)
)
=
1
2
δikδjl
n∑
a=1
(raisaj + rajsai)
for all 1 ≤ i < j ≤ n and all 1 ≤ k < l ≤ n.
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Chapter 2
Some new examples
In order to find sets of algebraic curvature operators which are invariant
under the evolution equation of curvature operators under the Ricci flow, a
classification of solutions to the eigenvalue equation
R2 +R# = θR (2.1)
for θ ∈ R and R ∈ S2B(so(n)) would be very desirable. The curvature opera-
tors of irreducible, compact symmetric spaces and also their Weyl curvatures
are such solutions as the theorem below will show. In addition, infinite series
of new solutions to equation (2.1) in 〈W〉nd that do not arise from symmetric
spaces will be constructed in certain dimensions n in section 2.2. Since they
are purely algebraic, a general classification of solutions to (2.1) seems to be
complicated.
Theorem 2.0.1. Let R be a curvature operator of an irreducible, compact
symmetric space and let W denote its Weyl curvature. Then there exists
θ ∈ R with
R2 +R# = θR and W 2 +W# = θW.
Proof. Let (M, g) be an irreducible, compact symmetric space with curva-
ture operator R. Then g is an Einstein metric with an Einstein constant
θ > 0, that is Ricg = θg. Moreover, g(t) := (1 − 2θt)g for t ∈ [0, 12θ ) =: J
defines a Ricci flow on M with g(0) = g since
∂
∂t
g(t) = −2θg = −2Ricg = −2Ricg(t)
for all t ∈ J . The last step is true because Ric is invariant under scaling.
Let Rg(t) denote the curvature operator of (M, g(t)). Then Rg(t) =
1
1−2θtR
for all t ∈ J , and thus, ∂∂tRg(t) = 2θ(1−2θt)2R for all t ∈ J . Moreover ∇R ≡ 0
because (M, g) is symmetric, and thus, ∆R ≡ 0. In total this shows together
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with the evolution equation for curvature operators under the Ricci flow
R2 +R# =
1
2
∂
∂t |t=0
Rg(t) = θR.
Consider now the decomposition R = RI + RRic0 + RW of R as mentioned
in section 1.2. Since g is an Einstein metric, RRic0 = 0. Thus,
θR =(RI +RW)
2 + (RI +RW)
#
=R2I +R
#
I +R
2
W +R
#
W
+ 2 (RIRW +RI#RW) .
As seen in (1.4) and (1.7) in section 1.3, it is true that RIRW+RI#RW = 0,
R2I +R
#
I ∈ 〈I〉, and R2W +R#W ∈ 〈W〉. Therefore,
θRW =
(
(RI +RW)
2 + (RI +RW)
#
)
W
=R2W +R
#
W
,
which concludes the proof.
2.1 Legendre symbols and circulant matrices
The most of the new solutions to equation (2.1) that will be constructed in
this chapter will use a number theoretic function that measures whether a
given integer is a quadratic modulo a given prime number or not. This map
is called Legendre symbol and is defined as follows.
Definition 2.1.1. Let p be an odd prime number, and let a be an integer.
The Legendre symbol
(
a
p
)
of a and p is defined as
(
a
p
)
:=


1 if x2 ≡ a (mod p) has a solution and a Ó≡ 0 (mod p),
−1 if x2 ≡ a (mod p) has no solution,
0 if a ≡ 0 (mod p).
The following properties hold for the Legendre symbol (cf. [S], chapter
I.3.2).
Theorem 2.1.2. Let p be an odd prime number, and let a and b be integers.
Then
1. a ≡ b (mod p) implies
(
a
p
)
=
(
b
p
)
,
2.
(
a
p
)
≡ a p−12 (mod p) (Euler),
3.
(−1
p
)
= (−1) p−12 =
{
1 if p ≡ 1 (mod 4),
−1 if p ≡ 3 (mod 4),
16
4.
(
ab
p
)
=
(
a
p
)(
b
p
)
(multiplicity), and
5.
p−1∑
i=0
(
i
p
)
= 0.
For more information about Legendre symbols, their properties, and ways
for explicit calculations see for example [S], chapter I, or [SF], chapter V.3.
Another number theoretic result that will be used for the construction of
new solutions to equation (2.1) is the lemma below (cf. [S], chapter I.2.1).
Lemma 2.1.3. Let p be an odd prime number, and let a be a nonnegative
integer. Then
p−1∑
i=0
ia ≡
{
−1 (mod p) if a ≥ 1 and p− 1|a,
0 (mod p) otherwise.
By means of theorem 2.1.2 and lemma 2.1.3, the next lemma can be proven.
Lemma 2.1.4. Let p be an odd prime number, and let k /∈ pZ be an integer.
Then
p−1∑
i=0
(
i(i+ k)
p
)
= −1.
Proof. Let 0 ≤ i ≤ p− 1. Then
(
i(i+k)
p
)
= 0 if and only if i = 0 or i+ k ≡ 0
(mod p), which is true for exactly one 1 ≤ i ≤ p−1, since k /∈ pZ. Therefore,
p−1∑
i=0
(
i(i+ k)
p
)
∈ {−(p− 2), . . . , p− 2}. (2.2)
Set q := p−12 . Property 2 of theorem 2.1.2 shows
p−1∑
i=0
(
i(i+ k)
p
)
≡
p−1∑
i=0
(
i2 + ik
)q
(mod p). (2.3)
Using binomial expansion leads to
p−1∑
i=0
(
i2 + ik
)q
=
p−1∑
i=0
q∑
j=0
(
q
j
)
i2q−2j(ik)j
=
q∑
j=0
(
q
j
)
kj
p−1∑
i=0
ip−1−j
≡ (−1) (mod p) (2.4)
17
since for 0 ≤ j ≤ q lemma 2.1.3 shows that
p−1∑
i=0
ip−1−j ≡
{
−1 (mod p) if j = 0,
0 (mod p) otherwise.
The claim is now an immediate result from (2.2), (2.3), and (2.4).
The solutions to equation (2.1) which will be constructed in this section are
of a very special form. This is a generalization of a so called circulant matrix,
that is a matrix which is fully determined by its first row, and each other
row can be received from the previous one by shifting each entry by one (cf.
[D], chapter 3). Even though not every solution to (2.1) constructed in the
present work is a circulant matrix in the sense of [D], this terminology will
be adopted as follows.
Definition 2.1.5. Let m and n be positive integers with n ≥ 2. A ma-
trix A ∈ Rmn×mn is said to be an (m,n)-circulant matrix if there exist
A(0), . . . , A(n−1) ∈ Rm×m such that
A =


A(0) A(1) A(2) . . . A(n−1)
A(n−1) A(0) A(1) . . . A(n−2)
A(n−2) A(n−1) A(0) . . . A(n−3)
...
...
...
. . .
...
A(1) A(2) A(3) . . . A(0)


.
Then A will shortly be written as A = circ
(
A(0), . . . , A(n−1)
)
.
Remark.
1. Only (1, n)-circulant matrices as in the definitition above are also cir-
culant matrices in the sense of [D].
2. Suppose that R = circ
(
A(0), . . . , A(n−1)
)
is an (m,n)-circulant matrix
with A(1) = (A(n−1))T , . . . , A(
n
2
−1) = (A(
n
2
+1))T , A(
n
2
) = (A(
n
2
))T if
n is even and A(1) = (A(n−1))T , . . . , A(
n−1
2
) = (A(
n+1
2
))T if n is odd,
respectively, and that A(0) is symmetric with (A(0))ii = 0 for all 1 ≤
i ≤ n. Then R is symmetric and all entries on its diagonal are equal
to 0. Thus, R can be understood as an operator in S2B,d(so(mn)) as
pointed out in section 1.4.
Notation 2.1.6. For integers n and a let [a]n denote the unique element in
a+ nZ ∩ {0, . . . , n− 1}.
With this notation, the following is obvious.
Lemma 2.1.7. Let m and n be positive integers with n ≥ 2, and let A ∈
Rmn×mn. The following are equivalent:
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1. A is an (m,n)-circulant matrix.
2. aim+k,jm+l = a[i−z]nm+k,[j−z]nm+l for all 0 ≤ i, j ≤ n− 1, all 1 ≤ k, l ≤
n, and all z ∈ Z.
3. aim+k,jm+l = ak,[j−i]nm+l for all 0 ≤ i, j ≤ n− 1 and all 1 ≤ k, l ≤ m.
Circulant matrices have some useful properties as the following lemma will
show.
Lemma 2.1.8. Let m and n be positive integers with n ≥ 2. If R and S
are (m,n)-circulant matrices, the same is also true for the matrices A and B
given by aij = rijsij and bij =
1
2
∑mn
k=1 (riksjk + rjksik) for 1 ≤ i, j ≤ mn. In
particular, if R,S ∈ S2B,d(so(mn)) are (m,n)-circulant matrices, the same is
also true for the operators RS and R#S.
Proof. Obviously, A is an (m,n)-circulant matrix. Furthermore, by lemma
2.1.7,
bim+k,jm+l
=
1
2
n−1∑
x=0
m∑
y=1
(rim+k,xm+y sjm+l,xm+y + sim+k,xm+y rjm+l,xm+y)
=
1
2
n−1∑
x=0
m∑
y=1
(
rk,[x−i]nm+y sjm+l,xm+y + sk,[x−i]nm+y rjm+l,xm+y
)
=
1
2
n−1−i∑
x=−i
m∑
y=1
(
rk,[x]nm+y sjm+l,(x+i)m+y + sk,[x]nm+y rjm+l,(x+i)m+y
)
=
1
2
n−1−i∑
x=−i
m∑
y=1
(
rk,[x]nm+y s[j−i]nm+l,[x]nm+y
+sk,[x]nm+y r[j−i]nm+l,[x]nm+y
)
=
1
2
n−1∑
x=0
m∑
y=1
(
rk,xm+y s[j−i]nm+l,xm+y + sk,xm+y r[j−i]nm+l,xm+y
)
= bk,[j−i]nm+l
for all 0 ≤ i, j ≤ n − 1 and all 1 ≤ k, l ≤ m. Applying again lemma 2.1.7
proves that B is an (m,n)-circulant matrix. If now R,S ∈ S2B,d(so(mn)),
then
(R#S)ij =
1
2
mn∑
k=1
(riksjk + rjksik)
for all 1 ≤ i < j ≤ mn as shown in section 1.4. This concludes the proof.
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2.2 Infinite series of new solutions to W 2 + W# =
θW
Now, new solutions to equation (2.1) can be given in the dimensions p, p2,
and 2p for a prime number p such that 4 divides p − 1. Moreover, another
infinite series of new solutions to equation (2.1) in dimension mn will be
constructed for integers m,n ≥ 2.
Theorem 2.2.1. Let p be a prime number such that 4 divides p − 1, and
let W := circ
((
0
p
)
,
(
1
p
)
, . . . ,
(
p−1
p
))
∈ Rp×p. Then W defines an operator
in 〈W〉pd with W 2 +W# = 0.
Proof. Since 4 divides p−1, it follows from 1, 4, and 3 of theorem 2.1.2 that(
i
p
)
=
(
i− p
p
)
=
(−1
p
)(
p− i
p
)
=
(
p− i
p
)
. (2.5)
Thus, W is symmetric, and since every entry on the diagonal of W is equal
to
(
0
p
)
= 0, W defines an operator in S2B,d(so(p)). W is Weyl because of 5
of theorem 2.1.2, and W 2 = I = idso(p) is obvious. Thus, it remains to show
that W# = −I. Note that Wij =
(
j−i
p
)
for all 1 ≤ i, j ≤ n. Because of the
multiplicity of the Legendre symbol and of lemma 2.1.4,
W#1j =
p−1∑
k=0
(
k
p
)(
k + 1− j
p
)
=
p−1∑
k=0
(
k(k − (j − 1))
p
)
= −1
for all 2 ≤ j ≤ p. Since W# is a (1, p)-circulant matrix by lemma 2.1.8,
W# = circ(0,−1 . . . ,−1) = −I, which concludes the proof.
Example 2.2.2.
• The solution to W 2 +W# = 0 for p = 5 presented in the previous
theorem is given by
W =


0 + − − +
0 + − −
0 + −
0 +
0


where + stands for 1 and − for −1.
• The solution to W 2 +W# = 0 for p = 13 presented in the previous
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theorem is given by
W =


0 + − + + − − − − + + − +
0 + − + + − − − − + + −
0 + − + + − − − − + +
0 + − + + − − − − +
0 + − + + − − − −
0 + − + + − − −
0 + − + + − −
0 + − + + −
0 + − + +
0 + − +
0 + −
0 +
0


,
where again + stands for 1 and − for −1.
Theorem 2.2.3. Let p be a prime number such that 4 divides p− 1. Set
A(0) := circ (0, 1, . . . , 1) ∈ Rp×p and
A(i) := circ
(
−1,
(
i · 1
p
)
, . . . ,
(
i · (p− 1)
p
))
∈ Rp×p
for 1 ≤ i ≤ p−1, and letW := circ
(
A(0), A(1), . . . , A(p−1)
)
. ThenW defines
an operator in 〈W〉p2d with W 2 +W# = 0.
Proof. Due to equation (2.5) and the multiplicity of the Legendre symbol,
A(i) is symmetric for all 0 ≤ i ≤ p − 1. The same arguments show A(i) =
A(p−i) for all 1 ≤ i ≤ p−1. Therefore, W is symmetric, and also every entry
on the diagonal of W is equal to 0. Hence, W ∈ S2B,d(so(p2)). W is Weyl
because
p2∑
j=1
Wij =
p−1∑
k=0
p∑
j=1
(
A(k)
)
ij
= p− 1 +
p−1∑
k=1

−1 + (k
p
) p∑
j=1
(
j
p
)
= 0
for all 1 ≤ i ≤ p2 by 5 of theorem 2.1.2. Since W 2 = I = idso(p2), it remains
to prove that W# = −I. Due to lemma 2.1.8, it is enough to show that
(W#)1j = −1 for all 2 ≤ j ≤ p2 since all A(i) are circulant matrices.
Let A
(i)
j for 0 ≤ i ≤ p− 1 and 1 ≤ j ≤ p denote the jth row of A(i), that is
A
(i)
j =
((
i(p+ 1− j)
p
)
, . . . ,
(
i(p− 1)
p
)
,−1,
(
i
p
)
, . . . ,
(
i(p− j)
p
))
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for 1 ≤ i ≤ p − 1. Then 〈A(0)1 , A(0)j 〉 = p − 2 for all 2 ≤ j ≤ p. Let now
1 ≤ i ≤ p − 1 and 2 ≤ j ≤ p be fixed. The application of the properties of
the Legendre symbol and lemma 2.1.4 shows now
〈A(i)1 , A(i)j 〉 =− 2
(
i(1− j)
p
)
+
(
i
p
)2 p−1∑
k=1
(
k(k + 1− j)
p
)
=− 2
(
i(1− j)
p
)
− 1.
Therefore,
(W#)1j =
p−1∑
i=0
〈A(i)1 , A(i)j 〉
= p− 2− 2
(
1− j
p
) p−1∑
i=1
(
i
p
)
− (p− 1)
= −1
again by 5 of theorem 2.1.2.
Fix now 1 ≤ i, k ≤ p− 1 with i Ó= p− k and 2 ≤ j ≤ p. Then
〈A(i)1 , A([i+k]p)1 〉 = 1 +
(
i
p
)(
i+ k
p
) p−1∑
l=1
(
l
p
)2
= 1 + (p− 1)
(
i(i+ k)
p
)
and
〈A(i)1 , A([i+k]p)j 〉
= −
(
(i+ k)(1− j)
p
)
+
(
i(i+ k)
p
) p−1∑
l=1
l Ó=j−1
(
l
p
)(
l + 1− j
p
)
−
(
i(j − 1)
p
)
= −
(
i(j − 1)
p
)
−
(
(i+ k)(j − 1)
p
)
−
(
i(i+ k)
p
)
.
The last step follows again from lemma 2.1.4. If now i = 0 or i = p − k,
then
〈A(0)1 , A(k)1 〉 =
(
k
p
) p−1∑
l=1
(
l
p
)
= 0 = 〈A(p−k)1 , A(0)1 〉
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and
〈A(0)1 , A(k)j 〉 =− 1 +
(
k
p
) p−1∑
l=1
l Ó=p−j+1
(
l
p
)
=− 1−
(
k(1− j)
p
)
〈A(p−k)1 , A(0)j 〉=− 1 +
(
p− k
p
) p−1∑
l=1
l Ó=j−1
(
l
p
)
=− 1−
(
k(1− j)
p
)
.
Using again lemma 2.1.4, all together leads to
(W#)1,kp+1 =
p−1∑
i=0
〈A(i)1 , A([i+k]p)1 〉
= p− 2 + (p− 1)
p−1∑
i=1
(
i(i+ k)
p
)
= −1
and
(W#)1,kp+j =
p−1∑
i=0
〈A(i)1 , A([i+k]p)j 〉
= −2− 2
(
k(1− j)
p
)
−
p−1∑
i=1
iÓ=p−k
((
i(j − 1)
p
)
+
(
(i+ k)(j − 1)
p
)
+
(
i(i+ k)
p
))
= −2−
p−1∑
i=0
((
i(j − 1)
p
)
+
(
(i+ k)(j − 1)
p
)
+
(
i(i+ k)
p
))
= −1− 2
(
j − 1
p
) p−1∑
i=0
(
i
p
)
= −1
for all 1 ≤ k ≤ p− 1 and all 2 ≤ j ≤ p. The penultimate step follows again
from lemma 2.1.4, the multiplicity of the Legendre symbol and a rearrange
of the indices in the second sum. The last step is again 5 of theorem 2.1.2.
Thus, (W#)1j = −1 for every 2 ≤ j ≤ p2, which concludes the proof.
Theorem 2.2.4. Let p be a prime number such that 4 divides p − 1, and
let ai := −
(
1 +
(
i
p
)√
2p− 1
)
for 1 ≤ i ≤ p− 1. Moreover, set
A(0) :=
(
0 2(p− 1)
2(p− 1) 0
)
and A(i) :=
(
ai ai
ai ai
)
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for 1 ≤ i ≤ p− 1, and let W := circ
(
A(0), . . . , A(p−1)
)
. Then W defines an
operator in 〈W〉2pd with W 2 +W# = 2(2p− 1)W .
Proof. Set θ := 2(2p−1). Clearly, ai = ap−i for all 1 ≤ i ≤ p−1. Therefore,
W is symmetric by equation (2.5). In addition, all entries on its diagonal
are equal to 0. Since
2p∑
j=1
Wij = 2(p− 1)− 2
p−1∑
j=1
(
1 +
(
j
p
)√
2p− 1
)
= 0
for all 1 ≤ i ≤ 2p by 5 of theorem 2.1.2, it follows thatW ∈ 〈W〉2pd . Consider
now
a2i = 2p+ 2
(
i
p
)√
2p− 1 = 2(p− 1− ai)
for all 1 ≤ i ≤ p− 1. Therefore,
(
W#
)
12
=2
p−1∑
i=1
a2i = 4
p−1∑
i=1
(
p+
(
i
p
)√
2p− 1
)
= 4p(p− 1), (2.6)
and thus,(
W 2 +W#
)
12
=4(p− 1)2 + 4p(p− 1) = 4(p− 1)(2p− 1) = θW12.
Furthermore,(
W#
)
j,2i+k
= 2
p−1∑
l=1
l Ó=i
ala[l−i]p + 4(p− 1)ai
= 2
p−1∑
l=1
l Ó=i
(
1 +
(
l(l − i)
p
)
(2p− 1) +
((
l
p
)
+
(
l − i
p
))√
2p− 1
)
− 4(p− 1)
(
1 +
(
i
p
)√
2p− 1
)
= 2(p− 2)− 2(2p− 1)− 4(p− 1)− 4p
(
i
p
)√
2p− 1
= 4pai − 2(p− 1) (2.7)
for all 1 ≤ i ≤ p− 1 and all 1 ≤ j, k ≤ 2 by theorem 2.1.2 and lemma 2.1.4,
and hence,(
W 2 +W#
)
j,2i+k
= a2i + 4pai − 2(p− 1)
= 2(p− 1− ai) + 4pai − 2(p− 1)
= 2(2p− 1)ai
= θWj,2i+k
24
for all 1 ≤ i ≤ p− 1 and all 1 ≤ j, k ≤ 2. This proves the claim by means of
lemma 2.1.8.
Remark. Let W be as in theorem 2.2.4. Then
‖W‖2 = 4p(p− 1)2 + 2p
p−1∑
i=1
a2i
= 4p(p− 1)2 + 4p2(p− 1)
= 4p(p− 1)(2p− 1)
by equation (2.6). Let W˜ := W‖W‖ . Then W˜
2 + W˜# = θ˜W˜ with
θ˜ =
2(2p− 1)
2
√
p(p− 1)(2p− 1) =
√
2p− 1
p(p− 1) ,
which tends to 0 as p→∞.
In addition to the solutions to the eigenvalue equation (2.1) which are all
constructed above by means of Legendre symbols, there is also the following
series of new solutions.
Theorem 2.2.5. Letm,n ≥ 2 be integers, and let x := m−1n−1 and y := − 2n−1 .
Moreover, set A := circ (0, 1, · · · , 1), B := circ (x, y, · · · , y) ∈ Rm×m, and let
W := circ (A,B, . . . , B) ∈ Rmn×mn. Then W defines an operator in 〈W〉mnd
with W 2 +W# =
(
m− 1− 4n−1
)
W .
Proof. Set θ := m− 1− 4n−1 . Clearly, W is symmetric and all entries on its
diagonal are equal to 0. Moreover,
mn∑
j=1
Wij = m− 1 + (n− 1)x+ (m− 1)(n− 1)y
= m− 1 +m− 1− 2(m− 1)
= 0
for all 1 ≤ i ≤ mn. Therefore, W ∈ 〈W〉mnd . Consider now(
W#
)
1j
= m− 2 + 2(n− 1)xy + (n− 1)(m− 2)y2
= m− 2− 4m− 1
n− 1 + 4
m− 2
n− 1
= m− 2− 4
n− 1 (2.8)
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for 2 ≤ j ≤ m. Therefore,
(
W 2 +W#
)
1j
= θW1j for 2 ≤ j ≤ m. Moreover,
(
W#
)
1,im+1
= 2(m− 1)y + (n− 2)
(
x2 + (m− 1)y2
)
= −4(m− 1)
n− 1 +
(n− 2)(m− 1)2
(n− 1)2 +
4(n− 2)(m− 1)
(n− 1)2
=
m− 1
n− 1
(m− 1)(n− 2)− 4
n− 1 (2.9)
for all 1 ≤ i ≤ n− 1, and thus,
(
W 2 +W#
)
1,im+1
= x2 +
m− 1
n− 1
(m− 1)(n− 2)− 4
n− 1
=
m− 1
n− 1
(
m− 1− 4
n− 1
)
= θW1,im+1
for all 1 ≤ i ≤ n− 1. Finally,(
W#
)
1,im+j
= 2(x+ (m− 2)y) + (n− 2)
(
2xy + (m− 2)y2
)
= 2
m− 1
n− 1 − 4
m− 2
n− 1 − 4
(n− 2)(m− 1)
(n− 1)2 + 4
(m− 2)(n− 2)
(n− 1)2
= −2m− 3
n− 1 − 4
n− 2
(n− 1)2
= − 2
n− 1
(m− 3)(n− 1) + 2(n− 2)
n− 1
= − 2
n− 1
(
m− 1− 2
n− 1
)
(2.10)
for all 1 ≤ i ≤ n− 1 and 2 ≤ j ≤ m, and hence,
(
W 2 +W#
)
1,im+j
= y2 − 2
n− 1
(
m− 1− 2
n− 1
)
= θW1,im+j
for all 1 ≤ i ≤ n − 1 and 2 ≤ j ≤ m. This proves the claim by means of
lemma 2.1.8.
Remark. Let W be as in theorem 2.2.5. Then
‖W‖2 = nm(m− 1)
2
+
n(n− 1)
2
(
mx2 +m(m− 1)y2
)
=
mn(m− 1)(n+m+ 2)
2(n− 1) .
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Let W˜ := W‖W‖ . Then W˜
2 + W˜# = θ˜W˜ with
θ˜ =
m− 1− 4n−1√
mn(m−1)(n+m+2)
2(n−1)
=
√
2
(m− 1)(n− 1)− 4√
mn(m− 1)(n− 1)(n+m+ 2) ,
which tends to 0 as m→∞ or n→∞.
Moreover, it is easy to see that m − 1 − 4n−1 = 0 if and only if (m,n) ∈
{(3, 3), (2, 5), (5, 2)}
2.3 The isotropy groups of the new solutions
The adjoint representation Ad : SO(n) → Aut(so(n)) of SO(n) defines an
action of SO(n) on S2B(so(n)) via g.R = AdgRAd
T
g for g ∈ SO(n) and
R ∈ S2B(so(n)). In this part, the isotropy group
SO(n)R = {g ∈ SO(n)|AdgRAdTg = R}
of a curvature operator R ∈ S2B(so(n)) under this action will be analyzed for
solutions to the eigenvalue equation R2 +R# = θR. This will first be done
for curvature operators of symmetric spaces and afterwards for the solutions
constructed in the previous section.
Proposition 2.3.1. LetM = G/H be a symmetric space withH connected.
Let further p = eH ∈M , where e denotes the unit element in G, and let Rp
be the curvature operator of M at p. Then dhp ∈ SO(n)Rp for all h ∈ H.
Proof. Ad acts under the identification Λ2(TpM) = Λ
2(Rn) = so(n) via
Adg(x ∧ y) = gx ∧ gy for all g ∈ SO(n) and all x, y ∈ TpM . Let h ∈ H,
that is h is an isometry on M with h(p) = p and dhp ∈ SO(n). Since the
(3, 1)-curvature tensor Rp(·, ·)· is invariant under isometries, it follows that
〈Rp(x ∧ y), z ∧ w〉p = 〈Rp(x, y)w, z〉p
= 〈dhpRp(x, y)w, dhpz〉p
= 〈Rp(dhpx, dhpy)dhpw, dhpz〉p
= 〈Rp(dhpx ∧ dhpy), dhpz ∧ dhpw〉p
= 〈(RpAddhp)(x ∧ y),Addhp(z ∧ w)〉p
= 〈(AdTdhpRpAddhp)(x ∧ y), z ∧ w〉p
for all x, y, z, w ∈ TpM . Thus, AdTdhpRpAddhp = Rp for all h ∈ H, which
was to be proven.
In particular, if there exists an h ∈ H with dhp not equal to the identity in
G, then the isotropy group of Rp is infinite.
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Let now R be an arbitrary algebraic curvature operator, and suppose that
v ∈ so(n) satisfies g(t) := exp(tv) ∈ SO(n)R for all t ∈ (−ǫ, ǫ) for an ǫ > 0,
that is
Adg(t)RAd
T
g(t) ≡ R (2.11)
for all t ∈ (−ǫ, ǫ). Since ddt |t=0Adg(t) = adg′(0) = adv, taking the derivative
of (2.11) at t = 0 yields
0 =
d
dt |t=0
(
Adg(t)RAd
T
g(t)
)
= advR−R adv
= [adv, R].
If now the other way around v ∈ so(n) satisfies [adv, R] = 0, it follows that
Adg(t)RAd
T
g(t) is constant. Since g(0) = e is the unit element of SO(n), g(t)
satisfies (2.11). In total this shows that the isotropy group of R is in one to
one correspondence to
so(n)R := {v ∈ so(n)|[adv, R] = 0}.
Note that the standard scalar product on the vector space of endomorphisms
on so(n) is given by 〈·, ·〉 : End(so(n))×End(so(n))→ R; (A,B) Ô→ tr (ABT )
and that
[adv, R]
T = (advR−R adv)T = R adTv − adTvR
= −R adv + advR = [adv, R].
for all v ∈ so(n) and all R ∈ S2B(so(n)). Therefore, in order to compute the
isotropy groups of the solutions to the eigenvalue equation (2.1) constructed
in the previous section, the following lemma will be useful.
Lemma 2.3.2. Let R ∈ S2B(so(n)), and let v, w ∈ so(n). Then
tr ([adv, R] [adwR]) = 4〈
(
R2#I −R#)(v), w〉.
Proof. Let R ∈ S2B(so(n)) and v, w ∈ so(n) be given. Then
tr ([adv, R] [adwR]) = tr ((advR−R adv) (adwR−R adw)) .
Since
tr (R advR adw) = tr (advR adwR) and
tr (R advadwR) = tr
(
adwR
2 adv
)
= tr
(
(adwR
2 adv)
T
)
= tr
(
(−adv)R2(−adw)
)
= tr
(
advR
2adw
)
,
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it follows that
tr ([adv, R] [adwR]) = 2 tr
(
advR adwR− advR2 adw
)
= 4〈(R2#I −R#)(v), w〉
by lemma 1.3.1, which was to be proven.
Thus, the following is true.
Corollary 2.3.3. Let R ∈ S2B(so(n)). Then there is a one to one corre-
spondence between SO(n)R and ker(R
2#I −R#).
Proof. An element v ∈ so(n) is contained in ker(R2#I − R#) if and only
if tr ([adv, R][adw, R]) = 0 for all w ∈ so(n) by the previous lemma. Since
this trace defines an inner product on {[adw, R]|w ∈ so(n)}, it follows that
v ∈ ker(R2#I−R#) if and only if v ∈ so(n)R, which concludes the proof.
Clearly, it follows that the isotropy group of a given curvature operator R
is at most finite if and only if R2#I −R# has no kernel.
Now, the isotropy groups of the solutions to equation (2.1) constructed in
the previous section can be analyzed.
Proposition 2.3.4. Let W be as in theorem 2.2.1 or 2.2.3. Then SO(n)W
is finite.
Proof. Because of W 2 = I, W# = −I, and I# = (n − 2)I, it follows that
W 2#I−W# = (n−1)I. Thus, ker
(
W 2#I −W#
)
= {0}, which concludes
the proof.
Proposition 2.3.5. Let W be as in theorem 2.2.4. Then
ker(W 2#I −W#) = 〈e1 ∧ e2〉 ⊕ 〈e3 ∧ e4〉 ⊕ · · · ⊕ 〈e2p−1 ∧ e2p〉.
Proof. Consider first
(
W 2#I
)
12
= 2
p−1∑
i=1
a2i =
(
W#
)
12
.
Therefore,
(
W 2#I −W#
)
12
= 0. Moreover,
(
W 2#I
)
j,2i+k
= 4(p− 1)2 + 2
p−1∑
l=1
a2l − a2i
= 4(p− 1)2 + 4p(p− 1)− 2p− 2
(
i
p
)√
2p− 1
= 2
(
4p2 − 7p+ 2−
(
i
p
)√
2p− 1
)
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for all 1 ≤ i ≤ p− 1 and all 1 ≤ j, k ≤ 2 by equation (2.6), and thus,
(
W 2#I −W#
)
j,2i+k
=2
(
4p2 − 7p+ 2−
(
i
p
)√
2p− 1
)
+ 2(3p− 1) + 4p
(
i
p
)√
2p− 1
=2 (2p− 1)2 + 2(2p− 1) 32
(
i
p
)
>0
for all 1 ≤ i ≤ p − 1 and all 1 ≤ j, k ≤ 2 by equation (2.7). Since W is a
(2, p)-circulant matrix, the same is true for W 2#I −W# by lemma 2.1.8.
This proves the statement.
Proposition 2.3.6. Let W be as in theorem 2.2.5. Then
1. SO(n)W is finite if m ≥ 3 or n ≥ 3, and
2. ker
(
W 2#I −W#
)
= 〈e1 ∧ e4〉 ⊕ 〈e2 ∧ e3〉 if m = n = 2.
Proof. Consider first(
W 2#I
)
1j
= m− 2 + (n− 1)
(
x2 + (m− 1)y2
)
= m− 2 + (m− 1)(m+ 3)
n− 1
for all 2 ≤ j ≤ m. Therefore,
(
W 2#I −W#
)
1j
=
(m− 1)(m+ 3)
n− 1 +
4
n− 1 =
(m+ 1)2
n− 1 > 0
for all 2 ≤ j ≤ m by equation (2.8). Furthermore,
(
W 2#I
)
1,im+1
= m− 1 + (n− 2)x2 + (n− 1)(m− 1)y2
=
m− 1
n− 1
(n− 1)2 + (n− 2)(m− 1) + 4(n− 1)
n− 1
for all 1 ≤ i ≤ n− 1, which shows together with equation (2.9)
(
W 2#I −W#
)
1,im+1
=
m− 1
(n− 1)2
(
(n− 1)2 + 4(n− 1) + 4
)
=
(m− 1)(n+ 1)2
(n− 1)2
> 0
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for all 1 ≤ i ≤ n− 1. Finally(
W 2#I
)
1,im+j
= m− 1 + (n− 1)x2 + ((n− 1)(m− 1)− 1) y2
=
(m− 1)(n− 1)(m+ n+ 2)− 4
(n− 1)2
for all 1 ≤ i ≤ n− 1 and all 2 ≤ j ≤ m. This shows together with equation
(2.10)
(
W 2#I −W#
)
1,im+j
=
(m− 1)(n− 1)(m+ n+ 4)− 8
(n− 1)2
for all 1 ≤ i ≤ n − 1 and all 2 ≤ j ≤ m. Since m,n ≥ 2, this is equal to 0
if and only if m = n = 2, and it is positive otherwise. By means of lemma
2.1.8, this shows all together ker
(
W 2#I −W#
)
= {0} if m ≥ 3 or n ≥ 3
and ker
(
W 2#I −W#
)
= 〈e1 ∧ e4〉 ⊕ 〈e2 ∧ e3〉 if m = n = 2, which was to
be proven.
Thus, it is now clear that the solutions constructed in the previous section
in the dimensions p, p2, and mn for m ≥ 3 or n ≥ 3 do not emerge from
symmetric spaces, which concludes the proof of theorem B.
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Chapter 3
Proof of theorem A
Let m be a positive integer, and let n = 2m. In this part, it will be proven
that for solutions (W, θ) to the eigenvalue equation
W 2 +W# = θW (3.1)
such that θ ∈ R andW ∈ 〈W〉nd with ‖W‖ = 1 the eigenvalue θ is maximal if
and only if W is the normalized Weyl curvature operator of Sm×Sm. Note
that the condition ‖W‖ = 1 is not a restriction but a necessary assumption
since also (sW, sθ) satisfies (3.1) for every solution (W, θ) of (3.1) and every
s ∈ R. This can easily be seen by the computation
(sW )2 + (sW )# = s2
(
W 2 +W#
)
= s2θW.
The following lemma will show that the Weyl curvature of Sm×Sm actually
is a solution to (3.1) and will also specify its eigenvalue.
Lemma 3.0.1. Let m ≥ 2 be an integer, let n = 2m, and define
θ0(n) :=
√
2
√
(n− 1)(n− 2)
n
.
Let further denote W0 the normalized Weyl curvature of S
m × Sm. Then
W 20 +W
#
0 = θ0(n)W0.
The proof of lemma 3.0.1 will be given in section 3.1. Now, the main theorem
of the present work can be stated.
Theorem 3.0.2. Let m ≥ 8 be an integer, and let n = 2m. Let further
θ ≥ θ0(n) be given such that there exists W ∈ 〈W〉nd with ‖W‖ = 1 and
W 2+W# = θW . Then θ = θ0(n), and W is the normalized Weyl curvature
of Sm × Sm.
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The following section will prove lemma 3.0.1, while the rest of the present
work is dedicated to the proof of theorem 3.0.2 and will roughly be divided
into three parts. Instead of working directly with W , a related operator
called |W | will be analyzed. In section 3.2 a gap phenomenon for the scalar
curvature of |W | will be proven, that is the scalar curvature of |W | cannot
lie in a certain interval. The second part needs the most work. There will
be shown that the scalar curvature cannot be smaller than the lower bound
of this interval, which will be done in the sections 3.3, 3.4, and 3.5. Finally,
in the last section, it will be deduced that W is in fact the normalized Weyl
curvature of Sm × Sm
Remark. Let W˜0 be the normalized Weyl curvature operator of S
m×Sm+1
for m ≥ 2, and let n = m(m+ 1). Then
W˜ 20 + W˜
#
0 = θ˜0(n)W˜0
for θ˜0(n) =
√
2
√
(n−1)(n−3)
(n+1)(n−2) can be proven. The conjecture is now that there
exists an analogue version of theorem 3.0.2 for W˜0 and θ˜0(n).
Moreover, θ˜0(n) ≤ θ0(n) for all n ≥ 3, and most of the results will be proven
for θ˜0(n) and will therefore work for both, the even and the odd dimensional
case. Only at the end of the whole proof it will be needed that θ ≥ θ0(n)
instead of only θ ≥ θ˜0(n). Thus, if the odd dimensional version of the
theorem is also true, then better estimates will be needed.
The following will be supposed to be true for the rest of the present work.
Assumption 1. Let m ≥ 8 be an integer, and let n = 2m. Moreover, let
θ ≥ θ0(n) and W ∈ 〈W〉nd with |W | = 1 be given such that
W 2 +W# = θW.
Furthermore, the following notation will be used in the rest of the present
work.
Notation 3.0.3. Let m, n, θ, W be as in assumption 1.
• If not stated differently, all components of elements in S2(Rn) and
in S2B(so(n)) will be understood with respect to the standard basis
e1, . . . , en and e1 ∧ e2, . . . , en−1 ∧ en, respectively.
• Define algebraic curvature operators W+,W− ≥ 0 by
(W+)ij :=
{
wij if wij ≥ 0,
0 otherwise
and (W−)ij :=
{
−wij if wij < 0,
0 otherwise
for all 1 ≤ i < j ≤ n. Then of course W = W+ −W−.
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• If R ∈ S2B,d(so(n)) is any other diagonal curvature operator, define
R+, R− by
(R+)ij :=
{
rij if wij ≥ 0,
0 otherwise
and (R−)ij :=
{
rij if wij < 0,
0 otherwise
for all 1 ≤ i < j ≤ n, and thus, R = R+ +R−.
• Set
|W | :=W+ +W−, Ric := Ric(|W |),
Ric0 := Ric0(|W |), scal := scal(|W |),
r := ‖Ric‖, r0 := ‖Ric0‖,
λ¯ :=
scal
n
, λi := Ricii, and
µi := (Ric0)ii
for 1 ≤ i ≤ n.
• Define E ∈ S2B,d(so(n)) with ‖E‖ =: e such that E ⊥ Ric ∧ Ric and
|W | =
√
1− e2
‖Ric ∧ Ric‖Ric ∧ Ric+ E.
• In many cases it will be more convenient to work with the normalized
Ricci curvature instead of working with Ric. Thus, set
S :=
Ric
r
.
• Finally, recall that
θ0(n) =
√
2
√
(n− 1)(n− 2)
n
and θ˜0(n) =
√
2
√
(n− 1)(n− 3)
(n+ 1)(n− 2) ,
and define
θˆ0(n) :=
n− 2
n− 3 θ˜0(n) =
√
2
√
(n− 1)(n− 2)
(n+ 1)(n− 3) .
3.1 The Weyl curvature of Sm × Sm
In this section, a proof for lemma 3.0.1 will be given. Let m ≥ 2, and let
n = 2m. The curvature operator of Sm × Sm is given by
RSm×Sm =
(
idso(m) 0
0 idso(m)
)
.
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Let WSm×Sm denote the Weyl curvature of Sm × Sm. Since
Ric(RSm×Sm) = (m− 1)id,
scal(RSm×Sm) = 2m(m− 1) = n(n− 2)
2
, and
Ric0(RSm×Sm) = 0,
it follows by the decomposition of curvature operators given in section 1.2
that
WSm×Sm =RSm×Sm − n− 2
2(n− 1)I
=
n
2(n− 1)


0 1 . . . 1 2−nn
2−n
n . . .
2−n
n
. . .
. . .
...
...
...
...
. . . 1 2−nn
2−n
n . . .
2−n
n
0 2−nn
2−n
n . . .
2−n
n
0 1 . . . 1
. . .
. . .
...
. . . 1


.
Set now W0 :=
WSm×Sm
‖WSm×Sm‖ and consider
‖WSm×Sm‖2 =
(
n
2(n− 1)
)2(n(n− 2)
4
+
n2
4
(n− 2)2
n2
)
=
(
n
2(n− 1)
)2 (n− 1)(n− 2)
2
.
Therefore,
W0 =
√
2
(n− 1)(n− 2)


0 1 . . . 1 2−nn
2−n
n . . .
2−n
n
. . .
. . .
...
...
...
...
. . . 1 2−nn
2−n
n . . .
2−n
n
0 2−nn
2−n
n . . .
2−n
n
0 1 . . . 1
. . .
. . .
...
. . . 1


.
Therefore, by the formula for R#S for operators R,S ∈ S2B,d(so(n)) which
was given in section 1.4, W 20 +W
#
0 can be computed as follows.
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Let first 1 ≤ i < j ≤ m or m+ 1 ≤ i < j ≤ 2m. Then
(
W 20 +W
#
0
)
ij
=
2
(n− 1)(n− 2)
(
1 +
n
2
− 2 + n
2
(
n− 2
n
)2)
=
2
(n− 1)(n− 2)
n− 2
2
(
1 +
n− 2
n
)
=
2
n
=
√
2
√
(n− 1)(n− 2)
n
√
2
(n− 1)(n− 2)
=
√
2
√
(n− 1)(n− 2)
n
(W0)ij .
If now 1 ≤ i ≤ m and m+ 1 ≤ j ≤ 2m, then
(
W 20 +W
#
0
)
ij
=
2
(n− 1)(n− 2)
((
n− 2
n
)2
− (n− 2)n− 2
n
)
=− 2
(n− 1)(n− 2)
(n− 2)2
n2
(n− 1)
=
√
2
√
(n− 1)(n− 2)
n
√
2
(n− 1)(n− 2)
2− n
n
=
√
2
√
(n− 1)(n− 2)
n
(W0)ij .
Hence, W 20 +W
#
0 = θ0(n)W0 for θ0(n) :=
√
2
√
(n−1)(n−2)
n .
This proves lemma 3.0.1.
3.2 A gap phenomenon for the scalar curvature
The normalized Weyl curvature operator W0 of S
m × Sm has the property
that up to a sign all entries agree almost with each other for large m. The
operator which can be obtained by taking the absolute value of each entry
of W0 is therefore almost equal to the normalized identity, and its scalar
curvature is almost maximal under all normalized curvature operators. The
idea is now to show that the same is also true for |W |. In fact, it will be
proven that the scalar curvature of |W | has to be greater than or equal
to (n + 1)θ˜0(n) with |W | and θ˜0(n) as in notation 3.0.3, which is close to
scal
(
I
‖I‖
)
=
√
2
√
n(n− 1). In order to show this, the existence of a gap
for the scalar curvature of |W | will be proven in this section, that is it will
be shown that scal cannot be contained in a certain interval. In the whole
section notation 3.0.3 will be used, and assumption 1 will be supposed to
hold.
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By assumption 1, (W, θ) satisfies (3.1). Obviously, the same is not necessarily
the case for |W |, but at least the following result is true.
Lemma 3.2.1. Let assumption 1 hold, and set
X(W ) := 4 (W+#W−)+ + 2
(
(W+)
# + (W−)#
)
− .
Then
θ|W | = |W |2 + |W |# − 2W 2− −X(W ).
In particular, X(W ) ≥ 0, and thus,
θ|W | ≤ |W |2 + |W |# − 2W 2−.
Proof. Define W#± := (W±)
# and W 2± := (W±)
2 =
(
W 2
)
±. Because of
W = W+ −W− and θW = W 2 +W#, it is clear that
θW+ = W
2
+ +
(
W#
)
+
and θW− = −W 2− −
(
W#
)
− .
Moreover,
W# = (W+ −W−)# = W#+ +W#− − 2W+#W−,
and therefore,(
W#
)
+
=
(
W#+ +W
#
−
)
+
− 2 (W+#W−)+ and
−
(
W#
)
− = −
(
W#+ +W
#
−
)
− + 2 (W+#W−)− .
Furthermore,
|W |# = (W+ +W−)# = W#+ +W#− + 2W+#W−.
Combined, this shows
θ|W | =W 2+ −W 2− +
(
W#
)
+
−
(
W#
)
−
=W 2 − 2W 2− +
(
W#+ +W
#
−
)
+
− 2 (W+#W−)+
−
(
W#+ +W
#
−
)
− + 2 (W+#W−)−
=W 2 − 2W 2− + |W |# − 4 (W+#W−)+ − 2
(
W#+ +W
#
−
)
− ,
which concludes the proof since X(W ) ≥ 0 is obvious by the definitions of
W+ and W−.
The following lemma gives an inequality for the scalar curvature of |W |.
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Lemma 3.2.2. Let assumption 1 hold, and set C#(W ) := scal(X(W )),
where X(W ) is defined as in lemma 3.2.1. Then
θnλ¯ = r2 − 4‖W−‖2 − C#(W ).
In particular, C#(W ) ≥ 0, and thus,
θnλ¯ ≤ r2 − 4‖W−‖2.
Proof. As seen in equation (1.6), it is known that
scal(R2 +R#) =
n∑
i,j=1
(Ric(R)ij)
2
for all operators R ∈ S2B(so(n)). This shows together with lemma 3.2.1
θ scal = scal(|W |2 + |W |#)− 2 scal
(
W 2−
)
− C#(W )
=
n∑
i=1
(Ricii)
2 − 4
∑
1≤i<j≤n
(
W 2−
)
ij
− C#(W )
= r2 − 4‖W−‖2 − C#(W ).
Moreover, C#(W ) ≥ 0 because X(W ) ≥ 0. This concludes the proof.
In order to apply lemma 3.2.2, the following upper bound for ‖W−‖ will be
useful.
Lemma 3.2.3. The following is true:
2‖W−‖2 ≥ 1−
√
1− ‖|W |Ric‖2.
Proof. Set a := ‖W+‖2 − ‖W−‖2 = 〈W+ + W−,W+ − W−〉 = 〈|W |,W 〉.
Since W and |W | are both operators of norm 1,
a2 ≤ ‖|W |〈W〉‖2 = 1− ‖|W |Ric‖2.
By construction of W+ and W−, ‖W+‖2 + ‖W−‖2 = 1. Therefore,
2‖W−‖2 = 1− ‖W+‖2 − a+ ‖W+‖2 ≥ 1−
√
1− ‖|W |Ric‖2,
which was to be shown.
The following lemma will give a better understanding of ‖|W |Ric‖.
Lemma 3.2.4. Let R ∈ S2B(so(n)). Then
‖RRic‖2 = 1
n− 2‖Ric(R)‖
2 − scal(R)
2
2(n− 1)(n− 2) .
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Proof. As pointed out in equation (1.3),
RRic =
scal(R)
n(n− 1)I +
2
n− 2Ric0(R) ∧ id.
Since 〈I,Ric0(R) ∧ id〉 = 0 and since ‖I‖2 = n(n−1)2 ,
‖RRic‖2 = scal(R)
2
2n(n− 1) +
4
(n− 2)2 ‖Ric0(R) ∧ id‖
2.
Let ν1, . . . , νn denote the eigenvalues of Ric0(R), and let b1, . . . , bn be the
corresponding orthonormal eigenbasis. Then
〈(Ric0(R) ∧ id)(bi ∧ bj), bi ∧ bj〉 = 1
2
(νi + νj)
for all 1 ≤ i < j ≤ n. Therefore, since ∑ni=1 νi = tr (Ric0(R)) = 0,
4‖Ric0(R) ∧ id‖2 =
∑
1≤i<j≤n
(νi + νj)
2
= (n− 1)
n∑
i=1
ν2i + 2
∑
1≤i<j≤n
νi νj
= (n− 2)
n∑
i=1
ν2i +
n∑
i,j=1
νi νj
= (n− 2) ‖Ric0(R)‖2.
Furthermore,
‖Ric0(R)‖2 =
∥∥∥∥Ric(R)− scal(R)n id
∥∥∥∥
2
= ‖Ric(R)‖2 + scal(R)
2
n
− 2scal(R)
n
〈Ric(R), id〉
= ‖Ric(R)‖2 − scal(R)
2
n
since 〈Ric(R), id〉 = scal(R). Therefore, all together shows
‖RRic‖2 = scal(R)
2
2n(n− 1) +
1
n− 2
(
‖Ric(R)‖2 − scal(R)
2
n
)
=
1
n− 2‖Ric(R)‖
2 − scal(R)
2
2(n− 1)(n− 2) ,
which was to be proven.
The following result will be the last step in order to prove the gap phe-
nomenon.
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Lemma 3.2.5. Let assumption 1 hold. Then there exists a θ′ ≥ θ such that(
θ′nλ¯− r2 + 2n− 3
n− 2
)2
=
2(nλ¯)2
(n− 1)(n− 2) + 4
(
n− 3
n− 2
)2
− 4θ
′nλ¯
n− 2 .
Proof. Because of the lemmata 3.2.2 and 3.2.3,
θnλ¯ ≤ r2 − 4‖W−‖2 ≤ r2 − 2
(
1−
√
1− ‖|W |Ric‖2
)
.
Now, choose θ′ ≥ θ with equality. Then lemma 3.2.4 shows(
θ′nλ¯− r2 + 2
)2
= 4
(
1− ‖|W |Ric‖2
)
= 4
(
1− 1
n− 2r
2 +
(nλ¯)2
2(n− 1)(n− 2)
)
,
which is equivalent to
2(nλ¯)2
(n− 1)(n− 2) =
(
θ′nλ¯− r2
)2
+ 4θ′nλ¯− 4n− 3
n− 2r
2
=
(
θ′nλ¯− r2 + 2n− 3
n− 2
)2
− 4
(
n− 3
n− 2
)2
+
4θ′nλ¯
n− 2 .
This proves the claim.
The mentioned gap phenomenon for the scalar curvature of |W | can now be
obtained from the previous result as follows.
Corollary 3.2.6. Let assumption 1 hold. Then
scal /∈
(
(n− 3)θ˜0(n), (n+ 1)θ˜0(n)
)
.
Proof. In lemma 3.2.5 the existence of a θ′ ≥ θ with
0 ≤ 2
(
n− 3
n− 2
)2
− 2θ
′nλ¯
n− 2 +
(nλ¯)2
(n− 1)(n− 2)
was shown. Since θ ≥ θ0(n) > θ˜0(n) by assumption 1,
0 <
(n− 3)(n+ 1)
(n− 1)(n− 2) θ˜0(n)
2 − θ˜0(n)nλ¯ 2
n− 2 +
(nλ¯)2
(n− 1)(n− 2)
=
(n− 3)(n+ 1)θ˜0(n)2 − 2(n− 1)θ˜0(n)nλ¯+ (nλ¯)2
(n− 1)(n− 2)
=
(
nλ¯− (n− 3)θ˜0(n)
) (
nλ¯− (n+ 1)θ˜0(n)
)
(n− 1)(n− 2) ,
which proves the claim.
It will be shown in the following three sections that actually scal has to be
greater than or equal to (n+ 1)θ˜0(n).
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3.3 Estimates for r2, scal, tr Ric3, and tr Ric4
The goal for the next three sections will be to prove that the scalar curvature
of |W | has to be strictly greater than (n − 3)θ˜0(n), from which scal ≥
(n+ 1)θ˜0(n) would follow by corollary 3.2.6. In this part, estimates for and
relations between r2, scal, trRic3, and trRic4 will be proven, where all the
abbreviations and definitions of notation 3.0.3 will be used. Also it will be
supposed that assumption 1 holds.
The proof of the lower bound for the scalar curvature that will be given here
will work via contradiction. Therefore, the following will be assumed for the
whole section.
Assumption 2. Assume scal ≤ (n− 3)θ˜0(n).
Lemma 3.3.1. Let assumptions 1 and 2 hold. Then
r2 ≥ n− 2
n− 3 θ˜0(n)scal = θˆ0(n)scal.
Proof. Let θ′ be as in lemma 3.2.5. It was shown that
r2 = θ′nλ¯+ 2
n− 3
n− 2 −
√
4
(n− 3)2
(n− 2)2 −
4θ′nλ¯
n− 2 +
2(nλ¯)2
(n− 1)(n− 2) .
The right hand side of this equation is obviously increasing in θ′, and since
θ′ ≥ θ ≥ θ˜0(n),
r2 ≥ θ˜0(n)nλ¯+ 2n− 3
n− 2 −
√
4
(n− 3)2
(n− 2)2 −
4θ˜0(n)nλ¯
n− 2 +
2(nλ¯)2
(n− 1)(n− 2) .
The radicand can be written as
4
(n− 3)2
(n− 2)2 −
4θ˜0(n)nλ¯
n− 2 +
2(nλ¯)2
(n− 1)(n− 2)
=
(
2
n− 3
n− 2 −
θ˜0(n)nλ¯
n− 3
)2
− θ˜0(n)
2(nλ¯)2
(n− 3)2 +
2(nλ¯)2
(n− 1)(n− 2)
=
(
2
n− 3
n− 2 −
θ˜0(n)nλ¯
n− 3
)2
− 2(nλ¯)
2
n− 2
(
n− 1
(n+ 1)(n− 3) −
1
n− 1
)
=
(
2
n− 3
n− 2 −
θ˜0(n)nλ¯
n− 3
)2
− 2(nλ¯)
2
(
(n− 1)2 − (n+ 1)(n− 3))
(n+ 1)(n− 1)(n− 2)(n− 3)
=
(
2
n− 3
n− 2 −
θ˜0(n)nλ¯
n− 3
)2
− 8(nλ¯)
2
(n+ 1)(n− 1)(n− 2)(n− 3) .
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Since nλ¯ ≤ (n− 3)θ˜0(n) by assumption 2,
θ˜0(n)nλ¯
n− 3 ≤ θ˜0(n)
2 = 2
(n− 1)(n− 3)
(n− 2)(n+ 1) ≤ 2
n− 3
n− 2 .
Therefore,√
4
(n− 3)2
(n− 2)2 −
4θ˜0(n)nλ¯
n− 2 +
2(nλ¯)2
(n− 1)(n− 2) ≤ 2
n− 3
n− 2 −
θ˜0(n)nλ¯
n− 3 .
In summary, this proves
r2 ≥
(
1 +
1
n− 3
)
θ˜0(n)nλ¯ =
n− 2
n− 3 θ˜0(n)nλ¯ = θˆ0(n)nλ¯,
which was claimed.
The quantities r
scal
, trS3, and trS4 are bounded below and related as follows.
Lemma 3.3.2. Let assumptions 1 and 2 hold. Then
1. trS4 ≤ trS3 and
2.
n− 2
(n− 3)2 ≤
r2
scal2
≤ (trS3)2 ≤ trS4.
Proof. Recall that λi = Ricii for all 1 ≤ i ≤ n. Since S ≥ 0 and ‖S‖ = 1,
the eigenvalues λ1r , . . . ,
λn
r of S are for all 1 ≤ i ≤ n bounded above by 1
and below by 0. Thus, inequality 1 is obviously true.
The last inequality of 2 can be shown by the following computation:
(
trS3
)2
=
1
r6
(
n∑
i=1
λ3i
)2
≤ 1
r6
n∑
i=1
λ2i
n∑
i=1
λ4i = trS
4,
where just the Cauchy-Schwarz inequality and the fact that
∑n
i=1
λ2
i
r2
=
‖S‖2 = 1 were used.
For the second inequality of 2 consider
scal trRic3 − r4 =
n∑
i,j=1
λiλ
3
j −
n∑
i,j=1
λ2iλ
2
j
=
1
2
n∑
i,j=1
(
λiλ
3
j + λ
3
iλj − 2λ2iλ2j
)
=
1
2
n∑
i,j=1
λiλj (λi − λj)2
≥ 0,
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since λi ≥ 0 for all 1 ≤ i ≤ n, which proves rscal ≤ trS3.
Lemma 3.3.1 and assumption 2 show now the first inequality of 2:
r2
scal2
≥ n− 2
n− 3
θ˜0(n)
scal
≥ n− 2
(n− 3)2 .
This concludes the proof.
Furthermore, ‖Ric ∧ Ric‖ = r2‖S ∧ S‖ can be computed via the following.
Lemma 3.3.3. If A ∈ S2(Rn), then ‖A ∧ A‖ = 1√
2
√‖A‖4 − trA4. In
particular, ‖S ∧ S‖ = 1√
2
√
1− trS4.
Proof. Let a1, . . . , an denote the eigenvalues of A, and let b1, . . . , bn be the
corresponding orthonormal eigenbasis. Then 〈(A∧A)(bi∧bj), bi∧bj〉 = aiaj
for all 1 ≤ i < j ≤ n. The following computation proves the claim:
‖A ∧A‖2 =
∑
1≤i<j≤n
(aiaj)
2
=
1
2

 n∑
i,j=1
a2i a
2
j −
n∑
i=1
a4i


=
1
2
(
‖A‖4 − trA4
)
.
Recall that |W | decomposes as
|W | =
√
1− e2
‖Ric ∧ Ric‖Ric ∧ Ric+ E, (3.2)
where E ∈ S2B,d(so(n)) with E ⊥ Ric ∧ Ric and e = ‖E‖. With this, the
following estimate for r2 can be obtained.
Lemma 3.3.4. Let assumption 1 hold. Then
θr2 ≤
√
2r2
√
1− trS4
√
1− e2 − 2〈Ric(W 2−),Ric〉.
Proof. The application of lemma 3.2.1 shows
θRic ≤ Ric
(
|W |2 + |W |#
)
− 2Ric
(
W 2−
)
.
Therefore,
θr2 ≤ 〈Ric
(
|W |2 + |W |#
)
,Ric〉 − 2〈Ric
(
W 2−
)
,Ric〉. (3.3)
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Because of (Ric ∧ Ric)ij = λiλj for all 1 ≤ i < j ≤ n and
Ric
(
|W |2 + |W |#
)
ii
=
n∑
j=1
|W |ijλj
for all 1 ≤ i ≤ n by equation (1.5) in chapter 1.3,
〈Ric
(
|W |2 + |W |#
)
,Ric〉 =
n∑
i,j=1
|W |ijλjλi
= 2
∑
1≤i<j≤n
|W |ijλjλi
= 2〈|W |,Ric ∧ Ric〉
= 2‖Ric ∧ Ric‖
√
1− e2
= r2
√
2
√
1− trS4
√
1− e2,
where in the penultimate step (3.2) and E ⊥ Ric ∧ Ric were used. The last
equality follows from lemma 3.3.3.
Together with inequality (3.3) this concludes the proof.
The inequality in lemma 3.3.4 will be one of the main tools for the construc-
tion of a contradiction to assumption 2, but the term −2〈Ric(W 2−),Ric〉 is
not easy to work with, and without that term the inequality is not strong
enough. Thus, it is necessary to find an estimate for that term which is on
the one hand easy enough to work with and on the other strong enough for
a contradiction. This will be done in the next chapter.
However, some preparations will be needed first for which lemma 3.3.4 will
also be useful. The next lemma will prove a first estimate for 〈Ric(W 2−),Ric〉
which will again not be strong enough for contradicting assumption 2, but
it will be sufficient to apply lemma 3.3.4 for getting useful bounds for trS4,
scal, r2, and e.
Lemma 3.3.5. The following is true:
〈Ric(W 2−),Ric〉 ≥
1
4(n− 2)trRic
3.
Proof. Set λ−i := Ric(W−)ii for 1 ≤ i ≤ n. Then
〈Ric
(
W 2−
)
,Ric (W−)〉 =
n∑
i=1
λ−i
n∑
j=1
(W−)2ij and (3.4)
trRic(W−)3 =
n∑
i=1
λ−i
3
=
n∑
i=1
λ−i

 n∑
j=1
(W−)ij


2
. (3.5)
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Clearly, (W−)ii = 0 for all 1 ≤ i ≤ n. Since W ∈ 〈W〉nd , for every 1 ≤ i ≤ n
either (W−)ij = 0 for at least one 1 ≤ j ≤ n with j Ó= i or λ−i = 0. Consider
the function
f : Rn−2 → R; (x1, . . . , xn−2) Ô→
(
n−2∑
i=1
xi
)2
.
It is easy to see that f attains its maximum under the side conditions∑n−2
i=1 x
2
i = 1 and xi ≥ 0 for all 1 ≤ i ≤ n − 2 in x1 = · · · = xn−2 = 1√n−2 .
Since f
(
1√
n−2 , . . . ,
1√
n−2
)
= n− 2, it follows that
(
n−2∑
i=1
xi
)2
≤ (n− 2)
n−2∑
i=1
x2i ,
which is scale invariant. This shows together with (3.4) and (3.5)
〈Ric
(
W 2−
)
,Ric (W−)〉 ≥ 1
n− 2trRic(W−)
3.
Because of Ric = 2Ric (W−), the claim is proven.
Now, an upper bound for trS4 can be given.
Lemma 3.3.6. Let assumptions 1 and 2 hold. Then trS4 ≤ 16
8n+ 9
.
Proof. From the lemmata 3.3.1, 3.3.2, and 3.3.5 it is known that
〈Ric
(
W 2−
)
,Ric〉 ≥ 1
4(n− 2)trRic
3 ≥ r
4
4(n− 2)scal ≥
θ˜0(n)
4(n− 3)r
2.
Since θ ≥ θ˜0(n), lemma 3.3.4 shows now
θ˜0(n) ≤
√
2
√
1− trS4 − θ˜0(n)
2(n− 3) ,
which leads to
trS4 ≤1− θ˜0(n)
2
2
(
1 +
1
2(n− 3)
)2
=1− (n− 1)(n− 3)
(n+ 1)(n− 2)
(
2n− 5
2(n− 3)
)2
=
8n2 − 41n+ 49
4(n+ 1)(n− 2)(n− 3)
≤ 16
8n+ 9
,
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where the last inequality follows from(
8n2 − 41n+ 49
)
(8n+ 9)− 64(n+ 1)(n− 2)(n− 3)
= −41n+ 57 ≤ 0
for all n ≥ 2. Therefore, the statement is proven.
The following lower bounds for the scalar curvature and the norm of the
Ricci curvature of |W | can be obtained from the previous results.
Corollary 3.3.7. Let assumptions 1 and 2 hold. Then
1. scal ≥ n− 2
n− 3
8n+ 9
16
θ˜0(n) =
8n+ 9
16
θˆ0(n) and
2. r2 ≥ (n− 2)
2
(n− 3)2
8n+ 9
16
θ˜0(n)
2 =
8n+ 9
16
θˆ0(n)
2.
Proof. Since scal
2
r2
≥ 8n+916 by the lemmata 3.3.2 and 3.3.6, estimate 1 follows
immediately from lemma 3.3.1.
Estimate 2 is just a direct consequence of 1 and the repeated application of
lemma 3.3.1.
Consider e = ‖E‖ as defined in notation 3.0.3. Since ‖W‖ = 1, it is clear
that e ≤ 1. However, a better bound for e can be obtained from the previous
results as the following lemma will show.
Lemma 3.3.8. Let assumptions 1 and 2 hold. Then e2 ≤ 32n .
Proof. As proven in the lemmata 3.3.4 and 3.3.5,
θ˜0(n)r
2 ≤ r2
√
2
√
1− trS4
√
1− e2 − 1
2(n− 2)trRic
3.
Dividing this by r2 shows that this is equivalent to
θ˜0(n) ≤
√
2
√
1− trS4
√
1− e2 − r
2(n− 2)trS
3.
Therefore,
e2 ≤ 1−
(
θ˜0(n) +
r
2(n−2)trS
3
)2
2(1− trS4) .
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Since 1n ≤
(
trS3
)2 ≤ trS4 and r ≥ n−2n−3 θ˜0(n)√n2 by lemma 3.3.2 and corol-
lary 3.3.7, respectively,
e2 ≤ 1− θ˜0(n)
2
2
n
n− 1
(
1 +
1
2
√
2(n− 3)
)2
= 1− n(n− 3)
(n+ 1)(n− 2)
8n2 − (48− 4√2)n+ 73− 12√2
8(n− 3)2
=
(16− 4√2)n2 − (65− 12√2)n+ 48
8(n+ 1)(n− 2)(n− 3) .
Consider now
24(n+ 1)(n− 2)(n− 3)− 2n
(
(16− 4
√
2)n2 − (65− 12
√
2)n+ 48
)
= 8(
√
2− 1)n3 + (34− 24
√
2)n2 − 72n+ 144
=: f(n).
Then f(3) = 18,
f ′(n) = 24(
√
2− 1)n2 + (68− 48
√
2)n− 72, and
f ′′(n) = 48(
√
2− 1)n+ 68− 48
√
2.
Thus, f ′(3) = 72
√
2 − 84 > 0 and f ′′(n) ≥ f ′′(3) = 96√2 − 76 > 0 for all
n ≥ 3. Therefore, f is nonnegative on [3,∞), and hence,
e2 ≤ 3
2n
,
which was to be shown.
3.4 An estimate for −2〈Ric(W 2−), Ric〉
As mentioned before, the goal of this chapter will be to find an upper bound
for −2〈Ric(W 2−),Ric〉 which could help to use lemma 3.3.4 for the construc-
tion of a contradiction for assumption 2. For the whole section it will be
supposed that assumptions 1 and 2 hold, and notation 3.0.3 will be used.
Recall that there exists an operator E ∈ S2B,d(so(n)) with e := ‖E‖ such
that
• E ⊥ Ric ∧ Ric and
• |W | =
√
1− e2
‖Ric ∧ Ric‖Ric ∧ Ric+ E.
The following result will be useful and is well known (cf. [C+], lemma 11.15).
Note that in the present work the scalar product on S2(Rn) is given by
〈A,B〉 = tr (AB),
whereas in [C+] it differs by the factor 12 .
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Lemma 3.4.1. Let R ∈ S2B(so(n)) and A ∈ S2(Rn) be given. Then
〈R,A ∧ 2 id〉 = 〈Ric(R), A〉.
With this, −2〈Ric(W 2−),Ric〉 can be decomposed as follows.
Lemma 3.4.2. Define
T1 := 2〈W− (Ric ∧ Ric) ,Ric ∧ 2 id〉 and
T2 := −2〈W−E,Ric ∧ 2 id〉.
Then
−2〈Ric(W 2−),Ric〉 = −
√
1− e2
‖Ric ∧ Ric‖T1 + T2.
Proof. Because of lemma 3.4.1 and W 2− = W−|W |,
〈Ric(W 2−),Ric〉 = 〈W 2−,Ric ∧ 2 id〉
= 〈W−|W |,Ric ∧ 2 id〉
=
√
1− e2
‖Ric ∧ Ric‖〈W− (Ric ∧ Ric) ,Ric ∧ 2 id〉
+ 〈W−E,Ric ∧ 2 id〉,
which was to be proven.
In the rest of this chapter, estimates for the two terms T1 and T2 will be
calculated.
3.4.1 An estimate for T1
In this part, the following estimate for T1 will be proven.
Lemma 3.4.3. Let ǫ ≥
√
10−3
2 . Then
T1 ≥nλ¯4 + λ¯2(2− ǫ)r20 − λ¯(1 + ǫ)trRic30.
In order to prove lemma 3.4.3, the next lemmata will be needed.
Lemma 3.4.4. Let R ∈ S2B(so(n)), and let ν1, . . . , νn be the eigenvalues of
Ric0(R). Then
1.
n∑
i,j=1
iÓ=j
(νi + νj) = 0, 2.
n∑
i,j=1
iÓ=j
νiνj = −‖Ric0(R)‖2,
3.
n∑
i,j=1
iÓ=j
(ν2i + ν
2
j ) = 2(n− 1)‖Ric0(R)‖2, 4.
n∑
i,j=1
iÓ=j
ν2i νj = −trRic0(R)3,
5.
n∑
i,j=1
iÓ=j
(ν3i + ν
3
j ) = 2(n− 1)trRic0(R)3.
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Proof. Since
∑n
i=1 νi = trRic0(R) = 0, the following calculations prove the
claims:
n∑
i,j=1
iÓ=j
(νi + νj) =
n∑
i=1

(n− 2)νi + n∑
j=1
νj

 = 0,
n∑
i,j=1
iÓ=j
νiνj =
n∑
i=1
νi
n∑
j=1
j Ó=i
νj = −
n∑
i=1
ν2i = −‖Ric0(R)‖2,
n∑
i,j=1
iÓ=j
(ν2i + ν
2
j ) =
n∑
i=1

(n− 2)ν2i +
n∑
j=1
ν2j

 = 2(n− 1)‖Ric0(R)‖2,
n∑
i,j=1
iÓ=j
ν2i νj =
n∑
i=1
ν2i
n∑
j=1
j Ó=i
νj = −
n∑
i=1
ν3i = −trRic0(R)3,
n∑
i,j=1
iÓ=j
(ν3i + ν
3
j ) =
n∑
i=1

(n− 2)ν3i +
n∑
j=1
ν3j

 = 2(n− 1)trRic0(R)3.
Lemma 3.4.5. Let x, y ≥ −1 and ǫ ≥
√
10−3
2 be given. Then
0 ≤ (2 + ǫ)
(
x2 + y2
)
+ xy(4 + x+ y).
Proof. Let F : [−1,∞)× [−1,∞)→ R be defined by
(x, y) Ô→ (2 + ǫ)
(
x2 + y2
)
+ xy(4 + x+ y)
for ǫ ≥
√
10−3
2 , and let f be the restriction of F to (−1,∞) × (−1,∞).
Clearly, f is differentiable with
∇f(x, y) =
(
(4 + 2ǫ)x+ 4y + 2xy + y2
(4 + 2ǫ)y + 4x+ 2xy + x2
)
for every (x, y) ∈ (−1,∞) × (−1,∞). Let now (x, y) ∈ (−1,∞) × (−1,∞)
be a critical point of f . The subtraction of the second equation from the
first of ∇f(x, y) =
(
0
0
)
leads to
0 = (4 + 2ǫ)(x− y) + 4(y − x) + y2 − x2 = (x+ y − 2ǫ)(y − x).
If x = y, then 0 = (8 + 2ǫ)x+ 3x2. Therefore, x = y = 0 since x > −1.
If x+ y = 2ǫ, then
0 = (4 + 2ǫ)(2ǫ− y) + 4y + 2y(2ǫ− y) + y2
= −y2 + 2ǫy + 8ǫ+ 4ǫ2.
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Hence, y = ǫ±√5ǫ2 + 8ǫ and x = ǫ∓√5ǫ2 + 8ǫ.
Consider now the function
f˜ : [−1,∞)→ R, x Ô→ F (x,−1) = (1 + ǫ)x2 − 3x+ 2 + ǫ.
It is easy to see that f˜ has a global minimum in 32(1+ǫ) . Further, F is
obviously nonnegative on [0,∞)× [0,∞). Moreover,
lim
x→∞F (x, y) =∞
for every y ∈ [−1, 0) because the map x Ô→ F (x, y) is for every y ∈ [−1, 0) a
parabola that opens upward. Since F (0, 0) = 0 and since F is symmetric in
x and y, all of this shows that the global minimum of F has to be
min
{
0, F
(
ǫ+
√
5ǫ2 + 8ǫ, ǫ−
√
5ǫ2 + 8ǫ
)
, F
(
3
2(1 + ǫ)
,−1
)}
if ǫ−√5ǫ2 + 8ǫ > −1, or else it is
min
{
0, F
(
3
2(1 + ǫ)
,−1
)}
.
However,
F
(
ǫ+
√
5ǫ2 + 8ǫ, ǫ−
√
5ǫ2 + 8ǫ
)
= (2 + ǫ)
(
12ǫ2 + 16ǫ
)
−
(
4ǫ2 + 8ǫ
)
(4 + 2ǫ)
= 4ǫ2(2 + ǫ)
> 0
for all ǫ ≥
√
3−10
2 such that F
(
ǫ+
√
5ǫ2 + 8ǫ, ǫ−√5ǫ2 + 8ǫ
)
is defined, and
F
(
3
2(1 + ǫ)
,−1
)
= (2 + ǫ)
(
9
4(1 + ǫ)2
+ 1
)
− 9
2(1 + ǫ)
(
1 +
1
2(1 + ǫ)
)
= − 9
4(1 + ǫ)
+ 2 + ǫ
=
4ǫ2 + 12ǫ− 1
4(1 + ǫ)
,
which is nonnegative for all ǫ ≥
√
10−3
2 . This proves the claim.
This will now be helpful to show the following.
Lemma 3.4.6. Let ǫ ≥
√
10−3
2 and R ∈ S2B(so(n)) with R ≥ 0 be given.
Then
〈R (Ric(R) ∧ Ric(R)) ,Ric(R) ∧ 2 id〉
≥ scal(R)
4
n3
+
scal(R)2
n2
(2− ǫ)‖Ric0(R)‖2
− scal(R)
n
(1 + ǫ)trRic0(R)
3.
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Proof. Let λ¯R :=
scal(R)
n , and let η1, . . . , ηn and ν1, . . . , νn be the eigenvalues
of Ric(R) and Ric0(R), respectively. Without loss of generality, it can be
assumed that η1 ≥ · · · ≥ ηn as well as ν1 ≥ · · · ≥ νn. Further, let b1, . . . , bn
denote the corresponding orthonormal basis of eigenvectors of Ric(R). All
components of algebraic curvature operators in this proof will be understood
with respect to this basis.
Since Ric(R) = λ¯R id+Ric0(R), ηi = λ¯R+νi for every 1 ≤ i ≤ n. Therefore,
((Ric(R) ∧ Ric(R)) (Ric(R) ∧ 2 id))ijji
= 〈(Ric(R) ∧ Ric(R)) (Ric(R) ∧ 2 id) (bi ∧ bj) , bi ∧ bj〉
= ηiηj (ηi + ηj)
=
(
λ¯R + νi
) (
λ¯R + νj
) (
2λ¯R + νi + νj
)
= 2λ¯3R + 3λ¯
2
R (νi + νj) + λ¯R
(
4νiνj + ν
2
i + ν
2
j
)
+ νiνj (νi + νj)
(3.6)
for every 1 ≤ i, j ≤ n with i Ó= j.
Suppose first that there exists 1 ≤ i ≤ n with νi Ó= 0. In particular, νn < 0,
and thus, νn = −1 can be assumed since the inequality in the statement of
the lemma is scale invariant. Therefore, lemma 3.4.5 can be applied. Hence,
0 ≤ (2 + ǫ)
(
ν2i + ν
2
j
)
+ 4νiνj + νiνj (νi + νj)
≤ λ¯R
(
(2 + ǫ)
(
ν2i + ν
2
j
)
+ 4νiνj
)
+ νiνj (νi + νj)
for all ǫ ≥
√
10−3
2 and all 1 ≤ i, j ≤ n. Here, the second inequality results
from λ¯R = ηn − νn ≥ 1 and
(2 + ǫ)
(
ν2i + ν
2
j
)
+ 4νiνj ≥ 2 (νi + νj)2 ≥ 0.
This shows together with equation (3.6) that
((Ric(R) ∧ Ric(R)) (Ric(R) ∧ 2 id))ijji
≥ 2λ¯3R + 3λ¯2R (νi + νj)− λ¯R(1 + ǫ)
(
ν2i + ν
2
j
)
for all ǫ ≥
√
10−3
2 and all 1 ≤ i, j ≤ n with i Ó= j.
The right hand side of this inequality defines now an algebraic curvature
operator of Ricci type, that is the Weyl part vanishes. This can be seen as
follows: Let
R˜ijji := 2λ¯
3
R + 3λ¯
2
R (νi + νj)− λ¯R(1 + ǫ)
(
ν2i + ν
2
j
)
.
Then
Ric(R˜)ii =2(n− 1)λ¯3R + 3(n− 2)λ¯2Rνi
− λ¯R(1 + ǫ)
(
(n− 2)ν2i + ‖Ric0(R)‖2
)
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for 1 ≤ i ≤ n,
scal(R˜) = 2n(n− 1)λ¯3R − λ¯R(1 + ǫ)2(n− 1)‖Ric0(R)‖2,
and
Ric0(R˜)ii =Ric(R˜)ii − scal(R˜)
n
=3(n− 2)λ¯2Rνi − λ¯R(1 + ǫ)
(
(n− 2)ν2i −
n− 2
n
‖Ric0(R)‖2
)
for 1 ≤ i ≤ n. Thus, since (Ric0(R˜)∧ id)ijji = 12
(
Ric0(R˜)ii + Ric0(R˜)jj
)
for
all 1 ≤ i, j ≤ n with i Ó= j,(
R˜I + R˜Ric0
)
ijji
=
scal(R˜)
n(n− 1) +
1
n− 2
(
Ric0(R˜)ii + Ric0(R˜)jj
)
= 2λ¯3R −
2(1 + ǫ)
n
λ¯R‖Ric0(R)‖2 + 1
n− 2
(
3(n− 2)λ¯2R(νi + νj)
− λ¯R(1 + ǫ)
(
(n− 2)(ν2i + ν2j )− 2
n− 2
n
‖Ric0(R)‖2
))
= R˜ijji
for all 1 ≤ i, j ≤ n with i Ó= j. Thus, R˜W = 0 by the decomposition of
curvature operators as seen in chapter 1.2.
If now ν1 = · · · = νn = 0 is assumed, then
((Ric(R) ∧ Ric(R)) (Ric(R) ∧ 2 id))ijji = 2λ¯3R
by equation (3.6), and thus, (Ric(R) ∧ Ric(R)) (Ric(R) ∧ 2 id) ∈ 〈I〉.
Since R decomposes as R = λ¯Rn−1I +
2
n−2Ric0(R) ∧ id + RW , in both cases
lemma 3.4.4 shows
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〈R (Ric(R) ∧ Ric(R)) ,Ric(R) ∧ 2 id〉
≥
∑
1≤i<j≤n
(
λ¯R
n− 1 +
νi + νj
n− 2
)(
2λ¯3R + 3λ¯
2
R (νi + νj)
−λ¯R(1 + ǫ)
(
ν2i + ν
2
j
))
= nλ¯4R +
1
2
n∑
i,j=1
iÓ=j
(
λ¯3R
(
3
n− 1 +
2
n− 2
)
(νi + νj)
+ λ¯2R
((
3
n− 2 −
1 + ǫ
n− 1
)(
ν2i + ν
2
j
)
+
6
n− 2νiνj
)
− λ¯R 1 + ǫ
n− 2
(
ν3i + ν
3
j + ν
2
i νj + νiν
2
j
))
= nλ¯4R +
λ¯2R
2
(
2(n− 1)
(
3
n− 2 −
1 + ǫ
n− 1
)
− 6
n− 2
)
‖Ric0(R)‖2
− λ¯R
2
1 + ǫ
n− 2(2(n− 1)− 2)trRic0(R)
3
= nλ¯4R + λ¯
2
R(2− ǫ)‖Ric0(R)‖2 − λ¯R(1 + ǫ)trRic0(R)3.
This concludes the proof.
Now, the proof of lemma 3.4.3 is just a direct application of lemma 3.4.6.
Proof of lemma 3.4.3. With R := 2W−, the lemma follows directly from
lemma 3.4.6 and the fact that Ric(2W−) = Ric.
3.4.2 An estimate for T2
In this section, the following estimate for T2 will be proven.
Lemma 3.4.7. Let assumptions 1 and 2 hold. Then
T2 ≤ θ˜0(n)r2
(
1−
√
1− e2
)
+
2
√
1− e2
θ˜0(n)

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2

 .
The proof of lemma 3.4.7 will be separated into several steps. The first of
these will be to introduce the quantity X in the following lemma and to
show that T2 and X are related as follows.
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Lemma 3.4.8. Let
X := e‖W (Ric ∧ 2 id)‖ −
√
1− e2
‖Ric ∧ Ric‖〈(Ric ∧ Ric)(Ric ∧ 2 id), E〉.
Then
T2 ≤ X − 〈Ric ∧ 2 id, E2〉.
Proof. Since W = W+ −W−, |W | = W+ +W−, and
|W | =
√
1− e2
‖Ric ∧ Ric‖Ric ∧ Ric+ E,
the Cauchy-Schwarz inequality shows
−2〈W−E,Ric ∧ 2 id〉 = −2〈W−(Ric ∧ 2 id), E〉
= 〈W (Ric ∧ 2 id), E〉 − 〈|W |(Ric ∧ 2 id), E〉
≤ X − 〈Ric ∧ 2 id, E2〉,
which was to be proven.
The main work will now be to estimate the terms of X. To do this, the next
two lemmata will be needed.
Lemma 3.4.9. Let A ∈ S2(Rn) and a positive integer k be given. Then(
trAk
)2 ≤ trA2(k−1)trA2. Furthermore, if k is odd, then in addition(
trAk
)2 ≤ trAk−1 trAk+1.
Proof. The following computation proves the first inequality by means of
the Cauchy-Schwarz inequality:(
trAk
)2
= 〈Ak−1, A〉2 ≤ ‖Ak−1‖2 · ‖A‖2 = trA2(k−1)trA2.
Let k now be odd. Then(
trAk
)2
= 〈A k−12 , A k+12 〉2 ≤ ‖A k−12 ‖2 · ‖A k+12 ‖2 = trAk−1 trAk+1
again by the Cauchy-Schwarz inequality. This concludes the proof.
Lemma 3.4.10. Let A ∈ S2(Rn) with A ≥ 0 be given. Then
‖(A ∧A)(A ∧ 2 id)‖2 ≤ 1‖A ∧A‖2 〈(A ∧A)(A ∧ 2 id), A ∧A〉
2
+ trA2trA4 −
(
trA3
)2
.
If in addition ‖A‖ = 1, then
‖(A ∧A)(A ∧ 2 id)‖2 ≤
(
trA4 +
(
trA3
)2) (1− trA4)2
1− (trA3)2 .
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Proof. Let a1, . . . , an denote the eigenvalues of A. Then
‖(A ∧A)(A ∧ 2 id)‖2 =
∑
1≤i<j≤n
(aiaj(ai + aj))
2
=
∑
1≤i<j≤n
(
a4i a
2
j + 2a
3
i a
3
j + a
2
i a
4
j
)
=
n∑
i,j=1
(
a4i a
2
j + a
3
i a
3
j
)
− 2
n∑
i=1
a6i
= trA2 trA4 +
(
trA3
)2 − 2 trA6. (3.7)
For the first inequality consider the following:
〈(A ∧A)(A ∧ 2 id), A ∧A〉 =
∑
1≤i<j≤n
a2i a
2
j (ai + aj)
=
n∑
i,j=1
a3i a
2
j −
n∑
i=1
a5i
= trA2 trA3 − trA5.
This shows together with lemma 3.3.3 and equation (3.7)
T :=
(
trA2 trA4 −
(
trA3
)2 − ‖(A ∧A)(A ∧ 2 id)‖2) ‖A ∧A‖2
+ 〈(A ∧A)(A ∧ 2 id), A ∧A〉2
=
(
trA6 −
(
trA3
)2)((
trA2
)2 − trA4)+ (trA2 trA3 − trA5)2
=
(
trA2
)2
trA6 − trA4 trA6 +
(
trA3
)2
trA4
− 2 trA2 trA3 trA5 +
(
trA5
)2
=
(√
trA4 trA6 − trA5
) (
2 trA2 trA3 −
√
trA4 trA6 − trA5
)
+
(
trA3
√
trA4 − trA2
√
trA6
)2
.
The application of lemma 3.4.9 proves
√
trA4 trA6 − trA5 ≥ 0
and
2 trA2 trA3 −
√
trA4 trA6 − trA5 ≥ 2
(
trA2 trA3 −
√
trA4 trA6
)
.
Since the eigenvalues a1, . . . , an of A are all bounded below by 0,
trA2 trA3 =
n∑
i,j=1
a2i a
3
j ≥
√√√√ n∑
i,j=1
a4i a
6
j =
√
trA4 trA6.
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Thus, T ≥ 0, which proves the first inequality.
Let now ‖A‖ = 1. Consider(
1− trA4
)2 − (1− 2 trA4 + (trA3)2)(1− (trA3)2)
=
(
trA4
)2 − 2 trA4 (trA3)2 + (trA3)4
=
(
trA4 −
(
trA3
)2)2
≥ 0,
which is equivalent to
1− 2 trA4 +
(
trA3
)2 ≤
(
1− trA4)2
1− (trA3)2 . (3.8)
Equation (3.7), inequality (3.8), and lemma 3.4.9 can be combined to(
trA4 +
(
trA3
)2) (1− trA4)2
1− (trA3)2 − ‖(A ∧A)(A ∧ 2 id)‖
2
≥
(
trA4 +
(
trA3
)2)(
1− 2 trA4 +
(
trA3
)2)
− trA4 −
(
trA3
)2
+ 2 trA6
= −2
(
trA4
)2 − trA4 (trA3)2 + (trA3)4 + 2 trA6
= 2 trA6 − 3
(
trA4
)2
+ trA4
(
trA3
)2
+
(
trA4 −
(
trA3
)2)2
≥ trA6 − 2 trA3 trA5 + trA4
(
trA3
)2
+
(
trA4 −
(
trA3
)2)2
≥ trA6 − 2 trA3
√
trA4 trA6 + trA4
(
trA3
)2
+
(
trA4 −
(
trA3
)2)2
=
(√
trA6 −
√
trA4trA3
)2
+
(
trA4 −
(
trA3
)2)2
≥ 0,
which proves inequality 2.
Now, the first term of X can be estimated.
Lemma 3.4.11. Let
Y :=
(
2
(
1− e2
)
r2
(
1− trS4) (trS4 + (trS3)2)
1− (trS3)2
+ tr
(
E2 (Ric ∧ 2 id)2
))1/2
.
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Then
‖W (Ric ∧ 2 id)‖ ≤ Y +
√
1− e2
Y ‖Ric ∧ Ric‖〈(Ric ∧ Ric)(Ric ∧ 2 id)
2, E〉.
Proof. Since ‖W (Ric ∧ 2 id)‖ = ‖|W |(Ric ∧ 2 id)‖ and
|W | =
√
1− e2
‖Ric ∧ Ric‖Ric ∧ Ric+ E =
√
2
√
1− e2√
1− trS4S ∧ S + E
by lemma 3.3.3, it follows that
‖W (Ric ∧ 2 id)‖2 = 2r
2
(
1− e2)
1− trS4 ‖(S ∧ S)(S ∧ 2 id)‖
2
+ ‖E(Ric ∧ 2 id)‖2
+ 2
√
1− e2
‖Ric ∧ Ric‖〈E, (Ric ∧ Ric)(Ric ∧ 2 id)
2〉.
Since ‖E(Ric ∧ 2 id)‖2 = tr (E2(Ric ∧ 2 id)2), this shows with lemma 3.4.10
‖W (Ric ∧ 2 id)‖2 ≤ Y 2 + 2
√
1− e2
‖Ric ∧ Ric‖〈E, (Ric ∧ Ric)(Ric ∧ 2 id)
2〉.
In general it is true that every a, b ∈ R with a Ó= 0 satisfy a2+b ≤
(
a+ b2a
)2
,
which concludes the proof since obviously Y Ó= 0.
To avoid or reduce long and too complex terms the following abbreviation
will be used.
Notation 3.4.12. Let c ∈ R and A ∈ S2(Rn) with A ≥ 0 be given . Then
Rc(A) will be defined as
Rc(A) := (A ∧A)(A ∧ 2 id)− c(A ∧A)(A ∧ 2 id)2.
Corollary 3.4.13. Let h := eY . Then X ≤ eY −
√
1−e2
‖Ric∧Ric‖〈E,Rh(Ric)〉.
Proof. This follows directly from lemma 3.4.11 and the definitions of X and
Rh(Ric).
The next step will be to analyze and to bound the term 〈E,Rh(Ric)〉. For
this the following lemma will be useful.
Lemma 3.4.14. Let A ∈ S2(Rn) with eigenvalues a1, . . . , an ≥ 0, and let
c > 0 with c (2ai1 + ai2 + ai3) ≤ 2 for all distinct 1 ≤ i1, i2, i3 ≤ n be given.
Then
‖Rc(A)‖2 −
〈
Rc(A),
A ∧A
‖A ∧A‖
〉2
≤ trA4 trA2 −
(
trA3
)2
.
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Proof. Without loss of generality, let a1 ≥ · · · ≥ an. Using the first estimate
of lemma 3.4.10 shows
‖Rc(A)‖2 − trA4trA2 +
(
trA3
)2
≤ c2
〈
(A ∧A)2, (A ∧ 2 id)4
〉
− 2c
〈
(A ∧A)2, (A ∧ 2 id)3
〉
+
1
‖A ∧A‖2
〈
(A ∧A)2, A ∧ 2 id
〉2
. (3.9)
Furthermore,
〈Rc(A), A ∧A〉2 =
〈
(A ∧A)2, A ∧ 2 id
〉2
+ c2
〈
(A ∧A)2, (A ∧ 2 id)2
〉2
− 2c
〈
(A ∧A)2, A ∧ 2 id
〉〈
(A ∧A)2, (A ∧ 2 id)2
〉
.
(3.10)
To deduce the proof of the lemma from (3.9) and (3.10) the occurring terms
will now be compared separately. Consider first〈
(A ∧A)2, (A ∧ 2 id)3
〉
‖A ∧A‖2
−
〈
(A ∧A)2, A ∧ 2 id
〉〈
(A ∧A)2, (A ∧ 2 id)2
〉
=
∑
1≤i<j≤n
∑
1≤k<l≤n
a2i a
2
ja
2
ka
2
l
(
(ai + aj)
3 − (ai + aj)(ak + al)2
)
=
1
2
∑
1≤i<j≤n
∑
1≤k<l≤n
a2i a
2
ja
2
ka
2
l
(
(ai + aj)
3 + (ak + al)
3
− (ai + aj)(ak + al)2 − (ai + aj)2(ak + al)
)
=
1
2
∑
1≤i<j≤n
∑
1≤k<l≤n
a2i a
2
ja
2
ka
2
l (ai + aj + ak + al)(ai + aj − ak − al)2.
The last step is true since in general x3 + y3 − xy2 − x2y = (x+ y)(x− y)2
for all x, y ∈ R. Moreover,〈
(A ∧A)2, (A ∧ 2 id)4
〉
‖A ∧A‖2 −
〈
(A ∧A)2, (A ∧ 2 id)2
〉2
=
∑
1≤i<j≤n
∑
1≤k<l≤n
a2i a
2
ja
2
ka
2
l (ai + aj)
4 −

 ∑
1≤i<j≤n
a2i a
2
j (ai + aj)
2


2
=
1
2
∑
1≤i<j≤n
∑
1≤k<l≤n
a2i a
2
ja
2
ka
2
l
(
(ai + aj)
4 + (ak + al)
4
− 2(ai + aj)2(ak + al)2
)
=
1
2
∑
1≤i<j≤n
∑
1≤k<l≤n
a2i a
2
ja
2
ka
2
l (ai + aj + ak + al)
2(ai + aj − ak − al)2
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since in general x4+y4−2x2y2 = (x+y)2(x−y)2 for all x, y ∈ R. Therefore,
‖A ∧A‖2
c
(
‖Rc(A)‖2 −
〈
Rc(A),
A ∧A
‖A ∧A‖2
〉
2− trA4 trA2 +
(
trA3
)2)
≤ 1
2
∑
1≤i<j≤n
∑
1≤k<l≤n
a2i a
2
ja
2
ka
2
l (ai + aj + ak + al)(ai + aj − ak − al)2
(−2 + c(ai + aj + ak + al))
≤ 0.
The last step is true because of the following: ai ≥ 0 for all 1 ≤ i ≤ n.
Further, by assumption,
−2 + c(ai + aj + ak + al) ≤ −2 + c(2a1 + a2 + a3) ≤ 0
for all 1 ≤ i < j ≤ n and all 1 ≤ k < l ≤ n if not i = k = 1 and j = l = 2
since a1 ≥ · · · ≥ an for all 1 ≤ i ≤ n. However, if i = k and j = l, then
ai + aj − ak − al = 0. Hence, the statement is proven.
The term 〈E,Rh(Ric)〉 can now be estimated by means of the above lemma
as follows.
Corollary 3.4.15. Let assumptions 1 and 2 hold. Then
−〈E,Rh(Ric)〉 ≤ r3e
√
trS4 − (trS3)2.
Proof. Without loss of generality, λ1 ≥ · · · ≥ λn can be assumed. The goal
is now to show h(2λ1 + λ2 + λ3) ≤ 2 to apply lemma 3.4.14.
By definition of h,
h ≤ e
√
1− (trS3)2
r
√
2 (1− e2) (1− trS4)
(
trS4 + (trS3)2
) .
Moreover, 1n ≤
(
trS3
)2 ≤ trS4 ≤ 2n by the lemmata 3.3.2 and 3.3.6 and
e2 ≤ 32n by lemma 3.3.8. Therefore,
1−
(
trS3
)2 ≤ n− 1
n
, e ≤
√
3
2n
,
1− trS4 ≥ n− 2
n
, 1− e2 ≥ 2n− 3
2n
, and
trS4 +
(
trS3
)2 ≥ 2
n
.
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Thus, h ≤
√
3
2r
√
n(n− 1)
(2n− 3)(n− 2) . Furthermore,
6r2 ≥ 6
(
λ21 + λ
2
2 + λ
2
3
)
= (2λ1 + λ2 + λ3)
2 + 2λ21 + 5λ
2
2 + 5λ
2
3 − 4λ1λ2 − 4λ1λ3 − 2λ2λ3
= (2λ1 + λ2 + λ3)
2 + (λ1 − 2λ2)2 + (λ1 − 2λ3)2 + (λ2 − λ3)2 ,
and hence, 2λ1 + λ2 + λ3 ≤
√
6r. Therefore,
h (2λ1 + λ2 + λ3) ≤ 3√
2
√
n(n− 1)
(2n− 3)(n− 2) .
Because of
8(2n− 3)(n− 2)− 9n(n− 1) = 7n2 − 47n+ 48 ≥ 0
for all n ≥ 6, h (2λ1 + λ2 + λ3) ≤ 2 follows.
Let Rh(Ric)〈S∧S〉⊥ be the projection of Rh(Ric) to the orthogonal comple-
ment of S ∧ S. Then, by lemma 3.4.14 and since E ⊥ S ∧ S, e = ‖E‖, and
S∧S
‖S∧S‖ =
Ric∧Ric
‖Ric∧Ric‖ ,
−
〈
E
e
,Rh(Ric)
〉
≤
〈
Rh(Ric)〈S∧S〉⊥
‖Rh(Ric)〈S∧S〉⊥‖
, Rh(Ric)
〉
=
√
‖Rh(Ric)‖2 −
〈
Rh(Ric),
Ric ∧ Ric
‖Ric ∧ Ric‖
〉2
≤
√
r2trRic4 −
(
trRic3
)2
= r3
√
trS4 − (trS3)2.
This concludes the proof.
Now, a proof of lemma 3.4.7 can be given.
Proof of lemma 3.4.7. The combination of the definition of Y , lemma 3.3.3,
and the corollaries 3.4.13 and 3.4.15 shows
X√
1− e2 ≤−
1
‖Ric ∧ Ric‖〈E,Rh(Ric)〉+
eY√
1− e2
≤
√
2re


√
trS4 − (trS3)2
1− trS4
+
√√√√(1− trS4)
(
trS4 + (trS3)2
)
1− (trS3)2 +
tr (E2(Ric ∧ 2 id)2)
2r2 (1− e2)

 .
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Moreover, it is easy to see that 2xy ≤ ax2+ y2a for all a, x, y ∈ R with a > 0.
This will be applied to
a :=
θ˜0(n)√
1− e2 ,
x :=
er√
2
, and
y :=
√√√√(1− trS4)
(
trS4 + (trS3)2
)
1− (trS3)2 +
tr (E2(Ric ∧ 2 id)2)
2r2(1− e2)
+
√
trS4 − (trS3)2
1− trS4 .
However, before doing so, it will be useful to show that
(
1− trS4) (trS4 + (trS3)2)
1− (trS3)2 +
trS4 − (trS3)2
1− trS4 ≤ 2 trS
4.
Therefore, consider
(
1− trS4
)2 (
trS4 +
(
trS3
)2)
+
(
trS4 −
(
trS3
)2)(
1−
(
trS3
)2)
− 2 trS4
(
1−
(
trS3
)2)(
1− trS4
)
= −trS4
(
trS3
)2
+
(
trS3
)4
+
(
trS4
)3 − (trS4)2 (trS3)2
=
((
trS4
)2 − (trS3)2)(trS4 − (trS3)2)
≤ 0,
where the last step is a consequence of lemma 3.3.2. Combining everything
shows
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X√
1− e2
≤ e
2r2θ˜0(n)
2
√
1− e2 +
tr
(
E2(Ric ∧ 2 id)2)
2θ˜0(n)r2
√
1− e2 +
2
√
1− e2
θ˜0(n)

trS4
+
√
trS4 − (trS3)2
√√√√trS4 + (trS3)2
1− (trS3)2 +
tr (E2(Ric ∧ 2 id)2)
2r2 (1− e2) (1− trS4)


≤ tr
(
E2(Ric ∧ 2 id)2)
2θ˜0(n)r2
√
1− e2

1 +
√√√√√
(
trS4 − (trS3)2
) (
1− (trS3)2
)
(1− trS4)2
(
trS4 + (trS3)2
)


+
e2r2θ˜0(n)
2
√
1− e2 +
2
√
1− e2
θ˜0(n)

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2

 .
The last inequality is true since
√
x+ y ≤ √x + y
2
√
x
for arbitrary x, y ∈ R
with x, y > 0. Furthermore,(
trS4 − (trS3)2) (1− (trS3)2)
(1− trS4)2
(
trS4 + (trS3)2
) ≤
(
2
n − n−2(n−3)2
) (
1− n−2
(n−3)2
)
2
(
1− 2n
)2
n−2
(n−3)2
=
n
(
n2 − 10n+ 18) ((n− 3)2 − (n− 2))
2(n− 2)3(n− 3)2
≤ 1
2
by the lemmata 3.3.2 and 3.3.6 and because n(n2 − 10n+18) ≥ 0 for n ≥ 8
as well as (n− 2)3 − n(n2 − 10n+ 18) = 4n2 − 6n− 8 ≥ 0 for n ≥ 3. Since
λ1 ≥ · · · ≥ λn, Ric ∧ 2 id ≤ (λ1 + λ2)I ≤ scal I. Therefore,
tr
(
E2(Ric ∧ 2 id)2)
2θ˜0(n)r2

1 +
√√√√√
(
trS4 − (trS3)2
) (
1− (trS3)2
)
(1− trS4)2
(
trS4 + (trS3)2
)


≤ tr
(
E2(Ric ∧ 2 id)) scal
2r2θ˜0(n)
(
1 +
√
2
2
)
≤ 1
2
n+ 1
n− 1tr
(
E2(Ric ∧ 2 id))
≤ tr(E2(Ric ∧ 2 id)).
Here, the penultimate inequality follows from
scal
r2θ˜0(n)
≤ n− 3
(n− 2)θ˜0(n)2
=
n+ 1
2(n− 1)
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by lemma 3.3.1. The last inequality is true since 12
n+1
n−1 ≤ 1 for all n ≥ 3.
Everything together shows now
X ≤e
2r2θ˜0(n)
2
+
2
(
1− e2)
θ˜0(n)

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2


+ tr
(
E2(Ric ∧ 2 id)
)
.
Since tr
(
E2(Ric ∧ 2 id)) = 〈Ric∧2 id, E2〉, e22 ≤ 1−√1− e2, and (1− e2) ≤√
1− e2, the claim follows from lemma 3.4.8.
3.5 The scalar curvature cannot be too small
In this part, the contradiction for assumption 2 will be constructed. The
main tool for this step in the proof of theorem 3.0.2 will be the following
result, which in fact was proven in the three previous sections. In the whole
chapter notation 3.0.3 will be used, and assumption 1 will be supposed. Of
course, assumption 2 will only assumed to be true until the contradiction is
constructed.
Corollary 3.5.1. Let assumptions 1 and 2 hold. Then
θ˜0(n)r
2 −
√
2r2
√
1− trS4 + nλ¯
4 + 2312 λ¯
2r20 − 1312 λ¯ trRic30
‖Ric ∧ Ric‖
≤ 2
θ˜0(n)

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2

 .
Proof. Since 112 ≥
√
10−3
2 , lemma 3.4.3 can be applied with ǫ =
1
12 . The
combination of the lemmata 3.4.2, 3.4.3, and 3.4.7 shows now
− 2〈Ric(W 2−),Ric〉
≤ −
√
1− e2
‖Ric ∧ Ric‖
(
nλ¯4 +
23
12
λ¯2r20 −
13
12
λ¯ trRic30
)
+
2
√
1− e2
θ˜0(n)

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2


+ θ˜0(n)r
2
(
1−
√
1− e2
)
.
Moreover, in lemma 3.3.4 it was shown that
θ˜0(n)r
2 ≤
√
2r2
√
1− trS4
√
1− e2 − 2〈Ric(W 2−),Ric〉
since θ˜0(n) ≤ θ. The combination of both inequalities divided by
√
1− e2
yields what was claimed.
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The rough idea for the construction of the contradiction to assumption 2
will be to use corollary 3.5.1 for deducing a convex function on a compact
interval with endpoints of the interval equal to the bounds of nλ¯ given by
corollary 3.3.7 and assumption 2 which is nonnegative in nλ¯. It will then
be shown that this function is negative at the boundary points, which is
a contradiction. In order to prepare the construction of this function, the
following results will be needed.
Lemma 3.5.2. The global minimum of the function
g : (0, 1]× [−1, 0]→ R; (x, y) Ô→ 6x
2 − 6x+ 1
2x2
y2 +
11
12
2x− 1
x
y +
23
12
is 263288 .
Proof. Assume that g has a critical point (x, y) ∈ (0, 1) × (−1, 0) in the
interior. Then
∇g(x, y) =
(
(3x− 1) y2
x3
+ 1112
y
x2
(6x2 − 6x+ 1) y
x2
+ 1112x(2x− 1)
)
=
(
0
0
)
,
which is equivalent to(
(3x− 1)y + 1112x
(6x2 − 6x+ 1)y + 1112(2x2 − x)
)
=
(
0
0
)
.
Since x Ó= 13 , because otherwise 1136 = 0 by the first equation, y = 11x12(1−3x) .
Using the second equation shows
0 = 6x2 − 6x+ 1 + (2x− 1)(1− 3x) = −x,
which is a contradiction. Thus, g has no critical point in the interior. Con-
sider now the boundary functions
G1 : (0, 1]→ R;x Ô→ g(x,−1) = 37x
2 − 25x+ 6
12x2
and
G2 : [−1, 0]→ R; y Ô→ g(1, y) = 1
2
y2 +
11
12
y +
23
12
.
Then G′1(x) =
25
12x2
− 1
x3
for all x ∈ (0, 1), which vanishes if and only if
x = 1225 . Further G
′′
1
(
12
25
)
=
(
25
12
)4
> 0. Since limxց0G1(x) = ∞ and
G1(1) =
3
2 , G1 attains its global minimum in
12
25 with a value of
G1
(
12
25
)
=
37
12
− 1
2
(
25
12
)2
=
263
288
.
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Moreover, G2(y) =
1
2
(
y + 1112
)2
+ 431288 ≥ 431288 for all y ∈ [−1, 0].
Finally, let (xk, yk)k∈N be a convergent sequence in (0, 1]× [−1, 0] with
lim
k→∞
xk = 0 and lim
k→∞
yk =: y∞ ∈ [−1, 0].
If y∞ = 0, then ykxk ≤ 0 for all k ∈ N and −3yk −
11
12 ≤ 0 for k large enough.
Hence,
g(xk, yk) = 3y
2
k +
11
6
yk +
23
12
+
yk
xk
(
yk
2xk
− 3yk − 11
12
)
≥ 23
12
for k large enough. Otherwise limk→∞ ykxk = −∞, and thus,
lim
k→∞
g(xk, yk) = lim
k→∞
3y2k +
11
6
yk +
23
12
+
yk
xk
(
yk
2xk
− 3yk − 11
12
)
=∞.
Therefore, the absolute minimum of g is 263288 .
By means of the lemma above the following result can be proven.
Lemma 3.5.3. Let assumptions 1 and 2 hold, and let d ∈ R with d ≤ 263288
be given. Then
1
2
trRic4 + nλ¯4 +
(
23
12
− d
)
r20λ¯
2 − 13
12
λ¯ trRic30 −
3
2n
r4 ≥ 0.
Proof. Without loss of generality, let µ1 < · · · < µl for 1 ≤ l ≤ n be all
different eigenvalues of Ric0, and let xˆi for all 1 ≤ i ≤ l be the dimension of
the eigenspace of µi. Since the statement of the lemma is invariant under
scaling, λ¯ = 1 can be assumed. Then µi = λi − λ¯ ≥ −1 for every 1 ≤ i ≤ n,
and therefore, −1 ≤ µ1 < · · · < µl ≤ n− 1. Moreover,
r4 = r40 + 2nr
2
0λ¯
2 + n2λ¯4 and
trRic4 = trRic40 + 4λ¯ trRic
3
0 + 6λ¯
2r20 + nλ¯
4.
Therefore,
1
n
(
1
2
trRic4 + nλ¯4 +
(
23
12
− d
)
r20λ¯
2 − 13
12
λ¯ trRic30 −
3
2n
r4
)
=
1
n
(
1
2
trRic40 +
11
12
trRic30 +
(
23
12
− d
)
r20 −
3
2n
r40
)
=
1
2
l∑
i=1
xˆi
n
µ4i +
11
12
l∑
i=1
xˆi
n
µ3i +
(
23
12
− d
) l∑
i=1
xˆi
n
µ2i −
3
2
(
l∑
i=1
xˆi
n
µ2i
)2
.
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Consider now the set
K :=
n⋃
k=1
{
(x1, . . . , xk, y1, . . . , yk) ∈ R2k
∣∣∣∣∣x1, . . . , xk ∈ [0, 1],
−1 ≤ y1 ≤ · · · ≤ yk ≤ n− 1,
k∑
i=1
xi = 1,
k∑
i=1
xiyi = 0
}
.
Since K is compact, the continuous function f : K → R given by
f (x1, . . . , xk, y1, . . . , yk) :=
1
2
k∑
i=1
xiy
4
i +
11
12
k∑
i=1
xiy
3
i
+
(
23
12
− d
) k∑
i=1
xiy
2
i −
3
2
(
k∑
i=1
xiy
2
i
)2
has a global minimum. Let M be this minimum. In order to prove the
lemma, it is sufficient to show thatM ≥ 0 since
(
xˆ1
n , . . . ,
xˆl
n , µ1, . . . , µl
)
∈ K.
Assume M < 0. Let 1 ≤ k ≤ n and (x1, . . . , xk, y1, . . . , yk) ∈ K be chosen
such that f (x1, . . . , xk, y1, . . . , yk) = M and such that if 1 ≤ k′ < k and
(x˜1, . . . , x˜k′ , y˜1, . . . , y˜k′) ∈ K, then f (x˜1, . . . , x˜k′ , y˜1, . . . , y˜k′) > M .
In particular, it is easy to see that if k > 1, then xi Ó= 0 and yi Ó= 0 for all
1 ≤ i ≤ k and y1 < · · · < yk.
Moreover, k = 1 is impossible since then x1y1 = 0 by the definition of K
and f(x1, y1) = 0, which would contradict the assumption M < 0.
For now, assume k ≥ 3. Then there exist a1, . . . , ak with ai Ó= 0 for at least
one 1 ≤ i ≤ k such that ∑ki=1 ai = 0 and ∑ki=1 aiyi = 0. Set
tmin := max
1≤i≤k | ai>0
−xi
ai
< 0 and tmax := min
1≤i≤k | ai<0
−xi
ai
> 0,
and define xi(t) := xi + tai for t ∈ [tmin, tmax]. Then
xi(t) ≥ 0 for all 1 ≤ i ≤ k,
k∑
i=1
xi(t) =
k∑
i=1
xi + t
k∑
i=1
ai = 1, and hence, xi(t) ≤ 1, and
k∑
i=1
xi(t)yi =
k∑
i=1
xiyi + t
k∑
i=1
aiyi = 0
for all t ∈ [tmin, tmax]. Thus, (x1(t), . . . , xk(t), y1, . . . , yk) ∈ K for all t ∈
[tmin, tmax]. Define now
f˜ : [tmin, tmax]→ R; t Ô→ f (x1(t), . . . , xk(t), y1, . . . , yk) .
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f˜ attains its minimum in t = 0 because f does so in (x1, . . . , xk, y1, . . . , yk).
Since
f˜ ′′(t) = −3
(
k∑
i=1
xiy
2
i
)2
≤ 0
for all t ∈ (tmin, tmax), f˜ is concave. Hence, f˜ has to be constant, which
contradicts the choice of k because xi(tmin) = 0 for at least one 1 ≤ i ≤ k.
Thus, k = 2. Since (x1, x2, y1, y2) ∈ K and x1, x2 ∈ (0, 1), it follows that
x1 = 1− x2 and y2 = −1−x2x2 y1. Hence, by assumption,
0 >f (x1, x2, y1, y2)
=(1− x2)y21
(
1
2
(
1 +
(1− x2)3
x32
)
y21 +
11
12
(
1− (1− x2)
2
x22
)
y1
+
(
23
12
− d
)(
1 +
1− x2
x2
)
− 3
2
(1− x2)
(
1 +
1− x2
x2
)2
y21
)
=
1− x2
x2
y21
(
6x22 − 6x2 + 1
2x22
y21 +
11
12
2x2 − 1
x2
y1 +
23
12
− d
)
,
which is equivalent to
d >
6x22 − 6x2 + 1
2x22
y21 +
11
12
2x2 − 1
x2
y1 +
23
12
.
This contradicts the precondition on d since d > 263288 by lemma 3.5.2. Thus,
M ≥ 0, and the lemma is proven.
For the preparation of the next step in the construction of the contradiction
the following lemma will be useful.
Lemma 3.5.4. Let k ≥ 12, Y ≥ −1 + 3k , and x ∈ [0, k−2k ] with
k2 − 7k + 8
k2(k + 1)(k − 2) +
k − 4
k2(k − 2)x−
1
4k2
x2 ≤ 2(k − 2)− x
k
Y + Y 2
be given. Then
Y ≥ 2k − 9
4k3
+
3x
8k2
.
Proof. Let Y0 :=
2k−9
4k3
+ 3x
8k2
. Then
2(k − 2)− x
k
Y0 + Y
2
0 −
k2 − 7k + 8
k2(k + 1)(k − 2) −
k − 4
k2(k − 2)x+
1
4k2
x2
=
16k2 − 24k + 9
64k4
x2 − 4k
4 − 8k3 − 106k2 + 111k − 54
16k5(k − 2) x
− 8k
5 − 92k4 − 24k3 + 179k2 + 9k + 162
16k6(k + 1)(k − 2) .
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Consider the function
f : R→ R; k Ô→ −
(
8k5 − 92k4 − 24k3 + 179k2 + 9k + 162
)
.
Since f(−1) = −256, f(0) = −162, f(1) = −242, f(2) = 512, and f(12) =
−67518, all critical points of f are contained in (−∞, 12). Thus, f restricted
to [12,∞) has to be monotonically decreasing. Since f(12) < 0,
−8k
5 − 92k4 − 24k3 + 179k2 + 9k + 162
16k6(k + 1)(k − 2) ≤ 0
for every k ≥ 12.
Because of 16k
2−24k+9
64k4
= (4k−3)
2
64k4
≥ 0 for all k Ó= 0 and 0 ≤ x ≤ k−2k ,
16k2 − 24k + 9
64k4
x− 4k
4 − 8k3 − 106k2 + 111k − 54
16k5(k − 2)
≤ 16k
2 − 24k + 9
64k4
k − 2
k
− 4k
4 − 8k3 − 106k2 + 111k − 54
16k5(k − 2)
= −56k
3 − 593k2 + 576k − 252
64k5(k − 2) .
Define now
g : R→ R; k Ô→ −
(
56k3 − 593k2 + 576k − 252
)
.
Then g(10) = −2208 and g′(k) = −168k2+1186k−576 ≤ g′(10) = −5516 for
all k ≥ 10, which shows that g restricted to [10,∞) is nonpositve. Therefore,
16k2 − 24k + 9
64k4
x2 − 4k
4 − 8k3 − 106k2 + 111k − 54
16k5(k − 2) x ≤ 0
for all k ≥ 12 and x ∈ [0, k−2k ].
Further, it is easy to see that the map Y Ô→ 2(k−2)−xk Y +Y 2 is strictly mono-
tonically increasing on
[
−1 + 2k + x2k ,∞
)
since its vertex lies at x−2(k−2)2k =
−1 + 2k + x2k . Therefore,
2(k − 2)− x
k
Y + Y 2 <
2(k − 2)− x
k
Y0 + Y
2
0
≤ k
2 − 7k + 8
k2(k + 1)(k − 2) +
k − 4
k2(k − 2)x−
1
4k2
x2
for all Y ∈
[
−1 + 3k , Y0
)
since x2k ≤ 1k , which concludes the proof.
With the help of lemma 3.5.4, the following result can be proven. The
inequality stated there will be the main ingredient for the convex function
mentioned above.
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Lemma 3.5.5. Let assumptions 1 and 2 hold, and let x := n trS4−1. Then
0 ≤− 263
144
n− 3
n2(n− 2)
((
nλ¯
)2 −
(
nλ¯
)3
nθˆ0(n)
)
− 2θ˜0(n)
(
2n− 9
4n3
+
3x
8n2
)
nλ¯
+ 2

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2

 .
Proof. Recall that ‖Ric∧Ric‖ = r2√
2
√
1− trS4. The idea is to use corollary
3.5.1. For that define
X :=‖Ric ∧ Ric‖
(
θ˜0(n)r
2 −
√
2
√
1− trS4r2
)
+ nλ¯4 +
23
12
r20λ¯
2
− 13
12
λ¯ trRic30
=
θ˜0(n)√
2
r4
√
1− trS4 − r4 + trRic4 + nλ¯4 + 23
12
r20λ¯
2 − 13
12
λ¯ trRic30
and
Y :=
1
r4
(
X − 263
288
r20λ¯
2
)
.
Lemma 3.5.3 proves now
r4 − 1
2
trRic4 − 3
2n
r4 + r4Y ≥ θ˜0(n)√
2
r4
√
1− trS4, (3.11)
which shows on the one hand with the known fact 1n ≤ trS4 ≤ 2n that
Y ≥− 1 + 1
2
trS4 +
3
2n
+
θ˜0(n)√
2
√
1− trS4
≥− 1 + 2
n
+
θ˜0(n)√
2
√
n− 2
n
=− 1 + 2
n
+
√
(n− 1)(n− 3)
n(n+ 1)
≥− 1 + 3
n
. (3.12)
Here, the last step is true because of the following: Consider
n(n− 1)(n− 3)− (n+ 1) = n3 − 4n2 + 2n− 1 =: f(n).
Since f(4) = 7 and f ′(n) = 3n2 − 8n + 2 ≥ f ′(4) = 18 for all n ≥ 4, f
restricted to [4,∞) is nonnegative, which shows
√
(n−1)(n−3)
n(n+1) ≥ 1n .
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On the other hand, it follows with θ˜0(n)
2
2 =
(n−1)(n−3)
(n+1)(n−2) = 1− 3n−5(n+1)(n−2) and
trS4 = 1+xn from (3.11) that(
1− 1 + x
2n
− 3
2n
+ Y
)2
≥
(
1− 3n− 5
(n+ 1)(n− 2)
)(
1− 1 + x
n
)
.
This is equivalent to
(1 + x)2
4n2
+
(
3
2n
− Y
)2
−
(
2− 1 + x
n
)(
3
2n
− Y
)
≥ − 3n− 5
(n+ 1)(n− 2)
(
1− 1 + x
n
)
.
Since
− (3n− 5)(n− 1)
n(n+ 1)(n− 2) −
5
2n2
+
3(2n− 1)
2n2
=
n2 − 7n+ 8
n2(n+ 1)(n− 2) and
3n− 5
n(n+ 1)(n− 2) −
2
n2
=
n2 − 3n+ 4
n2(n+ 1)(n− 2) ≥
n− 4
n2(n− 2) ,
it follows that
n2 − 7n+ 8
n2(n+ 1)(n− 2) +
n− 4
n2(n− 2)x−
x2
4n2
≤ 2(n− 2)− x
n
Y + Y 2.
By (3.12) and lemma 3.5.4, this can only be true if
Y ≥ 2n− 9
4n3
+
3x
8n2
.
Note that indeed x ∈
[
0, n−2n
]
since trS4 ≤ 168n+9 ≤ 2n − 2n2 , which follows
from lemma 3.3.6 and from
16n2 − 2(8n+ 9)(n− 1) = −2n+ 18 ≤ 0 (3.13)
for all n ≥ 9.
The application of corollary 3.5.1 and the definitions of X and Y show now
263
288
r20λ¯
2 +
(
2n− 9
4n3
+
3x
8n2
)
r4
≤ X
≤ 2
θ˜0(n)
‖Ric ∧ Ric‖

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2

 . (3.14)
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Since r2 ≥ nλ¯θˆ0(n) by lemma 3.3.1,
r20λ¯
2
r2
=
(
1− nλ¯
2
r2
)
λ¯2 =
1
n2
((
nλ¯
)2 −
(
nλ¯
)4
nr2
)
≥ 1
n2
((
nλ¯
)2 −
(
nλ¯
)3
nθˆ0(n)
)
. (3.15)
The multiplication of (3.14) with 2
r2
n−3
n−2 leads with the applications of (3.15),
‖Ric ∧ Ric‖ = r2√
2
√
1− trS4, and lemma 3.3.1 to
0 ≤− 263
144
n− 3
n2(n− 2)
((
nλ¯
)2 −
(
nλ¯
)3
nθˆ0(n)
)
− 2θ˜0(n)
(
2n− 9
4n3
+
3x
8n2
)
nλ¯
+
4
θˆ0(n)

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2

 1√
2
√
1− trS4.
This concludes the proof because
1− θˆ0(n)
2
2
= 1− (n− 1)(n− 2)
(n+ 1)(n− 3) =
n− 5
(n+ 1)(n− 3) ≤
1
n
≤ trS4,
which shows
√
2
θˆ0(n)
√
1− trS4 ≤ 1.
Finally, all the work that was done before will be needed in the following
result to prove assumption 2 to be wrong.
Lemma 3.5.6. Let assumption 1 hold. Then
scal ≥ (n+ 1)θ˜0(n).
Proof. Suppose that assumption 2 is true, that is scal ≤ (n−3)θ˜0(n). Then,
by corollary 3.3.7, the scalar curvature lies in
[
8n+9
16 θˆ0(n), (n− 3)θ˜0(n)
]
. By
lemma 3.5.5 it is known that
0 ≤− 263
144
n− 3
n2(n− 2)
((
nλ¯
)2 −
(
nλ¯
)3
nθˆ0(n)
)
− 2θ˜0(n)
(
2n− 9
4n3
+
3x
8n2
)
nλ¯
+ 2

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2


with x = n trS4−1 as in lemma 3.5.5. The right hand side of this inequality
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can be viewed as a function
RHS :
[
8n+ 9
16
θˆ0(n), (n− 3)θ˜0(n)
]
→ R;
t Ô→ − 263
144
n− 3
n2(n− 2)
(
t2 − t
3
nθˆ0(n)
)
− 2θ˜0(n)
(
2n− 9
4n3
+
3x
8n2
)
t
+ 2

trS4 +
√√√√(trS4)2 − (trS3)4
1− (trS3)2


with nonnegative maximum since RHS(nλ¯) ≥ 0. The second derivative
RHS′′(t) = −263
72
n− 3
n2(n− 2)
(
1− 3t
nθˆ0(n)
)
is nonnegative since 3t
nθˆ0(n)
≥ 38n+916n ≥ 1 for all t ∈
[
8n+9
16 θˆ0(n), (n− 3)θ˜0(n)
]
.
Thus, RHS is convex, and hence, it attains its maximum on the boundary.
The idea is now to estimate in both boundary points the terms of RHS to
create a contradiction to the fact that the maximum of RHS is nonnegative.
Recall that 1n ≤
(
trS3
)2 ≤ trS4 ≤ 168n+9 ≤ 2n − 2n2 , where the last inequality
was shown in (3.13) in the proof of lemma 3.5.5. Further, consider the
function
f :
[
1
n
,
2
n
− 2
n2
]
→ R; y Ô→
(
trS4
)2 − y2
1− y .
Then f ′(y) = y
2−2y+(trS4)2
(1−y)2 . The numerator satisfies
y2 − 2y +
(
trS4
)2 ≤ 8
n4
− 16
n3
+
8
n2
− 2
n
≤ 0 (3.16)
for all n ≥ 1. To see this, consider the function
f˜ : R→ R;n Ô→ −n3 + 4n2 − 8n+ 4.
Then f˜(1) = −1 and f˜ ′(n) = −3n2 + 8n − 8 < 0 for all n ∈ R, and hence,
(3.16) is true. Thus, f is monotonically decreasing in y. Therefore,√√√√(trS4)2 − (trS3)4
1− (trS3)2 ≤
√√√√ 4n2 − 1n2
1− 1n
=
√
3√
n(n− 1) ≤
√
3
n− 1 .
Case 1. Assume that the maximum is attained in θˆ0(n)
8n+9
16 . Then
− n− 3
n2(n− 2) θˆ0(n)
2
(
8n+ 9
16
)2 (
1− 8n+ 9
16n
)
= − 2
n2
n− 1
n+ 1
(
8n+ 9
16
)2 8n− 9
16n
≤ −(n− 1)(n+ 1)(8n− 9)
32n3
73
and
− 2θ˜0(n)
(
2n− 9
4n3
+
3x
8n2
)
θˆ0(n)
8n+ 9
16
= −2(n− 1) 8n+ 9
8(n+ 1)
(
2n− 9
4n3
+
3x
8n2
)
≤ −2(n− 1)
(
2n− 9
4n2(n− 2) +
3
8n2
)
x
= −(n− 1)(7n− 24)
4n2(n− 2) x.
In total this shows
0 ≤− 263
144
(n− 1)(n+ 1)(8n− 9)
32n3
− (n− 1)(7n− 24)
4n2(n− 2) x
+ 2
1 + x
n
+
2
√
3
n− 1
≤− 20
11
(n− 1)(n+ 1)(8n− 9)
32n3
+
n2 + 15n− 24
4n2(n− 2) x+
2
n
+
2
√
3
n− 1
≤− 5(n− 1)(n+ 1)(8n− 9)
88n3
+
n2 + 15n− 24
4n3
+
2
n
+
305
88(n− 1)
since 263144 ≥ 2011 , 2
√
3 ≤ 30588 , n2 + 15n − 24 > 0 for n ≥ 2, and x ≤ n−2n . By
multiplication with 88n3(n− 1) this is equivalent to
0 ≤ −5(n− 1)2(n+ 1)(8n− 9) + 22(n− 1)
(
n2 + 15n− 24
)
+ 176n2(n− 1) + 305n3
= −40n4 + 588n3 + 127n2 − 943n+ 573
=: g(n).
However, g(15) = −25497, g′(15) = −140233, and g′′(n) = −480n2+3528n+
254 ≤ 0 for n ≥ 8, which implies that g is monotonically decreasing on
[15,∞). Thus, g(n) < 0 for all n ≥ 15, which is a contradiction.
Case 2. Assume now that the maximum is attained in (n−3)θ˜0(n). Consider
− n− 3
n2(n− 2) θ˜0(n)
2(n− 3)2
(
1− (n− 3)
2
n(n− 2)
)
= −2(n− 3)
4(n− 1)(4n− 9)
n3(n− 2)3(n+ 1)
≤ −2 (n− 3)
3(4n− 9)
n3(n+ 1)(n− 1) .
The last step is true since (n− 1)2(n− 3)− (n− 2)3 = n2 − 5n+ 5 ≥ 0 for
all n ≥ 4. Moreover,
−2θ˜0(n)2(n− 3)
(
2n− 9
4n3
+
3x
8n2
)
≤ −3
2
(n− 1)(n− 3)2
n2(n+ 1)(n− 2)x.
74
Therefore,
0 ≤− 273(n− 3)
3(4n− 9)
72n3(n+ 1)(n− 1) −
3
2
(n− 1)(n− 3)2
n2(n+ 1)(n− 2)x
+ 2
1 + x
n
+
2
√
3
n− 1 .
To see that this is again increasing in x, consider
−3
2
(n− 1)(n− 3)2
n2(n+ 1)(n− 2) +
2
n
=
n3 + 17n2 − 53n+ 27
2n2(n+ 1)(n− 2) .
This is positive for n ≥ 3 since the numerator at n = 3 is equal to 48 and its
derivative is equal to 3n2 + 34n − 53, which is positive for n ≥ 2. Because
2
√
3 ≤ 25072 and x ≤ n−2n ,
0 ≤− 273(n− 3)
3(4n− 9)
72n3(n+ 1)(n− 1) +
n3 + 17n2 − 53n+ 27
2n3(n+ 1)
+
2
n
+
250
72(n− 1) ,
which is by multiplication with 72n3(n+ 1)(n− 1) equivalent to
0 ≤− 273(n− 3)3(4n− 9) + 36(n− 1)
(
n3 + 17n2 − 53n+ 27
)
+ 144n2
(
n2 − 1
)
+ 250n3(n+ 1)
= −662n4 + 13111n3 − 54261n2 + 98703n− 67311
=: h(n).
However, h(15) = −59616, h′(15) = −1616202, and h′′(n) = −7944n2 +
78666n − 108522 ≤ 0 for n ≥ 9, which implies that h is monotonically de-
creasing on [15,∞). Thus, h(n) < 0 for all n ≥ 15, which is a contradiction.
Hence, scal > (n− 3)θ˜0(n), which proves lemma 3.5.6 by means of corollary
3.2.6.
3.6 Conclusion: W is the normalized Wely curva-
ture of Sm × Sm
As seen in the previous chapter, the scalar curvature of |W | has to be greater
than or equal to (n + 1)θ˜0(n). This result will be used in this section to
conclude that W is in fact the normalized Weyl curvature of Sm × Sm. In
the whole section assumption 1 will be supposed to hold, and in addition to
notation 3.0.3 the following notation will be used.
Notation 3.6.1. In the following, let a ∈ (−1, 1) and b ∈ [0, 1] be chosen
such that
|W | =
√
1− a2 − b2 I‖I‖ + aW + bX (3.17)
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for an X ∈ S2B,d(so(n)) with ‖X‖ = 1 and X ⊥W as well as X ⊥ I. Clearly,
a2 + b2 ≤ 1.
Further, let I+, I−, X+, X− be defined as in notation 3.0.3, and set
d+ := tr I+ = dim (Im(I+)) and d− := tr I− = dim (Im(I−)) ,
where Im(I+) and Im(I−) denotes the image of I+ and I−, respectively, in
so(n).
Lemma 3.6.2. The following is true:
1. 2 trW− =
√
1− a2 − b2 ‖I‖,
2. 2‖W−‖2 = 1− a, and
3. r2 = 2(n− 1) (1− a2 − b2)+ (n− 2)b2‖XRic0‖2.
Proof. Since 0 = trW = trW+− trW−, tr I = ‖I‖2, and trX = 〈X, I〉 = 0,
the first equation can be obtained by taking the trace from (3.17).
For the second equation subtract W from (3.17). Then
2W− =
√
1− a2 − b2 I‖I‖ + (a− 1)W + bX.
Taking the square of the norm of this shows
4‖W−‖2 = 1− a2 − b2 + (a− 1)2 + b2 = 2(1− a),
which proves equation 2.
For equation 3 apply Ric to both sides of (3.17) and take the square of
the norm of the result. Since ‖Ric(I)‖2 = n(n − 1)2 = 2(n − 1)‖I‖2 and
Ric(W ) = 0, this yields
r2 = 2(n− 1)
(
1− a2 − b2
)
+ b2‖RicX‖2.
Thus, it remains to show that ‖RicX‖2 = (n − 2)‖XRic0‖2. This can be
proven as follows:
Recall from chapter 1.2 that XRic0 =
2
n−2 id ∧ Ric0(X), and let ν1, . . . , νn
denote the eigenvalues of Ric0(X). Then
‖XRic0‖2 =
4
(n− 2)2 ‖id ∧ Ric0(X)‖
2
=
4
(n− 2)2
∑
1≤i<j≤n
1
4
(νi + νj)
2
=
1
2(n− 2)2

 n∑
i,j=1
(
ν2i + ν
2
j + 2νiνj
)
−
n∑
i=1
4ν2i


=
1
2(n− 2)2
(
2(n− 2)‖Ric0(X)‖2 + 2 (tr (Ric0(X)))2
)
=
1
n− 2‖Ric(X)‖
2,
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where the last equality results from tr (Ric0(X)) = 0 and Ric(X) = Ric0(X)
since scal(X) = 〈X, I〉 = 0. This concludes the proof.
The quantities a, b, d+, and d− will in the following be analyzed more
precisely. As a consequence of the lower bound of the scalar curvature of
|W | which was calculated in the previous sections, a2+b2 cannot be too big.
This will be shown in the following lemma.
Lemma 3.6.3. Let assumption 1 hold. Then
a2 + b2 ≤ 3
n(n− 2) .
Proof. Since scal(W ) = scal(X) = 0,
(n+ 1)θ˜0(n) ≤ scal =
√
1− a2 − b2
‖I‖ scal(I) =
√
1− a2 − b2
√
2n(n− 1)
by lemma 3.5.6. Taking the square of this inequality and using the definition
of θ˜0(n) show
2
(n+ 1)(n− 1)(n− 3)
n− 2 ≤ 2n(n− 1)
(
1− a2 − b2
)
,
which is equivalent to
a2 + b2 ≤ 1− (n+ 1)(n− 3)
n(n− 2) =
3
n(n− 2) .
This was to be proven.
The next step will be to show that |W | has only components in the direction
of I and W , that is b has to vanish, and to compute concrete values for a,
d+, and d−. The first part in order to find these values will be to improve
the bounds of a and b which are already known from the definition of a and
b and from lemma 3.6.3.
Lemma 3.6.4. Let assumption 1 hold. Then
a ∈
[
1
n− 1 −
3
n2
,
1
n− 1
]
and b ∈
[
0,
√
3
n(n− 1)(n− 2)
]
.
Proof. By lemma 3.2.2 it is known that θ0(n)scal ≤ r2−4‖W−‖2. Therefore,
2θ0(n) trW− ≤ r
2
2
− 2‖W−‖2 (3.18)
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since 4 trW− = 2 tr |W | = scal. The left hand side of (3.18) satisfies
2θ0(n) trW− =
√
2
√
(n− 1)(n− 2)
n
√
1− a2 − b2‖I‖
= (n− 1)
√
n− 2
n
√
1− a2 − b2, (3.19)
which was proven in lemma 3.6.2. Multiplying (3.18) with (n − 1)−1 and
applying (3.19) as well as 2 and 3 of lemma 3.6.2 show
√
n− 2
n
√
1− a2 − b2 ≤ 1− a2 − b2 + n− 2
2(n− 1)b
2‖XRic0‖2 +
a− 1
n− 1
≤ 1− a2 + a− 1
n− 1 −
n
2(n− 1)b
2
since ‖XRic0‖ ≤ ‖X‖ = 1. Taking the square of this inequality results in
n− 2
n
(
1− a2 − b2
)
≤
(
1− a2 + a− 1
n− 1
)2
+
n2
4(n− 1)2 b
4
− n
n− 1
(
1− a2 + a− 1
n− 1
)
b2.
This is equivalent to
b2
(
n
n− 1
(
1− a2 + a− 1
n− 1
)
− n− 2
n
− n
2
4(n− 1)2 b
2
)
≤
(
1− a2 + a− 1
n− 1
)2
− n− 2
n
(
1− a2
)
= (1− a)
(
(1− a)
(
1 + a− 1
n− 1
)2
− n− 2
n
(1 + a)
)
. (3.20)
Define now G :
[
−
√
3
n(n−2) ,
√
3
n(n−2)
]
×
[
0,
√
3
n(n−2)
]
→ R by
G(x, y) :=
n
n− 1
(
1− x2 + x− 1
n− 1
)
− n− 2
n
− n
2
4(n− 1)2 y
2,
and set z := a − 1n−1 . Note that a ∈
[
−
√
3
n(n−2) ,
√
3
n(n−2)
]
and b ∈[
0,
√
3
n(n−2)
]
by the definition of a and b and by lemma 3.6.3. Thus, by
(3.20),
b2G(a, b) ≤(1− a)
((
n− 2
n− 1 − z
)
(1 + z)2 − n− 2
n
(
z +
n
n− 1
))
=− (1− a)z
(
z2 +
n
n− 1z +
2
n(n− 1)
)
. (3.21)
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Considering the definition of G shows
G(x, y) ≥ n
n− 1
(
n− 2
n− 1 −
3
n(n− 2) −
1
n− 1
√
3
n(n− 2)
)
− n− 2
n
− 3n
4(n− 1)2(n− 2)
=
8n3 − 51n2 + 60n− 16− 4n√3n(n− 2)
4n(n− 1)2(n− 2)
≥8n
3 − 59n2 + 60n− 16
4n(n− 1)2(n− 2)
for all x ∈
[
−
√
3
n(n−2) ,
√
3
n(n−2)
]
and y ∈
[
0,
√
3
n(n−2)
]
. The numerator at
n = 7 is equal to 257, and its derivative is equal to 24n2− 118n+60, which
is positive for all n ≥ 5. Therefore, G is nonnegative, and hence,
0 ≥ z
(
z2 +
n
n− 1z +
2
n(n− 1)
)
by (3.21), which can only be true if
z ∈
(
−∞,− n
2(n− 1) −
√
n3 − 8n+ 8
4n(n− 1)2
]
∪
[
− n
2(n− 1) +
√
n3 − 8n+ 8
4n(n− 1)2 , 0
]
.
However,
z = a− 1
n− 1 ≥−
√
3
n(n− 2) −
1
n− 1
>− n
2(n− 1) −
√
n3 − 8n+ 8
4n(n− 1)2
since
n
2(n− 1) −
1
n− 1 =
n− 2
2(n− 1) > 0 and
n3 − 8n+ 8
4n(n− 1)2 −
3
n(n− 2) =
n4 − 2n3 − 20n2 + 48n− 28
4n(n− 1)2(n− 2) > 0.
The last step is true because at n = 5 the numerator is equal to 87 and its
first derivative is equal to 198 and because the second derivative is given
by 12n2 − 12n − 40, which is positive for all n ≥ 3. Therefore, z has to be
contained in the second interval. Moreover, consider
n4(n− 1)
(
n3 − 8n+ 8
4n(n− 1)2 −
(
n
2(n− 1) −
3
n2
)2)
= n3 − 9n+ 9
=: f(n).
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Then f(3) = 9 and f ′(n) = 3n2 − 9, which is positive for all n ≥ 2. Thus, f
restricted to [3,∞) is nonnegative, and hence,
− n
2(n− 1) +
√
n3 − 8n+ 8
4n(n− 1)2 ≥ −
3
n2
.
Therefore, z ∈ [− 3
n2
, 0], which implies a ∈
[
1
n−1 − 3n2 , 1n−1
]
.
G(a, b) can now be estimated as follows:
G(a, b) ≥ n
n− 1
(
n− 2
n− 1 −
1
(n− 1)2
)
− n− 2
n
− 3n
4(n− 1)2(n− 2)
=
8n4 − 51n3 + 95n2 − 64n+ 16
4n(n− 1)3(n− 2) .
Consider
n
(
8n4 − 51n3 + 95n2 − 64n+ 16
)
− 8(n− 1)3(n− 2)2
= 5n4 − 57n3 + 136n2 − 112n+ 32
=: g(n).
Since g(9) = 1292, g′(9) = 3065, and g′′(n) = 60n2 − 342n + 272, which is
positive for all n ≥ 5, g restricted to [9,∞) is nonnegative. Therefore,
G(a, b) ≥ 2(n− 2)
n2
.
Thus,
b2 ≤ −(1− a)z
(
z2 +
n
n− 1z +
2
n(n− 1)
)
n2
2(n− 2)
by inequality (3.21). Furthermore, −z
(
z2 + nn−1z
)
≤ 0 and −(1−a)z ≤ −z
since z ∈
[
− 3
n2
, 0
]
and a ≥ 0. Therefore,
b2 ≤ − zn
(n− 1)(n− 2) (3.22)
≤ 3
n(n− 1)(n− 2) ,
which concludes the proof.
In order to compute concrete values for a, b, d+, and d−, the following to
results will be useful.
Lemma 3.6.5. The following is true:
(
1− a2 − b2
)(d+ − d−
‖I‖2 + a
)
= b2
(
‖X+‖2 − ‖X−‖2 + a
)
.
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Proof. Since W = W+−W− and |W | = W++W−, it follows with (3.17) on
the one hand that
W+ =
√
1− a2 − b2
(1− a)‖I‖ I+ +
b
1− aX+ and
W− =
√
1− a2 − b2
(1 + a)‖I‖ I− +
b
1 + a
X−.
Subtracting the second equation from the first and taking the trace show
0 =
√
1− a2 − b2
‖I‖
(
d+
1− a −
d−
1 + a
)
+ b
(
trX+
1− a −
trX−
1 + a
)
.
This is via multiplication with 1− a2 equivalent to
b (trX+ − trX−) = −
√
1− a2 − b2
‖I‖
(
d+ − d− + a‖I‖2
)
(3.23)
since trX+ + trX− = trX = 0 and d+ + d− = ‖I‖2.
On the other hand, W+ and W− can also be written as
W+ =
√
1− a2 − b2
‖I‖ I+ + aW+ + bX+ and
W− =
√
1− a2 − b2
‖I‖ I− − aW− + bX−.
Taking the scalar product of the difference of both equations with bX shows
0 =
√
1− a2 − b2
‖I‖ b (trX+ − trX−) + ab
2 + b2
(
‖X+‖2 − ‖X−‖2
)
since X ⊥W and 〈|W |, X〉 = b. With (3.23) follows now
0 = −
(
1− a2 − b2
)(d+ − d−
‖I‖2 + a
)
+ b2
(
‖X+‖2 − ‖X−‖2 + a
)
,
which concludes the proof.
From the lemma above the following result can be obtained.
Corollary 3.6.6. The following is true:∣∣∣∣d+ − d−‖I‖2 + a
∣∣∣∣ ≤ b2 1 + a1− a2 − b2 .
Proof. Since ‖X‖ = 1, −1 ≤ ‖X+‖2 − ‖X−‖2 ≤ 1. Therefore, lemma 3.6.5
shows on the one hand
d+ − d−
‖I‖2 + a ≤ b
2 1 + a
1− a2 − b2
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and on the other
−
(
d+ − d−
‖I‖2 + a
)
≤ b2 1− a
1− a2 − b2 ≤ b
2 1 + a
1− a2 − b2 .
This proves the statement.
Now, concrete values for d+, d−, a, and b can be calculated.
Lemma 3.6.7. Let assumption 1 hold. Then d+ =
n(n−2)
4 , d− =
n2
4 ,
a = 1n−1 , and b = 0.
Proof. Assume first that d+ Ó= n(n−2)4 . Since d+ = tr I+, there exists a
k ∈
{
−n(n−2)4 , . . . ,−1, 1, . . . , n
2
4
}
with d+ =
n(n−2)
4 + k. Thus, d− =
n2
4 − k.
Let z = a− 1n−1 be defined as in lemma 3.6.4. Then∣∣∣∣2(d+ − d−)n(n− 1) + a
∣∣∣∣ =
∣∣∣∣ 4kn(n− 1) + z
∣∣∣∣ ≥ 4n(n− 1) − 3n2 ≥ 1n2 .
Therefore,
1
n2
≤ b2 1 + a
1− a2 − b2
≤ 3
n(n− 1)(n− 2)
n
n−1
1− 1
(n−1)2 − 3n(n−1)(n−2)
=
3n
n4 − 4n3 + 4n2 − 3n+ 3 (3.24)
by corollary 3.6.6 and lemma 3.6.4. Define f(n) := n4− 7n3+4n2− 3n+3.
Then f(7) = 178, f ′(7) = 396, and f ′′(n) = 12n2−42n+8 ≥ f ′′(4) = 32 for
all n ≥ 4. Hence, f restricted to [7,∞) is positive, which contradicts (3.24).
Therefore, d+ =
n(n−2)
4 and d− =
n2
4 .
As a consequence,
∣∣∣2(d+−d−)n(n−1) + a
∣∣∣ = |z| = −z. Using again corollary 3.6.6
and a ≤ 1n−1 as well as b2 ≤ − zn(n−1)(n−2) , which was shown in (3.22), a
related calculation to that in (3.24) proves
−z ≤ − zn
3
n4 − 4n3 + 4n2 − 3n+ 3 .
A similar argument as above shows that g(n) := n4 − 5n3 + 4n2 − 3n + 3
is positive for n ≥ 5. Thus, z has to vanish, which proves a = 1n−1 and
b = 0.
Corollary 3.6.8. Let assumption 1 hold, and define α+ :=
√
2
(n−1)(n−2)
and α− := α+ n−2n . Then
W+ = α+I+ and W− = α−I−.
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Proof. Since |W | = √1− a2 I‖I‖ + aW with a = 1n−1 by lemma 3.6.7,
W+ =
√
1− a2
(1− a)‖I‖ I+ =
√
2
(n− 1)(n− 2) I+
and
W− =
√
1− a2
(1 + a)‖I‖ I− =
√
2
(n− 1)(n− 2)
n− 2
n
I−.
This was to be proven.
It is now known that the eigenvalues of W are the same as those of W0, and
also the dimensions of their eigenspaces agree, but it is still not clear if W
is in fact equal to the normalized Weyl curvature operator of Sm × Sm.
Remark 3.6.9. Usually,in the present work S2B,d(so(n)) is understood to
be the set
{R = (rij)1≤i,j≤n ∈ Rn×n|RT = R and rii = 0 for all 1 ≤ i ≤ n}.
The permutation group Sn acts on this set by (σ.R)ij = rσ−1(i)σ−1(j) for all
1 ≤ i < j ≤ n and all σ ∈ Sn. σ.R and R may be different as matrices,
but they define the same operator with respect to different bases, namely
to s12eσ−1(1) ∧ eσ−1(2), . . . , sn−1,neσ−1(n−1) ∧ eσ−1(n) for sij := sgn(σ−1(j) −
σ−1(i)) and e1 ∧ e2, . . . , en−1 ∧ en, respectively. Therefore, in order to prove
theorem 3.0.2, it is enough to show that there exists a σ ∈ Sn with W =
σ.W0.
To use this remark, the operators I+ and I− as well as their images in so(n)
will now be analyzed more precisely.
Lemma 3.6.10. Let assumption 1 hold. Then
tr− I
#
+ = 0 and tr− I
#
− = 0,
where tr−R := 〈R, I−〉 for operators R ∈ S2B(so(n)).
Proof. First of all, since a = 1n−1 , observe that
r2 − 4‖W−‖2 =2(n− 1)
(
1− a2
)
− 2(1− a)
=2
n(n− 2)
n− 1 − 2
n− 2
n− 1 = 2(n− 2)
by lemma 3.6.2. Furthermore,
θ0(n)trW− =θ0(n)d−α−
=
√
2
√
(n− 1)(n− 2)
n
n2
4
√
2
(n− 1)(n− 2)
n− 2
n
=
n− 2
2
.
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Therefore,
θnλ¯ = θscal = 2θtr |W | = 4θtrW− ≥ 2(n− 2).
Recall now the definitions
X(W ) = 4 (W+#W−)+ + 2
(
W#+ +W
#
−
)
− and
C#(W ) = scal(X(W ))
that were made in lemma 3.2.1 and 3.2.2, respectively. Combined with
lemma 3.2.2, everything together shows
2(n− 2) ≤ θnλ¯ = r2 − 4‖W−‖2 − C#(W ) = 2(n− 2)− C#(W ),
which implies C#W = 0 since C#(W ) ≥ 0. Because of X(W ) ≥ 0, this
also proves X(W ) = 0. In particular,
(
W#+
)
− = 0 and
(
W#−
)
− = 0. By
corollary 3.6.8, this shows
tr− I
#
+ =
1
α2+
tr−W
#
+ = 0 and tr− I
#
− =
1
α2−
tr−W
#
− = 0,
which concludes the proof.
In the following, it will be shown that Im(I+) is a Lie subalgebra of so(n) that
is isomorphic to so(m)⊕so(m), which will be helpful to conclude thatW is a
permutation of W0. In order to prove this, the following definition together
with the proposition thereafter will be needed (both cf. [He], chapter IV.3).
Definition 3.6.11. Let g be a real Lie algebra with center z, and let s be
an involutive automorphism of g with set of fixed points k such that k is a
compactly embedded subalgebra of g and such that k ∩ z = {0}. Then the
pair (g, s) is called an effective orthogonal symmetric Lie algebra. Is further
G a connected Lie group with Lie algebra g and K a Lie subgroup of G with
Lie algebra k, then the pair (G,K) is said to be associated with the effective
orthogonal symmetric Lie Algebra (g, s).
For effective orthogonal symmetric Lie algebras the following is true.
Proposition 3.6.12. Let (g, s) be an effective orthogonal symmetric Lie
algebra with set of fixed points k and with center of g equal to {0}. Moreover,
let (G,K) be associated with (g, s) such that G is simply connected and K
is connected. Then G/K is a Riemannian symmetric space.
Together with the classification of symmetric spaces (for example cf. [Be]
or [He]) this will help to prove the following.
Lemma 3.6.13. Let assumption 1 hold, and let k = Im(I+). Then
k ≃ so(m)⊕ so(m).
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Proof. Set p := Im(I−). Then so(n) = k ⊕ p. Consider further the map
s : so(n) → so(n) given by s(x + y) = x − y for x ∈ k and y ∈ p. It will be
shown that (so(n), s) is an effective orthogonal symmetric Lie algebra.
Clearly, s is involutive with set of fixed points equal to k. To prove that k is
a Lie subalgebra of so(n), it is enough to show that [k, k] ⊂ k.
Let x :=
∑
1≤i<j≤n
xij ei ∧ ej , y := ∑
1≤i<j≤n
yij ei ∧ ej ∈ so(n) and define xji :=
xij , yji := yij for all 1 ≤ i < j ≤ n and xii := 0, yii := 0 for all 1 ≤ i ≤ n.
Then
[x, y] =
∑
1≤i<j≤n
∑
1≤k<l≤n
xijykl[ei ∧ ej , ek ∧ el]
=
∑
1≤i<j≤n
∑
1≤k<l≤n
xijykl (−δikej ∧ el + δjk ei ∧ el + δil ej ∧ ek
−δjl ei ∧ ek)
=−
∑
1≤i<j<l≤n
(xijyil − xilyij) ej ∧ el +
∑
1≤i<j<l≤n
xijyjl ei ∧ el
+
∑
1≤k<i<j≤n
xijyki ej ∧ ek −
∑
1≤i<k<j≤n
(xijykj − xkjyij) ei ∧ ek
=
∑
1≤i<j<k≤n
(
(xikyij − xijyik) ej ∧ ek + (xijyjk − xjkyij) ei ∧ ek
+ (xjkyik − xikyjk) ei ∧ ej
)
. (3.25)
Let now x, y ∈ k. Since all entries of I+ are in {0, 1} and since
0 = tr− I
#
+ =
∑
1≤a<b≤n
I+ab=0
n∑
c=1
I+acI+bc
by lemma 3.6.10, it follows that if I+ab = 0 for some 1 ≤ a < b ≤ n, then
for all 1 ≤ c ≤ n I+ac = 0 or I+bc = 0. Thus, for all 1 ≤ c ≤ n xac = yac = 0
or xbc = ybc = 0. Hence, [x, y] ∈ k by (3.25), which proves that k is a Lie
subalgebra of so(n).
Suppose now x, y ∈ p. Since also all entries of I− are in {0, 1} and since
0 = tr− I
#
− =
∑
1≤a<b≤n
I+ab=0
n∑
c=1
I−acI−bc
by lemma 3.6.10, it follows analogously that if I+ab = 0 for some 1 ≤ a <
b ≤ n, then for all 1 ≤ c ≤ n xac = yac = 0 or xbc = ybc = 0. With (3.25),
this proves [p, p] ⊂ k.
Let now x ∈ k and y ∈ p. Choose 1 ≤ a < b ≤ n with I−ab = 0 and
let 1 ≤ c ≤ n. If I+ac = 0, then also I+bc = 0 as seen above. Thus,
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xacybc − xbcyac = 0. An analogue argument shows xacybc − xbcyac = 0 if
I+bc = 0. Let now I+ac, I+bc Ó= 0. Then I−ac = I−bc = 0, which implies that
yac = ybc = 0. Therefore, xacybc−xbcyac = 0. In total this shows with (3.25)
that [k, p] ⊂ p.
Let now x1, x2 ∈ k and y1, y2 ∈ p be given. Then [x1, x2], [y1, y2] ∈ k and
[x1, y2], [y1, x2] ∈ p as seen above. Therefore,
[s(x1 + y1), s(x2 + y2)] = [x1 − y1, x2 − y2]
= [x1, x2] + [y1, y2]− [x1, y2]− [y1, x2]
= s ([x1, x2] + [y1, y2] + [x1, y2] + [y1, x2])
= s ([x1 + y1, x2 + y2]) .
Hence, s is an automorphism. Since the center of so(n) is equal to {0},
(so(n), s) is an effective orthogonal symmetric Lie algebra, and proposition
3.6.12 can be applied:
Spin(n) is the universal cover of SO(n), is hence simply connected and has
so(n) as Lie algebra. Let K be a connected Lie subalgebra of Spin(n) with
Lie algebra k. Since dim(Spin(n)/K) = dim p = n
2
4 = m
2 by lemma 3.6.7,
the classification of symmetric spaces (cf. [Be], 7.102 Table 1) shows now
that k has to be isomorphic to so(m)⊕ so(m). This was to be proven.
Finally, the proof of theorem 3.0.2 can be given.
Proof of theorem 3.0.2. Since k = Im(I+), there exists A ⊂ {(1, 2), (1, 3) . . . ,
(n− 1, n)} with
k =
⊕
(i,j)∈A
〈ei ∧ ej〉 (3.26)
Define Ak := {j ∈ {1, . . . , n}|ek ∧ ej ∈ k} for 1 ≤ k ≤ n. Then Al = Ak
for all l ∈ Ak, since el ∧ ej = [el ∧ ek, ek ∧ ej ] ∈ k if j ∈ Ak, and conversely
ek∧ej = [ek∧el, el∧ej ] ∈ k if j ∈ Al. Further, set ik :=
⊕
a,b∈Ak,a<b〈ea∧eb〉.
Clearly ik = il for every l ∈ Ak. The following will show that ik is an ideal
in k for all 1 ≤ k ≤ n:
If a, b ∈ Ak, then ea ∧ eb = [ea ∧ ek, ek ∧ eb] ∈ k. Moreover,
[ea ∧ eb, ec ∧ ed] = δbcea ∧ ed − δaceb ∧ ed + δadeb ∧ ec − δbdea ∧ ec ∈ ik
for all a, b, c, d ∈ Ak. Therefore, ik is a Lie subalgebra of k. Assume that
there exists a /∈ Ak and b ∈ Ak such that ea ∧ eb ∈ k. Then ea ∧ ek =
[ea∧eb, eb∧ek] ∈ k by the choice of b, which is a contradiction to the choice of
a. Let now a, b ∈ Ak and c, d /∈ Ak be given. Then δac = δad = δbc = δbd = 0.
Thus, [ea ∧ eb, ec ∧ ed] = 0 ∈ ik. This proves that ik is an ideal for every
1 ≤ k ≤ n. Moreover, ik is equal to the ideal i(ek ∧ ej) generated by ek ∧ ej
for every j ∈ Ak \ {k}.
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Since k ≃ so(m)⊕ so(m) by lemma 3.6.13, k has only two nontrivial ideals,
which both are isomorphic to so(m). Assume now that there exists 1 ≤ k ≤
n with ik = k. In particular, {(a, b)|a, b ∈ Ak and a < b} = A, which implies
that for every 1 ≤ j ≤ n either ij = k or ij = {0}.
Let i Ó= {0} now be any ideal in k and suppose that there exists a linear
combination x = x1 ea ∧ eb + x2 ec ∧ ed in i with (a, b), (c, d) ∈ A. Without
loss of generality, a Ó= c and a Ó= d can be assumed. Further, choose l ∈ Ak
with l /∈ {a, b, c, d} which is possible because m ≥ 8 and #A = m(m− 1) by
lemma 3.6.7. Since i is an ideal, x1 el ∧ eb = [el ∧ ea, x] ∈ i, which implies
that i = k. Analogously, if any ideal i in k contains a linear combination of s
different basis vectors of the form ea∧eb for (a, b) ∈ A and 1 ≤ s ≤ n, it can
be shown that i also contains a linear combination of s − 1 vectors of that
form. Via induction it can be seen that every ideal in k not equal to {0}
contains an element of the form ea ∧ eb for some (a, b) ∈ A. Therefore, k is a
simple lie algebra, which is of course a contradiction to k ≃ so(m)⊕ so(m).
Thus, every ideal that is generated by a vector of the form ea ∧ eb has to
be isomorphic to so(m). Clearly, not every ea ∧ eb can generate the same
ideal since otherwise k ≃ so(m). Thus, there exist (a, b), (c, d) ∈ A such
that ia = i(ea ∧ eb) ≃ so(m), ic = i(ec ∧ ed) ≃ so(m), and k = ia ⊕ ic. In
particular, there exists a permutation σ ∈ Sn with
ia = 〈eσ(1) ∧ eσ(2)〉 ⊕ · · · ⊕ 〈eσ(m−1) ∧ eσ(m)〉 and
ic = 〈eσ(m+1) ∧ eσ(m+2)〉 ⊕ · · · ⊕ 〈eσ(2m−1) ∧ eσ(2m)〉.
This is true since dim(ia) = dim(ic) =
m(m−1)
2 , which implies #Aa = #Ac =
m, and Aa ∩ Ac = ∅. This shows together with corollary 3.6.8 that W =
σ−1.W0, which concludes the proof of theorem 3.0.2 by means of remark
3.6.9.
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