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Abstract. The Hamiltonian of the harmonic oscillator is usually defined as a
differential operator, but an integral representation can be obtained by using the
coherent state quantization. The finite frame quantization is a finite counterpart of the
coherent state quantization and it allows us to define a finite oscillator by starting from
the integral representation of the harmonic oscillator. Our purpose is to investigate
the oscillator obtained in this way, and to present a possible application to the discrete
fractional Fourier transform.
1. Introduction
The harmonic oscillator plays a fundamental role in quantum mechanics. A finite-
dimensional version, leading to Harper functions, can be obtained in a natural way by
using a finite difference operator instead of the differential operator and the Fourier
invariance [1]. Despite the fact that the eigenvalues and eigenfunctions can be obtained
only numerically, the finite-dimensional quantum system obtained in this way has some
important applications. For example, the version of the discrete fractional Fourier
transform based on it [2] is used in optics and signal processing [14].
The finite frame quantization [5], which is a finite counterpart of the quantum
state quantization [7], allows us to define an alternative finite-dimensional version of
the harmonic oscillator [6]. Our main purpose is to investigate mathematically and
numerically the quantum system with finite-dimensional Hilbert space obtained in this
way, and to present an application to the discrete fractional Fourier transform.
2. Fourier transform and the finite Fourier transform
The Fourier transform of a function ψ :R−→C belonging to L1(R) ∩ L2(R) is
F [ψ] : R −→ C, F [ψ](x) = 1√
2π
∫ ∞
−∞
e−ixx
′
ψ(x′) dx′. (1)
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This transformation can be extended to the Fourier-Plancherel transform on L2(R). It
is a unitary transformation,
F−1[ψ](x) = 1√
2π
∫ ∞
−∞
eixx
′
ψ(x′) dx′ (2)
and satisfies the relations
F2[ψ](x) = ψ(−x) , F4[ψ](x) = ψ(x) , for any x∈R. (3)
In order to obtain a finite counterpart, we consider an odd integer d=2s+1 and the set
Rd=
{
−s
√
δ, (−s+1)
√
δ, . . . , (s−1)
√
δ, s
√
δ
}
with δ=
2π
d
.
Each function
ϕ : Zd
√
δ −→ C
that is, each periodic function
ϕ : Z
√
δ −→ C
satisfying the relation
ϕ(n
√
δ) = ϕ(n
√
δ + d
√
δ), for any n∈Z (4)
is well-determined by its restriction to the set Rd. The space l2(Rd) of all the functions
ϕ : Zd
√
δ −→ C considered with the scalar product
〈ϕ1, ϕ2〉 =
s∑
n=−s
ϕ1(n
√
δ)ϕ2(n
√
δ)
is a Hilbert space isomorphic to the standard d-dimensional Hilbert space Cd. Since
lim
d→∞
√
δ = 0 and lim
d→∞
(±s)
√
δ = ±∞
we can consider that, in a certain sense,
Rd
d→∞−−−→ R and l2(Rd)
d→∞−−−→ L2(R). (5)
The finite Fourier transform of a function ϕ : Z
√
δ −→ C from l2(Rd) is the function
F[ϕ] : Z
√
δ −→ C, F[ϕ](u) = 1√
d
∑
v∈Rd
e−iuv ϕ(v) (6)
that is, F is the transformation l2(Rd) −→ l2(Rd) : ϕ 7→ F[ϕ], where
F[ϕ](n
√
δ) = 1√
d
s∑
k=−s
e−
2pii
d
nk ϕ(k
√
δ). (7)
The inverse of F is the adjoint transformation l2(Rd)→ l2(Rd) : ϕ 7→F+[ϕ], defined by
F+[ϕ](n
√
δ) = 1√
d
s∑
k=−s
e
2pii
d
nk ϕ(k
√
δ). (8)
This means that F+F = FF+ = I, where I is the identity operator Iϕ = ϕ. The finite
Fourier transform satisfies the relations
F2[ϕ](u) = ϕ(−u), F4[ϕ](u) = ϕ(u). (9)
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For d>4, the eigenvalues of F are 1, −i, −1, i. The operators
π0 =
1
4
(I+ F+ F2 + F3) π2 =
1
4
(I− F+ F2 − F3)
π1 =
1
4
(I+iF−F2 − iF3) π3 = 14(I−iF− F2+iF3)
(10)
are the corresponding orthogonal projectors, and F admits the spectral representation
F = π0 − iπ1 − π2 + iπ3 =
3∑
m=0
(−i)m πm =
3∑
m=0
e−
pii
2
m πm. (11)
The relation
s∑
a=−s
e
2pii
d
ax = e−
2pii
d
sx e
2πix − 1
e
2pii
d
x − 1 for any x∈R−dZ (12)
allows us to obtain the equality
s∑
a=−s
e
2pii
d
an =
{
d for n ∈ dZ
0 for n 6∈ dZ (13)
and to compute the finite Fourier transform of the coordinate function
q : Rd −→ R, q(α) = α
and of its square
F[q](n
√
δ)=
√
2π
d
s∑
a=−s
a e−
2pii
d
an=


0 for n ∈ dZ
(−1)n i
√
π√
2 sin pi
d
n
for n 6∈ dZ (14)
F[q2](n
√
δ)= 2π
d
√
d
s∑
a=−s
a2 e−
2pii
d
an=


2π√
d
s(s+1)
3
for n ∈ dZ
(−1)n π cos pid n√
d sin2 pi
d
n
for n 6∈ dZ. (15)
3. Heisenberg-Weyl group and a finite counterpart
A quantum-mechanical system with one degree of freedom can be described by using
the coordinate operator qˆ and the momentum operator pˆ. The set{
eitD(α, β) ∣∣ t, α, β∈R} where D(α, β) = e− i2αβ eiβqˆ e−iαpˆ (16)
considered with the multiplication law defined by
D(α1, β1)D(α2, β2) = e− i2 (α1β2−α2β1)D(α1+α2, β1+β2). (17)
is a group, called the Heisenberg-Weyl group. In the coordinate representation [15]
qˆψ(q) = q ψ(q), (18)
pˆ = −i d
dq
(19)
D(α, β)ψ(q) = e− i2αβ eiβq ψ(q−α). (20)
The operator pˆ satisfies the relation pˆ = F+qˆF leading to the integral representation
(pˆψ)(q) =
1
2π
∫
R2
x eixy ψ(q − y)dx dy. (21)
Finite oscillator 4
The linear operator Q : l2(Rd) −→ l2(Rd) defined by the relation
Qϕ(u) = uϕ(u) for u∈Rd (22)
can be regarded as a finite counterpart of qˆ. The set {εn}sn=−s ⊂ l2(Rd), where
εn(k
√
δ)=δnk for k∈{−s,−s+1, ..., s−1, s} (23)
is an orthonormal basis, and by using Dirac’s notation, we have
Q=
s∑
n=−s
n
√
δ |εn〉〈εn| and F= 1√d
s∑
n,m=−s
e−
2pii
d
nm |εn〉〈εm|. (24)
The conjugate momentum defined as [10, 17, 18, 19, 21, 24]
P : l2(Rd) −→ l2(Rd), P = F+QF (25)
satisfies the relations
(Pϕ)(u)= 1
d
∑
α,v∈Rd
αeiαvϕ(u−v)
(e−iαPϕ)(u)=ϕ(u−α)
(26)
and
e−i
√
δP|εn〉 = |εn+1〉. (27)
The finite phase space R2d is a discrete counterpart of R2 and the unitary operators
D(α, β) = e−
i
2
αβ eiβQ e−iαP where (α, β)∈R2d (28)
represent a finite counterpart for D(α, β). They satisfy the relations [21]
D(α, β)ϕ(u) = e−
i
2
αβ eiβu ϕ(u−α) (29)
D(α1, β1)D(α2, β2) = e
− i
2
(α1β2−α2β1)D(α1+α2, β1+β2) (30)
and define a projective representation of a finite version of the Heisenberg-Weyl group.
4. Ground state of the harmonic oscillator and a finite counterpart
Let κ∈(0,∞). It is well-known that the Gaussian function
gκ : R −→ R, gκ(x) = e−κ2 x2 (31)
satisfies the relation
1√
2π
∫ ∞
−∞
e−iξxe−
κ
2
x2 dx =
1√
κ
e−
1
2κ
ξ2 (32)
that is,
F [gκ] = 1√κ g 1κ . (33)
The norm of g1 is ||g1|| = 4
√
π, and the normalized function g1/||g1||, namely,
Ψ0 : R −→ R, Ψ0(x) = 1
4
√
π
e−
1
2
x2 (34)
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is the ground state of the harmonic oscillator in the coordinate representation.
Lemma 1. We have
∞∑
ℓ=−∞
e−
κpi
d
(ℓd+x)2 =
1√
κd
∞∑
ℓ=−∞
e
2pii
d
ℓx e−
pi
κd
ℓ2 for any x∈R. (35)
Proof. The periodic function
Gκ : R −→ R, Gκ(x) =
∞∑
α=−∞
e−
κpi
d
(αd+x)2
with period d admits the Fourier expansion
Gκ(x) =
∞∑
ℓ=−∞
aℓ e
2pii
d
ℓx
where
aℓ =
1
d
∫ d
0
e−
2pii
d
ℓx
∞∑
α=−∞
e
−κ
2
(√
2pi
d
(αd+x)
)
2
dx =
1
d
∞∑
α=−∞
∫ d
0
e−
2pii
d
ℓxe
−κ
2
(√
2pi
d
(αd+x)
)
2
dx
By denoting t=
√
2π
d
(αd+x) and using (32) we get [12]
aℓ =
1√
2πd
∑∞
α=−∞
∫ (α+1)√2πd
α
√
2πd
e
− 2pii
d
ℓ
(
t
√
d
2pi
−αd
)
e−
κ
2
t2 dt
= 1√
2πd
∑∞
α=−∞
∫ (α+1)√2πd
α
√
2πd
e−iℓt
√
2pi
d e−
κ
2
t2 dt
= 1√
2πd
∫∞
−∞ e
−iℓt
√
2pi
d e−
κ
2
t2 dt = 1√
κd
e−
pi
κd
ℓ2
whence
Gκ(x) =
1√
κd
∞∑
ℓ=−∞
e
2pii
d
ℓx e−
pi
κd
ℓ2. 
The periodic function gκ : Z
√
δ −→ R,
gκ(n
√
δ) =
∞∑
ℓ=−∞
e−
κpi
d
(ℓd+n)2 =
1√
κd
∞∑
ℓ=−∞
e
2pii
d
ℓn e−
pi
κd
ℓ2 (36)
defined by using a Zak type transformation [23], satisfies the relation [4]
gκ(j
√
δ) = Gκ(j) =
1√
κd
∑∞
ℓ=−∞ e
2pii
d
jℓ e−
pi
κd
ℓ2
= 1√
κd
∑s
n=−s
∑∞
α=−∞ e
2pii
d
j(αd+n) e−
pi
κd
(αd+n)2
= 1√
κ
1√
d
∑s
n=−s e
2pii
d
jn
∑∞
α=−∞ e
− pi
κd
(αd+n)2
equivalent with
F[gκ] =
1√
κ
g 1
κ
. (37)
This equality has been obtained by Ruzzi [16] by using the relation
gκ(n
√
δ) = 1√
κd
θ3
(
n
d
, i
κd
)
(38)
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and the properties of the Jacobi theta function
θ3(z, τ) =
∞∑
α=−∞
eiπτα
2
e2πiαz . (39)
Lemma 2. If the numbers Nr,t are such that the series are absolutely convergent then
∞∑
r,t=−∞
Nr,t =
∞∑
k,ℓ=−∞
Nk+ℓ,k−ℓ +
∞∑
k,ℓ=−∞
Nk+ℓ+1,k−ℓ. (40)
Proof. We separate the sum as [11]
∞∑
r,t=−∞
Nr,t =
∑
r, t
both even
or
both odd
Nr,t +
∑
r, t
one even
and
other odd
Nr,t
and use the substitutions (r, t)=(k+ℓ, k−ℓ) and (r, t)=(k+ℓ+1, k−ℓ). 
The function g1 is a finite counterpart of g1 and g
2
1 = g2, but g
2
1 6= g2.
Theorem 1. We have
g21(n
√
δ) =
(
2 g2(0)−g 1
2
(0)
)
g2(n
√
δ)−
(
g2(0)−g 1
2
(0)
)
g 1
2
(2n
√
δ). (41)
Proof. By using Lemma 2 we get
g21(n
√
δ) = 1
d
∞∑
r,t=−∞
e
2pii
d
(r+t)n e−
pi
d
r2 e−
pi
d
t2
= 1
d
∞∑
k=−∞
e
2pii
d
k 2n e−
2pi
d
k2
∞∑
ℓ=−∞
e−
2pi
d
ℓ2
+1
d
∞∑
k=−∞
e
2pii
d
(2k+1)n e−
pi
2d
(2k+1)2
∞∑
ℓ=−∞
e−
pi
2d
(2ℓ+1)2
=
(
2 g2(0)−g 1
2
(0)
)
g2(n
√
δ)−
(
g2(0)−g 1
2
(0)
)
g 1
2
(2n
√
δ). 
With the exception of a few small values of d, we have g2(0) ≈ 1 ≈ g 1
2
(0), and hence
g21 ≈ g2. For example in the case d=21, we have g2(0) ≈ 1+10−57 and g 1
2
(0) ≈ 1+10−14.
The norm N = ||g1|| of g1 satisfies the relation
N 2= 1
d
s∑
n=−s
( ∞∑
r=−∞
e
2pii
d
rn e−
pi
d
r2
)2
= 1
d
s∑
n=−s
∞∑
r,t=−∞
e
2pii
d
(r+t)n e−
pi
d
r2 e−
pi
d
t2
= 1
d
∞∑
r,t=−∞
s∑
n=−s
e
2pii
d
(r+t)n e−
pi
d
r2 e−
pi
d
t2 =
∞∑
r=−∞
e−
pi
d
r2
∞∑
ℓ=−∞
e−
pi
d
(ℓd−r)2 .
(42)
The finite counterpart of Ψ0 is the periodic function (1/N )g1, that is, the function
g : Z
√
δ −→ R, g(n√δ) = 1N
∞∑
ℓ=−∞
e−
pi
d
(ℓd+n)2
= 1N√d
∞∑
ℓ=−∞
e
2pii
d
ℓn e−
pi
d
ℓ2 .
(43)
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Figure 1. The functions g1, g1 (left) and g10, g10 (right) in the case d=21.
Theorem 2. For any n,m∈{−s,−s+1, ..., s−1, s} we have
1√
d
s∑
a=−s
g((n− a)√δ) g((m− a)√δ) = F[g2]((n−m)√δ). (44)
Proof. By using the definition of g we get
s∑
a=−s
g((n− a)√δ) g((m− a)√δ)= 1
dN 2
∞∑
r,t=−∞
s∑
a=−s
e−
2pii
d
a(r+t) e
2pii
d
(rn+tm)e−
pi
d
r2 e−
pi
d
t2
= 1N 2
∞∑
r=−∞
e
2pii
d
r(n−m)e−
pi
d
r2
∞∑
ℓ=−∞
e−
pi
d
(ℓd−r)2
= 1N 2
s∑
k=−s
∞∑
t=−∞
e
2pii
d
(td−k)(n−m)e−
pi
d
(td−k)2
∞∑
ℓ=−∞
e−
pi
d
(ℓd−td−k)2
= 1N 2
s∑
k=−s
e−
2pii
d
k(n−m) ∞∑
t=−∞
e−
pi
d
(td−k)2 ∞∑
ℓ=−∞
e−
pi
d
(ℓd−k)2
=
√
d F[g2]((n−m)√δ). 
5. Standard coherent states and a finite counterpart
The standard coherent states can be defined as the states
|α, β〉=D(α, β)Ψ0 with (α, β) ∈ R2. (45)
They satisfy in L2(R) the resolution of the identity
I =
1
2π
∫
R2
dα dβ |α, β〉〈α, β| (46)
that is, we have
|ψ〉 = 1
2π
∫
R2
dα dβ |α, β〉〈α, β|ψ〉 for any ψ ∈ L2(R).
For d=2s+1 large enough, the norm N of g1 satisfies the relation
N =
√∑
u∈Rd(g1(u))
2 ≈ 4
√
d
2
. (47)
For example, in the case d=21 we have (see Figure 1)
max
u∈Rd
|g1(u)−g1(u)| = 1.3 · 10−8 and N− 4
√
d
2
= 1.7 · 10−14.
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For d large enough we have
g(u) ≈ 4√δΨ0(u) for u∈Rd. (48)
The d2 states {|α, β〉
d
}(α,β)∈R2
d
, where
|α, β〉
d
=D(α, β)g with D(α, β)g(u)=e−
i
2
αβeiβug(u−α) (49)
that is, the states
|α, β〉
d
= e−
i
2
αβ
s∑
n=−s
ei
√
δβng(n
√
δ − α) |εn〉 (50)
satisfy the resolution of the identity in l2(Rd) [6, 20, 21]
I =
1
d
∑
(α,β)∈R2
d
|α, β〉
d d
〈α, β|. (51)
For any ϕ∈ l2(Rd) we have
|ϕ〉 = I|ϕ〉 = 1
d
∑
(α,β)∈R2
d
|α, β〉
d d
〈α, β|ϕ〉 (52)
and
||ϕ||2 = 1
d
∑
(α,β)∈R2
d
|
d
〈α, β|ϕ〉|2. (53)
The elements of the frame [3, 9] {|α, β〉
d
}(α,β)∈R2
d
, in general, are not orthogonal
d
〈α1, β1|α2, β2〉d=e
i
2
(α1β1−α2β2) ∑
u∈Rd
ei(β2−β1)u g(u−α1) g(u−α2). (54)
The finite frame {|α, β〉
d
}(α,β)∈R2
d
is a finite counterpart of the system of standard
coherent states {|α, β〉}(α,β)∈R2, and for d large enough we have
D(α, β)g(u) ≈ 4√δD(α, β)Ψ0(u) for almost all u∈Rd. (55)
The agreement is very good in the midle part of Rd, but some significant differences
may occur in the extreme parts (see Figure 2). In the particular case d= 21 we have
R21={n
√
δ | − 10 ≤ n ≤ 10} with δ = 2π/21. The values of
max
−8≤n≤8
∣∣∣D(α, β)g(n√δ)− 4√δD(α, β)Ψ0(n√δ)∣∣∣
in certain particular cases are presented in Table 1 . In the case (α, β) ∈ R2d, we consider
that the restriction of the function 4
√
δ |α, β〉 to Rd is almost identical to |α, β〉d. As
concern the Fourier transform
F|α, β〉 = | − β, α〉 and F|α, β〉
d
= | − β, α〉
d
. (56)
Since F is a unitary operator, we have
d
〈α1, β1|α2, β2〉d = d〈−β1, α1| − β2, α2〉d. (57)
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Table 1. Differences between continuous and discrete coherent states.
β=
√
δ β=3
√
δ β=6
√
δ β=9
√
δ
α=
√
δ 2.44895 · 10−10 2.44895 · 10−10 2.44894 · 10−10 2.43229 · 10−9
α=3
√
δ 1.76877 · 10−7 1.76877 · 10−7 1.76877 · 10−7 1.70238 · 10−7
α=6
√
δ 0.000364047 0.000364047 0.000364047 0.000364667
α=9
√
δ 0.0507198 0.0507198 0.0507199 0.0507748
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Figure 2. The real part (first line) and the imaginary part (second line) of |3√δ, 6√δ〉
versus |3√δ, 6√δ〉
21
(left) and |9√δ, 9√δ〉 versus |9√δ, 9√δ〉
21
(right).
6. Finite oscillator obtained by using finite difference operators
The Hamiltonian of the harmonic oscillator
Hˆ = −1
2
d2
dx2
+
1
2
x2 = −1
2
(D2 + FD2F+). (58)
satisfies the relation
FHˆ = HˆF (59)
and the system {Ψn}n∈N of Hermite-Gaussian functions
Ψn : R −→ R, Ψn(x) = 1√
n! 2n
√
π
Hn(x) e
− 1
2
x2 . (60)
denoted sometimes by {|n〉}n∈N, is a complete othonormal set of common eigenfunctions
〈n|k〉 = δnk, Hˆ|n〉=
(
n+ 1
2
) |n〉,
∞∑
n=0
|n〉〈n|=I, F|n〉 = (−i)n|n〉. (61)
The finite-difference operator D˜2, where
D˜2ϕ(x) = ϕ(x+ ǫ)− 2ϕ(x) + ϕ(x− ǫ)
ǫ2
(62)
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Figure 3. The eigenvalues of Hˆ and the eigenvalues of Hd and Hd in the case d=21.
is an approximation of D2, and for x = nǫ with ǫ = √δ we get
FD˜2F+ = 2d (cos 2πn
d
− 1) . (63)
The finite-difference Hamiltonian
Hd = D˜2 + FD˜2F+ (64)
commutes with the finite Fourier transform
FHd = HdF. (65)
By denoting ϕ[n] := ϕ(n
√
δ), the equation Hdϕ = λϕ becomes
ϕ[n+1]− 2ϕ[n] + ϕ[n−1] + 2 (cos 2πn
d
− 1)ϕ[n] = λϕ[n]. (66)
It is known [1] that the eigenvalues ofHd are distinct for odd d (see Figure 3). Therefore,
the eigenfunctions of Hd are at the same time eigenfunctions of F. The normalized
eigenfunctions hm of Hd, considered in the increasing order of the number of sign
alternations, satisfy the relation [1, 22]
Fhm = (−i)m hm (67)
and are called Harper functions. They correspond to the eigenvectors of the matrix(
2(cos 2πn
d
−2)δnm + δn,m+1 + δn,m−1 + δn,m−2s + δn,m+2s
)
−s≤n,m≤s (68)
and can be regarded as a finite version of Hermite-Gaussian functions Ψ0,Ψ1, ...,Ψd−1.
7. Finite oscillator obtained by using the finite frame quantization
The operator corresponding to the function
f : R2 −→ R, f(α, β) = α2+β2
2
(69)
through the coherent state quantization [7], namely,
Af =
1
2π
∫
R2
dα dβ α
2+β2
2
|α, β〉〈α, β| (70)
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is the Hamiltonian of a translated harmonic oscillator [7]
Af =
∞∑
n=0
(n+1) |n〉〈n| = −1
2
d2
dx2
+ 1
2
x2 + 1
2
= Hˆ + 1
2
. (71)
The relation
Hˆ = −1
2
+ 1
2π
∫
R2
dα dβ α
2+β2
2
|α, β〉〈α, β| (72)
can be regarded as an integral representation of the harmonic oscillator Hamiltonian.
The linear operator corresponding to the function
f :R2d−→R, f(α, β) = α
2+β2
2
(73)
through the finite frame quantization, namely,
Af : l
2(Rd) −→ l2(Rd), Af = 1d
∑
(α,β)∈R2
d
α2+β2
2
|α, β〉
d d
〈α, β|. (74)
can be regarded [6] as a finite counterpart of Af . The operator
Hd = Af − 1
2
(75)
is the Hamiltonian of a finite oscillator. We prove that, in a certain sense,
Hˆ= lim
d→∞
Hd. (76)
The improper integral
Af =
1
2π
∫
R2
dα dβ α
2+β2
2
|α, β〉〈α, β|
can be defined as the limit
Af= lim
d→∞
∫
Sd
dαdβ
α2+β2
2
|α, β〉〈α, β|
where Sd is the square
Sd =
[
−(s + 1
2
)
√
δ, (s+ 1
2
)
√
δ
]
×
[
−(s + 1
2
)
√
δ, (s+ 1
2
)
√
δ
]
.
By using a subdivison of Sd into d
2 squares of side
√
δ =
√
2π/d, we can write Af as a
limit of Riemann sums
Af =limd→∞ 12π
∑
(α,β)∈R2
d
2π
d
α2+β2
2
|α, β〉〈α, β|
=limd→∞ 1d
∑
(α,β)∈R2
d
α2+β2
2
|α, β〉〈α, β|.
For any ψ we have
|α, β〉〈α, β|ψ〉 = |α, β〉 ∫
R
D(α, β)Ψ0(x)ψ(x) dx
= limd→∞ |α, β〉
∫ (s+ 1
2
)
√
δ
−(s+ 1
2
)
√
δ
D(α, β)Ψ0(x)ψ(x) dx.
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By using a subdivision of the interval
[
−(s+ 1
2
)
√
δ, (s+ 1
2
)
√
δ
]
into d intervals of length√
δ and the relation (55) we get
|α, β〉〈α, β|ψ〉 = limd→∞ |α, β〉
∑
u∈Rd
√
δ D(α, β)Ψ0(u)ψ(u)
≈ limd→∞ 4
√
δ |α, β〉 ∑
u∈Rd
D(α, β)g(u)ψ(u)
= limd→∞ |α, β〉d d〈α, β|ψ〉.
Therefore, in a certain sense, we have
Af =limd→∞ 1d
∑
(α,β)∈R2
d
α2+β2
2
|α, β〉
d d
〈α, β|.
From the relation
〈ϕ|Af |ϕ〉 = 1d
∑
(α,β)∈R2
d
α2+β2
2
|
d
〈α, β|ϕ〉|2 ≥ 0 for ϕ∈ l2(Rd) (77)
it follows that the eigenvalues of Af are non-negative. The elements of the matrix
(〈εn|Hd|εm〉)−s≤n,m≤s of Hd in the basis {εn}sn=−s, namely,
〈εn|Hd|εm〉=−12δnm+ πd2
s∑
a,b=−s
(a2+b2) e
2pii
d
b(n−m)g((n− a)√δ) g((m− a)√δ) (78)
are real numbers described by periodic functions with respect to n and m and such that
〈εn|Hd|εm〉 = 〈εm|Hd|εn〉 = 〈ε−n|Hd|ε−m〉. (79)
If (v−s, v−s+1, ..., vs−1, vs) is an eigenvector of Hd corresponding to the eigenvalue λ then
s∑
m=−s
〈εn|Hd|εm〉 vm=λ vn for any n∈{−s,−s+1, ..., s−1, s}. (80)
This relation being equivalent to
s∑
m=−s
〈εn|Hd|εm〉 v¯m = λ v¯n for any n ∈ {−s,−s + 1, ..., s− 1, s}
we can choose a real eigenvector. But, by using (79) the relation (80) can be written as
s∑
m=−s
〈εn|Hd|εm〉 v−m = λ v−n for any n ∈ {−s,−s + 1, ..., s− 1, s}.
and this is possible only in the cases
(vs, vs−1, ..., v−s+1, v−s) = ±(v−s, v−s+1, ..., vs−1, vs).
Therefore any eigenfunction of Hd is either an even function or an odd one. By using
some results concerning the centrosymmetric matrices [13], one can prove thatHd admits
s even and s+1 odd eigenfunctions.
The relation (42) and Theorem 2 allows us to write the diagonal elements as
〈εn|Hd|εn〉 = −12 + πd s(s+1)3 + πd
s∑
a=−s
a2 g2((n− a)√δ) (81)
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and the non-diagonal elements as
〈εn|Hd|εm〉 = 12 F[q2](n−m) F[g2]((n−m)
√
δ). (82)
Particularly, we have
trHd = −d2 + 2π s(s+1)3 . (83)
Numerically one can check (see Figure 3) that the eigenvalues of Hd are distinct and
have the tendency to become 1
2
, 1
2
+1, 1
2
+2, ..., 1
2
+d−1, for large d. Since
d−1∑
n=0
(
1
2
+n
)
= d
2
2
(84)
one can remark that
lim
d→∞
trHd∑d−1
n=0
(
1
2
+n
) = π
3
≈ 1.0472. (85)
Theorem 3. The matrix (〈εn|Af |εm〉)−s≤n,m≤s of Af =Hd+ 12 in the basis {εn}sn=−s is
Af =


ωs τ1 τ2 . . . τs−1 τs τs . . . τ2 τ1
τ1 ωs−1 τ1 . . . τs−2 τs−1 τs . . . τ3 τ2
τ2 τ1 ωs−2 . . . τs−3 τs−2 τs−1 . . . τ4 τ3
...
...
...
. . .
...
...
...
...
...
...
τs−1 τs−2 τs−3 . . . ω1 τ1 τ2 . . . τs τs
τs τs−1 τs−2 . . . τ1 ω0 τ1 . . . τs−1 τs
τs τs τs−1 . . . τ2 τ1 ω1 . . . τs−2 τs−1
...
...
...
...
...
...
...
. . .
...
...
τ2 τ3 τ4 . . . τs τs−1 τs−2 . . . ωs−1 τ1
τ1 τ2 τ3 . . . τs τs τs−1 . . . τ1 ωs


(86)
where
τk=
1
2
√
d
F[q2∗g2](k√δ) and ωk=τ0+ 12(q2∗g2)(k
√
δ). (87)
Proof. The diagonal elements depend only on |n| and the non-diagonal elements only
on |n−m| (see Figure 4). The relations (87) follow from (81), (82) and
τ0=
1
2d
s∑
n=−s
(q2∗g2)(n√δ)= π
d2
s∑
n,k=−s
k2 g2((n− k)√δ)= π
d2
s∑
k=−s
k2 = π
d
s(s+1)
3
. 
The circulant matrix
Td=(τn−m)−s≤n,m≤s =


τ0 τ1 τ2 . . . τ2 τ1
τ1 τ0 τ1 . . . τ3 τ2
τ2 τ1 τ0 . . . τ4 τ3
...
...
...
. . .
...
...
τ2 τ3 τ4 . . . τ0 τ1
τ1 τ2 τ3 . . . τ1 τ0


(88)
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Figure 4. The convolution q2∗g2 (left) and its Fourier transform F[q2∗g2] (right).
has the eigenvalues [8]
s∑
n=−s
τn e
2pii
d
kn = 1
2
(q2∗g2)(k√δ) with k∈{−s,−s+1, ..., s−1, s} (89)
and satisfies the relation
Td = F
+DfF (90)
where Df is the diagonal matrix
Df=diag
(
1
2
(q2∗g2)(−s√δ), 1
2
(q2∗g2)((−s+1)√δ), ..., 1
2
(q2∗g2)(s√δ)
)
. (91)
The matrix of Hd in the basis {εn}sn=−s can be written as
Hd = −12 +Df + F+DfF. (92)
Up to a translation, it is similar to the matrix of 1
2
(P2+Q2) which can be written as
1
2
(P2+Q2) = D+ F+DF. (93)
by using the diagonal matrix
D=diag
(
1
2
q2(−s√δ), 1
2
q2((−s+1)√δ), ..., 1
2
q2(s
√
δ)
)
. (94)
Since F|α, β〉
d
= | − β, α〉
d
, the mean value of Hd in the state |α, β〉d is
d
〈α, β|Hd|α, β〉d=−
1
2
+
1
2
∑
u∈Rd
(q2∗g2)(u) (g2(u−α)+g2(u−β)) . (95)
The circulant matrix with the equidistant eigenvalues 1, 2, 3, ..., d is
Cd= F
+diag(1, 2, ..., d)F =(cn−m)−s≤n,m≤s (96)
where
ck =
1
d
s∑
n=−s
n e
2pii
d
kn =


d+1
2
for k ∈ dZ
e
2pii
d
k
e
2pii
d
k−1
for k 6∈ dZ.
(97)
Wielandt-Hoffman theorem [8] admits as a direct consequence the following result.
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Theorem 4.[8] Given two Hermitian matrices A = (aij)1≤i,j≤d and B = (bij)1≤i,j≤d with
eigenvalues αn and βn in nondecreasing order, respectively, then
1
d
d∑
k=1
|αk − βk| ≤ ||A− B||. (98)
In view of this theorem, the eigenvalues λ1, λ2, ... , λd of Af considered in a
nondecreasing order satisfy the relation
1
d
d∑
n=1
|n− λn| ≤
(
d−1∑
k=1
|τk−ck|2 + 1d
s∑
k=−s
|ωk − c0|2
) 1
2
. (99)
Numerically one can check (see Figure 3) that λ1, λ2, ... , λd have the tendency to
become 1, 2, ... , d, for large d.
Theorem 5. The Hamiltonian Hd is Fourier invariant
FHd = HdF. (100)
Proof. By using the relation (56) we get
FHdF
+= −1
2
+ 1
d
∑
(α,β)∈R2
d
α2+β2
2
F|α, β〉
d d
〈α, β|F+
= −1
2
+ 1
d
∑
(α,β)∈R2
d
α2+β2
2
| − β, α〉
d d
〈−β, α| = Hd. 
One can check that the normalized eigenfunctions f0, f1, ..., fd−1 of Hd, considered
in the increasing order of the number of sign alternations, satisfy the relation
F fm = (−i)m fm (101)
and approximate the Hermite-Gaussian functions Ψm better than the Harper functions
hm. By denoting
∆(m) = max
u∈Rd
|fm(u)− 4
√
δΨm(u)|
∆H(m) = max
u∈Rd
|hm(u)− 4
√
δΨm(u)| (102)
we have (see Figure 5)
∆(m) < ∆H(m) for almost all m∈{0, 1, 2, ..., d−1}. (103)
8. A finite counterpart of the raising operator
The operator corresponding through the coherent state quantization to the function
R2 −→ C : (α, β) 7→ α−iβ√
2
(104)
is the usual raising operator [7]
1
2π
∫
R2
dα dβ α−iβ√
2
|α, β〉〈α, β| = a+ (105)
satisfying the relations
a+Ψn =
√
n+1Ψn+1 and Ψn =
1√
n!
(a+)nΨ0. (106)
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Figure 5. The values of ∆(m) (rhombs), ∆H(m) (bullets), ∆M (m) (squares) and
∆R(m) (triangles) in the case d=21.
By using the finite frame quantization we define a finite counterpart of a+, namely,
a+d : l
2(Rd) −→ l2(Rd), a+d = 1d
∑
(α,β)∈R2
d
α−iβ√
2
|α, β〉
d d
〈α, β|. (107)
The elements of the matrix
(〈εn|a+d |εm〉)−s≤n,m≤s of a+d in the basis {εn}sn=−s, namely,
〈εn|a+d |εm〉= 1d
√
π
d
s∑
a,b=−s
(a−ib) e 2piid b(n−m)g((n− a)√δ) g((m− a)√δ) (108)
are real numbers described by periodic functions with respect to n and m and such that
〈εn|a+d |εm〉 = −〈ε−n|a+d |ε−m〉. (109)
The functions f˜0, f˜1, ... , f˜d−1 defined by the relation
f˜n =
1√
n!
(a+d )
ng (110)
can be regarded as a finite counterpart of the Hermite-Gaussian functions. They satisfy
the recurrence relation
a+d f˜n =
√
n+1 f˜n+1. (111)
9. A discrete fractional Fourier transform
The continuous Fourier transform satisfies the relation
F [ψ](x) = F
[ ∞∑
m=0
〈Ψm, ψ〉Ψm
]
(x) =
∞∑
m=0
〈Ψm, ψ〉 F [Ψm](x)
=
∞∑
m=0
(−i)mΨm(x)
∫∞
−∞Ψm(x
′)ψ(x′) dx′
=
∫∞
−∞
[ ∞∑
m=0
e−
pii
2
mΨm(x) Ψm(x
′)
]
ψ(x′) dx′
(112)
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and the usual αth-order continuous fractional Fourier transform is defined as
Fα[ψ](x) =
∫ ∞
−∞
[ ∞∑
m=0
e−
pii
2
mαΨm(x) Ψm(x
′)
]
ψ(x′) dx′. (113)
The finite Fourier transform l2(Rd) −→ l2(Rd) : ϕ 7→ F[ϕ] satisfies the relation
F[ϕ](u) = F
[
d−1∑
m=0
〈hm, ϕ〉hm
]
(u) =
d−1∑
m=0
〈hm, ϕ〉F[hm](u)
=
d−1∑
m=0
(−i)m hm(x)
∑
v∈Rd
hm(v)ϕ(v)
=
∑
v∈Rd
[
d−1∑
m=0
e−
pii
2
m hm(u)hm(v)
]
ϕ(v).
(114)
and the transformation
l2(Rd) −→ l2(Rd) : ϕ 7→ FαH [ϕ]
where
FαH [ϕ](u) =
∑
v∈Rd
[
d−1∑
m=0
e−
pii
2
mα hm(u)hm(v)
]
ϕ(v) (115)
is called a discrete fractional Fourier transform. It is a unitary transformation
FαH (F
α
H)
+ = (FαH)
+ FαH = I (116)
and satisfies the relations
F0H = I, F
1
H = F and F
α
H F
β
H = F
α+β
H . (117)
10. An alternative discrete fractional Fourier transform
The finite Fourier transform l2(Rd) −→ l2(Rd) : ϕ 7→ F[ϕ] satisfies the relation
F[ϕ](u) =
∑
v∈Rd
[
d−1∑
m=0
e−
pii
2
m fm(u) fm(v)
]
ϕ(v) (118)
and the transformation
l2(Rd) −→ l2(Rd) : ϕ 7→ Fα[ϕ]
where
Fα[ϕ](u) =
∑
v∈Rd
[
d−1∑
m=0
e−
pii
2
mα fm(u) fm(v)
]
ϕ(v) (119)
is also a discrete fractional Fourier transform. It is a unitary transformation
Fα (Fα)+ = (Fα)+ Fα = I (120)
and satisfies the relations
F0 = I, F1 = F and FαFβ = Fα+β . (121)
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Figure 6. The real part (left hand side) and the imaginary part (right hand side) of
the 0.5-th order fractional Fourier transform of the Gaussian g10 and of its discrete
counterpart g10 computed by using the definition based on the Harper functions (first
line) and the proposed definition (second line).
The discrete fractional Fourier transform computed by using our definition (119),
generally, approximates the corresponding continuous fractional Fourier transform
better than the discrete fractional transformation computed by using the definition
(115) based on the Harper functions. For example, in the case d = 21, the discrete
counterpart of the Gaussian
g10 : R −→ R, g10(x) = e−5x2 (122)
is the periodic function (see Figure 1)
g10 : Z
√
δ −→ R, g10(n
√
δ) =
∞∑
ℓ=−∞
e−
10pi
21
(21 ℓ+n)2 . (123)
In Figure 6 we present the graphs of the real and imaginary part of Fα[g10] superposed
on the corresponding graphs of FαH [g10] (first line) and F
α[g10] (second line). In Figure
7 we compare the 0.5-th order fractional Fourier transforms of the rectangular function
ψ : R −→ R, ψ(x) =
{
1 for x ∈ [−√δ,√δ]
0 for x 6∈ [−√δ,√δ] (124)
and of its discrete counterpart
ϕ : R21 −→ R, ϕ(x) =
{
1 for x ∈ {−√δ, 0,√δ}
0 for x 6∈ {−√δ, 0,√δ} (125)
computed by using the definition based on the Harper functions and our definition.
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Figure 7. The real part (left hand side) and the imaginary part (right hand side) of
the 0.5-th order fractional Fourier transform of the rectangular function (124) and of
its discrete counterpart (125) computed by using the definition based on the Harper
functions (first line) and the proposed definition (second line).
11. Concluding remarks
In the case of a particle moving along a line, the momentum operator admits the
differential representation
pˆ = −i d
dq
(126)
as well as the integral representation
(pˆψ)(q) =
1
2π
∫
R2
x eixy ψ(q − y)dx dy (127)
equivalent to pˆ = F+qˆF . In the case of a quantum system with finite-dimensional
Hilbert space, the definition of the momentum operator is obtained by starting from the
integral representation, and not as finite difference operator.
The Hamiltonian of the harmonic oscillator admits the differential representation
Hˆ = −1
2
d2
dx2
+
1
2
x2 (128)
as well as the integral representation
Hˆ = −1
2
+ 1
2π
∫
R2
dα dβ α
2+β2
2
|α, β〉〈α, β|. (129)
A finite counterpart is usually obtained by using a difference operator instead of the
differential operator. We think that, generally, the integral representations behave better
than the differential representations when we have to define finite versions. The finite
frame quantization is a finite counterpart of the coherent state quantization, and we have
used it in order to define a finite oscillator by starting from the integral representation
Finite oscillator 20
(129). We belive that it approximates the harmonic oscillator better than the finite
version based on the use of finite difference operators (see relation (85), Figure 3 and
Figure 5).
There exists several systems of functions which can be regarded as a finite
counterpart of the Hermite-Gauss functions. Among them there are the Mehta functions
Φm(n) =
∞∑
ℓ=−∞
Ψm
(
(ℓd+ n)
√
δ
)
(130)
the Harper functions {hm}, and our systems of functions {fm} and {f˜m}. In Figure 5
these systems are compared with the Hermite-Gauss functions by using the notations
(102) and
∆M (m) = max
u∈Rd
|Φm(u)− 4
√
δΨm(u)|
∆R(m) = max
u∈Rd
|f˜m(u)− 4
√
δΨm(u)|. (131)
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