to the simple roots α i generates a finite reflection group W. The pair (W, S) is a Coxeter system; the Coxeter group W naturally acts on the set of roots Φ.
Let us temporarily assume that the root system Φ is irreducible. Let I = I + ∪ I − be a decomposition of I such that the sets I + and I − are disjoint, and each of them labels a totally disconnected set of vertices in the Coxeter diagram of Φ.
The ground set for the cluster complex ∆(Φ) is the set
of almost positive roots. We define the involutions τ ± : Φ ≥−1 → Φ ≥−1 by
2)
for ε ∈ {+, −}. The product R = τ − τ + can be viewed as a deformation of the Coxeter element in W. We denote by R the cyclic group generated by R.
Let h denote the Coxeter number of W and let w • be the longest element of W. 
These intersections are precisely the −w • -orbits in (−Π).
The following theorem is a reformulation of results in [13, Section 3.1].
Theorem 2.2.
There is a unique symmetric binary relation on Φ ≥−1 (called "compatibility") such that (i) α and β are compatible if and only if R(α) and R(β) are compatible;
(ii) a negative simple root −α i is compatible with a positive root β if and only if the simple root expansion of β does not involve α i .
Following [13, page 983], we define the cluster complex ∆(Φ) (of type Φ) as the clique complex for the compatibility relation. That is, a subset of roots in Φ ≥−1 forms a simplex in ∆(Φ) if and only if every pair of roots in this subset is compatible.
If Φ is reducible, with irreducible components Φ 1 , . . . , Φ l , then
(disjoint union). We declare two roots in Φ ≥−1 compatible if and only if they either belong to different components or belong to the same component and are compatible within it. Thus, the simplicial complex ∆(Φ) is the join of the complexes ∆(Φ j ).
The simplicial complex ∆(Φ) is homeomorphic to a sphere [13] . Moreover, it can be explicitly realized as a boundary of a convex polytope [9] , a polar dual to the (simple)
generalized associahedron of type Φ. This is why ∆(Φ) is sometimes referred to as the simplicial generalized associahedron (of type Φ).
By [14, Theorem 1.13] , the definition of ∆(Φ) given above is equivalent to the algebraic definition [14] of a cluster complex for a cluster algebra of finite type. Although inspired by cluster algebra theory, this paper does not rely on any of its results (cf.
Remark 3.13).
Generalized cluster complexes
Let m be a nonnegative integer. In this section, we define and begin to study the main object of this paper, the generalized cluster complex ∆ m (Φ) The simplicial complex ∆ m (Φ) is defined using the binary compatibility relation on Φ m ≥−1 . This relation can be defined in (at least) two different ways, which we will now describe. As in the non-colored (m = 1) case, we assume that Φ is irreducible, since the reducible case can be obtained by taking joins.
For a root β ∈ Φ ≥−1 , let d(β) denote the smallest d such that
is a negative root. In particular, d(β) = 0 if β is negative simple. Proof. The proof is immediate from Definition 3.1 and the symmetry of the compatibility relation on Φ ≥−1 .
We next define R m , the m-analogue of R, and prove an m-analogue of Theorem 2.2. Proof. The proof follows directly from Theorem 3.4. consists of all roots in Φ whose simple root expansion does not involve α i .
The compatibility relation is preserved under restriction to a parabolic subsystem. The proof of Theorem 3.7 is given in Section 7 using the classification of finite Coxeter groups together with the combinatorial models for generalized cluster complexes of types ABD presented in Section 5. If Φ is irreducible, Corollary 3.5 implies that the complex ∆ m (Φ) is invariant, up to an isomorphism, under interchanging τ + and τ − . If Φ is reducible,
is, by design, the join of the complexes ∆ m (Φ j ).
As in the non-colored case, all maximal simplices of ∆ m (Φ) have cardinality n.
Theorem 3.9. The simplicial complex ∆ m (Φ) is pure of dimension n − 1.
Proof. Let F be a maximal face of ∆ m (Φ) and let α k be a colored root in F. Choose i so
and these roots form a maximal face F in ∆ m (Φ i ). (Here we use Theorem 3.7.) By induction, this simplex is of dimension n − 2, so F is of dimension n − 1. The base of the induction (n = 1) is trivial (cf. Example 4.3 below). Proof. Let F be a codimension 1 face of ∆ m (Φ) and let α k , i, α , F , and F be defined as in the proof of Theorem 3.9. Then F is a codimension 1 face of ∆ m (Φ i ), which by induction is contained in exactly m + 1 faces of maximal dimension. Adjoining (α ) 1 to each of these faces and applying R −i m , one obtains all maximal faces containing F.
Proposition 3.11. The link of any face in ∆ m (Φ) is isomorphic to a join of generalized cluster complexes of the form ∆ m (Φ J ), for some irreducible parabolic root subsystems
Proof. It is enough to verify the statement for links of vertices. Applying R m to a vertex until it becomes a negative simple root, the statement follows.
Remark 3.12. Assume that Φ is a crystallographic root system, and let Φ ∨ be the root system dual to Φ. Remark 3.13. It would be very interesting to find a generalization of the notion of a cluster complex of a cluster algebra of finite type (as defined in [14] ) that would yield the complexes ∆ m (Φ). This might also lead to an extension of the concept to infinite types.
Examples
Here we illustrate the definition of a generalized cluster complex (see Definition 3.8) by considering the special cases where m ≤ 1 or n ≤ 2.
Example 4.1 (m = 0). The ground set of ∆ 0 (Φ) consists of the n negative simple roots in Φ. Any two such roots are compatible. Hence,
is the cluster complex of (finite) type Φ.
In particular, in type A n we obtain Stasheff's associahedron, while in type B n /C n we get the Bott-Taubes' cyclohedron. See [12, 13] or Section 5 below for further details. Example 4.4 (n = 2). Let Φ be a root system of type I 2 (a).
is an (m+1)-regular graph on am+2 vertices. with increasing m (cf. Corollary 3.6). The simple roots are α 1 and α 2 , with I + = {1} and I − = {2}. The other two roots are denoted by β 1 = 2α 1 + α 2 and β 2 = α 1 + α 2 . The black edges are the edges of ∆ 1 (B 2 ), the black and dark-gray edges form ∆ 2 (B 2 ), and the edges of all colors form ∆ 3 (B 2 ). The map R m acts by a 2π/7 counterclockwise rotation of this picture. In general, the graph ∆ m (I 2 (a)) can be constructed in the plane as follows. Take the vertex set to be the integers modulo (am + 2), identified with the vertices of a regular (am + 2)-gon so that the sequence 0, 1, 2, . . . lists them in clockwise order. For a odd, the edge set has (am + 2)-fold rotational symmetry and connects each vertex v to the m + 1 vertices of the form v + ((a + 1)/2)m + j, for j = 0, . . . , m. Remark 4.5. In the special case n = m = 2, the complex ∆ 2 (I 2 (a)) can be obtained from the boundary of a regular (2a + 2)-gon by adding an edge connecting every pair of antipodal vertices, as illustrated in Figure 4 .4. Thus, ∆ 2 (I 2 (a)) is the 1-skeleton of a polygonal subdivision of RP 2 . It would be interesting to determine which complexes ∆ m (Φ)
(perhaps all of them?) can be realized as skeleta of polyhedral (n + m − 2)-dimensional manifolds.
The classical types
In this section, we describe combinatorial models realizing the generalized cluster complexes ∆ m (Φ) for the classical types A n , B n /C n , and D n . Each of these models is constructed in terms of collections of nonintersecting diagonals in a certain convex polygon. For the types A n and B n , we rediscover the constructions given earlier by Tzanaki [29] . The type-A n construction was inspired by the paper [22] by Przytycki and Sikora.
Type A n
It is easy to see that a convex polygon P with N vertices can be dissected into (convex) (m + 2)-gons by pairwise noncrossing diagonals if and only if N ≡ 2 mod m. (Here and in what follows, "noncrossing" means that diagonals have no common points in the interior of P.) Let P be a convex polygon with (n + 1)m + 2 vertices. To simplify descriptions, we take P to be regular. A diagonal of P is called m-allowable if it cuts P into two polygons each of which can be dissected into (m + 2)-gons. That is, an m-allowable diagonal is a line segment which connects two vertices and extends to a line which partitions the remaining vertices into two nonempty sets, each of which has cardinality divisible by m.
Let us now define a simplicial complex ∆(m, n) on the set of all m-allowable diagonals in P. Such diagonals form a simplex in ∆(m, n) if and only if they are pairwise noncrossing. The complex ∆(m, n) is easily seen to be pure, with maximal simplices formed by n-tuples of diagonals that cut P into (m + 2)-gons.
We now construct an isomorphism between ∆(m, n) and the generalized cluster complex ∆ m (Φ) for a root system Φ of type A n . Under the isomorphism, R m will correspond to a clockwise rotation of P taking P 2 to P 1 , and so forth. To avoid additional notation, we refer to this clockwise rotation as R m while defining the isomorphism.
We use the standard labeling of the simple roots in Φ (see, e.g., [6] ) and take I + to be the odd indices. Let P 1 , P 2 , . . . , P (n+1)m+2 be the vertices of P, labeled counterclockwise. For 1 ≤ i ≤ (n+1)/2, identify the negative simple root −α 2i−1 with the diagonal of P connecting P (i−1)m+1 to P (n+1−i)m+2 . For 1 ≤ i ≤ n/2, identify −α 2i with the diagonal connecting P im+1 to P (n+1−i)m+2 . Collectively, these n diagonals (each of them m-allowable)
form what we call the m-snake (cf. [13, For m = 1, this construction specializes to one of the common definitions of the n-dimensional cyclohedron, or Bott-Taubes polytope (see, e.g., [12, 13] and references therein).
Type
In order to describe an isomorphism between this complex and ∆ m (B n ), we relate the former to ∆(m, n). Label the simple roots α 1 , . . . , α n so that α n is the only simple root in its W-orbit. The negative simple roots correspond to the orbits, under central symmetry, of the diagonals on the m-snake of type A 2n−1 (see Section 5.1). If β 1 , . . . , β 2n−1 are the simple roots of A 2n−1 , then −α i is encoded by the pair of diagonals corresponding to −β i and −β 2n−i , for 1 ≤ i ≤ n − 1, while −α n is encoded by the diameter corresponding to −β n .
The positive roots of B n can be divided into three categories:
A colored positive root α k for α in category (I) is encoded by the pair consisting of
For α in category (III), α k is encoded by the diagonal corresponding to (
Type D n
Let P be a regular polygon with 2(n − 1)m + 2 vertices. The vertices in the combinatorial realization of ∆ m (D n ) fall into two groups. The vertices in the first group correspond one-to-one to pairs of distinct nondiameter m-allowable diagonals in P related by a halfturn. In the second group, each vertex is indexed by a diameter of P, together with one of two flavors, which we will call "dashed" and "gray," and picture accordingly. Thus, each diameter occurs twice, in each of the two flavors. We label the vertices of P counterclockwise:
We call [P 1 , −P 1 ] the primary diameter. By construction, the map R m acts by rotating P 2 clockwise to P 1 and switching the flavor of certain diameters. Specifically, R m preserves flavor when applied to a diameter of the form The dashed copy of the diameter corresponding to −β n encodes −α n−1 , while −α n is encoded by the gray diameter corresponding to −β n . We label the vertices of P so that this is the primary diameter [
The positive roots of D n can be divided into two categories:
A colored positive root α k for α in category (I) is encoded by the pair consisting of the diagonal for (
For α in category (II), α k is encoded by the diagonal corresponding to (
Remark 5.1. In types A n and B n , the combinatorial models for the complex ∆ m (Φ) presented in Sections 5.1 and 5.2 describe this complex as a subcomplex of the ordinary cluster complex ∆(Ψ) for a larger root system Ψ of type A nm+m−1 or B nm , respectively. It is not clear whether such an embedding exists for the type D n .
Proof of Theorem 3.4
The proof makes use of the following results, which can be extracted from [13] .
Lemma 6.1.
(1) Each R-orbit in Φ ≥−1 either has size h + 2 and contains two negative simple roots or has size (h + 2)/2 and contains one negative simple root.
(2) If h is even, then for every orbit of size h + 2, the two negative simple roots are placed symmetrically in the orbit. That is, applying R to one of the negative simple roots (h + 2)/2 times yields the other negative simple root.
(3) If h is odd, then necessarily all R-orbits have size h + 2. The two negative simple roots in each orbit are placed so that applying R to one of the negative simple roots (h + 3)/2 times yields the other negative simple root. Then applying R an additional (h + 1)/2 times yields the original negative simple root. 
if and only if R(α) is compatible with β, and this is exactly the requirement for α k to be compatible with β l .
For k < l = m there are two cases:
then α k is compatible with β l if and only if α is compatible with β. 
1 if and only if α and R(β) are compatible.
If both α and β are negative simple, then 
1 if and only if R(α) and R(β) are compatible, and (i) follows by R-invariance. We now assume l < m. Proof. The proof is immediate from Lemma 2.1 and Definition 3.3.
It follows from Lemma 6.2 that conditions (i) and (ii) uniquely define the com-
7 Proof of Theorem 3.7
Type A n
It is sufficient to treat the case
The diagonal D dissects P into two polygons P <i and P >i . The remaining negative simple roots (besides −α i ) form two m-snakes, one in each of the two polygons.
The diagonal corresponding to a colored positive root α k ij is uniquely determined as the kth (in clockwise order) of the exactly m diagonals which intersect the diagonals for −α i , −α i+1 , . . . , α j and no other diagonals in the m-snake. Thus the correspondence between (Φ i ) m ≥−1 and the diagonals in the polygons P <i and P >i is identical to the correspondence between colored roots α k ∈ Φ m ≥−1 with α ∈ Φ i and diagonals in P.
Type B n
Theorem 3.7 for Φ of type B n follows easily from the type-A 2n−1 case by identifying parabolic root subsystems of B n with parabolic root subsystems of A 2n−1 which are fixed by the involution β i → β 2n−i .
Type D n
Again, it suffices to consider the case J = i . First, assume that i ∈ {n − 1, n}. By Theorem
≥−1 has α ∈ Φ i if and only if the corresponding diameter or diagonal pair in P does not intersect the diagonal pair {D, D } corresponding to (−α i )
1 . These two diagonals dissect P into three polygons, one of which is centrally symmetric and two of which are related to each other by central symmetry. The proposition follows in this case by an argument analogous to the type A n case.
By symmetry, we need only consider one additional case: i = n. The colored almost positive roots compatible with −α n correspond to the dashed primary diameter, all gray nonprimary diameters, and all pairs of diagonals which do not intersect the primary diameter. The parabolic root subsystem Φ i is of type A n−1 . We will realize ∆ m (Φ i ) as the complex of noncrossing m-allowable diagonals in a convex polygon P with the vertices
in counterclockwise order. The vertices P i are vertices of P and the vertices Q i are new.
For a diagonal pair {D, D } in P which does not intersect the primary diameter, exactly one of the diagonals D and D connects vertices in {P 1 , P 2 , . . . , P (n−1)m+1 , −P 1 }, and is therefore a diagonal in P . The dashed primary diameter of P corresponds to the diag-
The correspondence between gray diameters in P and the remaining diagonals of P is as follows. The gray diameter It is immediate that if two diagonal pairs in P do not intersect the primary diameter, then they intersect each other if and only if the corresponding diagonals in P intersect each other. It is also immediate that a diagonal pair in P that does not intersect the primary diameter intersects a gray diameter in P if and only if the corresponding diagonals in P intersect each other. Intersections with the dashed primary diameter of P also correspond to intersections with the diagonal [P 1 , −P 1 ] in P . One can check that for 1 < i < j < (n − 1)m + 1, a gray diameter [P i , −P i ] is compatible with a gray diameter [P j , −P j ] if and only if the fractional part of (i − 2)/m is greater than or equal to the fractional part of (j−2)/m. This is exactly the requirement that
intersect. Thus our correspondence also maps the compatibility relation among diameters and m-allowable diagonal pairs in P compatible with the gray primary diameter to the compatibility relation among m-allowable diagonals of P .
It remains to verify that the process of mapping from (Φ i ) m ≥−1 to diagonal pairs and flavored diameters in P, then mapping to diagonals in P , produces the same result as the process of mapping directly from (Φ i ) m ≥−1 to diagonals in P by the type A n−1 construction. This is a straightforward check.
Exceptional types
For all exceptional types (including the noncrystallographic ones), Theorem 3.7 was checked with the help of a computer. In Definition 3.1, the compatibility of α k and β l depends on the comparison between k and l but not on the actual values of k and l. Thus, it is sufficient to check the theorem in the case m = 2, so that in particular for each type the theorem reduces to a finite computation.
Dihedral types I 2 (a)
In this case, the statement is trivial (cf. Examples 4.3 and 4.4).
Face numbers
In this section, we enumerate the faces of various dimensions in the generalized cluster complexes ∆ m (Φ). Let f k (Φ, m) denote the kth face number ∆ m (Φ) or, more precisely, the
Example 8.1 (n = 1). In view of Example 4.3, we have
The face numbers f k (Φ, m) satisfy the following recurrences which generalize 
In particular, 
to the count (per negative simple root (−α) 1 ), implying (8.5).
It follows from (8.5) by induction on m that f k (Φ, m) is a polynomial in m of degree k. In this section, we calculate these polynomials for all irreducible root systems Φ.
(The formulas for reducible cases follow at once.) It turns out that, with a single exception of f 4 (E 8 , m), the face numbers f k (Φ, m) factor over the rationals into linear factors.
We present the special case k = n first.
For the rest of this section, we assume that the root system Φ is irreducible. Let e 1 , . . . , e n be the exponents of Φ. The product appearing in the right-hand side of (8.8) comes up in a variety of contexts related to the combinatorics of the root system Φ, the corresponding Coxeter group W, and associated Lie algebras and Lie groups. We refer the reader to [2] and references therein; see also the discussion in Section 10 below.
One would hope for a uniform formula for the face numbers in the spirit of (8.8).
This does not quite happen. The factorization of f k (Φ, m) into irreducible polynomials in 
m yields a subset of the factors appearing on the right-hand side of (8.8) together with, in types D n (n ≥ 4), E 6 , E 7 , E 8 , F 4 , and H 4 , one additional "mysterious" factor, which we denote by c f (Φ, k, m). We emphasize that c f (Φ, k, m) is not a "fudge factor" needed to force our formulas to look like (8.8). Rather, it is forced upon us by the unique factorizations of the polynomials f k (Φ, m) into irreducibles.
Theorem 8.5. The face numbers of the generalized cluster complex ∆ m (Φ) for an irreducible root system Φ are given by
Here, the "levels" of exponents e i are defined in Table 8 .1, with each column showing the exponents of appropriate type, each of them placed in the row corresponding to its level.
The factor c f (Φ, k, m) is a polynomial in m given as follows: (i) in types A n , B n , H 3 , and I 2 (m), the factor is c f (Φ, k, m) = 1;
, and H 4 , the factors c f (Φ, k, m) are shown in Table 8 .2. 
In particular, for the classical types A n , B n , and D n , the face numbers are given by
The type A n case of Theorem 8.5 is due to Przytycki and Sikora [22] . The type B n case is due to Tzanaki [29] . The formula (8.13) appeared in [30] in connection with a simplicial complex nonisomorphic to ∆ m (D n ).
For comparison, Table 8 .2 also includes the factors c f (Φ, k, m) for the type D 8 .
The constant term of the factor c f (Φ, k, m) as a polynomial in m is always 1. The degree of c f (Φ, k, m) is equal to k minus the number of exponents at levels ≤ k. This degree is ≤ 1 (i.e., c f (Φ, k, m) equals 1 or is linear) in every case except for c f (E 8 , 4, m), which is quadratic in m.
We call the face numbers f k (A n , m) for the generalized cluster complex of type A n the Przytycki-Sikora numbers. Thus, f k (A n , m) is the number of k-tuples of pairwisenoncrossing diagonals that dissect a given convex ((n + 1)m + 2)-gon P into smaller
The Przytycki-Sikora numbers (8.11) generalize both the Fuss numbers 14) which count the maximal simplices in ∆ m (A n ), and the Kirkman-Cayley numbers The Przytycki-Sikora numbers have interpretations in most of these contexts. It would be interesting to find analogues of these interpretations for other classical types (or even arbitrary finite types). Proof. The number of diameters in P is nm + 1. By formula (8.11), the number of kelement simplices in ∆ m (B n ) which include a diameter is equal to
as claimed.
Since uniformly at random. Then the probability that it is a diameter is equal to 1/n.
It would be interesting to find a direct probabilistic proof of Corollary 8.7, leading to a simpler proof of (8.12). The proofs for the types A n and B n given in [22, 29] are combinatorial (bijective).
Rather than deducing (8.11) and (8.12) directly from the recurrences in Proposition 8.3, those proofs proceed by establishing bijections with combinatorial objects that are easily enumerated by the right-hand-sides of (8.11) and (8.12). Our proof for the type D n presented below is combinatorial as well.
Type D n
This is the hardest case. The proof given here relies in large part on ideas developed by
Tzanaki in an earlier analysis [30] of an alternative type-D analogue of ∆(m, n).
We will work with the combinatorial model of ∆ m (D n ) described in Section 5.3.
We first define, for each diameter or diagonal pair, a starting vertex. For a diameter, the starting vertex is always the positive vertex (i.e., P l as opposed to −P l ). A diagonal pair has four vertices, and the starting vertex is the unique vertex which is positive and from which one can travel along a diagonal in the pair while keeping the center of P on the left. We will need the following lemma about the maximal faces of ∆ m (D n ) which consist entirely of diameters.
Lemma 9.1. For n > 2, given n diameters of P, the following are equivalent. If these conditions hold, then there are exactly two ways to assign flavors to the diameters so that they are pairwise compatible. These two ways of assigning flavors are related by switching the flavor of each of the n diameters.
Proof. First consider the case a 1 = 1, so that one of these diameters is primary. All of the diameters must be of the same flavor if they are all to be compatible with a diameter in primary position. Take any two of the diameters not in primary position and let i and k be the indices of their starting vertices, with i < k. Then the two (same-flavored) diameters are compatible if and only if when [P i , −P i ] is moved to the primary position by R m and R m is applied to [P j , −P j ] the same number of times, then both of them experience the same number of color changes (mod 2). As noted in Section 7, this occurs if and only if the fractional part of (i − 2)/m is greater than or equal to the fractional part of (j − 2)/m.
Thus the n diameters are pairwise compatible (when flavored identically) if and only if frac. part
Since a 1 = 1, this is now easily checked to be equivalent to (ii). m repeatedly to undo the rotation. This will define a flavoring of the n diagonals such that they are pairwise compatible.
We are now prepared to complete the proof of (8.13). Given a face
containing at least one diameter, call F a gray face if for the minimal i such that F contains a diameter in position [P i , −P i ], there is a gray diameter in that position. Similarly define a dashed face. A face with two coinciding diameters is both gray and dashed.
Following [30] , we rewrite (8.13) as the sum of the expressions To complete the proof, it remains to show that the number of gray (resp., dashed)
k-element faces containing two or more diameters is
This is done by giving a bijection between gray faces with two or more diameters and pairs
where each ε i is either 0 or 1, with ε i = 1 exactly k − 2 times, and the a j satisfy 1 ≤
Given a gray face F with k vertices, including two or more diameters, the sequence of a j 's is the set of indices of the starting vertices of the diameters or diagonal pairs in F, written in weakly increasing order.
For k = 2, nothing more is needed to define the map, so assume k > 2. Now, take the smallest j ∈ [k] such that a j+1 − a j > m (if such a j exists), where a k+1 is understood to mean a 1 + (n − 1)m + 1. If the diagonal [P a j , P a j +m+1 ] is in F, then set ε 1 = 1. Otherwise set ε 1 = 0. The remaining k − 1 of k vertices of F are a face in ∆ m (D n−1 ), realized in the polygon P obtained from P by deleting the vertices
By induction, determine the remaining ε i 's.
If there is no j ∈ [k] with a j+1 − a j > m, then we must have k = n, so set all the ε i 's to be 1. Furthermore, in this case, all of the elements of F must be diagonals.
To see that this is a bijection, we define an inverse. Suppose we are given a pair ((ε 1 , ε 2 , . . . , ε n−2 ), (a 1 , a 2 , . . . , a k )) and we wish to construct a face F. If k = 2, then F consists of the gray diameter [P a 1 , −P a 1 ] and the diameter [P a 2 , −P a 2 ], the latter flavored in the unique way which makes the two compatible. Otherwise, take the smallest j ∈ [k] such that a j+1 − a j > m (if such a j exists). If ε 1 = 1, then use ((ε 2 , . . . , ε n−2 ), (a 1 , a 2 , . . . , a j , . . . , a k )) to inductively determine a (k − 1)-element face F of ∆ m (D n−1 ) realized in the polygon P described above. Then F is the face of ∆ m (D n ) obtained by adjoining the diagonal [P a j , P a j +m+1 ] and its symmetric diagonal to F . If ε 1 = 0, then use ((ε 2 , . . . , ε n−2 ), (a 1 , a 2 , . . . , a k )) to inductively determine a k-element face F of ∆ m (D n−1 ) realized in P . Then F is the face of ∆ m (D n ) which agrees with F .
If no such j exists, then n must equal k. Consider the collection of n diagonals whose starting vertices are given by the a i 's. By Lemma 9.1, there is a unique way of assigning flavors to each of the diameters in the collection so as to obtain a gray face of
h-vectors
We define the f-polynomial F(Φ, m, x) in the formal variable x by
We then define the h-polynomial H(Φ, m, x) by
The corresponding h-vector (h 0 , . . . , h n ) = (h 0 (Φ, m), . . . , h n (Φ, m)) is then defined by
For m = 1, we recover the h-vector of the associahedron of type Φ, whose coefficients are the (generalized) Narayana numbers of type Φ. These Narayana numbers have been shown [13, 19, 23, 25] to count various combinatorial objects associated with the root system Φ, the Coxeter group W, the corresponding semisimple Lie algebra, and so forth. We next sketch the definition of the numbers H k (Φ, m), referring the reader to [3] for further details and references.
The extended Catalan arrangement Cat m Φ (see [1, 21] ) is the collection of affine hyperplanes H α,j defined by the equations α, x = j for α ∈ Φ and j = 0, 1, . . . , m. The Conjecture 10.1 can be verified for the classical series ABCD by comparing the formulas (10.6) below with their counterparts in [3] . This observation has already been made in [30] . The conjecture has not been completely verified because the numbers
have not been computed for the exceptional types.
The h-numbers h k (Φ, m) are given by multiplicative formulas very similar to the corresponding formulas for the face numbers.
Theorem 10.2.
For an irreducible root system Φ and an integer 0 ≤ k ≤ n,
where the factor c h (Φ, k, m) is a polynomial in m given as follows: (i) in types A n , B n , H 3 , and I 2 (m), the factor is c h (Φ, k, m) = 1;
, and H 4 , the factors c h (Φ, k, m) are shown in --
In particular, for the types A n , B n , and D n ,
(10.6)
Proof. As in the case of Theorem 8.5, the type I 2 (a) is an easy calculation, and the types
, and H 4 can be verified by a computer. The formulas in the classical types ABD can be derived from their counterparts in Theorem 8.5 using Chu-Vandermonde summation. Details are omitted.
Euler characteristic
Recall that the reduced Euler characteristic of a simplicial complex ∆ that has f k faces of dimension k − 1, for k = 0, 1, . . . , n (including one empty face for f 0 = 1), is defined by
Thus, χ(∆) = χ(∆) − 1, where χ(∆) is the usual Euler characteristic. It is well known that the Euler characteristic of an (n − 1)-dimensional complex is (−1) n−1 h n . Using the k = n case of Theorem 10.2 and the fact that e i = h − e n−i , we obtain the following.
Thus, it is equal, up to a sign, to the number of maximal simplices in the complex
Formula (11.2) can be restated as
In the special case m = 1, Proposition 11.1 is a corollary of the following statement proved in [13] : the simplicial complex 
For k = n, we set
Our choice of notation N + is explained by Proposition 12.4 below.
The definition (12.2) combined with propositions 8.3 and 8.4 yields the following formulas.
Corollary 12.1. For a reducible root system Φ = Φ 1 × Φ 2 ,
Corollary 12.2. For an irreducible root system Φ,
We note that the recurrence (12.4) is new even for m = 1, with the numbers
Analogues of (12.4) and (12.5) for the general numbers f 
Combinatorics of Coxeter-theoretic invariants
A Coxeter diagram is an undirected graph G without loops and multiple edges, in which every edge is labeled by an integer ≥ 3. (In general Coxeter group theory, labels equal to ∞ are also allowed, but we restrict our attention to integer labels.) By convention, each missing edge (i.e., each pair of vertices in G not connected by an edge) is thought of as an edge labeled by 2. The number of vertices in a Coxeter diagram is called its rank.
Let G be a Coxeter diagram of rank n for an irreducible finite Coxeter group W.
There is a host of Coxeter-theoretic invariants associated with G and the corresponding root system Φ: (i) the exponents e 1 , . . . , e n ;
(ii) the Coxeter number h = (2/n) e i ;
(iii) the number of roots |Φ| = nh;
(iv) the order of the group |W| = (e i + 1);
and many others. Our goal in this section is to develop purely combinatorial procedures for computing all these invariants directly from G, that is, procedures that do not explicitly involve the root system Φ, the Coxeter group W, or any other algebraic or Lietheoretic concepts.
Remark 13.1. Since all quantities listed above can be expressed in terms of the exponents e 1 , . . . , e n , computing the exponents would accomplish the task. However, determining them directly from the Coxeter diagram G is not at all straightforward.
In turn, the computation of exponents can be reduced to the calculation of a Cox- Then, viewing N(G, m) as a polynomial in m, find its roots −(e i + 1)/h and determine the exponents e i . Remark 13.2. As a rule of thumb, any use of a "Coxeter number" or "exponents" in the reducible case should be viewed with skepticism. In particular, the formulas above in this section expressing other invariants in terms of the Coxeter number and/or the exponents make no sense in the reducible case. In what follows, we do not consider Coxeter numbers or exponents for any disconnected diagrams.
We will describe several combinatorial algorithms for computing invariants of
Coxeter diagrams associated with finite Coxeter groups. Each of these algorithms can then be used to define "fake" Coxeter-theoretic invariants of more general Coxeter diagrams. Such generalizations are discussed in Section 14.
All our algorithms are recursive: the computation of invariants of G relies upon prior calculation of similar invariants for induced subgraphs of G. The base of recursion is provided by the special cases n ≤ 2, together with setting f 0 (G, m) = 1 for any G.
For n = 0, G = ∅, we have
3)
e 1 , e 2 = {1, a − 1}, (13.8)
10)
We note that formulas (13.9), (13.10), and (13.11) hold just as well in the reducible case a = 2, where G is of type A 1 × A 1 , and we have
We next present four different combinatorial procedures, each of which determines the invariants of a connected Coxeter diagram G of rank n ≥ 3 assuming that such invariants for all proper induced connected subgraphs of G are already known.
The Euler characteristic method
We start with the basic recurrence (8.5): 12) where k ∈ {1, . . . , n} and the summation is over all induced subgraphs G ⊂ G obtained by removing one vertex from G. Whenever G is disconnected, with connected components
. . , G s , we use the formula
We note that the number h = h(G) is undetermined as of yet. To find the value of h, we use (11.3)
Substituting (13.12) into (13.14) gives a linear equation for h: Example 13.3 (n = 3). Let G be a connected Coxeter diagram of rank 3 with edge labels a 1 , a 2 , a 3 ≥ 2, as shown in Figure 13 .1.
We denote a = a 1 + a 2 + a 3 . The values of a corresponding to finite irreducible
Coxeter groups are shown in Table 13 .1.
The "maximal parabolic" subgraphs G G are of types I 2 (a 1 ), I 2 (a 2 ), and I 2 (a 3 ),
respectively. Their contributions to the outer sum in (13.15) are of the form
(13.16) Thus (13.15) becomes
18)
We can now use this value of h to compute the face numbers by means of (13.12): We also use (12.2) to get Equivalently, the set {µ i } of (simple) roots of the polynomial N(G, m) is invariant with respect to the reflection
Recall once again the recurrence
It follows by induction on n that N(G, −1) = 0 for any nonempty G. Hence,
is a polynomial in m (of degree n−2). Furthermore, its set of roots is still invariant under the reflection (13.25), since we removed two symmetric roots −1 and −2/h from N(G, m).
Note that the computation of Q(G, m) by the formula (13.27) does not require the value of h. So we find the polynomial Q(G, m), and then determine the average of its roots.
This average is equal to −(h + 2)/2h, so the negative sum of the n − 2 roots of Q(G, m) is equal to
We then find h from this linear equation, and determine the exponents.
Example 13.4 (n = 3). Let G be a connected Coxeter diagram of rank 3 with edge labels a 1 , a 2 , a 3 (cf. Example 13.3). As before, we use the notation a = a 1 + a 2 + a 3 . Combining (13.27) with (13.10), we obtain
Hence, (13.28) becomes The idea is very simple. Proposition 12.3 and formula (13.12) give
where H ranges over all induced subgraphs of G (including G and the empty subgraph).
Since the values of N(H) and N + (H) for all proper subgraphs of G are presumed known, it remains to find the three unknowns N(G), N + (G), and h from the three linear equations (13.31), (13.32), and (13.33). 
We continue to use the notation a = a 1 + a 2 + a 3 . Equations (13.31), (13.32), and (13.33) The more general version of the reciprocity-based method retains the parameter m. Let G be a connected Coxeter diagram of rank n ≥ 3. As before, we start with the relevant versions of the basic recurrence (13.12), namely (13.26) , and
Substituting (13.33) into both sides of (13.26), we obtain
where |H| denotes the rank of H. Solving for N + (G, m), we get
Equating the right-hand sides of (13.38) and (13.36) and solving for h yields
where H G means that H ⊂ G and |H| < |G| − 1.
The invariants M(G)
We next present a simplified version of the reciprocity-based method that exploits the fact that the Coxeter diagrams of finite Coxeter groups are sparse, that is, they have far fewer edges than n 2 . The method is based on recursive computation of the following invariant. Definition 13.6. For a nonempty Coxeter graph G of rank n, define
If G is empty, set M(G) = 0.
Remark 13.7. Note that (13.6), (13.11) , and (13.36) imply N + (G, 0) = 0, so M(G) is well defined. For the same reasons, M(G) = 0 if G is disconnected. Proof. The proof follows from (12.5) and (13.40).
The values of M(G) for all finite irreducible Coxeter groups are listed in Table   13 .2. All of these values are integers. An explanation of this integrality is provided by the following interpretation of the invariants M(G), due to F. Chapoton.
Proposition 13.9 (see [8] Proposition 13.9 can be restated as saying that in a finite root system Φ, the number of positive roots whose simple root expansion has full support (i.e., involves every simple root) is equal to M(G), where G is the corresponding Coxeter diagram.
Proof. The inclusion-exclusion relation (13.42) uniquely defines the numbers M(G), and is satisfied by the number of reflections not lying in a proper parabolic subgroup. Consequently, it suffices to prove (13.42) in order to prove the proposition.
Substituting (12.6) into both sides of (8.6), we obtain It would be interesting to find a direct proof of Proposition 13.9 based on Definition 13.6 and one of the combinatorial interpretations of N + (G, m), rather than on calculations involving product formulas and/or recurrence relations.
It follows from (12.4) that the numbers M(G) satisfy the recurrence
There is also a more complicated recurrence for these numbers that does not require knowing the Coxeter number h.
Lemma 13.10. Let G be the Coxeter diagram of a finite irreducible Coxeter group of rank n ≥ 3. Set
Proof. Identities (13.42) and (13.46) can be written as
Substituting (13.49) into (13.50) yields (13.48).
Formulas (13.47) and (13.48) can be used to recursively compute the values M(G).
In view of Remark 13.7, the sums in (13.47) can be restricted to connected subgraphs G and H, simplifying the calculations.
The Coxeter numbers are then recovered using (13.42) or, equivalently, (13.49).
Example 13.11. For G of type I 2 (a), one has M(G) = a − 2. For a 3-vertex diagram with edge labels a 1 , a 2 , a 3 (cf. Examples 13.3, 13.4, and 13.5), with a = a 1 + a 2 + a 3 , we get
Substituting this into (13.48) and (13.49), we obtain
matching the results of our earlier calculations.
Example 13.12. Now let 
Fake Coxeter invariants
Each of the methods described in Section 13 can, in principle, be applied to a very general Coxeter diagram G. The resulting "fake Coxeter invariants" may or may not be meaningful. Be that as it may, it is tempting to calculate these invariants in the simplest nonfinite cases; to catalogue the infinite types where such invariants are "nice;" and possibly find Then (13.47) yields Σ 1 = 4·3 = 12, and the denominator in (13.48) vanishes. So the method based on Lemma 13.10 does not work for G = K 4 . In fact, none of the methods described above will work in this case. Consequently, the methods will fail for any Coxeter diagram that has K 4 as an induced subgraph.
Another similar example is the 4-cycle with edge labels 3, 4, 3, 4 (in this order).
Actually, each of our three main methods (see Sections 13.1, 13.2, and 13.3) will typically fail in less drastic ways. In the Euler characteristic method and the (general)
reciprocity-based method, solving for h can yield a nonconstant rational function of m; see (13.15) and (13.39), respectively. In the symmetry-based method, the polynomial Q(G, m) can fail to be symmetric with respect to the involution (13.25) . In these cases, the methods yield an answer which should be viewed with some skepticism. In what follows, references to the failure of one of the three methods mean that h is nonconstant or that symmetry fails. (See Remark 14.4 for a discussion of the special versions of the reciprocity-based method, described in Sections 13.3 and 13.4.)
We now summarize the results of applying our methods to various Coxeter diagrams of infinite type, including the affine diagrams. The only infinite family for which the methods succeed wonderfully is the affine series of type A.
Proposition 14.2.
For a Coxeter diagram of type A n−1 with n ≥ 3, the fake invariants arising from all methods described in Section 13 agree, and coincide with the corresponding invariants of type B n . That is, h = 2n and the exponents are 1, 3, . . . , 2n − 1.
Proof. Let the Coxeter diagram G be a "simply-laced n-cycle," that is, an unoriented graph with the vertices 1, 2, . . . , n such that the labels of the edges {1, 2}, . . . , {n−1, n}, {n, 1} are equal to 3, and the labels of all other edges are 2. To prove Proposition 14.2, one needs to verify the following statements for this particular diagram G and the invariants given by the type-B n formulas: the recurrence (13.12); the formula (13.14) for the "fake Euler characteristic;" and the inclusion-exclusion formula (13.33). This is a straightforward verification, omitted here. (Note that each connected induced subgraph of G is of type A.) Remark 14.3. The recurrences that determine the fake invariants of type A n−1 are different from the type-B n recurrences, so the coincidence of the final answers is somewhat mysterious. On the other hand, the fact that the n-cycle is combinatorially related to the type-B n cluster complex (the n-dimensional cyclohedron) is well known: there is a different generalization of associahedra [7, 10, 20] which produces the cyclohedron in case of an n-cycle. It would be interesting to clarify the relationship between the two constructions, and provide a conceptual explanation for Proposition 14.2.
Our computations suggest that the complete list of connected Coxeter diagrams for which all methods described in Sections 13.1, 13.2, and 13.3 produce positive integer (fake) exponents is as follows:
(i) Coxeter diagrams of finite irreducible Coxeter groups;
(ii) Coxeter diagrams of affine type A;
(iii) diagrams of rank 3 with the sum of edge labels equal to 8, 9, 10, or 11. (ii) type C n , with h = 3n + 4 and M(G) = 3n + 2 (but irrational exponents);
(iii) type E 8 , with h = 98 and M(G) = 306.
The fake Coxeter number, if defined, is always a rational number (by design), and sometimes even an integer. On the other hand, in most cases, some of the fake exponents are irrational, as the generalized Fuss-Catalan invariant N(G, m) would not factor into linear polynomials in m (over Q). Still, N(G, m) would sometimes be an integer-valued polynomial, potentially allowing for a meaningful interpretation.
For the affine types other than A, calculations give the following results.
The types B 2 / C 2 and G 2 fall into the n = 3 case mentioned above, with a = 10 and a = 11, respectively. In type B 2 / C 2 , we get h = 10, with exponents 1, 5, 9-the same invariants as in type H 3 . In type G 2 , we get h = 22, with exponents 1, 11, 21.
In type B 3 , all methods yield h = 76/5, with exponents 1, 33/5, 43/5, 71/5.
In type C 3 , all methods yield h = 13, with exponents 1, (13 − √ 17)/2, (13 + √ 17)/2,
The type D 4 is the only ambiguous case that we have found. The reciprocity method gives h = 14 with the exponents 1, 6, 6, 9, 13. This sequence of exponents is not symmetric, and accordingly, the symmetry-based method fails. However, the answer produced by blindly applying the formulas from the symmetry-based method still agrees with the result of the reciprocity method. The Euler characteristic method fails.
For all other affine types, computations up to rank 12 suggest that all methods fail.
Beyond rank 3, our tests succeeded in a few isolated examples of nonaffine infi- We note that in all cases we have tried, if all methods work, then they all agree.
