ABSTRACT Recently, stereovision has been used in robotics for obtaining information for real-time mapping. Stereovision makes use of two cameras to solve the problems of a lack of discriminative image features and repetitive patterns and to extend the field of view. Stereovision algorithms and techniques are working to create a map to know its surrounding environment. Despite advances in the field of autonomous robotics, several challenges still exist. The majority of these challenges exist owing to the dynamic nature of the navigational environment and the lack of complete knowledge of new, unknown, and complex environments. In this paper, we create a novel, intelligent, and dynamic mapping system for autonomous navigation using stereovision. The proposed system is called intelligent multi-sensor multi-baseline mapping system (I3MS). The main contribution of this paper is the dynamic tuning of the stereovision parameters to address the dynamics of the environment (various light conditions, movement obstacles, and various times of day). The I3MS works in unstructured, unknown, dynamic, and indoor environments. It is based on an in-depth study of the effects of light and distance from obstacles on the accuracy of the 3-D map. It uses a fuzzy-logic system to tune the stereovision parameters to handle dynamic environments. The obtained experimental results illustrate the robustness and accuracy of the proposed system. INDEX TERMS Fuzzy logic, multi-baseline, robotics and automation, simultaneous localization and mapping, stereovision.
I. INTRODUCTION
Owing to rapid increases in the power of computation and the reliability of visual sensors, artificial intelligence and visionbased systems have been developing. Research has been focused on vision-based navigation in order to enable a robot to drive without an accident. Recently, several researchers have focused on approaches toward enabling autonomous navigation in robotics. Amongst these approaches, the stereovision approach has become a promising approach for safe and effective navigation. Stereovision cameras gather 3D data and capture color and texture, unlike laser scanners. Much research has been focused on the shortcomings of stereovision and mapping, such as the lack of discriminative image features and the presence of repetitive patterns, as well as the requirement for a reduction in the computational time required to build the map in a static environment. However, if the environment is dynamic, it would comprise the following conditions:
1-Various light conditions (light is changed from low light to good light).
2-Movement obstacles (the distance between the robot and the obstacle is changed from 0.2 m to 7 m). 3-Various times of day (morning, noon, afternoon, and night). To the best of our knowledge, this study is the first to handle such dynamicity. This proposed system called the intelligent multi-sensor multi-baseline mapping system (I3MS) handles dynamic environments by using the fuzzy-logic system (FLS) to tune the stereovision parameters. Fuzzy logic (FL) was launched in 1965 by Zadeh [1] . Fuzzy control has since been applied in engineering, science, and data analysis. FL proposed to deal with uncertain data. In FL, there are three steps for designing a fuzzy controller: fuzzification, inference engine, and defuzzification.
A. FUZZIFICATION
Fuzzification involves the transformation of a variable x having an actual value into a fuzzy set. Membership functions constituting the fuzzy set may be singleton, triangular, Gaussian, or trapezoidal. The variable x that has an actual value refers to one or more membership functions. The values of all the variables having actual values that express the input and the output of the system are fuzzified.
B. INFERENCE ENGINE
The fuzzy inference engine is applied to convert the inputs into output membership functions. The more variables we use, the greater the number of rules that are obtained. The degrees of membership of the inputs are combined to obtain the membership degree of the output variable.
C. DEFUZZIFICATION
The last step is to convert the fuzzy output variables into the variable with an actual value, which is called defuzzification. Once fuzzified, the real output variable will be the actual input for this process. Further information concerning the fuzzy control and design can be found in textbooks written by authors such as Wang [2] and Passino and Yurkovich [3] .
Stereovision is a technique used to acquire depth information from stereo images that capture the same scene from different perspectives [4] in order to build a 3D representation of the scene. These 3D representations can be used to perform various tasks, such as robot path planning, navigation, and obstacle detection [2] . Stereo matching is the process of calculating a disparity map obtained from stereo images. The disparity map connects every pixel with a positional offset value between the corresponding points or pixels in the stereo images. Stereo-matching/stereo-corresponding plays an essential role in stereovision. FIGURE 1 illustrates the geometry of the stereo camera [4] . A scene point is denoted by P, and its stereo images are the left and the right images denoted by PL and PR respectively. f denotes the focal length (distance between the lens and the image sensor, i.e., image plane). b denotes the baseline (the distance between the two cameras). l is the center of the left lens, and r is the center of the right lens. Point P on the object is located at the coordinates (x, y, z) with respect to a central origin located between the two camera lenses.
Point P reflects light rays to each camera's image. The coordinates (xl, yl) are located on the ray of light passing through the center of left lens l while the coordinates (xr, yr) are located at the center of the right lens r. From FIGURE 1 we can deduce the following:
The disparity is the difference in the image coordinates, x l − x r . In stereovision, we use this disparity to obtain the depth information of any object. The disparity is given by 2 below. By using the disparity and on solving 1, we can derive the dimensions of the scene point of the captured image as follows:
Several researches have been focused on the stereomatching/stereo-corresponding process to enhance the calculation of the disparity map in order to better estimate the coordinates (x, y, z). Depending on which pixels are used in the matching operation, stereo-matching algorithms may be classified as either local (window-based) or global methods [5] - [7] . The correlation process of local methods involves matching one block or window of pixels around a specific pixel of interest in one image with a similar block or window of pixels in another image. Local methods work well but are the affected by local (regional) ambiguity in images (e.g., characteristics related to the scene) such as repetitive patterns and a lack of discriminative image features (regions of uniform texture). This paper is organized as follows. In section 2, the related works are presented. The proposed system is described in section 3. Section 4 explains the tuning of the fuzzy logic system. The experiments and comparison are presented in section 5, and the conclusions are presented in section 6.
II. RELATED WORKS
Several approaches, algorithms, and techniques are used in the mapping operation of robotics using stereovision; some depend on the use of multiple images [8] - [11] while others use filters for false pixels [11] , [12] . Still other methods use very small baselines called micro-baselines [8] , [9] . The advantage in using micro-baselines of a few millimeters is that they can be captured using a single camera. A ''static'' camera, either hand-held or mounted on a tripod, would experience a small amount of vibration while capturing video content. The aim of stereovision algorithms is to rebuild a 3D image of a scene from multiple images. Multi-baseline is one type of binocular stereo. Standard binocular stereo makes use of two views of a scene while multi-baseline stereo uses three or more. Extra scenes aid in eliminating extra repetitive structures and provide a better signal-tonoise ratio. Multi-baseline stereo is used to optimize gridmaps. Occupancy grids have been introduced by Elfes [13] and Murray and Jennings [14] . However, these approaches suffer from the typical shortcomings of stereo mapping. In [15] , an occupancy grid-mapping method was introduced that makes use of both dense and sparse point clouds from stereovision and SLAM, respectively (structure and motion). However, there is a fault in encountering outliers, as no multi-view matching method is utilized. Several other multibaseline-stereo methods have been used in an attempt to filter noise, such as those in [16] - [19] , but no technique has been found that uses higher-level, multi-baseline filtering or that uses such filtering in combination with multi-view stereo filtering. Regardless of the number of baselines or views, a good feature-point detector is absolutely essential for visual navigation [20] . The 3D points acquired using stereovision can be further improved using such a detector to determine extra feature points. Well-known techniques for such purposes include point feature (PFH) [21] , normal aligned radial feature (NARF) points [22] , spin-image [23] , and Eigen-CSS [24] , as well as many other techniques [25] , [26] . Several methods can provide accurate 3D reconstruction; however, ground-plane detection using minimal or noisy 3D data [27] and the detection of dominant planes in the environment is a detailed area of research in itself. Plane fitting is a common method of ground estimation. Among the surveyed works, very few have proposed a method that detects both dominant and subdominant planes and that classifies obstacles by height. Among the obstacle-detection methods, some [28] , [29] completely ignore the significance of the detection of the ground plane and variations in it while others [30] use pixel-based region segmentation and classification techniques that may or may not be able to classify floor anomalies. The random sample consensus plane filter is a commonly used method for identifying disparities in ground pixels [31] . An algorithm based on road-feature detection called plane-fitting errors was developed by Li et al. [32] . In recent years, the V-disparity image has become common for ground-plane estimation [33] - [35] . V-disparity and planefitting both depend on distinct road features. Ghayalod and Hall [36] proposed an obstacle-detection method for mobilerobot navigation based on stereovision. This method is used to detect the actual environment to enable the robot to obtain a safe path in complex environments. This approach is novel in terms of its two-stage perception structure. A visionequipped, apelike robot with a remote brain was presented by Inaba et al. [37] and used to study a variety of visionbased behaviors. The robot leaves its brain in the mother environment and communicates with it using a radio link. The brain is raised in the mother environment, which is inherited over generations. In this framework, the robot system can have a powerful visual system in its brain. They have applied this approach in order to realize vision-based, dynamic, and intelligent behavior in a multi-limbed mobile robot.
III. PROPOSED I3MS
The I3MS is an enhanced and intelligent version of a selfdeveloped system called 3MS [38] that was developed for application in dynamic environments. The proposed system is called Intelligent Multi-sensors Multi-Baseline Mapping System. The original 3MS addressed shortcomings of stereovision-based maps with respect to environments lacking discriminative image features and having repetitive patterns as well as reduced the computational time required to build the map in a static environment. However, what if the environment is dynamic (various light conditions, movement obstacles, and various times of day)?
The 3MS is a self-developed system [38] consisting of four modules, each of which execute specific tasks: (1) the initial processing module, (2) the pre-processing module, (3) the stereo processing module, and (4) the post-processing module, as illustrated in FIGURE 2. Further information regarding the 3MS can be found in reference [38] .
1) INITIAL PROCESSING MODULE
This module is the startup module for the system. It initiates the system execution by starting up and configuring the system components (mobile robot, stereovision camera, and laser-range device) and by calibrating the stereovision camera.
2) PRE-PROCESSING MODULE
This module enhances the captured raw images from the stereo camera for use in the stereo processing module. It comprises three main steps: (1) determining the region of interest, (2) capturing the stereo images, and (3) image rectification and edge detection.
3) STEREO PROCESSING MODULE
This module produces stereo images and point clouds from the multi-baselines and then merges these images. It comprises four main steps: (1) stereo matching, (2) point-cloud extraction, (3) point-cloud filtering, and (4) point-cloud fusion.
4) POST-PROCESSING MODULE
This module merges the laser readings and point clouds from the stereovision to produce the output map. It comprises two main steps: (1) location adjustment and (2) fusion. Location adjustment involves the adjustment of the location of the laser points and point clouds based on the location of the robot.
B. I3MS
The main objective of this research is to enable the mobile robot to work in various light conditions and with a moved obstacle at various times of day. Therefore, we proposed the I3MS to deal with changes in light conditions and movement of obstacles at various times of day. The I3MS is an intelligent mapping system designed to work in dynamic environments that comprise the following: 1) Various light conditions (light is changed from low light to good light). 2) Movement obstacles (the distance between the robot and the obstacle is changed from 0.2 m to 7 m). 3) Various times of day (morning, noon, afternoon, and night).
To the best of our knowledge, this study is the first to handle such dynamicity. To design the I3MS, we conducted an indepth study of the effect of light conditions at various times of day as well as various distances to the closest obstacles on the accuracy of the 3D map, stereovision parameters, and computation time required to build the map. We thus developed a real-time-tuning fuzzy logic system (Tun-FLS) for tuning the 3MS, and the combination of this system with the 3MS was called the I3MS. The designed Tun-FLS works is used between the pre-processing and stereo processing modules of the 3MS (FIGURE 3 and FIGURE 4) . Using the I3MS, we conducted 352 experiments in environments with various light conditions at various times of day (good light at noon, good light at night, low light at noon, and low light at night) with various baselines (narrow and wide baselines)-see Table 1 -as well as with obstacles at various distances (very near, near, near-medium, medium, near-far, far, and very far). Varying the light conditions means that the light is changed from low light to good light regardless of the time of day (morning, noon, afternoon, and night). We noted that the same light condition has different brightness at various times of day in all the experiments, we tested as many values as possible for one parameter of stereovision while the other parameters were set to their default values. For example, we set the disparity range, surface validation size and difference, and texture validation to the default values (see Table 2 ) and tested the stereo mask parameter using the sizes 1×1, 3×3 , 5×5, 7×7, 9×9, 11×11, 13×13, 15×15, Table 1 ). For each experiment, we calculated the percentage of bad pixels. In addition, we used these bad pixel values as a roadmap for designing the FLS system for tuning the 3MS to obtain the I3MS.
1) STEREOVISION PARAMETERS
Several stereovision parameters may be used on the stereovision camera. In this study, we focused on the disparity range, stereo mask, surface validation size and difference, and texture validation. 
2) DISPARITY RANGE
The disparity range is defined as the range of pixels for which the stereo-matching algorithm searches for the best correlation match. The disparity range depends on the distance from the camera to the nearest obstacle. For a reduced disparity range, the system cannot detect near obstacles but will run faster, and vice versa. Values for the disparity range of 0 to 240 must be determined according to the environment around the robot.
3) STEREO MASK
The stereo-correlation mask is defined as a square neighborhood around the pixel for which the system attempts to find a match. It controls the size of pixels or features that will be compared between the images. A large mask size produces depth maps that are denser and smoother; however, they contain depth discontinuities. Small masks produce noisier depth images with fewer discontinuities. The stereo mask must be of an odd number between 1 and 23.
4) SURFACE VALIDATION
A mismatch between the two disparity maps can be validated using the validation process [39] . The technical researcher of the Bumblebee camera recommended using both texture and surface validation as the most effective combination for eliminating mismatch errors [39] .
Surface validation is a filter designed to work based on the hypothesis that the regions must belong to a likely surface [39] . Surface validation involves the division of the disparity picture into connected regions [39] . Any region that is smaller than a given size is suspect and eliminated from the disparity image. The filter is therefore designed to eliminate ''spikes'' of noise from the disparity image [40] . Two parameters control the surface validation filter: (1) the surface validation size and (2) surface validation difference.
Surface Validation Size (ranging from 100 to 500) sets the minimum number of pixels a surface can cover and still be considered to be valid. For larger numbers, fewer surfaces will be accepted.
Surface Validation Difference is used to set the maximum disparity difference between two adjacent pixels at which the two pixels will still be considered to be part of the same surface. Common parameter values range from 1 to 3.
5) TEXTURE VALIDATION
Texture validation involves the use of a threshold (having a range of 0.0 (''no rejection'') to 128.0 (''complete rejection'')) for determining whether the disparity values are valid based on the levels of texture in the correlation mask. Increasing this threshold relaxes the texture criteria, and vice versa.
IV. TUNING FUZZY LOGIC SYSTEM (TUN-FLS)
The Tun-FLS is a fuzzy logic system developed to handle changes in light conditions and the movement of the obstacles at various times of day. Tun-FLS is implemented using three inputs and five outputs, as illustrated in FIGURE 5. The inputs of Tun-FLS are as follows: (1) the brightness of the current environment (light conditions), (2) baseline at which the current scene is captured, and (3) distance between the robot and the closest obstacle. The outputs of the Tun-FLS are the stereovision parameters: (1) stereo mask, (2) surface validation difference, (3) surface validation size, (4) texture validation threshold, and (5) disparity range. The Tun-FLS is implemented using four membership functions for the brightness input, two membership functions for the baseline input, and seven membership functions for the distance input, as illustrated in FIGURE 6 to FIGURE 8, respectively. We conducted hundreds of experiments in environments with various light conditions to tune the input and output membership functions. The notations for the fuzzy brightness of the current environment are as follows (FIGURE 6): Low Light Night: LLNight, Low Light Noon: LLNoon, Good Light Night: GLNight, and Good Light Noon: GLNoon. The notations for the fuzzy baseline at which the current scene is captured are as follows ( The output of the surface validation difference is implemented using five membership functions (FIGURE 10). The output of the texture validation threshold is implemented using five membership functions (FIGURE 12). The output of the disparity range is implemented using seven membership functions (FIGURE 13). The notations for the fuzzy rules of the disparity range output are as follows: Very Small: VS, Small: S, Near Medium: NM, Medium: M, Large: L, Very Large: VL, and Very Very Large: VVL. The fuzzy rules of the Tun-FLS are listed in Table 2 to Table 4 .
V. I3MS EXPERIMENTS AND COMPRESSION
The I3MS integrates three different types of hardware: a mobile robot, stereo camera, and laser-range device. We used the PowerBot as a mobile robot platform [41] (FIGURE 14a) . The PowerBot is a wheeled mobile robot manufactured by Pioneer Mobile Robots Inc. It comprises a PC with limited specifications. We improved these specifications by using the following: Intel Core i7 Processor, 16-GB RAM, 40-GB Solid-State Hard Drive, Windows Embedded Standard 7, 64-bit Operating System. A Bumblebee XB3 camera [42] was used as the stereo camera (FIGURE 14 b) . The Bumblebee XB3 was mounted on top of the robot to obtain information regarding the environment. The Bumblebee XB3 is a threesensor, multi-baseline, IEEE-1394b (800-Mb/s) camera. It has 1.3 megapixel sensors and has two baselines available for stereo processing. The wide baseline and high resolution provide greater precision at longer ranges, while the narrow baseline improves close-range matching and solves minimum-range limitations. We used the Bumblebee camera at 1280 × 960 at 7.5-FPS resolution for the wide baseline and at 640 × 480 at 15-FPS resolution for the narrow baseline. A laser-range device (SICK LMS-200) was mounted on the top of the front bumper [41] (illustrated in FIGURE 14 c). The laser range-finding beam was therefore 220 mm above the floor. Data from the scanner is serial and was acquired through the COM2 serial port of the onboard computer. The integrated system platform is shown in FIGURE 15. The proposed I3MS system was tested successfully several times in various indoor environments and in scenarios having the following properties: 1) Moved obstacles (the distance between the robot and the obstacle was changed from 0.2 m to 7 m). 2) Various light conditions (changed from low light to good light). 3) Various times of day (morning, noon, afternoon, and night). As illustrated in Table 5 , the I3MS provided the desired results in all scenarios, at various obstacle distances (0.25 m to 3 m), and at various times of day (morning, noon, afternoon, and night). In contrast, the 3MS failed in all scenarios wherein the distance between the robot and obstacle was less than or equal to 0.5 m and in environments with very low light at night if the aforementioned distance was greater than or equal to 3 m. The maximum error of the proposed I3MS was 0.02 m if the distance between the robot and obstacle was less than or equal to 0.5 m, while the maximum error for the 3MS was 0.06 m. The 3MS [31] addressed some shortcomings of stereovision-based maps concerning images with a lack of discriminative image features and those comprising repetitive patterns, as well as reduced the computational time required to build the map in a static environment. The stereovision parameters for the 3MS are manually set once at the beginning of execution. However, if there are any changes in the environment-distance between the robot and the obstacle, light, or time of day, the system is required to stop to adjust the values of the stereovision parameters to meet the changing environment. The I3MS addresses this environmental dynamicity. An FLS tunes the 3MS to deal with such changes in the environment in real time. As illustrated in Table 6 , the 3MS fails in several scenarios: when the distance between the robot and obstacles is less than or equal to 0.5 m, and in environments with very low light at night if the aforementioned distance is greater than or equal to 3 m. In contrast, the I3MS meets the requirements in all environments in which the 3MS failed. FIGURE 16 shows a snapshot of the result of one experiment with the proposed I3MS.
Let us discuss the disparity range parameter as an example for illustrating how the I3MS is tuned to adapt to changes in the environment. The disparity range defines the range of pixels that the stereo-matching algorithm searches to find the best correlation match. The disparity range depends on the distance from the camera to the nearest obstacle. If the closest obstacle is very near to the robot, the I3MS increases the disparity range parameter to detect the obstacle; otherwise, it reduces the disparity range parameter to reduce the execution time of the system. High values of the disparity range allow the system to detect nearby obstacles but increase the execution time, and vice versa. The value of the disparity ranges from 0 to 240 must be determined according to the environment around the robot.
VI. CONCLUSION
As we have seen, the I3MS provided the desired results in all scenarios, at various obstacle distances (0.25 m to 3 m), and at various times of day. The I3MS is a novel, intelligent, and dynamic mapping system used for autonomous navigation in robots based on stereovision. The proposed system is called I3MS. The I3MS tunes the stereovision parameters dynamically to account for the dynamics of the environment (various light conditions, movement obstacles, and various times of day). We conducted approximately 352 experiments using the I3MS in order to determine the effect of light conditions at various times of day (good light at noon, good light at night, low light at noon, and low light at night) with various baselines (narrow and wide baselines), as well as with obstacles at various distances (very near, near, near-medium, medium, near-far, far, and very far). The experimental results have demonstrated the robustness and success of the proposed system. As we have observed, the I3MS handled the dynamicity of the environment by using the proposed FLS and provided the desired results in unstructured, unknown, dynamic, and indoor environments with a maximum error of 0.02 m if the distance between the robot and obstacle was less than or equal to 0.5 m.
