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Lifetimes of 2+1 and 4
+
1 states, as well as some negative-parity and non-yrast states, in
188−200Hg
were measured using γ − γ electronic fast timing techniques with the LaBr3(Ce) detector array of
the GRIFFIN spectrometer. The excited states were populated in the /β+-decay of Jpi = 7+/2−
188−200Tl produced at the TRIUMF-ISAC facility. The deduced B(E2) values are compared to
different interacting boson model predictions. The precision achieved in this work over previous
ones allows for a meaningful comparison with the different theoretical models of these transitional
Hg isotopes, which confirms the onset of state mixing in 190Hg.
PACS numbers: 21.10.-k, 21.10.Tg, 23.20.-g, 23.20.Lv, 27.70.+q, 27.80.+w
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I. INTRODUCTION
Shape coexistence is a unique phenomenon of the
atomic core in which the nucleus displays intrinsically
different shapes within a small energy range. Manifes-
tation of this behaviour has been observed all across
the nuclear chart, but the neutron-deficient Pb region
(Z≤82, N<126) is characterized by some of the clearest
examples of shape coexistence [1–6]. The phenomenon
was observed in the Pb isotopes using α-decay spec-
troscopy, which found multiple low-lying 0+ states in
186Pb [2]. It was shown by Dracoulis et al. [7], that the
high-spin isomeric states in 188Pb can only be built on
unique single-particle configurations of different shape.
This clearly demonstrated that three differently shaped
potentials (spherical, prolate and oblate) exist in these
nuclei.
In the light Hg (Z=80) isotopes, this phenomenon
was first revealed in optical spectroscopy measurements
which identified a large staggering in the isotope shifts
between the odd and even Hg isotopes [8]. This isotope
shift was interpreted as an alternation between normal
and intruder configurations being the ground state with
the removal of neutrons. Later laser spectroscopy studies
have determined that 181Hg represents the lighter end of
the staggering, and also confirmed the inversion between
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the ground state and isomeric state in A=185 [6, 9]. In
the even Hg, only recently, a Coulomb excitation study
obtained detailed spectroscopic information about shape
coexistence for 182−188Hg [10]. By measuring the relative
sign of the E2 matrix elements, Bree et al. [10] were able
to extract information about the different deformations
of the 0+ states and firmly establish that two different
structures coexist at low energies.
Despite these ground-breaking experiments, there is
still a significant amount of key information that remains
to be measured, especially in the transitional isotopes
between the stable 200Hg and the beginning of the mid-
shell 190Hg. This experimental data is critical for so-
lidifying our understanding of the region and developing
a quantitative understanding of the underlying mecha-
nisms driving these behaviours. The relative energy of
the intruder states has a parabola-shape with a mini-
mum observed at 182Hg. In the heavier transitional iso-
topes (190 ≤ A ≤ 200), the ground and intruder con-
figurations are still sufficiently far apart in energy such
that the mixings between the two structures are expected
to be significantly reduced. These isotopes thus present
a good opportunity to benchmark the normal ground-
state configuration without the perturbations (through
mixing with the intruder configuration) experienced in
the lighter isotopes, thus simplifying the comparison with
different theoretical calculations.
One of the main model-independent probes used to
study shape coexistence is the measurement of tran-
sition strengths, in particular B(E2) and ρ2(E0) val-
ues [1]. These transition strengths are particularly sen-
sitive to the wavefunctions of the states they connect,
and thus are one of the most stringent probes avail-
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2able to test theoretical models used to describe nuclei.
With respect to B(E2) values in the transitional Hg,
Esmaylzadeh et al. [11] recently measured the 2+1 life-
times for 190,192,194Hg. Due to the isotope production
mechanism employed, the experiment suffered from con-
taminants that significantly limited the precision of the
measured half-lives, preventing a meaningful compari-
son with different theoretical calculations. In the case
of ρ2(E0) values, the excited 0+ states have only been
identified up to 190Hg, with the energies of the intruder
structures remaining unknown for the heavier isotopes,
although some candidate states exist. Theoretical calcu-
lations predict an increase in excitation energy for the
intruder configuration up to 192Hg after which a more
stable value is maintained [12, 13].
In order to characterize the evolution from the stable
Hg isotopes towards the mid-shell, a systematic study of
the decay of the ground- and isomeric states of neutron-
deficient 188−200Tl isotopes into Hg has been performed
using the GRIFFIN spectrometer [14–16] at TRIUMF-
ISAC. The high statistics resulting from the measure-
ment of γ-ray and conversion electrons enable high pre-
cision γ − γ angular correlations and precise branch-
ing ratios, which are all important in forming a com-
plete picture of the band structure of these isotopes. In
the present article, we focus on the results of the life-
time measurements. Data collected with the ancillary
LaBr3(Ce) array have been analyzed using the Gener-
alized Centroid Difference Method (GCDM) [17] to pre-
cisely measure lifetimes of all the first 2+ and 4+ states of
the ground-state bands, as well as some negative-parity
and non-yrast states. The extracted B(E2) values are
compared with different interacting boson model (IBM)
calculations while the negative-parity band is interpreted
in comparison with a quasiparticle-rotor model.
II. EXPERIMENTAL SETUP
The Tl isotopes were produced by a 500-MeV proton
beam of 9.8 µA intensity delivered by the TRIUMF main
cyclotron [18] impinging on an uranium carbide (UCx)
target. The TRIUMF Resonant Ionization Laser Ion
Source (TRILIS) [19] was tuned to preferentially ionize
the 7+ isomeric states in Tl. A small contribution of
the 2− ground state Tl was also present in the beam,
but no other significant isobaric contaminants were ob-
served. The Tl ion beam was accelerated to 20 kV, mass
separated and delivered to the experimental station. The
beam intensity was attenuated down to ∼ 105 particles
per second for all the masses studied.
The ions were implanted in a mylar tape at the cen-
tral focus of the GRIFFIN spectrometer [14–16]. Due to
the long half-lives involved in the Hg decay chains and
the low-energy γ-ray transitions of the Hg decay prod-
ucts (all below the energy range of interest in this exper-
iment), the tape remained stationary during the beam de-
livery. The tape was moved only when changing between
beams of different mass in order to remove any remain-
ing longer-lived activity from the previous setting from
the chamber. The exception was for the decay of 188mTl,
where the tape cycling mode was used. The cycle was
composed of 1.5 s for the tape movement, 30 s of back-
ground measurement, 480 s of the beam being delivered
and just 1 s of decay time with the beam blocked. This
cycling configuration was designed to maximize the ac-
tivity of 188mTl while suppressing the other decay prod-
ucts present. In order to remeasure the 188Tl and 188mTl
half-lives (T1/2(2−)=71(1) s and T1/2(7+)=71(2) s, re-
spectively [20]), a small fraction of the data was taken
with a different tape cycle; 1.5 s of tape movement, 30 s
background measurement, 210 s beam-on and 350 s of
decay time with the beam off. The detailed analysis of
the decays from these two levels is being prepared for
publication [21].
GRIFFIN is an array of up to 16 high-purity germa-
nium (HPGe) clover detectors [16] arranged in a rhom-
bicubocatahedral geometry. For this particular experi-
ment, only 15 HPGe-clovers were employed as one must
be removed to accommodate the liquid nitrogen dewar of
the PACES detector. Seven cylindrical (5.1 cm in diame-
ter by 5.1 cm length) lanthanum bromide crystals doped
with a 5% of cerium (LaBr3(Ce)) coupled to a R2083 pho-
tomultiplier (PMT) were placed in the ancillary triangu-
lar positions of the array (one ancillary position remained
empty). Around the implantation point, covering the up-
stream half of the chamber, a set of five in-vacuum LN2-
cooled lithium-drifted silicon detectors (PACES) were
used for conversion electron measurements. A fast 1mm-
thin plastic called Zero Degree Scintillator (ZDS) was
placed just a few millimeters behind the ion-deposition
point in the tape. The reader is referred to [14] for further
details about the GRIFFIN array and ancillary detector
performance.
The energy signals from each detector were digitazed
by the GRIFFIN custom-built digital data acquisition
system (DAQ) [22] with a 100 MHz sampling frequency,
which, after a digital implementation of a constant-
fraction discriminator (CFD) algorithmic interpolation,
gives timestamps with a precision down to ∼ 1 ns. Af-
ter shaping the signals with a custom made preampli-
fier, this works well for the timestamps of the HPGe and
Si(Li) semiconductor signals, as well as the signals from
the bismuth germanate (BGO) shields and SCEPTAR,
the thick β-tagging plastic scintillators (neither of them
employed in this experiment). However, it is not suffi-
cient for accurate timing of the fast ZDS and LaBr3(Ce)
signals which have a rise time of 0.7 ns Ref. [23]. To make
use of the full timing capabilities of these fast scintilla-
tors, a hybrid analog-digital electronic timing setup was
developed and employed in the present work.
The LaBr3(Ce) energy signal is taken from the last
dynode of the PMT and processed by a custom-made
preamplifier before being directly provided to the DAQ.
The timing signal is taken from the anode and input
to an Ortec 935 quad CFD [24]. External delay cables
3of 20 ns were employed in order to obtain an uniform
time walk over a large energy range while maintaining
reasonable timing resolutions. The output of the indi-
vidual CFDs were fed into Lecroy 429A fan-in/fan-out
logic modules [25] in order to obtain all the possible
LaBr3(Ce)-LaBr3(Ce) combinations. These logic output
signals provide the START and STOP signals to a set
of Ortec 566 Time-to-Amplitude Converter (TAC) mod-
ules [26]. These TAC modules delay the output signal
by ∼ 2.5µs which is then digitized by the same 100 MHz
ADC described above. . The timestamps were corrected
offline to time-match the detector and TAC signals.
Simultaneously the signals from an Ortec 462 Time
Calibrator module [27] operated at a low rate of ∼ 100 Hz
were connected to the TAC modules during the whole
data-collecting period. The Time Calibrator has a tim-
ing precision of ∼ 10 ps. This allowed for a precise mon-
itoring of the TAC performance and corrections to any
fluctuations due to, for example, temperature changes.
These events were easily identified through a lack of
LaBr3(Ce) energy coincidence. An offline event-by-event
correction of the TACs was performed using this infor-
mation.
In this configuration the combination of all seven
LaBr3(Ce) crystals has a timing resolution of ∼ 330 ps,
with a time-walk of slightly over 100 ps in the 200-1300
keV range, as shown in Fig. 1. Further details on the data
shown in this Figure is provided in the following Section.
An additional TAC was set with the ZDS plastic
as START and a logic module with an OR of all the
LaBr3(Ce) detectors as STOP. Thanks to its reduced
thickness of 1 mm, it ensures that charged particles
will deposit an approximately constant amount of energy
nearly independent of their kinetic energy. This allows
for a superior timing resolution and a reduced time-walk
when compared to LaBr3(Ce). This comes, however, at
the cost of losing all β-particle energy resolution. The
ZDS has an absolute efficiency of ∼ 20%, due to its solid
angle coverage, which is an order of magnitude higher
than the LaBr3(Ce) array.
To reduce the volume and rate of data recorded to disk,
the DAQ system employed digital filters. Such events
with at least one PACES or one HPGe or two or more
LaBr3(Ce) crystals had signals were passed to the data
acquisition computer. Any other detector hits that were
in temporal coincidence within 2 µs of any one of these
conditions were also recorded to disk.
III. DATA ANALYSIS
Data collected with the GRIFFIN array were ana-
lyzed using the GRSISort software [28] within the ROOT
framework [29]. General methods for analyzing such ex-
periments are outlined in Ref. [14]. This experiment fo-
cused on measuring lifetimes in the pico- to nanosecond
range using the GCDM. This method is an evolution of
early electronic fast-timing techniques [30, 31], adapted
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FIG. 1. Time-walk response or PRD curve of the whole
LaBr3(Ce) array. The curve has been derived from data
collected with an offline commercial 152Eu source and with
198mTl online. See text for details.
to large arrays of fast inorganic scintillators [17, 32].
A detailed explanation of the GCDM can be found in
Refs. [17, 32–35], but a short summary of the method is
included here.
A. Centroid difference
The method uses a TAC to measure the time differ-
ence between two transitions in a γ-ray cascade detected
by LaBr3(Ce) crystals. If the decaying γ-ray is prompt
(that is, if the draining transition decays from a nuclear
state with a lifetime well below the timing sensitivity
of the system, i.e. τ < 1 ps), the TAC spectrum will
be a semi-Gaussian distribution centered at zero. When
the intermediate level between the two transitions has a
mean lifetime in the picosecond or longer range, the re-
sulting distribution centroid will be shifted from zero by
an amount equal to τ . Despite the use of analog CFDs
in the signal processing, the position of the prompt zero-
time will depend on the energy of the feeding and de-
caying transitions. This is known as the time-walk or
“mean prompt response difference” (PRD(E)) for arrays,
and can be calibrated down to 2-5 ps using standard
commercially-available radioactive sources such as 152Eu
(all the time distribution centroids must be corrected by
the precisely known lifetimes). The curve generated from
data collected for the present study is shown in Fig. 1.
The cables providing signals to the STOP input of the
TAC modules are ∼ 25 ns longer than the ones feeding
the START. In practice, this has the effect of shifting
the TAC range from between 0 and 50 ns to between
−25 and 25 ns, allowing for reverse gating of the tran-
sitions in the LaBr3(Ce) crystals. In this anti-delayed
mode, the decaying transition is the START input for
the TAC and the feeding transition is the STOP. The
time difference between the signals will therefore be the
4negative lifetime of the intermediate level. The centroid
difference between the direct and reverse gating is equal
to twice the lifetime and with this method most system-
atic errors are suppressed. The correction for the time
walk described earlier must still be included and the final
expression is of the form:
∆C = 2τ + PRD(∆Eγ) (1)
where ∆C is the centroid difference between the two
gated spectra, τ is the sum of all the lifetimes of lev-
els between the two gated transitions, and PRD(∆Eγ) =
PRD(Efeed) − PRD(Edecay) is the difference in the time
response for the energies of the feeding and decaying tran-
sitions (see Fig. 1).
For the extraction of nuclear lifetimes, the data were
sorted into LaBr3(Ce)-LaBr3(Ce)-TAC-(HPGe) events
where the detector name implies the energy from that de-
tector. (The HPGe coincidence was optional but allowed
to use the GCDM imposing an additional condition on
the high-energy-resolution HPGe detectors to precisely
select one specific γ-ray cascade, if needed). This is es-
pecially important because of the very different timing
response of the LaBr3(Ce) crystals to full-energy peaks
(FEP) and Compton events. This difference in timing re-
sponse makes it impossible to subtract the nearby back-
ground when gating on a peak (as it is done in HPGe-
HPGe coincidences, for example), since the difference in
energies and type of physics event will yield very differ-
ent time responses. It is, thus, of paramount importance
to reduce the background by other means, like impos-
ing additional coincidence conditions or the use of anti-
Compton and background shields. Nevertheless, the time
response of the Compton background around the peak is
studied and a correction is applied using the following
equation:
AT · CT = AFEP · CFEP + AC · CC (2)
where A stands for area and C for timing-response cen-
troid value. The subscripts refer to full-energy peak
(FEP), Compton (C) and the total area of FEP plus
Compton (T). The Compton gate is set a few keV above
the FEP energy, so, due to the CFD time-walk, CC must
be shifted as a function of energy. Several gates are set
on the Compton background around the peak and their
centroid values are fitted as a function of the energy. This
is shown in Fig 2. For further details on this approach to
Compton correction see Refs. [17, 30].
The GRIFFIN array and its ancillary detectors (es-
pecially the LaBr3(Ce) array) have a very compact ge-
ometry, which causes a significant Compton background.
This has been greatly mitigated by the recent addition
of BGO active Compton and background suppression
shields [14]. However, since this shielding was not avail-
able at the time of the present experiment, an additional
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FIG. 2. Compton correction to the 2+1 mean lifetime in
194Hg
(Eγ = 428keV). The black squares are the centroid values of
the time response for the Compton background at that energy,
the blue circle is the centroid of the time response for that
FEP and the red line is the quadratic fit to the Compton time-
response. The LaBr3(Ce) energy spectrum is superimposed
for reference. All spectra were generated with gates in the
4+1 → 2+1 transition in the START LaBr3(Ce) and 6+1 → 4+1
in the HPGe array. See text for details.
coincidence can be set in the HPGe detectors when ex-
amining a cascade involving three or more γ rays. Al-
ternatively, if the cascade involves only two γ rays, anti-
coincidence conditions can be imposed with the HPGe
data. When γ rays involved in cascades of only two γ
rays are selected in the LaBr3(Ce), it can be assumed that
any events in the HPGe detectors will be a Compton or
random-background event, and the entire GRIFFIN ar-
ray can effectively be used as an active suppression shield.
This drastically reduced the Compton background, with
a minor loss in statistics. During the offline timing cal-
ibration, no HPGe data were recorded. This resulted in
a peak-to-background ratio in the 152Eu decay spectra
which was much poorer than that achieved in the online
data (when the HPGe were active) and in calibrations of
subsequent experiments. This has significantly increased
the uncertainty in the PRD curve available for this ex-
periment up to ∼ 5 ps.
To improve the precision of the PRD(E) in the en-
ergy range of interest (400 to 650 keV), the 2+1 → 0+1
and 4+1 → 2+1 transitions from 198Hg were included in
the PRD(E) calibration. The lifetime of the 2+1 state in
198Hg has been measured in over 10 different experiments
using a wide range of techniques, yielding a very accu-
rate evaluated value of τ = 34.34(25) ps [36, 37]. An
additional gate on the 5−1 → 4+1 transition detected in a
HPGe detector was imposed that increased the quality
of the LaBr3(Ce) timing spectrum. Due to the improved
peak-to-background ratio (now in the 20:1 range) and the
abundant statistics, the centroids were measured with a
precision of 2 ps, see Fig. 3.
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FIG. 3. Centroid shift (∆C) between the delayed (black)
and anti-delayed (red/gray) time spectra of the 4+1 → 2+1 and
2+1 → 0+1 γ-ray transitions in 198Hg. The ∆C value must be
corrected by the PRD(E) and Compton contributions. Only
the PRD(E) corrections derived from the 152Eu source data
were applied here (the precise 198Hg points were excluded) in
the determination of this τ(2+1 ) value, resulting in a compar-
atively larger uncertainty than for other masses.
B. Deconvolution method
When the measured lifetime is comparable or longer
than the timing resolution of the system (FWHM∼
330 ps for this experiment), the time distribution will
present an exponential decay on the delayed part. The
lifetime can be extracted directly from the slope of the
decay delayed part. This time distribution can be fitted
to a Gaussian convoluted with an exponential decay of
the form:
F (tj) = γ
∫ +∞
A
e−δ(tj−t)
2
e−λtdt (3)
where γ is the normalization factor, δ is a parameter re-
lated to the width of the Gaussian prompt distribution
and A is the centroid of said Gaussian, which is related
to the position of a prompt transition of the same en-
ergy. When needed, additional terms to account for the
time-random background can be introduced. Additional
details on the method are given in Ref. [14].
The ZDS detector used as a TAC start signal is partic-
ularly well suited for this convolution method, by giving
the time difference between the β−/β+ particle and the
γ-ray. Thanks to its reduced timing FWHM, lifetimes
will show a slope at shorter lifetime values. Moreover,
since it detects charged particles, not γ-rays, it does not
require a transition feeding the excited state of interest, it
can be started by the β particle directly populating the
level. This allows access to levels that are unavailable
to LaBr3(Ce)-LaBr3(Ce) coincidences. Lastly, because
of its larger efficiency and the fact that it does not re-
quire a γ-ray cascade to operate, in general it will yield
far superior statistics. In a similar fashion to the GCDM,
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HPGe GRIFFIN (black) arrays for the decay of 190mTl. This
data was taken in LaBr3(Ce)-LaBr3(Ce)-TAC-(HPGe) coin-
cidences mode. Some of the most intense transitions in 190Hg
have been labeled.
additional HPGe coincidences can be imposed to increase
selectivity.
IV. EXPERIMENTAL RESULTS
In the present high-statistics study (see Fig. 4 for an
example of the quality and quantity of data collected),
a large number of lifetimes have been observed across
the n-deficient Hg isotopic chain. Table I summarizes all
the measured half-lives from this work using the GCDM
described in Sec. III and Ref. [17]. Efeeder and Edecay
indicate the energies used for the gating transitions in
the LaBr3(Ce) crystals. EHPGe indicates the gated tran-
sition in the HPGe array. When previously measured,
the literature value is given in the table for comparison.
In some cases more than one combination of transition
gating could measure the lifetime. In those cases, all em-
ployed combinations are described in the table, and as
final result the average is given.
With the exception of the 7−1 state in
190Hg (see be-
low), lifetimes given as upper limits are the results of
uncertainties larger than the measured values. The main
reason for this is a large peak-to-background ratio for
weak transitions decaying from a level with a short half-
life. When this ratio is . 1, the Compton contribution is
substantial and the uncertainty induced by the correction
from Eq. 2 is generally larger than the lifetime.
For the purpose of this work, lifetimes longer than
100 ps have been obtained by the convolution method,
fitting Eq. 3 to the time distribution. Every lifetime was
measured in delayed (positive lifetime) and anti-delayed
(negative lifetime) coincidences. Since these are physi-
cally different events, every half-life was effectively mea-
sured twice. The result shown in Tab. I is the average
of the two values, which in all cases were in good agree-
ment. Figure 5 shows an example of a lifetime extracted
using this method. The 6−1 → 7−1 transition in 194Hg is
used as START and the 5−1 → 4+1 as STOP. The 7−1 state
decays to the 5−1 state with a 56% branching ratio and
6TABLE I. Summary of the half-lives measured in this experiment with comparison to values in literature. The level and
transition energies are taken from Ref. [38]. Efeeder gives the energy of the feeding transition selected in the LaBr3(Ce) crystals
and Edecay to the decaying one. EHPGe makes reference to the additional condition set in the HPGe detectors. When more
than one energy is given in a column, it indicates that different combinations of transitions were used to obtain the lifetime of
the level. No significant discrepancies were found between different combinations and the average value is given as the final
result.
Isotope Elevel Jpi Efeeder Jpifi → Jpiff Edecay Jpidi → Jpidf EHPGe Jpigi → Jpigf T1/2 exp. T1/2 lit. Ref
(keV) (keV) (keV) (keV) (ps) (ps)
200Hg 367.9 2+1 579.3 4
+
1 → 2+1 367.9 2+1 → 0+1 828.3 3+3 → 4+1 44(3) 46.4(4) [37]
947.2 4+1 828.3 3
+
3 → 4+1 579.3 4+1 → 2+1 367.9 2+1 → 0+1 6(3) 3.24(5) [39, 40]
1029.3 0+2 701.6 2
+
5 → 0+2 661.4 0+2 → 2+1 367.9 2+1 → 0+1 8(4)
1254.1 2+2 628.8 2
+
7 → 2+2 886.2 2+2 → 2+1 367.9 2+1 → 0+1 8(6) 3.5(8) [39]
198Hg 411.8 2+1 636.7 4
+
1 → 2+1 411.8 2+1 → 0+1 587.2 5−1 → 4+1 24(3) 23.15(28) [37]
1048.5 4+1 587.2 5
−
1 → 4+1 636.7 4+1 → 2+1 411.8 2+1 → 0+1 <5 1.80(8) [39, 40]
1635.7 5−1 489.6 (6, 7)
−
1 → 5−1 587.2 5−1 → 4+1 411.8 2+1 → 0+1 57(7) 62(11) [41]
1683.4 7−1 226.2 6
−
1 → 7−1 587.2 5−1 → 4+1 411.8 2+1 → 0+1 6.6(1) ns 6.9(2) ns [42]
196Hg 426.0 2+1 635.5 4
+
1 → 2+1 426.0 2+1 → 0+1 695.6 5−1 → 4+1 16(3) 17.2(6) [37]
1061.4 4+1 695.6 5
−
1 → 4+1 635.5 4+1 → 2+1 426.0 2+1 → 0+1 4(3) 4(3) [11]
1757.0 5−1 588.8 (5, 6, 7)
−
1 → 5−1 695.6 5−1 → 4+1 426.0 2+1 → 0+1 670(80) 555(17) [43]
1841.3 7−1 505.2 (5, 6, 7)
−
1 → 7−1 695.6 5−1 → 4+1 426.0 2+1 → 0+1 4.8(2) ns 5.22(16) ns [43]
194Hg 427.9 2+1 636.3 4
+
1 → 2+1 427.9 2+1 → 0+1 734.8 6+1 → 4+1 19(1) 15(3) [11]
748.9 5−1 → 4+1
1064.2 4+1 734.8 6
+
1 → 4+1 636.3 4+1 → 2+1 427.9 2+1 → 0+1 <3 5(3) [11]
1813 5−1 650.3 6
−
2 → 5−1 748.9 5−1 → 4+1 427.9 2+1 → 0+1 51(6) <150 [43]
1910.0 7−1 255.4 6
−
1 → 7−1 734.8 6+1 → 4+1 427.9 2+1 → 0+1 3.46(3) ns 3.75(11) ns [44]
208.9 (6, 7, 8)−1 → 6−1 748.9 5−1 → 4+1
111.0 7−1 → 6+1
192Hg 422.8 2+1 634.8 4
+
1 → 2+1 422.8 2+1 → 0+1 786.0 5−1 → 4+1 12(1) 15(6) [11]
745.5 6+1 → 4+1
1057.6 4+1 745.5 6
+
1 → 4+1 634.8 4+1 → 2+1 422.8 2+1 → 0+1 4(3) 4(3) [11]
1803.0 6+1 174.0 7
−
1 → 6+1 745.5 6+1 → 4+1 634.8 4+1 → 2+1 73(10)
1843.9 5−1 133.1 7
−
1 → 5−1 786.3 5−1 → 4+1 634.8 4+1 → 2+1 383(14)
1977.0 7−1 239.2 8
−
1 → 7−1 174.0 7−1 → 6+1 422.8 2+1 → 0+1 1.03(5) ns 1.04(6) ns [45]
745.5 6+1 → 4+1
190Hg 416.3 2+1 625.4 4
+
1 → 2+1 416.4 2+1 → 0+1 731.1 6+1 → 4+1 15(1) 15(6) [11]
839.7 5−1 → 4+1
1041.8 4+1 731.1 6
+
1 → 4+1 625.4 4+1 → 2+1 416.4 2+1 → 0+1 5(4) <8 [11]
839.6 5−1 → 4+1
1772.9 6+1 305.4 7
−
1 → 6+1 416.4 2+1 → 0+1 625.4 4+1 → 2+1 7(4)
1881.2 5−1 370.3 (6, 7)
−
1 → 5−1 839.6 5−1 → 4+1 625.4 4+1 → 2+1 <40
196.9 7−1 → 5−1
2078.3 7−1 240.6 8
−
1 → 7−1 305.4 7−1 → 6+1 731.0 6+1 → 4+1 <200
188Hg 412.9 2+1 592.1 4
+
1 → 2+1 412.9 2+1 → 0+1 504.3 6+1 → 4+1 14(3) 13.1(21) [10]
772.4 6+2 → 4+1
904.8 5−1 → 4+1
881.1 2+2 326.9 4
+
2 → 2+2 468.2 2+2 → 2+1 412.9 2+1 → 0+1 <20 141(31) [46]
1004.9 4+1 504.3 6
+
1 → 4+1 592.1 4+1 → 2+1 412.9 2+1 → 0+1 <30 1.60(12) [10]
1207.9 4+2 700.1 (4, 5)
+ → 4+2 326.9 4+2 → 2+2 412.9 2+1 → 0+1 <40
795.2 4+2 → 2+1
1509.2 6+1 460.7 8
+
1 → 6+1 504.3 6+1 → 4+1 592.1 4+1 → 2+1 <10
1777.2 6+2 424.1 7
−
1 → 6+1 772.4 6+2 → 4+1 412.9 2+1 → 0+1 <30
1909.7 5−1 385.8 6
−
1 → 5−1 904.8 5−1 → 4+1 592.1 4+1 → 2+1 10(9)
the 5−1 state lifetime is known to be in the picoseconds
range (see Table I), so the long tail shown in Fig. 5 can
be unambiguously attributed to the 7−1 state. The time
distribution was fitted to a Gaussian function convoluted
to a double exponential decay. This second exponential
decay is introduced to account for the significant back-
ground, which in this case has a much shorter lifetime.
An additional constant term was introduced to fit the
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FIG. 5. Lifetime of the 7−1 state in
194Hg. The fit was
performed using a Gaussian convoluted with a double expo-
nential decay, to account for the short lifetime background
under the peak, plus a constant term for the time-random
background.
time-random background.
The lifetime of the 7−1 state in
190Hg was estimated
using a different method. The 305.4-keV 7−1 → 6+1 de-
caying transition was visible and could be selected in the
LaBr3(Ce) spectrum. An additional transition, 731.1-
keV 6+1 → 4+1 , was selected in the HPGe array to reduce
the background. Since no discernible feeding transition
could be used as the gating transition in the LaBr3(Ce)
detectors under these conditions, the lifetime was ex-
tracted from ZDS-LaBr3(Ce)-HPGe coincidences. This
time difference between the β+ particle and the 7−1 → 6+1
transition was a composition of the lifetimes of the 7−1
and all the levels feeding it from above, which in this
case are the (8−) and (9−) states [38]. The resulting
TAC spectrum showed no delayed component and thus
a conservative upper limit of T1/2 < 200 ps was esti-
mated from the FWHM and the lack of slope. From
previous experiments (see Refs. [38, 47–49]) it has been
established that the decay of 190mTl favors the 7− state
over the (8−) and (9−) levels in ∼ 75% of the decays.
For this reason, it cannot be discarded that the (8−) or
(9−) states have a long lifetime which could not be ob-
served under these conditions, therefore no limits have
been deduced for them.
With the exception of the lifetime of 2+2 in
188Hg (dis-
cussed in Sec. VD) there is excellent agreement between
the results obtained in this work and previous measure-
ments (see Fig. 6 and Table I). In particular, excel-
lent agreement is observed with the lifetimes of the 2+1
states of 196,198,200Hg stable isotopes for which lifetimes
have been measured a number of times and are precisely
known. This is a strong validation of the quality of the
results and the ability of the LaBr3(Ce)-GRIFFIN array
to measure lifetimes in the picoseconds range using the
GCDM. It should be noted here that the 198Hg 2+1 state
literature lifetime was used to calibrate the time walk
of the array and reduce the uncertainty of all the other
measured lifetimes, but was not used when determining
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FIG. 6. Comparison of the experimentally deduced
B(E2;2+1 → 0+1 ) values from this work and previous litera-
ture values. Literature values are taken from the evaluated
compilation [37], with the exception of 190,192,194Hg, which
are taken from Ref. [11]. Note that the error for the 200Hg
B(E2) value evaluated in [37] has one too many digits, making
it 10 times larger than it should be. This has been corrected
in the present plot.
its own value in this work. The agreement for the 7−1
state lifetimes, measured using the convolution method,
is poorer than with the other states. For 194,196,198Hg
these values are ∼ 2σ lower than previous measurements.
No satisfactory explanation for this deviation was found.
V. CALCULATIONS AND DISCUSSION
A. Positive-parity yrast states
The Z∼82, N∼ 104 mid-shell nuclei are beyond reach
of most shell-model calculations, with only the state-
of-the-art Monte Carlo shell model (MCSM) [53] hav-
ing been recently used to calculate some of the most
basic properties of the ground and first excited states
of 177−186Hg [6, 9]. In order to study more complex
properties of excited states, such as the B(E2) transition
strengths, calculations must be carried out in truncated
spaces. In the present study, we turn to results of the
Interacting Boson Model (IBM) calculations. Two main
sets of theoretical results are available for the B(E2) val-
ues of the neutron-deficient Hg isotopes; from the IBM-2
calculations [12] and IBM calculations that incorporate
configuration mixing (IBM-CM) [13].
While both of them are based on the IBM, there are
important differences between the two approaches. The
IBM-2 calculations treat protons and neutrons indepen-
dently, as opposed to the traditional IBM calculations
(including IBM-CM), which makes no distinction be-
tween the different types of nucleon. Both calculations
allow for proton excitations across Z=82 and the for-
mation of 4h − 2p (intruder) states and mixing between
8TABLE II. Summary of the deduced reduced probabilities from the results of this experiment. For ∆J=0, ∆pi = 0 transitions,
the deduced B(M1) and B(E2) values are given assuming pure multipolarities. The exception is the 886.9-keV 2+2 → 2+1
transition in 200Hg for which a δ2 = −2.20(10) was measured previously and has been used in the calculations [50, 51]. Energies
and branching ratios are taken from Ref. [38]. All values have been corrected by the conversion electron coefficient from
Ref. [52].
Isotope Jpii T1/2 Jpif Eγ ρ
2(E0)×103 B(E1) B(M1) B(E2)
(ps) (keV) W.u. W.u. W.u.
200Hg 2+1 44(3) 0
+
1 367.9 26(2)
4+1 6(3) 2
+
1 579.3 20(9)
0+2 8(4) 2
+
1 661.4 8(4)
0+1 1029.3 0.02(1)
2+2 8(6) 0
+
2 224.8 4(3)
4+1 306.9 0.6(5)
2+1 886.2 5(4)× 10−4 1.0(8)
0+1 1254.1 0.10(8)
198Hg 2+1 24(3) 0
+
1 411.8 28(4)
4+1 <5 2
+
1 636.7 >16
5−1 57(7) 4
+
1 587.2 1.7(2)× 10−5
7−1 6.6(1) ns 5
−
1 47.7 29.5(5)
196Hg 2+1 16(3) 0
+
1 426.0 36(7)
4+1 4(3) 2
+
1 635.5 20(15)
5−1 670(80) 4
+
1 695.6 8.9(11)× 10−7
7−1 4.8(2) ns 5
−
1 84.3 33(1)
194Hg 2+1 19(1) 0
+
1 427.9 30(2)
4+1 <3 2
+
1 636.3 >27
5−1 51(6) 4
+
1 748.9 4.0(1)× 10−6
7−1 3.46(3) ns 5
−
1 97.0 34.4(3)
6+1 111.0 1.4(5)× 10−5
192Hg 2+1 12(1) 0
+
1 422.8 51(4)
4+1 4(3) 2
+
1 634.8 21(15)
6+1 73(10) 4
+
1 745.5 0.51(7)
5−1 383(14) 4
+
1 786.3 1.7(1)× 10−5
7−1 1.03(5) ns 5
−
1 133.1 37(2)
6+1 174.0 2.38(3)× 10−5
190Hg 2+1 15(1) 0
+
1 416.4 45(3)
4+1 5(4) 2
+
1 625.4 18(14)
6+1 7(4) 4
+
1 731.1 6(3)
5−1 <40 4
+
1 839.6 > 6× 10−6
7−1 <200 5
−
1 196.9 >30
6+1 305.4 > 2.4× 10−5
188Hg 2+1 14(3) 0
+
1 412.9 50(11)
2+2 <20 2
+
1 468.2 > 4× 10−3 >8
0+1 881.1 >1
4+1 <30 2
+
1 592.1 >4
4+2 <40 4
+
1 203.2 > 3× 10−3 >33
2+2 326.9 >26
2+1 795.2 >0.32
6+1 <10 (4
+
4 ) 269.4 >110
4+2 301.2 >250
4+1 504.3 >90
6+2 <30 4
+
2 569.3 >1.1
4+1 772.4 >0.8
5−1 10(9) 4
+
2 701.7 4.1(37)× 10−6
4+1 904.8 2.6(23)× 10−5
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FIG. 7. Difference between the B(E2;2+1 → 0+1 ) values
measured in this work, literature and different IBM calcu-
lations. Literature values are taken from the evaluated com-
pilation [37], with the exception of 190,192,194Hg, which are
taken from Ref. [11]. IBM-2 are from Ref. [12] and IBM-CM
from [13].
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FIG. 8. Same as Fig. 7, but for the B(E2;4+1 → 2+1 ) values.
the normal and intruder configurations. But while IBM-
CM includes cross-shell excitations for the whole isotopic
chain, the IBM-2 calculations that were performed in
Ref. [12] limits the inclusion of intruder states to the mass
172−190Hg isotopes, and uses a single configuration else-
where. The other main difference between the two sets
of calculations is that IBM-CM fitted the parameters to
the (at the time) measured energies and B(E2) of the 2+1
states, while the IBM-2 did not fit to any of the exper-
imental results but mapped the IBM-2 Hamiltonian to
results from a self-consistent mean field calculation using
a Gogny-D1M energy-density functional.
Figures 7 and 8 show the difference between B(E2) val-
ues deduced from the lifetimes of the 2+1 and 4
+
1 states
measured in the present work and theoretical calcula-
tions. Both the theoretical calculations and the ex-
perimental results show a smooth increase in B(E2) as
neutrons are removed. In 200Hg, the B(E2;2+1 → 0+1 )
value is ∼ 25 W.u., which yields a moderate deforma-
tion of β2 = 0.098(2). This deformation increases as the
mid-shell N = 104 is approached, reaching a maximum
around 182Hg with β2 = 0.147(4) [37]. The new results
are fully consistent with this picture but greatly improve
the precision of these measurements for 190,192,194Hg.
Esmaylzadeh and collaborators [11] claimed a better
agreement between the B(E2;2+1 → 0+1 ) values they mea-
sured and the IBM-2 calculations, mainly because of the
discrepancy they observed for 194Hg. The new, more
precise values, indicate the opposite conclusion, a sig-
nificantly better agreement with the IBM-CM is found,
rather than with the IBM-2. The agreement between the
IBM-CM predictions and the new data are well within
one σ, with the exception of 192Hg. In this case, the
B(E2;2+1 → 0+1 ) value of 192Hg seems to have been un-
derestimated by the IBM-CM and overestimated by the
IBM-2 calculations.
It is significant that the dip experimentally observed
in the B(E2;2+1 → 0+1 ) value of 194Hg is nicely repro-
duced when the configuration mixing is included in the
calculations (IBM-CM clearly reproduces the staggering
while IBM-2, which has no configuration mixing for this
mass, does not). The IBM calculations do not include
any type of sub-shell structure, but they are still able
to reproduce this irregularity in the otherwise smooth
evolution of the B(E2;2+1 → 0+1 ) values. While subtle
effects can, of course, be introduced through the fitting
of the IBM parameters to the energies of the states, it is
nonetheless remarkable that the staggering of the B(E2)
values is reproduced so well. (When the fits in Ref. [13]
were done, none of the relevant B(E2) values in 190−194Hg
were known.) A similar dip is observed in the evolution
of the B(E2;4+1 → 2+1 ) values also for 194Hg, where the
lifetime measured by Esmaylzadeh and collaborators [11]
certainly hints to the possibility of this staggering being
present also for the 4+1 state systematic.
On the other hand, the upper limits obtained for the
lifetimes of the 4+1 states (lower limits for the B(E2;4
+
1 →
2+1 )), are not stringent enough to distinguish between
either of the models. The value for 192Hg (and maybe
196Hg) presented in this work and the value for 194Hg
presented in [11] seem to favor the results from IBM-CM
calculations, but no definitive conclusion can be achieved.
More precise measurements of these lifetimes are required
for a full description of the nuclei.
It is important to note that when the IBM-CM calcu-
lations were performed [13], no lifetime information for
190,192,194Hg existed, so their B(E2) values were not in-
cluded in the normalization or constraining of the calcu-
lations. It is, thus, remarkable, how the predictions of
this set of calculations fit the measured values for 190Hg
and 194Hg. The IBM-2 is not adjusted to experimen-
tal data as it is based on the fully-microscopic energy
density functional calculation, so its ability to reproduce
the general trend of the B(E2) values is significant. The
10
great predictive power of these IBM calculations seems
to validate their results of the minimal mixing between
normal and intruder configurations for 192Hg and heavier
isotopes. This confirms the hypothesis of studying these
isotopes to benchmark the normal configuration free of
perturbations from the intruder one, which in turn should
facilitate the study of shape coexistance in the lighter
ones.
B. Negative-parity band
The yrast negative-parity band in the Hg isotopes has
been successfully explained with a model of two quasi-
particles coupled to an oblate rotor. One of the quasi-
particles has a high spin (11/2 or 13/2, from the pih11/2
or the νi13/2 orbitals, respectively) with a spherical wave
function, while the other quasi-particle is of low spin
(≤ 5/2, from the pf shell) with a deformed Nilson wave
function which is the combination of several configura-
tions [54–57].
In contrast, Beuscher et al. [58] concluded that these
structures are collective rotational bands involving many
particles, not just the suggested two-particle coupling,
because states up to 15− were observed. This high spin
can not be formed with just two-particles coupled to a
core.
The lack of an intense γ ray feeding the 7− state in
190Hg prevented a precise measurement of the lifetime.
Only a limit of < 200 ps was obtained, which fits with
the systematic of the chain.
C. Comment on B4/2
According to the Alaga rules, the ratio B4/2 =
B(E2;4+1 → 2+1 )/B(E2;2+1 → 0+g.s.) is strictly larger than
one. For an ideal rotor, B4/2 = 10/7 ∼ 1.43, while for a
harmonic vibrator, B4/2 has an exact value of 2. In the
current description of nuclear structure, B4/2 can only
have a value lower than 1 for structures conserving se-
niority (almost only found in semi-magic nuclei) and, in
principle nuclei having shape-coexistence, but no exam-
ple of the latter has been observed so far.
Cakirli and collaborators [59] carried out an extensive
survey and found a few isolated cases with B4/2 < 1
that could not be explained by either seniority or shape-
coexistence. Subsequent experiments have re-measured
with greater accuracy some of the most relevant of
those isotopes and found important discrepancies for
B(E2;4+1 → 2+1 ) that made the B4/2 values significantly
larger than 1 [60–62].
Recent works [11, 63] have suggested that the transi-
tional neutron-deficient Hg isotopes could have B4/2 val-
ues lower than 1. These suggestions arise from the 4+1
half-life (T1/2=7.2(3) ps) quoted for 198Hg in the current
edition of the Nuclear Data Sheets [36, 64], which in turn
yields B4/2=0.38(14). But the works cited in the com-
pilation measured B(E2;4+1 → 2+1 ) of 0.296(13) e2b2 [39]
and 0.307(24) e2b2 [40], in perfect agreement, yielding
T1/2=1.80(8) ps, which returns B4/2=1.56(19). More-
over, this is the evaluated value from previous editions of
the Nuclear Data Sheets [65]. To the best knowledge of
the authors, no new work has been published that sup-
ports the 7.2(3) ps half-life, and thus it should be replaced
back in the compilations for the previous T1/2=1.80(8) ps
one, value that is in agreement with the upper limit mea-
sured in this work. Likewise, all the B4/2 values obtained
from this work (see Tab. I), are, within uncertainties,
above 1. This includes the T1/2(4+1 ) upper limit of
194Hg
measured in this work, which, as opposed to the results
presented in Ref. [11], seems to favour B4/2 > 1. The re-
sults presented in this work, thus, negate the hypothetical
deviation from the current model of nuclear structure, at
least for this isotopic chain.
D. Lifetime of 2+2 in
188Hg
The literature value for the lifetime of the 2+2 state
in 188Hg was previously measured to be 141(31) ps by
Joshi et al [46]. This value cannot be reconciled with
the one observed in this work of T1/2 < 20 ps. They
used a different variation of the advanced time-delayed
method (Ref. [30]), described in Ref. [66]. Their method
relies on measuring the time difference between the x-ray
created by the electron capture and the one created by
the conversion electron, plus the detection of said conver-
sion electron in a Si(Li) detector to select a specific de-
cay branch. Since all x-rays from the same isotope have
the same energy, that method does not have the ability
to distinguish between delayed and anti-delayed coinci-
dences. Thus, instead of measuring the centroid shift
between the delayed and anti-delayed coincidences, that
method assumes that an increase of the width of the time
difference measured by the TAC is proportional to a life-
time between the two detected x-rays. Since the START
signal is given by the x-ray of the electron capture de-
cay, the measurement of a lifetime with that method is
susceptible of contribution from higher-lying states that
γ-cascade into the measured one.
The GCDM method described in Section III and em-
ployed in this work involves coincidence gates on specific
γ-rays, not x-rays. This grants it the unambiguous selec-
tivity of measuring the time difference between feeding
and decaying γ-rays of a specific level, thus measuring its
lifetime without the contribution of other levels. More-
over, distinguishing the delayed and anti-delayed coinci-
dences allows for a more precise measurement than just
the variation of the time difference distribution width.
For these reasons, the authors believe the GCDMmethod
to be more reliable than the one described by Joshi et al.
and the half-life limit presented in this work to be more
solid.
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E. ρ2 value of the 0+2 → 0+1 in 200Hg
The new half life measurement of the first excited 0+
state in 200Hg allows the electric monopole transition
strength of the transition to the ground state to be de-
termined for the first time. The ρ2(E0) value of this
0+2 → 0+1 transition is calculated to be 0.02(1) × 10−3
based on the new half life of 8(4) ps. This is a fairly
small value which compares well to others known in the
local region which have been reported by the evaluation
of Kibédi [67]. For example the 0+ → 0+ transition in
188
76 Os112 has a ρ2(E0) value of 0.011(4)milliunits, and
the 19478 Pt116 and 19678 Pt118 isotopes have values reported
as <0.17 and 0.19(10)milliunits, respectively.
This new value in 200Hg is an excellent benchmark of
the E0 strength in a mercury isotope that is away from
the shape coexistence region around the neutron mid-
shell of N ≈ 104. The lighter Hg isotopes display sig-
nificantly larger ρ2 values where the nature of the first
excited 0+ state is significantly different and the energies
much closer. This shape coexistence scenario is respon-
sible for driving the large E0 strength.
This further supports the configuration mixing sce-
nario discussed in earlier sections. Large ρ2(E0) are in-
dicative of strong mixing between 0+ states [67]. Both
sets of calculations, IBM-2 [12] and IBM-CM [13], pre-
dicted strong mixing for the lighter Hg isotopes and neg-
ligible for the heavier ones (IBM-2 is able to accurately
reproduce the B(E2) values for 194,196,198,200Hg without
including any mixing). This is confirmed by small ρ2(E0)
measured in this work for 200Hg, where no mixing is
expected, in contrast with the strong ρ2(E0) observed
near the N=104 mid-shell [1], where the mixing is much
stronger.
VI. CONCLUSIONS
Using the LaBr3(Ce) detector array of the GRIFFIN
spectrometer at the TRIUMF-ISAC facility, we have
carried out a systematic study of the transitional even
A = 188 − 200 mercury isotopes. The present work fo-
cused on extracting lifetimes in the pico- to nanosecond
range using the GCDM. A total of 33 lifetimes were mea-
sured, 10 of them for the first time. Overall, very good
agreement was found between the new results and pre-
vious measurements, with a significant improvement in
precision for many cases.
This increased precision allowed for meaningful com-
parison with IBM-2 and IBM-CM calculations. There is
an excellent agreement between the deduced B(E2;2+1 →
0+1 ) values from this work and the IBM-CM calculation.
The lifetimes of the 4+1 states were too short for GCDM,
resulting in large relative error bars that prevented com-
parison to the calculations.
Both IBM studies predicted shape coexistence in light
Hg isotopes up to 188Hg, with maybe a weak effect in
190Hg. The new, more precise results presented in this
work seem to validate this hypothesis, confirming the
minimal mixing between normal and intruder structures
for 192−200Hg. The ongoing analysis of the conversion
electrons and γ−γ angular correlations data collected in
this experiment will shed more light into the evolution of
configuration mixing in the Hg isotopic chain.
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