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1 Introduction
Data mining is the task of discovering interesting, unexpected or valuable struc-
tures in large datasets and transforming them into an understandable structure
for further use [2]. Different approaches in the domain of data mining have
been proposed, among which pattern mining is the most important one. Pat-
tern mining discovers various types of statistically relevant patterns, from which
association rules can be generated.
Recommender systems aim at identifying the items that match a user pro-
file (preferences, expectations, etc.), in order to recommend these items to the
associated user. Pattern mining, and more specifically association rules mining,
is one possible approach in recommender systems, where the items (or item-sets
or sequences of items) that compose the consequence of the rules are those rec-
ommended. Rule-based recommender systems have a major advantage that lies
in the fact that the recommendations they provide can be explained, through
the use of the antecedent. This is an important characteristic in decision-based
algorithms, especially when dedicated to human.
Pattern mining has attracted much attention for many years, and with the
emergence of big data, it has become even more important. Some of the most
common challenges include reducing the complexity of the process, avoiding the
redundancy within the patterns, discovering important patterns, etc.[1].
So far, pattern mining has focused mainly on the mining of one data source
with a single data type. However, with the increase of the amount of data, in
terms of volume, diversity of sources and nature of data, mining complex, multi-
source, heterogeneous and multi-relational data is now an emerging challenge in
the data mining community. This challenge is also the focus of our current work.
2 Related Work
We give a brief overview of the types of data and associated algorithms in the
literature, especially in the case of complex data. Complex data are data collec-
tions in which the data items may have different data types. It is now common
that the data mined may not come from a unique source. Such kind of data
is called multi-source data. When there are relations between the sources or
between the data dimensions, the data is called multi-relational [5].
Two main approaches have been proposed to mine multi-source and multi-
relational data [8]. The first approach manages all the data sources together
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in a unique process by combining all data sources together, through the use
of the relations. Pinto et al., [6] introduce three algorithms that mine all the
dimensions in a single process, and the resulting patterns contain information
from all sources. Plantevit et al., [7] propose an approach which treats all the
data together to consider different dimensions and levels of granularity at the
same time. Egho et al., [3] combine information coming from different sources in
one process and incorporates background knowledge in the form of hierarchies
over data attributes. The other approach mines data sources separately and then
combines the outputs. Hu et al., [4] mine multi-dimensional sequences locally, in
a distributed manner, where the resulting local patterns are grouped to form a
unique result.
To summarize, current approaches in multi-source and multi-dimensional
data mining either: (1) consider data sources independently and then merge
the outputs or (2) combine data sources together in one source and manage a
single-source output. The former approach may lead to a loss of information and
thus to a decrease in accuracy and coverage. The latter approach leads to highly
complex algorithms, even if some works mine sources sequentially.
3 Our vision and Planned Approach
Mining a single data source has a major advantage that lies in the low compu-
tational complexity of the mining process. However, we are convinced that both
the accuracy of the associated model (the resulting set of patterns) and its cov-
erage are not high due to the lack of information in a single data source. Having
more than one data source, thus more information, results in higher accuracy
and coverage. Nevertheless, the complexity of the mining process depends on
the number of data sources; the higher the number of sources, the higher the
complexity of the mining process.
In this work, we aim at designing a new mining algorithm that manages all
the data sources and that has a limited complexity. We propose to exploit the
links that exist between data sources or between elements of data sources, sys-
tematically or upon need, for example when the process faces lack of information
from some sources. More precisely, some links and sources may be exploited sys-
tematically, and others may be used only when required by the mining process,
which is a way to reduce the complexity. The questions raised are thus: how to
design an algorithm that selectively mines some sources, based on which crite-
rion, what strategy to adopt, etc.? Is it only a matter of amount of information,
or also of types of links and sources, or of computation time?
Concretely, we propose to view the data as follows. We consider one data
source as the core source , and it consists of a set of sequences of events, for
example user activities. The other data sources contain additional descriptive
data about the elements of the events. The core source is systematically and
extensively mined, while other sources are viewed as background information,
or more general information. These additional sources can be linked to the core
source or to other sources, and will be mined if needed. Figure 1 (a) represents
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a general view of the data sources and their relations. This view is made up of
several interlinked dimensions, forming a multi-dimensional dataset.
(a) (b)
Fig. 1. (a) Overview of possible links and sources (b) On the METAL project
3.1 The METAL project
We apply this work in the frame of METAL project that is in the domain of
e-learning for primary and secondary school students in France. The general
aim of the METAL project 1 is to improve the quality of the learning process
of school students. This improvement is attained through the development of
an educational barometer intended for students where each student can know
his/her detailed academic level and will be provided with recommendations of
pedagogic resources (exercises, lectures, exams, etc.) to increase his/her moti-
vation and to improve his/her academic level. These recommendations will be
provided based on their academic needs, preferences, past behavior on the virtual
learning environment (VLE), profile, etc. The recommendations are computed
based on data about the students, teachers, programs, pedagogic resources, etc.,
each of them coming from a different source. This data is a real example of multi-
source and multi-relational data, as described previously. Figure 1(b) represents
an overview of the data sources of METAL project. We consider the ”students’
traces of activity” as the core data source. Other sources, like student profile,
pedagogic resources, classes composition, teachers, school information, etc. are
linked to the core data source, or to another data source. These other sources
provide background information that is considered as more general information.
The pattern mining algorithm will be designed to mine frequent sequential pat-
terns of events, mainly from the core source, and from other sources if needed.
The mining process will take into account the different sources and the relations
between them.
In the domain of e-learning, multi-source data is of high importance to per-
form high quality recommendations. As the sources provide background and
1 http://metal.loria.fr
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more general information related to the activities of students, we expect to mine
more frequent and more general patterns than the patterns mined when there
is a single data source. Indeed, the data from additional sources will be used to
cope with the minimum support problem when mining patterns from a unique
source. Furthermore, the additional information of each source could be at dif-
ferent levels of granularity which is useful in providing more general frequent
patterns. This generalization results in higher data coverage that helps in pro-
viding more general results when specific patterns are not frequent. Here are
some examples of frequent patterns that we intend to mine (R1...Rn are the id
′s
of the pedagogic resources that are included in the sequences of students’ activi-
ties: Rule1 : R3 → {R8R13R27} Rule2 : 15years Metz male R3 → R8 R13 R27
Rule3 : R3 R7 Math R24 → R8 R27
4 Conclusion
The increase in the amount of data sources in data mining leads to several chal-
lenges, especially related to the management of the numerous relations between
sources, of various data types, and of the complexity of the mining task. The
challenge that we focus on is mining these heterogeneous and multi-relational
data sources with limited complexity.
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