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ABSTRACT
CARBON EMISSIONS FROM STREAMS AND RIVER: INTEGRATING METHANE
EMISSION PATHWAYS AND STORM CARBON DIOXIDE EMISSIONS INTO AQUATIC
CARBON BALANCES
by
Andrew L. Robison
University of New Hampshire
May, 2021
River networks play an important role in elemental cycling at watershed, regional, and
global scales. They not only serve as pipes that transport elements from land to sea, but also as
complex processers that can significantly modify the timing, form, and magnitude of these
elemental fluxes. For example, recent studies have shown that river networks contribute
significantly to the global carbon cycle by emitting greenhouse gases like carbon dioxide (CO2)
and methane (CH4) to the atmosphere. However, we currently do not fully understand the
controls on GHG emissions from river networks, particularly what drives the variability of
emissions across space and time. As such, a robust investigation of the factors controlling carbon
delivery to and processing within river networks is critical to improve our ability to predict how
changing climate and land use will alter rates of carbon emissions from river networks.
This dissertation examines the sources of and controls on CO2 and CH4 emissions from
streams and rivers. I used novel field monitoring designs and quantitative syntheses to estimate
emissions of CO2 and CH4 from stream ecosystems while considering the factors that control
spatial and temporal variability at multiple scales. Regarding CO2, I used a network of ten highfrequency CO2 sensors to explore how flow variability and storms affect CO2 emissions across
streams and rivers of varying watershed size and land use. I also explore the relative contribution
xv

of diffusion and ebullition to the total CH4 flux in four small streams, and how these emission
pathways vary across and within each stream. Combined with isotopic and microbial analyses, I
consider how CH4 is produced, oxidized, and ultimately emitted from stream ecosystems and
how this differs from other aquatic ecosystems.
Results of this dissertation highlight the relevance of stream and rivers as emitters of CO2
and CH4, and highlight the dynamics of these gases as they move through these ecosystems.
Storms are not overly important in annual budgets of CO2 emissions from streams and rivers, but
do represent moments of heightened transfer of carbon from the terrestrial to aquatic
environments that highlights the need to better understand this transfer. For CH4, the shallow,
flowing nature of streams favor diffusive emissions and oxidation, which results in a relatively
heavy isotopic signature of emitted CH4 relative to that produced in the sediments. Collectively,
these results continue the work in moving beyond the “passive pipe” model of river networks,
highlighting the dynamic nature of how streams and rivers collectively receive, store, transform,
and transport carbon across spatial and temporal scales.

xvi

INTRODUCTION
River networks exert considerable influence over material cycles and fluxes at watershed,
regional, and global scales (Cole et al., 2007; Seitzinger et al., 2006). Although they cover a small
percentage of the Earth’s surface, their capacity to transport material and the magnitude of
transformation of materials within river networks are substantial (Battin et al., 2009). Regarding
carbon specifically, the historic view of streams and rivers was of “passive pipes” that simply
transported carbon from the landscape downstream (Cole et al., 2007). However, recent research
has toppled this view, showing that river networks transform, outgas, and store most of the carbon
they receive from terrestrial ecosystems (Drake et al., 2018). This updated view of river networks
as “active processors” of carbon has major implications for regional and global carbon balances
because much of the carbon emitted from aquatic ecosystems is of terrestrial origin (Horgby, Boix
Canadell, et al., 2019; Hotchkiss et al., 2015; Ran et al., 2021; Turner et al., 2013). That is, some
significant fraction of carbon that is thought to be stored in terrestrial environments is actually
transported to aquatic environments, where it may be stored, transformed, or emitted (Cole et al.,
2007).
This latter efflux of carbon represents a return of carbon to the atmosphere, thereby
offsetting some fraction of the terrestrial carbon sink (Bastviken et al., 2011; Butman et al., 2016).
At the global scale, river networks are estimated to emit roughly 650-1800 Tg C yr-1 (Lauerwald
et al., 2015; Raymond et al., 2013), which is roughly 18 to 50% of the estimated terrestrial carbon
sink (3.61 Pg C yr-1; Keenan & Williams, 2018). Recent investigations have begun to incorporate
river networks into regional (Butman et al., 2016; Ran et al., 2021) and global carbon budgets
(Drake et al., 2018; Raymond et al., 2013), but what drives the variability of carbon emissions
from these ecosystems across space and time is still poorly constrained. Therefore, improving our
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understanding of carbon delivery to, processing within, and emissions from river networks is
critical to closing landscape scale carbon budgets.
In the Second State of the Carbon Cycle Report, released in 2018, a chapter on inland
waters was included for the first time, recognizing the significant role of these ecosystems in
landscape carbon budgets (Butman et al., 2018). The authors identified critical areas of research
needed to improve understanding of aquatic ecosystems’ role in regional carbon budgets. First,
increased temporal resolution of carbon concentration measurements, specifically across flow
conditions, is needed to provide better representation of hydrologic variability and storms on
carbon fluxes. Discharge is a master variable that controls many processes in stream ecosystems,
including the solute delivery to, processing within, and fluxes from streams (Doyle, 2005; Hall et
al., 2016). Discharge has been shown to affect each of these processes with regards to CO2, where
high flows can increase the loading of CO2 into streams (Leith et al., 2015), disrupt metabolic
activity within the stream (Reisinger et al., 2017), and lead to increased carbon emissions (Liu &
Raymond, 2018). However, because most CO2 measurements in streams are infrequent in nature
(e.g., daily or weekly grab sampling), very few studies have examined the impact of storms on
CO2 emissions specifically (Dinsmore & Billett, 2008). Ignoring storm flows thus creates
uncertainty in scaling CO2 emissions across time, as these relatively infrequent events can
represent a majority of fluxes of solutes from streams and rivers (Doyle et al., 2005). Moreover,
unlike nongaseous solutes, gases like CO2 are affected both by downstream transport and surface
evasion, both of which are dependent on discharge (Raymond et al., 2012). Understanding the
relationship between gases and discharge during storms is ever more critical since storms are
expected to increase in intensity and frequency in the U.S. with climate change (Yin et al., 2018).
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As such, monitoring of gas dynamics across flow conditions and during storms is critical to
understanding transport to and emissions from streams.
Secondly, increased spatial resolution of gaseous sampling and a more comprehensive
consideration of land use could highlight the role of anthropogenic influences on the quantity and
quality of carbon fluxes to and from inland waters (Butman et al., 2018). Other than climate, land
use is arguably the largest factor affecting the structure and function of aquatic ecosystems globally
(Walsh, Roy, Feminella, Cottingham, Peter, et al., 2005). For example, land use has been shown
to affect solute loading to streams generally (Kaushal et al., 2014; Vaughan et al., 2017a), and with
respect to CO2 and CH4 specifically (Herreid et al., 2020; Herrero Ortega et al., 2019; R. Smith et
al., 2017). Moving from site specific studies of gaseous dynamics in streams and rivers towards
regional and global estimates requires some understanding of the variability of these dynamics
across space. Thus, considerations of land use and its effect on gaseous dynamics is critical to
increasing certainty in spatial scaling.
Lastly, targeted research on CH4 transport, cycling, and emissions from aquatic ecosystems
is needed to improve our understanding of the dynamics of this potent greenhouse gas (Butman et
al., 2018). Methane has approximately 28 times the global warming potential of CO2 and is second
only to CO2 as most important greenhouse gas in Earth’s atmosphere (Saunois et al., 2020).
Observations of CH4 concentrations and fluxes across a wide range of studies suggest most streams
are CH4 sources to the atmosphere (Campeau & Del Giorgio, 2014; Flury & Ulseth, 2019; Stanley
et al., 2016; Wallin et al., 2014). However, CH4 research in streams and rivers is notably limited,
and scaling of CH4 emissions across space is a highly uncertain endeavor. Stanley et al. (2016)
estimate that streams and rivers emit approximately 27 Tg CH4 per year globally, which represents
about 15% of the total annual emissions of CH4 from wetlands, and 40% of annual emissions from
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lakes (Kirschke et al., 2013), indicating flowing waters are a significant and relevant source of
CH4. This estimate does not include ebullitive fluxes, which have been shown to account for a
majority of CH4 efflux from streams and rivers previously (Crawford et al., 2014; G. Wang et al.,
2021; L. Zhang et al., 2020). Moreover, controls on CH4 production, consumption, and emissions
across space are highly uncertain, driving a need for more comprehensive studies of CH4 cycling
in stream ecosystems.
Addressing these areas of uncertainty will require at least more intensive sampling of
CO2 and CH4, but also points towards a need for an improved mechanistic understanding of what
drives the variability of gaseous dynamics in space and time. For example, in monitoring CO2
concentration and fluxes at high frequencies, we can investigate the sources of CO2 that are
emitted from a stream and examine how this varies among streams. Similarly, in measuring the
emission pathways of CH4 from small streams, we can compare results to other aquatic
ecosystems to distinguish unique properties of streams and the impacts these may have on CH4
production, consumption, and contribution to regional CH4 budgets. In this dissertation I address
each of these major uncertainties in CO2 and CH4 dynamics in stream ecosystems. I focus on two
major questions to improve our mechanistic understanding of carbon cycling and emissions in
stream and river ecosystems:
1) How does CH4 production, oxidation, and emission pathway (i.e., diffusion and
ebullition) vary in small streams and how does this compare to larger rivers or ponded
waterbodies?
2) What is the influence of flow on CO2 emissions from streams and rivers over seasonal
scales and individual storms, and what does this tell us about CO2 sources and transport?
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In Chapter One, I quantify ebullitive emissions of CH4, CO2, and nitrous oxide (N2O)
from four small headwater streams. I examine what factors control the spatial and temporal
patterns of ebullitive fluxes and develop a monitoring recommendation for future ebullitive
studies of stream ecosystems. In Chapter Two, I estimate diffusive emissions of CH4 from these
same four streams to examine the relative contribution of ebullitive and diffusive emission
pathways. Combined with measurements of CH4 isotopes and associated microbial communities,
I propose a conceptual model of CH4 cycling in small streams that differentiates them from
larger rivers and ponded waterbodies. In Chapter Three, I use high-frequency CO2 sensors in ten
streams and rivers of varying size to examine the impact of flow on CO2 emissions. These
examinations provide insight into CO2 sources within the watersheds and how those sources vary
across landscape characteristics. While no single study can fully define the role of streams and
rivers in the global carbon budget, results from this dissertation contribute meaningfully to our
understanding of carbon transport, transformation, and emissions from stream and river
ecosystems.

Each chapter has been formatted as an individual research article for publication in a peerreviewed journal. As of April 1, 2021, chapter one has been conditionally accepted for
publication in Limnology and Oceanography. Chapter two will be submitted to Ecosystems in
May 2021. Chapter three will be submitted to Water Resources Research after review by
coauthors.
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CHAPTER ONE:
Spatial and temporal heterogeneity of methane ebullition in headwater streams and the impact on
sampling design

Abstract
Headwater streams are known sources of methane (CH4) to the atmosphere, but their contribution
to continental or global scale budgets remains poorly constrained. While efforts have been made
to better understand fluxes of dissolved CH4 in streams, much less attention has been paid to
ebullitive fluxes. Here, we examine the temporal and spatial heterogeneity of ebullitive CH4 flux
from four headwater streams in the temperate northeastern U.S. over two years from June through
October. Ebullition was observed in all monitored streams with an overall mean rate of 1.00 ± 0.23
mmol CH4 m-2 d-1. Temporal differences at the monthly timescale are strongly explained by water
temperature. Spatial heterogeneity of CH4 ebullition was observed both between and within
streams. Land use was not a simple predictor of this spatial heterogeneity, and instead patch scale
variability across all streams was weakly explained by sediment characteristics like organic
content and grain size. Our unique study design highlights the need for robust temporal and spatial
sampling of ebullition in lotic ecosystems to account for the high level of heterogeneity. We
recommend measurements of ebullition in streams should include at least 10 locations monitored
over at least 20 sampling periods to accurately represent the mean rate of flux. Our results support
both the relevance of streams in aquatic CH4 budgets and the high levels of variability
characteristic of ebullition. The heterogeneity observed indicates a complex set of drivers affect
CH4 ebullition from streams which must be considered when upscaling site measurements to larger
spatial scales.
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Introduction
Streams and rivers contribute significantly to the global carbon cycle as sources of
atmospheric carbon dioxide (CO2) and methane (CH4) (Cole et al., 2007; Drake et al., 2018).
However, a comprehensive understanding of controls on emissions of these gases both spatially
and temporally is needed to accurately scale to continental or global extents (Kirschke et al., 2013;
Saunois et al., 2020). In particular, measurements of CH4 dynamics in streams and rivers are
relatively scarce (Stanley et al., 2016), and as a result these ecosystems cannot be included in
global CH4 inventories with high confidence (Butman et al., 2018). Given the importance of CH4
as a radiative trace gas with approximately 28 times the global warming potential of CO2 over a
100-year time horizon (Myhre et al., 2013), data are needed to further constrain the magnitude and
drivers of CH4 emissions from inland waters generally. Observations of CH4 concentrations and
fluxes across a wide range of studies suggest most streams and rivers are sources of CH 4 to the
atmosphere (Campeau & Del Giorgio, 2014; Hutchins et al., 2020). However, almost all estimates
of CH4 emissions from streams and rivers ignore ebullitive, or bubble-mediated emissions despite
studies showing that ebullition can account for over 50% of the total CH4 emitted from streams
(Baulch, Dillon, et al., 2011; Crawford et al., 2014).
While attempts have been made to include diffusive CH4 emissions from lotic ecosystems
in global budgets, ebullition fluxes remain too understudied and unconstrained to scale effectively
(Saunois et al., 2020). Daily rates of CH4 ebullition from streams can vary over several orders of
magnitude within a single river network, from near zero to well over 100 mmol CH4 m-2 d-1 (L.
Zhang et al., 2020), but generally average less than 10 mmol CH4 m-2 d-1 (Stanley et al., 2016).
Drivers of this variability in space and time are poorly understood and is one reason ebullition
remains an unconstrained entity in global CH4 budgets. Because small streams comprise the largest
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fraction of surface area within the global fluvial network (Downing et al., 2012), understanding
ebullitive CH4 emissions from small streams is of upmost importance to accurately represent
fluvial systems in the global CH4 budget.
Even though studies of ebullition variability in lotic ecosystems are limited, we can look
to lentic ecosystems (e.g., lakes, ponds, reservoirs) to guide our inquiries. Generally, for ebullition
to occur at a given location, the sediment must be amenable to CH4 production and bubble
formation. This entails both geochemical parameters like availability and lability of organic matter
and reduced redox conditions, and physical conditions for bubble formation, like porosity (Wik et
al., 2018). Ebullition variability over monthly to seasonal periods appears to be driven mainly by
temperature (Aben et al., 2017), and this appears to hold true for lotic ecosystems as well (e.g.,
Spawn et al. 2017). Spatial variability of ebullition is less constrained. For lentic systems,
geomorphic characteristics like depth appear important in controlling ebullition variability across
and within individual water bodies (Burke et al., 2019; Wik, Varner, et al., 2016). Typically,
shallower water bodies are more affected by energy input, leading to higher sediment temperature
and higher rates of ebullition (Wik et al., 2014). In streams, specific sediment characteristics (e.g.,
organic content, sediment depth) appear to be the strongest predictors of spatial variability in CH4
ebullition in streams, but these results are not as clear across studies (Baulch, Dillon, et al., 2011;
Crawford et al., 2014).
Streams and rivers present distinct characteristics that likely distinguish them from ponded
waters (Stanley et al., 2016). Foremost among these is water flow, which impacts the benthic
environment physically and chemically. For example, patterns of erosion or sedimentation in
streams caused by flow may promote methanogenesis in specific patches (Bodmer et al., 2020;
Sanders et al., 2007). The potential influence of flow thus must be considered when examining
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ebullition in streams, particularly when considering the dynamic nature of small streams and how
these changes can manifest over shorter and longer timescales (Poole, 2002; Resh et al., 2016).
Similarly, the impact of land use on streams can exacerbate these theoretical controls on CH4
ebullition, included flashiness, erosion, nutrient loading, and temperature (Walsh, Roy, Feminella,
Cottingham, Groffman, et al., 2005). While some analyses of the effects of land use on diffusive
CH4 concentrations and emissions from streams and rivers have been reported (Stanley et al.,
2016), a similar analysis has yet to be done for ebullition. A recent study found high rates of CH4
ebullition from urban streams that resulted from high levels of sediment organic carbon (G. Wang
et al., 2021), but benthic organic matter is not always elevated in urban streams (Meyer et al.,
2005). In summary, these complicated and interdependent set of controls have hindered our
understanding of ebullitive fluxes in lotic ecosystems and highlights the need for further study of
this emission pathway.
Approaches to measuring ebullition from aquatic environments are most commonly done
in limited temporal scope where floating chambers are deployed at a location for several hours
during daylight on one day for one or a few occasions (e.g., Sawakuchi et al. 2014; Borges et al.
2015; Herrero Ortega et al. 2019; Zhang et al. 2020). Moreover, many of these studies also rely on
a single chamber to represent a stream or limit deployment of chambers to a specific area of the
stream. Because of the limited nature of bubble releases, i.e., bubbles are released intermittently
and irregularly, studies that sample infrequently (see Wik et al. 2016) or in a single location within
a stream or river (see Delsontro et al. 2015) will likely incorrectly estimate ebullitive flux
depending on the time of year and the proclivity of the specific patch for ebullition. The effect of
the temporal and spatial sampling efforts required to accurately represent lakes (Wik, Thornton, et
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al., 2016) and peatlands (Ramirez et al., 2017; Claire C. Treat et al., 2007) has been examined in
detail but has yet to be examined in lotic ecosystems.
We examined the links among CH4 ebullition and physical (e.g., flow, temperature) and
biogeochemical (e.g., sediment organic content) variables across four headwater streams,
including two streams draining suburban landscapes. Our goal was to identify drivers of temporal
and spatial heterogeneity of CH4 ebullition among and within streams. Analyses of environmental
variables allow for a robust examination of influential variables across space and time. We also
examine the impact of sampling design (e.g., sampling frequency and spatial extent) on estimations
of mean annual ebullitive CH4 flux. Our results are placed in the context of previous studies of
ebullition in aquatic ecosystems and define a roadmap for future studies of ebullition in streams.
Methods
Overview
Ebullition was monitored at four headwater streams using passive bubble traps. To
summarize, traps deployed in triplicate at four patches within each stream were visited at least
once a week from June through October and collected gas was analyzed for CH4 concentration.
Two streams were monitored for two consecutive years and two streams were monitored only in
the second year. Environmental variables monitored as potential temporal controls included water
temperature, barometric pressure, solar radiation, dissolved oxygen, water depth, and discharge.
Spatial variability was examined at the patch scale, and includes water depth, canopy cover, and
sediment organic content, particle size, percent carbon, and percent nitrogen. Finally, the effect of
sampling frequency and spatial extent was examined to evaluate the effectiveness of monitoring
design in accurately reflecting mean CH4 ebullition rates in lotic ecosystems.
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Site Description
Four headwater streams, each draining approximately 2-4 km2 watersheds, were monitored
in this study (Figure 1.1). These streams are part of long-term monitoring efforts: two streams
(Cart Creek and Sawmill Brook) are part of the Plum Island Ecosystems Long Term Ecological
Research (PIE LTER; e.g., Morse and Wollheim 2014) in northeastern Massachusetts, U.S.A. and
two streams (College Brook and Dube Brook) are part of long-term monitoring in the Oyster River
watershed (e.g., Wollheim et al. 2017) in southeastern New Hampshire, U.S.A. As part of these
monitoring efforts, basin characteristics, discharge, and some water quality variables are measured
(Table 1.1). Stream reaches selected for ebullition monitoring were co-located with the long-term
monitoring locations. Cart Creek and Dube Brook drain relatively undeveloped watersheds for
coastal New England and are primarily covered by forest and wetland. Sawmill Brook and College
Brook drain suburban landscapes, and as a result, generally have higher background concentrations
of nitrate and chloride (Table 1.1).
Bubble trap construction, deployment, and sampling
Passive bubble traps were installed in each stream to estimate CH4 emissions via ebullition
(see Baulch et al. 2011; Crawford and Stanley 2016). The traps consisted of a 25 cm diameter
plastic funnel fitted with a 60 mL plastic syringe and three-way stopcock, all sealed with watertight sealant. To install a trap in the stream channel, a 1 m long steel rebar stake was hammered
into the stream bottom and a trap was affixed to the rebar by plastic zip-ties. The traps were placed
approximately halfway underwater so that the syringe remained above the water across most flow
conditions while the funnel remained partially submerged (Figure S1.1). A vacuum was pulled
within each syringe trap using an additional syringe so the bubble traps contained only water, and
any displacement by gas could be measured.
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Locations for bubble trap deployment, hereafter referred to as patches, were selected for
each stream. An initial patch near a long-term monitoring location for water quality was
established at each stream, and subsequent patches were distributed approximately every 10 to 15
m upstream or downstream depending on ease of access. Three traps were installed at each patch,
approximately equally dispersed about 1 m apart from one another (Figure S1.1). A single patch
therefore spans approximately 2-3 m2. Patch selection avoided rocky substrate, which makes
installation of our trap design impossible. This limitation accounted for less than 10% of each
stream length. No other preference for benthic environment was made and we assume the
distribution of traps is therefore representative of the stream reach apart from rocky substrates.
Four patches were located at Cart Creek, Dube Brook, and Sawmill Brook, (12 total traps each),
and three patches were chosen at College Brook (9 total traps). Bubble traps were installed at Cart
Creek and Sawmill Brook on June 4, 2018 and removed November 5, 2018. The rebar stakes were
left in place to maintain the same locations for 2019. Bubble traps were redeployed at Cart Creek
and Sawmill Brook on May 7, 2019 and installed at College Brook and Dube Brook on May 28,
2019. Bubble traps were removed at all patches on November 4, 2019. Thus, two seasons of
monitoring were performed at Cart Creek and Sawmill Brook, and one season at College Brook
and Dube Brook.
Bubble traps were visited 1-2 times per week throughout the observation periods. Because
of the inherent disturbance to the sediment imposed by bubble trap installation, we discarded all
measurements taken within 28 days of installation. Effort was made to minimize disturbance to
the benthic substrate during trap sampling, including maintaining a maximum distance from the
trap and approaching from downstream. The volume of displaced water at each trap was recorded,
indicating total ebullition volume, and syringe volumes larger than 5 mL were collected via an
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additional syringe and stored for analysis of greenhouse gas concentration (CH4, CO2, and nitrous
oxide [N2O]). Gas samples were either analyzed within 24 hours or stored in sealed vials until
analyzed. Bubbles collected from traps that were not visited for more than 3 days were not
analyzed for CH4 concentration under the assumption that the gases will undergo some
equilibration with stream water over time, thereby underestimating the measured concentration.
The measured volumes of these samples are still considered accurate. Additional gas samples were
collected at the beginning and end of each sampling season by disturbing the benthic sediment and
collecting bubbles in a separate handheld bubble trap. These samples were used to increase the
sample size of measured ebullitive gas concentrations used in flux calculations as described below.
All traps were reset after observation. Occasionally, traps were found broken, e.g., with leaky seals
or having been torn off their rebar stakes. Measurements for these traps were not made, and the
traps were repaired or replaced.
Gas concentration analysis
All gas samples were analyzed in the Trace Gas Biogeochemistry Laboratory at the
University of New Hampshire. Ebullitive gas samples were always analyzed for CH4, and when
enough sample was available, for CO2 and nitrous oxide (N2O) as well. The concentration in parts
per million (ppmv) of CH4 was determined by analysis with a Shimadzu Gas Chromatograph
Flame Ionization Detector (GC-FID; Treat et al. 2007), CO2 (ppmv) using an infrared gas analyzer
(LI-6252 CO2 InfraRed Gas Analyzer [IRGA]), and N2O using a Shimadzu GC-8A with an
electron capture detector (GC-ECD). Methane was standardized using the average area response
of 10 injections of a standard gas mixture (Northeast Airgas, 2.006 ppmv or Maine Oxy, 1000
ppmv) to determine an instrument precision of analysis (Frolking & Crill, 1994). For CO2, an
instrumentation response factor for the IRGA was identified by first using a linear regression
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analysis to determine the slope and y-intercept of the standards (Northeast Airgas, 980.9 ppmv).
Triplicate standards were run by injecting incremental volumes of CO2 standard gas (1, 3, 4, 5, 10
mL; Treat et al. 2014). Finally, for N2O (ppmv) triplicate injections of three standard gases (0.267,
0.638, and 1.98 ppmv) were used to develop a standard curve response.
Flux calculations
Not all measured ebullitive gas volumes were analyzed for gas concentration (Table S1.1).
To estimate the gas flux of these samples, we implemented bootstrap resampling to assign
concentrations to these unanalyzed samples (Claire C. Treat et al., 2018). We randomly sampled
from the population of analyzed ebullitive gas concentrations (CH4, CO2, and N2O) at a stream
with replacement to assign a concentration to any non-measured sample volume. The
concentration set used in this analysis includes those samples collected by physical disturbance.
Because no patch within a stream exhibited a significantly different mean gas concentration in the
ebullition gas, measured concentrations were pooled across each individual stream. However, at
College Brook, gas samples were limited and the entire set of measured concentrations across all
streams was used. Additionally, no seasonality was detected in the concentration data, thus no
seasonal adjustment was implemented in the concentration assignment. For example, for an
unanalyzed ebullitive gas sample at Cart Creek, a concentration of CH4, CO2, and N2O would be
assigned at random from the measured samples at Cart Creek. This sampling was repeated 1,000
times and the resulting mean concentration calculated for each missing ebullitive gas sample was
used in analysis. The ebullitive flux was then calculated as the mass of each gas emitted per
sampling area per unit time:

Gas concentration × Volume captured

Ebullitive flux = Area of bubble trap × Time since last measurement

(1)
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A flux was calculated for each trap and gas for each observation period.
Environmental parameters
Measured dynamic variables included stage height, discharge, water temperature,
dissolved oxygen (D.O.), and photosynthetically active radiation (PAR) at all streams. Stage height
was measured at 15-minute intervals with HOBO water level data loggers (U20L-04; Onset Inc.
USA) deployed at a fixed depth and corrected for barometric pressure. Water temperature and
D.O. were measured at 15-minute intervals with HOBO Dissolved Oxygen Logger (U26-001;
Onset Inc. USA). PAR was measured continuously at the first patch in each stream by an Odyssey
Integrating PAR sensor (Dataflow Systems PTY Limited, New Zealand). Discharge was calculated
from continuous stage records using rating curves developed for each stream (Morse & Wollheim,
2014; W. M. Wollheim et al., 2017). The accuracy of all stage-discharge rating curves was
confirmed with measurements of discharge during the monitoring period of this study using a
wading rod and the cross-section method.
Patch level variables included canopy cover, water depth, sediment depth to refusal,
sediment particle size, and sediment organic matter content. Canopy cover was estimated using a
convex spherical densiometer (Forestry Suppliers, Inc., Model-C, Mississippi, USA) at each patch
within each stream. Water depth was found using the mean of 10 locations measured with a meter
stick in each patch. Following Crawford and Stanley (2016), depth to refusal was measured during
trap installation in 2019 as a means of approximating the depth of sediments overlying hard
mineral sediments. Fifteen measurements were made at each patch, five measurements along three
replicate channel cross-sections, and the average was used as the patch metric. Finally, sediment
cores were collected near all patches in the summer of 2019 and separated into subsamples
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representing 5 cm depth intervals from 0 cm to the deepest collected sample (maximum sampling
depth varied from 10 to 35 cm). A Multi Stage Soil Core Sampler (AMS, Inc., Idaho, USA), which
consists of a stainless steel cylinder and a 5 cm diameter plastic liner, was driven into the stream
sediments using a sliding weight stand (Wik et al., 2018). Sediment cores were located at least 1
m away from traps to minimize disturbance. Subsamples were analyzed for organic matter content
by loss of mass on ignition. The percent of sediment smaller than 2 mm in diameter was determined
by passing subsamples through a 2 mm sieve and weighing each fraction. Finally, sediment carbon
and nitrogen content were measured on dry pulverized samples by elemental analysis using a
Thermo FlashEA Series 1112 at the USDA Forest Service, Louis C. Wyman Forest Sciences
Laboratory in Durham, NH.
Statistical analyses
All statistical analyses were performed in MATLAB and Statistics Toolbox Release 2020a,
(The MathWorks, Inc., Natick, Massachusetts, United States). The calculation of ebullitive flux is
dependent on the time between measurements (Equation 1) and thus is affected by inconsistent
intervals between measurements. For example, if bubbles are emitted on average once per week,
but observations are made three times during that week, only one of those observations will include
a measured ebullitive flux. As such, we chose to represent a flux as the mean flux emitted at the
representative traps over a two-week period. This ensured at least two trap observations were made
at each trap during each period. Issues with measurement timescales of ebullition have been
discussed previously and generally emphasize the need to consider fluxes over timescales of weeks
rather than days when considering seasonal drivers (Maeck et al., 2014; Wik, Thornton, et al.,
2016). The use of a mean flux is also supported by our monitoring design, which allows for
continuous measurement during the entire monitoring period and thus integration over this entire
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period. However, because the measurements of ebullition exhibited high skewness and kurtosis
(Table S1.2), we use the nonparametric Mann–Whitney U and Wilcoxon signed rank test to
differentiate medians and means (α = 0.95). Variability at the stream, patch, and trap scales is
quantified by the interquartile range (IQR) because of the non-normal distribution of data.
Temporal environmental variables were also split into two-week increments to align with
ebullitive fluxes. Our sampling design precludes efforts to robustly analyze temporal variability
over daily timescales, so we focus instead on seasonal drivers as represented by these two-week
increments. Because we were interested in broad seasonal drivers of ebullitive flux, we used an
average of variables across all four streams. The relatively small geographic expanse of our study
area allows this compilation as climatic patterns (e.g., temperature, precipitation) are very similar
across all sites at the two-week timescale.
Statistical analyses focused on factors potentially driving ebullition. This includes mean
water temperature (Wik et al., 2013), mean and maximum discharge (Shakhova et al., 2014), mean
PAR (Burke et al., 2019), mean and minimum D.O. concentration (Crawford et al., 2014),
minimum barometric pressure, and maximum drop in barometric pressure (Tokida et al., 2007).
These parameters are generally independent of one another, with the main exception of
temperature and D.O. As such, we investigated correlations between these explanatory variables
and ebullitive CH4 flux using simple linear regression.
Simple linear regression was also used to analyze controls on spatial variation in ebullitive
CH4 flux. However, the environmental variables used in spatial analysis are highly correlated to
one another, thus we also used partial least squares (PLS) regression to investigate spatial
variability. PLS regression is an alternative method to simple linear regression for datasets with
many, co-linear predictor variables and when the number of observations is small relative to the
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number of predictor variables (Carrascal et al., 2009; Nash & Chaloud, 2011; Wold et al., 1984).
PLS has been implemented in many hydrological and biogeochemical studies where multivariate
approaches are ideal (Bodmer et al., 2020; Linkhorst et al., 2020; Sobek et al., 2003, 2007). Our
single response variable was the mean ebullitive rate of CH4 flux from individual patches across
all streams. Analyzing spatial variability at the patch scale, as opposed to the stream or trap scale,
allows for analysis of spatial heterogeneity both within and among streams. Predictor variables
included all variables in Table 1.2 as well as the percent carbon and nitrogen. Predictor variables
were standardized by variable maximum to balance their contribution in the computation of the
PLS model.
A Monte-Carlo cross-validation method was used to assess the predictive ability of
the resulting PLS model. The PLS model was fitted with a sub-sample of data
(calibration/validation ratio was set to 0.8 following Onderka et al. 2012), and the fitted models
were then tested on the validation set. This process was repeated 500 times. The mean crossvalidated goodness of prediction (Q2) was then compared to the original model fit (R2Y), where
close alignment indicates the model is not overfitted. The contribution of each predictor variable
to the model was then analyzed using variable importance in the projection (VIP), and categorized
as highly influential (VIP > 1.0), moderately influential (0.8 < VIP < 1.0) or less influential (VIP
< 0.8), following Ericksson et al. (2001).
Finally, we analyzed the effect of sampling effort, both temporally and spatially, on
individual stream estimates of mean ebullitive CH4 flux. We omitted College Brook from this
analysis because ebullitive CH4 flux was essentially zero. We also focused on 2019 data only,
when the number of sampling periods was similar across the three sites, 32 for Cart Creek and
Sawmill Brook and 26 at Dube Brook. Following Wik et al. (2016a), we simulated sampling
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regimes in which an iterative number of traps (spatial) or days (temporal) were selected and the
mean daily ebullitive flux of CH4 was calculated and compared to the actual values. For each
stream, we calculated the mean ebullitive CH4 flux based on a single measurement day up to n –
1 days, where n is the total number of sampling days. Sampling days in this analysis were not the
two-week averages described above, but rather individual measurements from each trap. We also
calculated the mean ebullitive CH4 flux based on a single bubble trap up to n – 1 bubble traps,
where n is the total number of bubble traps at the stream (12 at all three streams). Up to 100
randomly generated combinations of days or traps were included for each possible number of days
or traps, respectively.
Results
Ebullitive CH4 emissions
Ebullitive fluxes of methane were observed at all streams and all patches (overall mean =
1.00 ± 0.23 mmol CH4 m-2 d-1); however, high variability was observed in typical flux rates
between and within streams (Figure 1.2, Table 1.3). The highest and lowest overall mean daily
ebullitive flux at the stream scale was observed at the two streams draining more developed
landscapes (Table 1.1). Mean daily ebullitive flux at Sawmill Brook was 1.76 ± 0.32 mmol CH4
m-2 d-1 in 2018 (Table 1.3). Ebullition at College Brook was present, but functionally non-existent
with a mean daily rate of 0.01 ± 0.00 mmol CH4 m-2 d-1. However, at least one ebullition event
was observed at each patch at College Brook over the observation period. Ebullition of CO2 and
N2O was very low at all sites, less than 10 µmol m-2 d-1 and 10 nmol m-2 d-1 on average, respectively
(Figure S1.2 & S1.3). Thus, we focus our examinations on CH4 only.
Mean daily ebullitive fluxes for individual patches ranged from 5.10 ± 2.55 mmol CH4 m2

d-1 at the fourth Sawmill Brook patch in 2018, to less than 0.01 ± 0.00 mmol CH4 m-2 d-1 at
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College Brook patches two and three. At all streams except College Brook, variability in ebullitive
CH4 flux is clear between patches (Figure 1.2b). This difference was greatest comparing patches
two (0.35 ± 0.10 mmol CH4 m-2 d-1) and four (5.10 ± 2.55 mmol CH4 m-2 d-1) at Sawmill Brook in
2018. The maximum observed flux at a single patch over any two-week period was 9.40 ± 2.31
mmol CH4 m-2 d-1 at the Sawmill Brook patch two. On the other hand, minimum ebullitive CH4
flux was less than 0.10 mmol CH4 m-2 d-1 at thirteen of the fifteen patches over the observation
periods.
At Cart Creek and Sawmill Brook, where two years of observations were made, the rate of
ebullition was relatively stable, but small differences were observed in mean daily ebullition rates
between years at the stream and patch level (Figure 1.2a and b). At the stream scale, mean
ebullitive CH4 flux decreased at Cart Creek and increased at Sawmill Brook from 2018 to 2019
(Table 1.3), although neither of these changes were significant based on a Wilcoxon signed-rank
test (p = 0.28 and 0.14, respectively). At the patch scale, significant changes in the rate of CH4
ebullition were observed at fourth patch at Cart Creek (decrease of 0.77 ± 0.24 mmol CH4 m-2 d1

), the third patch at Sawmill Brook (increase of 0.77 ± 0.23 mmol CH4 m-2 d-1), and the fourth

patch at Sawmill Brook (decrease of 1.94 ± 1.19 mmol CH4 m-2 d-1). Thus, at five of the eight
patches, no significant difference was detected between years.
Variability was also observed between traps within patches; that is, statistically significant
differences in the rate CH4 ebullition were found among individual traps at a single patch based
on a Kruskal–Wallis test. (Figure 1.2c). At this scale, four of twelve (not including College Brook)
patches had significant differences in trap-level rates of ebullition in 2019. The most extreme
example of this is at the first patch at Sawmill Brook, where individual traps had ebullitive CH4
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flux rates of 0.43, 0.75, and 3.61 mmol CH4 m-2 d-1 (p = 0.01) Thus, the patch level mean of 2.04
mmol CH4 m-2 d-1 appears to be driven in large part by a single trap.
Temporal and spatial controls on ebullition
Ebullitive CH4 flux displayed a seasonal pattern, with the highest emissions in August
(Figure 1.3). Simple linear regression indicated a significant positive relationship between
ebullitive CH4 flux with water temperature and D.O. percent saturation (Table S1.3). The
percentage of variability in mean CH4 ebullition across all streams averaged over two-week
intervals was explained more by mean water temperature (r2 = 0.63, p < 0.01) than by mean D.O.
percent saturation (r2 = 0.31). The relationship between temperature and CH4 ebullition results in
a Q10 of 6.2 ± 2.9 (Figure 1.4).
No single spatial variable explained the variability among patches well (Table S1.4).
However, the PLS analysis extracted two significant components which explained a moderate 46%
of the variance (R2Y = 0.46) with a relatively strong predictive power (Q2 = 0.43; Figure 1.5).
Based on VIP scores, water depth and sediment quality parameters (i.e., the maximum organic
matter percentage, the mean percent carbon, and the carbon to nitrogen ratio) were the most
important predictor variables. Sediment and depth and canopy cover were the least influential
predictor variables. Variation was highest at the trap level (IQR = 1.27 mmol m-2 d-1), followed by
the patch level (1.27 mmol m-2 d-1), and then the stream level (1.09 mmol m-2 d-1).
Discussion
Ebullitive CH4 fluxes from headwater streams
The data presented here add to a growing list of studies which highlight the potential
importance of ebullitive CH4 flux from streams. The mean observed ebullitive flux across all sites
of 1.00 mmol CH4 m-2 d-1 is similar to the mean of 1.96 mmol CH4 m-2 d-1 reported in a synthesis
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of fluvial systems, and the range in fluxes observed in this study, 0.00 to 9.40 mmol CH4 m-2 d-1,
falls within that reported as well (0.00 to 35.66 mmol CH4 m-2 d-1; Stanley et al. 2016). Compared
to lakes and ponds, the rate of CH4 ebullition from these study streams is generally lower but
within an order of magnitude (e.g., Wik et al. 2016).
Scaling the mean ebullitive CH4 flux from this study based on measures of total channel
benthic area (0.021 km-2) and total watershed area drained by the four streams (14.3 km-2), we
calculate a weighted mean flux of 4.8 ± 3.1 mg CH4-C m-2 watershed area yr-1, ranging from 0.1
mg CH4-C m-2 watershed area yr-1 at College Brook to 12.1 mg CH4-C m-2 watershed area yr-1 at
Sawmill Brook. The uncertainty in our calculated areal flux is high, in part because our estimate
of mean ebullitive CH4 flux is highly heterogeneous, both within and among streams. This rate is
lower than the 16.6 mg CH4-C m-2 watershed area yr-1 calculated by Crawford et al. (2014) for
ebullition from streams in the Northern Highlands Lake District of Wisconsin, U.S.A. Our rate of
emissions is driven by a lower mean rate of CH4 ebullition (1.00 mmol CH4 m-2 d-1 in this study
compared to 1.25 mmol CH4 m-2 d-1) and by the lower areal coverage of streams (approximately
0.15% in this study compared to 0.5% in the Wisconsin study). Similarly, both these estimates of
ebullitive CH4 emissions are at the low end of the range of 4 to 1780 mg CH4-C m-2 watershed
area yr-1 reported for diffusive emissions from streams in the boreal landscape of Quebec, Canada
(Hutchins et al., 2020), suggesting ebullition may range from a dominant to minor emission
pathway for CH4 is streams generally. Nonetheless, these values are comparable and provide
confidence in the range of CH4 fluxes observed across these studies.
Compared to the total carbon flux recently calculated for inland waters across North
America (24 g C m-2 continental area yr-1; Butman et al. 2018), these estimates of CH4 efflux are
relatively small. Provided that this continental rate explicitly does not include CH4 emissions, the
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potential contribution of CH4 to total carbon flux appears small. Given the global warming
potential of CH4, our measured rate of ebullitive CH4 emissions would account for less than 1%
of the total C flux. Thus, while we cannot exactly quantify the contribution of CH4 ebullition to
the total C budget of these streams, these results suggest they play a small role. However,
integrating the entire aquatic landscape (e.g., ponds, lakes, rivers) would likely increase the per
area efflux of CH4 overall as streams and rivers tend to have lower rates of CH4 emissions generally
(Stanley et al., 2016). That is, though streams and rivers are sources of CH4, on a per area basis
they may not contribute to landscape CH4 budgets as greatly as ponded waters (Wik, Varner, et
al., 2016). As attempts to scale CH4 emissions across watersheds at local to global scales continue
(e.g., Butman et al. 2018; Wallin et al. 2018; Hutchins et al. 2020), it will be critical to maintain
this perspective so as to most accurately include the role of streams and rivers in the global CH4
cycle.
It should be noted that our stream level ebullition rates best represent the specific reaches
monitored rather than the entire stream. It is possible that moving the monitoring section upstream
or downstream could produce significantly different results (e.g., Crawford et al. 2014). Crawford
et al. (2017) noted dissolved CH4 concentrations in the water column can exhibit reach-scale
similarities and differences within a single stream because of the spatial distribution of organic
matter, lake transitions, and degassing. This is likely to apply to ebullition as well, where specific
reach characteristics (e.g., slope, depth, organic matter distribution) are likely to promote ebullition
in certain reaches and hinder ebullition in others, without the benefit of mixing in the water column
as with diffusive fluxes. Similarly, in developed watersheds, proximity to urban infrastructure can
have significant effects on greenhouse gas dynamics by altering the carbon loading from the
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landscape (R. Smith et al., 2017). Thus, while we report a mean CH4 ebullition rate for each stream
in this study, these values may not reflect the streams at larger spatial scales.
Temperature controls seasonal variability in ebullition
The strong temporal relationship between temperature and ebullitive CH4 flux observed in
this study has been reported in other studies of streams and rivers (Aben et al., 2017; Spawn et al.,
2017; Wilkinson et al., 2015). More broadly, increasing temperature has been related to increased
CH4 production across an array of aquatic biomes and spatial scales (e.g., Zhu et al. 2020). Our
derived Q10 (6.17 ± 2.87) of CH4 ebullition is well within the range of reported values in the
literature (Tonya Delsontro et al., 2016; Duc et al., 2010; Inglett et al., 2012). While our monitoring
design precludes analysis of ebullition in colder months, the assumption of lower ebullitive rates
during colder months appears strong based on previous studies (Aben et al., 2017). Extrapolating
our mean daily ebullitive CH4 flux over the entire year based on the Q10 relationship results in an
adjusted annual mean of 0.28 mmol CH4 m-2 d-1 assuming a mean annual water temperature of
10oC (Table 1.1). The use of water temperature as the explanatory variable may belie a more direct
relationship between sediment temperature and ebullition, but the general trends in temperature
are likely very similar (Karan et al., 2017). We can also compare the overall system temperature
coefficient (θs) used by Aben et al. (2017) from a modified Arrhenius expression. The derived θs
in this study is 1.11, just slightly higher than the range of 1.06 to 1.09 reported for the temperate
Saar River in Germany (Wilkinson et al., 2015) and within the range of 1.06 to 1.19 reported for
all aquatic systems. The similarity between these published values and our calculated relationships
provides further confidence in the strong relationship between temperature and CH4 ebullition in
aquatic systems.

24

Increasing stream water temperature is thus likely to stimulate methanogenesis in the
benthic environment and lead to increased ebullitive fluxes of CH4. This has important
implications for streams in a warming climate (Hill et al., 2014), with the potential for a positive
feedback in which increased temperatures lead to increased ebullitive CH4 emissions from streams
and rivers (Aben et al., 2017; Dean et al., 2018). This appears to be a relatively important
consideration for CH4 ebullition given the strong response of ebullition to temperature changes
(Q10 ≈ 6) in contrast to other aquatic processes like denitrification (Q10 ≈ 2, Seitzinger 1988).
Similarly, the high sensitivity of methanogenesis to temperature changes may indicate a
mechanism in which urbanization can lead to increases in stream temperature (Walsh, Roy,
Feminella, Cottingham, Groffman, et al., 2005) and thus potentially higher rates of CH4 ebullition
(e.g., Wang et al. 2021).
At the streams where two years of observations were made, we also observe divergent
changes in the rate of ebullitive CH4 fluxes between the years. That is, at patches within a stream,
the rate of ebullitive flux may change between years in opposing direction (Figure 1.2b). For
example, at Sawmill Brook, CH4 ebullition increased in one patch and decreased at another patch
from 2018 to 2019, while the other two remained similar. While these changes were not all
statistically significant in our data, the observation suggests rates of ebullition at specific patches
are variable over time. For divergent changes in patch-level ebullition to occur, there must be
changes in patch-level conditions rather than at the stream level. Thus, temperature, hydrology, or
solar input (e.g., Wik et al. 2014) are unlikely to drive these observed changes. More likely
explanations for this annual patch-level variability could include the meandering nature of fluvial
systems (da Silva & Ebrahimi, 2017), alterations in sedimentation and erosion (Krause et al., 2014)
or movement of sediment and associated organic matter following large storm events. Similarly,
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these patches may migrate within a stream as the patch favoring sedimentation moves upstream or
downstream, as with pool and riffle sequences (Gregory, 2006). Thus, while stream patches where
sedimentation and organic matter accumulation is occurring may be hotspots of CH4 production
and ebullition, we expect these patches to be temporally transient if the streambed is dynamic.
Time-varying sediment properties such as sedimentation rates or changes in organic
content were not measured in this study. Thus, our results cannot address the question of whether
these changes can significantly alter stream or patch ebullitive CH4 flux over seasonal or annual
scales. Hydrologic driven changes in the distribution of ebullition hotspots have been described in
reservoirs where drawdown affected the spatial distribution of sedimentation rates (Hilgert et al.,
2019). Our observations of divergent changes in ebullitive CH4 flux across time suggest ebullition
hotspots may be temporally transient in streams. This has important implications for monitoring
of ebullition within fluvial systems, including the uncertainty in relying on a single location to
represent a stream reach. Nonetheless, the strength of the observed relationship between ebullitive
CH4 flux and temperature here (r2 = 0.66) and in previous studies (Aben et al., 2017; YvonDurocher et al., 2014) implies temperature is key to predicting seasonal variability of ebullition.
Other factors, such as sedimentation and the accumulation of organic matter, are perhaps
secondary at the seasonal scale but may play a role in the variability of CH4 ebullition in streams
at annual or longer scales.
Variability of ebullition observed at multiple spatial scales
Spatial heterogeneity in ebullition rates was observed at three different scales: 1) between
streams (Figure 1.2a); 2) between patches within a stream (Figure 1.2b); and 3) at the sub-meter
scale within a single stream patch (Figure 1.2c). Differences between streams is common (Baulch,
Dillon, et al., 2011; L. Zhang et al., 2020), and has been suggested to result from basic differences
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in conditions for CH4 production and bubble formation in stream sediments. These conditions are
often a result of stream reach characteristics like slope or land use (e.g., Crawford et al. 2014).
While the sample size of streams in this study is small (n = 4), there was not a clear relationship
between watershed land use and stream level ebullition rates (Table 1.2, Figure 1.2). For example,
the two streams draining developed landscapes (Sawmill Brook and College Brook) represent the
highest and lowest observed mean ebullitive CH4 emissions despite the similarity in physical and
chemical characteristics (Tables 1.1 and 1.3), including nutrient concentrations (e.g., nitrate,
dissolved organic carbon) and sediment properties (e.g., organic content). For example, while our
study design precludes comment on the effect of nitrate on total CH4 production (diffusive and
ebullitive fluxes), our results do not support the hypothesis that high nitrate concentrations might
inhibit methanogenesis, contrary to other studies in this region (Herreid et al., 2020; Schade et al.,
2016).
Patch variability of ebullitive CH4 flux within streams (Figure 1.2b) is an important
consideration when quantifying CH4 ebullition. In our study, no single measured variable
explained the observed patch variability of CH4 ebullition (Table S1.4). Patch-scale differences in
CH4 ebullition have been observed in other stream and river systems, and has been related to
sediment properties like organic content (Crawford et al., 2014) or sedimentation rates (Wilkinson
et al., 2015). The lack of a single predictor variable for spatial variability at this scale suggests
either the controlling variable was not measured (e.g., sedimentation rate, sediment bulk density)
or that patch-scale variability is driven by a complex set of interacting variables. Indeed, our
multivariate approach supports this latter hypothesis, where physical and chemical sediment
characteristics play interacting roles in influencing where ebullition occurs (Figure 1.5). The
strength of certain variables in our PLS analysis supports the findings of previous studies
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mentioned above, where sedimentation (as inferred by percentage of sediment < 2mm particle
diameter) and organic content (maximum % organic, C:N) are important drivers of spatial
heterogeneity. Bodmer et al. (2020) found similar results in a PLS regression of potential CH4
production from stream sediments, which included sediment organic content and particle size.
Even so, the moderate explanatory power of our PLS (45% variance explained) suggests our ability
to predict spatial variability remains relatively limited.
Variability within patches may also be large, indicating fine scale control of methane
ebullition (Figure 1.2c). Although within patch variation was the smallest among the three spatial
scales, high within patch variability occurred in all three streams with observed CH4 ebullition.
The prevalence of within-patch variability across the monitored streams likely indicates this is a
relatively common event rather than stream specific. This variability may be caused by sediment
properties that promote CH4 production at microsites within the sediment (Bodmer et al., 2020) or
from preferential paths for bubble movement out of the sediment (T Delsontro et al., 2015), which
we did not measure. Similarly, some studies have found preferential sites for ebullition near
aquatic edges (Bastviken et al. 2008; Holgerson and Raymond 2016; Wik et al., 2013).
Characterizing sediment properties at this scale becomes difficult without destructively altering
the sediment during monitoring but post hoc analysis may allow for differentiation in these
properties. Regardless of the cause, the observation of variability at this small scale across our
streams emphasizes the high spatial heterogeneity of ebullition and the difficulty in monitoring
this flux robustly.
While this and previous studies have found a relatively similar and complex set of factors
that drive a large proportion of the spatial variability of CH4 ebullition (e.g., Bodmer et al. 2020),
these relationships are relatively weak to scale ebullition with high confidence. Key to reducing
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this uncertainty will simply be to expand measurement of ebullition in streams paired with analyses
of sediment properties. This is by far the least studied pathway of CH4 emissions in flowing
systems generally, thus a future opportunity for a meta-analysis may provide tools to constrain
spatial variability. While we attempted to monitor representative reaches and patches, high levels
of habitat heterogeneity ensure streams environments are difficult to fully characterize (Poole,
2002), particularly in urban environments (Paul & Meyer, 2001). Additionally, it could be
worthwhile to more closely investigate hyporheic exchange in relation to ebullition. Exchange of
water between stream surface water and the hyporheic zone is known to significantly affect
oxygenation, microbial communities, and temperature (Briggs et al., 2013; Herreid et al., 2020;
Nelson et al., 2019). Moreover, the exchange of water may influence the ability of bubbles to form
or emerge from the sediment (Wik et al., 2018). Regardless, continued research on the spatial
variability of ebullition will be key to reducing this principal uncertainty.
Implications for ebullition monitoring design in streams
Temporal and spatial heterogeneity has important implications for monitoring design of
ebullition in streams generally. Measurement of fluvial ebullition is not standardized and many
different methods have been used (e.g., Baulch et al. 2011; Sawakuchi et al. 2014; Zhang et al.
2020). Because of the multiple seasons, years, and spatial scales, we can consider the impacts of
differing monitoring designs on estimates of ebullitive CH4 flux. In our study for example, if only
the first patch had been monitored at each stream, the mean ebullitive flux would be 0.76 mmol
CH4 m-2 d-1, a 24% decrease from the overall mean. Similarly, had ebullitive events only been
monitored in August, the overall mean ebullitive flux would be 1.94 mmol CH4 m-2 d-1, a 94%
increase compared to the overall mean.
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In general, fewer ebullition sampling periods or locations are more likely to result in an
inaccurate estimate of mean ebullitive CH4 flux at the stream level (Figure 1.6). That is, the
likelihood of accurately estimating mean CH4 ebullition from a stream is highest when multiple
sampling times and locations are included. It is also apparent that including fewer traps or
measurement periods is more likely to underestimate ebullition rather than overestimate (Figure 6
a, b). This is likely a result of how infrequent or spatially limited sampling is more likely to miss
hotspots or hot moments of CH4 ebullition (Wik, Thornton, et al., 2016). Given the intrinsic rarity
of hotspots and hot moments, this is more likely to occur than the converse. As a result, limited
sampling times or locations greatly enhances uncertainty and the probability of underestimating
CH4 ebullition.
This analysis points toward potential disadvantages in commonly used ebullition
monitoring designs in streams and rivers (e.g., Sawakuchi et al. 2014; Zhang et al. 2020), which
often rely on few measurement locations and/or times. Temporally, the results suggest sampling
at least 20 periods are required to accurately capture the variability of ebullition in these streams
(Figure 1.6a and c). Limitations imposed by infrequent sampling of ebullition have been
demonstrated previously (Wik, Thornton, et al., 2016). Studies have also shown strong diurnal
signals in aquatic CH4 fluxes generally (Podgrajsek et al., 2014), thus limiting the measurement of
CH4 ebullition to daylight hours could potentially bias results as well. However, the robust
sensitivity of CH4 ebullition to temperature changes (Aben et al., 2017; Yvon-Durocher et al.,
2014) may provide a means of mitigating this need for many sampling periods. For example, a
monitoring regime in which ebullition sampling efforts stretch over several weeks could
theoretically be estimated at monthly to annual rates of emissions by applying Q10 relationships

30

given an approximation of stream or sediment temperature. Given the episodic nature of ebullition
events and the spatial variability shown in this study, even this may be difficult to accomplish.
Monitoring a singular patch in a stream is highly unlikely to accurately represent the entire
reach. The range of uncertainty in the estimation of stream-level ebullitive CH4 flux remains large
until 10 traps are included in analysis (Figure 1.6b and d). It is possible this result is an artifact of
our maximum sample size and a larger number of traps is needed. However, previous studies have
suggested similar trap numbers: in lakes Wik et al. (2016a) suggest a minimum of 11 traps and in
peat Ramirez et al. (2017) suggest a minimum of 14 traps. The distribution of traps in this study
does not assume each trap is independent from another, i.e., the ebullition measured at the three
traps placed within a patch are possibly correlated. However, the differences in ebullition we
observed between traps within the same patch (Figure 1.2c) suggests the traps are not necessarily
correlated either. Regardless, the resulting uncertainty highlights how spatial heterogeneity of
ebullition in streams remains a major obstacle in accurate monitoring.
While the accurate representation of a single reach, stream, or river may not be the intended
purpose of a study, the same assumptions presented here will hold for a larger spatial scale. That
is, we suggest a robust examination of ebullition in streams and rivers should include a minimum
of 10 sites sampled at least 20 times throughout the ice-free season. We recognize frequent
monitoring of multiple locations within multiple streams may not be feasible for all studies, but
researchers should design studies and interpret results within the context of limitations presented
here.
Conclusion
In this study, CH4 ebullition from four headwater streams was examined to constrain the
temporal and spatial heterogeneity of this understudied C emission pathway. The magnitude of
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CH4 emitted via ebullition across these streams is similar to other streams, rivers, and even lentic
ecosystems (Stanley et al., 2016; Wik, Varner, et al., 2016). Thus, we assert streams should not be
ignored as an aquatic source of CH4 generally, and ebullition should be considered as a relevant
emission pathway in streams specifically.
Our analysis of the impact of sampling intensity across space and time are a first in fluvial
systems. The resulting suggestions for sampling design will be critical to incorporate in future
studies of ebullition and provide some necessary context to interpret previously published work.
Current methods that ignore temporal variability may overemphasize warmer periods and thus
overestimate ebullitive CH4 emissions from streams and rivers on an annual basis. The relatively
high temperature sensitivity of CH4 ebullition also suggests feedback from a warming climate may
be large in these ecosystems, even at relatively small temperature changes.
Spatially, our results show a complex web of interacting drivers of CH4 ebullition in
stream ecosystems. The lack of understanding of spatial heterogeneity is the principal factor that
inhibits our ability to scale these emissions with confidence, so studies that focus on spatial
variability of ebullition are of utmost importance. This subject suffers from a dearth of
observations generally (Stanley et al., 2016), so simply increasing sample size will help move
toward a more general understanding. Analysis of multiple sampling locations, including the
chemical and physical characteristics of the sediment, will be critical to further constrain
ebullition spatially and allow for scaling to larger areas. It will also be critical to expand beyond
what has been typically studied but are important characteristics of fluvial systems generally,
such as sedimentation rates and hyporheic exchange. This is currently the largest hurdle in
incorporating stream and river CH4 fluxes into regional and global carbon budgets, and thus
should be a priority for future research. The highly dynamic nature of streams indicates this will
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be a complex and difficult endeavor, and as such requires novel approaches that intersect the
disciplines of biogeochemistry, hydrology, geomorphology, and microbial ecology.
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Tables
Table 1.1: Location, basin characteristics, and select mean water quality variables for the four
streams during the study period.

Physical
descriptors

Land cover
Stream
chemistry

Latitude (°)
Longitude (°)
Area (km2)
Mean discharge (L s-1)
Slope (m km-1)
Riparian canopy cover (%)
Temperature (oC)
Forest (%)
Developed (%)
Wetland (%)
Nitrate (mg L-1)
Chloride (mg L-1)
DOC (mg L-1)

Cart
Creek
42.77
-70.92
3.9
30.8
2.1
83
9.9
57.0
10.7
18.7
0.1
101
7.3

Sawmill
Brook
42.52
-81.18
4.1
36.7
1.7
76
10.6
13.7
72.8
4.3
0.8
190
4.6

College
Brook
43.13
-70.92
2.3
25.5
1.9
71
9.7
20.8
68.7
0.7
0.7
321
4.2

Dube
Brook
43.17
-70.97
3.3
29.1
1.4
21
10.1
59.4
7.9
17.3
0.2
62.5
6.0
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Table 1.2: Patch characteristics used in spatial analyses.

Stream

Cart
Creek

Sawmill
Brook

Dube
Brook
College
Brook

Patch

1
2
3
4
1
2
3
4
1
2
3
4
1
2
3

Canopy
cover

Water
depth

Depth
to
refusal

%
76.5
64.7
73.5
70.6
76.5
76.5
78.0
73.5
16.8
21.2
17.3
34.7
76.5
73.5
70.6

cm
42.0
78.5
64.5
34.0
51.0
38.9
28.1
46.0
27.3
33.2
21.5
18.1
17.6
9.0
9.3

cm
72.1
36.2
76.8
6.5
78.2
39.0
67.0
27.0
36.0
28.4
58.7
22.8
67.5
33.5
40.3

Sediment
< 2mm
%
4.24
6.36
6.49
8.70
0.03
0.10
0.91
4.40
14.32
12.85
17.43
1.13
0.04
0.72
86.21

Mean
sediment
organic
content
%
15.08
14.70
12.17
19.47
0.77
2.82
4.48
5.80
4.05
4.31
11.95
5.75
0.53
1.48
2.41

Max.
sediment
organic
content
%
28.62
21.38
18.94
27.94
2.53
5.27
6.41
15.38
12.91
6.34
19.57
6.48
0.66
2.85
2.49

Sediment
C:N
Ratio
22.4
19.5
17.1
21.5
32.9
41.4
29.7
39.4
26.3
17.0
26.2
32.9
32.1
35.1
33.6
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Table 1.3: Mean, median, 5th, and 95th percentiles of ebullitive CH4 flux at each stream and patch,
separated by year where appropriate.

Stream

Cart
Creek

Sawmill
Brook

Dube
Brook

College
Brook
All

Stream
Avg. or
Patch ID
Avg.
1
2
3
4
Avg.
1
2
3
4
Avg.
1
2
3
4
Avg.
1
2
3

Ebullitive CH4 Flux (mmol m-2 d-1)
5th and 95th
Mean
Median
Percentiles
2018
2019
2018
2019
0.41
0.27
0.26
0.22
0.03, 1.01
0.02
0.01
0.02
0.00
0, 0.05
0.49
1.00
0.42
0.77
0, 3.04
0.02
0.19
0.01
0.03
0, 0.92
1.10
0.33
0.84
0.17
0.04, 2.31
1.76
1.82
1.64
1.26
0.35, 3.75
1.28
2.04
0.62
2.05
0.05, 5.56
0.35
1.82
0.25
0.32
0, 9.40
0.99
1.76
0.48
1.50
0.06, 4.06
5.10
3.16
4.94
2.25
0.26, 8.56
1.09
1.02
0.49, 1.93
1.18
0.99
0.07, 3.78
0.13
0.06
0, 0.50
2.77
2.81
0.98, 5.27
0.29
0.09
0.02, 1.42
0.01
0
0, 0.03
0.01
0
0, 0.09
0
0
0, 0.03
0.01
0
0, 0.06
1.00
0.60
0, 3.12
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Figures

Figure 1.1: Map of four study streams in southeast New Hampshire and northeast Massachusetts.
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Figure 1.2: Distribution of observed ebullitive CH4 fluxes at the scale of a) the whole stream, b)
individual patches, c) and individual traps with the 5th and 95th percentiles as the whisker extents.
Red boxes represent fluxes from 2018 (only at Cart Creek and Sawmill Brook), while black boxes
represent observations from 2019. Ebullitive fluxes at the trap scale (c) are shown for 2019 only.
A single data point is the mean of all measured fluxes at the representative bubble traps for a twoweek period. Red asterisks mark comparisons where there is a significant difference in the mean
ebullitive CH4 flux between years (a and b) or traps (c) based on a Wilcoxon ranked sum or Kruskal
Wallis test, respectively.
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Figure 1.3: Time series of ebullitive CH4 flux at the four monitored streams. The shaded areas
denote ± 1 standard error. Dube Brook and College Brook were only monitored in 2019.
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Figure 1.4: Mean ebullitive CH4 flux versus mean water temperature across Cart Creek, Dube
Brook, and Sawmill Brook fitted with a Q10 equation. Data points represent the mean of all
ebullitive measurements during a two-week period for 2018 (circles) when only Cart Creek and
Sawmill Brook were monitored and 2019 (black dots) when Dube Brook was added. College
Brook is omitted from this analysis because it had near-zero rate of ebullition across the entire
observation period. The shaded area indicates the 95% confidence interval of the regression line.
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Figure 1.5: A two-component partial least square (PLS) loading plot of ebullitive CH4 flux
showing the correlation structure of spatial variables. Percentage values in the axis labels are the
percent of ebullitive CH4 flux variability explained at the patch scale by each component. Variables
further from the plot origin are the most influential predictors. Predictor variables correspond to
those listed in Table 3.
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Figure 1.6: Ranges in uncertainty and chances of high accuracy ebullitive CH4 flux estimates
versus the number of a,c) sampling days and b,d) bubble traps. Cart Creek and Sawmill Brook
each had 32 sampling days while Dube Brook had 27. All three streams had a total of 12 bubble
traps. In panels a and b, each point represents a simulated flux estimate based on a select number
of a) sampling periods or b) bubble traps, with the shaded area as ±20% of the asymptotic ebullitive
CH4 flux. In panels c and d, points indicate the likelihood of a high accuracy estimate (within 20%
of the asymptotic ebullitive CH4 flux) based on the subset of sampling c) days or d) traps. Analysis
follows Wik et al. (2016a).
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Supplementary Information
Table S1: Number of bubble trap observations, non-zero observations, and concentrations
measurements for each of the three measured greenhouse gases: methane (CH4), carbon dioxide
(CO2), and nitrous oxide (N2O).

Site

Number of
trap
observations

Number of
non-zero
observations

Cart Creek
Sawmill Brook
Dube Brook
College Brook
Total

571
504
320
239
1,634

237
339
185
21
782

Number of
concentration
measurements
CH4 CO2 N2O
85
36
66
93
48
64
37
22
19
10
4
6
225
108
155

Mean measured
concentration
CH4
%
22.7
21.6
28.3
17.6
23.0

CO2
%
0.62
0.73
0.23
0.50
0.59

N2O
ppm
1.01
1.53
0.57
0.68
1.22
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Table S1.2: Skewness and kurtosis of ebullitive CH4 flux at the patch, stream, and whole study
scale. Skewness above 1 and kurtosis above 3 are considered high.
Stream

Cart Creek

Sawmill
Brook

Dube Brook

College
Brook
All streams

Patch ID
All patches
1
2
3
4
All patches
1
2
3
4
All patches
1
2
3
4
All patches
1
2
3
All patches

Skewness
3.93
2.91
3.27
4.77
2.15
4.56
3.20
7.00
3.00
1.51
2.45
3.40
3.11
0.94
4.13
5.94
4.80
4.94
5.13
11.0

Kurtosis
23.1
13.0
16.4
24.6
6.9
32.9
15.3
51.6
15.4
4.4
10.3
16.0
12.3
3.5
19.5
39.6
25.0
26.1
27.5
177
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Table S1.3: Simple linear regression statistics of average CH4 ebullitive flux versus temporal
environmental variables using two-week means. The direction of slope and p-values and the
direction of slope (positive or negative) are shown only where the r2 value was above 0.25.
Dissolved oxygen is abbreviated at D.O.
Variable
Mean discharge
Maximum discharge
Minimum discharge
Mean temperature
Mean D.O. saturation
Minimum D.O. saturation
Mean PAR
Maximum PAR
Mean barometric pressure
Minimum barometric pressure

r2
0.02
0.02
0.03
0.63
0.31
0.37
0.04
0.00
0.01
0.18

Slope direction

p-value

+
-

< 0.01
0.04
0.03
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Table S1.4: Simple linear regression statistics of average CH4 ebullitive flux versus spatial
environmental variables at the patch scale. None of these linear models resulted in a statistically
significant relationship (p < 0.05).
Variable
Water depth
% Canopy cover
Sediment depth
Sediment % < 2mm
Mean Organic %
Maximum Organic %
C:N
Mean %C
Mean %N

r2
0.03
0.01
0.00
0.03
0.00
0.01
0.14
0.01
0.03
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Figure S1.1: Example setup of bubble traps at a stream. Cartoon versions of deployment are
shown from an a) overhead view and b) side view of a stream. C) Example triplicate deployment
of bubble traps at a single patch.
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Figure S1.2: Distribution of observed ebullitive CO2 and N2O fluxes considering the whole stream,
with the 5th and 95th percentiles as the whisker extents. Black dots represent the mean ebullitive
flux. A sample data point is the mean of all measured fluxes at the representative bubble traps for
a two-week period. Cart Creek (CC), Sawmill Brook (SB), Dube Brook (DB), and College Brook
(CB) are shown.
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Figure S1.3: Distribution of observed ebullitive CO2 and N2O fluxes considering each patch within
each stream, with the 5th and 95th percentiles as the whisker extents. Black dots represent the mean
ebullitive flux. A sample data point is the mean of all measured fluxes at the representative bubble
traps for a two-week period. Cart Creek (CC), Sawmill Brook (SB), Dube Brook (DB), and College
Brook (CB) are shown.
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CHAPTER TWO:
Dominance of diffusive methane emissions from headwater streams promotes microbial
oxidation and isotopic enrichment

Abstract
Inland waters are the largest natural source of methane (CH4) to the atmosphere, yet the role of
streams and rivers in this budget is not clearly defined despite CH4 emission rates similar to
lentic waterbodies. Major uncertainties include total CH4 emissions, the relative balance of
emission pathways, CH4-associated microbial community composition, and the isotopic
signature of emitted CH4. Here, we quantify diffusive CH4 emissions from four headwater
streams and compare them to previously published rates of ebullitive emissions from the same
streams to construct a complete CH4 efflux budget. We also examine CH4 isotopic values and the
sediment microbial community to investigate production and oxidation across the streams. We
find that all four streams are supersaturated with respect to CH4, and diffusive emissions account
for approximately 70 to 100% of total CH4 emissions. Moreover, isotopic and microbial data
suggest CH4 production and oxidation are prevalent. We interpret these results in the context of
the published literature to produce a conceptual model of CH4 production, oxidation, and
emission from small streams, where the dominance of diffusive emissions is greater compared to
other aquatic ecosystems. One key outcome of this model is that CH4 emitted from small streams
is relatively isotopically heavy compared to other aquatic ecosystems because of partial
oxidation of the dissolved CH4 pool. Altogether, our results suggest that streams are important
components of the global CH4 cycle yet may be characterized by a unique pattern of cycling and
emission that differentiate them from other aquatic ecosystems.
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Introduction
Since the start of the industrial revolution, atmospheric concentrations of methane (CH4)
have increased nearly threefold (Saunois et al., 2020). While atmospheric enrichment of CH4 is
caused predominantly by anthropogenic activities, natural sources are responsible for
approximately one-third of all emission (Nisbet et al., 2014), with freshwater environments being
the largest single natural source (Kirschke et al., 2013). Most research into CH4 dynamics in
freshwater systems has occurred in wetlands, lakes, and impoundments, but recent studies have
started to highlight the role of rivers and streams in the global CH4 budget (Bastviken et al.,
2011; Stanley et al., 2016). Stanley et al. (2016) estimate that streams and rivers emit
approximately 27 Tg CH4 yr-1 globally, which represents about 18% of the total annual
emissions of CH4 from wetlands (148 Tg CH4 yr-1) and 38% of annual emissions from lakes (71
Tg CH4 yr-1; Saunois et al. 2020). However, because of considerable data deficiencies, many
regional and global estimates of CH4 emissions ignore outputs from streams and rivers (e.g.,
Butman et al. 2018). As a result, more comprehensive measurements of CH4 emissions and an
improved understanding of CH4 cycling is needed to accurately include streams and rivers in
regional and global CH4 budgets.
Most lotic investigations of CH4 focus on quantifying CH4 concentration or flux rather
than how CH4 cycles through the ecosystem (Stanley et al., 2016). Additionally, studies that do
consider CH4 cycling most often are focused on medium to large rivers (e.g., Shelley et al. 2015;
Sawakuchi et al. 2016). Methane cycling in small, headwater streams, which comprise a majority
of river network length (Bishop et al., 2008), thus represents a knowledge gap in our
understanding of aquatic CH4 dynamics. Headwater streams are known to be disproportionately

51

important in the emissions of carbon dioxide within river networks (Hotchkiss et al., 2015; Marx
et al., 2017), yet their relative importance regarding CH4 remains undefined.
The fundamental controls of CH4 cycling are consistent across aquatic ecosystems., thus
we can apply much of what is known about lentic systems to study lotic systems. In general, CH4
is produced via methanogenesis by archaea under anoxic conditions (Chowdhury & Dick, 2013),
and the inundated sediments of aquatic environments are generally well-suited for this because
of their low redox conditions (e.g., Wik et al., 2018). Methane can also be produced in
groundwater or riparian habitats and transported to streams, representing the potential
displacement of terrestrially derived carbon (Rasilo et al., 2017). A key process that consumes
CH4 production in surface waters is biological oxidation by bacterial and archaeal
methanotrophs, which can function under oxic or anoxic conditions (Conrad, 2009). Oxidation of
CH4 is prevalent in aquatic ecosystems broadly because methanotrophs are generally more
productive where there are strong opposing gradients of CH4 and oxygen, which are common in
aquatic ecosystems (Chowdhury & Dick, 2013). The oxidation of CH4 can be an important
process mitigating CH4 emissions from aquatic systems (Sawakuchi et al., 2016). Exploration of
the microbial communities responsible for these CH4-cycling processes has informed many
studies of ponded waterbodies, but is lacking in lotic ecosystems generally.
Streams and rivers are differentiated from lentic waterbodies primarily by the presence of
flow, which potentially affects CH4 cycling in numerous ways. Flow, and subsequent mixing,
play a role in CH4 cycling by directly affecting oxygenation and redox conditions of the water
column and benthic environment (Trimmer et al., 2010). Previously, the mixing of oxic water
into stream sediments was thought to limit methanogenesis, but stream sediments have been
shown to support high rates of methanogenesis (Bodmer et al., 2020; Sanders et al., 2007;
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Shelley et al., 2015). Regarding oxidation in streams, the strong redox gradient at the sedimentwater interface should offer ideal conditions for oxidation (Shelley et al., 2017). However, unlike
ponded waterbodies, the relatively rapid mixing of streams compared to lentic systems may
reduce the proportion of CH4 oxidized before emission. That is, relative fast gas exchange and
transport in streams compared to lakes, or the relatively shallow nature of streams compared to
rivers, should limit the amount of time for CH4 oxidation. For example, CH4 produced in shallow
portions of lakes is less depleted by oxidation before evasion than compared to CH4 from deeper
locations (Bastviken et al., 2008b). This may explain why complete oxidation of the dissolved
CH4 pool has been observed in lakes (Bastviken et al., 2008b), but not in streams and rivers
(Sawakuchi et al., 2016). Lastly, the hydrologic dynamics of streams affects habitat structure in
ways that affect CH4 cycling and emission pathways, including sediment material and depth
(Poole, 2010). Sediment characteristics can promote or inhibit ebullitive emission of CH4
(Bodmer et al., 2020), or limit where macrophytes grow thus preventing plant-mediated
emissions of CH4 (Laanbroek, 2010). Consideration of defining stream characteristics is thus
vital to understanding how CH4 cycles through stream ecosystems and how this differentiates
streams from other aquatic systems.
The relative importance of CH4 production and oxidation also affect the isotopic
signature of CH4 that is emitted (Chanton, 2005; Chanton et al., 2006). The δ13C-CH4 and δDCH4 signature of emitted CH4 from a particular source (e.g., wetlands, landfills) can be used in
atmospheric mass‐balance calculations to constrain bottom‐up source contributions to bulk
atmospheric CH4 (Schwietzke et al., 2016). For example, the two dominant pathways of
methanogenesis, acetoclastic and hydrogenic, can in principle be discerned with stable CH4
isotopes. While the range of isotopic values are relatively wide, acetoclasty generally favors
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heavier δ13C-CH4 and lighter δD-CH4 compared to hydrogenotrophy. CH4 oxidation exerts an
additional fractionation pattern of δ13C-CH4 and δD-CH4 enrichment (Chanton et al., 2005).
While the exact fractionation can vary significantly (Conrad, 2005), the change in δ13C-CH4 and
δD-CH4 values typically range from approximately 5 to 20‰ and 50 to 250‰, respectively (D.
T. Wang et al., 2016; Whiticar, 1999). The emission pathway by which gaseous CH4 leaves
aquatic environment also has implications for the isotopic values of the emitted gas (Chanton,
2005). Gas that bypasses oxygenated zones is more likely to avoid oxidation. For example,
Chanton et al. (1989) established that the δ13C-CH4 values found within released bubbles were
not significantly different from those of the reservoir of CH4 held within the sediment.
Meanwhile, CH4 that diffuses through sediments and into the water column is more susceptible
exposed to oxidation (e.g., Shelley et al., 2017). Thus, the balance of CH4 emission pathways can
be important in determining the isotopic signature of a particular ecosystem (e.g., Sawakuchi et
al., 2016) and how that ecosystem is included in atmospheric mixing models (Fisher et al., 2017;
Saunois et al., 2020).
To properly understand the role of stream ecosystems in the global CH4 cycle, there is a
need to not only quantify CH4 fluxes, but also investigate how CH4 cycles through these systems
via isotopic and 16S rRNA microbial analyses. In this paper, we a) quantify the relative
contributions of diffusive and ebullitive emissions of CH4 from four headwater streams; b)
quantify the δ13C-CH4 and δD-CH4 values of CH4 associated with these two emission pathways;
and c) explore the CH4-associated microbial community in the stream sediments to provide
context for CH4 cycling. Integrating measurements of CH4 emissions with an investigation of
production and oxidation is needed to understand CH4 cycling at the ecosystem level. By
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comparing our results to published studies of other aquatic ecosystems (e.g., larger rivers, lakes),
we begin to explore what differentiates CH4 cycling in streams more broadly.
Methods
Site description
This study was conducted in four headwater streams in New Hampshire and
Massachusettes, USA (Figure 2.1). These streams have been the focus of previous studies that
examined nutrient and carbon cycling and the impact of land use (e.g., Wollheim et al., 2017;
Wollheim et al., 2015; Wollheim et al., 2005), and were all monitored for CH4 ebullition during
May through October, 2019 (Robison et al., in review). Mean annual rainfall is 1,280 mm yr-1,
and mean annual air temperature is 8.9oC (W. M. Wollheim et al., 2017). The watersheds range
in size from 2.3 to 4.1 km2, and all streams exhibit relatively shallow slopes (Table 2.1). Two
streams are characterized by a suburban landscape, while the other two are predominantly forestand wetland-covered. Macrophytes were absent from all streams in this study, eliminating the
possibility of CH4 efflux via plant-mediated transport.
Dissolved CH4 sampling and diffusive efflux estimation
Water samples for dissolved CH4 analysis were collected at each stream using 60-mL
syringes fitted with three-way stopcocks. Samples were collected at variable frequency ranging
from multiple samples a week to roughly weekly between June 1 and October 31, 2019. Syringes
were rinsed with stream water prior to sample collection. To collect water samples, syringes
were filled with approximately 60 mL of stream water from 5–10 cm depth below the stream
water surface. Syringes were cleared of air bubbles by inverting and expelling bubbles and water
until 30 mL of sample water remained. Samples were stored on ice until returned to the
laboratory within 6 h.
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In the laboratory, 30 mL of ambient air was added to each syringe to achieve a 1:1 ratio
of sample water to air. Syringes were then shaken for 2 min to equilibrate gases between water
and headspace (Claire C. Treat et al., 2007). The water was then dispelled from the syringe, and
the remaining headspace gas was saved for analysis. If the gas samples were not analyzed
immediately, they were stored in sealed glass vials until analyzed. Samples were analyzed for
CH4 concentration in the Trace Gas Biogeochemistry Laboratory at the University of New
Hampshire. The CH4 concentration in parts per million volume (ppmv) was determined by
analysis with a Shimadzu Gas Chromatograph Flame Ionization Detector (GC-FID; Treat et al.
2007). Concentration was standardized using the average area response of ten injections of a
standard CH4 mixture (Northeast Airgas, 2.006 ppmv or Maine Oxy, 1000 ppmv) to determine
instrument precision (Frolking & Crill, 1994). If multiple samples were collected from a single
site, the mean measured concentration was used. To estimate the dissolved CH4 concentration on
days without sample collection, simple linear interpolation from adjacent measurements was
used.
Diffusive fluxes of CH4 to the atmosphere (FCH4, mmol CH4 m-2 d-1) were calculated as:
FCH4 = k CH4 × ∆CH4 ,

(1)

where kCH4 (m d-1) is the gas transfer velocity for CH4 and ΔCH4 is the difference in CH4
concentration (g m-3) between the water and the air corrected for Henry’s Law. We used an air
CH4 concentration of 1.86 ppmv based on the mean global atmospheric concentration during
2019. The gas exchange rate for CH4, kCH4, was calculated as:
k CH4 = (

SCCH4 1/2
600

)

/ k 600 ,

(2)

where SCCH4 is the Schmidt number for CH4 at a given water temperature and k 600 (m d-1) is the
gas transfer velocity standardized for a Schmidt number of 600. Without direct measurements of
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gas transfer velocity across a wide range of flow conditions, we estimated k 600 for each reach
based on the relationship following Raymond et al. (2012):
k 600 = 1162 ± 192 × S 0.77 ±0.028 × V 0.85±0.045,

(3)

where V is the water velocity (m s-1) and S is the channel slope (unitless). The mean slope of the
streams was found using StreamStats (Ries III et al., 2017). Mean daily discharge (Q; L s-1) was
available from the long-term monitoring projects (Morse & Wollheim, 2014; W. M. Wollheim et
al., 2017). Predictive relationships for V from Q were made using the equations for scaling
stream geometry at a site (Knighton, 1998):
V = 0.287 × Q0.4 .

(4)

Three or fewer direct measurements of the gas exchange velocity have been made at each site,
although generally under relatively low flow conditions (< 50 L s-1). These measurements are
made using Argon as a conservative gas tracer (Hall & Ulseth, 2020). We use these
measurements to roughly evaluate the accuracy of our estimates of k600.
Ebullitive sampling and flux estimation
Ebullitive CH4 fluxes were measured during the same time frame as diffusive flux by
Robison et al. (in review). Briefly, stationary bubble traps were deployed in triplicate at three to
four locations in each stream. Traps were visited at least weekly, during which the volume of gas
collected in each trap was measured and collected for analysis of CH4 concentration. The flux at
each trap was then calculated as the mass of CH4 emitted over the observation period normalized
per unit area under the trap (mmol CH4 m-2 d-1). For this study, mean rates of ebullitive CH4 flux
per measurement period at each stream were used during June to October 2019.
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Isotopic sampling and analysis
Gas samples were collected for CH4 isotopic analysis in the first week of August 2019.
Additional samples from Cart Creek and Sawmill Brook from September 2018 were also
included in analysis. Dissolved CH4 samples from the surface water were collected in the same
manner described above. Additional benthic gas samples were collected by physically disturbing
the sediment and collecting released bubbles. Chanton et al. (1989) established that the δ13C-CH4
found within released bubbles is not significantly different from the reservoir of bubble gas held
within the sediment. A minimum of one dissolved and one benthic sample was collected at each
of the bubble trap locations. At Cart Creek, ten sediment gas samples and eight dissolved
samples from the surface water were collected; 14 sediment and 12 surface water samples were
collected at Sawmill Brook; 6 sediment and 4 surface water samples were collected at Dube
Brook; and 3 sediment and 3 surface water samples were collected at College Brook. All samples
were stored in sealed glass vials for analysis.
Samples were analyzed for δ13C-CH4 and δD-CH4 using a tunable infrared laser direct
absorption spectrometer (TILDAS; Aerodyne Research Inc., Massachusetts, USA) at the
University of New Hampshire (UNH) via direct injections following the methods of Perryman et
al. (in review). The TILDAS is a modified version of the quantum cascade laser spectrometer
described in McCalley et al. (2014). Briefly, the TILDAS was calibrated with three standards of
δ13C-CH4 (-49.25‰, -45.61‰, and -44.19‰) and δD-CH4 (-160.22‰, -143.92‰, and 149.30‰). Samples were diluted with ultra-zero air within the instrument via the sampling
system program to achieve a target concentration of approximately 8 ppmv CH4 for infrared
spectroscopic analysis. Samples with very low concentrations can occasionally lead to erroneous
isotopic measurement, and these datapoints were removed prior to statistical analysis.
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The percent of CH4 oxidized between sediment generation and surface water evasion was
estimated using the equation:
% oxidized =

𝛿 13 𝐶𝑆𝑎𝑚𝑝𝑙𝑒 −𝛿 13 𝐶𝑆𝑜𝑢𝑟𝑐𝑒
(𝛼−1)×1000

× 100,

(4)

where 𝛿 13 𝐶𝑆𝑎𝑚𝑝𝑙𝑒 is the δ13C-CH4 value found in the surface water sample, 𝛿 13 𝐶𝑆𝑜𝑢𝑟𝑐𝑒 is the
δ13C-CH4 value found in the sediment gas sample, and α is the isotope fractionation factor. We
use two different α to consider the uncertainty of isotopic fraction in these stream environments,
1.033 and 1.025 (Tyler et al., 1997; G. Zhang et al., 2016). This follow previous work estimating
the percentage of CH4 oxidized in the Amazon River basin (Sawakuchi et al., 2016).
Microbial sample collection and analysis
Replicate sediment cores were collected from the streams for 16S rRNA analysis. A
modified Multi Stage Soil Core Sampler (AMS Inc., Idaho, USA), consisting of a stainless steel
cylinder and a plastic liner (5-cm diameter), was manually driven into the stream sediments
using a sliding weight stand (Wik et al., 2018). Sediment cores were collected the first two
weeks of July 2019 and processed in the field. Samples were collected at patches in the stream
near set of bubble traps (i.e., stream patch) as described in Robison et al. (in review). Each patch
is considered a replicate. At each patch, triplicate cores were collected. Sediment collected in the
top 2 cm from each core was combined into a composite “surface” sediment sample in a WhirlPak sample bag. Similarly, sediment collected between 9 and 11 cm depth was combined into a
composite “subsurface” sample. As a result, a total of four composite surface and four composite
subsurface samples were collected at each stream except College Brook, where only three
patches were sampled. All tools used to collect cores, including the coring equipment, were
sterilized with 70% ethanol between samples to minimize contamination of samples. The depth
of 9 to 11 cm was chosen as the subsurface sample depth because buried rocks or clay layers
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prevented collection of sediment at depths greater than 12 to 15 cm at all four streams in some
places. Thus, while 9 to 11 cm does not represent the maximum or mean depth of the sediment in
portions of these streams, it represents a depth layer that could be collected across all sites and is
deep enough where complete depletion of oxygen is likely (e.g., Crawford et al., 2014).
Combined samples were frozen on-site with liquid nitrogen, stored on ice, and returned to the
laboratory within 4 h. Samples were stored in a -80oC freezer until analyzed.
Genomic DNA was extracted from sediment samples using a Qiagen DNeasy PowerSoil
kit (Qiagen, Hilden, Germany) with minor changes to the manufacturer’s protocol (see Doherty
et al. 2020). DNA was amplified by polymerase chain reaction (PCR) using the primers 515f–
806r of the V4 region of the 16S rRNA gene to profile bacterial and archaeal communities
(Apprill et al., 2015; Parada et al., 2016). Each reaction contained 6 µL DreamTaq Hot Start
Green (Thermo Fisher Scientific, Waltham, MA, USA), 2.6 µL sterile water, 0.7 µL forward
primer (5 µM), 0.7 µL reverse primer (5 µM), and 2 µL template DNA (10× diluted). DNA
amplification was performed using a T100 Thermal Cycler (Bio-Rad, Hercules, CA, United
States). The 16S rRNA conditions were: enzyme activation at 95oC for 3 min; followed by 35
cycles of denaturation at 95°C for 30 s, annealing at 55°C for 30 s, and extension at 72oC for 60
s; then a final extension at 72oC for 12 min.
Gel electrophoresis was used to confirm the presence of the PCR product and was then
quantified using a Quant-iT dsDNA High-Sensitivity Assay Kit and a Qubit 3.0 fluorometer
(Thermo Fisher Scientific, Massachusetts, USA). Resulting concentrations ranged from 0.5 to 28
ng µL-1, typically with sandier sediment samples having lower concentrations. PCR products
were sent to the Hubbard Center for Genome Studies (University of New Hampshire, NH, USA)
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for sequencing by Illumina HiSeq2500 with Rapid Run© SBS V2 chemistries (Illumina, San
Diego, CA, USA). Sequence reads were demultiplexed using CASAVA.
Sequences were analyzed using QIIME 2 (version 2020.1; Bolyen et al., 2019) on the
Premise high performance computing cluster at the University of New Hampshire. Cutadapt
(Martin, 2011) was used to remove primers. DADA2 (Callahan et al., 2016) was then used to
quality filter the data and assemble the sequences into amplicon sequence variants (ASVs). Each
sample was then rarefied to 3400 sequences per sample. Rarefication depths were chosen to
ensure at least three replicates remained for each depth at each stream. Taxonomy was assigned
to ASVs using the SILVA database (release SILVA 138 SSU; Glöckner et al., 2017; Quast et al.,
2013). The relative abundances of taxa were calculated after removing chloroplasts,
mitochondria, and taxa present in less than 5% of samples.
In this study, we focused primarily on taxa associated with CH4 production and CH4
oxidation. Following Hough et al. (2020), we identified methanogens based on classification into
the following archaean orders: Methanocellales, Methanobacteriales, Methanomicrobiales, and
Methanosarcinales (Evans et al., 2019). Similarly, we identified methanotrophs as those from the
bacterial orders Methylococcales and Methylomirabilales and the archaeal family
Methanoperedenaceae, order Methanosarcinales (G. J. Smith & Wrighton, 2019). Taxa from the
order Methylococcales are classical aerobic methanotrophs, while those from the order
Methylomirabilales are capable of CH4 oxidation following reduction of nitrate or nitrite (Wu et
al., 2011); that is, they are capable of generating oxygen for CH4 oxidation when in an anoxic
environment. Finally, Methanosarcinales are anaerobic methanotrophic archaea (ANME) known
to be capable of CH4 oxidation via alternative electron donors like nitrate (Ettwig et al., 2010).
Despite the indefinite nature of assigning organismal function using 16S sequencing, traits
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associated with CH4 cycling are typically conserved (Martiny et al., 2015) and allow for relative
confidence in these assignments.
Statistical analyses
All calculations and statistical analyses were performed in MATLAB and Statistics
Toolbox Release 2020a, (The MathWorks, Inc., Massachusetts, USA). Uncertainty in the
dissolved CH4 concentration for each site is determined by the ratio of the standard error of the
median measured concentration to the median measured concentration:
% uncertainty = 1.253 ×

𝑆𝑡𝑑 𝐸𝑟𝑟
𝑚𝑒𝑑𝑖𝑎𝑛 𝐶𝐻

× 100

(6)

, which results in a unique percent uncertainty at each site. Uncertainty in the gas exchange rate
is determined by the standard deviation included in the factors of Equation 3. Finally, uncertainty
in the diffusive CH4 flux is estimated by propagating the uncertainty from dissolved CH4
concentration and gas exchange rates. We summarize CH4 concentration, gas exchange, and
rates of diffusion as medians because of the non-normal distribution of the data. Differences in
CH4 concentration, gas exchange, and diffusive emissions between sites were analyzed using the
nonparametric Wilcoxon rank sum test. Trends in CH4 concentration and diffusion across time
were analyzed using the nonparametric Kendall rank correlation coefficient. Isotopic and
microbial data are summarized as means because of their small sample sizes and unknown
distributions. Differences in isotopic values between sites or types of samples are analyzed using
a two-sample t-test.
Results
Dissolved CH4 concentration and diffusive fluxes
Measured concentrations of dissolved CH4 in surface water were above saturation in all
collected samples, with an overall median and SD of 1.3 µmol CH4 L-1 (Table 2.2, Figure 2.2a).
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College Brook had the highest median concentration of CH4 (1.9 µmol CH4 L-1) and Cart Creek
and Sawmill Brook had the lowest (1.0 µmol CH4 L-1, respectively). There was no statistical
difference in the median dissolved concentration of CH4 between sites (p > 0.05). Therefore, we
find no correlation between the dissolved CH4 concentration and land use. We also observe no
clear pattern in the dissolved concentration across time at any individual (p > 0.05).
Several sample dates from each stream exhibited relatively high concentrations of
dissolved CH4. The overall median and maximum of dissolved CH4 concentrations (1.3 and 17.6
µmol CH4 L-1, respectively) are similar to those found in a yearlong survey of streams in New
Hampshire (0.63 and 13.5 µmol CH4 L-1, respectively; Herreid et al., 2020). Our dataset
precludes analysis of what causes these high concentrations, but we have no reason to discard
them from our analysis as they fall within ranges observed in streams and rivers locally and
globally (Stanley et al., 2016). Furthermore, the variation in CH4 concentrations in river
networks has shown to be high relative to other dissolved constituents (Atkins et al., 2017).
The median gas exchange rate across all sites for CH4 (kCH4) was 4.8 m d-1 (Table 2.2,
Figure 2.2b). Calculated rates of gas exchange are similar to limited direct measurements in each
of the streams (Figures S2.1) using short-term continuous injections of a volatile gas tracer (Hall
& Ulseth, 2020).The two streams draining developed landscapes, Sawmill Brook and College
Brook, had higher mean and maximum gas exchange rates, partially a result of flashier
hydrographs with higher peak flows. However, only SB (5.9 m d-1) and DB (3.6 m d-1) differed
statistically (p < 0.01). Overall, gas exchange rates were relatively stable during this study, a
result of stable flow conditions during the low-flow period of the water year.
Diffusive CH4 fluxes exhibit a median rate of 6.3 mmol CH4 m-2 d-1 overall. In individual
streams, the median diffusive flux ranged from 4.4 mmol CH4 m-2 d-1 at Cart Creek to 9.6 mmol
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CH4 m-2 d-1 at College Brook (Table 2.2; Figure 2.2c). Again, there is no difference between sites
(p > 0.05), and thus no correlation between diffusive CH4 flux and land use. We also do not
observe any clear pattern in diffusive CH4 emissions across our monitoring period at any
individual site (p > 0.05). Fluxes were always positive; that is, because the measured
concentration of dissolved CH4 was always above saturation, the fluxes of CH4 were always
calculated as outward from the stream to the atmosphere. High diffusive CH4 fluxes were more
strongly associated with high measurements of dissolved CH4 than with high gas exchange rates
(Figure 2.2). The maximum daily rate of diffusive CH4 efflux was 70.8 mmol CH4 m-2 d-1 at
College Brook.
Diffusive fluxes of CH4 were compared to ebullitive fluxes of CH4 from Robison et al.
(in review) during the same period of record (Table 2.2; Figure 2.3). Across all four streams, the
mean diffusive CH4 flux (9.0 ± 8.8 mmol CH4 m-2 d-1) was greater than the mean ebullitive CH4
flux (0.96 ± 4.0 mmol CH4 m-2 d-1). As such, diffusive emissions of CH4 comprised
approximately 90% of total CH4 emissions from these four streams during the period of
observation. The percent diffusing contribution ranged from 74% at Sawmill Brook to nearly
100% at College Brook. Ebullitive CH4 fluxes exceed diffusive fluxes during a short period of
time at Sawmill Brook in July and August (Figure 2.3), when ebullitive fluxes were greatest,
temperatures are warmest, and stream flows are lowest. Diffusive and ebullitive fluxes of CH4
were similar at Dube Brook during this period, but at CC and CB, diffusive was always higher
than ebullitive.
Stable isotopic composition of CH4
Measured δ13C-CH4 and δD-CH4 values exhibited clear differences between benthic and
dissolved surface water gas samples (Table 2.2; Figure 2.4). Generally, there was more
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variability in δD-CH4 values than δ13C-CH4 values, and more variability between the type of
sample (i.e., benthic gas or dissolved in surface water) than between streams. Benthic gas δ13CCH4 and δD-CH4 values averaged across all streams were -65.9 ± 2.0‰ and -300 ± 18‰,
respectively. There was some variation in the δ13C-CH4 values between three of the sites, where
Sawmill Brook exhibited a relatively heavier mean δ13C-CH4 of -63.1‰, which is significantly
different than CC (p < 0.01) and DB (p = 0.02). More variation was noted in measured δD-CH4
values, with Dube Brook having the heaviest mean value of -257‰ and College Brook having
the lightest value of -318‰, with only these two sites being significantly different (p = 0.01).
Dissolved CH4 δ13C-CH4 and δD-CH4 values averaged across all four streams were -52 ±
1.5‰ and -261 ± 29‰, respectively. These are slightly more varied across streams than the
sediment samples. For example, δ13C-CH4 values ranged from -49.5‰ at Sawmill Brook to 55.0‰ at College Brook in dissolved CH4 samples, although no site was significantly different
from the others. Meanwhile, δD-CH4 ranged from -257‰ at Dube Brook to -290‰ at Sawmill
Brook, with only these two sites being significantly different (p = 0.04).
Dissolved CH4 in surface water was more 13C- and D-enriched relative to the sediment
gas overall (p < 0.01; Figure 2.4). This amounts to a roughly 14‰ and 39‰ shift towards the
heavier isotope for δ13C-CH4 and δD-CH4, respectively. The δ13C-CH4 values for surface water
samples were all significantly heavier than for sediment samples at a site, and the δD-CH4 values
were significantly heavier at Cart Creek (p = 0.01) and Sawmill Brook (p = 0.04). Given this
enrichment in δ13C-CH4 values, the mean percentage of CH4 oxidized was 42.1 ± 2.1% when
using α = 1.033, and 55.6 ± 2.8% when using α = 1.025 (Table S2.1). Given these differences in
α, individual stream ranged from a minimum of 33.3 ± 3.1% at College Brook to 65.2 ± 2.6% at
Sawmill Brook.
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Methane-associated microbial community
Taxa presumed to be methanogens were detected across all four streams (Figure 2.5a),
from the orders Methanosarcinales, Methanobacteriales, Methanomicrobiales, and
Methanocellales. These taxa were detected in 10 of 15 surface sediment samples, and 14 of 15
subsurface samples. Generally, methanogens comprised a larger fraction of the community in
subsurface samples. As a percent of the total community, methanogens comprised roughly 0.1%
of the surface sediment community on average, and 0.6% of the subsurface community. Of note,
no methanogens were detected in any of the surface samples at College Brook.
Taxa classified as methanotrophs were detected in 14 of 15 surface samples and all
subsurface samples (Figure 2.5a). Taxa from the bacterial orders Methylococcales and
Methylomirabilales, as well as the archaeal order Methanosarcinales were detected (Figure 2.5b).
Compared to methanogens, methanotrophs comprised a larger fraction of the total microbial
community in all samples, but this may be a result in part of the bias of our primers for bacteria
over archaea (Walters et al., 2016). Unlike methanogens, methanotrophs were higher in
abundance in the surface sampled in most locations, perhaps suggesting a preference for surface
sediments but also demonstrating a higher variability between habitat types. As a percent of the
total community, methanotrophs comprised 4.3% and 3.6% in surface and subsurface samples,
respectively. The aerobic Methylococcales was significantly more abundant in surface sediment
samples, while Methylomirabiales was significantly more abundant in subsurface samples. One
surface and three subsurface samples had ANME detected (Methanosarcinales), consistent with
the obligate anaerobic nature of these taxa. Overall, taxa capable of CH4 oxidation in anoxic
conditions were higher in relative abundance in the subsurface samples than in surface samples,
1.0% to 0.3% on average, respectively.
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Discussion
Rates of CH4 diffusion from the four headwater streams in this study (median = 1.3 µmol
CH4 L-1) were within similar magnitude to previous studies on streams and rivers (median = 0.25
µmol CH4 L-1; Stanley et al. 2016). In this study, diffusion accounts for between 74 and 100% of
total CH4 emissions. Compared to recent published studies of larger rivers where diffusion
accounts for approximately 20% of total CH4 emissions (G. Wang et al., 2021; L. Zhang et al.,
2020), our study suggests that CH4 diffusion is more important on average in small streams.
Microbial community composition identified both methanogens and methanotrophs in all
streams, implying CH4-associated bacteria and archaea are common in these ecosystems and the
potential for CH4 production and oxidation. A clear enrichment in the δ13C-CH4 and δD-CH4
values between the benthic and surface CH4 are likely a result of oxidation in the system.
Altogether, these results are used to generate a conceptual model of CH4 cycling and emissions
in stream ecosystems (Figure 2.6), where the unique physical characteristics of small streams
promote diffusive emissions of CH4 with an isotopic signature that is likely to be heavier than
CH4 emitted from aquatic systems where ebullition is more important.
Diffusive emissions dominate CH4 efflux budget
Diffusive emissions of CH4 in the four streams studied here ranged from 6.5 to 13.4
mmol CH4 m-2 d-1 on average, comparable to the summary of 385 studies of streams and rivers
summarized by Stanley et al. (2016), which had a mean and SD of 8.22 ± 25.50 mmol CH4 m-2 d1

. Studies of smaller streams have also reported relatively high diffusive fluxes (e.g., 27.2 mmol

CH4 m-2 d-1; Crawford & Stanley, 2016). While we are unable to explain the sporadic
measurement of high dissolved CH4 concentrations and the resulting high efflux, the range of
concentrations measured reflects the variability of CH4 concentrations observed in other studies
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of streams and rivers (Crawford et al., 2013; Shelley et al., 2017; R. L. Smith & Böhlke, 2019;
Stanley et al., 2016).
Combined with relatively low ebullition, we report only slightly higher mean rates of
total CH4 emissions ranging from 8.2 to 13.4 mmol CH4 m-2 d-1. These rates are also within the
range of those studies who have examine both emission pathways (up to 31.4 mmol CH4 m-2 d-1;
Crawford & Stanley, 2016). When compared to lentic waterbodies, the rate of total CH4
emissions from these four streams is similar to or greater than ponded systems (Holgerson &
Raymond, 2016; Lundin et al., 2013; Stanley et al., 2016). For example, in a variety of lakes and
ponds of northern latitudes, Wik et al. (2016) found emission rates ranging from 2.8 to 12.5
mmol CH4 m-2 d-1. Thus, on a per area basis, these streams emit CH4 at relevant rates.
Diffusion comprised the majority of total CH4 efflux, making up between 74 and 100%
of the total CH4 emissions in the four streams. The diffusive fraction was smallest in the late
summer, when warmer water temperatures increase ebullition rates disproportionately (Robison
et al. in review). Even still, ebullition only exceeded diffusion at one stream for a short period of
time. Interestingly, diffusive emissions did not appear to be strongly affected by temperature in
this study. Relatively few studies exist with which to compare the balance of these two emission
pathways (Table 2.3). In a review by Stanley et al. (2016), of the 26 studies of streams and rivers
that included both pathways, diffusion comprised 68% of total CH4 emissions on average, but
this ranged from 14 to 94%. This suggests that smaller streams tend to favor diffusive emissions
compared to larger rivers or lakes. A study of a small stream in Wisconsin, USA found diffusive
emissions comprised approximately 90% of CH4 emissions (Crawford et al., 2014). In contrast,
studies of larger rivers in the Amazon (Sawakuchi et al., 2014), on the East Qinghai–Tibet
Plateau (L. Zhang et al., 2020), in urban China (G. Wang et al., 2021) found diffusion accounted
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for 64%, 21%, and 20% of total CH4 emissions, respectively. Similarly, diffusive fluxes
generally account for a smaller fraction of the total CH4 budget in ponded waterbodies, e.g., 48%
for northern lakes and ponds (Wik, Varner, et al., 2016).
Our estimates of diffusive CH4 emissions are limited by the relatively sparse
measurements of dissolved CH4 concentrations and the estimation of gas exchange. The relative
similarity of direct measurements of gas exchange to estimates used in this study (Figure S2.1)
suggest this latter uncertainty is relatively small, at least during low flow conditions. Similarly,
while our results likely suffer in accuracy at fine temporal scales (i.e., daily) due to the use of
interpolated CH4 concentration, it does not necessarily indicate that the summarized results are
inaccurate. The effect of sampling frequency of dissolved CH4 concentration on estimating
seasonal rates of CH4 emissions in lakes has been examined previously (Wik, Thornton, et al.,
2016). For the lakes studied, at least 17 measurements of dissolved CH4 were needed to
accurately represent seasonal emission patterns. The minimum number of dissolved CH4
concentration measurements for the streams in this study is 25. While the standard for lakes may
not be the same for lotic ecosystems, we believe our results accurately reflect the typical seasonal
behavior at these streams.
High potential for CH4 oxidation given isotopic and microbial data
The isotopic and microbial results provide evidence for active CH4 processes in stream
ecosystems, with production and oxidation ubiquitous across stream reaches. Detection of
microbial taxa via 16S rRNA can recover dormant or dead microbes (Oliver, 2005), thus our
detections do not necessarily indicate activity. Nonetheless, combined with our monitoring of
CH4 fluxes and isotopic values, we can infer the role microbial production and oxidation play in
these stream ecosystems. For example, the presence of ebullition (Robison et al., in review) and
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the detection of methanogens (Figure 2.5a) suggests active CH4 production in the sediment of all
four streams. Even at College Brook, where ebullition is nearly zero, the ability to recover
bubbles from disturbing the sediments indicates in situ production of CH4 (Chanton et al., 1989).
Methanogens were relatively more abundant in the subsurface sediment samples, consistent with
the requirement for anaerobic environments. Moreover, the δ13C-CH4 and δD-CH4 values of the
sediment-derived gas suggest a combination of acetoclastic and hydrogenotrophic
methanogenesis (Chanton et al., 2005), , which is common in aquatic environments (Horgby,
Segatto, et al., 2019; Shelley et al., 2015; Wik et al., 2020).
CH4 oxidation was also prevalent across the four streams, as indicated by the presence of
methanotrophs (Figure 2.5b) and the enrichment of δ13C-CH4 and δD-CH4 values from the
sediment CH4 to the surface water (Figure 2.4). Interestingly, in all four streams, the taxa with
CH4 oxidizing capabilities fill three distinct niches regarding oxidation capacity under differing
conditions: obligate aerobes (Methylococcales), obligate anaerobes (ANME), and microbes
capable of generating oxygen in anaerobic environments (Methylomirabilaceae). The prevalence
of taxa capable of CH4 oxidation across all four streams with specific niche partitioning is
indicative of microbial communities equipped to exploit the presence of CH4. Not only do these
taxa provide a potentially important sink of CH4, but studies of food webs from a variety of
aquatic ecosystems have established that CH4-derived carbon can substantially contribute to
secondary production (Grey, 2016; R. I. Jones & Grey, 2011). For example, a study of a beaver
pond upstream of Cart Creek found aquatic macroinvertebrates with δ13C values indicative of
CH4-derived carbon (McMahon & Nelson, 2015).
The isotopic data also support the commonality of oxidation across these four streams.
Potential rates of oxidation range from 33 to 65%, which is lower than the 57 to 82% range
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estimated for large rivers in the Amazon River basin (Sawakuchi et al., 2016) or the 57 to 100%
estimated for lakes in Sweden (Bastviken et al., 2002). Alternatively, some fraction of the
dissolved CH4 could originate from a different source in the watershed, e.g., the riparian zone
(Crawford et al., 2013). If the balance of isotopic values of this other source is distinct from that
in the stream sediments, the isotopic values of the dissolved CH4 in the streams may be
confounded by the mixed sources. However, the enrichment of both δ13C-CH4 and δD-CH4 is
unique to oxidation (Chanton et al., 2005), which is observed across all four streams.
Additionally, diffusion of CH4 exerts a fractionation effect on CH4 (Knox et al., 1992), where
lighter CH4 is preferentially emitted. However, this fractionation factor is much smaller than that
for oxidation and the time for diffusion is relative fast, limiting the impact of this influence.
Moreover, this fractionation pattern is the opposite of what is observed, thus would lead to an
underestimation of the oxidation rate. Nonetheless, considering these isotopic results in the
context of the detection of methane oxidizing microbes, we are confident oxidation is prevalent
in these streams.
Relatively low rates of oxidation of the dissolved CH4 pool in these streams compared to
larger rivers or lakes partially contributes to the dominance of diffusive emissions to the total
CH4 efflux budget. Because isotopic and microbial data were based on sampling in August and
July, respectively, the results of our oxidation analysis may reflect the conditions of this warmer
period of the year. For example, CH4 isotopes in aquatic ecosystems may be heaviest in the
summer (Atkins et al., 2017), possibly as a result of more active microbial oxidation (Shelley et
al., 2015). If so, this would indicate oxidation may be even less effective at removing CH4 during
cooler parts of the year. As such, the underlying structure of streams that limits oxidation is thus
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of interest to understand why CH4 behaves differently in small streams compared to other aquatic
ecosystems.
Mechanisms driving CH4 emission pathway and oxidation potential
The dominance of diffusive fluxes in total CH4 emissions appears to distinguish streams
from many other aquatic ecosystems, as does the prevalence of oxidation without complete
depletion of the dissolved CH4 pool. Identifying the characteristics of streams that drive this
difference is key to understanding how CH4 may cycle differently in streams compared to other
freshwater ecosystems. We propose two characteristics that are fundamental in differentiating
streams from rivers and from ponded waters: flow and depth. These factors interact to create a
strong biogeochemical gradient at the sediment–water interface, which promotes oxidation but
ensures diffusive emissions occur relatively quickly.
First, flow provides lotic ecosystems with consistent turbulent mixing. While flow was
previously theorized to limit CH4 production by delivering oxygenated water to the sediment, the
delivery of fine sediments and organic matter to stream beds can restrict the delivery of oxygen
and generate the anoxic conditions in sediments necessary for methanogenesis (Jones &
Mulholland, 1998; Schälchli, 1992). Flow conditions also affect the potential for ebullition by
controlling geomorphic and sediment conditions necessary for bubble formation, such as
sediment texture or organic content (Bodmer et al., 2020; Crawford et al., 2014; Wilkinson et al.,
2015). Limiting ebullition while maintaining CH4 production would result in increased diffusion
of CH4 from the sediments into the stream.
Second, flow and depth interact to create turbulence at the sediment–water interface,
enhancing hyporheic exchange and creating strong oxic–anoxic gradients that favor oxidation
(O’Connor & Harvey, 2008; O’Connor & Hondzo, 2008). For example, flow-generated
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turbulence has been shown to control the upper limit of nitrate removal in headwater streams by
governing hyporheic exchange and advection through sediment (Grant et al., 2018). In Sawmill
Brook, experimental manipulations of hydrologic flux shifted the depth of the oxic–anoxic
interface within stream sediments, which affected significantly nitrate removal (Hampton et al.,
2020). Similarly, several studies of river networks have found that depth is a useful proxy in
predicting nitrogen removal (Mulholland et al., 2008; Peterson et al., 2001), as shallow depths
promote interactions between surface waters and the hyporheic zone (Gomez-Velez & Harvey,
2014). As such, enhanced hyporheic exchange in shallow streams may promote CH4 oxidation
by promoting mixing at the sediment–water interface (Trimmer et al., 2010).
Finally, depth and flow affect the amount of CH4 that bypasses oxidation and is emitted
to the atmosphere by affecting how quickly diffusion occurs (Bastviken et al., 2002, 2008b). For
example, Bastviken et al. (2008) found that 51 to 100% of the CH4 in lakes originating in
sediments in deeper portions of lakes was oxidized in the water column, while only 24 to 40% of
the CH4 from sediments in shallower areas was oxidized because of the relatively shorter transit
time. Similarly, Sawakuchi et al. (2016) found that CH4 oxidation in Amazonian rivers was
dependent on residence time in surface sediments and the water column. Lastly, in alpine
headwater streams, diffusive CH4 emissions are thought to be minimally affected by oxidation
because of rapid gas exchange (Horgby, Segatto, et al., 2019). Thus, while conditions may be
ideal for oxidation in shallow streams, time is limited by shallow depths and relatively fast gas
exchange rates. This may also indicate that most oxidation is occurring in stream sediments at
these oxic–anoxic interfaces, but this determination is outside the scope of this study design.
Together, this suggests a conceptual model of CH4 production, transport, oxidation, and
emissions in small streams, where CH4 is produced in stream sediments, primarily transported
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via diffusion, and affected by oxidation (Figure 2.6). This model builds off that proposed by
Sawakuchi et al. (2016), with a focus on small streams. In the model, CH4 is predominantly
produced in anoxic sediments. If bubble formation is possible, ebullition will occur, which
largely escapes oxidation. However, ebullition appears to be less important to the overall CH4
efflux in small streams compared to ponded systems or larger rivers. If ebullition does not occur,
CH4 from the sediment and the surrounding watershed flow and diffuse towards the stream water
column. As this occurs, the CH4 encounters higher redox environments created by turbulent
mixing and reaeration of the water column and sediment–water interface, as well as within the
sediments via preferential hyporheic flow paths. Some fraction of this CH4 will be oxidized,
whether via aerobic or anaerobic CH4 oxidation pathways. The amount of CH4 that is oxidized
will be dependent in part on the gas exchange rate and depth; while some CH4 oxidation is likely
to occur in most streams, shallow, turbulent streams will likely experience less CH4 oxidation as
a fraction of the total diffusive CH4 flux due to their relatively shallow nature and high gas
exchange rates. Thus, oxidation may offset less of the CH4 produced in streams compared to
rivers or lentic ecosystems. The remaining CH4 is then eventually emitted to the atmosphere.
The implications of this conceptual model are important for distinguishing CH4 emissions
in streams from other aquatic ecosystems, as well as for including streams in regional and global
CH4 models (Dean et al., 2018). Foremost among these are the implications for the isotopic
values of emitted CH4 (Table 2.3). The balance of emission pathways, where diffusive emissions
are uniquely exposed to oxidation, will affect mean isotopic values of emitted CH4 that
contributes to the atmospheric signal. Given both the balance of emission pathways in this study,
as well as the isotopic values of ebullitive and diffusive gases, we calculated mean isotopic
values of -55.7‰ and -260‰ for δ13C-CH4 and δD-CH4, respectively. These values reflect
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relatively heavy CH4 compared to global averages used for aquatic systems (Saunois et al., 2020;
Schwietzke et al., 2016). They are also reflective of a system in which oxidation is prevalent yet
does not completely deplete the diffusive CH4 pool. In general, the estimated isotopic values of
CH4 emitted from these temperate streams are more similar to tropical wetland systems
(Brownlow et al., 2017; Sawakuchi et al., 2016) than northern wetlands (Fisher et al., 2017; Wik
et al., 2020), suggesting the CH4 signature of small streams are not simply related to other
aquatic systems in their region. (Fisher et al., 2017; Wik et al., 2020). The mean δ13C-CH4 values
in this study are also remarkably similar to a study of alpine streams (Horgby, Segatto, et al.,
2019). However, without comparison of benthic and surface water CH4 isotopic values, the
results were attributed to acetoclastic dominance of methanogenesis and limited oxidation. As
such, these two studies are not necessarily in conflict.
Conclusion
This study suggests small streams are relevant emitters of CH4 at the landscape scale, and
the isotopic signature of emitted CH4 is distinct from that of other aquatic ecosystems. The
dominance of diffusive emissions to the total CH4 efflux appears to be characteristic of small
streams compared to other aquatic ecosystems. Still, the presence of methanogens and
methanotrophs highlight the active production and oxidation of CH4 within these streams. The
combined effect of the dominance of diffusive emissions and the prevalent oxidation of this CH4
pool, the isotopic signature of emitted CH4 is heavy relative to larger rivers (Sawakuchi et al.,
2016) or ponded waterbodies (Wik et al., 2020). As a result, consideration of the relatively heavy
isotopic signature will be critical for accurately incorporating streams in regional and global
atmospheric mixing CH4 models (Dean et al., 2018; Saunois et al., 2020; Schwietzke et al.,
2016).
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Tables
Table 2.1: Location, land use, and water quality characteristics of the four streams included in
this study.

Physical
descriptors

Land
cover
Stream
chemistry

Latitude (°)
Longitude (°)
Area (km2)
Mean observed runoff (cm d-1)
Slope (m km-1)
Temperature (oC)
Forest (%)
Developed (%)
Wetland (%)
Nitrate (mg L-1)
Chloride (mg L-1)
DOC (mg L-1)

Cart
Creek
42.77
-70.92
3.9
0.77
2.1
9.9
57.0
10.7
18.7
0.1
101
7.3

Dube
Brook
43.17
-70.97
3.3
0.68
1.4
10.1
59.4
7.9
17.3
0.2
62.5
6.0

Sawmill
Brook
42.52
-81.18
4.1
0.76
1.7
10.6
13.7
72.8
4.3
0.8
190
4.6

College
Brook
43.13
-70.92
2.3
0.96
1.9
9.7
20.8
68.7
0.7
0.7
321
4.2
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Table 2.2: Summary of measured dissolved methane concentration, estimated methane-specific
gas exchange rate, calculated diffusive and ebullitive emissions, measured δ13C-CH4 and δD-CH4
values, and the percent abundance of methanogens and methane oxidizing bacteria in the total
detected community for the four streams in this study. *Ebullitive methane flux data is from
Robison et al. (in reivew). ^CH4 oxidizers in this table refers to all detected taxa capable of CH4
oxidation, whether aerobic or anaerobic.
Variable
Dissolved CH4
concentration (µmol
CH4 L-1)
kCH4
(m d-1)
Diffusive CH4 flux
(mmol CH4 m-2 d-1)
Ebullitive CH4 flux*
(mmol CH4 m-2 d-1)
δ13C-CH4
(‰)

Benthic

δD -CH4
(‰)

Benthic

Surface

Surface

Methanogens
(% abundance)
CH4 oxidizers
(% abundance)

Median
Min
Max
Median
Min
Max
Median
Min
Max
Median
Min
Max
Mean
SD
Mean
SD
Mean
SD
Mean
SD
Mean (0 cm)
Mean (10 cm)
Mean (0 cm)
Mean (10 cm)

Cart
Creek
1.0
0.1
13.6
4.7
4.2
8.2
4.4
1.4
64.8
0.2
0.0
0.8
-67.8
0.5
-51.5
1.7
-297
17
-231
21
0.1
0.8
1.0
1.6

Dube
Brook
1.7
0.6
8.5
3.6
2.2
8.3
5.5
2.2
25.7
0.9
0.22
4.4
-66.5
0.4
-52.8
0.7
-274
16
-257
26
0.2
0.7
3.2
1.2

Sawmill
Brook
1.0
0.3
17.6
5.9
4.6
10.3
6.0
1.6
20.8
1.8
0.01
13.5
-63.1
0.6
-49.5
1.1
-312
21
-290
42
0.1
0.3
5.0
4.7

College
Brook
1.9
0.2
16.1
4.7
4.2
11.1
9.6
1.3
70.8
0.0
0.0
0.3
-66.0
0.4
-55.0
2.6
-318
16
-265
28
0
0.3
4.5
2.5

Overall
1.3
0.1
17.6
4.8
2.2
1.1
6.3
1.3
70.8
0.3
0.0
13.5
-65.9
0.5
-52
1.5
-300
18
-261
29
0.1
0.6
3.5
2.5
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Table 2.3: Table 3: Rates of diffusive and total CH4 emissions from a variety of aquatic
ecosystems, and δ13C-CH4 and δD-CH4 values of emitted CH4. ^Emitted isotope values are
inferred from source signatures and emission pathway balances.

Site
Cart Creek
Dube Brook
Sawmill Brook
College Brook
Streams and rivers
Small stream in Wisconsin
Urban rivers near Beijing
Rivers on East Qinghai–
Tibet Plateau
Beaver ponds
Glacial/post-glacial lakes
Peatland ponds
Thermokarst waterbodies
Amazon
Northern Swedish lakes
Northern European wetlands
Costa Rican wetlands
Bolivian wetlands
Borneo wetlands

CH4 emissions
Diffusive
Total
mmol CH4 m-2 d-1
9.0
9.2
7.1
8.2
6.5
8.8
13.4
13.4
2.4
4.23
8.46
9.7
2.9
14.2
3.8

16.7

7.2
0.8
5.4
2.1
0.9

12.5
2.8
9.0
7.5
1.4

Emitted CH4 isotopes
δ13C
δD
‰
-51.9^
-232^
-54.6^
-259^
-53.1^
-283^
-55.0^
-265^

Citation

This study

Stanley et al. (2016)
Crawford et al. (2016)
Wang et al. (2021)
Zhang et al (2020)

Wik et al. (2016)
-49.6^
-68.8
-71
-53.3
-59.7
-61.5

-310

Sawakuchi et al. (2016)
Wik et al. (2020)
Fisher et al. (2017)
Brownlow et al. (2017)
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Figures

Figure 2.1: Map of four streams included in this study in southeastern New Hampshire and
northeastern Massachusetts, USA. Map from Robison et al. (in review).
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Figure 2.2: Time series of a) measured (dots) and interpolated (lines) dissolved CH4 concentration,
b) estimated gas exchange rate for CH4, and c) estimated diffusive flux rate for CH4. Diffusive
CH4 efflux on days with a dissolved CH4 concentration measurement are shown with a dot, while
days with an interpolated dissolved CH4 concentration are shown with a line. The shaded areas
indicate uncertainty bounds as described in the text.
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Figure 2.3: Comparison of ebullitive and diffusive fluxes of CH4 across the four streams in this
study. Diffusive CH4 efflux (red) on days with a dissolved CH4 concentration measurement are
shown with a dot, while days with an interpolated dissolved CH4 concentration are shown with a
line. The shaded area represents an uncertainty bound of ± 20%. Ebullitive estimates (black) are
from Robison et al. (in review), and vertical lines show the standard deviation of measurements
for each monitoring period.
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Figure 2.4: Mean and standard deviation of δ13C-CH4 and δD-CH4 values of samples from
sediment gas and dissolved gas in the surface water collected in August 2019. Sediment gas was
collected by disturbing the sediment and collecting released bubbles.
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Figure 2.5: Relative abundance of CH4-associated taxa at sampling locations. a) All taxa
associated with CH4 production (methanogens, black) and oxidization (methanotrophs, gray).
Here, we use the simplified term methanotrophs to refer to those taxa who are capable of CH4
oxidation through any of a variety of biochemical pathways. b) Only taxa associated with CH4
consumption, broken into taxonomic categories based on potential biochemical pathways.
Methylococcales are canonical, aerobic CH4 oxidizing bacteria. Methylomirabilaceae are
proposed to be capable of CH4 oxidation following the reduction of nitrite; that is, capable of
generating oxygen for CH4 oxidation in an anoxic environment. Anaerobic methanotrophic
(ANME) archaea are from the order Methanosarcinales Methanoperedenaceae.
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Figure 2.6: Conceptual model of CH4 cycling in stream ecosystems. a) Methanogenesis occurs
mainly in anoxic sediments. CH4 can be produced in stream sediments or transported to the
stream via groundwater. b) If bubble formation is possible, ebullition occurs and CH4 is emitted
directly to the atmosphere bypassing most opportunities for oxidation. c) Methane produced in
the sediment or in the adjacent watershed that does not form bubbles is dissolved in water and
transported to the stream via groundwater flow or diffusion. d) Reaeration and hyporheic
exchange are enhanced in streams because of flow. Because small streams are relatively shallow,
this provides a relatively steady supply of oxygen to the water column and to the sediment-water
interface. e) As the CH4 rich sediments encounter conditions of higher oxidizing potential (e.g.,
oxic waters), CH4 oxidation occurs. f) Finally, CH4 diffuses out of the system. The shallow
nature of streams and the relatively high reaeration rates accelerate this process relative to deeper
or less turbulent ecosystems.
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Supplementary Information
Table S2.1: Mean δ13C-CH4 values and the estimated amount of CH4 oxidized based on two
isotope fractionation factors (α). This estimation assumes the CH4 found dissolved in surface
water originates entirely from the sediment. The uncertainty is given by calculating the percent
oxidized based on the SD of measured of δ13C-CH4 values.

Site
Cart Creek
Dube Brook
Sawmill Brook
College Brook
Overall mean

δ13C-CH4
Sediment
Surface water
-67.8
-51.5
-66.5
-52.8
-63.1
-49.5
-66
-55
-65.9
-52

% oxidized
α = 1.033
α = 1.033
49.4 ± 2.7
65.2 ± 3.7
41.5 ± 1.8
54.8 ± 2.5
41.2 ± 2.0
54.4 ± 2.6
33.3 ± 1.9
44.0 ± 2.4
42.1 ± 2.1
55.6 ± 2.8
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Figure S2.1: Comparison of the measured and estimated gas exchange rate (k600). Gas exchange
is measured directly by conservative gas additions (Argon). Gas exchange is estimated using
Equation 3 in the text (Raymond et al., 2012). The 1:1 line is displayed.
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CHAPTER THREE:
Effect of storms on CO2 emissions from streams and rivers
Abstract
River networks are important components of the global carbon cycle, processing
significant quantities of terrestrial carbon and are most often sources of carbon dioxide (CO2) to
the atmosphere. One of the largest remaining uncertainties in estimating stream and river carbon
fluxes is monitoring concentration at high enough frequencies to understand the effect of storms
on CO2 dynamics. We deployed high frequency CO2 sensors at ten streams and rivers to assess
the impact of measurement frequency on annual estimates of CO2 emissions and explore the
effect of high flows and storms on CO2 concentration and evasion. The mean evasion rate of CO2
was 23.7 ± 9.5 g CO2 m-2 d-1, but rates of emission vary greatly over daily and seasonal periods,
and during individual storms. Compared to estimates using the high frequency sensors (15minute sampling interval), we determined that daily to weekly sampling of CO2 is sufficient to
accurately represent seasonal rates of emissions. The concentration of CO2 tends to decrease or
minimally change with discharge, both over annual and storm timescales. Emissions of CO2 tend
to increase during storms, but the amount of CO2 emitted is not disproportionately large to
influence total annual emissions. Analyses of CO2 hysteresis suggest the supply to streams is
relatively stable across flow conditions, with pulses of inputs during the early stages of storms.
These results highlight the value of high frequency sensors in understanding CO2 sources and
transport, and suggest high frequency monitoring is not necessary to accurate estimates of annual
CO2 emissions from streams and rivers.
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Introduction
River networks contribute significantly to global carbon budgets (Cole et al., 2007; Drake
et al., 2018), and are important sources of carbon dioxide (CO2) to the atmosphere (Battin et al.,
2009; Butman & Raymond, 2011; Raymond et al., 2013). Stream and river CO2 emissions offset
a significant fraction of terrestrial net ecosystem production (Turner et al., 2013), where CO2
produced in the terrestrial landscape is transported via groundwater to surface waters and emitted
downstream (Johnson et al., 2008; Rasilo et al., 2017). While recent investigations have begun to
incorporate streams and rivers into continental CO2 budgets (Butman et al., 2018), our
understanding of what drives the variability of CO2 transport and emissions in these ecosystems
is poorly constrained. Specifically, the response of CO2 concentration and efflux during storm
events remains a poorly understood subject despite the potential for disproportionate transport
and emissions during these high flow periods (Aho & Raymond, 2019; Liu & Raymond, 2018;
Looman et al., 2016). Thus, a better understanding of CO2 dynamics within river networks
during individual storms is critical for improving our ability to scale emissions accurately across
space and time.
To accurately understand the spatiotemporal variability of CO2 emissions during storms,
an exploration of both gas exchange and CO2 supply is necessary. While downstream transport
of a dissolved gas is a function of concentration and discharge, evasion is dependent on the
concentration difference of the air–water interface and on the gas exchange rate (Raymond et al.,
2012). Past research has demonstrated that the gas transfer velocity is controlled in part by the
turbulent dissipation rate at the air–water interface (Zappa et al., 2007), which is in turn related
to discharge (Raymond et al., 2012). As a result, increases in flow that occur during storms
generally result in elevated gas exchange rates (Liu & Raymond, 2018). However, for CO2
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evasion to increase during a storm, this increase in gas exchange must not be overcome by a loss
of dissolved CO2; that is, source replenishment must balance the increase in gas evasion for CO2
emission rates to be maintained. Generally, the gas exchange rate regulates where in river
networks CO2 is emitted, but variability in concentration more directly controls the magnitude of
emissions (Rocher-Ros et al., 2019).
Although previous studies have examined CO2 concentration- or flux-discharge
relationships over seasonal to annual scales (Dinsmore et al., 2013; Horgby, Gómez-Gener, et
al., 2019; Liu & Raymond, 2018), relatively little attention has been given to individual storm
responses or if storm-flow CO2 emissions disproportionately contribute to seasonal or annual
emissions (Dinsmore & Billett, 2008; Looman et al., 2016). At longer timescales, CO2 evasion
tends to increase with discharge, while the dissolved concentration is more variable (Liu &
Raymond, 2018). During individual storms at a stream draining a peatland, the concentration of
CO2 decreases, but by less than what would be predicted based on dilution alone (Dinsmore &
Billett, 2008), suggesting terrestrial CO2 is delivered to the stream during the storm (Looman et
al., 2016). Where this supply is limited, as in many montane systems with shallow soils, dilution
of CO2 during higher flow conditions is observed (Crawford et al., 2015; Horgby, Gómez-Gener,
et al., 2019). These results highlight the importance of understanding the connection between the
terrestrial and aquatic environment regarding CO2. Recent analyses suggest the supply of CO2
from the terrestrial environment is more dominant in headwater streams, while internal
production becomes more important with stream size (Aufdenkampe et al. 2011, Hotchkiss et al.
2015). However, the extent to which stream and river ecosystems act as direct conduits for
terrestrially derived CO2 is still not well documented, particularly at the scale of individual
storms.
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Quantifying the relationship between solute concentration and stream discharge during
storms can reveal transport pathways and active source areas (Chanat et al., 2002; Horgby,
Gómez-Gener, et al., 2019; House & Warwick, 1998; Tank et al., 2018). For example, hysteresis
has been used to differentiate solute sources within watersheds and across seasons (e.g., Vaughan
et al., 2017). A solute that exhibits little variability relative to changes in discharge is considered
chemostatic, whereas a solute that shows large variability relative to discharge is chemodynamic
(Godsey et al., 2009). These differences are commonly attributed to homogenous or
heterogenous sources of the solute within the watershed, respectively. For CO2, high-frequency
sensors have only sparingly been used for this type of analysis, but notably have identified the
delivery of soil-derived CO2 to a stream during storms (Dinsmore & Billett, 2008). The
development of reliable, high frequency, and cost-effective sensors suited for aquatic studies,
provides the opportunity to investigate these CO2 dynamics at the necessary temporal scale, i.e.,
within individual storms (Hunt et al., 2017; Rode et al., 2016). Expanding these analyses across
streams and rivers of various sizes and land uses will improve our understanding of the factors
affecting carbon delivery to river networks and across flow conditions. This will be critical for
improving our ability to predict how changing climatic patterns and land use will alter rates of
aquatic CO2 emissions in the future (Vorosmarty et al., 2000).
The objective of this study was to examine CO2 concentration and efflux patterns in
streams and rivers across a watershed size and land use gradient to investigate CO2 sources,
transport, and emissions in relation to discharge. We examined the contribution of storm flows to
total seasonal CO2 emissions and the variability of concentration- and flux-discharge
relationships across individual storms. Given that emissions of CO2 tend to increase with flow
generally (Aho & Raymond, 2019; Liu & Raymond, 2018), we hypothesize that storms will
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contribute significantly to annual emissions of CO2, and this contribution will be greater in
smaller streams, where CO2 of terrestrial origin is a larger fraction of the budget (Hotchkiss et
al., 2015).
Methods
The concentration of dissolved CO2 in surface water was measured at 10 streams and
rivers ranging in watershed size from 0.4 km2 to 476.7 km2 over the course of one to six growing
seasons using SIPCO2 sensors. Combined with measurements of water temperature, estimates of
gas exchange, and either the measured or estimated concentration of CO2 in the air, we estimated
the CO2 efflux from each stream at 15-minute intervals over the course of each record. The pCO2
and CO2 efflux records were then analyzed in relation to discharge dynamics using hysteresis
and effective discharge analyses. Uncertainty in our estimates of mean seasonal CO2 emissions
was investigated using a Monte Carlo simulation. Finally, the estimation of mean annual CO2
efflux per stream was estimated using randomized monthly, weekly, and daily sampling of the
efflux record and compared to the 15-minute estimation to evaluate the effect of sampling
frequency on annual emission estimates.
Site description
Ten streams and rivers in New Hampshire and Massachusetts were studied (Figure 3.1),
ranging from small headwater streams draining various land covers to two larger, main stem
river sites (Table 3.1). Five sites were part of the New Hampshire EPSCoR High Intensity
Aquatic Network (Koenig, 2017): Paradise Brook, the outlet to the reference Watershed 3 at
Hubbard Brook Experimental Forest (HB), Wednesday Hill Brook (WHB), Trout Pond Brook
(TPB), Dowst Cate Forest stream (DCF), and the Lamprey River (LMP). Three sites are part of
the Plum Island Ecosystems Long Term Ecological Research program (Morse & Wollheim,
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2014): Cart Creek (CC), Sawmill Brook (SB), and the Ipswich River upstream of the South
Middle Dam (SMD). The remaining two sites are part of long-term monitoring projects of the
Oyster River watershed near Durham, NH (W. M. Wollheim et al., 2017): College Cook (CB)
and Dube Brook (DB). Eight of the sites drain watersheds smaller than 8 km2, ranging from 0.4
km2 at HB to 7.0 km2 at DCF. SMD drains approximately 115 km2 and LMP 477 km2. Land use
varies from nearly complete forest cover at HB, to large wetland influence at DB, CC, and SMD,
to relatively developed watersheds at CB and SB. The slope of the sites is generally shallow
(0.040 km km-1 or less), apart from HB (0.141 km km-1).
SIPCO2 sensors
Dissolved CO2 was measured at each site with the SIPCO2 method (Hunt et al., 2017).
The SIPCO2 is a relatively inexpensive, in situ pCO2 sensor in which a non-dispersive infrared
(NDIR) detector (SenseAir K30, ASCII model, Delsbo, Sweden) in an enclosed housing is
paired with an air pump (Brushless pump, MPU3671-NMP05, KNF Neuberger, New Jersey,
USA) to produce an air‐water equilibration in the enclosed headspace (Figure S3.1).
Measurements of pCO2 are collected at 15-minute intervals. Equilibration time in the headspace
is approximately 15 minutes (Figure S3.2). At each 15-minute interval, the sensor makes 30
individual measurements over one minute, and the mean and standard deviation of these values
is recorded by a datalogger. Sensors are powered by batteries outfitted with solar panels. Our
construction and design followed that described by Hunt et al. (2017) with the following
modifications.
The occurrence of biofouling on the submerged portions of the sensors affected the
accurate measurement of surface water pCO2. Two methods were adopted to limit biofouling.
First, at WHB and LMP, the PVC pipe was replaced with a copper pipe. Second, at CB, DB, CC,
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SB, and SMD, copper tape was applied to the inside and outside of the submerged PVC portion.
Both applications of copper appeared to prevent or greatly limit biofouling. Biofouling was
limited or absent at HB, DCF, and TBP. Prior to these solutions, or for the sites with minimal
biofouling, the inside and outside of the submerged PVC pipe was cleaned regularly during site
visits with a brush. Periods of record affected by biofouling are removed from analysis.
Because the SIPCO2 was originally designed for oceanic deployment, the deployment of
these sensors in streams and rivers presented a challenge for stationary placement. First, the
sensors must be anchored in place. One solution to this was to anchor the sensors to trees
adjacent to the stream. This was done at HB, WHB, TPB, DCF, and LMP. At CB, DB, CC, SB,
and SMD, a rebar stake was anchored in the stream channel and the sensors were attached to this
rebar. To account for changes in stage, a float system was developed at these latter five sites in
which the sensor system could move up and down the rebar while maintaining relatively stable
buoyancy (Figure S3.1).
The manufacturer-specified range of the K30 detectors is 0 to 10,000 ppm CO2, with an
accuracy of ± 30 ppm CO2 ± 3 % of the measured concentration. The detector is calibrated with
0 and 400 ppm CO2 standard gases using a vendor-supplied control program (“Gaslab”). Sensor
accuracy is evaluated by comparing grab sample measurements of dissolved CO2 to that
measured by the sensor. The coefficient of determination from simple linear regression and the
root mean squared error (RMSE) are used to evaluate the accuracy of the sensors.
Estimating CO2 efflux
The flux of CO2 to the atmosphere (FCO2 , mg CO2 m-2 d-1) was calculated as:
FCO2 = k CO2 × ∆CO2 (1)
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where k CO2 (m d-1) is the gas transfer velocity for CO2 and ΔCO2 is the difference in CO2
concentration between the water and the air corrected for Henry’s Law. At four of the sites (HB,
WHB, TPB, and DCF), a K30 CO2 sensor was deployed near the stream to measure the
concentration of CO2 in the air. Where these data were not available, or where there were
missing data, an air concentration of 409 was used as representative of mean global atmospheric
CO2 concentration. The gas exchange rate for CO2, k CO2 was calculated as:
SCCO2 1/2

k CO2 = (

600

)

/ k 600

(2)

where SCCO2 is the Schmidt number for CO2 at a given water temperature and k600 is the gas
transfer velocity standardized for a Schmidt number of 600. With few or no measurements of the
gas transfer velocity across the sites, we estimated k 600 for each reach based on the relationship
following Raymond et al. (2012):
k 600 = 1162 ± 192 × S 0.77 ±0.028 × V 0.85±0.045

(3)

Where V is the water velocity (m s-1) and S is the channel slope (unitless). This formula was
selected as it had the strongest correlation with in situ measurements of gas exchange (Koenig,
2017). Slope was found using high resolution digital elevation models. Predictive relationships
for velocity (V, m s-1) from discharge (Q, m3 s-1) were made using the equations for scaling of
stream geometry at a site (Knighton, 1998):
V = 0.287 × Q0.4

(4)

Discharge was available from long-term monitoring projects for HB, WHB, TPB, and DCF
(Koenig et al., 2017), CB and DB (Wollheim et al., 2017), and CC and SB (Morse & Wollheim,
2014). Sites-specific stage-discharge rating curves were developed for each site, where
continuous stage loggers (HOBO Water Level U20L-04, Onset, Massachusetts, USA) are related
to measurements of discharge measurements. Discharge measurements were made using a
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combination of cross-sectional velocity measurements using handheld acoustic Doppler
velocimeters and dilution gaging of short-term salt releases. While discharge measurements were
made across a variety of flow conditions, high flows associated with storms often exceeded the
maximum depth of discharge measurement (< 1.5% of data record across all sites). For the larger
SMD and LMP, our sampling locations are located approximately 1 km upstream of USGS
gages 01101500 and 01073500, respectively. Watershed area increases minimally between the
sampling location and USGS gage (< 0.5%), thus we used the discharge data from these two
USGS stations without adjustments.
Calculation of CO2 efflux relied on several measurements and calculations with
uncertainty bounds. For example, the K30 CO2 sensor has a manufacturer’s accuracy of ± 30
ppm ± 3% of the measured value. Similarly, there is uncertainty in the coefficients and
exponents of the k600 equation (Raymond et al., 2012). As a result, the calculation of flux
propagates these uncertainties to an unknown extent. To quantify the total uncertainty, we
implemented a Monte Carlo simulation with 10,000 iterations to simulate the calculation of the
median rate of CO2 efflux at each site. For each variable in the calculation of CO2 efflux with
uncertainty, a mean value was set, and a normal distribution was constrained by either known
standard deviation or by assumed uncertainties (Table S3.1). The 90% confidence interval of the
resulting simulations for each site was then used as the uncertainty bound.
We also examine the impact of sampling frequency on estimates of annual CO2 efflux
from a stream or river. The CO2 efflux calculated using 15-minute data from May through
October 2019 was used in this analysis, because this year had the maximum number of sites with
an overlapping record (nine of ten sites). For this analysis, the overall mean CO2 efflux (g CO2
m-2 d-1) calculated from the 15-minute data was used as the theoretical value of annual rate of
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emission. Sampling frequency was then examined at monthly, weekly, and daily timescales. For
each of these, a random value of efflux during each time step was selected from the record and a
mean was calculated. This process was repeated 1,000 times for each timescale. For example, for
a monthly sampling frequency, a random flux value was selected for each month in the record,
i.e., May through October, and the mean of this data was used as an estimate of the annual rate of
CO2 efflux. This process was repeated 1,000 times to create a distribution of possible estimates
of the annual rate of CO2 efflux.
Storm identification and hydrologic response modelling
To examine the relationship between CO2 and discharge over the entire monitoring
period, we calculated the slope of the best fit power law relationship:
C = αQβ

(6)

where C is the concentration or evasion rate of CO2, Q is discharge (L s-1), and α and β are the
intercept and slope of the log-transformed concentration-discharge relationship, respectively.
The regression slopes (β) were used to indicate directions (positive or negative) and magnitude
of responses of relevant variables to Q. Following Gorski & Zimmer (2021), we characterize
behavior as chemostatic if |β| ≤ 0.2, an enrichment pattern if β > 0.2, and a dilution pattern if β <
-0.2. We also quantify the relative variation in CO2 concentration and efflux in relation to
discharge via the ratio of the coefficient of variation (CVC/CVQ). Here, CVC/CVQ < 0.5 indicates
relatively chemostatic behavior, where the variation in discharge is much larger than the
variation in concentration or efflux (Musolff et al., 2017).
The effective discharge (Qeff) of CO2 efflux was also calculated (Doyle et al., 2005). This
method is used to analyze the interaction between the frequency and magnitude of discharge
events that define longer term aquatic processes such as transport or removal. For solutes, a Qeff
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approach can indicate which discharges are most important for fluxes. To calculate Qeff,
discharge was separated into 100 equal size bins across each site-specific range of discharges.
The mean CO2 efflux was then calculated for each of these bins, creating a rating curve. These
rating curves are then multiplied by the relative frequency of each discharge bin to create a F*Q
curve, which is then normalized from zero to one. The Qeff is the Q when evasion is maximized,
i.e., equal to one. The resulting Qeff values represent the flow where a plurality of CO2 is emitted
for each site.
To calculate hysteresis indices, individual storms were delineated in the hydrographs via
baseflow separation using the EcoHydRology package in R (Eckhardt, 2005; Fuka et al., 2018),
followed by adjustment of the respective start and end of individual storm events. The two
largest sites (SMD and LMP) were excluded from this analysis because dissolved CO2 exhibits
variability on shorter scales (Riml et al., 2019) than the average length of storms (> 1 day).
Differences in record length, geographic location, and hydrologic responsiveness resulted in
differing numbers of observed storms across the sites. For each individual storm event, we used
the discharge, dissolved CO2 concentration, and efflux of CO2 to calculate hysteresis indices
following Vaughan et al. (2017). These include the hysteresis index (HI), a measure of the
clockwise or anticlockwise nature of the hysteresis:
HI = Crising − Cfalling

(6)

where Crising is the area under the concentration or flux curve during the rising limb and Cfalling is
the area under the concentration or flux curve during the falling limb (Vaughan et al., 2017b).
This value ranges from -1 to 1, where positive values indicate clockwise hysteresis, negative
values indicate anticlockwise hysteresis, and the magnitude indicates the degree of difference
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between the rising and falling limbs. We also calculate the flushing index (FI), a measure of the
flushing or diluting nature of the hysteresis:
FI = CQ,peak,norm − Cintial,norm

(7)

Where CQ,peak,norm is the normalized concentration or flux at the discharge peak, and Cinitial, norm is
the normalized concentration or flux at the onset of the storm event (Vaughan et al., 2017b). This
index also varies from -1 to 1, where positive values indicate flushing during the storm event and
negative values indicate dilution.
We also examined the relative impact of storms on CO2 emissions at each site. The
amount of CO2 emitted during storm events was compared to the amount of CO2 emitted during
non-storm events. We define storms in three ways; first, as the time defined by our hysteresis
analysis. On average, storm time amounts to approximately 8% of the time across the eight sites.
Secondly, using this mean percentage of storm time, storms were defined as the highest 8% of
flow conditions. Lastly, using the quick-flow delineation from the EcoHydRology package,
storms were defined as the 8% of flows in which quick-flow made up the largest fraction of the
flow. That is, quick-flow percentage was calculated as the rate of quick-flow divided by the total
discharge; the resulting percentages were used to define the top 8% of flows under this storm
definition. To quantify how much extra CO2 was emitted during these defined times, the amount
of CO2 emitted was compared to the amount that would be expected based on the amount of
time-weighted mean alone. Values greater than one indicate extra CO2 is emitted during storms,
and values less than 1 indicated less CO2 is emitted than would be expected.
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Results and Discussion
Sensor performance
Sensors functioned approximately 70 to 100% of deployment time across sites and
seasons. The most common reasons for malfunction were low battery power and data logging
errors. The former issue was generally resolved with increasing the size of attached solar panels.
Data logging issues were most commonly a result of loose wiring, which was corrected upon
inspection. Recorded data was also removed for what was deemed inaccurate measurement due
to biofouling. Additionally, in 2020, a severe drought affecting the area also caused extreme low
flows or even the cessation of flow in some streams (e.g., DB and SB). When flows are too low,
the sensors were not adequately submerged and thus are not sealed to the stream. These periods
were removed from analysis.
Simple linear regression comparing sensor versus analytical measurements of dissolved
CO2 suggest moderate to strong correlation, ranging from 0.53 to 0.93 (Figure S3.3), generally
straddling the 1:1 line. Assuming lab measurements of CO2 are true, the root mean squared
errors (RMSE) of the sensors ranged from 0.6 at SB to 2.1 µM at SMD. These errors are
relatively small considering the range of concentrations measured and the shortage of
comparative measurements at some of the sites. The available samples for direct comparison of
sensor versus grab samples is less than the number of grab samples taken, as some grab samples
were taken when sensor data was either not collected or removed due to fouling. Increasing the
number of comparative samples should reduce the amount of error. While we report values of
CO2 concentration and flux, we focus more on mean values and temporal patterns and include a
conservative uncertainty bound with our estimates
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CO2 concentration, emissions, and uncertainty
The mean dissolved CO2 concentration across all sites and time was 95.0 ± 4.2 µM CO2,
but varied over daily, seasonal, and annual scales as well as among sites (Figure 3.2a).
Uncertainty here is defined by the manufacturer’s specification of ± 30 ppm ± 3% of the
measured value. The range of measured CO2 concentrations compare well with previous studies
both in the region (Herreid et al., 2020) and globally (Lauerwald et al., 2015; Raymond et al.,
2013). At three of the sites (CC, SB, and SMD), CO2 was always supersaturated during
monitoring; at six of the sites (WHB, CB, DB, TPB, DCF, and LMP), CO2 was supersaturated
during at least 96% of the monitoring period; and at HB, CO2 was supersaturated approximately
70% of the time during measurement. On average, SMD had the highest overall CO2
concentration (159 ± 6.1 µM CO2) and HB had the lowest (35.4 ± 2.4 µM CO2). The highest
individual time point for CO2 concentration was 337 µM CO2 at SMD, and the lowest was 1.2
µM CO2 at LMP. Mean annual concentrations at sites with multiple years of measurement were
relatively consistent. For example, the mean annual concentration of CO2 at WHB ranged from
53.0 ± 2.9 µM CO2 in 2015 to 75.1 ± 3.6 µM CO2 in 2017, and at DCF from 58.2 ± 3.1 µM CO2
in 2015 to 80.4 ± 3.7 µM CO2 in 2018.
Differences in the record length and coverage make direct comparisons of individual
years across sites difficult, because seasonal (Atkins et al., 2017) or interannual differences in
temperature and precipitation regimes (Kaushal et al., 2014) are likely to cause differences in the
CO2 concentration across these scales. The relatively low CO2 concentration at HB follows
similar patterns in steep watersheds (Crawford et al., 2015; Horgby, Segatto, et al., 2019), where
relatively thin watershed soils limit the amount of terrestrial CO2 available for transport to the
stream. At the other study streams, the presence of wetlands within the watershed could provide
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a plentiful source of CO2, but the relative locations of these wetlands is likely more important
than their presence alone (Mineau et al., 2015; Rocher-Ros et al., 2019). For example, SMD
drains a fluvial wetland directly, which could explain the consistently high mean concentration
of CO2 (Abril et al., 2014). Additionally, suburban development within the watersheds does not
seem to directly indicate high or low mean CO2 concentration as seen in CB and SB. The relative
balance of internal and external CO2 sources to these streams could be examined with
metabolism estimates (Hotchkiss et al., 2015), and would provide interesting context to CO2
sources in developed watersheds.
The variability in gas exchange rate, k600, was generally greater within a single site than
when comparing the means across sites (Figure 3.2b). The largest mean k600 was 18.3 ± 3.3 m d-1
at LMP, the largest site by area; and the lowest mean k600 was 6.2 ± 1.7 m d-1 at CC, a headwater
stream with the shallowest slope. Because of the equation used for estimating gas exchange,
uncertainty here is defined by ranges in the scaling of velocity with discharge and the gas
exchange rate from velocity and slope. Compared with the predicted range of k600 for New
England (approximately 5 to 15 m d-1; Raymond et al., 2012), these values are somewhat low but
similar. However, as many of these sites have shallow slopes and our monitoring season misses
much of the higher flow winter and early spring season, we would expect our estimates of k600 to
be lower on average. The range of k600 at each site was at least 10 ± 3.2 m d-1 at SMD, where the
record length was smallest and encompassed the lowest range of flow, and extended up to 70 ±
29 m d-1 at the relatively steep HB, following the expected ranges for relatively shallow and steep
streams (Ulseth et al., 2019). Discharge is the primary driver of variability in k600 at a site, with
storms leading to peak gas exchange rates.
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Emissions of CO2 were generally positive, i.e., the streams were generally sources of CO2
to the atmosphere (Figure 3.2c). The highest mean rate of CO2 efflux across the entire
monitoring period was at SMD (16.0 ± 4.1 g C m-2 d-1), and the lowest was at HB (0.9 ± 1.6 g C
m-2 d-1). Uncertainty is defined by a Monte Carlo simulation described below. The highest
instantaneous rates of CO2 efflux estimated were 78.3 ± 31.4 g C m-2 d-1 at SB and 73.4 ± 29.2 g
C m-2 d-1 at CB, both of which occurred during storms in these flashy urban streams. Comparing
the mean annual rate of emissions, only HB during 2019 exhibited a net uptake of CO2, whereas
all other years at HB and all other sites were net emitters of CO2 during the respective
monitoring periods. This range of CO2 emission rates during the deployment periods (0.9 to
16.0) is similar to those published in local (mean = 1.0 g C m-2 d-1; Schade et al., 2016),
contiguous United States (mean = 6.5 g C m-2 d-1; Butman & Raymond, 2011), and global
estimates of stream and river emissions (mean = 4.9 g C m-2 d-1; Raymond et al., 2013).
When the streams were undersaturated with respect to CO2, emissions were as low as -2.2
± 0.9 g C m-2 d-1 at HB and -2.3 ± 0.9 g C m-2 d-1 at CB. These periods of net CO2 uptake
generally occurred in the spring and fall at the headwater sites, but occasionally occurred in the
middle of the summer at the larger river mainstem, LMP (as high as -1.4 ± 0.5 g C m-2 d-1), a
wide river site which receives plentiful light to promote photosynthesis. These patterns in CO2
uptake follow predictable patterns of carbon fixation via photosynthesis in streams and rivers of
various sizes (Koenig et al., 2019). In general, the productivity regimes of smaller streams
exhibit higher levels of gross primary productivity (GPP) in the spring and fall, when canopy
cover is not limited (Roberts et al., 2007). In larger rivers like LMP where canopy cover does not
inhibit incident light, GPP reaches a maximum in summer (Uehlinger, 2006).
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Uncertainty analysis via Monte Carlo simulations resulted in a mean uncertainty of 40%
around flux estimations (Figure 3.3). Site-specific uncertainty ranged from 9% at TPB to 63% at
DB, and varied depending on the range of observed CO2 concentration and discharge values. The
model used to calculate CO2 efflux was most sensitive to the parameters used in the scaling of
velocity from discharge (Figure S3.5), with the exponent of Equation 4 the single most
influential factor (r2 = 0.38; Figure S3.5g). The model is also moderately sensitive to the scaling
of the gas exchange rate (Equation 3), with the coefficient of the equation the most influential
factor (r2 = 0.17; Figure S3.5h). Because we rely solely on modeled rates of the gas exchange
rate, it is possible to significantly reduce this uncertainty with direct measurements of this
process (Hall & Ulseth, 2020). Preliminary measurements of gas exchange using Argon as a
conservative tracer at several of these sites are similar to the estimates made here (Figure S3.4),
suggesting the uncertainty in these parameters may be smaller than what is estimated.
The model is thus more sensitive to the gas exchange rate than to CO2 concentration
difference based on the uncertainty of inputs. Although SIPCO2 accuracy is high (Figure S3.3),
the comparative insensitivity of estimated CO2 emissions to variability in the measured CO2
concentration suggests estimates are robust to sensor measurement error with regards to
estimating emissions at annual or seasonal scales. One exception to this occurs when the
concentration of CO2 approaches equilibrium with the atmosphere, e.g., at HB. Here, the
uncertainty in sensor measurement becomes more important as small differences in CO2
concentration can result in over- or under-saturation.
Based on this analysis, we conclude that high frequency measurement of dissolved CO2 is
not necessary for accurate estimation of the mean annual rate of CO2 emissions. Compared to the
mean rate of CO2 efflux across 2019 as calculated with 15-minute sensor data, randomized
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sampling at daily intervals produced accurate estimates of this rate nearly 100% of the time
(Figure 3.3). Only at HB did daily sampling fail to accurately estimate the mean annual rate
during all simulations (88%). Randomized weekly sampling produced accurate estimates 78% of
the time overall, but accurately represented mean rates of flux in 100% of simulations at six of
the nine sites. Monthly sampling of CO2 produced inaccurate estimates of the mean CO2 evasion
rate at all sites, yet still was within uncertainty bounds during approximately 40% of simulations
overall.
Sites with lower annual rates of CO2 efflux generally exhibit the highest error rates in
these sampling analyses, e.g., HB and TPB, where small differences in the magnitude of
emission rate are a larger percentage of the mean. Thus, given a stream or river where dissolved
CO2 is consistently well above supersaturation, sampling at weekly to sub-weekly intervals is
likely sufficient to provide an accurate estimation of the mean annual CO2 efflux. Alternatively,
sites with measured CO2 concentrations closer to equilibrium with the atmosphere require more
frequent measurements to accurately estimate the mean annual rate of CO2 emissions.
It should be noted that the uncertainty associated with scaling the gas exchange rate
across flow conditions also applies to estimating efflux from daily, weekly, or monthly sampling
of CO2 concentration. For example, each estimate of the mean annual rate of CO2 evasion
calculated with randomized monthly sampling has some inherent error given the uncertainty in
calculating k CO2 . While this error is not consistent across sites because scaling relationships
depend on stream-specific geometry (Raymond et al., 2012), the error at a site is consistent
across estimation methodologies. Thus, while we do not depict the error in the randomized
sampling estimates, they should mimic the error in those estimated using sensor data. This
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further highlights the importance of direct measurements of gas exchange to reduce uncertainty
in gaseous efflux generally.
Effect of flow on CO2 concentration and flux
In six of ten streams, dissolved CO2 exhibited relative chemostasis with discharge (|β| <
0.2) over the entire record, with log-linear slopes near zero (Table 3.3). The four remaining sites
(HB, CB, DB, and TPB) had log-linear slopes more negative than -0.2, indicating a dilution
pattern. Liu and Raymond (2020) found streams and rivers had an approximately equal share of
positive and negative log-linear slopes when comparing CO2 and discharge. In their study,
however, positive slopes were commonly associated with rivers of stream order seven and
greater. As such, observations of dilution and chemostasis follow more closely, as our sites tend
towards smaller systems. The prevalence of chemostasis is further supported by CVC/CVQ values
less than 0.5 for all sites. Where dilution occurs, the supply of CO2 at higher flows is limited
relative to the increase in discharge. This mechanism would support a conceptual model in which
deeper groundwater flows that support baseflow contribute significant CO2 to the stream
(Johnson et al., 2008) and shallower flows may be comparatively diluted during high flows.
Alternatively, higher flows may limit in-stream respiration, particularly in smaller streams
(Reisinger et al., 2017), thereby limiting the internal source of CO2.
In contrast to CO2 concentration , the efflux of CO2 correlated positively with discharge
overall in three sites (CC, SB, and LMP) exhibiting significant flushing behavior (β > 0.2), while
seven exhibited chemostatic behavior (|β| < 0.2; Table 3.3). This shift towards flushing behavior
for evasion fluxes was also observed by Liu and Raymond (2020). Increases in CO2 efflux with
discharge can be manifested by a simultaneous increase in the supply of CO2 (Q increases faster
than C dilutes) or with a chemostatic supply of CO2 and a greater increase in the gas exchange
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rate during high flows. This latter mechanism seems to be more applicable here, as flushing
behavior was not observed for the concentration of CO2. Chemostatic behavior of CO2 efflux can
thus be achieved by balance a decline in the supply of CO2 to the stream or river and the increase
in gas exchange rate. The comparison of efflux to discharge variability also suggests chemostatic
behavior is most common again, with CVc/CVQ < 0.5 at most sites. However, these ratios are
higher than their concentration equivalents, suggesting flux is more responsive to discharge
compared to concentration generally. At HB, variability in the CO2 efflux in relation to discharge
is relatively high (CVc/CVQ = 0.68), suggesting the diluting relationship between CO2 efflux and
flow (β = -0.13) is significant. Here, CO2 concentration significantly declines with discharge,
indicating the supply of CO2 is most likely the limiting factor for emissions. A system in which
CO2 supply is limited is similar to previous studies of montane watersheds like HB (Crawford et
al., 2015; Horgby, Segatto, et al., 2019), where shallow soils limit the amount of terrestrial CO2
available for transport to the stream.
Effective discharge analysis provides another means of examining the relationship
between discharge and CO2 emissions. Across sites, Qeff/Qmode near 1 suggests CO2 evasion is a
baseflow dominant process (Table 3.4; Figure S3.4). That is, despite increases in the rate of CO2
evasion at high flow for many sites (e.g., SB; Table 3.3), a plurality of emissions occurs at or
near baseflow at all sites. In other words, where rates of CO2 efflux increase during higher flows,
this change is not sufficiently large to overcome the relative infrequency of high flow conditions
and the amount of CO2 emitted during these flows is not disproportionately high (Doyle et al.,
2005). For this to occur, the supply of CO2 to streams and rivers at baseflow must be high
enough to sustain rates of emissions under these lower gas exchange conditions or the supply of
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CO2 during high flow must be limited to reduce fluxes. CO2 concentration across sites responds
to discharge by either diluting or chemostasis (Table 3.3).
Calculating the actual fraction of CO2 emitted during storms also indicates storms do not
significantly contribute to the mean annual or seasonal evasion rate (Figure 3.4). In percentage
terms, storms accounted for roughly 8% of the monitoring period for each definition of storm
flow, and accounted for roughly 12% of total CO2 emissions based on the hysteresis definition,
9% based on the high flow definition, and 12% based on the quick-flow definition. The low
contribution of storms is about one-half of the percentage emitted during high flows (26%)
across a synoptic survey of stream and river sites (Liu & Raymond, 2018), but this review
included many larger streams and rivers than those included in our study. At most of the
monitored sites, more CO2 is emitted during storms than would be expected based on time alone
(ratio > 1). However, this fraction of CO2 emitted during storms is less than two on average at all
sites, suggesting the extra CO2 emitted during storms is relatively small. In streams or rivers
where the response of CO2 emissions to discharge is stronger (Liu & Raymond, 2018) than
observed in our study, storms may play a more important role in annual emission budgets, either
by delivering more terrestrial CO2 to the aquatic environment (Leith et al., 2015) or by
stimulating in-stream respiration (Lapierre et al., 2013). However, these other studies may be
more representative of seasonal high flows than of storm flows, or could represent important
seasonal differences in CO2 dynamics not observed in this study (Almeida et al., 2017)
The excess CO2 emitted during storms is consistent across our definitions of storm flow
in general, apart from HB and SMD (Figure 3.4). Under hysteresis (only HB; Figure 3.4b) and
high flow (Figure 3.4c) definitions, storm flows represent a proportionately small amount of CO2
efflux at these two sites, yet under quick-flow (Figure 3.4d) represent a proportionately larger
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portion. This differentiation is a result of the definitions of storm flow and how they variably
represent the falling limb in a storm hydrograph (Figure 3.4 b-d). Hysteresis and high flow
definitions capture more of the falling limb compared to the quick-flow definition. The resulting
difference in CO2 emissions across these definitions would thus indicate more CO2 is emitted
during the rising limb at these sites than the falling limb.
More broadly, this difference may imply a need to differentiate general relationships of
CO2 and discharge with that during storms, where focusing more closely on the hydrologic flow
paths is potentially key (Leith et al., 2015; Zimmer & McGlynn, 2018). For example, the initial
pulse of water during a storm may contain higher levels of CO2 due to pushing out stored water
with longer residence time within the catchment (Humborg et al., 2010; Johnson et al., 2010).
Thus, quick-flows may represent this initial pulse more closely. Alternatively, CO2 built up in
the stream from internal production during lower flows may be emitted as exchange increases
during the rising limb of a storm, and depletion of this pool results in lower emission rates on the
falling limb (Reisinger et al., 2017). These two processes are not mutually exclusive and may
combine to enhance differences in the rising and falling limbs.
Storms become less important with increasing watershed size. Using the quick-flow
definition of storms and comparing the fraction of CO2 emitted during storms, watershed area is
negatively correlated with storm fraction of CO2 emission (r2 = 0.62) (Figure S3.7a). We use the
quick-flow definition here because it is most closely related to the input of storm water into the
system (Eckhardt, 2005) and can be applied across river size. At annual scales, terrestrial CO2
tends to comprise a larger fraction of the total CO2 budget in smaller streams (Hotchkiss et al.,
2015). Smaller streams, which are more tightly coupled to their watersheds (Bishop et al., 2008),
are more responsive to terrestrial loading of CO2 in general. The strong correlation between
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excess CO2 emitted during storms and watershed size expands this relationship to storms
specifically, where the transport of terrestrial CO2 to a stream during storms is most significant in
smaller watersheds (Johnson et al., 2010).
Wetland cover (negative relationship, r2 = 0.48) also strongly correlated with the storm
contribution to long term fluxes (Figure S3.6b). Wetland cover could diminish the contribution
of storms on CO2 emissions in two ways. First, wetlands can regulate flow response to storms
(Kadykalo & Findlay, 2016), thereby diminishing peak gas exchange rates in streams and
minimizing the difference in efflux during base and storm flows. Secondly, wetland cover could
be an indicator of the relative importance of internally produced CO2 to the stream or river,
where more wetlands indicate a larger internal source (Abril et al., 2014). A river with a larger
internal source of CO2 should be less responsive to storms because the transport of CO2 to the
river is less dependent on storms. Together, while the excess amount of CO2 emitted during
storms is relatively small, it seems to be in part predicted by the relative contributions of internal
and external CO2 to stream and river budgets.
CO2 hysteresis during individual storms
Examining the relationship between CO2 and discharge within individual storms provides
further insight into sources and transport mechanisms. A total of 565 storms were delineated
across the eight smallest sites, ranging from 139 storms at WHB to 21 storms at DB. Hysteresis
patterns of pCO2 and CO2 efflux varied greatly both within and across sites (Figure 3.5a and b).
The flushing index (FI) indicates CO2 concentration was chemostatic as the mean FI was not
statistically different from zero at any site. However, individual storm events at times clearly
showed significant flushing or diluting patterns of pCO2 across all sites. Essentially, the supply
of CO2 to the stream during a storm must be enough to balance any dilution effects of the
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increase in flow and the loss of CO2 from increased evasion. Differences between storms that
affect these two processes would then cause variation in the individual storm response of CO2,
such as antecedent wet or dry conditions (Dinsmore & Billett, 2008) or seasonal differences in
the dominant flow path (Koenig et al., 2017b; Vaughan et al., 2017b).
In contrast, the mean hysteresis index (HI) was positive for dissolved CO2 during a
majority of storms (n = 416), indicating a clockwise loop pattern is most common. Again,
however, both clockwise and anticlockwise patterns occurred at all sites, with only the mean HI
at HB and DCF significantly greater than zero, consistent with the storm results above. The
prevalence of clockwise patterns for CO2 hysteresis in streams has been observed previously
(Dinsmore & Billett, 2008). Clockwise hysteresis patterns occur when the CO2 concentration is
higher during the rising limb of a storm hydrograph as compared with the falling limb. As
described previously, this could result from an initial pulse of terrestrial CO2 to the stream in the
early stages of a storm, followed by a decline in supply (Dinsmore & Billett, 2008; Tank et al.,
2018), or from the emission of internally produced CO2 during the rising limb of a storm and a
delay in the recovery of this pool following disturbance (Reisinger et al., 2017). In the relatively
small streams examined here, where CO2 of terrestrial origin is likely to account for most of the
CO2 emitted (Campeau et al., 2019; Hotchkiss et al., 2015), the former mechanism is likely,
although not necessarily solely responsible for the resulting patterns.
Efflux shows similar hysteresis patterns, indicating storm-scale evasion occurs
disproportionately during the rising limb (Figure 3.5c). Here, the clockwise behavior is only
significant at HB but dominates patterns at all other sites as well (HI > 0 during 385 storms).
Because the gas exchange rate is essentially balanced across the rising and falling limbs, the
clockwise hysteresis in efflux must result from differences in CO2 concentration, and thus CO2
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supply. It follows then that the HI of CO2 concentration and efflux across sites are very similar.
Thus, changes in this supply of CO2 drive differences in the rising and falling limbs, which could
result from either or both mechanisms for CO2 concentration chemostasis described above.
The dominance of flushing behavior (FI >1) in the efflux hysteresis at most sites is
indicative of a system in which the CO2 supply is not sufficiently depleted during storms to
decrease emissions overall (Figure 3.5c). That is, despite CO2 concentration being relatively
chemostatic during storms (Figure 3.5.a, the increase in the gas exchange rate is proportionally
greater, resulting in increased emissions. When CO2 concentration does not change or increases
during storms, emissions would also be expected to increase (Horgby, Gómez-Gener, et al.,
2019). This differs from the relationships between CO2 efflux and discharge from above (Table
3.3), where chemostatic behavior was more common than flushing. This divergence points
toward potential differences in the source of CO2 at base and storm flow, where storm flows
seem to consistently access a supply of CO2 that generates flushing behavior, while the baseflow
supply of CO2 is more limited. Most likely, storm flows flush CO2 that has accumulated in the
terrestrial environment to the stream (Dinsmore & Billett, 2008), where is it quickly emitted
(Davidson et al., 2010).
The chemostatic behavior (mean FI near zero) for efflux at HB is significantly different
from other sites, likely resulting from a more limited terrestrial supply of CO2 available for
transport to the stream during storms. As described earlier, CO2 efflux in montane systems has
been found to decrease with flow as a result of a limited terrestrial supply (Crawford et al., 2015;
Horgby, Segatto, et al., 2019). This is consistent with the relationship between CO2 evasion and
discharge (Table 3.3), where CO2 supply and efflux decrease significantly with flow at HB. In
the seven other watersheds, where shallower slopes likely mean deeper soils with greater CO2
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pools (Johnson et al., 2008), the supply of CO2 is sufficiently depleted during storms to decrease
emissions on the falling limb.
Conclusion
High frequency monitoring of CO2 in streams and rivers offers an unprecedented
perspective on CO2 dynamics in these ecosystems. The dynamics of CO2 during storms is one of
the major remaining uncertainties in scaling CO2 emissions from lotic ecosystems more broadly
(Butman et al., 2018). Our deployment of SIPCO2 sensors provides relatively robust
measurements of dissolved CO2 concentration in streams at timescales necessary to delineate
fine scale variability like storm events. While high frequency data is useful for revealing clear
patterns of CO2 concentration and efflux, which may provide more mechanistic understanding of
controls, high-frequency data do not seem necessary to accurately estimate mean annual
emissions from streams and rivers. This is an important finding for the inclusion of streams and
rivers in regional to global carbon budgets as time series relying on daily or weekly grab samples
could yield relatively accurate estimates of annual CO2 emission rates.
Our analyses do not support the hypothesis that storm flows contribute significantly to
annual emissions of CO2. While CO2 emissions often increases with discharge (Table 3.3, Figure
3.5), this increase is not sufficient to outweigh the infrequent nature of storms across longer
timescales (Figure 3.4). Instead, baseflows seem relatively more important (Table 3.4),
suggesting the supply of CO2 to streams and rivers during these periods is sufficiently high to
maintain emission rates. Deep groundwater flows rich in CO2 (Johnson et al., 2008) from
respiration in watershed soils (Campeau et al., 2019), supplemented by in-stream respiration
(Reisinger et al., 2017), could provide the supply of CO2 necessary to sustain evasion during
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baseflow periods. In particular, flushing of CO2 during storms likely highlights the importance of
terrestrial CO2 as the dominant source in smaller streams and rivers (Hotchkiss et al., 2015).
Expanding the deployment of high frequency CO2 sensors across time, rivers sizes, and
biomes will test the generality of results presented here (Lauerwald et al., 2015; Raymond et al.,
2013). Differences in hysteresis, or more generalized relationships between discharge and CO2,
could reveal important distinctions in CO2 sources and transport patterns depending on
watershed characteristics such as size and slope (Hutchins et al., 2020) or the balance of CO2
sources (Campeau & Del Giorgio, 2014). Furthermore, in a world in which storms are likely to
become more common and more intense (Yin et al., 2018), the role of storms in stream and river
CO2 emissions may become more important.
Tables
Table 3.1: Summary characteristics of monitoring sites. Stream order was obtained from the
National Hydrography Dataset (NHD).

Site
HB
WHB
CB
DB
CC
SB
TPB
DCF
SMD
LMP

Length
NHD
Median Slope
Watershed
%
%
%
of CO2
Stream
discharge (km
area (km2)
Forest Wetland Impervious
record
order
(L s-1)
km-1)
(yr)
0.4
1
99.3
0.0
0.0
5.4
0.141
5
1.0
1
58.1
6.8
5.6
12.9
0.040
6
2.3
1
20.8
0.7
28.4
12.0
0.038
3
3.3
1
59.4
17.3
4.8
15.9
0.028
3
3.9
1
55.3
18.6
8.2
27.4
0.021
3
4,1
2
13.7
4.3
24.6
26.8
0.034
3
4.1
1
88.6
6.1
0.0
98.5
0.037
5
7.0
2
71.9
11.7
0.4
86.1
0.040
6
106.7
4
31.5
20.5
20.7
1,370
0.010
1
476.7
6
67.4
12.4
1.8
5,270
0.009
2
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Table 3.2: Summary statistics of dissolved CO2, the gas exchange rate (k600), CO2 evasion rate,
the downstream flux of CO2. Mean values are listed with the standard deviation in parenthesis
for all variables except the percentage of time below saturation. Sites are listing in order of
watershed area, from smallest to largest.

Site
HB
WHB
CB
DB
CC
SB
TPB
DCF
SMD
LMP

µM
35.4 (18.9)
65.1 (13.0)
96.1 (36.6)
104 (56.1)
138 (41.6)
148 (37.3)
61.6 (25.5)
68.9 (19.3)
159 (53.9)
73.6 (25.6)

Dissolved CO2
%
% time below
saturation
saturation
169 (101)
30.3
299 (66.9)
< 0.1
530 (231)
1.4
602 (374)
0.2
769 (265)
0
854 (248)
0
292 (153)
3.3
354 (131)
0.7
844 (331)
0
441 (171)
1.6

k600
m d-1

CO2 efflux
g C m2 d-1

16.0 (8.4)
7.9 (2.6)
8.5 (4.7)
6.8 (3.6)
6.2 (2.9)
9.1 (4.1)
16.0 (5.8)
13.8 (5.7)
11.5 (5.8)
18.3 (7.4)

0.9 (1.6)
3.5 (1.6)
6.7 (3.9)
4.8 (2.8)
6.7 (3.8)
11.2 (5.8)
5.6 (3.0)
6.3 (3.5)
16.0 (4.1)
8.9 (4.7)
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Table 3.3: Exponent of power law relationship, where Response = αQβ, where β > 0.2 indicates
flushing behavior, β < -0.2 indicates diluting behavior, and |β| < 0.2 indicates chemostasis. This
analysis includes all measured data for each site and does not exclusively examine storms.

Site
HB
WHB
CB
DB
CC
SB
TPB
DCF
SMD
LMP

β
-0.28
-0.01
-0.21
-0.33
0.08
-0.05
-0.23
-0.12
-0.16
0.06

CO2
r2
0.65
< 0.01
0.24
0.25
0.06
0.02
0.30
0.19
0.43
0.01

CVc/CVQ
0.24
0.10
0.11
0.13
0.14
0.13
0.34
0.11
0.34
0.33

β
-0.13
0.16
0.08
-0.01
0.24
0.25
0.01
0.11
-0.08
0.23

CO2 efflux
r2
CVc/CVQ
0.29
0.68
0.51
0.24
0.10
0.18
<0.01
0.15
0.72
0.26
0.66
0.27
<0.01
0.47
0.20
0.24
0.13
0.29
0.45
0.50
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Table 4: Summary of effective discharge (Qeff) values for CO2 efflux and downstream flux
across ten streams and rivers. Qeff is the effective discharge, the discharge at which a plurality of
CO2 is either emitted or transported downstream, and Qmode is the modal flow. The ratio
Qeff/Qmode can be used to indicate what types of flows are most important in the flux, where
values close to 1 indicate a baseflow dominant process and values of 10 or greater suggest
dominance by small to moderate storm events.
Site
HB
WHB
CB
DB
CC
SB
TPB
DCF
SMD
LMP

CO2 efflux
Qeff
Qeff/Qmode
0.3
0.04
11.2
1.1
5.8
1.0
3.7
1.0
25.7
5.9
16.7
1.1
18.7
1
37.0
1.7
806
1.3
5590
6.4
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Figures

Figure 3.1: Locations of ten study stream and rivers in New Hampshire and Massachusetts, USA.
Paradise Brook, the outlet to the reference Watershed 3 at Hubbard Brook Experimental Forest
(HB), Wednesday Hill Brook (WHB), Trout Pond Brook (TPB), Dowst Cate Forest stream
(DCF), and the Lamprey River (LMP). Three sites are part of the Plum Island Ecosystems Long
Term Ecological Research program: Cart Creek (CC), Sawmill Brook (SB), and the Ipswich
River upstream of the South Middle Dam (SMD). The remaining two sites are part of long-term
monitoring projects of the Oyster River watershed near Durham, NH: College Cook (CB) and
Dube Brook (DB).
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Figure 3.2: Time series of a) the measured concentration of dissolved CO2, b) the estimated gas
exchange rate k600, and c) the estimated rate of CO2 emissions across the ten monitored sites.
Sensors were deployed at varying times across the sites.
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Figure 3.3: Violin plots showing estimates of the mean annual rate of CO2 efflux given monthly
(green), weekly (orange), or daily (purple) sampling for 2019. The gray areas are the 90%
confidence interval for the rate of CO2 efflux using sensor, i.e., 15-minute sampling data. Sites
are listed in order of increased watershed area.
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Figure 3.4: a) The fraction of CO2 emitted during storm flow conditions as defined by b)
hysteresis, c) high flows, and d) quick-flows. Panels b-d display an example of what portions of
the storm hydrograph are included under each storm definition. The fraction is calculated by
comparing the amount of CO2 emitted during storms to the amount that would be expected given
the duration of storms and the overall mean CO2 evasion rate at a site. Fractions greater than 1
suggest more CO2 is emitted during storms than the time weighted averaged, and fractions less
than 1 suggest less CO2 is emitted than would be expected. Note, individual storms were not
delineated at SMD and LMP, so a hysteresis analysis was not performed at these sites.
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Figure 3.5: Patterns of hysteresis in a) the dissolved CO2 concentration with b) the distribution of
quantified indices, as well as c) the efflux of CO2 with d) the distribution of quantified indices.
Dots in panels a and c show the mean hysteresis index (HI) and flushing index (FI), and bars
represent one standard deviation.
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Supplementary Information
Supplementary Table 3.1: Uncertainty limits used in Monte Carlo analysis. For variables marked
with *, the uncertainty is limited to 5% based on the relative confidence in these variables (Yanai
et al., 2015). For variables marked with ǂ, uncertainty is set at 20% as limits on these scaling
relationships are poorly defined. aV and bV are the coefficient and exponent of Equation 4,
respectively (V = aV × QbV ). ak, bk, and ck are the coefficient, first exponent, and second
exponent from Equation 5, respectively (k 600 = ak × S bk × V ck ).
Variable

Mean

SD

CO2, water (ppm)

Measured

± 30 ± 3%

CO2,air (ppm)

Measured

± 30 ± 3%

Discharge (L s-1)*

Measured

5%

Temperature (oC)*

Measured

5%

Slope*

Measured

5%

aVǂ

0.287

20%

bVǂ

0.4

20%

ak

1162

192

bk

0.77

0.028

ck

0.85

0.045
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Supplementary Figure 3.1: a) SIPCO2 sensor design adapted from Hunt et al. (2017). b)
Example deployment of SIPCO2 sensor with float design. C) Close up image of the submerged
portion of the SIPCO2 sensor with copper tape coating.
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Supplementary Figure 3.2: Equilibration test of five SIPCO2 sensors as compared to the mean
measured concentration of CO2 as measured by grab samples during the trial. The uncertainty
around the measured CO2 concentration is given by the manufacturer’s uncertainty of the K30
CO2 sensor (30ppm ± 3%) to show the possible range of values of this value as if measured by a
sensor.
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Supplementary Figure 3.3: Time series and scatter plots of grab sample CO2 concentration and
sensor CO2 concentration at five locations.
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Figure S3.4: Comparison of the measured and estimated gas exchange rate (k600). Gas exchange
is measured directly by conservative gas additions (Argon). Gas exchange is estimated using
Equation 3 in the text (Raymond et al., 2012). The 1:1 line is displayed.
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Supplementary Figure 3.5: Monte Carlo simulation results from Wednesday Hill Brook, showing
the calculated mean annual rate of efflux for CO2 versus the moderated variables. Higher r2
values indicate a stronger correlation between the moderated variable and the estimate of efflux.
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Supplementary Figure 3.6: Example effective discharge (Qeff) curve for CO2 efflux at
Wednesday Hill Brook (WHB). The location of the peak in discharge frequency and Qeff indicate
modal, base flows are the most important flows for CO2 efflux. That is, a plurality of CO2 efflux
occurs at flows near this level.
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Supplementary Figure 3.7: The mean proportion of CO2 emitted during storms versus a) the log
of mean discharge and b) the percent wetland cover in the watershed.
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CONCLUSIONS
In this dissertation, I examined the emissions of carbon dioxide (CO2) and methane (CH4)
from streams and rivers to investigate controls on carbon transport and cycling in these
ecosystems. Characterizing these greenhouse gas emissions is critical for understanding how
streams and rivers fit into watershed and regional carbon balances and constraining estimates of
the terrestrial carbon balance (Turner et al., 2013). This is particularly important in headwater
streams, which comprise a majority of river network length (Bishop et al., 2008) thus draining a
majority of the terrestrial environment. I used novel field monitoring designs and quantitative
syntheses to estimate emissions of CO2 and CH4 from stream ecosystems while considering the
factors that control spatial and temporal variability at multiple scales.
The results presented here address each of the critical areas of research needed to
improve our ability to understand the role of aquatic ecosystems in regional carbon budgets
(Butman et al., 2018) as described in the Introduction of this dissertation. First, regarding CH4,
this dissertation offers a novel conceptual model of CH4 cycling in small streams that
distinguishes them from other aquatic systems. Foremost, diffusive fluxes tend to dominate the
CH4 emission budget as compared to ebullition. The relative thin sediments of headwater streams
compared to lakes and larger rivers, combined with advective fluxes through hyporheic zones,
may be key to limiting ebullitive emissions overall. The CH4-associated microbial and isotopic
data suggest CH4 oxidation is prevalent across streams, but the magnitude of diffusive emissions
suggest this only removes a portion of the CH4 produced in the system. In rivers and lakes,
deeper waters allow for a higher proportion of diffused CH4 to be oxidized, thereby limiting
emissions via diffusion. As a result, I propose that diffusive emissions of CH4 are more
important to the overall CH4 emission budget of small streams and as a result, the isotopic
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signature is representative of oxidized CH4. This conceptual model provides a framework with
which to examine the quantity of CH4 fluxes from streams, the cycling of CH4 within these
ecosystems, and a means of comparison to other aquatic ecosystems.
Second, the application of CO2 sensors addresses the need for increased temporal
resolution of carbon concentration measurements to provide better representation of hydrologic
variability and storms on carbon fluxes. Through this lens, the results highlight two key ideas: 1)
storms appear to minimally impact CO2 emissions at seasonal or annual timescales, yet 2) the
tight coupling of terrestrial and aquatic ecosystems in the carbon cycle is apparent. The impact of
storms and hydrologic variability on CO2 emissions is one of the largest uncertainties in scaling
CO2 emissions from streams and rivers across time (Butman et al., 2018). While previous studies
have examined this variability over annual or seasonal scales (Liu & Raymond, 2018), or only
during a few storms in a single stream (Dinsmore & Billett, 2008), my research addresses the
impact of storms on CO2 emissions at a spatial and temporal scale not previously described.
While this conclusion needs to be examined across biomes and include winter measurements, the
possibility that storms do not significantly impact estimates of CO2 emissions from streams and
rivers at seasonal or annual timescales would reduce uncertainty significantly in regional and
global estimates of CO2 emissions.
The importance of terrestrial carbon inputs to aquatic carbon budgets is well established
concept (Battin et al., 2009; Cole et al., 2007; Wallin et al., 2013), yet the quantification of this
flux requires further exploration across hydrologic scales and land use differences. While storms
do not contribute significantly to annual CO2 emissions from streams, the efflux of CO2 does
tend to increase during storms. The evidence presented in this dissertation suggests much of
extra CO2 is of terrestrial origin. For example, the limited emissions of CO2 in the only
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mountainous watershed (Paradise Brook in Watershed 3 at Hubbard Brook Experimental Forest)
follows previous work suggesting the thin soils in mountainous watersheds limit the pool of soil
CO2 available for transfer to aquatic ecosystems. The pulse of emissions during storms
represents an important component of carbon transfer in the terrestrial-aquatic-atmospheric
conduit. As the high flows associated with storms are more likely to shunt some fraction of this
CO2 downstream, storms also represent a potential for further displacement of carbon from its
terrestrial origin.
The final critical research need of increased spatial resolution of gaseous sampling and a
more comprehensive consideration of land use is also addressed in this dissertation. Land use
differences do not appear to drive variability in CH4 dynamics in the four streams that were
studied. While this small sample size limits inferences regarding land use, the unique study
design of CH4 ebullition does highlight the significant spatial heterogeneity of this emission
pathway within and across streams. Variability was observed at three distinct spatial scales:
between streams, between patches within a stream, and within patches. To account for this
variation, I provide a framework for monitoring ebullition in future studies in stream ecosystems.
Land use also did not play a large role in differentiating the effects of storms on CO2 broadly,
with the most distinct site response being attributed to slope rather than land use. It is possible
large meta-analyses could highlight the role of anthropogenic influences on the quantity and
quality of carbon fluxes to and from inland waters (Stanley et al., 2016). However, this study
suggests carbon dynamics are not simply defined by basic land cover metrics.
Towards a complete greenhouse gas budget
The results presented in this dissertation permit the estimation of a complete greenhouse
gas budget of four headwater streams, College Brook (CB), Dube Brook (DB), Cart Creek (CC),
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and Sawmill Brook (SB), during May through October 2019 (Figure 4.1). I include estimates of
diffusive nitrous oxide (N2O) emissions following the methodology presented in Chapter 2
adapted for N2O. Measurements of dissolved N2O are temporally sparse during this period (<10
samples per stream), so we apply a mean concentration across the time period. Diffusive and
ebullitive emissions of these three dominant greenhouse gases (CO2, CH4, and N2O) are thus
included, where ebullitive emissions of CO2 and N2O are negligible following the results of
Chapter One. I convert CH4 (28 times) and N2O (297 times) emissions into CO2 equivalents
based on global warming potentials over a 100 yr period (Saunois et al., 2020; Soued et al.,
2016). Emissions are then standardized to per unit watershed area, assuming the measured rates
of emission at each stream reach are representative of the entire stream within the specified
watersheds. To the best of my knowledge, no previous study has examined a complete
greenhouse gas balance in small headwater streams at this temporal scale while also including
ebullition.
Total emissions from these headwater catchments were 4.7 g CO2-C equivalents m-2 yr-1
on average, ranging from 6.9 g CO2-C equivalents m-2 yr-1 at SB to 3.1 g CO2-C equivalents m-2
yr-1 at DB. Total fluxes were higher at the two developing watersheds (CB and SB) compared to
the two undeveloped watersheds (DB and CC) (Table 3.1). Across all four streams, dissolved
CO2 dominates total emissions (Figure 4.1), exhibiting relative stability across all four streams
ranging from 83% of total emissions at SB to 73% at CB. Diffusive CH4 (15%) and N2O (4%)
make up most of the remaining emissions, with ebullitive CH4 emissions accounting for roughly
1% of emissions on average. Emissions of N2O were greatest in the two more developed
watersheds (CB and SB), following previous studies which show urbanization can lead to
increased production of N2O (Baulch, Schiff, et al., 2011).
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These results highlight the dominance of CO2 in stream greenhouse gas budgets, which
roughly follow previous studies of greenhouse gas emissions from streams and rivers that show
diffusive CO2 emissions account for a large majority of emissions (Borges et al., 2015; CasasRuiz et al., 2021). Nonetheless, based on this dissertation, consideration of CH4 is needed for
complete carbon budgets, further highlighting the need to include this potent greenhouse gas in
studies of carbon cycling in streams. These watershed emission rates are relatively low compared
to the estimated mean of 24 g C m-2 of watershed area yr-1 for inland waters of North America
(Butman et al., 2018). The difference in carbon budgets could result from several possibilities:
that small streams emit less carbon than larger systems or ponded waters; that the regional
differences in climate or land use could be important; that winter fluxes may be
disproportionately high; or simply that the current continental estimate is high.
Future directions
Each of these possibilities represents ongoing research needs to further understand the
role of streams and rivers in the global carbon cycle. This includes expanding many of the
measurements made for this dissertation to other biomes to examine whether observed controls
on CO2 and CH4 variability hold. For example, high frequency monitoring of CO2 in other
biomes will be needed to ascertain whether storms are important to annual emissions. Similarly,
the magnitude and relative balance of CH4 emission pathways in small streams, as well as
isotopic measurements of emitted CH4, is key to including these ecosystems in global budgets
with greater certainty. I highlight two key areas of research that I believe are key to
understanding carbon cycling in streams and rivers.
First, a more comprehensive view of CO2 loading into streams and rivers is needed.
Many studies have highlighted the importance of terrestrial CO2 to aquatic carbon budgets (e.g.,
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Hotchkiss et al., 2015; Leith et al., 2015), yet few have considered this flux across temporal or
spatial scales. To address this knowledge gap, combining high-frequency measurements of
dissolved CO2 in surface waters with high-frequency measurements of dissolved CO2 in a series
of groundwater wells near the stream and in upland soils could better quantify this terrestrialaquatic connection. Adding estimates of stream metabolism would also quantify the internal
source of CO2, providing a more complete picture of carbon sources and processing. This
monitoring setup would allow for examination of carbon balances broadly while also providing
the means to examine the pulses of CO2 observed during the rising limb of storms suggested in
this dissertation.
Secondly, a coupled investigation of hyporheic exchange and CH4 production, oxidation,
and emissions could reveal important connections in these benthic processes. Hyporheic
exchange is a process that is particularly important in small streams, significantly affecting
reactant transport and redox conditions in the benthic environment (Chestnut & McDowell,
2000; Harvey et al., 2013; Poole, 2002). As such, it may prove to be relevant to the highly redox
dependent cycling of CH4. Zones of downwelling may add oxygen to the streambed, thereby
limiting methanogenesis or promoting subsurface oxidation. Similarly, zones of upwelling may
promote the emissions of CH4 from the benthic environment. Examining the benthic
environment at these fine scales would more clearly reveal how the unique hydraulic properties
of running waters affect CH4 cycling.
These future endeavors demonstrate the ever-evolving nature of science, in which results
from one study often lead to more questions for future studies. This dissertation has done just
that, where novel insights into CO2 and CH4 emissions from streams and rivers help place these
ecosystems in the context of global carbon cycle, yet reveal new unknowns to explore in future

135

studies. I find that storms may not be overly important in annual budgets of CO2 emissions from
streams and rivers, but do represent moments of heightened transfer of carbon from the terrestrial
to aquatic environments that highlights the need to better understand this transfer. I find CH4
emissions from small streams to be of similar magnitude to other aquatic ecosystems, yet the
way in which CH4 is cycled in small streams appears to make them unique and leads to questions
about benthic structure and heterogeneity. This dissertation continues the work in moving far
beyond the “passive pipe” model of river networks, highlighting the dynamic nature of how
streams and rivers collectively receive, store, transform, and transport carbon across spatial and
temporal scales.
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Figures

Figure 4.1: Mean estimated emissions of carbon dioxide (CO2), methane (CH4), and nitrous
oxide (N2O) across four headwater streams College Brook (CB), Dube Brook (DB), Cart Creek
(CC), and Sawmill Brook (SB), during May through October 2019. Diffusive (Diff) and
ebullitive (Eb) emissions are included, where ebullitive emissions of CO2 and N2O are
negligible. All gases are in g CO2-C equivalents m-2 watershed area yr-1, where CH4 (28 times)
and N2O (297 times) are converted into CO2 equivalents by global warming potential over a 100yr timescale.
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