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Abstract
In this paper we study the linearized relaxation model of Katsoulakis and Tzavaras in a
half-space with arbitrary space dimension nX1: Our main interest is to establish the
asymptotic equivalence of the relaxation system and its corresponding multi-dimensional
equilibrium conservation law. We identify and rigorously justify a necessary and sufﬁcient
condition (which we refer to as stiff Kreiss condition, or SKC in short) on the boundary
condition to guarantee the uniform stability of the initial–boundary value problem of the
relaxation system independent of the relaxation rate. The asymptotic convergence and the
corresponding boundary layer behavior are studied by Fourier–Laplace transform and a
detailed asymptotic analysis. The SKC is shown to be more restrictive than the classical
uniform Kreiss condition for all nX1:
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1. Introduction
Consider the following relaxation model of Katsoulakis and Tzavaras [6]:
@tw
e þ
Xn
i¼1
ai@xi w
e ¼ 1
e
Xn
i¼1
ðhiðweÞ  zei Þ;
@tz
e
i  @xi zei ¼
1
e
ðhiðweÞ  zei Þ; 1pipn; ð1:1Þ
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where x ¼ ðx1; x2;y; xnÞARn; nX1; we; zeiAR; aiAR; 1pipn; e40 and the functions
hiðwÞ are smooth and strictly decreasing.
The relaxation system (1.1) is endowed with a conservation law
@t w
e 
Xn
i¼1
zei
 !
þ
Xn
i¼1
@xiðaiwe þ zei Þ ¼ 0: ð1:2Þ
As e-0; one expects that the local equilibrium zi ¼ hiðwÞ; 1pipn; is enforced and
the solution of the relaxation system (1.1) converges to a suitable solution of the
following equilibrium conservation law:
@t w 
Xn
i¼1
hiðwÞ
 !
þ
Xn
i¼1
@xiðaiw þ hiðwÞÞ ¼ 0 ð1:3Þ
together with zi ¼ hiðwÞ; 1pipn:
Under the monotonicity assumption that each hiðwÞ is strictly decreasing, the
mapping w/u ¼ w Pni¼1 hiðwÞ is invertible. Let w ¼ gðuÞ be its inverse, that is,
u ¼ gðuÞ 
Xn
i¼1
hiðgðuÞÞ: ð1:4Þ
Then we can rewrite the equilibrium conservation law (1.3) in the form
@tu þ
Xn
i¼1
@xiðaigðuÞ þ hiðgðuÞÞÞ ¼ 0 ð1:5Þ
with
w ¼ gðuÞ; zi ¼ hiðwÞ ¼ hiðgðuÞÞ; 1pipn: ð1:6Þ
An important property of the relaxation system (1.1) is that, under the above
monotonicity assumption, there exists a strictly convex entropy functional for (1.1)
in the sense of [3]. More precisely, let h1i denote the inverse function of hi and deﬁne
Fðw; zÞ ¼ 1
2
w2 
Xn
i¼1
Z zi
0
h1i ðxÞ dx;
Ciðw; zÞ ¼ 1
2
aiw
2 þ
Z zi
0
h1i ðxÞ dx;
Qðw; zÞ ¼
Xn
i¼1
ðw  h1i ðziÞÞðhiðwÞ  ziÞ;
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then it holds
@tFðwe; zeÞ þ
Xn
i¼1
@xiCiðwe; zeÞ ¼
1
e
Qðwe; zeÞp0 ð1:7Þ
and
Qðw; zÞ ¼ 0 3 zi ¼ hiðwÞ; 1pipn:
As an immediate consequence of the above entropy inequality, we have the
following stiff well-posedness [12,17] for the Cauchy problem of (1.1).
Lemma 1.1 (Cauchy Problem). Assume that each hiðwÞ is linear and monotone
decreasing, that is, hiðwÞ ¼ hiw; hio0; 1pipn: Then the Cauchy problem of (1.1) is
stiffly well-posed in the sense thatZ
Rn
jW eðx; tÞj2 dxpOð1Þ
Z
Rn
jW0ðxÞj2 dx;
where the constant Oð1Þ is independent of W0ðxÞAL2ðRnÞ; e40 and t40:
Here and below we use the notation W e ¼ ðwe; ze1;y; zenÞT ; and W eðx; 0Þ ¼
W0ðxÞ ¼ ðw0ðxÞ; z1 0ðxÞ;y; zn 0ðxÞÞT : Note that the monotonicity assumption on
hiðwÞ; 1pipn plays the role of the sub-characteristic conditions for hyperbolic
relaxation systems [10,16]. This can be partially justiﬁed through Chapman–Enskog
expansions [2].
Concerning the limit as e-0; we have the following:
Lemma 1.2. Under the same assumption of Lemma 1.1, it holds
1. Let W0AL2ðRnÞ: Then there exists a unique solution W ¼ ðw; z1;y; znÞT of (1.3)
such that Z
Rn
jW eðx; tÞ  Wðx; tÞj2 dx-0 as e-0 for any t40: ð1:8Þ
2. Assume further W0AH2ðRnÞ: ThenZ
Rn
jW eðx; tÞ  Wðx; tÞj2 dx
pOð1Þe2ð1þ t2ÞjjW0jj2H2 þ Oð1Þet=e
Xn
i¼1
jjzi 0  hiðw0Þjj2L2 : ð1:9Þ
3. There exists an initial layer W i:l: ¼ W i:l:ðx; t=eÞ such thatZ
Rn
jW e  W  W i:l:j2ðx; tÞ dxpOð1Þe2ð1þ t2ÞjjW0jj2H2 : ð1:10Þ
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The proof of Lemma 1.2 can be carried out by using a stability analysis as in [1] or
Fourier analysis as in [17,19]. Note that due to the existence of the initial layer
W i:l:ðx; t=eÞ; the above convergence of W eðx; tÞ-Wðx; tÞ cannot be uniform unless
the initial data W eðx; 0Þ ¼ W0ðxÞ is in local equilibrium, that is, zj 0ðxÞ ¼
hjw0ðxÞ; 1pjpn: We also point out that, unlike most previously known examples,
there exist two different time scales in the initial layer of the solution W eðx; tÞ of
(1.1): one of order e and the other of order e=ð1 hÞ where h ¼Pnj¼1 hj: Indeed, by
using a matched asymptotic analysis as in [17,19], one can obtain easily the following
explicit structure for W i:l:ðx; t=eÞ:
wi:l:ðx; t=eÞ ¼ 1
1 h
Xn
k¼1
ðzk 0ðxÞ  hkw0ðxÞÞeð1hÞt=e;
zi:l:j ðx; t=eÞ ¼
hj
hð1 hÞ
Xn
k¼1
ðzk 0ðxÞ  hkw0ðxÞÞeð1hÞt=e
þ 1
h
Xn
k¼1
ðhkzj 0ðxÞ  hjzk 0ðxÞÞet=e; 1pjpn:
It is clear that the initial layer vanishes if and only if zj 0ðxÞ ¼ hjw0ðxÞ for all
j ¼ 1; 2;y; n: However the initial layer at either scale can exist independently of each
other. For example, only the initial layer of the scale e=ð1 hÞ exists if the initial data
satisﬁes zj 0ðxÞ ¼ hjw0ðxÞ; 1pjpn for some w0ðxÞaw0ðxÞ: Additionally, we note that
the initial layer at the scale e is only a higher dimensional effect. It occurs only when
nX2; and when it occurs, it affects only the z components.
Our interest in this paper, however, is on the more difﬁcult mixed initial–boundary
value problem (IBVP) of (1.1) and the corresponding boundary layer behaviors. We
wish to establish similar stability and asymptotic convergence results as in
Lemmas 1.1 and 1.2 for the relaxation system (1.1) in the presence of boundaries.
The central issue, as in the Jin-Xin relaxation model case (see [17,19]), is how to
formulate boundary conditions in order to guarantee the uniform stability for the
relaxation system (1.1) independent of the relaxation parameter e:
The formulation of boundary conditions for systems of multi-dimensional
hyperbolic equations, even without relaxation effect, is already a very complicated
issue. See [4,7,13,14]. For ﬁxed e; it is known that the IBVP of (1.1) is well-posed if
and only if the boundary condition satisﬁes classical uniform Kreiss condition
(UKC). However, our situation is much more involved because of the highly singular
nature of the relaxation effect and the complicated interactions of the stiff source
term and the boundary. Indeed the results of [17] have already suggested that the
UKC, or equivalently, the fact that a relaxation IBVP is well-posed for each ﬁxed e;
is in general not enough to guarantee the asymptotic convergence as ek0: It is
actually necessary and sufﬁcient that the relaxation IBVP be stiffly well-posed (see
the deﬁnition below), or in other words, uniformly well-posed as ek0: This usually
entails stronger restrictions on the boundary condition than the UKC does. One of
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the main goals in this paper is to identify this class of boundary conditions. Such
boundary conditions will be said to satisfy the Stiff Kreiss condition.
We will consider (1.1) in the half-space x1X0: We assume that each hiðwÞ is linear
and monotone decreasing, that is,
hiðwÞ ¼ hiw; hio0; for 1pipn: ð1:11Þ
For convenience, we introduce
A1 ¼ diagfa1;1; 0;y; 0g;y; An ¼ diagfan; 0;y; 0;1g
and
S ¼
Pn
j¼1
hj 1 1 ? 1
h1 1 0 ? 0
h2 0 1 ? 0
^ ^ ^ & 0
hn 0 0 ? 1
2666666664
3777777775
;
then we can rewrite (1.1) more conveniently in the following matrix form:
@tW
e þ
Xn
j¼1
Aj@xj W
e ¼ 1
e
SW e; ð1:12Þ
and the corresponding equilibrium equation (1.5) in the form
@tu þ
Xn
j¼1
lj@xj u ¼ 0; lj ¼
aj þ hj
1Pnk¼1 hk ð1:13Þ
with
w ¼ 1
1Pnk¼1 hku; zj ¼ hj1Pnk¼1 hk u ð1pjpnÞ: ð1:14Þ
It is clear that the IBVP for (1.12) in the half-space x1X0 is non-characteristic for
n ¼ 1 and uniformly characteristic for all nX2: According to the classical hyperbolic
theory [7,13,14], the number of boundary conditions needed is equal to the number
of positive eigenvalues of the matrix A1 and the boundary condition should not
involve the tangential variables. In addition, the boundary condition should also
satisfy the UKC so that the IBVP for (1.12) is well-posed for ﬁxed e:
We are most interested in the case when (1.12) and (1.13) require different
numbers of boundary conditions so that interesting boundary layer phenomenon
develops near x1 ¼ 0 while the asymptotic convergence still holds away from the
boundary (and after an initial transient time). For this purpose, we assume a140;
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l1o0; that is,
0oa1o h1: ð1:15Þ
Under (1.15), the relaxation system (1.12) then needs one boundary condition
which we take as follows:
B0w
eð0; x0; tÞ þ B1ze1ð0; x0; tÞ ¼ bðx0; tÞ; ð1:16Þ
where B0; B1AR and bðx0; tÞ is the given boundary data. In addition we provide
(1.12) with the following initial condition:
W eðx; 0Þ ¼ W0ðxÞ: ð1:17Þ
It can be easily checked that the UKC then requires
B0a0 ð1:18Þ
and is equivalent to the maximal dissipative boundary condition [9]. Under (1.18),
the IBVP (1.12), (1.16) and (1.17) is well-posed for each ﬁxed e40: On the other
hand, no boundary condition is needed for the IBVP of (1.13) (in the half-space
x1X0) and its solution is completely determined from initial conditions.
Deﬁnition 1.3. The IBVP problem (1.12), (1.16) and (1.17) is said to be stifﬂy well-
posed if there exists a positive constant KT independent of e such thatZ T
0
Z
Rnþ
jW eðx; tÞj2 dx dt þ
Z T
0
Z
Rn1
jW eð0; x0; tÞj2 dx0 dt
pKT
Z T
0
Z
Rn1
jbðx0; tÞj2 dx0 dt þ KT
Z
Rnþ
jW0ðxÞj2 dx ð1:19Þ
for all W0AL2ðRnþÞ; bAL2ðRn1  RþÞ and 0oepe0:
The main result of this paper is the following
Theorem 1.4 (IBVP). Assume (1.11) and (1.15). Then we have
1. The IBVP (1.12), (1.16) and (1.17) is stiffly well-posed if and only if the boundary
condition (1.16) satisfies the following SKC
B0a0 and B1=B0o1=a1: ð1:20Þ
2. Assume (1.20), bðx0; tÞAL2ðRn1  RþÞ and W0ðxÞAL2ðRnþÞ: Then there exists a
unique solution Wðx; tÞ of (1.3) such that for any a40; it holdsZ N
0
Z
Rnþ
jW eðx; tÞ  Wðx; tÞj2e2at dx dt-0 as e-0: ð1:21Þ
ARTICLE IN PRESS
W.-Q. Xu / J. Differential Equations 197 (2004) 85–11790
3. Let a40 and assume further that W0ðxÞAH2ðRnþÞ and W0ðxÞ satisfies the
compatibility condition W0ð0; x0Þ ¼ @x1W0ð0; x0Þ ¼ 0: ThenZ N
0
Z
Rnþ
jW eðx; tÞ  Wðx; tÞj2e2at dx dtpOð1Þejjbjj2L2 þ Oð1ÞejjW0jj2H2 :
4. Let a40 and assume that bðx0; tÞAH1ðRn1  RþÞ; W0ðxÞAH5ðRnþÞ and bðx0; tÞ;
W0ðxÞ satisfy the compatibility conditions bðx0; 0Þ ¼ 0; W0ð0; x0Þ ¼ @x1W0ð0; x0Þ ¼
? ¼ @4x1W0ð0; x0Þ ¼ 0: Then there exist an initial layer W i:l:ðx; t=eÞ and a boundary
layer Wb:l:ðx1=e; x0; tÞ such thatZ N
0
Z
Rnþ
jW e  W  W i:l:  Wb:l:j2e2at dx dtpOð1Þe3jjbjj2H1 þ Oð1Þe2jjW0jj2H5 :
The above stability and convergence results are analogous to those in [17,19] for
the Jin-Xin relaxation model [5]. The proof of Theorem 1.4 uses similar techniques
developed in [17,19] and is based on a detailed asymptotic analysis of the Fourier–
Laplace transform [8] of the solution of the IBVP (1.12), (1.16) and (1.17). First, we
apply a normal modes analysis and derive a necessary condition (SKC) for the stiff
well-posedness of the IBVP (1.12), (1.16) and (1.17). This condition will be shown to
be also sufﬁcient and the main part of this paper is devoted to its proof. The zero
initial data case is relatively easier and the proof follows from a detailed but
straightforward asymptotic analysis of the Fourier–Laplace transform of the
solution. The non-zero initial data case is more difﬁcult and our proof depends
crucially on the existence of the entropy estimate in (1.7) which guarantees the
existence of a particular boundary condition under which our IBVP is stifﬂy well-
posed. This combined with the special solution structure (in Fourier–Laplace
transform) yields the proof in the general case. We further remark that under the
same SKC (1.20), our IBVP is also stifﬂy well-posed in the following sense:
sup
0ptpT
Z
Rnþ
jW eðx; tÞj2 dx þ
Z T
0
Z
Rn1
jW eð0; x0; tÞj2 dx0 dt
pKT
Z T
0
Z
Rn1
jbðx0; tÞj2 dx0 dt þ KT
Z
Rnþ
jW0ðxÞj2 dx: ð1:22Þ
This can be proved easily by combining the boundary integral estimate in (1.19) with
the energy estimate (4.15) in Section 4.
Finally, we mention that Yong [20] considered the non-characteristic IBVP for a
general multi-dimensional linear constant coefﬁcient relaxation system and derived a
necessary condition for the existence of the zero relaxation limit. However, his
condition is very complicated and no sufﬁciency or asymptotic convergence result
was proved. Additionally, interested readers may consult [11,15,18] for related
results on the IBVP of semi-linear hyperbolic relaxation systems.
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2. Stiff Kreiss condition
To begin the study on the IBVP (1.12), (1.16) and (1.17), we shall ﬁrst follow
[17,19] and apply a normal modes analysis to derive the structural stability
conditions so that the solution of (1.12), (1.16) and (1.17) satisﬁes uniform estimates
in (1.19) (as ek0).
Let bðx0; tÞ  0 and consider solutions of (1.12) of the form
W eðx; tÞ ¼ ext=eeik0x0=efðx1=eÞ; ð2:1Þ
where xAC; Re x40; k0 ¼ ðk2; k3;y; knÞARn1 and f ¼ ðf0;f1;y;fnÞAL2ðRþÞ:
Note that any nontrivial solution of the form (2.1) necessarily violates the uniform
estimate (1.19) as ek0 and should be excluded by the boundary condition.
Plugging (2.1) into (1.12), we obtain the following ‘‘eigenvalue problem’’:
A1fs ¼ S 
Xn
j¼2
ikjAj  xI
 !
f:
Since the matrix A1 is singular with rank 2, the above system reduces to n  1
algebraic relations
fjðsÞ ¼
hj
xþ 1 ikj f0ðsÞ; 2pjpn; ð2:2Þ
and the following 2 2 reduced ODE system for ðf0;f1Þ:
f0
f1
 
s
¼ Mðx; k0Þ f0
f1
 
; ð2:3Þ
where the matrix Mðx; k0Þ is given by
Mðx; k0Þ ¼ 1
a1
g 1
a1h1 a1ðxþ 1Þ
 
ð2:4Þ
with
g ¼ gðx; k0Þ ¼ xþ h1 þ
Xn
j¼2
ikjaj þ hj  hjxþ 1 ikj
 
: ð2:5Þ
The eigenvalues of the matrix Mðx; k0Þ can be found to be
m7 ¼ m7ðx; k0Þ ¼
ða1ðxþ 1Þ þ gÞ7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
2a1
with corresponding right eigenvectors ð1; h1=ðxþ 1 m7ðx; k0ÞÞÞT :
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Lemma 2.1. Assume (1.11) and (1.15). Then we have, for all xAC; Re x40 and
k0ARn1;
Re mþðx; k0Þ40; Re mðx; k0Þo0: ð2:6Þ
Before we prove Lemma 2.1, we ﬁrst give an elementary inequality which will be
used in the proof of Lemma 2.1.
Lemma 2.2. Let zAC; aX0; then
jz2  ajXjzj2  a; Re
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2  a
p
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maxfðRe zÞ2  a; 0g
q
: ð2:7Þ
Proof. First, we note that
Re ikjaj þ hj  hjxþ 1 ikj
 
o0;
Re goRe xþ h1oh1o0; Reða1ðxþ 1Þ  gÞ4a1  h140:
Using Lemma 2.2, we now get
Re
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðReða1ðxþ 1Þ  gÞÞ2 þ 4a1h1
q
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1  h1Þ2 þ 4a1h1
q
¼ ja1 þ h1j40:
Next, we have
Re
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
Reða1ðxþ 1Þ  gÞ
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðReða1ðxþ 1Þ  gÞÞ2 þ 4a1h1
q
Reða1ðxþ 1Þ  gÞ
¼ 4a1h1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðReða1ðxþ 1Þ  gÞÞ2 þ 4a1h1
q
þReða1ðxþ 1Þ  gÞ
X
4a1h1
ja1 þ h1j þ ða1  h1Þ ¼ 2a1:
Therefore
2a1Re mþðx; k0Þ ¼Reða1ðxþ 1Þ þ gÞ þRe
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
XReða1ðxþ 1Þ þ gÞ þReða1ðxþ 1Þ  gÞ  2a1
¼ 2a1ðRe xþ 1Þ  2a1 ¼ 2a1Re x40
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and
2a1Re mðx; k0Þ ¼Reða1ðxþ 1Þ þ gÞ Re
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
pReða1ðxþ 1Þ þ gÞ Reða1ðxþ 1Þ  gÞ þ 2a1
¼ 2 Re gþ 2a1p2ða1 þ h1Þ  2 Re x
p 2ða1 þ h1Þo0:
Lemma 2.1 now follows.
Thus the general solution of (2.3) satisfying fAL2ðRþÞ can be represented as
f0ðsÞ
f1ðsÞ
 
¼ const emðx;k0Þs 1
h1=ðxþ 1 mðx; k0ÞÞ
 
: ð2:8Þ
However, any non-trivial such solutions grow exponentially fast in t ðRe x40Þ
and violate the uniform estimates required in (1.19) as ek0: Therefore the boundary
condition (1.16) has to satisfy
B0 þ B1 h1xþ 1 mðx; k0Þ
a0 for all xAC; Re x40 and k0ARn1: ð2:9Þ
Actually, a uniform version of (2.9) is needed. This leads to the following SKC:
1þ jh1=ðxþ 1 mðx; k0ÞÞj2
jB0 þ B1h1=ðxþ 1 mðx; k0ÞÞj2
pC ð2:10Þ
for some positive constant C independent of xAC; Re x40 and k0ARn1:
Proposition 2.3 (Simpliﬁcation of SKC). The SKC (2.10) is equivalent to
B0a0 and B1=B0o1=a1: ð2:11Þ
Proof. First, for simplicity of notations, we denote
gðx; k0Þ ¼ h1xþ 1 mðx; k0Þ
: ð2:12Þ
Using Lemma 2.1, we have
Reðxþ 1 mðx; k0ÞÞ41 ða1 þ h1Þ=a1 ¼ h1=a1 ð2:13Þ
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and
jgðx; k0Þjoa1; a1oRe gðx; k0Þo0: ð2:14Þ
In particular, the function gðx; k0Þ is uniformly bounded in xAC; Re x40 and
k0ARn1: Therefore the SKC (2.10) is equivalent to
jB0 þ B1gðx; k0ÞjXd ð2:15Þ
for some d40 independent of xAC; Re x40 and k0ARn1:
The sufﬁciency of (2.11) now follows immediately from the following estimate:
jB0 þ B1gðx; k0Þj ¼ jB0jjðB1=B0Þgðx; k0Þ þ 1j
X jB0jjðB1=B0ÞRe gðx; k0Þ þ 1j
X
jB0jð1 ðB1=B0Þa1Þ40; B1=B040;
jB0j; B1=B0p0:

Next, we prove the necessity of condition (2.11). According to (2.15), it sufﬁces to
show
fgðx; k0Þ : xAC; Re x40; k0ARn1g*ða1; 0Þ; ð2:16Þ
that is, the range of the complex function gðx; k0Þ contains the open interval
ða1; 0Þ:
Now consider the function xþ 1 mðx; k0Þ for xAR; x40 and k0 ¼ 0: Then it can
be easily checked that all functions involved are real-valued and continuous. In
particular,
mðx; 0Þoða1 þ h1Þ=a1; xþ 1 mðx; 0ÞX h1=a140:
Furthermore, we have
xþ 1 mðx; 0Þ- h1=a1 as x-0þ;
xþ 1 mðx; 0Þ-þN as x-þN:
Therefore, by continuity, we obtain
fxþ 1 mðx; 0Þ : x40g ¼ ðh1=a1;þNÞ;
and hence (2.16). Proposition 2.3 now follows. &
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3. Zero initial data case
To isolate the difﬁculties in the study of the IBVP (1.12), (1.16) and (1.17), we
assume in this section W0ðxÞ  0 and consider ﬁrst the easier zero initial data case:
@tW
e þ
Xn
j¼1
Aj@xj W
e ¼ 1
e
SW e; ð3:1Þ
W eðx; 0Þ ¼ 0; B0weð0; x0; tÞ þ B1ze1ð0; x0; tÞ ¼ bðx0; tÞ:
The more difﬁcult nonzero initial data case will be treated in the next section.
3.1. Solution by Fourier–Laplace transform
Under the SKC (2.11), the solution of the IBVP (3.1) can be obtained easily by
Fourier–Laplace transform. Let
W˜ eðx1; k0; xÞ ¼
Z N
0
Z
Rn1
extik
0x0W eðx1; x0; tÞ dx0 dt; ð3:2Þ
where k0ARn1; xAC; Re x40: Then the Fourier–Laplace transform W˜ eðx1; k0; xÞ
satisﬁes
A1@x1W˜
e ¼ 1
e
S 
Xn
j¼2
iekjAj  exI
 !
W˜ e ð3:3Þ
with boundary condition
B0w˜
eð0; k0; xÞ þ B1z˜ e1ð0; k0; xÞ ¼ b˜ðk0; xÞ; ð3:4Þ
where b˜ðk0; xÞ is the Fourier–Laplace transform of the boundary data bðx0; tÞ
b˜ðk0; xÞ ¼
Z N
0
Z
Rn1
extk
0 x0bðx0; tÞ dx0 dt: ð3:5Þ
Again as the matrix A1 is singular, we obtain from (3.3) the following n  1
algebraic relations
z˜ ej ðx1; k0; xÞ ¼
hj
exþ 1 iekj w˜
eðx1; k0; xÞ; 2pjpn; ð3:6Þ
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and the following 2 2 reduced ODE system for ðw˜e; z˜ e1Þ:
@x1
w˜e
z˜ e1
 
¼ 1
e
Mðex; ek0Þ w˜
e
z˜ e1
 
; ð3:7Þ
where the 2 2 matrix Mðx; k0Þ is the same as in (2.4).
Using Lemma 2.1 and (3.4), we can easily obtain the solution of the above ODE
system (3.7):
w˜eðx1; k0; xÞ
z˜ e1ðx1; k0; xÞ
 
¼ const emðex;ek0Þx1=e 1
gðex; ek0Þ
 
¼ emðex;ek0Þx1=e w˜
eð0; k0; xÞ
z˜ e1ð0; k0; xÞ
 
; ð3:8Þ
where the boundary data ðw˜eð0; k0; xÞ; z˜e1ð0; k0; xÞÞ has the form
w˜eð0; k0; xÞ
z˜ e1ð0; k0; xÞ
 
¼ b˜ðk
0; xÞ
B0 þ B1gðex; ek0Þ
1
gðex; ek0Þ
 
: ð3:9Þ
Finally, with (3.8) and (3.9), we get from (3.6),
z˜ ej ðx1; k0; xÞ ¼ emðex;ek
0Þx1=ez˜ ej ð0; k0; xÞ; 2pjpn ð3:10Þ
with
z˜ ej ð0; k0; xÞ ¼
hj
exþ 1 iekj
b˜ðk0; xÞ
B0 þ B1gðex; ek0Þ; 2pjpn: ð3:11Þ
3.2. Stiff well-posedness
We now ﬁx Re x ¼ a40 and prove the uniform estimates in (1.19).
We start with the boundary integral estimate. First we note that the functions
gðex; ek0Þ and hj=ðexþ 1 iekjÞ; 2pjpn are all uniformly bounded for all xAC;
Re x40; k0ARn1 and e40: Indeed, it can be easily checked that
jgðex; ek0Þjpa1; jhj=ðexþ 1 iekjÞjp1; ð2pjpnÞ
for all xAC; Re x40; k0ARn1 and e40: Therefore, as an immediate consequence of
the SKC (2.11), we have from (3.9) and (3.11)
jW˜ eð0; k0; xÞj2 ¼ jw˜eð0; k0; xÞj2 þ
Xn
j¼1
jz˜ ej ð0; k0; xÞj2pOð1Þjb˜ðk0; xÞj2: ð3:12Þ
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Therefore,Z N
N
Z
Rn1
jW˜ eð0; k0; xÞj2 dk0 dbpOð1Þ
Z N
N
Z
Rn1
jb˜eðk0; xÞj2 dk0 db;
where x ¼ aþ ib: The desired boundary estimateZ N
0
Z
Rn1
jW eð0; x0; tÞj2e2at dx0 dtpOð1Þ
Z N
0
Z
Rn1
jbðx0; tÞj2e2at dx0 dt
now follows easily by using Parseval’s relation.
Next, we note that
W˜ eðx1; k0; xÞ ¼ emðex;ek0Þx1=eW˜eð0; k0; xÞ:
With the above boundary estimate and the following inequality (see Lemma 2.1)
Re mðex; ek0Þpða1 þ h1Þ=a1o0
for all Re x40; k0ARn1 and e40; we now easily obtainZ N
N
Z
RþRn1
jW˜ eðx1; k0; xÞj2 dx1 dk0 db
¼
Z N
N
Z
Rn1
e
2 Re mðex; ek0Þ
jW˜eð0; k0; xÞj2 dk0 db
pOð1Þe
Z N
N
Z
Rn1
jb˜ðk0; xÞj2 dk0 db;
and hence by Parseval’s relationZ N
0
Z
RþRn1
jW eðx; tÞj2e2at dx dtpOð1Þe
Z N
0
Z
Rn1
jbðx0; tÞj2e2at dx0 dt:
This proves the stiff well-posedness of the IBVP (3.1). Incidentally, the above also
shows the following asymptotic convergence (as e-0)
W eðx; tÞ-Wðx; tÞ  0 in L2ðRþ  Rnþ; eat dx dtÞ ð3:13Þ
for any a40:
3.3. Boundary layers
We now consider the boundary layer behavior in the solution of the IBVP (3.1).
We have already seen that the solution W e of (3.1) converges, in the limit e-0; to the
trivial solution Wðx; tÞ  0 of the limiting equation (1.13). However, due to the
discrepancy in the number of boundary conditions needed for the relaxation system
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(3.1) and the limiting equation (1.13), the solution of the IBVP (3.1) inevitably
develops interesting boundary layer structures near x1 ¼ 0:
Lemma 3.1. Under the same assumption of Lemma 2.1, there exists a constant Oð1Þ;
independent of xAC; Re x40; and k0ARn1 such that
jmðx; k0Þ  ða1 þ h1Þ=a1jpOð1Þðjxj þ jk0jÞ; ð3:14Þ
jgðx; k0Þ þ a1jpOð1Þðjxj þ jk0jÞ: ð3:15Þ
Proof. First, we note that
jg h1jpOð1Þðjxj þ jk0jÞ:
Next from the proof of Lemma 2.1, we have
Re
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
Xja1 þ h1j40;
and hence
a1ðxþ 1Þ  gﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ja1 þ h1j

pOð1Þ;
a1x ðg h1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ja1 þ h1j

pOð1Þ
and ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
 ja1 þ h1j
 
¼ j2ða1  h1Þða1x ðg h1ÞÞ þ ða1x ðg h1ÞÞ
2jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ja1 þ h1j
  pOð1Þðjxj þ jk
0jÞ:
With the above estimates, we now obtain
jmðx; k0Þ  ða1 þ h1Þ=a1j
kern  2pt ¼ 1
2a1
a1ðxþ 1Þ þ g
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
 2ða1 þ h1Þ
 
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pOð1Þ jxj þ jg h1j þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ða1 þ h1Þ
  
pOð1Þðjxj þ jk0jÞ;
and similarly
jgðx; k0Þ þ a1j ¼ a1x ða1mðx; k
0Þ  ða1 þ h1ÞÞ
xþ 1 mðx; k0Þ
 
pOð1Þðjxj þ jmðx; k0Þ  ða1 þ h1Þ=a1jÞpOð1Þðjxj þ jk0jÞ:
This ﬁnishes the proof of the lemma. &
Taking formal pointwise limit in the solution representation W˜eðx1; k0; xÞ; we see
that
mðex; ek0Þ-ða1 þ h1Þ=a1; gðex; ek0Þ- a1 as e-0;
and therefore
W˜ eðx1; k0; xÞEW˜b:l:ðx1; k0; xÞ ¼ b˜ðk
0; xÞ
B0  B1a1e
ðða1þh1Þ=a1Þx1=e
1
a1
h2
^
hn
26666664
37777775: ð3:16Þ
It is clear that the right-hand side of (3.16), which we denote by W˜b:l:ðx1; k0; xÞ;
decays exponentially fast as x1-N and also decays exponentially fast as
e-0 for each ﬁxed k0; x and x140: However it goes to zero non-uniformly
in x1X0; indeed it is of order Oð1Þ for xEOð1Þe and therefore W˜b:l:ðx1; k0; xÞ
represents the boundary layer effect in the solution of the IBVP (3.1).
Alternatively, this can be formally derived by using matched asymptotic
expansions [17].
We now rigorously justify the above boundary layer structure by proving the
estimate (assuming bðx0; tÞAH1 and bðx0; tÞ satisﬁes the compatibility condition
bðx0; 0Þ ¼ 0 for all x0ARn1)
Z N
0
Z
RþRn1
jW eðx; tÞ  Wb:l:ðx; tÞj2e2at dx dtpOð1Þe3jjbjj2H1 : ð3:17Þ
We will only prove (3.17) for the w component only. The analysis for the z
components is entirely similar. First we note that by using the SKC (2.11),
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we have
jw˜eðx1; k0; xÞ  w˜b:l:ðx1; k0; xÞj
pOð1Þjb˜ðk0; xÞjjemðex;ek0Þx1=e  eðða1þh1Þ=a1Þx1=ej
þ Oð1Þjgðex; ek0Þ þ a1jjb˜ðk0; xÞemðex;ek0Þx1=ej:
Integrating the above and using Lemmas 2.1 and 3.1, we obtainZ N
N
Z N
0
Z
Rn1
jw˜eðx1; k0; xÞ  w˜b:l:ðx1; k0; xÞj2 dx1 dk0 db
pOð1Þe3
Z N
N
Z
Rn1
ð1þ jxj2 þ jk0j2Þjb˜ðk0; xÞj2 dk0 db
pOð1Þe3jjbjj2H1 ;
where we have used the estimateZ N
0
jemðex;ek0Þx1=e  eðða1þh1Þ=a1Þx1=ej2 dx1
¼ e2 Re mðex; ek0Þ
þ e2ða1 þ h1Þ=a1
 
mðex; ek0Þ  ða1 þ h1Þ=a1
mðex; ek0Þ þ ða1 þ h1Þ=a1
 2
pOð1Þe3ð1þ jxj2 þ jk0j2Þ:
Estimate (3.17) now follows from the Parseval’s relation.
4. Non-zero initial data case
We now turn to the non-zero initial data effect in the solution of the IBVP (1.12),
(1.16) and (1.17). Clearly, by linearity and the results in Section 3, it remains to prove
Theorem 1.4 for the following IBVP of (1.12) with homogeneous boundary
condition
@tW
e þ
Xn
j¼1
Aj@xj W
e ¼ 1
e
SW e; ð4:1Þ
W eðx; 0Þ ¼ W0ðxÞ; B0weð0; x0; tÞ þ B1ze1ð0; x0; tÞ ¼ 0:
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4.1. Solution by Fourier–Laplace transform
Again we shall solve the IBVP (4.1) explicitly by Fourier–Laplace transform. With
W˜ eðx1; k0; xÞ ¼
Z N
0
Z
Rn1
extik
0x0W eðx1; x0; tÞ dx0 dt; Re x40; k0ARn1
and W eðx; 0Þ ¼ W0ðxÞ; we now have
g@tW eðx1; k0; xÞ ¼ xW˜ eðx1; k0; xÞ  Wˆ0ðx1; k0Þ;
where
Wˆ0ðx1; k0Þ ¼
Z
Rn1
eik
0 x0W0ðx1; x0Þ dx0; k0ARn1:
The Fourier–Laplace transform W˜ eðx1; k0; xÞ of W eðx; tÞ now satisﬁes
A1@x1W˜
e ¼ 1
e
S 
Xn
j¼2
iekjAj  exI
 !
W˜ e þ Wˆ0 ð4:2Þ
with boundary condition
B0w˜
eð0; k0; xÞ þ B1z˜ e1ð0; k0; xÞ ¼ 0: ð4:3Þ
Since the matrix A1 is singular with rank 2, the above ODE system (4.2) reduces to
the following inhomogeneous 2 2 ODE system for ðw˜e; z˜e1Þ:
@x1
w˜e
z˜ e1
 
¼ 1
e
Mðex; ek0Þ w˜
e
z˜ e1
 
þ f˜0
f˜1
" #
; ð4:4Þ
and the following n  1 algebraic equations for z˜ ej ; 2pjpn:
z˜ ej ðx1; k0; xÞ ¼
hj
exþ 1 iekjw˜
eðx1; k0; xÞ þ eeþ 1 iekjzˆj 0ðx1; k
0Þ; ð4:5Þ
where
f˜0 ¼ 1
a1
wˆ0 
Xn
j¼2
zˆj 0
exþ 1 iekj
 !
; f˜1 ¼ zˆ1 0; ð4:6Þ
and the 2 2 matrix Mðx; k0Þ is the same as in (2.4).
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The solution of (4.4) can now be represented as
w˜eðx1; k0; xÞ
z˜e1ðx1; k0; xÞ
 
¼ eMðex;ek0Þx1=e w˜
eð0; k0; xÞ
z˜e1ð0; k0; xÞ
 (
þ
Z x1
0
eMðex;ek
0Þy=e f˜0ðy; k0; xÞ
f˜1ðy; k0; xÞ
" #
dy
)
;
where the boundary data ðw˜eð0; k0; xÞ; z˜e1ð0; k0; xÞÞ remains to be determined from
(4.3). In addition, the solution ðw˜eðx1; k0; xÞ; z˜e1ðx1; k0; xÞÞ should also satisfy the
following decay requirement at x1 ¼ þN:
w˜eðþN; k0; xÞ ¼ 0; z˜ e1ðþN; k0; xÞ ¼ 0 ð4:7Þ
since we expect ðw˜eð; k0; xÞ; z˜ e1ð; k0; xÞÞAL2ðRþÞ:
Next, we compute that
eMðx;k
0Þy ¼ emþðx;k0ÞyFþðx; k0Þ þ emðx;k0ÞyFðx; k0Þ;
where
Fþðx; k0Þ ¼ 1
gðx; k0Þ  gþðx; k0Þ
1
gþðx; k0Þ
 
½gðx; k0Þ  1;
Fðx; k0Þ ¼ 1
gðx; k0Þ  gþðx; k0Þ
1
gðx; k0Þ
 
½gþðx; k0Þ 1
and
g7ðx; k0Þ ¼ h1xþ 1 m7ðx; k0Þ
:
From Lemma 2.1, it is clear that Re mþðex; ek0Þ40 and Re mðex; ek0Þo0:
Therefore the boundary condition (4.7) at x1 ¼ þN reduces to
Fþðex; ek0Þ
w˜eð0; k0; xÞ
z˜ e1ð0; k0; xÞ
 
þ
Z N
0
emþðex;ek
0Þy=e f˜0ðy; k0; xÞ
f˜1ðy; k0; xÞ
" #
dy
 !
¼ 0;
or equivalently,
gðex; ek0Þw˜eð0; k0; xÞ  z˜e1ð0; k0; xÞ ¼ m˜eðx; k0Þ;
where
m˜eðx; k0Þ ¼ 
Z N
0
emþðex;ek
0Þy=eðgðex; ek0Þf˜0ðy; k0; xÞ  f˜1ðy; k0; xÞÞ dy: ð4:8Þ
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This, together with (4.3), yields
w˜eð0; k0; xÞ
z˜ e1ð0; k0; xÞ
 
¼ m˜
eðx; k0Þ
B0 þ B1gðex; ek0Þ
B1
B0
 
; ð4:9Þ
and hence (assuming compatibility condition W0ð0; x0Þ  0)
z˜ ej ð0; k0; xÞ ¼
hj
exþ 1 iekj
B1
B0 þ B1gðex; ek0Þm˜
eðx; k0Þ; 2pjpn:
With the above boundary data, we now obtain
w˜eðx1; k0; xÞ
z˜ e1ðx1; k0; xÞ
 
¼ w˜
e
Iðx1; k0; xÞ
z˜ eI 1ðx1; k0; xÞ
 
þ w˜
e
IIðx1; k0; xÞ
z˜ eII 1ðx1; k0; xÞ
 
;
where
w˜eIðx1; k0; xÞ
z˜ eI 1ðx1; k0; xÞ
 
¼ 1
gþðex; ek0Þ  gðex; ek0Þ

Z N
x1
emþðex;ek
0Þðx1yÞ=eðgðex; ek0Þf˜0ðy; k0; xÞ

 f˜1ðy; k0; xÞÞ dy
1
gþðex; ek0Þ
 
þ
Z x1
0
emðex;ek
0Þðx1yÞ=eðgþðex; ek0Þf˜0ðy; k0; xÞ
 f˜1ðy; k0; xÞÞ dy
1
gðex; ek0Þ
 
;
w˜eIIðx1; k0; xÞ
z˜ eII 1ðx1; k0; xÞ
 
¼ b˜
e
IIðx; k0Þ
B0 þ B1gðex; ek0Þ e
mðex;ek0Þx1=e 1
gðex; ek0Þ
 
and
b˜eIIðx; k0Þ ¼
B0 þ B1gþðex; ek0Þ
gþðex; ek0Þ  gðex; ek0Þ m˜
eðx; k0Þ:
Similarly, for the z˜ ej components, we have
z˜ ej ðx1; k0; xÞ ¼ z˜ eI jðx1; k0; xÞ þ z˜ eII jðx1; k0; xÞ; 2pjpn
with
z˜ eI jðx1; k0; xÞ ¼
hj
exþ 1 iekjw˜
e
Iðx1; k0; xÞ þ
e
eþ 1 iekjzˆj 0ðx1; k
0Þ; 2pjpn
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and
z˜ eII jðx1; k0; xÞ ¼
hj
exþ 1 iekj w˜
e
IIðx1; k0; xÞ; 2pjpn:
4.2. Purely initial data effect vs. boundary effect
The above representation for the solution of the IBVP (4.1) is clearly much more
complicated than the one for the IBVP (3.1). However, following [17], it is not
difﬁcult to realize that the ﬁrst part W˜ eI in the above, which depends only on the
initial data and has nothing to do with the boundary condition structure, actually
represents the purely initial data effect in the solution of the IBVP (4.1). More
precisely, W˜eI is simply the Fourier–Laplace transform of the solution of the
following extended Cauchy problem:
@tW
e
I þ
Xn
j¼1
Aj@xj W
e
I ¼
1
e
SW eI ;
W eI ðx; 0Þ ¼
W0ðxÞ x1X0;
0 x1p0:

ð4:10Þ
Next, we look at the second part W˜ eII in the solution representation for W˜
e: By
linearity, it is clear that W eII; the inverse Fourier–Laplace transform of W˜
e
II now
solves the following adjusted IBVP in the half-space x1X0:
@tW
e
II þ
Xn
j¼1
Aj@xj W
e
II ¼
1
e
SW eII; W
e
IIðx; 0Þ ¼ 0;
B0w
e
IIð0; x0; tÞ þ B1zeII 1ð0; x0; tÞ ¼ ðB0weIð0; x0; tÞ þ B1zeI 1ð0; x0; tÞÞ: ð4:11Þ
The Cauchy problem (4.10) can be studied by either energy method or Fourier
transform (in all space variables). Indeed, the following uniform estimateZ N
0
Z
Rnþ
jW eI ðx; tÞj2e2at dx dtpOð1Þa1
Z
Rnþ
jW0ðxÞj2 dx
follows directly from Lemma 1.1. Furthermore by Lemma 1.2, there exist an
equilibrium limit WIðx; tÞ and an initial layer W i:l:I ðx; t=eÞ such thatZ N
0
Z
Rnþ
jW eI ðx; tÞ  WIðx; tÞj2e2at dx dt-0 as e-0;
Z N
0
Z
Rnþ
jW eI  WI  W i:l:I j2e2at dx dtpOð1Þe2ða1 þ a3ÞjjW0jj2H2 :
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On the other hand, the IBVP (4.11) is very closely related to the IBVP (3.1) we
studied in Section 3 with the boundary data now depending on e:
bðx0; tÞ ¼ beIIðx0; tÞ ¼ ðB0weIð0; x0; tÞ þ B1zeI 1ð0; x0; tÞÞ:
Both W˜ eð0; k0; xÞ and W˜ eIIðx1; k0; xÞ are closely related to the complex function
m˜eðx; k0Þ: As in [17], the following estimateZ N
N
Z
Rn1
jm˜eðaþ ib; k0Þj2 dk0 dbpOð1Þ
Z
RþRn1
jW0ðxÞj2 dx ð4:12Þ
will turn out to be crucial to the rest of our proof.
4.3. Weighted L2 energy method and boundary estimate
In this subsection we show that under the SKC (2.11), the solution of the IBVP
(4.1) satisﬁes the following boundary estimate:Z N
0
Z
Rn1
jW eð0; x0; tÞj2e2at dx0 dtpOð1Þ
Z
RþRn1
jW0ðxÞj2 dx; ð4:13Þ
or equivalentlyZ N
N
Z
Rn1
jW˜ eð0; k0; xÞj2 dk0 dbpOð1Þ
Z
RþRn1
jW0ðxÞj2 dx; ð4:14Þ
where a40; x ¼ aþ ib and the constant Oð1Þ is independent of the initial data
W0ðxÞAL2ðRnþÞ and e40:
First from the SKC (2.11) and the uniform boundedness of gðex; ek0Þ; we can
easily conclude that
jW˜ eð0; k0; xÞjEjm˜eðx; k0Þj:
Therefore, the above boundary estimate for W˜eð0; k0; xÞ is equivalent to the estimate
for m˜eðx; k0Þ in (4.12).
This equivalence is remarkable in that the complex function m˜eðx; k0Þ does not
depend on any particular boundary condition while the above equivalence always
holds as long as the boundary condition satisﬁes the SKC (2.11). Consequently, we
now only have to show that there exists a boundary condition (which satisﬁes the
SKC (2.11)) under which the boundary estimate (4.13) holds. And the last question
can be easily answered by applying a weighted L2 energy method [17] directly to the
IBVP (4.1).
Let
H ¼ diagf1;h11 ;y;h1n g:
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Then H; HAj; 1pjpn; and HS are all symmetric and H is also positive deﬁnite.
Furthermore we have, for any Z ¼ ðZ0; Z1;y; ZnÞTARnþ1;
ZT HSZ ¼
Xn
j¼1
h1j ðZj  hjZ0Þ2p0;
that is, the matrix HS is negative deﬁnite.
Multiply (4.1) from left by e2atðW eÞT H and integrate over ½0; T   Rnþ; we get
1
2
Z
Rnþ
ðW e; HW eÞðx; TÞe2aT dx
þ a
Z T
0
Z
Rnþ
ðW e; HW eÞðx; tÞe2at dx dt
þ 1
e
Z T
0
Z
Rnþ
Xn
j¼1
jhjj1ðzej  hjweÞ2ðx; tÞe2at dx dt
þ 1
2
Z T
0
Z
Rn1
ðh11  a1ðB1=B0Þ2Þðze1ð0; x0; tÞÞ2e2at dx0 dt
¼ 1
2
Z
Rnþ
ðW0ðxÞ; HW0ðxÞÞ dx; ð4:15Þ
where we have substituted the boundary condition
weð0; x0; tÞ ¼ B1
B0
ze1ð0; x0; tÞ:
Therefore, for boundary conditions satisfying
h11  a1ðB1=B0Þ240;
that is,
 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa1h1p oB1B0o 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa1h1p ;
we have, by taking the limit T-N;Z N
0
Z
Rn1
ðze1ð0; x0; tÞÞ2e2at dx0 dtpOð1Þ
Z
Rnþ
jW0ðxÞj2 dx;
and hence Z N
0
Z
Rn1
jW eð0; x0; tÞj2e2at dx0 dtpOð1Þ
Z
Rnþ
jW0ðxÞj2 dx:
The rest now follows easily.
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4.4. Stiff well-posedness
We now turn to the IBVP (4.11) and establish the corresponding uniform estimate
and convergence results.
First, we calculate that
gþðx; k0Þ  gðx; k0Þ ¼ h1xþ 1 mþðx; k0Þ
 h1
xþ 1 mðx; k0Þ
¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
: ð4:16Þ
Therefore, using Lemma 2.2, we obtain
jgþðx; k0Þ  gðx; k0ÞjXRe
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðReða1ðxþ 1Þ  gÞÞ2 þ 4a1h1
q
Xja1 þ h1j40:
This, together with the uniform boundedness of gðx; k0Þ shows
B0 þ B1gþðx; k0Þ
gþðx; k0Þ  gðx; k0Þ
 pOð1Þ for all xAC; Re x40 and k0ARn1;
and hence
jb˜eIIðx; k0ÞjpOð1Þjm˜eðx; k0Þj:
Using (4.12), we obtain immediately the desired uniform estimates for W eIIZ N
0
Z
RþRn1
jW eIIðx; tÞj2e2at dx dt
pOð1Þ
Z N
N
Z
RþRn1
jW˜eIIðx1; k0; xÞj2 dx1dk0 db
p
Z N
N
Z
Rn1
e
2 Re mðex; ek0Þ
jm˜eðx; k0Þj2 dk0 db
pOð1Þe
Z N
N
Z
Rn1
jm˜eðk0; xÞj2 dk0 db
pOð1Þe
Z
RþRn1
jW0ðxÞj2 dx: ð4:17Þ
4.5. Boundary layers
The above uniform estimate (4.17) also establishes the asymptotic convergence of
W eIIðx; tÞ-WIIðx; tÞ  0 in L2ðRþ  Rnþ; eat dx dtÞ
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for any a40 in the limit e-0: In addition it suggests that the entire solution W eII of
the IBVP (4.11) should represent the boundary layer effect in the IBVP (4.1).
The boundary layer again can be obtained by taking the formal pointwise limit in
the Fourier–Laplace representation of W eIIðx; tÞ: Using Lemma 3.1 and the following
relations (as e-0)
mþðex; ek0Þ-0; gþðex; ek0Þ-h1; mþðex; ek0Þ=e-mþðx; k0Þ;
b˜eIIðx; k0Þ-b˜IIðx; k0Þ; m˜eðx; k0Þ-m˜ðx; k0Þ;
where
mþðx; k0Þ ¼
ð1Pnj¼1 hjÞðxþPnj¼2 iljkjÞ
ja1 þ h1j ; ð4:18Þ
b˜IIðx; k0Þ ¼ B0 þ B1h1
a1 þ h1 m˜ðx; k
0Þ;
m˜ðx; k0Þ ¼
Z N
0
em

þðx;k0Þy wˆ0 
Xn
j¼1
zˆj 0
 !
ðy; k0Þ dy;
we obtain formally
W˜ eIIðx1; k0; xÞEW˜b:l:II ðx1; k0; xÞ ¼
b˜IIðx; k0Þ
B0  B1a1 e
ðða1þh1Þ=a1Þx1=e
1
a1
h2
^
hn
26666664
37777775:
Remark. The boundary data of the IBVP (4.11) satisﬁes formally, as e-0;
beIIðx0; tÞ ¼ ðB0weIð0; x0; tÞ þ B1zeI 1ð0; x0; tÞÞ-bIIðx; tÞ;
where
bIIðx; tÞ ¼  ðB0wIð0; x0; tÞ þ B1zI 1ð0; x0; tÞÞ ¼  B0 þ B1h1
1Pnj¼1 hj uIð0; x0; tÞ
¼  B0 þ B1h1
1Pnj¼1 hj u0ðl1t; x2  l2t;y; xn  lntÞ:
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It is not difﬁcult to see that b˜IIðx; k0Þ is simply the Fourier–Laplace transform of
bIIðx0; tÞ in the above.
In order to rigorously justify the above boundary layer structure, we ﬁrst prove
some technical lemmas.
Lemma 4.1. Under the same assumption of Lemma 2.1, there exists a constant Oð1Þ;
independent of xAC; Re x40; and k0ARn1 such that
jmþðx; k0ÞjpOð1Þðjxj þ jk0jÞ; ð4:19Þ
jgþðx; k0Þ  h1jpOð1Þðjxj þ jk0jÞ: ð4:20Þ
Proof. The proof of (4.19) is entirely similar to that of (3.14) in Lemma 3.1. To
prove (4.20), we use (4.16) and write
gþðx; k0Þ  h1 ¼ ðgðx; k0Þ þ a1Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ða1 þ h1Þ
 
:
Eq. (4.20) now follows from Lemma 3.1. &
Lemma 4.2. Under the same assumption of Lemma 2.1, there exists a constant Oð1Þ;
independent of xAC; Re x40; and k0ARn1 such that
jmþðx; k0Þ  mþðx; k0ÞjpOð1Þðjxj2 þ jk0j2Þ: ð4:21Þ
Proof. First, by rewriting (2.5)
g h1 ¼  1
Xn
j¼2
hj
 !
x
Xn
j¼2
ðaj þ hjÞikj 
Xn
j¼2
hjðx ikjÞ2
xþ 1 ikj ;
we see that
g h1 ¼  1
Xn
j¼2
hj
 !
x
Xn
j¼2
ðaj þ hjÞikj þ Oð1Þðjxj2 þ jk0j2Þ: ð4:22Þ
Next, following the proof of Lemma 3.1, we can obtain
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ja1 þ h1j
 1
2ja1 þ h1j ¼ Oð1Þðjxj þ jk
0jÞ;
ARTICLE IN PRESS
W.-Q. Xu / J. Differential Equations 197 (2004) 85–117110
and therefore
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ða1 þ h1Þ
¼ 2ða1  h1Þða1x ðg h1ÞÞ þ ða1x ðg h1ÞÞ
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ja1 þ h1j
¼ 2ða1  h1Þða1x ðg h1ÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ja1 þ h1j
þ Oð1Þðjxj2 þ jk0j2Þ
¼ ða1  h1Þðða1 þ 1
Pn
j¼2 hjÞxþ
Pn
j¼2 ðaj þ hjÞikjÞ
ja1 þ h1j þ Oð1Þðjxj
2 þ jk0j2Þ:
The desired estimate (4.21) now follows by combining the above with (4.22). &
Remark. Since mþðx; k0Þ is linear in x and k0; Lemma 4.2 implies
jmþðex; ek0Þ=e mþðx; k0ÞjpOð1Þeðjxj2 þ jk0j2Þ: ð4:23Þ
Lemma 4.3. Let a40; zAC; Re z40 and ðRe zÞ2  aXd40: Then Im
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2  a
p
has the
same sign as Im z and it holds that
jIm zjpjIm
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2  a
p
jp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ a=d
p
jIm zj:
Proof. The proof of Lemma 4.3 is elementary and omitted. &
Lemma 4.4. Under the same assumption of Lemma 2.1, there exists a constant Oð1Þ;
independent of xAC; Re x40; and k0ARn1 such that
jmþðx; k0ÞjXjxj  Oð1Þjk0j: ð4:24Þ
Proof. We have already seen that
Re mþðx; k0ÞXRe x40:
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We now estimate Im mþðx; k0Þ: Note that
mþðx; k0Þ ¼
ða1ðxþ 1Þ þ gÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
2a1
¼ xþ 1þ 2h1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ða1ðxþ 1Þ  gÞ
:
Therefore
Im mþðx; k0Þ ¼ Im x
2h1 Im
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ða1ðxþ 1Þ  gÞ
 
j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða1ðxþ 1Þ  gÞ2 þ 4a1h1
q
þ ða1ðxþ 1Þ  gÞj2
:
Let z ¼ a1ðxþ 1Þ  g: It is clear that
Re zXa1  h140; ðRe zÞ2 þ 4a1h1Xða1 þ h1Þ240:
From Lemma 4.3, it follows that
Im
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 þ 4a1h1
p
¼ k0 Im z;
for some 1pk0pja1  h1j=ja1 þ h1j:
Next, we calculate that
Im z ¼ a1 Im x Im g
¼ a1 þ 1þ
Xn
j¼2
jhjj
jxþ 1 ikjj2
 !
Im xþ
Xn
j¼2
aj þ hjjxþ 1 ikjj2
 !
kj:
Therefore, we obtain
Im mþðx; k0Þ ¼ k1 Im xþ
Xn
j¼2
kjkj ;
where
k1 ¼ 1þ
2jh1jð1þ k0Þða1 þ 1þ
Pn
j¼2 jhjj=jxþ 1 ikjj2Þ
j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 þ 4a1h1
p
þ zj2
;
kj ¼ 2jh1jð1þ k0Þðaj þ hj=jxþ 1 ikj j
2Þ
j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 þ 4a1h1
p
þ zj2
:
Since k141 and jkjjpOð1Þ for 1pjpn; (4.24) now follows easily. &
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Lemma 4.5. Under the same assumption of Lemma 2.1, we haveZ N
N
Z
Rn1
jm˜eðx; k0Þ  m˜ðx; k0Þj2 dk0 dbpOð1Þe2jjW0jj2H5 : ð4:25Þ
Proof. First, we note that, by taking
z1 0ðxÞ ¼ f ðxÞ; w0ðxÞ ¼ zj 0ðxÞ ¼ 0; 2pjpn;
we obtain from (4.12) the following ‘‘Parseval’s relation’’:Z N
N
Z
Rn1
Z N
0
emþðex;ek
0Þx1=efˆðx1; k0Þ dx1
 2 dk0 db
pOð1Þ
Z
RþRn1
j f ðxÞj2 dx for all fAL2ðRþ  Rn1Þ; ð4:26Þ
where
fˆðx1; k0Þ ¼
Z
Rn1
eik
0x0f ðx1; x0Þ dx0:
For convenience, we deﬁne
Lef ¼
Z N
0
emþðex;ek
0Þx1=efˆðx1; k0Þ dx1
¼
Z N
0
Z
Rn1
emþðex;ek
0Þx1=eik0 x0f ðx1; x0Þ dx1 dx0:
Then the linear operator Le may be referred to as a modiﬁed Fourier–Laplace
transform. Clearly it holds thatZ N
N
Z
Rn1
jk0Lef j2 dk0 dbpOð1Þ
Z
RþRn1
jrf ðxÞj2 dx:
Next, we note that, by an integration by parts (assuming fAH1 and f ð0; x0Þ ¼ 0),
we get from the above
Lef ¼ e
mþðex; ek0Þ
Z N
0
emþðex;ek
0Þx1=e@x1 fˆðx1; k0Þ dx1 ¼
e
mþðex; ek0Þ
Leð@x1f Þ:
Therefore, using the above Parseval’s relation (4.26), we obtainZ N
N
Z
Rn1
jðmþðex; ek0Þ=eÞLef j2 dk0 dbpOð1Þ
Z
RþRn1
jrf ðxÞj2 dx:
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Next, from Lemma 4.4, we have
jxjpjmþðex; ek0Þ=ej þ Oð1Þjk0j;
jxLef jpjmþðex; ek0Þ=eLef j þ Oð1Þjk0j jLef j;
and therefore Z N
N
Z
Rn1
jxLef j2 dk0 dbpOð1Þ
Z
RþRn1
jrf ðxÞj2 dx:
More generally, if we assume fAHmðRþ  Rn1Þ with compatibility condition
f ð0; x0Þ ¼ @x1f ð0; x0Þ ¼? ¼ @m1x1 f ð0; x0Þ ¼ 0; we haveZ N
N
Z
Rn1
ð1þ jxj2 þ jk0j2ÞmjLef j2 dk0 dbpOð1Þjj f jj2Hm :
Let
m˜eðx; k0Þ ¼ Leu0 ¼
Z N
0
emþðex;ek
0Þx1=euˆ0ðx1; k0Þ dx1;
where u0ðxÞ ¼ w0ðxÞ 
Pn
j¼1 zj 0ðxÞ: Then by using Lemma 3.1 and the above
Parseval’s relations, it can be easily checked thatZ N
N
Z
Rn1
jm˜eðx; k0Þ  m˜eðx; k0Þj2 dk0 dbpOð1Þe2jjW0jj2H1 : ð4:27Þ
Next we deﬁne
Lf ¼
Z N
0
em

þðx;k0Þx1 fˆðx1; k0Þ dx1;
and consider
m˜eðx; k0Þ  m˜ðx; k0Þ ¼ Leu0  Lu0:
First, by Cauchy–Schwarz, we have,
jLeu0  Lu0j2ðx; k0Þp
Z N
0
jemþðex;ek0Þx1=e  emþðx;k0Þx1 j2 dx1
Z N
0
juˆ0ðx1; k0Þj2 dx1
pOð1Þe2ðjxj4 þ jk0j4Þ
Z N
0
juˆ0ðx1; k0Þj2 dx1;
where we have used (see Lemma 2.1 and (4.18) and Lemma 4.2)
Re mþðex; ek0Þ=eXRe x ¼ a40; Re mþðx; k0ÞXRe x ¼ a40
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and Z N
0
jemþðex;ek0Þx1=e  emþðx;k0Þx1 j2 dx1
¼ e
2 Re mþðex; ek0Þ
þ 1
2 Re mþðx; k0Þ
 jmþðex; ek0Þ=e mþðx; k0Þj2
jmþðex; ek0Þ=eþ mþðx; k0Þj2
pOð1Þe2ðjxj4 þ jk0j4Þ:
This estimate, however, is not very useful since the right-hand side is not integrable
in x: To overcome this difﬁculty, we use integration by parts and write
Leu0  Lu0 ¼ emþðex; ek0Þ
 3
Leð@3x1u0Þ 
1
mþðx; k0Þ
 3
Lð@3x1u0Þ
¼ e
mþðex; ek0Þ
 3
 1
mþðx; k0Þ
 3 !
Leð@3x1u0Þ
þ 1
mþðx; k0Þ
 3
ðLeð@3x1u0Þ  Lð@3x1u0ÞÞ:
It is clear that the ﬁrst term can be easily estimated by using Lemma 4.2 and the
above Parseval’s relations without any difﬁculty. For the second term, we have
1
mþðx; k0Þ
 3
ðLeð@3x1u0Þ  Lð@3x1u0ÞÞ


2
pOð1Þe
2ðjxj4 þ jk0j4Þ
jxþPnj¼2 iljkjj6
Z N
0
j@3x1 uˆ0ðx1; k0Þj
2
dx1
pOð1Þe
2ð1þ jk0j4Þ
jxþPnj¼2 iljkjj2
Z N
0
j@3x1 uˆ0ðx1; k0Þj2 dx1
with
Z N
N
xþ
Xn
j¼2
iljkj


2
db ¼
Z N
N
jxj2 db ¼ p=apOð1Þ:
Combining the above, we arrive atZ N
N
Z
Rn1
jm˜eðx; k0Þ  m˜ðx; k0Þj2 dk0 dbpOð1Þe2jju0jj2H5 :
Lemma 4.5 now follows. &
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Lemma 4.6. Under the same assumption of Lemma 2.1, we haveZ N
N
Z
Rn1
jb˜eIIðx; k0Þ  b˜IIðx; k0Þj2 dk0 dbpOð1Þe2jjW0jj2H5 : ð4:28Þ
Proof. By using Lemmas 3.1 and 4.1, it can be easily checked that
jb˜eIIðx; k0Þ  b˜IIðx; k0ÞjpOð1Þeðjxj þ jk0jÞjm˜eðx; k0Þj þ Oð1Þjm˜eðx; k0Þ  m˜ðx; k0Þj:
The desired estimate now follows immediately from Lemma 4.5. &
With the above lemmas, the desired boundary layer estimateZ N
N
Z
RþRn1
jW˜eIIðx1; k0; xÞ  W˜b:l:II ðx1; k0; xÞj2 dx1 dk0 dbpOð1Þe3jjW0jj2H5
now follows easily from a similar analysis as in Section 3.
Acknowledgments
I thank Prof. Zhouping Xin and Prof. Markos Katsoulakis for helpful discussions
during the preparation of the work.
References
[1] R.E. Caﬂisch, G.C. Papanicolaou, The ﬂuid dynamical limit of a nonlinear model Boltzmann
equation, Comm. Pure Appl. Math. 32 (5) (1979) 589–616.
[2] C. Cercignani, The Boltzmann Equation and its Applications, in: Applied Mathematical Sciences,
Vol. 67, Springer, New York, 1988.
[3] G.-Q. Chen, C.D. Levermore, T.-P. Liu, Hyperbolic conservation laws with stiff relaxation terms and
entropy, Comm. Pure Appl. Math. 47 (6) (1994) 787–830.
[4] R.L. Higdon, Initial boundary value problems for linear hyperbolic systems, SIAM Rev. 28 (2) (1986)
177–217.
[5] S. Jin, Z. Xin, The relaxation schemes for systems of conservation laws in arbitrary space dimensions,
Comm. Pure Appl. Math. 48 (1995) 235–277.
[6] M.A. Katsoulakis, A.E. Tzavaras, Contractive relaxation systems and the scalar multidimensional
conservation law, Comm. Partial Differential Equations 22 (1–2) (1997) 195–233.
[7] H.-O. Kreiss, Initial boundary value problems for hyperbolic systems, Comm. Pure Appl. Math. 23
(1970) 277–298.
[8] H.-O. Kreiss, J. Lorenz, Initial-boundary Value Problems and the Navier–Stokes Equations,
Academic Press, New York, 1989.
[9] P.D. Lax, R.S. Phillips, Local boundary conditions for dissipative symmetric linear differential
operators, Comm. Pure Appl. Math. 13 (1960) 427–455.
[10] J.-G. Liu, Z. Xin, Boundary layer behavior in the ﬂuid-dynamic limit for a nonlinear model
Boltzmann equation, Arch. Rational Mech. Anal. 135 (1996) 61–105.
[11] T.-P. Liu, Hyperbolic conservation laws with relaxation, Comm. Math. Phys. 108 (1) (1987) 153–175.
ARTICLE IN PRESS
W.-Q. Xu / J. Differential Equations 197 (2004) 85–117116
[12] J. Lorenz, H.J. Schroll, Stiff well-posedness for hyperbolic systems with large relaxation terms, Adv.
in Differential Equations 2 (4) (1997) 643–666.
[13] A. Majda, S. Osher, Initial-boundary value problems for hyperbolic equations with uniformly
characteristic boundary, Comm. Pure Appl. Math. 28 (5) (1975) 607–675.
[14] J. Rauch, L2 is a continuable initial condition for Kreiss’ mixed problems, Comm. Pure Appl. Math.
25 (1972) 265–285.
[15] W.-C. Wang, Z. Xin, Asymptotic limit of initial boundary value problems for conservation laws with
relaxational extensions, Comm. Pure Appl. Math. 51 (5) (1998) 505–535.
[16] G.B. Whitham, Linear and Nonlinear Waves, Wiley, New York, 1974.
[17] Z. Xin, W.-Q. Xu, Stiff well-posedness and asymptotic convergence for a class of linear relaxation
systems in a quarter plane, J. Differential Equations 167 (2000) 388–437.
[18] Z. Xin, W.-Q. Xu, Initial-boundary value problem to systems of conservation laws with relaxation,
Quart. Appl. Math. 60 (2002) 251–281.
[19] W.-Q. Xu, Initial-boundary value problem for a class of linear relaxation systems in arbitrary space
dimensions, J. Differential Equations 183 (2002) 462–496.
[20] W.-A. Yong, Boundary conditions for hyperbolic systems with stiff source terms, Indiana Univ.
Math. J. 48 (1) (1999) 115–137.
ARTICLE IN PRESS
W.-Q. Xu / J. Differential Equations 197 (2004) 85–117 117
