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1. INTR~OUCTI~N 
In general, the Euler equation for a variational problem determines a 
family of stationary curves with two parameters. This result associates the 
following problem. For a given family of two-parameter curves, find a 
variational problem whose family of stationary curves is the family. This is 
what we call the inverse problem of the classical variational problem. 
Darboux solved it affirmatively [2, 31. The inversion appears to be static in 
its derivation. 
On the other hand, Iwamoto 141 has recently inverted the optimal control 
(minimal) process into an equivalent (maximal) process through a dynamic 
approach. He establishes an inverse theory of Bellman’s dynamic 
programming [ 11. Iwamoto’s and Bellman’s ideas are common in the sense 
that the treatments are dynamic. Both the classical theory of calculus of 
variations and the modern control theory based upon Pontryagin’s maximum 
principle are static in approach. However, the functional equation approach 
based upon Bellman’s principle of optimality is dynamic in itself [ 11. 
Moreover, the classical variational problem may be regarded as an optimal 
control problem. 
In this paper we study a dynamic inversion of the classical variational 
problems. A variational problem may be parametrized and embedded in a 
large family of problems. Thus the dynamic inversion of optimal control 
process [4] is applicable to the variational problems. The main results are (i) 
dynamic derivation of inverse variational problems, and (2) explicit 
representation of the inverse problems of the shortest path problem, the 
brachistochrone, the minimal surface of revolution, and quadratic problems. 
Section 2 motivates the problem through a pair of the simplest variational 
problems-the shortest path problem and its inverse problem. The problems 
may be parametrized, embedded in a large family of problems, and analyzed 
through dynamic programming (Section 3). We derive the inverse problems 
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of minimization of J”,‘f(t, X, i) dt and l,‘f(t, .?) dt in Sections 4 and 5, 
respectively. Section 6 shows the reflexibility of inverse operation. 
Illustrating two simple self-invertible problems, we propose a general 
problem on self-invertibility in Section 7. Three classical variational 
problems-brachistochrone, minimal surface of revolution, and quadratic 
problems-are inverted in the last section. 
2. THE PROBLEM 
In this section we specify a pair of the simplest problems. This illustration 
suggests an interesting theory underlying a number of pairs of general 
problems. 
Given T > 0, let us consider the following pair of minimization and 
maximization problems 
s.t. (i) x(0) = c (>O) 
(ii) x(T) = 0, 
VJ s.t. (i) y(O) = c (>T) 
(ii) y(T) = 0, 
where the parameter c ranges over the respective semi-infinite intervals, 
x, y : [0, T] + RI are appropriate differentiable functions such that each 
problem is well-defined. For instance ) j(t)1 > 1 or more strictly speaking 
j(t) < -1 on [0, T] is assumed in the problem (I,). Throughout the paper 
i = i(t) means the derivative of z = z(t) with respect to t and R” the n- 
dimensional Euclidean space. 
The calculus of variations regards c as a fixed value. It shows that the 
Euler equation yields the family of straight lines with two parameters, 
respectively. Together with the specified boundary conditions, we obtain the 
extremal (or in fact optimal) functions 
x*(t)=-+t+c, Jyt) = - f t + c, 
and the extremal (or in fact optimal) values of (M,) and (I,) 
U(c) = &TF (c > O), V(c) = p? (c > T), 
respectively. 
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Note that the maximum value function U(.) is the inverse function of the 
minimum value function V(.) and that both optimal paths x*(.) and y^ ( .) 
coincide. Here are a few interesting questions. Why is the problem (I,) 
introduced? What is the relation between (M,) and (I,)? What does y(t) 
represent? Is the above coincidence a miracle? These questions are mutually 
connected. They are simultaneously solved in Section 5. 
3. DYNAMIC PROGRAMMING APPROACH 
For a while in this section we solves (M,) and (I,) through dynamic 
programming approach. The following procedure suggests an answer to the 
questions stated above. Dynamic programming approach regards not only c 
but also t as dynamic parameters. The original problems (M,) and (I,) are 
embedded in the following large families of optimal control problems, respec- 
tively, 
where O<t<T, x>O and y>T- 
special cases 
s.t. (i) x(r) =x 
(ii) 1 = u(s), t<s<T 
(iii) x(T) = 0, 
s.t. (i) Y(l) = Y, 
(ii) 4; = u(s), t<s<T 
(iii) y(T) = 0, 
t. We have the original problems as 
respectively. The minimum value function F(t, x) of (M,(t, x)) and the 
maximum value function G(t, y) of (lO(f, y)) satisfy the backward Bellman 
equations 
F(T, x) = 0, x > 0, 
and 
G(T, Y> = 0, Y > 03 
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respectively ([ 1,4]). Making minimization over u in (3) we get 
-F, = d-z, u*=- df?-+. 
Thus we obtain the optimal solution (in a sense of dynamic programming) of 
wo(t~ xl) 
F(t, x) = dx’ + (T- t)2, 
x”(s) = fi (T - s>, t<s<T, 
where 0 < t < T and x > 0. If in particular t = 0, x = c and s = t, then the 
resulting x*(.) coincides with x*(.) of (1). 
Similarly we obtain for (4) 
Therefore (Zo(t, y)) has the optimal solution 
G(t, y) = JJ~, 
y”(s) =&G-s), t<s<T, 
where O<t<T and y>T-t. If t=O, y=c, and s=d, then the 
corresponding y (^-) reduces to J?(.) of (2). From inverse theorem [4], it holds 
that 
and 
WY) = F-‘(t,y), F(t, x) = G - ’ (t, x), 
s(t,Y)=u*(t,F-‘(t,y)), u*(t, x) = C(t, G-‘(t, x)), 
where W’(t, .) is the inverse function of H(t, .). 
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4. DYNAMIC INVERSION OF Min jif(t, x, x) df 
Let f(t, x, x) be a suitable continuous real-valued function of (t, x, x), 
where 0 < t < T, x E Z(t), and x E U(t, x). Throughout the paper we assume 
that Z(t) and U(t, x) are appropriate nonempty intervals of R ‘. 
With a given nonparametric problem 
(Ml) Min s.t. (i) x(0) = c 
(ii) x(T) = 0 
we associate the family of parametric problems 
W,(t, x)> Min i ‘f(s, x, x) ds s.t. (i) x(t) = x I 
(ii) x(T) = 0 
or more definitely in optimal control form 
@f,(t, xl> Min I ‘f(s, x, U) ds I 
s.t. (i) x(t) = x 
(ii) i(s) = u(s) 
(iii) u(s) E U(s, x(s)), t < s < T 
(iv) x(T) = 0, 
where 0 < t < T, x E Z(t). Then the minimum value function F = F(t, x) 
satisfies the backward Bellman equation ([ 1,4]) 
@BE) -F, = Uev;pxj [fk x, u> + uF,I, 0 < t < T, x E Z(t), 
F( T, x) = 0, x E Z(T). 
(The reader should also refer the forward Bellman equation (FBE) in [ 1,4].) 
For the sake of simplicity we set 
ASSUMPTION (A). Z(t) c [0, co) and U(t, x) c (-00, 0] for 0 < t < T, 
x E Z(t) and f (t, x, ,+) is strictly increasing in x and strictly decreasing in i. 
Let f-‘(t, x, 9) be the inverse function off(t, x, .). Then we have 
CLASSICAL VARIATIONAL PROBLEMS 359 
LEMMA 1. Under Assumption (A), f -‘(t, x, -$) is strictly increasing in 
X. 
Proof: Let xi < x2. Then 
f-‘(t,x1,-4j)=z,, f-‘@,-q--i >=z* (5) 
implies 
f(t, x1, z,) =.f(t, x2, z*> = -.G. (6) 
If z, =z*, then (6) contradicts the strict increasingness of f(t, -, z,). If 
z, > z2, then (6) couples with the strict decreasingness off(t, x2, a) to give 
This contradicts the strict increasingness of f(t, ., zi). Therefore we have 
z, < z2. This completes the proof. 
LEMMA 2. Under Assumption (A), F(t, x) is strictly increasing in x. 
Prooj Let 0 < x, < x2 and 
F(t, x2) = j-+ x*, a*) ds 
for x*(t) =x2, x*(T) = 0. Then the function x=x(.) defined by 
x(s) = 2 x*(s), s E It, q 
satisfies 
40 = x1 > x(T) = 0 
and 
x*(x> > x(s), i.*(s) < i(s). 
The last two inequalities together with the assumed monotonicity off(t, a, a) 
imply 
f(s, x*(s), a*(s)> >f(s, x(s), q>> on [t, T]. 
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Therefore we have 
F(f, x2) = J,‘f(s, x*, a*> ds 
> 
!’ 
‘f(s, x, i) ds 
t 
This completes the proof. 
Let us now show how the main problem (M,) under Assumption (A) is 
inverted into an equivalent problem. First for any x = x(t) 0 < t < T with 
x(T) = 0, let us define backward y = y(-) by 
~(4 = j-‘fb. x(s), i.(s)) ds, O<t<T. (7) 
t 
The backward integral transformation x(.) + y(.) is a keystone throughout 
this paper (The reader should also consider the forward integral transfor- 
mation.) Then differentiating (7), we have 
jl(s) = -f(s, x(s), e)), y(T) = 0. (8) 
This together with the invertibility off(t, x, +) implies 
i(s) = f ’ (s, x(s), -Jqs)). (9) 
On the other hand, from the minimality of F, we have 
Y(S) 2 F(s, x(s)). (10) 
This together with the strict increasingness of F(t, .) [by Lemma 2) implies 
x(s) < F- ‘(s,Y(s)). (11) 
The strict increasingness off-’ [by Lemma 1 J couples with (9) and (11) to 
give 
4s) <f -‘(s, F-‘(s,~(s)hW). (12) 
Integrating both sides on [t, T] and substituting x(T) = 0, we obtain 
- 
J 
1’f ~ ’ (s, F ’ (s, y(s)), -it(s)> ds < x(t). (13) 
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This together with (11) yields 
. T  
- ’ - 
Jf ( 
s, F- ‘(s, Y(S)>, --zj(s)) ds < F- ‘(6 ~4)). 
t 
(14) 
Thus we see that (14) holds for any feasible y = y(.) defined by (7). 
Second, let x,* =x:(t), 0 < t < T, with x:(T) = 0 be the optimal path 
starting from x,*(O) = c, where c E Z(0). Let us define 9, = y^,(t), 0 < f ,< T, 
by (7) from x,* = x,*(.). Then from Bellman’s principle of optimality [ 1 ] we 
have 
qt, x,*(t)> = y^,(t), O<t<T. (15) 
Of course for each c E I(0) the pair (x:(.), y”,(.)) satisfies (8). Furthermore, 
we should remark that all the “equalities” in the above reasoning hold for the 
paired process (XT(.), y^,(+)). 
Therefore we have obtained the maximum problem 
V,(CY)) Max (.‘g(s,~.j) ds s.t. (i) Y(4 = 4’ 
(ii) y(T) = 0, 
where 
g(t, Y, P) = -f ’ (6 F- ’ (6 Y), -.G). (16) 
The deduction stated above simultaneously yields the maximum value of 
(1, (6 Y>> 
F-‘&L’) (17) 
and the optimal path 
Pd = F&)5 t<s<T, (18) 
where d is determined by the property 
x$(t) = F-‘(t,y). (19) 
Finally we have for the original problem (M,) the desired inverse problem 
.7 
(I,) Max J gk Y, j) dt 
s.t. (i) y(0) = c 
0 
(ii) y(T) = 0 
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and simultaneously its optimal solution (value and point) 
F-‘(O, c), y”d = B&h O<t<T, 
where 
d = F - ’ (0, c). 
Now we shall consider another situation. Let us in turn put 
(20) 
ASSUMPTION (A’). I(t) c (-co, O] and U(t, x) c [0, co) fir 0 < t < T, 
x E I(t) and f (t, x, z?) is strictly decreasing in x and strictly increasing in i. 
Then we have the following preliminary results. 
LEMMA 1’. 
in x. 
LEMMA 2’. 
These results 
Under Assumption (A’), f -‘(t, x, -9) is strictly decreasing 
Under Assumption (A’), F(t, x) is strictly decreasing in x. 
lead us the minimum inverse problem 
(4 (t, Y>> Min J g(s, y, i) ds s.t. (i) y(t) = Y 
1 
(ii) y(T) = 0. 
(4) Min ‘g(t,y,);)dt 1 s.t. (i) y(0) = c 0 
(ii) y(T) = 0. 
Similarly, the optimal solution of (1;) is determined from that of (M,). 
Concluding this section, we emphasize that Assumption (A) negates the 
optimizer. However, under Assumption (A’) the optimizer remains as it is. 
5. DYNAMIC INVERSION OF Minjif(t,i) dt 
In this section let us consider two-variable functionf=f(t, a) independent 
of x, where 0 < t < T, x E I(t) and 1 E U(t, x). 
First we put 
ASSUMPTION (B). Z(t) c [0, a) and U(t,x)C(--CO,01 for O<t<T, 
x E I(t) and f (t, a) is strictly decreasing in 1. 
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Then we have 
LEMMA 3. Under Assumption (B), F(t, x) is strictly increasing in x. 
ProoJ Easier than that of Lemma 2. 
For a given main problem 
W2) Min I .Tf(t, i) dt s.t. (i) x(0) = c 0 
(ii) x(T) = 0, 
the similar procedure as in Section 4 enables us to introduce its inverse 
problem 
.T 
(I*) Max J g(t, 4;) dt 
s.t. (i) y(0) = c 
0 
(ii) y(T) = 0, 
where 
g(t, 4’) = -. - 1 (4 -j) (22) 
and f -‘(t, .) is the inverse function off(t, .). We have the maximum value 
F-‘(0, c) (23) 
and the optimal path 
Bd = P&)2 O<t<T, (24) 
where 
d= F-‘(0, c). v-5) 
It turns out that the preceding simple pair (MO), (I,) is a special case of 
CM,), (1,) with 
f(t, a> = ~TTz, O<t<T, x>O, x:<O, 
g(td9=~~*- 1, O<t<T, y>T-tt, j<-1, 
and 
y(t) = IT d- ds. 
I 
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In this case y(t) represents the length of the curve x = x(.) between (t, x(f)) 
and (7’, 0). Furthermore we have 
x,*(t)=- ++c, j&)=(T-I)JE(g 
F(f, x) = \/x2 + (T- ry, F-*(&y) = \ly’ - (T- t)‘. 
Thus the main problem (M,) has the minimum value 
U(c) = F(0, c) = l/m 
and the optimal path 
xp(t)=-++c, O<t<T. 
Therefore, the inverse problem (I,) has the maximum value 
V(c) = F ’ (0, c) = dm 
and the optimal path Pd =$Jf) with d = Fp'(0, c), namely, 
y”&)= (T-f) 41 + ifj2 
=(T-‘)JjC?1 
We should note that 
x,* =x*, Pd=JT 
where x*, y^ are specified in (l), (2), respectively. 
On the other hand, let us assume that 
ASSUMPTION (B’). I(t) c (-co, 0] and U(t, x) c [0, 00) for 0 < t < T, 
x E I(t), and f(t, i) is strictly increasing in 1. 
Then we have 
LEMMA 3’. Under Assumption (B’), F(t, x) is strictly decreasing in x. 
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Thus Assumption (B’) yields the minimum inverse problem 
1 
T  
(4) Min gh 4’) dt s.t. (i) y(O) = c 
0 
(ii) y(T) = 0. 
For example we have the following pair 
Min [‘d/1+12 dt 
. 0 
s.t. (i) x(0) = c (GO) 
(ii) x(T) = 0, 
w 
I 
Min - 1 JJ~ dt 
-0 
s.t. (i) y(O) = c (>7) 
(ii) y(T) = 0. 
The optimal solutions are straightforward from those of (MO), (I,), respec- 
tively. 
Finally we remark that each of Assumptions (A) and (B) negates the 
optimizer but that each of (A’) and (B’) does keep it. 
6. REFLEXIBILITY 
Let us reconsider the pair of main problem (M,) and its inverse problem 
(II) under Assumption (A). Let (M,) have the strictly increasing minimum 
value function F = F(t, x) and the optimal path x,* = x:(t). Then (I,) has the 
strictly increasing maximum value function F-’ = FP’(t, y) and the optimal 
path Gd = y”Jt), where d = FP ‘(0, c). Then we have the inverse problem of 
VI) 
m Min a’ J 
h(t, z, i) dt s.t. (i) z(0) = c 
0 
(ii) z(T) = 0, 
where 
Since 
h(t, z, i) = -g-‘(t, G-‘(t, z), 4). 
G(r, Y) = F- I (G Y>, 
g&y,+) = -f -‘(t, F-‘(by), -J% 
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it holds that 
h(t, z, i) =f(t, z, if). 
Thus the reinverse problem (I:) becomes the original problem (IV,). 
Therefore, the inverse operation satisfies the reflexibility. 
7. SELF-INVERTIBILITY 
First let us consider the maximization (main) problem 
W3) MaxJoT d- dt 
and its (t, x)-subproblem 
s.t. (i) x(0) = c (0 < c < T) 
(ii) x(T) = 0 
(M,(t, x)) Max iT v’- ds s.t. (i) x(t)=x (O<x<T-t) 
I 
(ii) x(T) = 0. 
The calculus of variations in Section 2 and dynamic programming method in 
Section 3 yield the maximum value function 
F(l, x) = &T- t)* -x*, O<x<T-t. 
We note that F is strictly decreasing in x and self-invertible 
F- ‘(t, z) = F(t, z), O<z<T-t. 
Let us transform x(.) into JJ(.) as usual 
Then the same reasoning as in the latter half-part of Section 4 leads in turn 
the inverse problem 
(I& Y)) Max ltT dm ds s.t. (i) y(t) =y (0 < y < T - t) 
(ii) y(T) = 0, 
(I,) Max I,’ dmdt s.t. (i) y(O) = c (0 <c < T) 
(ii) y(T) = 0. 
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We should remark that both main and inverse problems not only have the 
same optimizer “Max” but also exactly coincide in expression 
P3) = VJ 
Therefore the problem (44,) is called self-invertible. 
Similarly, the minimization (main) problem 
W4) MinjoTdzdt s.t. (i) x(0) = c (0 <c < r) 
(ii) x(T) = 0 
together with its self-invertible strictly decreasing minimum value function 
G(t,x)=T-t-x, O<x<T-t, 
leads the inverse problem 
V4) Min [’ dm dt 
'0 
s.t. (i) y(O) = c (0 ,< c < T) 
(ii) y(T) = 0, 
where minimum is taken over functions which are differentiable except for 
one point in [O, T]. Thus we have obtained another self-invertible problem 
CM4 >- 
Let us consider the general problem. What is a sufficient condition for the 
self-invertibility? The answer is as follows. We reconsider (M,) and (MJ 
under Assumptions (A’) and (B’), or under the following Assumptions (A”) 
and (B”), respectively. 
ASSUMPTION (A”). Z(t) c [O, 00) and U(t,x) c (-m, 01 for 0 < t ,< T, 
x E Z(t), and f (t, x, a) is strictly decreasing in x and strictly increasing in 1. 
ASSUMPTION (B”). Z(t) c (0, 03) and U(t,x)c(-a,O] for O<t<T, 
x E Z(t), andf(t, a) is strictly decreasing in 1. 
Then we have 
LEMMA 2”. Under Assumption (A”), f -‘(t, x, -4;) is strictly decreasing 
in x. 
LEMMA 3”. Under Assumption (B”), F(t, x) is strictly decreasing in x. 
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These results lead the following pair of main and inverse problems under 
Assumption (A’) (resp. (A”)) 
(Ml) Min J 
-rf(t, x, i) dt 
0 
s.t. (i) x(0) = c 
(ii) x(T) = 0, 
Vi) Min J 
1 [-f-‘(t,F-‘(t,y), -j)J dt s.t. (i) y(O) = c 
(rew (II’>) (ii) y(T) = 0. 
and the pair under Assumption (B’) (resp. (I?“)) 
(Md Min irf(t, i) dt 
‘0 
s.t. (i) x(0) = c 
(ii) x(T) = 0, 
K) Min [’ [-f-‘(t, -y)] dt s.t. (i) y(0) = c 
"0 
0-w (II’)) (ii) y(T) = 0. 
Then the equality 
f(t, z, i) = -f-‘(t, F-‘(t, z), -2) (26) 
implies the self-invertibility of (M,) under Assumption (A’) or (A”). The 
equality 
f(t, i) = -f - ‘(t, -i) (27) 
implies the self-invertibility of (M2) under Assumption (B’) or (B”). Thus we 
have introduced new functional equations (26) for f(t, x, z?) and (27) for 
f(t, i). The pair (MI), (13) is a special case of (Mz), (I;). That is, 
is a solution of the functional equation (27). 
The above discussion and result remain valid provided that “Min” is 
replaced by “Max” and that the minimum value function F(t, x) is replaced 
by the maximum value function G(t, x). 
CLASSICAL VARIATIONAL PROBLEMS 369 
8. THE CLASSICAL VARIATIONAL PROBLEMS 
In this section we shall essentially apply the inversion idea to 
brachistochrone, minimal surface of revolution, and quadratic problems. The 
application is sometimes regional and sometimes global. 
8.1. Brachistochrone f (t, +2) = dm 
Since minimization of i::, J((1 + i2(x))/z(x)) dx reduces that of 
.ci~~~;~(<l + (dx/d42)lz) dz, we rather consider (main) brachistochrone 
problem 
(MB) MinIor ,/Fdt s.t. (i) x(0) =0 
(ii) x(T) = c, 
where c is suffkiently large relative to T (Fig. 1). The restriction to a class of 
pairs (c, T) with large c relative to T will enable us to invert the problem. 
Then the forward subproblem 
WB(f xl> s.t. (i) x(0) = 0 
(ii) x(t) = x 
is considered for suffkiently large x relative to t. Then the Euler equation 
together with this restriction yields the cycloid with i(t) > 0 for all t 
considered. Therefore the forward minimum value function F(t, x) is strictly 
FIGURE 1 
409/100/2-3 
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increasing in x (recall the proof of Lemma 2’). This property together with 
the forward integral transformation x(. ) + y(s) defined by 
y(t) = j; Jq ds, 
yields the inverse brachistochrone problem 
s.t. (i) y(0) = 0 
(4 y(t) = y, 
s.t. (i) y(O) = 0 
(ii) y(T) = c, 
where y (resp. c) is also sufficiently large relative to t (resp. T). We remark 
that from (28) the feasible path y(a) satisfies 
and therefore 
8.2. Minimal Surface of Revolution f = x gm or t d-e 
First we consider the main problem 
(MC,) Mini,‘x \/mdt s.t. (i) x(0) = c (%l) 
(ii) x(T) = 1, 
WC, (4 xl> MinjlTx v/m ds s.t. (i) x(t) = x ($4 V 1) 
(ii) x(T) = 1, 
where a V b is the larger of two and a s b means that a is sufficiently large 
relative to b. It is well-known that the extremals are catenaries. The physical 
interpretation 
follows (Fig. 2): 
restriction yields the minimal solution i(t) < 0 for all t considered. From 
Lemma 2, F(t, x) is strictly increasing in x. Thus the backward integral 
transformation yields the inverse problem 
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WI > 
where 
FIGURE 2 
s.t. (i) y(t) =y 
(%T- t) 
(ii) y(T) = 0, 
s.t. (i) y(0) = c 
C&T) 
(ii) y(T) = 0, 
P(t,y) = (F-p, y))‘. 
Second, we consider the (main) problem on [ 1, T] as follows. 
WC*) Minjrrdmdt s.t. (i) x(l)=c (20) 
(ii) x(T) = 0, 
WW~ xl> Minl(‘sdmdr s.t. (i) x(t)=x (>O) 
(ii) x(T) = 0, 
where 1 < f < T, and c (resp. x) is sufficiently small relative to T (resp. t) 
(Fig. 3). The physical interpretation gives us the following rough estimate of 
the (backward) minimum value function F(t, x) 
tx < F(t, x) < y&T-f)* +x2. 
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,I’ :’ 
catenary 
FIGURE 3 
The restriction on [ 1, T] and the relative smallness of x with respect to I 
assure the strict increasingness of F(t, x) in x (see Lemma 3). Therefore the 
usual backward integral transformation yields the inverse problem 
W*(4 Y>) Max \i 5 ds / 
WJ 
Of course, the feasible y(.) satisfies 
i(t) < --t 
and therefore 
s.t. (i) y(t) = y (20) 
(ii) y(T) = 0, 
s.t. (i) y(1) = c (>O) 
(ii) y(T) = 0. 
8.3. Quadratic Problems f = x2 + A!* or (t + 1)’ i2 
Finally we illustrate two typical quadratic problems with their inverse 
ones and enumerate the complete analytic optimal solutions. The first 
problem is the linear equation quadratic criteria control process ([4]) 
CM,) Min i ,,T (x2 + i’) dt s.t. (i) x(0) = c (20) 
(ii) x(T) = 0, 
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(Is> Max joT J+dt s.t. (i) y(Oj = c (20) 
where 
(ii> y(T) = 0, 
k(t) = coth(T - t). 
We have the following optimal solutions. 
F(t, x) = k(t) x2, 
x?(t) = c 
sinh(T- t) 
sinh T ’ 
Gk Y> = 
P,(t) = 
cosh(T - t) sinh(T - t) C2, 
sinh’ T 
The optimal path of (I,) is 
Yld@) = 
cosh(T- t) sinh(T- t) c 
cash T sinh T 
since 
u * (1, x) = -k(t) x, 
U(c) = F(0, c) = (coth r> c2, 
V(c) = G(0, c) = 
d= 
J 
C 
cothT’ 
The second is the time-variant problem on [0, 1 ] 
CM61 Min I d (t + 1)2 i2 dt s.t. (i) x(0) = c (>O) 
(ii) x( 1) = 0, 
I 
(I,) Max iJ --y dt t+l s.t. (i) y(0) = c (>O) 0 
(ii) y(T) = 0. 
The optimal solutions are 
F(t, x) = 
X2 1 
l/Q + 1) - l/2 ’ u*(c2 x) = - (t + 1)2 l/(t + ;; - l/2 ’ 
x,*(t)=2 (-&+?, U(c)=P(O,c)=2c~, 
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W> y> = dm 3 qt, y) = - v5 
(t+1)2~l/(t+1)-l/2’ 
y”,(t) = 4 (& - + j c*, V(c) = G(0: c) = 
The optimal path of (I,) is 
Here is also a miracle 
?A’) = XX’>. 
Recall the first coincidence stated at the end of Section 2 (see (1)). It holds 
that 
m &O,c)(o) = GYo 
or 
n 
YF-wl,C)(f) = XX) 
for both the first pair (M,), (I,) and the last (M6), (I,). However, in general, 
this does not hold. 
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