Some exact distributions of the number of one-sided deviations and the time of the last such deviation in the simple random walk  by Chao, Chern-Ching & Slivka, John
Stochastic Processes and their Applications 24 (1987) 279-286 
North-Holland 
279 
SOME EXACT DISTRIBUTIONS OF THE NUMBER OF 
ONE-SIDED DEVIATIONS AND THE TIME OF THE LAST 
SUCH DEVIATION IN THE SIMPLE RANDOM WALK 
Chern-Ching CHAO* 
Department of StaGstics, University of Kentucky, Lexington KY 40506, USA 
John SLIVKA 
Department of Mathematics, State University College, Buffalo NY 14222, USA 
Received 2 June 1986 
Revised 11 November 1986 
For every positive integer n, let S,, be the n-th partial sum of a sequence of independent and 
identically distributed random variables, each assuming the values +l and -1 with respective 
probabilities p (O<p < 1) and q (= 1 -p) and having mean CL = p - q. For a fixed positive real 
number A, let N+ [N*] be the total number of values of n for which S, > (y + A )n [S, z (CL + A )n] 
and let L+ [L*] be the supremum of the values of n for which S.>(p +A)n [S,,z(~+A)n], 
where sup 0 = 0. Explicit expressions for the exact distributions of N+, N*, L+ and L* are given 
when p + A = *k/( k + 2) for any nonnegative integer k 
strong law of large numbers * sums of i.i.d. Bernoulli variables * linear boundary crossings * 
number of exits * last exit time 
1. Introduction and results 
Let (Xi) be a sequence of independent and identically distributed random variables 
having finite mean CL, and let (S,, = Cy Xi) be the corresponding sequence of partial 
sums. The Strong Law of Large Numbers asserts that n-IS, converges to p with 
probability one, and hence lim sup,,_,( n-IS, - p) = 0 with probability one. Con- 
sequently, knowledge about the sequence (n -IS, - p) illuminates the fluctuations 
in (S,) associated with this basic stochastic law. 
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For a fixed positive real number A and for every positive integer M, let 
Nt,=$({nPS,,-@A}), 
N; =g I({n_‘s, -/.ls A}), 
L+, = max,,,,, {n: n-‘&-p>>}, 
and 
L*, = max ,snsm{n: K’S, -/.L 2 A}, 
where I(A) is the indicator function of the set A and sup 0= 0, where 0 is the empty 
set. Since these variables are nondecreasing functions of m, their limits as m + cc 
either exist or are +oo. These limits, denoted by N+, N*, L+ and L*, respectively, 
elucidate interesting aspects of stochastic fluctuations. From lim sup,,_,( n-‘S, - 
CL) = 0 with probability one, it follows that these limiting variables assume finite 
values with probability one. 
The Strong Law of Large Numbers yields merely the fact that the distributions 
of N+, N*, L’ and L* are proper. The moment behavior of these and related 
variables dealing with boundaries other than A, such as power (AnP, 0 < (Y <$), 
single logarithm (An-“‘fi), and iterated logarithm (( 1 + A)n-I”-), has 
been extensively studied (see, for example, [13, 10, 12, 14, 6, 7, 81). On the other 
hand, very little indeed is known about the exact distributions of these variables, 
which is our present goal. With respect to exact distributions we are aware only of 
[ill, [31, and [91. 
Our work here is confined to Xi assuming the values +l and -1 with respective 
probabilities p (0 <p < 1) and q (= 1 -p), for which /L = p - q. In this case, P( N+ = 
O)=P(L+=O)=l when ASl-p, P(N*=O)=P(L*=O)=l when A>l-CL, and 
P(N*=j)=P(L*=j)=qp’,j=O, 1,2 ,..., when A = 1 -I_L. Hence, we may assume 
that A < 1 --CL = 2q. In what follows we present explicit expressions for the exact 
distributions of these variables for selected values of p and A, namely those for 
whichp+A/2=(k+l)/(k+2)orl/(k+2),or,equivalently,~+A=*k/(k+2),for 
any nonnegative integer k. 
For the case that p + A = k/( k+ 2) for any nonnegative integer k, Theorem 1 
below summarizes previously known exact distributions of N+ and L+, while 
Theorem 2 sets forth the corresponding distributions of N* and L*. Theorem 3 
presents the exact distributions of Nf and L+, and Theorem 4 gives those of N* 
and L*, for the case that p + A = -k/( k + 2) for any nonnegative integer k. Together, 
these four theorems completely cover the 8 families of distributions arising from 
the three choices of (A) variable N or L, (B) superscript + or *, and (C) p+ A = 
k/(k+2) or -k/(k+2) for any nonnegative integer k. 
Theorem 1. If p + A = k/( k+2) for any nonnegative integer k, then P( N+ = 0) = 
P(L+=O)=l-y, andforj=l, 2 ,..., 
P(N+=j)=(l-y)j-’ f: [j-(k+2)i] : pimiqi 
i=O 0 
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and 
0 lyj = 0 mod (k+2), 
P( L+ =j) = 
[l-y ifj # 0 mod (k+2). 
Here, y is the unique root of f(x) = qxk+2- x+p such that O< y<l, and s is the 
greatest integer not exceeding j/( k + 2). 
Theorem 1 is not new; see [ 111 and [3]. The following three theorems are new 
and are extensions of Theorem 1. 
Theorem 2. If t_~ + A = k/(k+2) for any nonnegative integer k, then P( N* = 0) = 
P(L*=O)=p(y-‘-1) and, forj=l, 2 ,..., 
P(N*=j)=p(y-‘-1) ~~~‘frl”_:2)i)(:)~~-iq’ 
and 
$j= k+l mod (k+2), 
ifj# k-t1 mod (k+2). 
Here, y and s are defined as in Theorem 1. 
Theorem 3. Zf t-c + A = -k/( k + 2) for any nonnegative integer k, then P( N+ = 0) = 
P(L+=O)=l-(k+l)p/q, andforj=1,2,..., 
and 
0 zfj# k+l mod (k+2), 
P(L+ = j) = 
[I-(k+l)p/q] ifj= k+l mod (k+2). 
Here, s is defined as in Theorem 1, t is the greatest integer less than (k + 1 )j/( k + 2), 
C,=l, andC,,,forh=1,2 ,..., is determined recurrently from 
h-1 
c,=-c 
[h/(k+l)J/+h-1-r c 
h-r > 
r, 
r=O 
where [h/(k+ l)D is the greatest integer not exceeding h/(k+ 1). 
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Theorem 4. If p+h =-k/(k+2) f or any nonnegative integer k, then P( N* = 0) = 
P(L*=O)=l-(k+2)p, andforj=l, 2,..., 
P(N*=j)=(l--(k+2)p) t 
i=O 
-,~o(k+;jh+l 
X 
j- 1 -(k+2)h 
j-i-h )I d-nsi 
and 
ifj#Omod (k+2), 
Here, s is de$ned as in Theorem 1, u is the greatest integer not exceeding (k-+- I)j/ 
(k+2), and w is the greatest integer not exceeding (j- l)/(k+2). 
Remarks. Theorems 1 and 3 coincide when and only when k = 0, as do Theorems 
2 and 4. If B(x; n, p) is the binomial cumulative distribution function with parameters 
n and p, then in Theorem 1 we have for j = 1,2,. . . , 
P(N+=j)=(l-y)[B(s;j,q)-(k+2)qB(s-l;j-l,q)], 
and in theorem 2 we have for j = 0, 1, 2,. . . , 
f’(N*=j)=(y-‘- l)[p~(s;j,q)-(k+l)qB(s-l;j, s)l. 
2. Proof of the results concerning N+ and N* 
Since n-‘S,, - p > A if and only if cf Zi > 0, where Zi = Xi - (p + A), we can apply 
a result of Andersen announced in [l] and proved in [2] to obtain the first equation 
in the following lemma. Since it can be verified that Andersen’s result holds for the 
number of nonnegative, as well as positive, partial sums of (Z,)zr, we get the second 
equation. 
Lemma 1. With Nz=O= N$, we haveforj=O, l,..., m, 
P(Nz=j)=P(NJ=j). P(Nz-,=O) 
and 
P(Nz=j)=P(Nj*=j). P(Nz_,=O). 
Since, for fixed j, ({ Nz <j}> and ({Iv*, C j}) are nonincreasing sequences of sets 
whose limits are {N+c j} and {N * s j}, respectively, the distribution, and hence 
probability, functions of Nz and N$ tend to those of N+ and N*, respectively, 
as m + co. Therefore, letting m + ~3 in Lemma 1, we obtain the following important 
result, part of which was used in [ll] and [9]. 
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Lemma2. WithNl=O=Nt,wehaveforj=O,l,2,..., 
P(N+=j)=P(N+=O).p(Ni+=j) 
and 
P(N*=j)=P(N*=O). P(NT=j). 
Exact distributions of N+ and N* can therefore be found from Lemma 2 whenever 
the probabilities on the right sides of the equations in that lemma are known. Note 
that Lemmas 1 and 2 do not depend on the distribution of Xi. 
Our final lemma follows from Problems 3(d), 5 and 6 on page 426 of [5]. 
Lemma 3. Suppose ( Yi) is a sequence of independent and identically distributed random 
variables, each assuming the values K and -1 with respectiveprobabilitiesp* (0 <p* < 
1) and q* (=l -p*), where K is a positive integer. Let T, =I; Y for n = 1, 2,. . . . If 
E( yi)<O, then 
P(T,>Oforsomen>O)=Kp*/q* 
and 
P( T, 5 0 for some n > 0) = (K + l)p* 
(the latter by conditioning on Y,). If; however, E( Y) > 0, then 
P( T,, < 0 for some n > 0) = u 
and 
P(T,, GO jorsomen>O)= 1 -q*(u-I- I), 
where u is the unique root of p*xK+’ -x + q* such that 0 < u < 1. 
This lemma readily supplies the factors P( N+ = 0) and P( N* = 0) in Lemma 2. 
For, if I_L + A = k/( k + 2) for a nonnegative integer k, then let Xl = [k - (k + 2)X:1/2 
for i = 1,2,. . . so that Xi assumes the values k+ 1 and -1 with respective prob- 
abilities q and p and E(X:) > 0. Letting SL =cy Xi for n = 1, 2,. . . , we have by 
Lemma 3 
P(N+=O)=P(S~z=Oforalln>O)=l-y (2.1) 
and 
P( N* = 0) = P(SL > 0 for all n > 0) = p( y-i - l), (2.2) 
where y is as defined in Theorem 1. On the other hand, if p + A = -k/( k + 2) for a 
nonnegative integer k, then let X:’ = [k+ (k+2)X,]/2 for i = 1, 2,. . . SO that X; 
assumes the values k + 1 and -1 with respective probabilities p and q and E(X:‘) < 0. 
Letting Si = 1: X:’ for n = 1, 2,. . . , we have by Lemma 3 
P(N+=O)=P(S~~Oforalln>O)=l-(k+l)p/q (2.3) 
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and 
P(N*=O)=P(S~<Oforalln>O)=l-(k+2)p. (2.4) 
By Lemma 2 it only remains to find P(NT = j) and P(Nf = j) for j = 1, 2,. . . 
Consider first the case in which Jo + A = k/(k+2) for a nonnegative integer k. In 
[ 111, P( N,’ = j) was found by conditioning on the value of S, and then applying 
the first result of Theorem 2 in [4]. Similarly, P(Nr = j) can be found by again 
conditioning on the value of Sj but then applying the second result of Theorem 2 
in [4]. This, together with (2.2) and Lemma 2, yields the distribution of N* in 
Theorem 2. 
Now consider the case in which p + A = -k/(k+2) for a nonnegative integer k. 
Conditioning on the value of S, we get 
P(NT=j)= i P(NT=jlSj=j-2i) 
i=o 0 
: fiqi, 
(2.5) 
wherej-2t>-kj/(k+2)butj_2(t+l) s-kj/(k+2),thatis,(k+l)j/(k+2)-1s 
t < (k + l)j/(k+2). Given that S, = j -2i, the probability that N,’ equals j can be 
found by considering a ballot in which candidate P scores j - i votes and candidate 
Q scores i votes with all the possible voting records being equally probable. For 
r=l, 2,... , j, let P, and Qr be the numbers of votes for P and Q, respectively, 
among the first r votes. Then P, + Qr = r and S, = P, - Qr, provided Xi = +l if the 
ith vote is cast for P and Xi = -1 if the ith vote is cast for Q. Since N,’ = j if and 
only if for every value of r we have S, > - kr/( k + 2), or P, > (k + 1)-r@, we have 
from [15, p. 3311 that 
P(Nj+=jl%=j-2i)= i C 
h=O 
h(?; “)(I>-‘, (2.6) 
where the ch, h = 0, 1,. . . , are as given in Theorem 3. The use of (2.5) and (2.6), 
together with (2.3) and Lemma 2, yields the distribution of N+ given in Theorem 
3. Similarly, P( NT =j) in this case can be found by again conditioning on the value 
of S,, considering a ballot as above, and using a result in [16]. 
3. Proof of the results concerning L’ and L* 
Since Lf = 0 if and only if N+ = 0, P( L+ = 0) = P( N+ = 0), and since L* = 0 if 
and only if N* = 0, P( L* = 0) = P( N* = 0). Hence, in what follows we take j to be 
a positive integer. 
When p + A = k/( k + 2) for a nonnegative integer k, the distribution of L+ as 
given in Theorem 1 was found in [3]. Now let p + A = -k/(k+2) for a nonnegative 
integer k. With X: (i = 1,2,. . .) and Si (n = 1,2,. . .) as in Section 2, we have 
L+ = sup{n: SE > 0). Hence, L+ = j if and only if Sy > 0 and SE < 0 for all n >j. If 
s is the greatest integer not exceeding j/ (k + 2), then j = s( k + 2) + r, where r is some 
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integer between 0 and k + 1 inclusive. Note that Sj’ assumes the values (k + 2)i -j = 
(i-s)(k+2)-r, i=O, l,..., s(k+2)+ r, where i signifies the number of values of 
x:, . . . , X! which are equal to k+ 1. 
Now ifj # k + 1 mod (k + 2), then r is a nonnegative integer less than k + 1. Since 
S:lE S&+zj+, >O implies i>s+r/(k+2), that is, iss+l, we have 
SZ(k+Zj+r+l = S~(k+Z)+r+X~(k+Z)+,+l 2 (k+2) - r+ (-1) > 0 
and hence it is impossible for L+ to assume a value unequal to k + 1 mod (k+2). 
On the other hand, if j = k + 1 mod (k + 2), then r = k + 1. Now Sj’ > 0 and Sy+l = 
sy+x;+, ~0 imply that Xy+, must assume the value -1, so that 0 < SJ s 1, that is, 
Sj’ must assume the value 1 for which i = s + 1. Therefore, 
P(L+=j)=P(SJ=l,XT+‘,,=-l,S~~Oforalln>j+l) 
=P(SJ=l,Xy+,=-1). P(Si<Oforall n>j+lISJ+,=O). 
(3.1) 
Here. 
p(s; = 1, y+, = -1) = ( > ,i 1 p~+~qi-s-~ . q = ,: 1 ( > ps+lq(k+l)(s+l), 
(3.2) 
Furthermore, by (2.3), 
~(S~~Ofora~ln>j+l~S~+,=O)=P(S~~Oforallm>O)=~-(k+l)~lq. (3.3) 
The distribution of 
into (3.1). 
The distributions 
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