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1. Introduction
In the past years, many authors have studied the three critical points theorem. We refer to [8] for C2 functionals, to [25]
for application in quasilinear elliptic systems, and to [22,23] for C1 functionals. In [23] Pucci and Serrin proved that there
exists a third critical point for a C1 functional J provided that it has two local minima.
Recently, many authors have extended the three critical points theorem to various nonsmooth settings, see for example
[2,3,19] and references therein. In [2], Arcoya and Carmona extended the Pucci–Serrin type critical point theorem in [23]
to the nondifferentiable type, that is, the functionals are only differentiable along directions in a subspace. Let (X,‖ · ‖X )
be a reﬂexive real Banach space, Y ⊂ X a subspace, which is itself a normed space endowed with a norm ‖ · ‖Y such that
(Y ,‖ · ‖X +‖ · ‖Y ) is a Banach space. They studied the functional J : X → R such that the restriction of J to Y is continuous
with respect to the norm ‖ · ‖X + ‖ · ‖Y and satisﬁes:
(a) J has a directional derivative 〈 J ′(u), v〉 at each u ∈ X through any direction v ∈ Y .
(b) For ﬁxed u ∈ X , the function 〈 J ′(u), v〉 is linear in v ∈ Y , and for ﬁxed v ∈ Y , the function 〈 J ′(u), v〉 is continuous in
u ∈ X .
They proved that if J has two local minima in Y with respect to the norm ‖ · ‖X , then it has at least one more critical point
in X .
In this paper, we extend the Pucci–Serrin type theorem to nonsmooth version, that is, to the type that the functionals
are only continuous. In Section 2, based on the properties of deformation and (nonsmooth) Palais–Smale condition for
continuous functionals proposed by Corvellec, Degiovanni and Marzocchi [12,13], we prove that (Theorem 2.6 in Section 2):
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critical point provided that it has two local minima.
In Section 3 we are devoted to studying the existence of nontrivial weak solutions for the following equation:⎧⎨
⎩−D j
(
aij(x,u)Diu
)+ 1
2
∂sai j(x,u)DiuD ju = g(x,u), x ∈ Ω;
u = 0, x ∈ ∂Ω ,
(1.1)
where Ω is a bounded open subset of RN , ∂sai j(x, s) denote the derivatives of aij(x, s) with respect to s. The repeated
indices indicate the summation from 1 to N .
We make the following hypotheses on the functions aij and g:
The functions aij(x, s) : Ω × R → R are measurable with respect to x for all s ∈ R and of class C2 with respect to s for
almost every x ∈ Ω , aij ≡ a ji for every i, j = 1, . . . ,N . Moreover,
aij(x, s), ∂sai j(x, s) ∈ L∞(Ω × R,R). (a1)
We assume the ellipticity and semipositivity conditions: there exist β  α > 0 such that for almost every x ∈ Ω , all s ∈ R
and all ξ = (ξ1, . . . , ξN ) ∈ RN
α|ξ |2  aij(x, s)ξiξ j  β|ξ |2, (a2)
s∂sai j(x, s)ξiξ j  0. (a3)
We assume that the function g : Ω ×R → R is measurable with respect to x for all s ∈ R and is continuous with respect
to s for almost every x ∈ Ω . Moreover, g(x,0) = 0 and there exist q ∈ [2, 2NN−2 ), c > 0 such that for almost every x ∈ Ω and
all s ∈ R∣∣g(x, s)∣∣ c(1+ |s|q−1). (g1)
Setting G(x, s) = ∫ s0 g(x, t)dt , we also assume that: there exist r ∈ (1,2), d > 0 and s0 > 0 such that for almost every x ∈ Ω
and |s| s0
G(x, s) d|s|r . (g2)
For almost every x ∈ Ω and all s = 0
2G(x, s) − sg(x, s) > 0, (g3)
lim|s|→+∞
2G(x, s)
|s|2 < αλ1, (g4)
where λ1 is the ﬁrst eigenvalue of the Laplacian operator −.
For example, let G(x, s) = d|s|r + αλ14 s2, then G satisﬁes conditions (g1)–(g4).
We know that the corresponding functional of problem (1.1) is
I(u) = 1
2
∫
Ω
aij(x,u)DiuD ju −
∫
Ω
G(x,u). (1.2)
We say that u ∈ H10(Ω) is a weak solution of problem (1.1) if for all ϕ ∈ C∞0 (Ω),〈
I ′(u),ϕ
〉= ∫
Ω
aij(x,u)DiuD jϕ +
∫
Ω
1
2
ϕ∂sai j(x,u)DiuD ju −
∫
Ω
g(x,u)ϕ = 0.
In this paper, we adapt the method in [27] (see also [1]) to prove the existence of positive and negative local minima
in the positive and negative cones of H10(Ω). For another method to prove the existence of local minima is via sub- and
super-solution, one can refer to [4,7,15,16,20]. Then we use the three critical point theorem to prove our main result:
Theorem 1.1. Assume conditions (a1)–(a3) and (g1)–(g4). Then problem (1.1) has two weak solutions u1,u2 ∈ H10(Ω) with u1  0,
u2  0 and I(u1) < 0, I(u2) < 0. Furthermore, if we assume instead of (a1) that ai j(x, s) is of class C1 with respect to x and of class
C2 with respect to s and
aij(x, s), ∂sai j(x, s), ∂xkai j(x, s), ∂
2
ssai j(x, s) ∈ L∞(Ω × R,R) (a1)′
and that g(x, s) is of class C0,γ , 0< γ < 1with respect to s for almost every x ∈ Ω , then u1 > 0, u2 < 0 and problem (1.1) has at least
one more nontrivial solution u3 ∈ H10(Ω).
Throughout this paper we denote by ‖·‖, ‖·‖q and ‖·‖−1 the standard norms of H1(Ω), Lq(Ω) and H−1(Ω) respectively.0
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In this section we recall from [12,13] some deﬁnitions and prove the three critical points theorem for continuous func-
tions.
Deﬁnition 2.1. (See [12].) Let X be a complete metric space endowed with the metric d, f : X → R be a continuous
function, and u ∈ X . We denote by |df |(u) the supremum of the real numbers σ in [0,+∞) such that there exist δ > 0 and
a continuous map
H : B(u; δ) × [0, δ] → X,
such that for every v in B(u; δ) and for every t in [0, δ] it results
d
(
H(v, t), v
)
 t, (2.1)
f
(
H(v, t)
)
 f (v) − σ t, (2.2)
where B(u; δ) is the open ball of center u ∈ X and of radius δ. The extended real number |df |(u) is called the weak slope
of f at u.
If X is a Finsler manifold of class C1 and f ∈ C1, it turns out that |df |(u) = ‖ f ′(u)‖−1.
Deﬁnition 2.2. (See [12].) Let X be a complete metric space, f : X → R be a continuous function. A point u ∈ X is a critical
point of f if |df |(u) = 0. We say that c ∈ R is a critical value of f if there exists a critical point u ∈ X of f with f (u) = c.
Deﬁnition 2.3. (See [12].) Let X be a complete metric space, f : X → R be a continuous function and c ∈ R. We say that
f satisﬁes the Palais–Smale condition at level c ((PS)c in short), if every sequence {un} in X such that |df |(un) → 0 and
f (un) → c admits a subsequence {unk } converging in X .
Lemma 2.4. Let X be a complete metric space endowed with the metric d, f : X → R be a continuous function and c ∈ R. Then there
exist two continuous maps τ : X → [0,+∞) and φ : X × [0,+∞) → X such that for every (v, t) ∈ X × [0, τ (v)],
d
(
φ(v, t), v
)
 t,
f
(
φ(v, t)
)
 f (v) − σ(v)t.
Proof. This lemma is a direct result of [12, Theorem 2.8]. For the sake of completeness, we give the proof here. By
[13, Proposition 2.6], |df | is lower semicontinuous. Let K = {u ∈ X | |df |(u) = 0} and denote Y = X \ K . Then for every
u ∈ Y , we have σ(u) = |df |(u) = 0. Moreover, there exist δu > 0 and Hu : B(u; δu) × [0, δu] → X satisfying (2.1) and (2.2),
with σ substituted by sup{σ(v) | v ∈ B(u; δu)}. Since {B(u; δu/2) | u ∈ Y } is an open cover of Y and Y is paracompact,
by Milnor’s lemma, it admits a locally ﬁnite reﬁnement {V i, j | i ∈ N, j ∈ Λi} such that Vi, j ∩ Vi,k = ∅ when j = k. Let
θi, j : X → [0,1] be a family of continuous functions with
suppϑi, j ⊆ Vi, j,∑
i∈N
∑
j∈Λi
ϑi, j(u) = 1, for v ∈ Y .
For every (i, j), let Vi, j ⊆ B(ui, j; δi, j/2). Set δi, j = δui, j and Hi, j = Hui, j . Let τ : X → [0,+∞) be a continuous function such
that ⎧⎨
⎩
τ (v) = 0, for v ∈ K ;
0< τ(v) <
1
2
min
{
δi, j
∣∣ v ∈ V¯ i, j, i ∈ N, j ∈ Λi}, for v ∈ Y .
For every (v, t) ∈ X × [0, τ (v)], we deﬁne φ1 by
φ1(v, t) =
{
H1, j
(
v,ϑ1, j(v)t
)
, v ∈ V¯1, j;
v, v ∈¯⋃ j∈Λ1 V1, j .
Then we have
d
(
φ1(v, t), v
)

(
1∑
i=1
∑
j∈Λ1
ϑ1, j(v)
)
t,
f
(
φ1(v, t)
)
 f (v) − σ(v)
(
1∑ ∑
ϑ1, j(v)
)
t.i=1 j∈Λ1
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φn(v, t) =
{
Hn, j
(
φn−1(v, t),ϑn, j(v)t
)
, v ∈ V¯n, j;
v, v ∈¯⋃ j∈Λn Vn, j .
Then we have
d
(
φn(v, t), v
)

(
n∑
i=1
∑
j∈Λi
ϑi, j(v)
)
t,
f
(
φn(v, t)
)
 f (v) − σ(v)
(
n∑
i=1
∑
j∈Λi
ϑi, j(v)
)
t.
Since {Vi, j} is local ﬁnite, therefore, for every u ∈ Y , there exist a neighborhood U of u and n0 ∈ N such that φn(v, t) =
φn0(v, t) for every v ∈ U , t ∈ [0, τ (v)] and n n0. We deﬁne the map φ : X × [0, τ (v)] → X by
φ(v, t) = lim
n→∞φn(v, t). (2.3)
Then φ veriﬁes the lemma. 
In order to prove the three critical points theorem for continuous functions, we need the following critical point theorem.
One can refer to [12] for the proof and refer to [5,21] for application. Here, we give this theorem with a little modiﬁcation.
We restrict this theorem to continuous functions rather than lower semicontinuous functions.
Theorem 2.5. Let X be a Banach space endowed with the norm ‖ · ‖, f : X → R a continuous function. Assume that there exist
v0, v1 ∈ X and r > 0 such that ‖v1 − v0‖ > r and
inf
{
f (u)
∣∣ u ∈ X, ‖u − v0‖ = r}>max{ f (v0), f (v1)}.
Let us set
Γ = {γ ∣∣ γ : [0,1] → X is continuous and γ (0) = v0, γ (1) = v1}
and assume that
c = inf
γ∈Γ supt∈[0,1]
f ◦ γ < +∞
and that f satisﬁes the Palais–Smale condition at the level c. Then there exists a critical point e of f such that f (e) = c.
We have the following nonsmooth version of Pucci–Serrin theorem [23].
Theorem 2.6. Let X be a Banach space endowed with the norm ‖ · ‖, f : X → R a continuous function. Assume that f satisﬁes the
Palais–Smale condition. Then if f has two local minima in X, it has at least one more critical point in X.
Proof. Assume that e1, e2 ∈ X are local minima of f , that is, there exists an r0 > 0 such that for any u ∈ X , we have
f (ei) f (u), ‖u − ei‖ r0, i = 1,2.
Let c1 = f (e1) and c2 = f (e2). Without loss of generality, we assume that c1  c2.
Firstly, if there exists an r ∈ (0, r0) such that
inf
{
f (u)
∣∣ u ∈ X, ‖u − e1‖ = r}> c1, (2.4)
then Theorem 2.5 implies that f has another critical point.
Next, if (2.4) fails, that is, for every r ∈ (0, r0), we have
inf
{
f (u)
∣∣ u ∈ X, ‖u − e1‖ = r}= c1,
then we can ﬁx r ∈ (0, r0) and choose a sequence {un} ⊂ X such that for every n ∈ N, we have
‖un − e1‖ = r and f (un) f (e1) + 1 .
n
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V = {u ∣∣ u ∈ X, r − ε  ‖u − e1‖ r + ε}.
Then we have
inf
u∈V f (u) = c1.
By the continuity of f , we can apply the Ekeland variational principle [14] and obtain a new sequence {vn} ⊂ V such that
for every n ∈ N,
‖vn − un‖ 1√
n
and f (vn) f (un),
and for every v ∈ V , v = vn ,
f (vn) f (v) + 1√
n
‖v − vn‖. (2.5)
We claim that, up to a subsequence, |df |(vn) → 0. We argue by contradiction. Assume that there exists a b > 0 such that
for all vn with n large enough,
σn := |df |(vn) b. (2.6)
Then by Lemma 2.4, for t = 0 small and n large with t + 1√
n
< ε, we have
f
(
φ(vn, t)
)
 f (vn) − σnt, (2.7)
where φ is deﬁned in (2.3). Then combine (2.5) and (2.7), according to (2.6) and Lemma 2.4, we get
t√
n
− bt  0.
Thus we get a contradiction when n is large enough.
Since we have proved that f (vn) → c1 and |df |(vn) → 0, the (PS)c condition gives that there exists a subsequence, still
denoted by {vn}, converging to some v , which is necessarily a critical point of f with ‖v − e1‖ = r and hence is different
from e1 and e2. 
In the following, we set
f c = {u ∈ X ∣∣ c ∈ R, f (u) c},
Kba =
{
u ∈ X ∣∣ a,b ∈ R, a < b, a f (u) b, |df |(u) = 0}.
Recall that the critical groups of f at its isolated critical point u with critical value c = f (u) are deﬁned by (cf. [10,
Deﬁnition 3.1])
Cq( f ;u) = Hq
(
f c ∩ U , ( f c ∩ U) \ {u}), ∀q ∈ Z,
where U is a neighborhood of u and Hq(·,·) is the q-th (singular) homology group with integer coeﬃcient. It is known that
the deﬁnition of the critical groups does not depend on the particular choice of the neighborhood U due to the excision
property of homology.
Let a ∈ R, b ∈ R ∪ {+∞} with a < b, and q a nonnegative integer. Deﬁne
P
(
t; f b, f a)= ∞∑
q=0
dim Hq
(
f b, f a
)
tq,
Mq
(
f b, f a
)= ∑
u∈Kba
dimCq( f ,u),
and
M
(
t; f b, f a)= ∞∑
q=0
Mq
(
f b, f a
)
tq.
If f satisﬁes the Palais–Smale condition and the critical set Kba is ﬁnite for [a,b] ⊂ R ∪ {+∞}, then according to
[10, Theorem 4.4] there exists a formal polynomial Q (t) with nonnegative integral coeﬃcients such that the following
Morse relations hold
M
(
t; f b, f a)= P(t; f b, f a)+ (1+ t)Q (t). (2.8)
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condition. Moreover, assume that zero is an isolated critical point of f and the critical groups Cq( f ;0) = 0 for all q ∈ Z. Then if f has
two local minima in X, it has at least one more nontrivial critical point in X.
Proof. Assume that e1, e2 ∈ X are local minima of f , then by Theorem 2.6, f has at least one more critical point in X .
Moreover, we can compute that
Cq( f ; e1) = Cq( f ; e2) = Zδq0, ∀q. (2.9)
Since a coercive function is bounded below, we can choose a,b satisfying
a < inf
u∈H10(Ω)
f (u)min
{
f (e1), f (e2)
}
max
{
f (e1), f (e2)
}
 b.
Suppose that Kba = {e1, e2}, then the numbers Mq over the pair ( f b, f a) would be M0 = 2, Mq = 0, q  1. Setting t = −1
in (2.8), we get dim H0( f b, f a) = 2, dim Hq( f b, f a) = 0, q 1. On the other hand, we have
Hq
(
f b, f a
)= Hq( f b,∅)= Hq( f b), ∀q.
Hence dim H0( f b) = 2. Taking the pair (H10(Ω), f b) and considering the exact sequence with the end of the form
· · · → H1
(
H10
)→ H1(H10, f b)→ H0( f b)→ H0(H10)→ H0(H10, f b)→ 0,
from the fact that dim H0( f b) = 2, dim H0(H10) = 1, we get H1(H10, f b) = 0. Then again from the Morse relations (2.8), we
obtain that M1 = 0. Thus there exists at least a critical point e3 of f such that f (e3) b and C1( f ; e3) = 0. By assumption,
Cq( f ;0) = 0 for all q ∈ Z, it follows that e3 = 0. 
Now let us come back to problem (1.1). In order to use the nonsmooth critical point theorem, one of the important
things is to verify the Palais–Smale condition. For quasilinear elliptic equation with natural growth, one crucial step is to
show that the term u∂sai j(x,u)DiuD ju ∈ L1(Ω).
Let Ψ : H10(Ω) → R be a functional that is weakly lower semicontinuous and continuously Gateaux differentiable. Let
f (u) = 1
2
∫
Ω
aij(x,u)DiuD ju + Ψ (u).
Deﬁne Tk,Gk : R → R by
Tk(u) =
{
u, |u| k;
sgnu · k, |u| > k, Gk(u) = u − Tk(u),
respectively. We have the following lemma.
Lemma 2.8. Assume conditions (a1)–(a3). Let u ∈ H10(Ω) be such that f (u) < +∞ and there exists an R > 0 such that 〈Ψ ′(u),u〉 0
(or 〈Ψ ′(u),u〉−α‖u‖2 − C, C > 0 is a constant) for all |u| > R. Then∫
Ω
aij(x,u)DiuD ju + 12
∫
Ω
u∂sai j(x,u)DiuD ju +
〈
Ψ ′(u),u
〉
 |df |(u)‖u‖.
In particular, if |df |(u) < +∞, then we have
u∂sai j(x,u)DiuD ju ∈ L1(Ω).
Proof. First, notice that if u is such that |df |(u) = +∞ or∫
Ω
aij(x,u)DiuD ju + 12
∫
Ω
u∂sai j(x,u)DiuD ju +
〈
Ψ ′(u),u
〉
 0,
then the conclusion holds. Otherwise, let k ∈ R, k 1, u ∈ H10(Ω) with f (u) < +∞, |df |(u) < +∞ and σ > 0 be such that∫
aij(x,u)DiuD jTk(u) + 12
∫
Tk(u)∂sai j(x,u)DiuD ju +
〈
Ψ ′(u), Tk(u)
〉
> σ
∥∥Tk(u)∥∥.
Ω Ω
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(v, t) ∈ B(u; δ) × [0,1], there exists
lim
t→0
1
t
[
f (v) − f (H(v, t))]= ∫
Ω
aij(x, v)Di vD jTk(v) + 12
∫
Ω
Tk(v)∂sai j(x, v)Di vD j v +
〈
Ψ ′(v), Tk(v)
〉
> σ
∥∥Tk(u)∥∥.
Then by Deﬁnition 2.1, we have |df |(u) σ .
Firstly, ﬁxed ε > 0, we prove that there exists a δ1 > 0 such that for every v ∈ H10(Ω) with ‖v − u‖ < δ1,∥∥Tk(v)∥∥ (1+ ε)∥∥Tk(u)∥∥, (2.10)∫
Ω
aij(x, v)Di vD jTk(v) + 12
∫
Ω
Tk(v)∂sai j(x, v)Di vD j v +
〈
Ψ ′(v), Tk(v)
〉
> σ
∥∥Tk(u)∥∥. (2.11)
Indeed, we take vn ∈ H10(Ω) such that vn → u in H10(Ω). Then (2.10) follows directly. Moreover, by (a2) and (a3), we can
use Fatou lemma to get
lim inf
n→∞
[∫
Ω
aij(x, vn)Di vnD jTk(vn) + 12
∫
Ω
Tk(vn)∂sai j(x, vn)Di vnD j vn +
〈
Ψ ′(vn), Tk(vn)
〉]

∫
Ω
aij(x,u)DiuD jTk(u) + 12
∫
Ω
Tk(u)∂sai j(x,u)DiuD ju +
〈
Ψ ′(u), Tk(u)
〉
> σ
∥∥Tk(u)∥∥.
This implies that (2.11) holds.
Secondly, consider the continuous map H : B(u; δ1) × [0,1] → H10(Ω) deﬁned as
H(v, t) = v − t
(1+ ε)‖Tk(u)‖ Tk(v).
From (2.10) and (2.11) we deduce that there exists a δ < δ1 such that∥∥H(v, t) − v∥∥< t,
f
(
H(v, t)
)
 f (v) − σ
1+ ε t
for every t ∈ [0, δ] and v ∈ H10(Ω) with ‖v−u‖ < δ and f (v) < f (u)+δ. Then by the arbitrariness of ε, we have |df |(u) σ .
Therefore, we get∫
Ω
aij(x,u)DiuD jTk(u) + 12
∫
Ω
Tk(u)∂sai j(x,u)DiuD ju +
〈
Ψ ′(u), Tk(u)
〉
 |df |(u)∥∥Tk(u)∥∥. (2.12)
Since |df |(u) < +∞ and 〈Ψ ′(u), Tk(u)〉 0 when |u| R and k R , then according to the Monotone Convergence Theorem,
we can take the limit k → +∞ and get the ﬁrst conclusion of the lemma.
Finally, if |df |(u) < +∞, then for k R , we can replace Tk(u) by Gk(u) in (2.12) to obtain∫
Ω
Gk(u)∂sai j DiuD ju < +∞,
this means that the second conclusion of the lemma holds. 
Lemma 2.9. A critical point of the functional I is a weak solution of problem (1.1).
Proof. For every u ∈ H10(Ω), according to [6, Theorem 2.1.3], we have
|df |(u) sup{∣∣〈I ′(u),ϕ〉∣∣: ∀ϕ ∈ C∞0 (Ω), ‖ϕ‖ 1}.
Thus if u ∈ H10(Ω) is a critical point of the functional I , it follows that 〈I ′(u),ϕ〉 = 0, that is, u is a weak solution of
problem (1.1). 
In the end of this section, we give the deﬁnition of concrete-Palais–Smale condition for functional I .
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yn ∈ H−1(Ω), yn → 0 such that
I(un) → c, (2.13)〈
I ′(un), v
〉= ∫
Ω
aij(x,un)DiunD j v +
∫
Ω
1
2
v∂sai j(x,un)DiunD jun −
∫
Ω
g(x,un)v = 〈yn, v〉, ∀v ∈ C∞0 (Ω). (2.14)
Here 〈·,·〉 denotes the duality product between H−1(Ω)+ L1(Ω) and H1(Ω)∩ L∞(Ω). Moreover, we say that I satisﬁes the
(CPS)c condition if every (CPS)c sequence is compact in H10(Ω).
3. Application to elliptic equations
In this section, we study the application of the three critical points theorem proved in Section 2 to problem (1.1). We will
show that the functional I deﬁned in (1.2) has two nontrivial local minima, then we prove that I satisﬁes the Palais–Smale
condition and has at least one more nontrivial critical point. In the following, we denote by s+, s−
s+ =max{0, s}, and s− =min{0, s}.
To begin with, we study the following equation
−D j
(
aij(x,u)Diu
)+ 1
2
∂sai j(x,u)DiuD ju = g
(
x,u+
)
, u ∈ H10(Ω). (3.1)
We know that the corresponding functional of (3.1) is
I+(u) = 1
2
∫
Ω
aij(x,u)DiuD ju −
∫
Ω
G
(
x,u+
)
. (3.2)
The directional derivative of I+ at each u ∈ H10(Ω) along any direction ϕ ∈ H10(Ω) ∩ L∞(Ω) is〈
I ′+(u),ϕ
〉= ∫
Ω
aij(x,u)DiuD jϕ + 12
∫
Ω
∂sai j(x,u)DiuD juϕ −
∫
Ω
g
(
x,u+
)
ϕ. (3.3)
The next four propositions give some properties of a weak solution of problem (3.1).
Proposition 3.1. Assume conditions (a1)–(a3). Let u ∈ H10(Ω) satisfy 〈I ′+(u),ϕ〉 = 0 for all ϕ ∈ H10(Ω)∩ L∞(Ω), then u is a positive
weak solution of problem (1.1).
Proof. Firstly, we prove that u  0. For a ﬁxed k ∈ R+ , like [9], we deﬁne the cut-off function Pk : R → [−k,0] by
Pku =
⎧⎨
⎩
0, u  0;
u, 0 u −k;
−k, u −k.
We have Pku ∈ H10(Ω) ∩ L∞(Ω). According to the assumption, we have
0= 〈I ′+(u), Pku〉=
∫
Ω
aij(x,u)DiuD j Pk(u) +
∫
Ω
1
2
∂sai j(x,u)DiuD ju · Pk(u) 0.
Here the last inequality holds by virtue of (a2) and (a3). This means that u− ≡ 0; thus u  0.
Next, we deﬁne the positive and negative cones H+, H− ⊂ H10 by
H+ = {u ∣∣ u ∈ H10, u  0}, and H− = {u ∣∣ u ∈ H10, u  0}. (3.4)
Since 〈I ′+(v),ϕ〉 = 〈I ′(v),ϕ〉 for all ϕ ∈ H10(Ω) ∩ L∞(Ω) and all v ∈ H+ , u solves (1.1). 
Proposition 3.2. Assume conditions (a1)–(a3) and (g1). Let u ∈ H10(Ω) be a weak solution of problem (3.1), then u ∈ L∞(Ω).
Proof. Since u is a weak solution of (3.1), then u ∈ H+ and satisﬁes 〈I ′+(u),ϕ〉 = 0 for any ϕ ∈ H10(Ω) ∩ L∞(Ω). For k  1,
denote Ak = {x | u(x) > k}. Let
Ψ (u) := −
∫
G(x,u).Ω
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G(x,u) α − ε0
2
λ1u
2 + C1. (3.5)
Then by (g3), we have
〈
Ψ ′(u),u
〉= −∫
Ω
g(x,u)u −
∫
Ω
2G(x,u) (ε0 − α)‖u‖2 − C .
Here and in the following, C denotes a positive constant. Since u ∈ H10(Ω), by the Sobolev embedding theorem, we have
‖u‖q  C for some positive constant C . By Lemma 2.8, u∂sai j(x,u)DiuD ju ∈ L1(Ω), then we can take ϕ = (u − k)+ as a test
function in (3.3) and get
α
∫
Ak
|Du|2 
∫
Ak
[
aij(x,u)DiuD ju + 12∂sai j(x,u)DiuD ju(u − k)
+
]
=
∫
Ak
g(x,u)(u − k)+  C
∫
Ak
|u|q  C
(∫
Ak
|u|q
) 2
q
 C
(∫
Ak
|u − k|q
) 2
q
+ Ck2|Ak|
2
q = C
(∫
Ak
|u − k|q
) 2
q
+ Ck2|Ak| 22∗ +ε,
where 2q = 22∗ + ε. By [17, Theorem 5.1 II], there exists a k0 > 1 such that ‖u‖∞  k0. 
Proposition 3.3. Assume conditions (a1)′ , (a2)–(a3) and (g1). Let u ∈ H10(Ω) ∩ L∞(Ω) be a weak solution of problem (3.1), then
u ∈ W 22 (Ω) ∩ C1,γ (Ω¯) for an appropriate γ . Furthermore, if g ∈ C0,γ (Ω¯ × R), then u ∈ C2,γ (Ω¯).
Proof. See [17, Theorem 6.5, IV]. 
Proposition 3.4. Assume conditions (a1)′ , (a2)–(a3), (g1) and g ∈ C0,γ (Ω¯ ×R). Let u ∈ H10(Ω) be a weak solution of problem (3.1),
then
u > 0 in Ω,
∂u
∂ν
< 0 on Ω,
where ν is the unit outward normal vector at x ∈ ∂Ω . In particular, u is a classical solution of problem (3.1).
Proof. It follows from Proposition 3.1 that u  0 on Ω and from Propositions 3.2–3.3 that u ∈ C2(Ω¯). Now let
Aij(x) := aij
(
x,u(x)
)
,
g(x) := g(x,u(x))− 1
2
∂sai j
(
x,u(x)
)
Diu(x)D ju(x).
Then u is a solution of
−D j
(
Aij(x)Diu
)= g(x), in Ω.
According to (a1)–(a3) and note that u ∈ C2(Ω¯), the functions Aij(x) belong to C1(Ω¯). Since g(x, s) is of class C1 with
respect to s, ∂sai j is bounded, we can use the Hopf Maximum Principle [24, Lemma 4.7] to obtain the conclusion. 
Now we show that I+ admits a local minimum point, which is also a minimum point of I .
Proposition 3.5. Assume conditions (a1)–(a3) and (g1)–(g4). Then I+ admits a local minimum point u1 in H+ , which is a weak
solution of (3.1). Moreover, if (a1)′ holds and g ∈ C0,γ (Ω¯ × R), then u > 0. Here H+ is deﬁned as in (3.4).
Proof. It is suﬃcient to verify that I+ is coercive on H+ and bounded below on H+ . In fact, by (3.5), (a2) and the deﬁnition
of λ1, we have
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2
∫
Ω
aij(x,u)DiuD ju −
∫
Ω
G(x,u)
 α
2
‖u‖2 − α − ε0
2
λ1‖u‖22 − C1|Ω|
 ε0
2
‖u‖2 − C1|Ω| → +∞, as ‖u‖ → ∞. (3.6)
On the other hand, by (g1) and (g2), there is a constant C2 > 0 such that |G(x,u)| C2|u|q for |u| r. Thus for any u ∈ H+
with u = 0 and t > 0, by (a2), (g1) and (g2), we have
I+(tu) = t
2
2
∫
Ω
aij(x, tu)DiuD ju −
∫
Ω
G(x, tu)
= t
2
2
∫
Ω
aij(x, tu)DiuD ju −
∫
{tus0}
G(x, tu) −
∫
{tu>s0}
G(x, tu)
 βt
2
2
‖u‖2 − dtr‖u‖rr + dtr
∫
{tu>s0}
|u|r + C2tq
∫
{tu>s0}
|u|q
= −dtr‖u‖rr + o
(
tr
)
< 0, for t small enough. (3.7)
By the weak semicontinuity of functional, we know that I+ admits a minimum point u1 in H+ with u1 = 0 and c1 =
I+(u1) < 0. Moreover, if (a1)′ holds and g ∈ C0,γ (Ω¯ × R), then by Proposition 3.4, we have u1 > 0 in Ω . 
Proposition 3.6. Assume conditions (a1)–(a3), (g1) hold. Assume that u1 ∈ H10(Ω)∩ C10(Ω¯) is a local C10 minimizer of I , that is, there
exists r > 0 such that
I(u1) I(u), ∀u ∈ C10(Ω¯), ‖u − u1‖C10  r,
then u1 is also a local minimizer of I in H10(Ω), that is, there exists h > 0 such that
I(u1) I(u), ∀u ∈ H10(Ω), ‖u − u1‖H10  h.
Proof. It follows from Propositions 3.2–3.3 (with a similar proof) that u1 ∈ C1,γ0 (Ω¯) for some 0< γ < 1. Now suppose that
the result of the proposition is not true. Given ε > 0, let
Bε =
{
u ∈ H10(Ω)
∣∣ K (u) = ‖u − u1‖2  ε},
then there exists uε ∈ Bε such that
I(uε) < I(u1).
Noting that Bε is convex and weakly closed in H10(Ω), I is lower semicontinuous on Bε , we can deduce that I is bounded
from below on Bε by the embedding theorem. This gives that there exists vε ∈ Bε such that
I(vε) = inf
u∈Bε
I(u) < I(u1).
We shall prove that vε ∈ C10(Ω) and vε → u1 in C10 . From the Lagrange multiplier rule, we can ﬁnd με  0 such that〈
I ′(vε),ϕ
〉= με 〈K ′(vε),ϕ〉, ∀ϕ ∈ H10(Ω) ∩ L∞(Ω).
Let us denote
Aij(x) = aij
(
x, vε(x)
)− μεδi j,
gε(x) = g
(
x, vε(x)
)− 1
2
∂sai j
(
x, vε(x)
)
Di vε(x)D j vε(x) + μεu1(x).
Then vε is a weak solution of the equation
−D j
(
Aij(x)Diu
)= gε(x),
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Aij(x)ξiξ j  (α − με)|ξ |2, ∀ξ ∈ RN .
From the regularity results in [17], we have vε ∈ C1,γ0 (Ω). Then from the assumption that u1 is a local minimizer of I in C10
and the fact that ‖vε − u1‖ ε, we get
I(vε) I(u1),
which is a contradiction. 
Proposition 3.7. Assume conditions (a1)′ , (a2)–(a3), (g1)–(g4) and g ∈ C0,γ (Ω¯ × R). Then a local minimum point of I+ is also a
local minimum point of I .
Proof. Argue by contradiction. Let u1 be a local minimum point of I+ . By Proposition 3.1, u1 is a solution of problem (1.1).
Moreover, by Propositions 3.2–3.3, u1 ∈ C1,γ0 (Ω¯) and u1 > 0 in Ω , ∂u1∂ν < 0 on ∂Ω . Then if ‖v − u1‖C10 < ε with ε small, we
have 0 < v < u1. Therefore u1 is a local minimum point of I in C10(Ω). Then by Proposition 3.6, it is also a local minimum
point of I in H10(Ω). 
The three following propositions show that the critical groups of I at zero are trivial.
Proposition 3.8. Assume conditions (a1)–(a3) and (g1), (g2). Then for any given u = 0, there exists t0 = t0(u) such that
I(tu) < 0, for 0< t < t0.
Proof. For each u = 0, by analyzing as for (3.7), we can get the conclusion. 
Proposition 3.9. Assume conditions (a1)–(a3) and (g1), (g3). Then for each u = 0,
d
dt
I(tu) >
2
t
I(tu) for all t > 0.
Proof. By assumptions and Theorem 2.8, we have
d
dt
I(tu) = 〈I ′(tu),u〉
= t
∫
Ω
aij(x, tu)DiuD ju + t
2
2
∫
Ω
u∂sai j(x, tu)DiuD ju −
∫
Ω
g(x, tu)u
 2
t
{
1
2
∫
Ω
aij(x, tu)Di(tu)D j(tu) −
∫
Ω
1
2
(tu)g(x, tu)
}
>
2
t
{
1
2
∫
Ω
aij(x, tu)Di(tu)D j(tu) −
∫
Ω
G(x, tu)
}
= 2
t
I(tu).
The proof is complete. 
Inspired by [20], we can compute that the Morse critical groups of I at zero Cq(I;0) = 0. This provides us a way to
distinguish some other critical points of I from zero.
Proposition 3.10. Assume conditions (a1)–(a3) and (g1)–(g3). Let zero be an isolated critical point of I . Then the Morse critical groups
of I at zero are trivial, i.e.
Cq(I;0) = 0, ∀q ∈ Z.
Proof. Let us ﬁx ρ > 0 such that zero is a unique critical point of I in Bρ = {u | u ∈ H10(Ω), ‖u‖ ρ}. In order to prove the
proposition, we only should prove that the two following facts hold:
(a) I0 ∩ Bρ is contractible in itself;
(b) {I0 ∩ Bρ} \ {0} is contractible in itself.
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(A, B) = (I0 ∩ Bρ,{I0 ∩ Bρ}\{0}),
we obtain an exact sequence
· · · → H1(A) → H1(A, B) → H0(B) → H0(A) → H0(A, B) → 0,
that is,
· · · → 0→ H1(A, B) → Z → Z → H0(A, B) → 0.
Hence Hq(I,0) = Hq(A, B) = 0 for all q.
Firstly, we prove (a). We observe that I0 ∩ Bρ is star-shaped, that is, for u ∈ I0 ∩ Bρ ,
tu ∈ I0 ∩ Bρ for all t ∈ [0,1].
In fact, if there exists a t0 ∈ [0,1] such that I(t0u) > 0, then by Proposition 3.9, we have
d
dt
∣∣∣∣
t=t0
I(tu) >
2
t0
I(t0u) > 0.
By monotonicity arguments, we obtain I(u) > 0, which is a contradiction. Deﬁne a mapping h : [0,1] × (I0 ∩ Bρ) → I0 ∩ Bρ
by
h(t,u) = (1− t)u.
Then h is a deformation required and hence (a) is proved.
Next, we prove (b). We denote I˙0 = {u | u ∈ H10(Ω), f (u) < 0}. From Propositions 3.8–3.9 and by monotonicity argu-
ments, we have: for each u ∈ (Bρ \ I˙0)\ {0}, there exists a unique positive solution of τ (u) ∈ (0,1] of the equation I(τu) = 0.
We claim that τ (u) is continuous with respect to u. In fact, for each u ∈ (Bρ \ I˙0) \ {0} be ﬁxed, by Proposition 3.9, we have
d
dt
∣∣∣∣
t=τ (u)
I(tu) >
2
τ (u)
I
(
τ (u)u
)
> 0.
Hence the Implicit Function Theorem implies that τ (u) is continuous in some neighborhood of u. We deﬁne a mapping
r : Bρ \ {0} → (I0 ∩ Bρ) \ {0} by
r(u) =
{
τ (u)u, if (Bρ \ I˙0) \ {0};
u, if ( I˙0 ∩ Bρ) \ {0}.
Note that τ (u) = 1 when I(u) = 0, then the continuity of τ implies the continuity of r. Moreover, by the deﬁnition of r, we
have
r(u) = u for u ∈ (I0 ∩ Bρ) \ {0}.
Thus r is a retraction of Bρ \ {0} to (I0 ∩ Bρ) \ {0}. Since H10(Ω) is inﬁnite dimensional, Bρ \ {0} is contractible in itself.
Since the retracts of a contractible space are also contractible, (I0 ∩ Bρ) \ {0} is contractible in itself. Thus (b) is proved. This
completes the proof. 
We prove that the functional I satisﬁes the (PS)c condition (Deﬁnition 2.3) and has at least three nontrivial critical
points, which are weak solutions of problem (1.1).
Proposition 3.11. Assume conditions (a1)–(a3) and (g1), (g3). Let c ∈ R be a critical value of I , then we have c  0.
Proof. Assume that c is a critical value of I , then there exists a u ∈ H10(Ω) such that I(u) = c. We can take a sequence
{un} ⊂ H10(Ω) such that un converges strongly to u in H10, {un} is a (CPS) sequence of I . By Lemma 2.8, we can take un as
test functions in (2.14). By (2.13), (2.14) and taking (a3), (g3) into considering, we get
2c + o(1) + o(1)‖un‖ = 2I(un) −
〈
I ′(un),un
〉
=
∫
Ω
[
g(x,un)un − 2G(x,un)
]− 1
2
∫
Ω
∂sai j(x,un)DiunD jun · un < 0.
This means every critical value of I is nonpositive. 
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Proof. Assume that for some c  0, {un} ⊂ H10(Ω) is a (PS)c sequence of I , then by [11, Theorem 3.7] (see also [26, Theo-
rem 2.6] or [21, Proposition 4.5]), it is a (CPS)c sequence.
Firstly, we notice that {un} is bounded in H10(Ω). Indeed, by (2.13) and (3.5), we have
ε0‖un‖2 − C1|Ω| 1
2
∫
Ω
aij(x,un)DiunD jun −
∫
Ω
G(x,un) = c + o(1).
Thus {un} is bounded.
Next, by Lemma 2.8, we can take un as test functions in (2.14). Then we can analyze as in the proof for [18, Proposi-
tion 3.3] to obtain that up to a subsequence, {un} converges strongly in H10(Ω). This completes the proof. 
Proof of Theorem 1.1. We only prove the second conclusion. Let us show that the functional I satisﬁes the conditions in
Corollary 2.7. By Propositions 3.5 and 3.7, I admits a positive local minimum point u1 ∈ H10(Ω). By a similar proof, we can
obtain a negative local minimum point u2 ∈ H10(Ω) with u2 < 0 on Ω and I(u2) < 0. Moreover, analyze as for (3.6), we can
verify that I is coercive. By Proposition 3.10, Cq(I,0) = 0 for all q ∈ Z. By Proposition 3.12, I satisﬁes (PS)c condition. Thus
Corollary 2.7 implies that I has at least one more nontrivial critical point u3 ∈ H10(Ω). The proof is complete. 
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