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Entanglement distillation is a basic task in quantum information, and the distillable entanglement
of three bipartite reduced density matrices from a tripartite pure state has been studied in [Phys.
Rev. A 84, 012325 (2011)]. We extend this result to tripartite mixed states by studying a conjectured
matrix inequality, namely rank(
∑
i
Ri ⊗ Si) ≤ K rank(
∑
i
R
T
i ⊗ Si) holds for any bipartite matrix
M =
∑
i
Ri ⊗ Si and Schmidt rank K. We prove that the conjecture holds for M with K = 3 and
some special M with arbitrary K.
I. INTRODUCTION
Given a bipartite state ρ acting on the Hilbert space
HA⊗HB, the partial transpose w.r.t. an orthonormal ba-
sis {|ai〉} ∈ HA is defined as ρΓ =
∑
ij |aj〉〈ai|⊗〈ai|ρ|aj〉.
We say that ρ is an m×n state if ρA and ρB respectively
have rank m and n. If ρΓ is positive semidefinite, then
we say that ρ is positive partial transpose (PPT).
The partial transpose is a matrix operation with ex-
tensive applications in quantum information theory. It
is known that if ρ is a separable state, i.e., the convex
sum of pure product states, then ρ is PPT. The converse
is still true if mn ≤ 6. It gives the first operational cri-
terion of approaching the separability problem, which is
an NP-hard problem. Second, the bipartite PPT entan-
gled states were constructed in 1997 [1]. Furthermore
the two-qutrit PPTES of rank four was respectively fully
characterized in [2] and [3]. The PPT entangled states
are not distillable under local operations and classical
communications (LOCC), though some PPT entangled
states may construct distillable key [4]. On the other
hand, it is conjectured that some non-PPT (NPT) states
are not distillable too. This is the long-standing distilla-
bility problem [5]. In spite of much efforts devoted in the
past decades, not much progress has been made [6–8].
In the papers [9, 10], authors investigated the distillabil-
ity of three bipartite reduced density operators ρAB, ρAC
and ρBC from a tripartite pure state |ψ〉ABC . It indicates
that the distillability of one reduced operator is restricted
by the other, so it gives a novel criterion of determining
the distillability. Naturally, one hopes to develop a sim-
ilar criterion in terms of tripartite mixed states. How-
ever, the problem is hard due to little understanding of
the three bipartite reduced density operators of mixed
states. In fact, so far we cannot determine the tradeoff
between the ranks of these reduced density operators.
In the paper [11], authors proposed a conjectured in-
equality describing the tradeoff. The inequality claims
that r(ρAB) · r(ρBC) ≥ r(ρAC) where r(M) denotes the
∗sunyize@buaa.edu.cn
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rank of M . In the same paper, authors have proven that
the conjecture is equivalent to another conjectured in-
equality, namely r(M) ≤ K · r(MΓ) holds for any bipar-
tite matrix M with K being its Schmidt rank. They also
showed that the inequality holds for K = 2. In this pa-
per, we prove that the inequality holds forM withK = 3,
and a special family of matrices with arbitrary positive
integer K. They are presented in Theorem 4 and 7, re-
spectively. The proof of Theorem 4 is based on Lemma
3 and 8. Next using the equivalence between the two in-
equalities above, we show that r(ρAB) · r(ρBC) ≥ r(ρAC)
holds when r(ρBC) ≤ 3 in Corollary 5. We apply our
results to investigate the distillability of bipartite states
in Lemma 6. That is if ρAB and ρAC have both rank
two and ρBC is NPT, then ρBC has rank at most four.
Hence ρBC is distillable. Furthermore, if ρAB has rank
at most three and ρBC ∈ B(Cm ⊗ Cn) is NPT and
max{m,n} ≥ r(ρAB)·r(ρAC), then ρBC has rank at most
max{m,n}. So ρBC is distillable. The results show the
tradeoff between the ranks of three bipartite reduced den-
sity operators. Further, they determine the distillability
of one of the three bipartite reduced density operators
by using that of the other two of them. We thus man-
age to extend the results on distillability in [9, 10] from
tripartite pure states to mixed states.
It is known that many quantum-information tasks
need entangled pure states as necessary resources, while
merely mixed states exist because of to the noise in na-
ture. So we need to convert mixed states into pure states
under LOCC. This is why entanglement distillation and
the distillability problem has been widely studied in the-
ory and experiment for decades [12–20]. The problem is
related to other quantum-information problems, such as
the super-activation of zero capacity quantum channels
and bound entanglement. Since mixed states have a more
fruitful configuration in physics than pure states, our re-
sults thus shows novel understanding of distillability of
bipartite states from the viewpoint of tripartite system.
The rest of this paper is organized as follows. In Sec.
II we introduce the preliminary knowledge and facts for
the proofs in subsequent sections. In Sec. III, we prove
Conjecture 1 for matrices of Schmidt rank three. We ap-
ply our results to investigate the distillability of bipartite
reduced density matrices from the same tripartite mixed
2states. We further prove the conjecture for special ma-
trices of arbitrary Schmidt rank in Sec. IV. Finally we
conclude in Sec. V.
II. PRELIMINARIES
In this section we introduce the preliminary knowledge
used in this paper. We introduce quantum information
in Sec. II A, linear algebra and the main conjecture in
Sec. II B.
A. quantum information
Let Mm,n be the set of m × n complex matrices, and
Mn := Mn,n. In quantum physics, we say that the pos-
itive semidefinite matrix ρ ∈ Mm ⊗ Mn is a bipartite
quantum state on the Hilbert space HA⊗HB = Cm⊗Cn
with the normalization condition Tr ρ = 1. The state ρ
is a pure state when the rank of ρ is one. If ρ has rank
at least one then we say. that ρ is a mixed state. We
denote a pure state as ρ = |ψ〉〈ψ| for some unit vector
|ψ〉, i.e., ‖ψ‖ := 〈ψ|ψ〉 = 1. The partial trace w.r.t. sys-
tem A is defined as ρB := TrAρ :=
∑
i〈ai|Aρ|ai〉A, where
|ai〉 is an arbitrary orthonormal basis in HA. We call
ρB the reduced density operator of system B. One can
similarly define the reduced density operator of system
A as ρA := TrB ρ.
Let |x, y〉 := |x〉⊗|y〉 for any states |x〉, |y〉. It is known
that every bipartite pure state |ψ〉 can be written as the
Schmidt decomposition. That is, |ψ〉 = ∑i√ci|ai, bi〉
where ci ≥ 0,
∑
i ci = 1, {|ai〉} is an orthonormal basis
in HA and {|bi〉} is an orthonormal basis in HB. One can
obtain that the reduced density operators of |ψ〉 are ρA =
TrB ρ =
∑
i ci|ai〉〈ai|, and ρB = TrA ρ =
∑
i ci|bi〉〈bi|.
We define the partial transpose w.r.t. system A asMΓ :=
MΓA := |i〉〈j|AM |i〉〈j|A. One can similarly define MΓB .
B. the conjecture
We denote r(M) as the rank of matrix M , MT as the
transpose ofM ,M∗ as the complex conjugate ofM , and
M † = (M∗)T . Let Mm,n be the set of m × n complex
matrices. Any matrix M ∈ Mm1,n1 ⊗ Mm2,n2 can be
written as M =
∑m1
i=1
∑n1
j=1 |i〉〈j| ⊗ Mi,j with Mi,j ∈
Mm2,n2 . We denote 0q as the q × q zero matrix. Now
we present the main problem as the following conjecture
from [11]. This is the main problem we investigate in this
paper.
Conjecture 1 Let R1, · · · , Rk be m1 × n1 complex ma-
trices, and let S1, · · · , Sk be m2 × n2 complex matrices.
Then
r
( K∑
i=1
Ri ⊗ Si
)
≤ K · r
( K∑
i=1
Ri ⊗ STi
)
. (1)
If we assume M =
∑K
i=1Ri ⊗ Si, then the inequality is
equivalent to r(M) ≤ K · r(MΓ). ⊓⊔
Evidently, it suffices to prove the conjecture when the
matrices Ri’s are linearly independent, and the matrices
Si’s are also linearly independent. In this case, the in-
teger K := K(M) is the Schmidt rank of the matrix
M =
∑K
i=1Ri ⊗ Si. One can derive that K(M) =
K(MΓA) = K(MΓB ) = K(M †) = K(MT ) = K(M∗).
If K(M) ≥ max{r(M), r(MΓ)} then Conjecture 1 hold.
Next it follows from [11] that Conjecture 1 holds for
K(M) ≤ 2. So it suffices to prove Conjecture 1 under
the assumption
2 < K(M) < max{r(M), r(MΓ)}, (2)
2 < K(M) ≤ min{m1n1,m2n2}. (3)
We shall show in Lemma 2 that the second inequality in
(3) is strict.
Next, if we multiply local invertible matrix Vl ⊗ Wl
on the lhs of
∑K
i=1Ri ⊗ Si, then the rank is unchanged.
One can obtain the similar result when the multiplica-
tion is performed on the rhs of
∑K
i=1Ri ⊗ Si. We shall
refer to the multiplication as that the rank of matrix is
unchanged up to local equivalence.
More explicitly, we denote locally equivalent M,N
as M ∼ N , namely there exist invertible product ma-
trix U ⊗ V and W ⊗ X such that (U ⊗ V )M(W ⊗
X) = N . Hence, proving Conjecture 1 is equivalent
to proving it up to local equivalence. That is, prov-
ing the inequality (1) is equivalent to proving the in-
equality r
(
(A ⊗ B)
(∑K
i=1 Ri ⊗ Si
)
(C ⊗ D)
)
≤ K ·
r
(
(E⊗F )
(∑K
i=1 Ri⊗STi
)
(G⊗H)
)
, where the matri-
ces A,E,L ∈ Mm1 ⊗Mm1 , ..., D, F,M ∈ Mn2 ⊗Mn2 are
invertible matrices we can choose arbitrarily.
To conclude this section we present the following ob-
servation as a special case of proving Conjecture 1.
Lemma 2 If sr(M) = min{m1n1,m2n2}, then Conjec-
ture 1 holds for M .
Proof. Let M = [Mij ], and k = max r(Mij). Then
sr(M) · r(M) = m1n1 · r(M) ≥ m1n1k ≥ r(MΓ). The
last inequality follows from the fact that every blockMij
has rank at most k. ⊓⊔
III. CONJECTURE 1 FOR MATRICES OF
SCHMIDT RANK THREE AND APPLICATIONS
In this section we prove Conjecture 1 for matrices M
of Schmidt rank three. This is the first case satisfying
the assumptions in Eqs. (2) and (3). We begin by char-
acterizing a special M in Lemma 3. Then we prove that
Conjecture 1 holds for M in Lemma 8. Assisted by this
lemma, we present the main result of this section in The-
orem 4.
3Lemma 3 (i) Suppose the block matrix
[
M11 M12
M21 M22
]
has
Schmidt rank three. Then it is locally equivalent to
the matrix N =
[
N11 N12
N21 wN11
]
where N11 =
[
Ik 0
0 0
]
,
rankN11 = k, and w is a complex number.
(ii) The matrix N is locally equivalent to[
N11 w
−1N12
N21 N11
]
or
[
N11 N12
N21 0
]
. Both of them and
their partial transpose have Schmidt rank three.
Proof. (i) Let M =
[
M11 M12
M21 M22
]
. Up to local
equivalence we may assume that M11,M12,M21 are lin-
early independent. Since sr(M) = 3, we obtain that
M22 is the linear combination of M11,M12,M21. Let
M22 = xM11+yM12+zM21. By a block-row operation on
M , we obtain M ∼M ′ =
[
M11 M12
M21 − yM11 xM11 + zM21
]
.
By a block-column operation onM ′, we obtain thatM ′ ∼
M ′′ =
[
M11 M12 − zM11
M21 − yM11 (x+ yz)M11
]
. Let rankN11 = k.
Setting w = x+yz and replace N11 by
[
Ik 0
0 0
]
up to local
equivalence imply the assertion.
(ii) The assertion follows from the two cases, w 6= 0
and w = 0. ⊓⊔
Now we are in a position to prove the main result of
this section. We show its proof in Appendix A.
Theorem 4 Conjecture 1 holds for any matrix of
Schmidt rank three.
We apply the theorem to investigate the distillability
of bipartite states. In [11], it has been proven that Con-
jecture 1 is equivalent to the inequality r(ρAB)·r(ρAC) ≥
r(ρBC). In particular, if Conjecture 1 holds for the inte-
ger K then the inequality holds when K = r(ρAB). By
results in [11] and Theorem 4 of this paper, we have
Corollary 5 The inequality r(ρAB) · r(ρAC) ≥ r(ρBC)
holds when r(ρAB) ≤ 3.
It implies the following fact.
Lemma 6 Suppose ρABC is a tripartite state.
(i) If ρAB and ρAC have both rank two and ρBC is
NPT, then ρBC is distillable.
(ii) If ρAB has rank at most three and ρBC ∈ B(Cm ⊗
Cn) is NPT and max{m,n} ≥ r(ρAB) ·r(ρAC), then ρBC
is distillable.
Proof. (i) It follows from Corollary 5 that ρBC has
rank at most rAB ·rAC = 4. Since ρBC is NPT, it follows
from [8] that ρBC is distillable.
(ii) It follows from Corollary 5 that ρBC has rank at
most r(ρAB) · r(ρAC) ≤ max{m,n}. Since ρBC is NPT,
it follows from [21] that ρBC is distillable. ⊓⊔
The above fact extends the results on distillability in [9,
10] from tripartite pure states to tripartite mixed states.
In particular, Lemma 6 (i) says that for distillable states
ρAB, ρAC of rank two we obtain distillable ρBC . The
similar argument for states in higher dimensions can be
obtained by Lemma 6 (ii).
IV. CONJECTURE 1 FOR SPECIAL MATRICES
OF ARBITRARY SCHMIDT RANK
In the previous sections, we have shown that Conjec-
ture 1 holds for matrices M of Schmidt rank three. In
this section, we prove that Conjecture 1 holds for some
special M of arbitrary Schmidt rank. This is presented
in the following observation.
Theorem 7 Three special cases of M with Schmidt rank
s (s ≤ n1) satisfy Conjecture 1. We discuss as follows:
(i) One row of M has s linearly independent blocks.
(ii) Each row of M has only one linearly independent
block.
(iii) One row ofM has s−1 linearly independent blocks
and the remaining blocks are zero. Meanwhile, one of the
s-th blocks linearly independent with the former s − 1
linearly independent blocks is below zero blocks.
Proof. Define M =
∑s
i=1 Ri ⊗ Si, where Ri , Si
are m1×n1 and m2×n2 complex matrices, respectively,
i = 1, 2, · · · , s. M is the minimal counterexample andM
has Schmidt rank s, in the sense that m1 + n1 takes the
smallest possible value. We write
M =


M11 M12 · · · M1n1
M21 M22 · · · M2n1
...
...
. . .
...
Mm11 Mm12 · · · Mm1n1

 . (4)
According to Theorem (4), in the same way, we as-
sume U := span {S1, S2, · · · , Ss}, meanwhile, V :=
C(S1 S2 · · · Ss). So every column of each Mij is in
V . Suppose that T1, T2, · · · , Ts are linearly independent
blocks of M . Then we have span {T1, T2, · · · , Ts} = U
and C(S1 S2 · · · Ss) = C(T1 T2 · · · Ts) = V .
In particular, we have
DimV ≤ rankT1 + rankT2 + · · ·+ rankTs, (5)
where at least one rankTi ≥ 1s DimV . There are three
cases as follows:
(i) Suppose that M11,M12, · · · ,M1s are linearly inde-
pendent blocks, then span{M11,M12, · · · ,M1s} = U . By
applying block-wise column operations we assume
M =


M11 M12 · · · M1s 0 · · · 0
M21 M22 · · · M2s M2s+1 · · · M2n1
...
...
...
...
...
. . .
...
Mm11 Mm12 · · · Mm1s Mm1s+1 · · · Mm1n1

 ,(6)
4and
M ′ =


M2s+1 · · · M2n1
...
. . .
...
Mm1s+1 · · · Mm1n1

 . (7)
Let M11,M12, · · · ,M1s be T1, T2, · · · , Ts. Then by ap-
plying the first inequality of (A19), we obtain
rankM ≥ rank(M11 M12 · · · M1s) + rankM ′(8)
= Dim V + rankM ′. (9)
Besides, because each row of MΓB is in the space V ⊕
V ⊕ · · · ⊕ V (s-copies of V), then by applying the second
inequality of (A19), we have
rankMΓB ≤ sDimV + rank(M ′)ΓB . (10)
If rankMΓB ≥ s rankM , then we have rank(M ′)ΓB ≥
s rankM ′, which violates what we assume.
(ii) Suppose that each row has only one linearly inde-
pendent block. Because at least one rankTi ≥ 1s DimV ,
we may assume rankT1 ≥ 1s Dim V . By applying block-
wise column operations, we assume that the matrix has
the form
M =


T1 0 · · · 0
M21 M22 · · · M2n1
...
...
. . .
...
Mm11 Mm12 · · · Mm1n1

 , (11)
then each row of MΓB is in the space V . So we obtain
rankMΓB ≤ Dim V + rank(M ′)ΓB , (12)
where M ′ is the part of the matrix below zero blocks.
According to the first inequality of (A19), we have
rankM ≥ 1
s
Dim V + rankM ′. (13)
So if rankMΓB > s · rankM , we obtain rank(M ′)ΓB >
s · rankM ′, which violates that the M is the minimal
counterexample.
(iii) Suppose that one row has s − 1 linearly in-
dependent blocks, the remaining blocks are zero.
Meanwhile, one of blocks linearly independent with
M11,M12, · · · ,M1s−1 is below the zero blocks.
Without loss of generality, we may assume that
M11,M12, · · · ,M1s−1 are linearly independent blocks.
By applying block-wise row and column operations, we
may assume that M2s is the block linearly independent
with M11,M12, · · · ,M1s−1. So we obtain
M =


M11 M12 · · · M1s−1 0 · · · 0
M21 M22 · · · M2s−1 M2s · · · M2n1
...
...
...
...
...
. . .
...
Mm11 Mm12 · · · Mm1s−1 Mm1s · · · Mm1n1

 .(14)
By applying block-wise column operations, then we have
M2j are combination of M11,M12, · · · ,M1s−1, 1 ≤ j ≤
s − 1. We assume M2j = a1jM11 + a2jM12 + · · · +
as−1jM1s−1, then multiply an appropriate constant k to
the first row of (14) and add to the second row such that
det
∣∣∣∣∣∣∣∣∣∣
k + a11 a21 · · · as−11 0
a12 k + a22 · · · as−12 0
...
...
. . .
...
...
a1s−2 a2s−2 · · · k + as−1s−2 0
a1s−1 a2s−1 · · · as−1s−1 1
∣∣∣∣∣∣∣∣∣∣
6= 0. (15)
By block-wise row operations, we obtain that the first
row have s linearly independent blocks, which case has
been solved in (i). ⊓⊔
In spite of Theorem 4 and 7, the proof for Conjecture
1 with arbitraryM remains an open problem. We expect
that the idea of the previous two sections be applied to
Conjecture 1 with M of Schmidt rank four.
V. CONCLUSIONS
We have shown that Conjecture 1 holds for matrix M
with K = 3, and some special M with arbitrary K. We
have applied our results to determine the distillability
of quantum entanglement three bipartite reduced states
from the same tripartite mixed states. Our result extends
the results in terms of tripartite pure states in [9, 10].
Our results provide general technique for understanding
and proving Conjecture 1 for arbitrary M . This is also
the next mission in this direction. Another direction is
to find more extension in terms of reduction criterion,
PPT, tripartite states with a qubit. We may also explore
the distillability of bipartite reduced density operators of
multipartite states.
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Appendix A: Appendix: Proof of Theorem 4
We begin by proving a special case of Theorem 4,
namely when the block matrix satisfies m1 = n1 = 2.
Lemma 8 Conjecture 1 holds for the block matrix[
M11 M12
M21 M22
]
of Schmidt rank three.
Proof. Let M =
[
M11 M12
M21 M22
]
. It suffices to prove
the assertion by assuming that each block Mij is a d ×
5d matrix. From Lemma 3, M is locally equivalent to
the matrix N =
[
N11 w
−1N12
N21 N11
]
or
[
N11 N12
N21 0
]
, where
N11 =
[
Ik 0
0 0
]
, rankN11 = k, and w is a nonzero complex
number. Using the equivalence, we discuss two cases (i)
and (ii).
(i) Suppose N =
[
N11 w
−1N12
N21 N11
]
. Let w−1N12 :=[
Q11 Q12
Q21 Q22
]
, and N21 :=
[
R11 R12
R21 R22
]
, where Q11 and R11
are k × k blocks. We have
M ∼ N =


Ik 0 Q11 Q12
0 0 Q21 Q22
R11 R12 Ik 0
R21 R22 0 0

 . (A1)
By block-row operations on N , we have
N ∼ N1 =


Ik 0 Q11 Q12
0 0 Q21 Q22
0 R12 −R11Q11 + Ik −R11Q12
0 R22 −R21Q11 −R21Q12

 . (A2)
Note that rankM = rankN = rankN1, sr(M) = 3, and
the Schmidt rank of N1 may be not three. One will see
that it does not influence the subsequent argument.
Let rank(
[
Q21 Q22
]
) = r4 and rank(
[
R12
R22
]
) = r1. Us-
ing (A2) we obtain
rankM = rankN1 ≥ k + r1 + r4. (A3)
In a similar way to (A1), we have
M ∼ N2 =


−Q11R11 + Ik −Q11R12 0 Q12
−Q21R11 −Q21R12 0 Q22
R11 R12 Ik 0
R21 R22 0 0

 . (A4)
Let rank(
[
R21 R22
]
) = r2 and rank(
[
Q12
Q22
]
) = r3. So we
obtain
rankM = rankN2 ≥ k + r2 + r3. (A5)
Thus, from (A3) and (A5), we have
rankM ≥ 1
2
(r1 + r2 + r3 + r4) + k. (A6)
Using (A1), we have
MΓA =


Ik 0 R11 R12
0 0 R21 R22
Q11 Q12 Ik 0
Q21 Q22 0 0

 . (A7)
Then we obtain
rankMΓA ≤ 2k + r1 + r3. (A8)
Using (A6) and (A8), we have rankMΓA ≤ 3 rankM . So
Conjecture 1 holds for (i).
(ii) Suppose N =
[
N11 N12
N21 0
]
. Similarly, let N12 :=[
Q11 Q12
Q21 Q22
]
, and N21 :=
[
R11 R12
R21 R22
]
, where Q11 and R11
are k × k blocks. We have
M ∼ N =


Ik 0 Q11 Q12
0 0 Q21 Q22
R11 R12 0 0
R21 R22 0 0

 . (A9)
By block-wise row and column operations on N , we have
N ∼ N1 =


Ik 0 0 0
0 0 Q21 Q22
0 R12 −Q11R11 −Q12R11
0 R22 −Q11R21 −Q12R21

 . (A10)
Let rank(
[
Q21 Q22
]
) = r4 and rank(
[
R12
R22
]
) = r1. So we
obtain
rankM = rankN1 ≥ k + r1 + r4. (A11)
Using (A9), we have
MΓA =


Ik 0 R11 R12
0 0 R21 R22
Q11 Q12 0 0
Q21 Q22 0 0

 . (A12)
Then we obtain
rankMΓA ≤ k + rank([Q11 Q12]) + r4 (A13)
+ rank(
[
R11
R21
]
) + r1 (A14)
≤ 3k + r1 + r4. (A15)
Using (A11) and (A13), we have rankMΓA ≤ 3 rankM .
So the Conjecture 1 holds for (ii). ⊓⊔
Now we show the proof of Theorem 4.
Proof. Define
M = R1 ⊗ S1 +R2 ⊗ S2 +R3 ⊗ S3, (A16)
where Ri , Si are m1×n1 and m2×n2 complex matrices,
respectively, i=1,2,3. M has Schmidt rank three. In the
sense that m1+n1 takes the smallest possible value. i.e.,
M is the minimal counterexample. We write
M =


M11 M12 · · · M1n1
M21 M22 · · · M2n1
...
...
. . .
...
Mm11 Mm12 · · · Mm1n1

 , (A17)
where Mij = (R1)ijS1 + (R2)ijS2 + (R3)ijS3. Then
we assume U := span {S1, S2, S3}, meanwhile, V :=
6C(S1 S2 S3), where C(A) denotes the columns span
of matrix A. So every column of each Mij is in V . Sup-
pose that T1, T2, T3 are linearly independent blocks of
M . Then we have span {T1, T2, T3} = U . By applying
elementary column operations we obtain
C(T1 T2 T3) = C(T1 T2 T3 0 0 0)
= C(T1 T2 T3 S1 S2 S3)
= C(0 0 0 S1 S2 S3)
= C(S1 S2 S3)
= V. (A18)
Then consider the following inequalities, which hold for
arbitrary block matrices:
rankA+ rankC ≤ rank
[
A 0
B C
]
≤ rank
[
A
B
]
+ rankC. (A19)
In particular, we have
Dim V ≤ rankT1 + rankT2 + rankT3, (A20)
hence rankTi ≥ 13 Dim V for at least one value of i. Be-
cause if all rankTi <
1
3
DimV , we have
rankT1 + rankT2 + rankT3 < DimV, (A21)
which violates (A19). There are three cases as follows:
(i) Suppose that M11,M12,M13 are linearly indepen-
dent matrices, then span{M11,M12,M13} = U . By ap-
plying block-wise column operations we assume
M =


M11 M12 M13 0 · · · 0
M21 M22 M23 M24 · · · M2n1
...
...
...
...
. . .
...
Mm11 Mm12 Mm13 Mm14 · · · Mm1n1

 ,(A22)
and
M ′ =


M24 · · · M2n1
...
. . .
...
Mm14 · · · Mm1n1

 . (A23)
Then we assume that M11,M12,M13 are T1, T2, T3. By
applying the first inequality of (A19), we obtain
rankM ≥ rank(M11 M12 M13) + rankM ′(A24)
= Dim V + rankM ′. (A25)
Besides, each row ofMΓB is in the space V ⊕V ⊕V , and
apply the second inequality of (A19), then we have
rankMΓB ≤ rank


MT11 M
T
12 M
T
13
MT21 M
T
22 M
T
23
...
...
...
MTm11 M
T
m12
MTm13

+ rank(M ′)ΓB(A26)
≤ 3DimV + rank(M ′)ΓB . (A27)
If rankMΓB > 3 rankM , we have
3DimV + 3 rankM ′ ≤ 3 rankM < rankMΓB
≤ 3DimV + rank(M ′)ΓB ,(A28)
thenM ′ is a counterexample. But we assume that theM
is the minimal counterexample, we have rank(M ′)ΓB >
3 rankM ′. Then it violates what we assume.
(ii) Suppose that each row has only one linearly inde-
pendent block. Because at least rankTi ≥ 13 Dim V , we
may assume rankT1 ≥ 13 Dim V . By applying block-wise
column operations, we assume that the matrix has the
form
M =


T1 0 · · · 0
M21 M22 · · · M2n1
...
...
. . .
...
Mm11 Mm12 · · · Mm1n1

 , (A29)
and
M ′′ =


M22 · · · M2n1
...
. . .
...
Mm12 · · · Mm1n1

 . (A30)
Then each row of MΓB is in the space V . So we obtain
rankMΓB ≤ Dim V + rank(M ′′)ΓB , (A31)
where M ′′ is the part of the matrix below zero blocks.
According to the first inequality of (A19), we have
rankM ≥ rankT1 + rankM ′′ (A32)
≥ 1
3
DimV + rankM ′′. (A33)
So if rankMΓB > rankM , we obtain
Dim V + 3 rankM ′′ ≤ rankM < rankMΓB
≤ DimV + rank(M ′′)ΓB .(A34)
Thus, we have rank(M ′′)ΓB > 3 rankM ′′, which violates
that the M is the minimal counterexample.
(iii) Suppose that each row has at most two lin-
early independent blocks. Without loss of generality, let
M11,M12 be T1, T2, respectively. We have
M =


M11 M12 0 · · · 0
M21 M22 M23 · · · M2n1
...
...
...
. . .
...
Mm11 Mm12 Mm13 · · · Mm1n1

 . (A35)
Then we assume that M23 is T3. By applying block-
wise column and row operations, we obtain that the first
row has three linearly independent blocks, which case has
been solved in (i).
Actually, if T3 is not in the part of the matrix below
zero blocks , we may assume T3 =M21, then let
Mij = xijM11 + yijM12, i ≥ 2, j ≥ 3. (A36)
7According to Lemma 8, assume M22 = wM11. Then we
have
M ∼M1 =


M11 M12 0 0 · · · 0
M21 wM11 M23 M24 · · · M2n1
...
...
...
...
. . .
...
Mm11 Mm12 Mm13 Mm14 · · · Mm1n1

 .(A37)
If one of Mi1 is linearly independent with M11, M21
in M1, we have the first row of M
T has three linearly
independent blocks, which case has been solved in (i).
So by applying block-wise row operations, we have
M1 ∼M2 =


M11 M12 0 0 · · · 0
M21 wM11 M23 M24 · · · M2n1
0 M32 M33 M34 · · · M3n1
...
...
...
...
. . .
...
0 Mm12 Mm13 Mm14 · · · Mm1n1

 .(A38)
According to whetherMij are zero blocks, i ≥ 2, j ≥ 3,
we have two cases (iii.a), (iii.b). In (iii.a), we assume that
Mij are not all zero blocks, i ≥ 2, j ≥ 3. Then in (iii.b),
we assume that Mij are all zero blocks, i ≥ 2, j ≥ 3. We
discuss (iii.a) and (iii.b) as follows:
(iii.a) Without loss of generality, ifMij are not all zero
blocks, i ≥ 2, j ≥ 3, we may assume thatM23 is nonzero.
Because when one of M2j, j ≥ 3 is nonzero block, say
M2s. By applying block-wise column operations, M2s as
new M23 is nonzero block. Besides, when M2j , j ≥ 3 is
zero block, we obtain that at least one of Mij is nonzero,
i, j ≥ 3. We may assume that Msj is nonzero, then add
the second row to the s-th row as the new second row.
By block-wise column operations, then we have Msj as
new M23 is nonzero. On the other hand, we obtain that
M2j , j ≥ 4 is linearly dependent withM23. Otherwise, we
have three linearly independent blocks. Then by block-
wise column operations, we have
M2 ∼M3 =


M11 M12 0 0 · · · 0
M21 wM11 M23 0 · · · 0
0 M32 M33 M34 · · · M3n1
...
...
...
...
. . .
...
0 Mm12 Mm13 Mm14 · · · Mm1n1

 .(A39)
According to (A39), there exist two cases:
When w 6= 0, if x23 = 0, y23 6= 0 or x23 6= 0, y23 = 0,
add the second row to the first row, then the first row
has three linearly independent blocks. If x23 6= 0 and
y23 6= 0, then M21, wM11, x23M11 + y23M12 are three
linearly independent blocks. These cases are all solved in
(i).
When w = 0, if x23 6= 0, add the second row to the
first row, then the first row has three linearly independent
blocks. If x23 = 0, y23 6= 0, we have
M3 =


M11 M12 0 0 · · · 0
M21 0 y23M12 0 · · · 0
0 M32 M33 M34 · · · M3n1
...
...
...
...
. . .
...
0 Mm12 Mm13 Mm14 · · · Mm1n1

 .(A40)
Without loss of generality, we add the first column of
(A40) to the fourth column, then we have Mi4, 3 ≤ i ≤
m1 is linearly dependent withM11. Otherwise,M11,M21
and Mi4 are three linearly independent blocks. In the
same way, we obtain that Mij , 3 ≤ i ≤ m1, 3 ≤ j ≤ n1
is linearly dependent with M11. By block-wise row and
column operations, we may assumeM34 = x34M11, x34 6=
0. Then add to the second row, M21, M33 + y23M12 and
M34 are three linearly independent blocks. So we obtain
that Mij , 3 ≤ i ≤ m1, 4 ≤ j ≤ n1 are all zero. By block-
wise row operations, then we have
M3 ∼M4 =


M11 M12 0 0 · · · 0
M21 0 y23M12 0 · · · 0
0 M32 x33M11 0 · · · 0
0 M42 0 0 · · · 0
...
...
...
...
. . .
...
0 Mm12 0 0 · · · 0


. (A41)
From (A41), add the first column to the second col-
umn, then we have Mi2, i ≥ 3 is linear combination of
M11 +M12 and M21. We may assume Mi2 = ai2(M11 +
M12) + bi2M21, i ≥ 3. If one of ai2 is nonzero, say
Ms2, 3 ≤ s ≤ m1, then multiply an appropriate constant
k to the first column of (A41) and add to the second
column such that
det
∣∣∣∣∣∣
as2 as2 bs2
k 1 0
0 0 k
∣∣∣∣∣∣ = k(1 − k)as2 6= 0. (A42)
From (A42), we obtain that kM11 +M12, kM21,Ms2 are
three linearly independent blocks.
Besides, if ai2 = 0 and one of Mi2 is nonzero, say Ms2.
We multiply an appropriate constant k to the first row,
then add the second and third row to the first row such
that kM11+M21, kM12+Ms2, y23M12+x33M11 are three
linearly independent blocks. When Mi2 is zero, we have
M4 =


M11 M12 0 0 · · · 0
M21 0 y23M12 0 · · · 0
0 0 x33M11 0 · · · 0
0 0 0 0 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 0


. (A43)
According to (A43), there are two cases. If x33 6= 0,
by applying block-wise row operations, we have M11 +
M21,M12 and M12 + x33M11 are three linearly indepen-
dent blocks. If x33 = 0, we have
M =


M11 M12 0 0 · · · 0
M21 0 y23M12 0 · · · 0
0 0 0 0 · · · 0
0 0 0 0 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 0


, (A44)
8where y23 6= 0. Thus, we obtain
rankM ≤ rankM11 + rankM21 + rank
[
M12 0
0 y23M12
]
≤ 3 rankMΓ. (A45)
In the same way, we have rankMΓ ≤ 3 rankM . So we
have finished the proof of (iii.a).
(iii.b) We considerMij , i ≥ 2, j ≥ 3 are all zero blocks.
By applying block-wise row operations, we have
M =


M11 M12 0 · · · 0
M21 wM11 0 · · · 0
...
...
...
. . .
...
Mm11 Mm12 0 · · · 0

 . (A46)
From (A46), we obtain that Mi1 is linear combination of
M11 and M21, i ≥ 3. Otherwise, the first row of MT has
three independent blocks. Then we have
M =


M11 M12 0 · · · 0
M21 wM11 0 · · · 0
0 M32 0 · · · 0
...
...
...
. . .
...
0 Mm12 0 · · · 0

 . (A47)
If Mi2 is zero, i ≥ 3, we have
M =


M11 M12 0 · · · 0
M21 wM11 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0

 , (A48)
this case is solved by Lemma 8.
If one of Mi2 is nonzero, i ≥ 3, say Ms2. Then Ms2 is
linear combination of M12 +M11 and M21 + wM11. We
assume Ms2 = a3M11 + b3M12 + c3M21 and at least one
of a3, b3, c3 is not zero. Then multiply an appropriate
constant k to the first column of (A47) and add to the
second column such that
det
∣∣∣∣∣∣
k 1 0
w 0 k
a3 b3 c3
∣∣∣∣∣∣ = −b3k
2 − wc3 + a3k 6= 0. (A49)
If at least one of b3, wc3 and a3 is not zero, then (A49)
holds. We consider b3, wc3 and a3 are all zero. Because
Ms2 is nonzero, we have c3 is nonzero. So we have
M =


M11 M12 0 · · · 0
M21 0 0 · · · 0
0 c3M21 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0


, (A50)
which case is solved by (A44). So we have finished the
proof of (iii.b).
Thus, we obtain that Conjecture 1 holds for the matrix
of Schmidt rank three.
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