In recent years there has been much controversy over the performance of model reference adaptive control (MRAC) in practical situations. What makes MRAC attractive for servo systems is its implicit adaptability to plant parameter variations such as load changes in the system. However, the design of MRAC requires as assumptions perfect knowledge of the upper bound to the system's order and the plant delay. Some researchers have argued [1] that these assumptions are crucial, since simulations and theoretical studies show that, under plant uncertainties such as modeling mismatch or unmeasurable disturbances, the performance of the adaptive control system may deviate significantly from the desired behavior.
Introduction
In recent years there has been much controversy over the performance of model reference adaptive control (MRAC) in practical situations. What makes MRAC attractive for servo systems is its implicit adaptability to plant parameter variations such as load changes in the system. However, the design of MRAC requires as assumptions perfect knowledge of the upper bound to the system's order and the plant delay. Some researchers have argued [1] that these assumptions are crucial, since simulations and theoretical studies show that, under plant uncertainties such as modeling mismatch or unmeasurable disturbances, the performance of the adaptive control system may deviate significantly from the desired behavior.
The robustness of adaptive systems to unmodeled dynamics is of crucial importance in practical implementations of servo systems and other control applications involving mechanical structures since most systems always exhibit some degree of structural flexibility. Resonance modes associated with structural flexibility are often ignored in conventional servo applications by guaranteeing that the closed loop system's bandwidth is significantly lower than the frequency associated with such resonance modes. The problem with applying such rationality to conventional adaptive control systems is that, even if the non-adaptive control structure is robust to modeling mismatch, due to the nonlinear nature of the adaptation mechanism, the same may not be true for the adaptive closed loop system. Previous works of model reference adaptive control applications to positioning systems [2] [3] [4] consider only the case of perfectly rigid systems.
The most frequently used approaches to robustify adaptive control systems in the presence of modeling uncertainties are: (1) To achieve exponential stability of the adaptive system by providing a reference input which is sufficiently rich [5, 6, 16] .
(2) modification of the parameter law [7] [8] [9] [10] 17] without requiring the persistent excitation condition. In adaptive servo systems the second approach is preferred, since in most applications, there is no guarantee that the reference input is sufficiently rich. In this paper we pursue the algorithm modification route in achieving robustness of the adaptive control system.
The adaptive control scheme presented in this paper is for minimal phase systems where some degree of linear unmodeled dynamics is not explicitly considered in the controller design. The control algorithm is based on the independent tracking and regulation design [11 J. The parameter adaptation law in this scheme is the normalized least squares algorithm introduced in [7] with the added use of a dead zone in the parameter adaptation law. This modification freezes the parameter adaptation when the adaptation error is of the same order of magnitude as the disturbance introduced by the modeling mismatch. The use of a dead zone in the parameter adaptation law has been studied both in continuous time adaptive control systems [10, 17] for bounded disturbances and recently in discrete time systems [8] for small modeling errors. The stability proof included in this paper is along the same lines as in [8] , The following differences however, exist between the stability analysis presented in this paper and the one in [8] . (1) a different adaptation scheme and dead zone definition are used here, which result in sharper definitions of the sufficient conditions for stability in the applications presented in this paper, and (2) the effect of unmodeled dynamics is explicitly considered in the closed loop system stability analysis.
A specific example of this adaptive control scheme to the design of an adaptive positioning servo system is included. The system treated in this paper is that of a one dimensional positioning system with a varying inertia load and structural flexibility between the actuator and the position sensor. In this example, the structural flexibility is purposely neglected in the controller design, however we verify the robustness of the non-adaptive version of the controller to the resonance modes. The robustness of the controller is then extended to the case when the control system becomes adaptive. This allows a simpler control structure and a faster execution time.
In the second section of this paper, we discuss the modeling and control structure of a positioning system with varying or unknown payload Section three contains the formulation of a nonadaptive discrete time independent tracking and regulation controller for the system described in section two. In section four of the paper a parameter adaptation law for the controller parameters is presented and the stability theorem for the proposed adaptive control system is postulated. Section five includes a discussion of the application of the stability theorem to the selection of the adaptive controller design parameters and a simulation study of the control system's performance. Finally, conclusions from the present work and recommendations for future research are presented in section six.
System Modeling
The servo-motor system analyzed in this paper has one degree of freedom and can be modeled as two inertias with flexible coupling. Although flexibility of the shaft introduces infinite number of vibratory modes, only the first mode is included in our model, and higher order terms are neglected. Figure 1 illustrates a schematic drawing of the positioning system.
In the example presented in this paper, we assume that there exists structural flexibility between the actuator and the position sensor. In addition, we assume that there is an analog velocity loop around the actuator. In our examples we will design a discrete time positioning system using as output, the position of the load 7, in Fig. 1 . This problem is encountered in serving of disk file actuators and in robotic applications which involve the use of a feedback sensor located at the end effector, such as compliance control and force feedback. It should be noted that this controller configuration was chosen instead of the more conventional configuration in which the position loop is closed around the actuator because, in the case of the load position loop, the effect of resonance modes in the closed loop dynamics is more significant.
In this paper we assumed that the motor is driven in the so called torque mode. This is achieved by placing a high gain current feedback loop around the motor. As a result, the electrical time constant of the motor becomes negligible when compared to its mechanical time constant, and the motor can be considered as an ideal voltage to torque transducer with an inertia load.
The model of the positioning system, used in this paper is shown in Fig. 1 . A state space realization of the system in Fig. 1 
is given by:
Parameter values used throughout this paper are those of an actual positioning servo [12] .
In this paper, we assumed that the motor angular velocity v m {t) is measured with an analog tachometer, while the load position x t (t) is measured with a digital encoder. The positioning control system is implemented using an analog loop around the motor velocity and a digital loop around the load position.
Defining the output of the system as
and utilizing an analog feedback control around the motor velocity,
where u{t) is the controlling input, we obtain the following input output transfer function in the Laplace domain: The system dynamics can also be considered as the superposition of a transfer function representing the "rigid body mode" and a transfer function representing the "resonance mode."
y(s) u(s)
= pure inertia term + flexibility term where:
Transactions of the AS ME where the parameters K { , K 2 , and K 3 are obtained by simple partial fraction expansion of equation (2.
4).
In the remaining sections, we will refer to the "rigid body mode" transfer function as the low order model of the system. While the "resonance mode" transfer function will be referred to as the unmodeled dynamics.
The discrete time transfer functions of the above models are presented in the next section.
Control Law Formulation
In this section we present the design of the discrete time position controller for the system discussed in the previous section using the independent tracking and regulation design [11] . Control parameters are designed based on the lower order model and then required conditions for stability of the non-adaptive closed loop system ion the presence of the unmodeled dynamics will be derived. Satisifaction of these conditions is also necessary for the existence of a stable solution to the parameter adaptation law which will be introduced in the following section.
The load position transfer function given by equations (2,8), (2.7), and (2.8) obtained in the previous section can be written in discrete time domain by introducing a first order zero hold:
Where:
is one step backward shift operator. G p is the transfer function of the low order model and G u is an exponentially stable transfer function due to flexibility. Also d -2 is the number of pure step delays of the system, where one step delay has been added to account for computation time.
The introduction of the analog velocity feedback loop given by equation (2.3) increases the motor damping (i.e., a > 0 in equation (2.7) ). This in turn makes the transfer function G p of the reduced order model minimal phase. This fact allows the cancellation of the system's zeros in the pole placement controller design to be introduced in section 3.1.
Let y m (t) denote the desired output sequence. To specify the tracking dynamics, y m is chosen to be the output of an «-th order LTI system given by:
Where h is the tracking pole and u m is the exogenous reference input to the tracking dynamics. (« = 3 is chosen here). The regulation control objective [11] is to eliminate the error between the actual load position, y(t), and the model position, y m {t), due to difference in initial condition or impulsive disturbances, at a desired rate, more precisely:
Where C r is a strictly stable polynomial (i.e., all its zeroes are inside the unit disk) and is generally referred to as regulation dynamics.
To obtain the control law corresponding to (3.4) we choose C r (q~l) to be a monic polynomial which has a degree up to [deg (A p ) + d-l] (3 for this case). Then it follows [11] that there exist unique polynomials S(q~}) (monic) of degree up to Equation (3.3) is the tracking dynamics used in the simulations. However the analysis that follows holds for any bounded sequence, y m (().
d-1 and R(q~') of degree up to [deg(^4 p
)-1] such that the following equation, often called the Bezout identity, is satisfied:C r (q- 1 )=A P (q- l )S(q- l ) + q- d R(q~l) (3.5)
Control of the Low Order Model.
Consider the case where no unmodeled dynamics is present (i.e, G, ( =0), using (3.1) and (3.5) we obtain:
Where B p S and R are given by: 
The low order plant dynamics (3.1) can be rewritten in the so called predictor form:
Where 9* is the control parameter vector, </ > is the information vector and they are given by:
-$)y(t)y(t-\) . -y(t-y)]
From (3.4) and (3.7) and By defining/* (/): = C r (q~l)y", (t) the control law can be implicitly expressed as:
For the particular system of our interest the above control law is reduced to the following explicit form: b 0 b>*(r + 2)-&s lM (f-l)-fe 2 u(f-2) + r 0 y(r) + r,y(f-l)] (3.10) Figure 2 shows a block diagram of the adaptive control structure.
The closed loop dynamics which results from the above control law is given by: 
Inclusion of Unmodeled
The closed loop transfer functions with the inclusion of G" is obtained from equations (3.4) and (3.12) and is given by:
From the above closed loop transfer functions it follows that, as well as (SC 1) and (SC 2), an additional condition is required for stability of the nonadaptive control system with the inclusion of unmodeled dynamics [9] :
The normalizing factor, which will be referred to as signal, is an exponentially weighted norm of the information vector <j> and is defined as [7] :
Remark: By manipulation of (4.1) it follows that the magnitude of the information vector <j> is bounded by s times a constant, or more precisely,
\\Ht-d)\\<o 0~" sU)
where: n= max {y + d-l,/3) for our modeln = 2
To derive the parameter estimation error we first rewrite the plant equation (3.1) as:
Now from equation (3.5), (4.2) can be written as:
Where w{t) is given by:
Since G" is exponentially stable, there exists K u and a u such that (see definition (i) in Appendix A):
be an asymptotically stable transfer functions. Remark: Roughly speaking satisfaction of the condition (SC 3) depends on several factors within the system such as the inertia variations and the amount of unmodeled dynamics (i.e., flexibility). It also depends on the selection of design parameters, such as sampling rate and desired closed loop poles. Often a moderate sampling rate and conservative desired closed loop poles which yield a closed loop bandwidth, sufficiently smaller than the resonance frequency, tend to give good stability results.
Adaptation Scheme
In the proceeding section, we presented the control law when 9* is known. To maintain the control objective for a plant with unknown dynamics, which in our case is due to uncertainties and/or changes in payload inertia, on line updating of the control parameters has been suggested by many researchers [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Most parameter adaption schemes such as least square use the information vector </>0) and parameter estimation error to drive the estimated parameters toward the actual parameters. A standard approach to incorporate the adaptation scheme with the control law in the stability analysis is to guarantee that a norm of the difference between estimated parameters and actual parameters decreases at each step [12] . However, as will be made clear in the following discussion, when there are uncertainties in the plant model the above approach may not work. Therefore, those parameter adaptation schemes which do not take in to account modeling uncertainties must be somehow modified.
In this paper we apply normalized least square as our adaptation scheme [2] with the following modifications.
(0 Filtering of the output y using a low pass filter with a cutoff frequency close to the lowest resonance frequency of the unmodeled dynamics in order to reduce unmodeled effects above the bandwidth of the low order model. 00 Introduction of a dead zone in the adaptation law in order to freeze the parameter adaptation whenever the magnitude of the normalized parameter estimation error is in the same order as the normalized disturbance caused by modeling mismatch [8, 10, 17] .
s(t)
<K u <n u for all t > 0 (4.5)
Remark (/): In general, if G" is very lightly damped some bandpass filtering might be necessary. In our case an analog velocity feedback and an antialiasing filter created enough damping to yield a reasonable size for ij" and for its exponential decay.
Remark (ii):
In the above derivations we did not include any output disturbances other than unmodeled dynamics however as long as that disturbance is bounded by the signal, the stability analysis that follows still holds.
Remark (Hi):
Estimating r\ u requires a-priori knowledge of impulse response of G". This can be obtained by comparing the step response of the actual plant with the low order modeled plant at the highest load inertia [14] , examples of this procedure are included in Section 5.
We now define the parameter adaptation error as:
The parameter adaptation law is given by the following algorithm: Adaptation, algorithm Transactions of the ASME definite matrix with F(0) > 0. It is straightforward to see from (4.9b) that X min < F(t) < X max . Therefore (4.9b) simply prevents F(t) from becoming too small. The adaptive control law is the same as the one given by equation (3.10) , where here the control parameters are replaced by their estimates. The control law, written in implicit form, is:
F(t) = F(t-l) F(t-l)<j>(t-d)e(t) l is' l (f) + <i> T {t-d)F{t-\)4>{t-d)

FQ-\)<t>(t-d)^> T (t-d)F(t-1) HS 2 (t) + 4> T (t-d)F(t-l)4>(t-d)
F0) = )3F 1 0) + (l-^)X max / 0<fl<i-h™-
y*(t) = Q T (t-d)<j>(t-d) (4.10)
To obtain the convergence properties of the proposed adaptation law we now state the following lemma.
Lemma: Given the parameter adaptation scheme in (4.8) and (4.9), if d 0 > a?/" where a is given by:
Then there exists a finite time T such that for all t > T the following properties hold:
Simply stated: the adaptation freezes after a finite time Tprovided the dead zone is sufficiently large.
Proof: See Appendix A.
Remark (i):
Inclusion of dead zone in the parameter adaptation law prevents estimated parameter from "jittering" when the magnitude of parameter estimation error is close to magnitude of disturbance induced by mismodeling. Otherwise, due to lack of persistent excitation and possibility of existence of multiple equilibrium points the estimated parameters may drift along the equilibrium surface to a locally unstable equilibrium point in which case either a burst phenomenon occurs that brings the system back to a locally stable equilibrium point or instability results [4, 19] .
Remark (ii):
In practice, restricting the estimated parameter vector to a compact set about the actual parameters seems to shorten the settling time of the algorithm which may improve the transient response of the system. Also, using this, by knowing the sign and the lower bound of b 0 in equation (3.10), we can prevent the estimate of b 0 from becoming too small, preventing input saturation [12 pp 92-93] .
Finally, we summarize our results in the following global stability theorem:
Theorem: For any exponentially stable G", satisfying SC l-SC 3. Let l/D r G p (q~ [) and \/C r be both exponentially bounded (for definition see appendix A) in modulus by K p and in exponent by a p . all signals in the proposed adaptive control system are bounded. Moreover the upper limit of \y-y m \ will be proportional to the size of the dead zone and the magnitude of the reference input.
Proof: See Appendix A. Remark: Satisfaction of the stability conditions requires a small unmodeled dynamics gain t\ u , a small a 0 a small plant inverse gain and the placement of the regulation poles close to the origin.
Simulation Studies and Design Guidelines
Simulation studies were conducted to investigate the performance of the proposed adaptive control system. The servo model used in the simulation is the same system described in section 2. It was assumed that load inertia was unknown and varied from one to ten times the motor inertia. The following design parameters were used in the simulations.
We will now verify the sufficient conditions of the main stability theorem by using the above design parameters for different values of r = load inertia/motor inertia and then test the performance of the system by simulation. Required a-priori information, which are the inverse plant impulse response and unmodeled dynamics impulse response for the system of our interest are shown in Figs. 3 and 4 . Consider the following two cases:
Case(/) r = 7, sampling time =.01 s K p = 690 o p = .82 from Fig. 3(a) i\ u = .000003 from Fig. 3(b manipulators, and study possible extensions of the results presented in this paper to plants with non-linear unmodeled dynamics nonlinearities, such as backlash, dry friction, sensor quantization, etc. Also the robustness analysis of systems with lower resonance frequency will be investigated.
As can be seen for both cases stability conditions are satisfied. It also can be verified that for any inertia in between stability is still guaranteed. Figure 5 illustrates response of y and u using the proposed adaptive control scheme. In this case we chose Initial estimated r = 0 and actual r= 10, reference was held constant. Figure 6 illustrates the same system but under regular least square adaptive control law which resulted in instability. Figure 7 illustrates the case when both load inertia and reference input were time varying. As can be seen, reasonably good tracking was achieved with our proposed adaptive scheme in spite of inertia variations and unmodeled dynamics.
Conclusions and Recommendations
A discrete time adaptive control scheme robust to unmodeled dynamics was presented. A stability theorem which rendered sufficient conditions for boundedness of all signals in the system was postulated. The theorem requires a-priori knowledge of the unit step response characteristics of the controlled plant. An example on the use of this scheme to a positioning system with unknown or varying inertia load an unmodeled structural flexibility was included. The robustness and efficacy of the control scheme was supported by simulation studies. Future work in this area will include an experimental verification of the results obtained in this paper, extension of this work to multidegree of freedom robotic The main objective in the remaining analysis is to obtain the maximum allowable t) u and an upper bound of d 0 in order to guarantee the stability of the overall adaptive system. The objective is achieved if we show that the signal s(t) is bounded for all r > T 0 = T+d+l. Recall from (4.1) thats(t) is given by:
s{i) = o a s(t-\) + \u(t-d)\+\y(t-\)\
From equation (4.7) and (4.10) and by noting that
Q{t-1) = Q(t-d), y(t-1) is given by:
1
y{t-\)-[e{t-\)+y*{t-\)\ C r (q~l)
Also from (3.12), (4.3), (4.7), and (4.10) we get: 1 Let S(t) be defined as: 
u(t-d)--
Replacing
D^-^GJq-1 ) [e(t)-w(t)+y*(t)]
Boundedness of S(t) and consequently s(t) is guaranteed if C,(1)>0:
(l-Ki-aoXl-oJ-KtX) (A. 12)
By some algebraic manipulation from (A.7) it follows that (A. 12) is satisfied if (SC 4) holds and consequently boundedness of s(t) is insured. Therefore it can be concluded that both y and u remain bounded and that parameter adaptation and the upper limit of the tracking error e will converge to Md 0 where M is a constant which depends on bounds of y* and other design parameters.
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