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Abstract
New compact approximation schemes for the Laplace operator of fourth- and sixth-order are proposed. The
schemes are based on a Padé approximation of the Taylor expansion for the discretized Laplace operator. The new
schemes are compared with other ﬁnite difference approximations in several benchmark problems. It is found that
the new schemes exhibit a very good performance and are highly accurate. Especially on large grids they outperform
noncompact schemes.
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1. Introduction
Consider the three-dimensional Poisson equation with Dirichlet boundary conditions
u(x, y, z) = −f (x, y, z), x, y, z ∈ , (1)
u(x, y, z) = u0(x, y, z), x, y, z ∈ , (2)
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where u(x, y, z) is a ﬁeld deﬁned in the volume  with prescribed values u0(x, y, z) on the domain
boundaries  and f (x, y, z) is a known source function. In a discretized form this can be written as
(uxx)ijk + (uyy)ijk + (uzz)ijk = −fijk , (3)
where (i, j, k) denote three-dimensional lattice indices and (u)ijk is an approximation to the second
partial derivative with respect to the coordinate direction . The simplest approximation is obtained by
(u)ijk = 1
h2
2uijk , (4)
where h is the grid spacing in direction  and 2 is the second-order difference operator, i.e.
2x = ui−1,j,k − 2ui,j,k + ui+1,j,k . (5)
Higher-order ﬁnite difference operators are derived from the approximation [1]
2u
2
∣∣∣∣
=ih
= 4
h2
[
sinh−1
(

2
)]2
(6)
= 1
h2
2
{
1 − 1
12
2 +
1
90
4 −
1
560
6 ± · · ·
}
ui,j,k . (7)
A fourth-order accurate scheme may be derived from Eq. (7) when considering only the ﬁrst two terms
in the expansion
(u)ijk = 1
h2
2
(
1 − 1
12
2
)
. (8)
The explicit expression in terms of ui,j,k reads for the x-component
(uxx)ijk = − 1
h2x
1
12
(ui−2,j,k − 16ui−1,j,k + 30ui,j,k − 16ui+1,j,k + ui+2,j,k). (9)
If i,j,k is deﬁned as the difference scheme and h=h ∀, the resulting 13-point stencil can be written as
i,0,k = − 112h2
⎡
⎢⎢⎢⎣
0 0 1 0 0
0 0 −16 0 0
1 −16 90 −16 1
0 0 −16 0 0
0 0 1 0 0
⎤
⎥⎥⎥⎦ , (10)
i,±1,k = 112h2
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 16 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ , (11)
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i,±2,k = − 112h2
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ . (12)
This representation of a fourth-order scheme points onto a problem arising in the straight forward deriva-
tion of higher-order schemes: increasing the order of the ﬁnite difference schemes implies an inclusion of
neighbor grid points of increasing extent. In the case of the fourth-order scheme one has to operate on the
next-nearest gridpoint in the solver. This may give rise to a problem especially at those points close to the
boundary. Here, one might use an asymmetric solver. Other possibilities are either to switch to a different
solver of lower order, which may inﬂuence the overall accuracy of the solution, or to introduce a second
boundary layer. This, however, is often impossible due to limited information. In the case of multigrid
methods [8] this problem becomes even more obvious, since one should have to work consistently with
two boundary layers on the coarse grid levels, which is not included in the formalism.
It is therefore of considerable interest to construct compact higher-order schemes, which need less
information from neighbor grid points in space than those schemes derived directly from Eq. (7). In the
ideal case compact schemes only need information from the next nearest grid points and therefore do not
get into conﬂict with one-layer boundary conditions.
For the case of fourth-order solvers a compact scheme, using only one prescribed boundary layer, was
derived by Spotz and Carey [7], who use a 19-point stencil for the left-hand side of Eq. (3) (henceforth
called D4cc). In addition, also the right-hand side is modiﬁed in a way. It also takes into account nearest-
neighbor source terms
1
h2
(
4uijk − 13 (ui−1,j,k + ui+1,j,k + ui,j−1,k + ui,j+1,k + ui,j,k−1 + ui,j,k+1)
− 1
6
(ui−1,j−1,k + ui−1,j+1,k + ui−1,j,k−1 + ui−1,j,k+1 + ui,j−1,k−1 + ui,j−1,k+1
+ui+1,j−1,k + ui+1,j+1,k + ui+1,j,k−1 + ui+1,j,k+1 + ui,j+1,k−1 + ui,j+1,k+1)
)
= fi,j,k + 112 (fi−1,j,k + fi+1,j,k + fi,j−1,k + fi,j+1,k + fi,j,k−1 + fi,j,k+1). (13)
Furthermore a sixth-order solver was derived in Spotz and Carey [7] (henceforth called D6cc) which
only needs nearest grid point information for the approximation of the Laplace operator. This approxi-
mation, however, is only obtained via a modiﬁed source term in the Poisson equation, where derivatives
up to fourth-order appear. In the case, where derivatives of the sources are known this scheme is rather
attractive. Otherwise, either an approximation for the derivative of the source function has to be made on
the boundaries or two boundary layers have to be taken into account for a ﬁnite difference solution. The
stencil notation for this approximation is
i,0,k = 130h2
[ 3 14 3
14 −128 14
3 14 3
]
, (14)
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i,±1,k = 130h2
[1 3 1
3 14 3
1 3 1
]
. (15)
The source term function is thereby modiﬁed to
f → f + h
2
12
(
2f
x2
+ 
2f
y2
+ 
2f
z2
)
+ h
4
360
(
4f
x4
+ 
4f
y4
+ 
4f
z4
)
+ h
4
180
(
4f
x2y2
+ 
4f
x2z2
+ 
4f
y2z2
)
. (16)
This modiﬁed right-hand side (RHS) may be calculated analytically on each grid point (if possible) or
evaluated numerically with a sixth-order ﬁnite difference approximation.
In Ref. [5] an approach, based on a Padé approximation was developed for two-dimensional reaction
–diffusion equations. This approach was extended to three dimensions in Ref. [4]. In the present paper the
Padé approximation technique will be used to derive several forms of Poisson solvers of higher order. In
Section 2 the solvers will be derived. In Section 3 test cases are considered to check the validity of the new
solvers. An error analysis is given and also the performance, efﬁciency and convergence characteristics
are discussed. Section 4 will give some conclusions and an outview for future research.
2. Theory
In this section aPadé approximation to the bracketed expression inEq. (7)will be used to derive different
forms of compact stencils for the Poisson equation. The term compact will be used in the following for
numerical schemes, which need less neighbor grid points than the straight-forward expansion approach
of Eq. (7). As shown below, the schemes of sixth-order require the inclusion of points that are not nearest
neighbors, which causes problems at the boundary. Unmodiﬁed they are feasible only for problems where
data for a neighboring line outside can be given, as in periodic problems or an open boundary problem
where the boundary data results from a multipole expansion of the sources, and sources are nonzero
only far from the boundary. A solution of this problem may be found by using asymmetric high-order
schemes at the boundary or—if sources are only in the interior—schemes where only the right-hand side
modiﬁcation has an extend beyond the nearest neighbors. Such schemes exist, but are not in the scope
of the present investigation, as they are generally inferior to the symmetric schemes with extent of the
right-hand side (, see below) less or equal to the extend of the left-hand side ().
For the sequel we deﬁne the [m, n]-Padé approximation of a function f (x) as
Pm,n[f (x)] =
∑m
k=0akxk
1 +∑nk=1bkxk ≡ R(x), (17)
where ak and bk are chosen in a way that
kR
xk
∣∣∣∣
x=0
= 
kf
xk
∣∣∣∣
x=0
, k = 0, . . . , m + n. (18)
One could argue that there is an inﬁnite number of ﬁnite difference schemeswhichmay be derived on the
bases of the Padé approximation. Deriving ﬁnite difference schemes of order O(n) with an approximation
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Pk,l , where k + l + 2>n and keeping only terms in the resulting expression which are O(n), will lead to
increasingly worse results the larger the k + l. We will explicitly consider the example P2,4 for the case
of a sixth-order ﬁnite difference scheme.
The test cases which are shown will be solved for the case of a Gauss–Seidel solver. Also convergence
behavior and error analysis is given for that case. This is not because it is the solver of choice, but since it is
the most convenient smoother of a multigrid scheme for Poisson’s equation, and its convergence behavior
is of central importance to themuchmore complicated, but far superior convergence of amultigrid scheme
based on red–black Gauss–Seidel smoothing.
2.1. A P0,2 compact fourth-order scheme
Eq. (8) may be approximated by an [0, 2]-Padé approximation through
(u)ijk = 1
h2
2
(
1 + 1
12
2
)−1
(19)
= 1
h2
2(D[0,2],)−1, (20)
where in Eq. (20) the operator D[0,2], was deﬁned. Inserting this approximation into Eq. (3), it can be
written as{ ∑
=x,y,z
1
h2
2(D[0,2],)−1
}
ui,j,k = −fi,j,k . (21)
Simple algebraic manipulation gives
1
h2
{[(1 + 2x(D[0,2],x)−1)(1 + 2y(D[0,2],y)−1)(1 + 2z(D[0,2],z)−1)
− 2x2y(D[0,2],x)−1(D[0,2],y)−1 − 2x2z(D[0,2],x)−1(D[0,2],z)−1 − 2y2z(D[0,2],y)−1(D[0,2],z)−1
− 2x2y2z(D[0,2],x)−1(D[0,2],y)−1(D[0,2],z)−1] − 1}ui,j,k = −fi,j,k . (22)
In the next step, both sides of Eq. (22) are multiplied by D[0,2],xD[0,2],yD[0,2],z. Since the operators
commute, this leads to
1
h2
{2xD[0,2],yD[0,2],z + 2yD[0,2],xD[0,2],z + 2zD[0,2],xD[0,2],y}ui,j,k = −gi,j,k , (23)
where an effective source term gi,j,k was introduced
gi,j,k = {1 + 112 (2x + 2y + 2z) + 1144 (2x2y + 2x2z + 2y2z)}fi,j,k . (24)
Keeping terms on the left-hand side (LHS) up to fourth order, Eqs. (23) and (24) may be written
ﬁnally as
1
h2
{
2x + 2y + 2z +
1
6
(2x
2
y + 2x2z + 2y2z)
}
ui,j,k
= −
{
1 + 1
12
(2x + 2y + 2z) +
c1
144
(2x
2
y + 2x2z + 2y2z)
}
fi,j,k . (25)
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To have the RHS of fourth order, it is necessary to keep the ﬁrst two terms only. However, a higher-order
term has been formally kept in the expression. In the test cases it will be shown that it may improve
accuracy in various cases. The factor c1 takes values of zero or one. It was introduced in order to control
the higher-order approximation of the RHS. Note that the higher-order term comes naturally from the
Padé approximation and is not an artiﬁcial construction. Putting the constant c1 to zero, reduces this
scheme to the one introduced in Ref. [7] on the basis of a different approach. Here and in the following
the extended source function is acceptable from the computational point of view since it is calculated
only once before starting the iterative process. Therefore, the computational overhead is negligible.
If a stencil notation is used and the Laplace operator is denoted as i,j,k whereas the source term
operator, appearing on the RHS is denoted as i,j,k , the operators take the form
i,0,k = 16h2
[1 2 1
2 −24 2
1 2 1
]
, i,0,k = 1144
[
c1 12 − 4c1 c1
12 − 4c1 72 + 12c1 12 − 4c1
c1 12 − 4c1 c1
]
, (26)
i,±1,k = 16h2
[0 1 0
1 2 1
0 1 0
]
, i,±1,k = 1144
[ 0 c1 0
c1 12 − 4c1 c1
0 c1 0
]
. (27)
2.2. A P0,4 compact sixth-order scheme
In this section, the expansion of Eq. (7) is considered up to sixth order. The Padé approximation in this
case is
(u)ijk = 1
h2
2
(
1 + 1
12
2 −
1
240
4
)−1
, (28)
= 1
h2
D−1[0,4],, (29)
which leads to the following form of the Poisson equation:{ ∑
=x,y,z
1
h2
2D
−1
[0,4],
}
ui,j,k = −fi,j,k . (30)
As before, both sides of Eq. (30) are multiplied by∏=x,y,zD[0,4], to give{∑

1
h2
2D[0,4],D[0,4],
}
= −
{ ∏
=x,y,z
D[0,4],
}
fi,j,k , (31)
where {(, ) =  ∧  = }. This can be written as⎧⎨
⎩
∑

1
h2
2
⎛
⎝1 + 1
12
∑
 =
2 −
1
240
∑
 =
4 +
1
144
∏
=
2
⎞
⎠
⎫⎬
⎭ ui,j,k = −gi,j,k , (32)
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where an extended source term was introduced containing terms up to sixth order:
gi,j,k =
⎧⎨
⎩1 + 112
∑

2
⎛
⎝1 − 1
20
2 +
1
24
∑
=
2 −
c2
240
∑
=
4
⎞
⎠
⎫⎬
⎭ fi,j,k . (33)
Using the stencil notation as before, the ﬁnite difference approximation scheme for the Laplace operator
results in
i,0,k = 1240h2
⎡
⎢⎢⎢⎣
0 −1 4 −1 0
−1 38 72 38 −1
4 72 −928 72 4
−1 38 72 38 −1
0 −1 4 −1 0
⎤
⎥⎥⎥⎦ , (34)
i,±1,k = 1240h2
⎡
⎢⎢⎢⎣
0 0 −1 0 0
0 5 38 5 0
−1 38 72 38 −1
0 5 38 5 0
0 0 −1 0 0
⎤
⎥⎥⎥⎦ , i,±2,k = 1240h2
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 −1 0 0
0 −1 4 −1 0
0 0 −1 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ .
(35)
Concerning the RHS of Eq. (32) it is enough to keep the ﬁrst three terms in the inner brackets of Eq. (33)
in order to be consistent with a sixth-order approximation. However, as before the next higher terms may
be kept in order to perform a higher-order approximation for the RHS of Eq. (32). As will be shown later,
a better approximation for various cases is obtained when keeping also the fourth term. Consequently,
a constant c2 is introduced which takes values zero or one. In stencil notation the source term operator
then reads
i,0,k = 12880
⎡
⎢⎢⎢⎣
0 −c2 −12 + 4c2 −c2 0
−c2 20 + 8c2 208 − 28c2 20 + 8c2 −c2
−12 + 4c2 208 − 28c2 1464 + 72c2 208 − 28c2 −12 + 4c2
−c2 20 + 8c2 208 − 28c2 20 + 8c2 −c2
0 −c2 −12 + 4c2 −c2 0
⎤
⎥⎥⎥⎦ , (36)
i,±1,k = 12880
⎡
⎢⎢⎢⎣
0 0 −c2 0 0
0 0 20 + 8c2 0 0
−c2 20 + 8c2 208 − 28c2 20 + 8c2 −c2
0 0 20 + 8c2 0 0
0 0 −c2 0 0
⎤
⎥⎥⎥⎦ , (37)
i,±2,k = 12880
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 −c2 0 0
0 −c2 −12 + 4c2 −c2 0
0 0 −c2 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ . (38)
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2.3. A P2,2 compact sixth-order scheme
Here the expansion of Eq. (7) is considered again up to sixth order.A [2,2]-Padé approximation is used,
so that Eq. (7) is rewritten as
(u)i,j,k = 1
h
2D
(1)
[2,2],(D
(2)
[2,2],)
−1
, (39)
where
D
(1)
[2,2], = 1 + 120 2, (40)
D
(2)
[2,2], = 1 + 215 2. (41)
The Poisson equation, Eq. (3), can then be expressed as{∑

1
h2
2D
(1)
[2,2],D
(2)
[2,2],D
(2)
[2,2],
}
ui,j,k = −
{∏

D
(2)
[2,2],
}
fi,j,k . (42)
As before the sum on the LHS is understood for {(, ) = ∧  = }. Keeping terms up to sixth-order in
2 on the LHS this expression is rewritten in terms of 2 as⎧⎨
⎩
∑

1
h2
2
⎛
⎝1 + 1
20
2 +
2
15
∑
 =
2 +
1
150
∑
=
2
2
 +
4
225
∏
=
2
⎞
⎠
⎫⎬
⎭ ui,j,k = −gi,j,k , (43)
where the effective source term
gi,j,k =
⎧⎨
⎩1 +
∑

2
⎛
⎝ 2
15
+ 2
225
∑
 =
2 +
8c3
3375
∏
=
2
⎞
⎠
⎫⎬
⎭ fi,j,k (44)
was introduced.Again a higher-order approximation is kept formally on theRHS. Setting c3=0 introduces
the same order of accuracy on both sides of Eq. (43). For h = h∀, the ﬁnite difference approximation
reads in stencil notation as
i,0,k = 1300h2
⎡
⎢⎢⎢⎣
0 2 7 2 0
2 32 40 32 2
7 40 −842 40 7
2 32 40 32 2
0 2 7 2 0
⎤
⎥⎥⎥⎦ , (45)
i,±1,k = 1300h2
⎡
⎢⎢⎢⎣
0 0 2 0 0
0 16 32 16 0
2 32 40 32 2
0 16 32 16 0
0 0 2 0 0
⎤
⎥⎥⎥⎦ , i,±2,k = 1300h2
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 2 0 0
0 2 7 2 0
0 0 2 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ , (46)
i,0,k = 13375
[ 60 − 16c3 210 + 32c3 60 − 16c3
210 + 32c3 1395 − 64c3 210 + 32c3
60 − 16c3 210 + 32c3 60 − 16c3
]
, (47)
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i,±1,k = 13375
[ 8c3 60 − 16c3 8c3
60 − 16c3 210 + 32c3 60 − 16c3
8c3 60 − 16c3 8c3
]
. (48)
2.4. A P2,4 compact sixth-order scheme
As before the expansion of Eq. (7) is considered up to sixth order. The terms in brackets are rewritten
in terms of a [2,4]-Padé approximation. Eq. (7) may then be written as
(u)i,j,k = 1
h
2D
(1)
[2,4],(D
(2)
[2,4],)
−1
, (49)
where
D
(1)
[2,4], = 1 −
11
36
2, (50)
D
(2)
[2,4], = 1 −
2
9
2 −
4
135
4. (51)
In formal analogy to the [2,2]-Padé approximation, the Poisson equation, Eq. (3) can be written as{∑

1
h2
2D
(1)
[2,4],D
(2)
[2,4],D
(2)
[2,4],
}
ui,j,k = −
{∏

D
(2)
[2,4],
}
fi,j,k , (52)
where again on the LHS {(, ) =  ∧  = } is understood. From this approximation it is clear that
terms up to order 12 appear in the expression. Since the original approximation is of order six, in this
approximation only terms up to order six are kept. This also ensures a compact representation of the
Laplace operator. Rewriting Eq. (52) in terms of 2 gives⎧⎨
⎩
∑

1
h2
2
⎛
⎝1 − 11
36
2 −
2
9
∑
 =
2 +
31
810
∑
=
2
2
 +
4
27
∏
=
2
⎞
⎠
⎫⎬
⎭ ui,j,k = −gi,j,k . (53)
Again an effective source term was introduced:
gi,j,k =
⎧⎨
⎩1 −
∑

2
⎛
⎝2
9
+ 4
135
2 −
2
81
∑
=
2 +
8c4
729
∏
=
2
⎞
⎠
⎫⎬
⎭ fi,j,k , (54)
where a higher-order approximation is kept formally on the RHS. The case c4 = 0 corresponds to the
same order of accuracy on both sides of Eq. (53). In stencil notation the Laplace and the source term
operator read
i,0,k = 11620h2
⎡
⎢⎢⎢⎣
0 62 −743 62 0
62 −1696 9176 −1696 62
−743 9176 −33654 9176 −743
62 −1696 9176 −1696 62
0 62 −743 62 0
⎤
⎥⎥⎥⎦ , (55)
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i,±1,k = 11620h2
⎡
⎢⎢⎢⎣
0 0 62 0 0
0 240 −1696 240 0
62 −1696 9176 −1696 62
0 240 −1696 240 0
0 0 62 0 0
⎤
⎥⎥⎥⎦ ,
i,±2,k = 11620h2
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 62 0 0
0 62 −743 62 0
0 0 62 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ , (56)
i,0,k = 13645
⎡
⎢⎢⎢⎣
0 0 −108 0 0
0 180 + 80c4 −1098 − 160c4 180 + 80c4 0
−108 −1098 − 160c4 8721 + 320c4 −1098 − 160c4 −108
0 180 + 80c4 −1098 − 160c4 180 + 80c4 0
0 0 −108 0 0
⎤
⎥⎥⎥⎦ , (57)
i,±1,k = 13645
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 −40c4 180 + 80c4 −40c4 0
0 180 + 80c4 −1098 − 160c4 180 + 80c4 0
0 −40c4 180 + 80c4 −40c4 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ , (58)
i,±1,k = 13645
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 −108 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ . (59)
3. Results
3.1. Test cases
In order to validate the ﬁnite difference schemes, four different test cases are considered. The ﬁrst
two test cases are the same ones as those which have already been applied in [7,9]. In this section,
we apply the lexicographic Gauss–Seidel iteration scheme and compare the discretizations, based on
Padé approximations D4cP 02 (Eqs. (26) and (27)), D6cP 02 (Eqs. (45)–(47)), D6cP 04 (Eqs. (34)–(36))
and D6cP 24 (Eqs. (55)–(57)). Also the second- (D21bl), fourth- (D42bl) and sixth-order (D63bl) ﬁnite
difference approximations which result from Eq. (7) are checked and they require one, two or three
boundary layers for the solution, respectively. In addition the sixth-order scheme, D6cc (Eqs. (14)–(16)),
is compared with the new Padé solvers.
The fact that several solvers need more than one boundary layer for a solution implies that the potential
on these layers must be known explicitly and according to the ﬁnite difference scheme a reduced number
of unknowns has to be solved. For the test cases considered here it is no principal problem to specify
two or three boundary layers as known a priori since their solution is known analytically. For general
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problems, however, this may pose a problem, since one either has to guess the potential on a second or
even third boundary layer (e.g., by extrapolation) or one has to switch to another discretization scheme,
requiring only one boundary layer information (either an unsymmetric one or a symmetric one of lower
order). The consequences of this procedure are not yet investigated and will be considered in a future
work. Another problem related to boundary conditions may rise if the right-hand side needs information
from more neighboring points than the left-hand side (e.g., if higher-order derivatives of the source term
appear on the RHS which are calculated by a ﬁnite difference scheme) as it may be the case, e.g., for
D6cc. In this case the unknowns near the boundary would need information about the source distribution
extending to outside the computed region , which gives rise to an approximation of the source function
outside of. Note that for all ﬁnite difference schemes developed in this work this does not pose a problem
since the extent of the LHS is always larger or equal than the RHS of the Poisson equation. Therefore,
knowing the source function distribution fi,j,k one can always calculate the necessary information on the
RHS to solve the Poisson equation appropriately with the new discretization schemes. Concerning the
solver D6cc we note that we treat it here as in the general case, where an analytical formulation of the
second and fourth derivative of the source function is not available, i.e., these derivatives are calculated
as ﬁnite difference approximations, requiring two neighbored grid points. Consequently, D6cc is treated
with two boundary layers, as it is for D6cP 04, D6cP 22 and D6cP 24.
The test problems are discretized on a normalized cube (0, 1)3, where the mesh size h is varied between
h = 18 and 1128 . All calculations are carried out until the norm of the residuum per grid point is reduced
to ‖r‖res (where res is a threshold value of the residuum. This value generally depends on the solver
and grid size (cmp. Section 3.2). The norm of the residuum is deﬁned as
‖r(n)‖ =
√√√√ 1
N
∑
i,j,k
(
i,j,ku
(n)
i,j,k + fi,j,k
)2
, (60)
where u(n)i,j,k is the ﬁeld approximation after n iterations.
All calculations were performed on a LINUX IBM-T30 notebook with a Pentium-IV 2GHz processor
and the program was compiled with the Intel Fortran 90 compiler.
As a measure of accuracy the relative error norm is considered:
rel = ‖u
(ex) − u‖
‖u(ex)‖ , (61)
where u(ex)i,j,k is the exact solution of the model problem.
In the following the test cases are introduced. For Test Cases 1–3 results are reported in Tables 1–3 for
second-, fourth- and sixth-order solvers in terms of the relative error norm, Eq. (61), discretization error,
Eq. (75) and excess parameter, Eq. (86). Results for Test Case 4 are presented in Table 4 .
1. Test Case 1: The ﬁrst test case consists in solving the Poisson equation with the following source
term distribution and vanishing boundary conditions:
fi,j,k = 3	2 sin(	ihx) sin(	jhy) sin(	khz) (62)
for which the analytical solution is found to be
ui,j,k = sin(	ihx) sin(	jhy) sin(	khz). (63)
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2. Test Case 2: The second test case consists of the solution of the Laplace equation, i.e., fi,j,k = 0,
with the following Dirichlet boundary conditions:
ui,j,k = sin(	jhy) sin(	khz), i = 0,
ui,j,k = 2 sin(	jhy) sin(	khz), i = n,
ui,j,k = 0, j, k = {0, n}. (64)
The analytical form of the ﬁeld is found to be
ui,j,k =
sin(	jhy) sin(	khz)
sinh(
√
2	)
[2 sinh(√2	ihx) + sinh(
√
2	(1 − ihx))]. (65)
3. Test Case 3: This test problem consists of the Gaussian potential ﬁeld which is not an eigenfunction
of the Laplace operator
ui,j,k = exp
{
−r
2
i,j,k

2
}
(66)
with
r2i,j,k = (ihx − 1/2)2 + (jhy − 1/2)2 + (khz − 1/2)2. (67)
For the calculations 
= 0.2 was chosen. According to the potential ﬁeld, the source function distribution
is given as
fi,j,k = 2

2
(
3 − 2r
2
i,j,k

2
)
exp
{
−r
2
i,j,k

2
}
. (68)
Boundary conditions are easily calculated from the analytical potential prescription.
4. Test Case 4: This test case consists of solving the Poisson equation for a unit point charge, located
in the center of the cube. The source term is thereby given as
fi,j,k =
{ 4	
hxhyhz
(x = ihx, y = jhy, z = khz) = 0.5,
0 else
(69)
and the analytical solution is
ui,j,k = 1√
(ihx − 0.5)2 + (jhy − 0.5)2 + (khz − 0.5)2
. (70)
The special feature of this test case is the singularity at (ihx, jhy, khz) = 0.5. This singularity cannot
accurately be described on a discrete grid. In contrast, considering, e.g., the norm of the total error,
‖u(ex)−u(∞)h ‖∗ (where ‖...‖∗ means that the singularity is omitted from the norm), the total discretization
error may formally increase. This is due to the fact that a ﬁner grid better resolves the singular point.
Since the discretized solution at the singular point is ﬁnite, the discrete solution around the singularity
will underestimate the true solution. Consequently, this test case will show relatively large errors for each
approximation. In order to estimate the accuracy of the solvers, the computational domain is subdivided
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into a near ﬁeld and a far-ﬁeld region. As a convention the near-ﬁeld part is deﬁned via the spatial
resolution of the coarsest grid with h = 18 , i.e., u(near)ijk = uijk(r| ∈ [3/8, 5/8],  = x, y, z) and u(far)ijk =
uijk(r| /∈ [3/8, 5/8],  = x, y, z). It is to be expected that due to the unresolved divergence the far-ﬁeld
part will show a very much better error reduction than the near-ﬁeld part. However, the effect that the
nearest far-ﬁeld point of a ﬁne grid is closer to the singularity is still visible. Nevertheless, it will be
interesting to see how good the solutions will be in the neighborhood of the singularity. Results for
the near- and far-ﬁeld contributions are given in Table 4 and selected potential values in x-direction
(x, y = 12 , z = 12 ) are shown in Fig. 1.
3.2. Errors
In order to validate the accuracy of the ﬁnite difference schemes an error analysis is given. Let u(ex)
be the exact solution of the continuous Poisson equation u = −f . Discretizing the differential operator
( → (1/h2)Ah) and writing the equation for a grid with mesh size h gives
1
h2
Ahuh = −fh. (71)
Solving this equation using an iteration scheme will result in the solution u(n)h after n iterations with the
residuum
r
(n)
h =
1
h2
Ahu(n)h + fh. (72)
The ideally converged ﬁnite difference solution will be formally obtained in the limit n → ∞ (assuming
that limn→∞ r(n)h = 0), so that the residuum may also be written as
r
(n)
h =
1
h2
Ah
(
u
(n)
h − u(∞)h
)
. (73)
With respect to the sampled exact continuous solution there will remain the discretization error h =
u
(∞)
h − u(ex). Rearranging and inserting into Eq. (73) gives
r
(n)
h =
1
h2
Ah
(
u
(n)
h − u(ex)h − h
)
. (74)
Therefore the error norm of the difference between the discrete solution after n iterations and the exact
solution can be written as
‖u(n)h − u(ex)h ‖ = ‖h2A−1h r(n)h + h‖, (75)
‖h2A−1h r(n)h ‖ + ‖h‖, (76)
≈ h
2
|min|‖r
(n)
h ‖ + ‖h‖, (77)
showing that the error between iterated and exact solution is a linear function of the residuum norm, where
the slope is approximately determined by the inverse of the smallest eigenvalue of the stencil matrix of the
ﬁnite difference operator, min(A). The eigenvalues therefore determine the convergence speed towards the
discretization error of the scheme.On the other hand, for a given scheme the discretization error determines
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Fig. 1. Relative error |1−u(r)/u(ex)(r)| for a unit point charge in the center of the unit cube (Test Case 4) as function of distance
from the charge. Shown is the behavior along the x-direction with ﬁxed y- and z-coordinates (x, y = 12 , z = 12 ). Left: second-
and fourth-order solvers D21bl,D42bl , D4cP0,2(c1 = 0) and D4cP0,2(c1 = 1); Right: sixth-order solvers D63bl , D6cc, D6cP0,4,
D6cP2,2, D6cP2,4 with c = 1 (cmp. Eqs. (33), (44) and (54)).
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the threshold level of the residuum norm, i.e., for a smaller residuum, no further improvement of the
solution is achieved. Therefore ‖h‖ in combination with min(A) determines the number of iterations to
reach the discretization error of the scheme. Fig. 2 shows the development of the error norm ‖u(n)h −u(ex)h ‖
as a function of the residuum. A linear decrease of the error is found until the discretization error is
reached from where the accuracy saturates. Also in Fig. 2 explicit calculations are compared with the
parametrization from Eq. (77) which shows a fairly good agreement (Fig. 3).
In Table 5 the eigenvalues of the ﬁnite difference matrices A are shown. It is clear that a smaller
eigenvalue corresponds to a faster decay of the total error norm and therefore show a faster convergence
towards the discretization error. It is found thatwith increasing order the approximationswhich are directly
based on Eq. (7) show larger eigenvalues min than the compact schemes (except D6cP 24). For ﬁne grids
the compact solvers exhibit eigenvalues nearly 50% smaller than the extended ones, therefore showing
a faster convergence towards ‖h‖. Furthermore, it is found that the discretization error is smaller for
compact schemes, demonstrating a more accurate treatment of the problems. This, however, inﬂuences
the computational work which has to be performed for a more accurate solution. Although compact
schemes have better convergence due to a smaller eigenvalue min(A), it is not clear whether the overall
performance of the schemes will be superior. This issue will be discussed in Section 3.5.
A natural question concerning accuracy is related to the smallest error which can be reached by the
schemes and this is related to the machine precision. The minimum absolute error norm for different grids
can be estimated via
‖u(∞)‖(mach) ≈ εmach‖u(ex)‖, (78)
where u(n) = u(ex) − u(n)h was introduced. Furthermore, εmach = 2.22 × 10−16 is the machine epsilon
for 64-bit precision and  is the condition number of the stencil matrix A, which gives a measure of how
strong the inverse of the matrix changes, if the matrix itself is changed.
The condition number of a matrix is calculated via
 = |max||min| , (79)
where max is the largest eigenvalue of the matrix. Since for the smallest mesh size the matrices are
of size 323 × 323 to 1283 × 1283, methods working on the whole matrix are doomed to fail due to
memory limits of the computers. Fortunately, the matrices are sparse (N∗/h3 entries, where N∗ is the
number of entries of the stencils) and consequently index ﬁeld addressing methods are used. Since A is
symmetric, the Rayleigh quotient method is used here [6], which gives a rather reliable estimate for the
largest eigenvalue. The smallest eigenvalue of A is calculated with the help of a shifted matrix B [3]
B = A − |max(A)|I. (80)
For this matrix the largest eigenvalue is constructed again by the Rayleigh quotient method. To obtain an
estimate for min(A) one has to shift back [2]
min(A) = |max(A)| − |max(B)|. (81)
From these calculations it is ﬁrst of all found that (except forP2,4) the Padé approximation schemes have
smaller condition numbers than the ones based on Eq. (7). This is mainly due to the fact that the largest
eigenvalues are reduced. This fact is also observed for the corresponding iteration matrices which have
smaller spectral radii (cf. Table 6 ).
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Fig. 2. Error reduction and discretization error h = ‖h‖ for second-, fourth- and sixth-order solvers for Test Case 1. Compared
are numerical results, obtained from explicit calculations (line-symbols) and from theoretical estimates, Eq. (77) (lines).
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Fig. 3. Error reduction and discretization error h = ‖h‖ for D4cP02 with c1 = 0 and 1 (cmp. Eq. (25)) for Test Case 4
(point charge); left: near-ﬁeld part; right: far-ﬁeld part. Compared are numerical results, obtained from explicit calculations
(line-symbols) and from theoretical estimates, Eq. (77) (lines).
Fig. 4a shows results for the smallest errors obtained for a residuum threshold res =‖rh‖(min) =10−15.
Shown is the absolute error norm, ‖u(ex) − u(∞)h ‖. Results are compared to the machine error, Eq. (78).
It is found from these calculations that on the ﬁnest grid the machine resolution is already reached for
the sixth-order solvers and therefore the absolute error norm stops to decrease. In contrast, it will even
increase for smallermesh sizes since theminimal norm ‖u(∞)‖(mach) becomes larger due to an increasing
condition number  of the stencil matrix.
Another question related to accuracy of results and efﬁciency of the solver is the choice of the residuum
threshold. Results so far were obtained for a ﬁxed residuum threshold of res = 1 × 10−15, which either
was small enough to reach ‖h‖ or even led to results approaching machine precision (e.g., in the case of
sixth-order solvers on the ﬁnest grid). Choosing res too small will result in the fact that the discretization
error is reached far before stopping iterations and therefore a lot of iterations are done in vain. On the
other hand, choosing a too large value for res results in the fact that the discretization error is not yet
reached and therefore the numerical order of the solver is not obtained. To get an estimate of the effect
of choosing an inappropriate threshold value for the residuum norm, one can introduce a residual error
bound
‖u(n)‖(res) = h
2res
|min| . (82)
Fig. 4b shows results of calculations for Test Case 1 where res = 10−9. It is found that the second-
and fourth-order solvers show a linear decrease of the error norm ‖u(ex) − u(∞)h ‖ with increasing grid
size. Therefore, the results are not affected by the choice of the residuum which is clear from Fig. 4b
showing that the discretization error is already reached for res = 10−9 on all investigated grid sizes.
The situation becomes different for the sixth-order solvers which start to saturate on the h 164 , showing
that discretization error is not yet reached. Compared to these ﬁndings is the error resulting from the
theoretical estimate Eq. (82), where—as a limit—the eigenvalue min(A) corresponding to D6cP 22 was
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Fig. 4. Comparison of error norm ‖uh − u(ex)‖ for Test Case 1 with machine error bound ‖u‖(mach) (Eq. (78)) and residuum
error bound ‖u‖(res) (Eq. (82)) as function of grid size for second-, fourth- and sixth-order solvers. Compared are results
for two different criteria to stop iterations: (a) residuum threshold ‖r‖min = 10−15 (upper ﬁgure) and (b) residuum threshold
‖r‖min = 10−9 (lower ﬁgure).
chosen (it has smallest min(A) on the ﬁne grids). It can be clearly seen that the error norm follows this
numerical limit and therefore gives a reliable estimate for the minimum error which can be achieved on
a given grid and a given threshold value res.
For the new Padé solvers, derived in Section 2, a higher-order approximation of the RHS of the Poisson
equation was kept formally by introducing a factor c, which takes values either of zero (both sides have
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same order in h) or one. Allowing c = 1 it is found that in some cases the solution is improved. However,
there exist also cases where the solution becomes worse, i.e. there is no clear rule for which solvers and
test cases there is an improvement. For example in Test Case 1, the solver D4cP 02 is ≈ 13% less accurate
with c = 1, while the solution of the Coulomb problem is improved by a factor of 3 in the near ﬁeld and
by a factor of 1.5 in the far ﬁeld (cmp. Fig. 3). On the other hand for D6cP 22 the solution of Test Case 1 is
improved by a factor of 3 when c = 1, while the solution of the Coulomb problem becomes less accurate
(near ﬁeld a factor 0.7, far ﬁeld a factor of 0.9). It is therefore not decisive from the beginning to keep
the factor c or not. However, it is found that the same factor in improvement (or worsening) is observed
for all grid sizes for a given solver and test problem. Therefore, one may compare results on the coarsest
grid and may decide whether to keep c = 0 or 1 on ﬁne grids.
3.3. Order of ﬁnite difference approximations
In Section 2 a formal derivation of high-order schemes, based on a Padé approximation was given.
Although the Padé approximations should have the desired order in h, a formal proof for this fact should
be given.
As a matter of fact the eigenfunctions of the exact form of the Laplace operator are known to be
k,l,m = cos(kx) cos(ly) cos(mz) with corresponding eigenvalues  = −(k2 + l2 + m2). For the usual
stencils, the eigenvectors of the discrete problem are simply the sampled continuous eigenvectors with
eigenvalues changed according to the order of accuracy. To test this feature for stencils with a modiﬁed
RHS, a slightly more involved procedure is needed. In the derivation of the Padé approximations two
operators appear in the ﬁnal results. The one acting on the ﬁeld u, the other acting on the source term f,
i.e. ˜u = ˜f , where ˜ and ˜ are approximation operators. Therefore, a generalized eigenvalue problem
has to be solved
˜u = ˜u. (83)
Both ˜ and ˜ have the desired property that eigenfunctions are sampled continuous eigenvectors. Conse-
quently only the eigenvalues need to be tested. For practical purposes one may insert the eigenfunctions
of the exact operator and controls the order in h of the approximation, i.e.,
(˜k,l,m + (k2 + l2 + m2)˜k,l,m)−1k,l,m = O(hn), (84)
where n is the order of the approximation. Due to the linearity of the operators, this should give the
order of the operator itself. For all approximations developed here, the expected order was recovered.
Note, however, that this procedure is ﬁrst of all true for the Poisson equation, i.e., a nonvanishing RHS.
The derivation of the solvers introduces in a natural way a modiﬁed RHS of the Poisson equation. One
therefore could argue that the order for a Laplace equation will be reduced. In fact, formally ˜ is only a
second-order approximation of the exact Laplace operator for arbitrary functions . However, for those
functions ˜, solving the Laplace equation ˜ = 0 it has full order.
The order of the schemes may also be checked empirically along with a given problem for which the
discretization error should follow
‖hi−1‖
hni−1

‖hi‖
hni
, (85)
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where hi denotes the mesh size for a grid with (2i + 1)3 grid points and n is the expected order of the
numerical scheme. Since hi = hi−1/2, the order condition for a numerical scheme may be reformulated
with an excess parameter xh which can be deﬁned via
xh = log2
(‖hi−1‖
‖hi‖
)
− n. (86)
For xh0 the numerical scheme exhibits the prescribed order O(hn). In Tables 1–4 the values for xh are
shown for all solvers, applied to Test Cases 1–4. For the ﬁrst three test cases it is found that xh is close to
zero, i.e. the calculations fulﬁll the prescribed order of the solvers. Test Case 4 is different in this respect.
The near ﬁeld part of the Coulomb problem deﬁnitely shows a very poor improvement with increasing
the mesh size, i.e. in this region the prescribed order is not reached. This is understandable from the fact
that the source function as well as the exact potential are not smooth functions. In fact, a better resolution
of the singularity in the potential may result in larger relative errors near the singular point and therefore
there is no improvement of the error norm. On the other hand, the far ﬁeld part does not exhibit these
problems and the potential there may be considered as a smooth part of the potential. Consequently, the
excess parameter is very much closer to zero or even positive, indicating a better order behavior than
prescribed by the solver scheme. In contrast to other properties there is no clear evidence that compact
schemes exhibit larger excess parameters than extended ones.
3.4. Convergence
It is clear that the stencil and iteration matrices of the ﬁnite difference schemes have to be positive
deﬁnite. This is equivalent to the statement xTAx> 0,∀x or that all eigenvalues  of A are greater zero.
The second requirement was checked by calculating the smallest eigenvalue of the matrices A which
were found to be positive for all investigated cases.
Another important characteristic is the convergence behavior of the ﬁnite difference schemes. Empiri-
cally, the rate of convergence, rc, is calculated as the asymptotic decay of the residuum
rc = lim
n→∞
‖r(n)‖
‖r(n−1)‖ . (87)
On the other hand it may also be calculated as the spectral radius of the iteration matrix C of the numerical
scheme. In the case of the Gauss–Seidel scheme, C is given by
C = (D − L)−1U (88)
where D is the diagonal, −L the lower triangular and −U the upper triangular part of the operator matrix
A. The spectral radius is then given as (C) = maxi i(C), where i is an eigenvalue of matrix C. Both
methods were applied to calculate the convergence rate. Table 5 shows the comparison of the different
schemes. First of all it is found that the empirical determination of rc is in a very good agreement with
the calculation of the spectral radius. Furthermore it is found that for the different schemes a different
performance has to be expected. Especially for large lattices, the schemes based on the Padé approximation
perform fairly superior with respect to approximations based on the Taylor expansion, Eq. (7). For the
smallest lattices this seems to be different. However, it has to be noted that in the case of D63bl three
boundary layers are speciﬁed, which reduces the number of unknowns in that case from (23 + 1)3 = 729
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to (23 − 5)3 = 27! In the case, where two boundary layers have to be speciﬁed (D42bl , D6cP 22, D6cP 04
and D6cP 24) the number of unknowns on the smallest lattice is (23 −3)3 =125, whereas for one speciﬁed
boundary layer (D21bl,D4cP 02, D6cc) there are (23 − 1)3 = 343 unknowns. This imbalance is strongly
reduced if onemoves to larger lattices. To ﬁnd the proper spectral radii the iterationmatrixwas constructed
consequently with eliminated boundary conditions.
3.5. Computational efﬁciency
The decision to use a certain ﬁnite difference scheme does not only depend on the given order of the
method but also on its efﬁciency, i.e., the computational effort which has to be spent to reach a given level
of accuracy. This work strongly depends on the order of the discretization error, the spectral radius (C)
and the work per step. The latter one may be considered in a ﬁrst approximation as proportional to the
number of entries, nD , in the ﬁnite difference stencil (Table 5). Therefore the efﬁciency will be different
for solvers of the same order.
To estimate the work per step, the operations on the RHS of the Poisson equation may be disregarded,
as they are performed only once at the beginning of the iteration procedure. Therefore the computational
work, Wcpu, could be estimated as Wcpu = N∗nhnD , where  is a proportionality constant, nh is the
number of iterations until the residuum threshold is reached and N∗ = (1/h+ 1− 2nb)3 is the number of
unknowns. nb is the number of boarder layers, where the solution is prescribed exactly in order to fulﬁll
the boundary conditions, i.e. these grid points are not iterated. This simple approximation, however, does
not take into account machine speciﬁc characteristics, e.g. cache effects, which may result in a different
performance for compact data structures. Therefore, also  will be a function of the solver at hand.
In addition, the computational work also depends on the accuracy of a given scheme.A higher accuracy
implies a smaller discretization error which usually results in an increasing number of iteration steps until
‖h‖ is reached. The number of iteration steps nh can be estimated via
nh = log
(
1
(C)
‖rh‖(min)
‖r(0)h ‖
)
, (89)
where ‖rh‖(min) is the threshold of the residuum norm for which the discretization error is reached.
According to Eq. (77) this can be estimated via
‖rh‖(min) ≈ |min(A)|
h2
‖h‖. (90)
Calculating nh it is found that the number of iterations increases roughly by a factor ﬁve to eight if the
number of grid points is increased by a factor of eight, showing a nearly sub-linear increase of the number
of iterations as function of grid points. It is found that the compact schemes exhibit a better internal
efﬁciency, i.e., have smaller ratios nhi /nhi−1 than the ones based on Eq. (7). In addition, they also show
a superior behavior in absolute numbers of nh.
However, these better characteristics in terms of convergence behavior are partly compensated by a
higher computational work Wcpu since the compact schemes have larger values nD as the extended ones.
To get a realistic estimate of the computational efﬁciency, timings were recorded for each solver to reach
the discretization error, i.e. the time for nh iterations. Results are shown in Table 6 for Test Case 1. It
is seen that for solvers of a given order results are comparable for small grid sizes (h 132 ). For large
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grids, however, it is found that compact solvers are clearly favorable with respect to extended solvers,
e.g., D6cP22 is ≈ 50% faster than D63bl and D6cP0,4, D6cc are still ≈ 25% faster than D63bl . Assuming
a constant  the ratio, e.g., Wcpu(D63bl)/Wcpu(D6cP22), is larger than one for coarse grids and approaches
one on ﬁne grids. The fact that execution times for compact solvers nevertheless are considerably better
on ﬁne grids than for extended schemes, demonstrates that machine speciﬁc effects, e.g. cache effects,
play an important role which make compact schemes superior with respect to extended ones (cmp.
Table 6).
Assuming that a solver has a smaller discretization error with respect to a concurrent scheme, the time
to reach the level of discretization error will be probably longer than for a less accurate solver. This would
mean that the computational efﬁciency, as characterized above, would be smaller. Therefore another
measure of efﬁciency is obtained by calculating the number of intervals, n10, and time, 10, to reduce the
residuum by a factor of 10, i.e.
n10 = nh log
(
‖r(0)h ‖
‖rh‖(min)
)−1
, 10 = h log
(
‖r(0)h ‖
‖rh‖(min)
)−1
. (91)
Using the data from Test Case 1 it is also evident for this criterion that compact schemes become clearly
superior with respect to extended ones for grid sizes N643.
4. Conclusions
In the present article different forms of high-order compact solvers for the three-dimensional Poisson
equation have been derived on the basis of a Padé approximation which was applied to the Taylor
expansion of the ﬁnite difference operator, Eq. (7). Itwas shown that both the accuracy and the convergence
characteristics obtainedwith these newapproximations is superior to the straight forward implementations
of the Laplace stencil (Eq. (7)). The fourth-order Padé approximation led to a similar expression as found
in Ref. [7]. However, here an extended expression was obtained, where the RHS of the Poisson equation
was modiﬁed according to a higher-order approximation scheme. This turned out to give more accurate
results in certain cases, e.g., in the case of discontinuous source functions, i.e., the case of a unit point
charge. In the case of continuous source distributions, this higher-order approximation of the RHS did
not improve the accuracy. A similar extension was made for the sixth-order approximations. It is not yet
clear in which cases results may be improved with the inclusion of higher-order terms. The results do
not offer a clear picture which solvers applied to certain test problems beneﬁt from this inclusion. It was
found, however, that a potential improvement factor (in some cases also worsening factor) were constant
for all grid sizes for a given solver and test problem. Clariﬁcation of these ﬁndings may be a hint for
future research.
The new sixth-order Padé solvers were compared to the sixth-order solver D6cc, Eqs. (14)–(16). It was
found that the new schemes D6cP 04 and D6cP 22 are either competitive with D6cc or even superior with
respect to accuracy and performance.
As a matter of fact [m, n]-Padé approximations of the bracketed expression in Eq. (7) approximate the
Laplace operatorwith orderO(hm+n+2). For the fourth-order approximation, the only nontrivial choice is a
[0,2]-approximation. For the case of sixth-order the two cases [0,4] and [2,2] were investigated. However,
as a test, also a [2,4]-Padé approximation was used, where terms only up to sixth-order were taken into
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account in the resulting expression. This case demonstrated that with higher-order Padé-approximations
no better solutions are found. It was shown that this approximation turns out to lead to a larger condition
number of the operator matrix A and to larger spectral radii. The former property leads to a less stable
solution, the latter one to a slower convergence. It may be expected that this behavior is even more
pronounced for higher-order Padé approximations, where terms are kept only up to order six.
In this article the sixth-order approximations require two boundary layers for a solution of a boundary
value problem. This may lead to problems where the true potential function is only known exactly on one
boundary layer. In this case, one has to switch to asymmetric stencils or to lower-order representations
on and near to the boundary. It is not clear how this local change of order does affect the overall solution
of the problem. Investigations in this direction will be done in the future. In addition the ﬁnite difference
schemes of sixth-order cannot yet be used in a straightforward way for multigrid techniques. However,
double discretization techniques, i.e., different discretization of ﬁeld and residuum equations, will lead
to the possibility to apply also the new high-order approximations to multigrid methods. Work in this
direction is in progress.
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