We improve several results recently established by for the Gamma and Beta functions. All we need is some clever applications of classical inequalities.
Introduction
Recently, in the survey paper [6] various inequalities for Beta and Gamma functions obtained from some classical inequalities are given. The most common way in which the Gamma function is defined is the following integral representation: Various well-known formulas for Gamma function are also given in [6] . For example, and its connection to Gamma function is also well known:
Γ(x)
B(x, y) = Γ(x)Γ(y) Γ(x + y) .
(1.5)
Among others know formulas for Beta function given in [6] is the following one: (1.8)
For example, the following inequalities are obtained in [6] . 
In this paper, we will give some improvements and generalizations of these and some other results from [6] .
Inequalities via Chebyshev's inequality
The following result is well known in the literature as Chebyshev's integral inequality for synchronous (asynchronous) mappings (see, e.g., [16, pages 239-293] or [17, pages 197-208] 
then we have the inequality 
then we have
If the condition (2.3) holds, then functions f and g are synchronous (asynchronous) on (0,∞) and then, by Chebyshev's inequality for I = (0,∞), we have
Hence, (2.4) follows from the integral representation (1.2).
Remark 2.3.
For n = 0 (Γ (0) = Γ) the following result follows from [6] :
or, in equivalent form
Corollary 2.4. Let p > 0 and q ∈ R be such that |q| < p, and let n be a nonnegative integer. Then
and by (2.4), we get
Remark 2.5. For n = 0 we have inequality from [6] :
or, equivalently 16) wherefrom, for n = 0, we have the following inequality from [6] :
or, equivalently
As a consequence of (2.10) it was proved in [6] that the mapping logΓ(x) is superadditive for x > 1, and the following inequality holds:
For a given real m > 0 and nonnegative integer n, consider the mapping
which is equivalent to
and the corollary is proved.
An inequality via Hölder inequality
The following inequality is a generalization of [6, Theorem 5] . 
that is, the mapping Γ (2n) is logarithmically convex on (0,∞).
Proof. We use the following weighted version of Hölder inequality:
for p > 1, 1/ p + 1/q = 1, nonnegative h on I, provided that the other integrals exist and are finite. Choose (3.5) and the inequality (3.1) is proved.
Inequalities via Grüss' inequality
Let us note that the following interpolation of Grüss' inequality is well known [16, 
where ϕ, Φ, γ, and Γ are given constants, and h is nonnegative. Then
where
where B is Beta function.
Proof. Set in Lemma 4.1: 
and note that (see [6] ) minimum of f and g is zero, while maximum of f is m m n n /(m + n) m+n , and maximum of g is p p/(p + q) p+q . 
Proof. Consider the mapping f α,u (t) = t α e −ut defined on (0,∞). Then
which shows that f α,u is increasing on (0,α/u) and decreasing on (α/u,∞), and the max-
we will obtain (4.7), using formula (1.3). 
(4.9)
On inequalities via Ostrowski's inequality
The following lemma gives the well-known Ostrowski's inequality (see, e.g., [16, page 469] ). 
2)
Proof. Consider Lemma 5.1 for the mapping l a,b 
(5.5)
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Remark 5.4. The above result is an improvement of [6, Theorem 14] , that is, of (1.9). It is well known that Ostrowski's inequality is useful in the estimation of the remainder for a quadrature formula (see [4, 6, 10, 12, 13] 
where the remainder satisfies the estimate
for all ξ i (i = 0,1,...,n − 1) as above.
In particular, for ξ i = (x i + x i+1 )/2, (i = 0,1,...,n − 1), we have the midpoint rule
where 10) and the remainder S n ( f ,I n ) satisfies the estimation
The following approximation formula for the Beta mapping holds. 
where the remainder T n (p, q) satisfies the estimation
13)
and K 1 is given by (5.3) .
In particular for ξ i = (x i + x i+1 )/2 (i = 0,1,...,n − 1), we get the approximation
Remark 5.7. The results above are improvements of those given in [6, Theorem 15] where K 1 is given by
The following inequality of Ostrowski type is also valid (see [11] , [16, page 471] ).
Remark 5.9. Let us note that
hence (5.17) is the same as result obtained in [8] . An extension of the above result in the case of function of bounded variation was considered in [5, 6] .
Proof. Let us consider Lemma 5.8 for mapping l p−1,q−1 (t). We have
by (1.6).
Remark 5.11. Theorem 5.10 is an improvement of (1.10), that is, [6, Theorem 1.8].
Application of (5.12) in quadrature formulas was considered in [5, 6, 8] . The following result is valid. 
In particular, we have the midpoint rule (5.9) and the remainder S n ( f ,I n ) satisfies the estimate 
where K 2 is given by (5.20 
Remark 5.14. The last theorem gives improvement of [6, Theorem 19 ].
Fink [11] (see also [15, page 471], [5, 16] ) has proved the following result.
where 
