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Abstract This paper considers the problem of solving a special quartic-quadratic op-
timization problem with a single sphere constraint, namely, finding a global and local
minimizer of 12z
∗Az+ β2
∑n
k=1|zk|4 such that ‖z‖2 = 1. This problem spans multi-
ple domains including quantummechanics and chemistry sciences and we investigate
the geometric properties of this optimization problem. Fourth-order optimality condi-
tions are derived for characterizing local and global minima. When the matrix in the
quadratic term is diagonal, the problem has no spurious local minima and global solu-
tions can be represented explicitly and calculated in O(n log n) operations. When A
is a rank one matrix, the global minima of the problem are unique under certain phase
shift schemes. The strict-saddle property, which can imply polynomial time conver-
gence of second-order-type algorithms, is established when the coefficient β of the
quartic term is either at least O(n3/2) or not larger than O(1). Finally, the Kurdyka-
Łojasiewicz exponent of quartic-quadratic problem is estimated and it is shown that
the exponent is 1/4 for a broad class of stationary points.
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1 Introduction
In this paper, we analyze the geometric properties of the following nonconvexquartic-
quadratic problem under a single spherical constraint,
min
z∈Cn
f(z) =
1
2
z∗Az+
β
2
∑
k∈[n]
|zk|4 s.t. ‖z‖2 = 1,(1.1)
where β > 0 is a fixed interaction coefficient andA ∈ Cn×n is a given Hermitian ma-
trix. An important class of applications of this type is the so-called Bose-Einstein con-
densation (BEC) problem, which has attracted great interests in the atomic, molecule
and optical physics community and in the condense matter community. Utilizing a
proper non-dimensionalization and discretization, the BEC problem can be rewritten
as a quartic-quadratic minimization problem of the form (1.1), where the matrix A
corresponds to the sum of the discretized Laplace operator and a diagonal matrix.
If a non-rotating BEC problem is considered, then the variable z can be restricted
to the real space Rn and problem (1.1) becomes a real optimization problem. For a
more detailed setup of the BEC problem and its specific mathematical formulation,
we refer to [38,11,66].
Our interest in problem (1.1) and its geometric properties is primarily triggered
by related numerical results and observations with Bose-Einstein condensates and
Kohn-Sham density functional calculations, see, e.g., [79,41,80,32], and is motivated
by recent landscape results for matrix completion [36,77,35], phase retrieval [73,24],
phase synchronization [10,17,54], and quadratic programs with spherical constraints
[31,53]. Understanding the geometric landscape of the nonconvex optimization prob-
lem (1.1) is a fundamental step towards understanding and explaining the global and
local behavior of the problem and the performance of associated algorithms. Despite
recent progress on the geometric properties of nonconvex minimization problems
and due to the complex interaction of the quadratic and quartic terms, the landscape
of (1.1) is still elusive. We further note that in [40], Hu et al. have shown that the
minimization problem (1.1) can be interpreted as a special instance of the partition
problem and thus, it is generally NP-hard to solve (1.1).
1.1 Related Work and Geometric Concepts
Although nonconvex optimization problems are generally NP-hard, [61], direct and
traditional minimization approaches, such as basic gradient and trust region schemes,
can still be applied to solve certain and important classes of nonconvex problems –
with astonishing success – and they remain the methods of choice for the practitioner
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[17]. A recent and steadily growing area of research concentrates on the identifica-
tion of such classes of problems and tries to close the discrepancy between theoreti-
cal results and numerical performances, see, e.g., [72,43,26] for an overview. Herein
geometric observations and techniques play a major role in understanding the land-
scape and the global and local behavior of a nonconvex problem and of associated
algorithms. Specifically, we are interested in the following geometric properties:
(P1) All local minimizers are also global solutions, i.e., there are no spurious local
minimizers.
(P2) The objective function possesses negative curvature directions at all saddle
points and local maximizers which allows to effectively escape those points.
Condition (P2) is the basis of the so-called strict-saddle property and was introduced
in [34,73,35]. The strict-saddle and other related conditions can be used in the con-
vergence analysis and in the design of algorithms to efficiently avoid saddle points.
For instance, Sun, Qu, and Wright [76] established a polynomial-time convergence
rate of a Riemannian trust region method that is tailored to solve phase retrieval prob-
lems which satisfy the strict-saddle property. Furthermore, in [49,64,48] it is shown
that certain randomly initialized first-order methods can converge to local minimiz-
ers and escape saddle points almost surely if the strict-saddle property holds. In the
following, we briefly review recent classes of nonconvex optimization problems for
which the conditions (P1), (P2), or other desirable geometric properties are satisfied.
The generalized phase retrieval (GPR) problem is a popular nonconvex problem
which has seen remarkable progress these years, see, e.g., [42,70] for an overview.
Classical methods that transform the GPR problem into a convex program include
convex relaxation techniques [19,21,25] andWirtinger flow algorithmswith carefully-
designed initialization [20]. Phase retrieval problems are typically formulated as a
quartic and unconstrained least squares problem depending onmmeasurementsyk =
|a∗kz|, k = 1, ...,m. Traditional GPR methods can recover the true signal z from the
measurements as long as the sample sizem satisfiesm ' n orm ' n logn where n
is the dimension of the signal. A provable convergence rate for a randomly initialized
trust region-type algorithm is given in [73] as long asm ' n log3 n via showing that
all the local minima are global and the strict-saddle property holds. When the signal
and observations are real, the convergence rate of the vanilla gradient descent method
is established by Chen et al. [24] under the assumption m ' n log13 n. Another in-
teresting class of amenable nonconvex problems are low-rank matrix factorization
problems. Classical methods for matrix factorization are based on nuclear norm min-
imization [22,68] and are usually memory intensive or require long running times. In
[44,45], Keshavan, Montanari, and Oh showed that the well-initialized gradient de-
scent method can recover the ground truth of those problems. A strong convexity-type
property is proved to hold around the optimal solution by Sun and Luo in [77] and
the objective function is shown to be sharp and weakly convex in nonsmooth settings
by Li et al., [51]. Further, the strict-saddle property for the low-rank matrix factoriza-
tion problem is established in [35,36], as well as for other low rank problems such
as robust PCA and matrix sensing. Other classes of nonconvex optimization prob-
lems with provable convergence or geometric properties comprise orthogonal tensor
decomposition [34,37], complete dictionary learning [5,74,75], phase synchroniza-
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tion and community detection [10,17,54] and shallow neural networks [52]. There
are also several numerical methods that work well in practice for solving the BEC
problem (e.g., tools for numerical partial differential equation [3,29] or optimization
methods [33,40,80]), but their geometric properties are not known.
So far the mentioned concepts allow to cover global structures and landscapes. In-
stead, local properties and the local behavior of (1.1) can be captured by the so-called
Kurdyka-Łojasiewicz (KL), [47], or Łojasiewicz inequality, [55]. The Łojasiewicz in-
equality is a useful tool to estimate the convergence rate of first-order iterative meth-
ods in the nonconvex setting [1,59,69]. Moreover, the convergence rate of first-order
methods satisfying a certain line-search criterion and descent condition can be de-
rived via the KL inequality, [6,15,69], where the rate depends on the KL exponent
θ. However, there is no general method to determine or estimate the KL exponent
of specific optimization problems, though the existence of the KL exponent is guar-
anteed in many situations. For optimizing a real analytic function over a compact
real analytic manifold (such as problem (1.1)), the existence of the KL exponent is
established by Łojasiewicz in [55]. There are also several few works that derive ex-
plicit estimates of the KL exponent for certain structured problems, such as general
polynomials [39,27,81], convex problems [50], non-convex quadratic optimization
problems with simple convex constraints [30,50,56,57], and quadratic optimization
problems with single spherical constraint [31,53]. Obviously, the above four cases do
not cover our constrained quartic-quadratic optimization problem (1.1).
1.2 Contributions
In this work, we investigate different geometric concepts for the quadratic-quartic
optimizations problem (1.1) and give theoretical explanations why first- and second-
order methods can performwell on it. In section 2, we first derive several new second-
and fourth-order optimality conditions for problem (1.1) that can be utilized to char-
acterize local and global solutions. These conditions capture fundamental geomet-
ric properties of stationary points and local minima and form the basis of our ge-
ometric analysis. We then investigate problem (1.1) in the special case where A is
a diagonal matrix. In this situation, we show that a complete characterization of
the landscape can be obtained and that problem (1.1) does not possess any spuri-
ous local minima. Furthermore, global solutions can be computed explicitly using a
closed-form expression that involves the projection onto an n-simplex which requires
O(n log n) operations. These results can be partially extended to the case where A
is a rank-one matrix and we can prove uniqueness of global minima up to a cer-
tain phase shift. In general, the complex interplay between the quartic and quadratic
terms impedes the derivation of explicit expressions for stationary points and local
minima and complicates the landscape analysis of f significantly. However, if either
the quartic or the quadratic term dominates the objective function, we can establish
the strict-saddle property (P2) and identify and calculate the location and number of
local minima. Our methodology is based on a careful discussion of the quartic and
quadratic terms for large and small interaction coefficients that is applicable for gen-
eral deterministic and arbitrary choices ofA. We note that previous works and results
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only cover fourth-order unconstrained optimization problems (e.g., phase retrieval),
quadratic constrained optimization problems (e.g., matrix completion and phase syn-
chronization), or fourth-order constrained optimization problems without quadratic
terms (e.g., fourth-order tensor decomposition). In particular, there is no interaction
between quartic and quadratic terms and between their Riemannian derivatives. Dif-
ferent from most nonconvex problems discussed in the literature, our problem does
not have a natural probabilistic framework and thus, probabilistic techniques such as
concentration inequalities can not be directly applied.
In addition, we estimate the KL exponent and establish a Riemannian Łojasiewicz-
type inequality for problem (1.1). Again, the presence of the quartic term consider-
ably complicates the theoretical analysis. In order to deal with the high-order terms
appearing in the Taylor expansion, we first separate the nonzero and zero components
of a stationary point in order to facilitate the discussion of the leading terms. Then we
divide the proof into several cases corresponding to different leading terms. The ap-
pearance of the quartic term requires the third-order and the fourth-order terms in the
Taylor expansion to fully describe the local behavior, rather than merely the second-
order terms. Due to the additional terms, the number of possible leading terms is
significantly increased and we carefully analyze the relationship between those dif-
ferent terms. If the matrix A is diagonal, we show that the Łojasiewicz inequality
holds at every stationary point of (1.1) with exponent θ = 14 . Moreover, this re-
sult can be extended to more general choices of A, if the problem is restricted to
the real space and positive semi-definiteness of the stationary certification matrix is
assumed. The proof is based on the diagonal case and on estimates of the local behav-
ior of the objective function and the Riemannian gradient in different subspaces. The
positive semi-definiteness assumption is utilized throughout the proof to handle the
non-isolated case and can not be easily removed. Although this additional condition
represents a stronger notion of global optimality, a wide range of global minima in
the real case satisfy this condition. To the best of the authors’ knowledge, our work
is the first to estimate and analyze these properties for quadratic-quartic optimization
problems over a single sphere.
1.3 Organization and notations
This paper is organized as follows. In section 2, we present second- and fourth-order
optimality conditions and characterize global minimizer of problem (1.1). Next, in
section 3 and section 4, we consider two special cases and investigate geometric prop-
erties of problem (1.1) when A is either diagonal or has rank one. General landscape
results for the real case are discussed in section 5. Finally, in section 6, we estimate
the KL exponent of problem (1.1).
For n ∈ N, we define [n] := {1, ..., n} and for z ∈ Cn, we set ‖z‖ = ‖z‖2 =√
z∗z. Let Sn−1 and CSn−1 denote the n-dimensional real and complex sphere, re-
spectively. In the following sections, we will use the notationM = Sn−1 orM =
CS
n−1 depending on whether we consider the real or the complex case. The tangent
space of CSn−1 at a point z ∈ CSn−1 is given by TzM := {v ∈ Cn : ℜ(v∗z) = 0}.
For z ∈ Cn, diag(z) is a diagonal matrix with diagonal entries z1, ..., zn and we use
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|z|2 to denote the component-wise absolute value, |z|2 = z ⊙ z¯, of z. We use I to
denote the (n × n) identity matrix. The Euclidean and corresponding Riemannian
gradient of f at z onM are denoted by∇f(z) and gradf(z). Similarly,∇2f(z) and
Hessf(z) represent the Euclidean and Riemannian Hessian, respectively.
Throughout this paper and without loss of generality we will assume that the
matrix A is positive definite. Furthermore, A = PΛP ∗ is an associated eigenvalue
decomposition of the Hermitian matrix A with λ1 ≥ λ2 ≥ ... ≥ λn > 0, Λ =
diag(λ1, ..., λn), P = (p1, ...,pn) ∈ Cn×n, and P ∗P = I .
2 Wirtinger Calculus and Optimality Conditions
Since the real-valued objective function f is nonanalytic in z, we utilize theWirtinger
calculus [46,71] to express the complex derivatives of f . Specifically, the Wirtinger
gradient and Hessian of f are defined as
∇f(z) :=
[∇zf
∇z¯f
]
, ∇2f(z) :=

 ∂∂z (∂f∂z )∗ ∂∂z¯ (∂f∂z )∗
∂
∂z¯ (
∂f
∂z¯ )
∗ ∂
∂z¯ (
∂f
∂z¯ )
∗

 ,
where ∇zf(z) := (∂f/∂z)∗,∇z¯f(z¯) := (∂f/∂z¯)∗ and following [80], we obtain
∇fz(z) = 12Az+ β diag(|z|2)z, ∇z¯f(z¯) = ∇fz(z), and
∇2f(z) =
[
1
2A+ 2β diag(|z|2) β diag(z21 , ..., z2n)
β diag(z¯21 , ..., z¯
2
n)
1
2 A¯+ 2β diag(|z|2)
]
.
Furthermore, using the identification TzM ≡ {v, v¯ ∈ Cn : z∗v + z¯T v¯ = 0}, the
Riemannian gradient and Hessian of f are given by
gradf(z) = ∇f(z)− λ
[
z
z¯
]
and Hessf(z) = ∇2f(z)− λI2n,(2.1)
where λ = z∗∇zf(z) = 12z∗Az+β‖z‖44 ∈ R, see, e.g., [2, Section 3.6 and 5.5]. Let
us notice that gradf and Hessf coincide with the standard gradient and Hessian of
the Lagrangian L(z, µ) = f(z, z¯) − µ2 (z¯T z − 1) when choosing µ = λ. Exploiting
the symmetry in gradf , the associated first-order optimality conditions for (1.1) now
take the form:
(2.2) gradf(z) = 0 ⇐⇒ [A+ 2β diag(|z|2)]z = 2λz.
A point z ∈ Cn satisfying the conditions (2.2) will be called stationary point of
problem (1.1). We define the curvature of f at z along a direction v ∈ Cn via
Hf (z)[v] :=
[
v∗ vT
]
Hessf(z)
[
v
v¯
]
= v∗[A+ 4β diag(|z|2)]v + 2β ·
∑n
k=1
ℜ(v2kz¯2k)− 2λ‖v‖2
= v∗[A+ 2β diag(|z|2)− 2λI]v + 4β ·
∑n
k=1
ℜ(vkz¯k)2
In the real case, the latter formulae reduce to gradf(z) = [A+2β diag(|z|2)]z−2λz,
Hessf(z) = A+ 6β diag(|z|2)− 2λIn, andHf (z)[v] := vTHessf(z)v.
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2.1 Second-Order Optimality Conditions
Due to the analogy of the Riemannian expressions and the Lagrangian formalism, we
can apply classical optimality results to describe the second-order optimality condi-
tions of problem (1.1). In particular, by [62, Theorem 12.5 and 12.6] we have:
Lemma 2.1 (Second-Order Necessary and Sufficient Conditions) Suppose that z
is a local solution of problem (1.1). Then, it holds that gradf(z) = 0 and we have
Hf (z)[v] ≥ 0 for all v ∈ TzM. Conversely, if z is a stationary point satisfying
gradf(z) = 0 and Hf (z)[v] > 0 for all v ∈ TzM\{0}, then z is an isolated local
minimum of problem (1.1).
Next, for some z ∈ Cn we define the equivalence class
JzK := {y ∈ Cn : |yk| = |zk|, ∀ k ∈ [n]}.(2.3)
The following theorem gives a general sufficient condition for a stationary point to
be a global minimum of problem (1.1).
Theorem 2.1 Let z ∈ Cn be a stationary point of problem (1.1) with corresponding
multiplier λ and suppose that the matrix
H := A+ 2β diag(|z|2)− 2λI  0(2.4)
is positive semidefinite. Then z is a global minimum and all global minima of problem
(1.1) belong to the equivalence class JzK.
Proof Let y ∈ Cn be an arbitrary point with ‖y‖ = 1 and let us introduce the polar
coordinates zi = rie
iθi , yi = tie
iφi for ri, ti ≥ 0, θi, φi ∈ [0, 2π] and all i ∈ [n].
Using the stationarity condition gradf(z) = 0 and ‖z‖ = ‖y‖ = 1, it holds that
f(y) − f(z) = 1
2
y∗Ay − 1
2
z∗[2λz− 2β diag(|z|2)z] + β
2
(‖y‖44 − ‖z‖44)
=
1
2
y∗Hy − βy∗ diag(|z|2)y + β
2
(‖y‖44 + ‖z‖44)
=
1
2
y∗Hy +
β
2
∑n
k=1
[t2k − r2k]2.(2.5)
Consequently, the positive semidefiniteness of H yields f(y) − f(z) ≥ 0 for all
y ∈ Cn with ‖y‖ = 1. Suppose now that y is a global minimum with y /∈ JzK. In
this case the last sum in the above expression is strictly positive which, together with
the positive semi-definiteness ofH yields a contradiction.
If problem (1.1) has two different global minimizers y and z with JyK∩ JzK = ∅,
Theorem 2.1 implies that H can not be positive semidefinite. Moreover, if condition
(2.4) holds at a stationary point z, it automatically has to hold at all global minimizers
in JzK.
The definiteness condition in Theorem 2.1 can be equivalently rephrased as fol-
lows: The multiplier λ associated with z is the minimum eigenvalue of the ma-
trix A + 2β diag(|z|2) and z is the corresponding eigenvector. Characterizations of
8 Haixiang Zhang et al.
this type are also known for (quadratic) trust-region subproblems and for general
quadratic programs with quadratic constraints, see [60,78]. Furthermore, utilizing
[18, Theorem 3.1], it can be shown that such an eigenvector z with the stated proper-
ties exists under the assumption 0 < β ≤ (λn−1 − λn)/8. In this case, the condition
(2.4) is necessary and sufficient for global optimality.
2.2 Fourth-order optimality conditions
In the following section, we derive several fourth-order optimality conditions based
on a special and finer expansion of the objective function f . In contrast to the suf-
ficient conditions in Theorem 2.1, this allows us to fully characterize global optima.
Let z ∈ CSn−1 be an arbitrary stationary point. For v ∈ TzM∩ CSn−1 and θ ∈ R,
we consider the point y = cos(θ)z+sin(θ)v ∈ CSn−1. Using this decomposition in
(2.5), we obtain
f(y)− f(z) = 1
2
y∗Hy +
β
2
∑
k∈[n]
[|yk|2 − |zk|2]2
=
sin2(θ)
2
[
Hf (z)[v] + 2β sin(2θ) ·
∑
k∈[n]
(|vk|2 − |zk|2)ℜ(z¯kvk)
]
+
β sin4(θ)
2
[∑
k∈[n]
[(|vk|2 − |zk|2)2 − 4ℜ(z¯kvk)2]
]
.
Defining H3(v) := β
∑
k∈[n](|vk|2 − |zk|2)ℜ(z¯kvk), H4(v) := β
∑
k∈[n][(|vk|2 −
|zk|2)2 − 4ℜ(z¯kvk)2] and dividing the latter equation by sin4(θ), this yields
G(v, cot(θ)) =
2[f(y)− f(z)]
sin4(θ)
= Hf (z)[v] · cot2(θ) + 4H3(v) · cot(θ) + 2[f(v)− f(z)],
for θ 6= kπ, k ∈ Z. We first propose necessary and sufficient optimality conditions
for z being a local minimum.
Theorem 2.2 (Characterization of Local Optimality) Let z be a stationary point of
problem (1.1). Then z is locally optimal if and only if there exists a constantMz > 0
such that G(v, t) ≥ 0 for all v ∈ TzM∩ CSn−1 and all t such that |t| ≥Mz.
Proof By definition, z is a local minimum if and only if there exists a constant δz > 0
such that f(y) ≥ f(z) for all y ∈ B(z, δz)∩CSn−1. Due to ‖y−z‖2 = 2−2 cos(θ),
the condition y ∈ B(z, δz) ∩ CSn−1 is equivalent to y = cos(θ)z + sin(θ)v with
v ∈ TzM∩ CSn−1 and cos(θ) ≥ 1− δ2z/2. Moreover, cos(θ) ≥ 1− δ2z/2 implies
| sin(θ)| ≤ δz
√
1− δ2
z
/4, | cot(θ)| ≥ 1− δ
2
z
δz
√
1− δ2
z
/4
=: Mz.
Consequently, it holds that y ∈ B(z, δz) ∩CSn−1 if and only if v ∈ TzM∩CSn−1
and | cot(θ)| ≥ Mz. Further, by definition of G, the necessary and sufficient condi-
tions for z being a local minima are equivalent to: there exists a constant Mz > 0
such that G(v, t) ≥ 0 for all v ∈ TzM∩ CSn−1 and all t such that |t| ≥Mz.
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Similarly, we can derive the fourth-order global optimality conditions.
Theorem 2.3 (Characterization of Global Optimality) Let z be a stationary point
of problem (1.1). Then z is a global solution if and only if
Hf (z)[v] ≥ 0, 2H3(v)2 ≤ Hf (z)[v] · [f(v)− f(z)], ∀ v ∈ TzM∩ CSn−1,
H3(v) = 0, H4(v) ≥ 0, ∀ v ∈ TzM∩ CSn−1 with Hf (z)[v] = 0.
Proof A stationary point z is a global minimum if and only if f(y) ≥ f(z) for
all y ∈ CSn−1, which is equivalent to G(v, t) ≥ 0 for all t ∈ R and all v ∈
TzM∩CSn−1. However, nonnegativity of the (degenerated) quadratic function t 7→
G(v, t) = Hf (z)[v]t
2+4H3(v)t+2[f(v)−f(z)] onR is equivalent to the conditions
stated in Theorem 2.3.
Finally, we establish fourth-order necessary conditions for local optimality.
Theorem 2.4 (Fourth-Order Necessary Optimality Conditions) Let z be a local
minima of problem (1.1). Then it holds that

Hf (z)[v] ≥ 0, ∀ v ∈ TzM∩ CSn−1,
H3(v) = 0, H4(v) ≥ 0, ∀ v ∈ TzM∩ CSn−1 with Hf (z)[v] = 0,
4H23 (v,w) ≤ Hf (z)[w]H4(v),
∀ v,w ∈ TzM∩ CSn−1 with Hf (z)[v] = 0, Hf (z)[w] > 0, v∗w = 0,
where H3(v,w) = H3(v) + 2β
∑
k∈[n] ℜ(v¯kwk)ℜ(v¯kzk).
Proof Theorem 2.2 implies that there is Mz > 0 such that G(v, t) ≥ 0 for all v ∈
TzM∩ CSn−1 and |t| ≥ Mz. Hence, for fixed v, we have G(v, t) = Hf (z)[v]t2 +
4H3(v)t + 2[f(v) − f(z)] ≥ 0 for t → ±∞. Thus, it follows Hf (z)[v] ≥ 0 and if
Hf (z)[v] = 0, it must holdH3(v) = 0 and 2[f(v)− f(z)] = Hf (z)[v] +H4(v) =
H4(v) ≥ 0. Now we prove the last condition. Suppose v and w are two vectors
in TzM ∩ CSn−1 satisfying Hf (z)[v] = 0, Hf (z)[w] > 0 and v∗w = 0. Let
y = cos(θ)v+ sin(θ)w ∈ TzM∩CSn−1, where θ ∈ [−π, π]\{0}. We consider the
limiting process θ → 0. Then, due to Hf (z)[v] ≥ 0 for all v ∈ TzM, it follows that
Hf (z)[y] = Hf (z)[w] · sin2(θ) and
(2.6) H3(y) = H3(v,w) · sin(θ) +O(sin2(θ)), H4(y) = H4(v) +O(sin(θ)).
We first discuss the case H4(v) = 0. The discriminant of G(y, t) – as a quadratic
function of t – is given by
16H23 (y) − 4Hf(z)[y](Hf (z)[y] +H4(y)) = 16H23 (v,w) sin2(θ) +O(sin3(θ)).
If H3(v,w) 6= 0, this term is positive for all sufficiently small θ and hence, G(y, t)
has two real roots. The absolute value of the larger root is
4|H3(y)| +
√
16H23 (y)− 4Hf (z)[y](Hf (z)[y] +H4(y))
2Hf(z)[y]
= Θ
(| sin(θ)|−1) ,
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which implies that there does not exist a constantMz > 0 such that G(y, t) ≥ 0 for
all y and t such that y ∈ TzM∩CSn−1 and |t| ≥Mz. Thus, we haveH3(v,w) = 0
in this case. Next, we consider the case H4(v) > 0 and let us suppose 4H
2
3 (v,w) >
Hf (z)[y]H4(v) = Θ(sin
2(θ)). The discriminant of G(y, t) now satisfies
16H23 (y) − 4Hf(z)[y](Hf (z)[y] +H4(y))
= 4
[
4H23 (v,w) sin
2(θ)−Hf (z)[w]H4(v)
]
sin2(θ) +O(sin3(θ)) > 0,
for all sufficiently small θ 6= 0. As in the last case, the absolute value of the larger
root of t 7→ G(y, t) converges to +∞ as θ → 0 which yields the same contradiction.
Consequently, we have 4H23 (v,w) ≤ Hf (z)[w]H4(v) by combining the two cases.
The fourth-order optimality conditions in Theorem 2.3 and 2.4 resemble other
known fourth order conditions, see, e.g., [28,65,23], and might be hard to verify
in practice. However, in the real case, the inequality H4(v) ≥ 0 is equivalent to
checking ‖|v|2 − |z|‖ ≥ 2√2‖z‖24. In this situation, the framework presented in [4]
can be used to verify the first two conditions in Theorem 2.4 in polynomial time.
Theorem 2.5 (Fourth-Order Sufficient Optimality Conditions) Suppose that the
point z ∈ CSn−1 satisfies the conditions

Hf (z)[v] ≥ 0, ∀ v ∈ TzM∩ CSn−1,
H3(v) = 0, H4(v) ≥ 0, ∀ v ∈ TzM∩ CSn−1 with Hf (z)[v] = 0,
4H23 (v,w) ≤ Hf (z)[w]H4(v),
∀ v,w ∈ TzM∩ CSn−1 with Hf (z)[v] = 0, Hf (z)[w] > 0, v∗w = 0,
where H3(v,w) = H3(v) + 2β
∑
k∈[n] ℜ(v¯kwk)ℜ(v¯kzk) and equality in the last
inequality holds if and only if H4(v) = 0. Then z is a local minimum of (1.1).
Proof We prove that there exists a constant Mz > 0 such that G(v, t) ≥ 0 for all
v ∈ TzM∩ CSn−1 and t with |t| ≥ Mz. If this condition holds, then by Theorem
2.2, we know that z is a local minima of problem (1.1). If Hf (z)[v] = 0, then it
follows G(v, t) = H4(v) ≥ 0 for all t ∈ R.
Next, let ǫ > 0 be a small constant. If Hf (z)[v] > ǫ, then the roots of the
quadratic function t 7→ G(v, t) are bounded by
4|H3(v)| +
√|16H23 (v) − 4Hf(z)[v](Hf (z)[v] +H4(v))|
2Hf (z)[v]
≤ (4 + 2
√
6)M
2ǫ
,
whereM := maxv∈TzM∩CSn−1 max {Hf (z)[v], |H3(v)|, |H4(v)|}. The continuity
of the functions Hf (z)[·], |H3(·)|, and |H4(·)| implies M < +∞. Hence, we have
G(v, t) ≥ 0 for all t ∈ R such that |t| ≥ (2 +√6)Mǫ−1. We now consider the case
Hf (z)[v] ∈ (0, ǫ]. Let us define the decomposition
v = cos(θ) · u+ sin(θ) ·w, Hf (z)[u] = 0, Hf (z)[w] > 0, u∗w = 0,
where θ ∈ [−π, π] and u,w ∈ TzM ∩ CSn−1. Specifically, introducing the sets
N := {v ∈ Cn : Hf (z)[v] = 0} andW := TzM∩CSn−1∩N⊥, there exists σ¯ > 0
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such thatHf (z)[w] ≥ σ¯ for allw ∈ W . As before, we haveHf (z)[v] = Hf (z)[w] ·
sin2(θ) and in the case H4(u) = 0, the condition 4H
2
3 (u,w) ≤ Hf (z)[w]H4(u)
implies H3(u,w) = 0. Utilizing (2.6), this yields |H3(v)| ≤ η sin2(θ) for some
universal constant η > 0 andH4(v) = O(sin(θ)). If the discriminant of the quadratic
function t 7→ G(v, t) is negative, it follows G(v, t) ≥ 0 for all t ∈ R. Otherwise, if
the discriminant is non-negative, then the absolute values of the roots are bounded by
4|H3(v)| +
√
16H23 (v) − 4Hf(z)[v](Hf (z)[v] +H4(v))
2Hf (z)[w] · sin2(θ)
≤
4η sin2(θ) +
√
16η2 − 4H2f (z)[w] +O(sin(θ)) sin2(θ)
2Hf (z)[w] · sin2(θ)
≤ 4η +
√
16η2 + 1
2Hf(z)[w]
≤ 4η + 1
σ¯
.
Consequently, it holds G(v, t) ≥ 0 for all t ∈ R such that |t| ≥ (4η + 1)σ¯−1. Oth-
erwise, if H4(u) > 0, then the last condition of this theorem implies 4H
2
3 (u,w) <
Hf (z)[w]H4(u). In this case, the discriminant of G(v, ·) satisfies
16H23 (v)− 4Hf (z)[v](Hf (z)[v] +H4(v))
= 4[4H23 (u,w)−Hf (z)[w]H4(u)] · sin2(θ) +O(sin3(θ)) < 0,
if θ is chosen sufficiently small and thus, we obtainG(v, t) ≥ 0 for all t ∈ R. Overall,
we can set Mz := max{(2 +
√
6)Mǫ−1, (4η + 1)σ¯−1} and z is a local minima of
problem (1.1).
3 Geometric Analysis of the Diagonal Case
In this section, we investigate the geometric properties of problem (1.1) under the
assumption that A is a diagonal matrix, i.e., A = diag(a) = diag(a1, a2, ..., an).
By setting uk = |zk|2, we can reformulate problem (1.1) as a convex problem
min
u∈Rn
1
2
aTu+
β
2
‖u‖2 s.t. u ∈ ∆n.(3.1)
where ∆n = {u ∈ Rn : uk ∈ [0, 1], k ∈ [n],
∑
k∈[n] uk = 1} is the n-simplex.
We will use this connection later to show that there are no spurious local minima in
the diagonal case and that the global solutions can be characterized via the unique
solution of the strongly convex problem (3.1).
We first derive an explicit representation of critical points of problem (1.1).
Lemma 3.1 (Characterizing Stationary Points) Suppose that A is a diagonal and
let z ∈ CSn−1 be given. Let us set I := {k ∈ [n] : zk 6= 0} and
uk := 0, ∀ k ∈ IC, uk := 1|I| +
1
2β
[
1
|I|
∑
i∈I
ai − ak
]
, ∀ k ∈ I.
Then, z is a stationary point if and only if there exist θk ∈ [0, 2π), k ∈ [n], such that
uk ∈ (0, 1] for all k ∈ I and zk = √ukeiθk for all k.
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Proof In the diagonal case, introducing the polar form z = (r1e
iθ1 , . . . , rne
iθn)T ,
the first-order optimality conditions reduce to
(ak + 2βr
2
k − 2λ)rkeiθk = 0, ∀ k ∈ [n]
where λ is the associated Lagrange multiplier. Specifically, for all k ∈ I, we have
ak + 2βr
2
k = 2λ and summing these equations, we obtain
λ =
2β +
∑
k∈I ak
2|I| , r
2
k =
2λ− ak
2β
,
and 2λ − ak ∈ (0, 2β] for all k ∈ I. The claimed result in Lemma 3.1 now follows
immediately by setting uk = r
2
k, k ∈ [n].
Next, we discuss the local minimizer of problem (1.1). By combining Theorems
2.1 and 3.1, we see that there are no spurious local minimizer in the diagonal case,
i.e., all local solutions are automatically global solutions of problem (1.1).
Theorem 3.1 (Characterization of Local Minimizer) Let A be a diagonal matrix.
A point z ∈ Cn is a local minimizer of problem (1.1) if and only if
gradf(z) = 0 and H = A+ 2β diag(|z|2)− 2λI  0,(3.2)
where λ ∈ R is the associated Lagrange multiplier. In addition, every local solution
z can be represented explicitly and has to satisfy
zk =
√
uke
iθk , θk ∈ [0, 2π), u = P∆n(−a/2β), ∀ k ∈ [n],
where P∆n denotes the Euclidean projection onto the n-simplex ∆n.
Proof According to Theorem 2.1, a point satisfying the conditions (3.2) is a global
minimum of problem (1.1) and hence, it also a local minimum. Let z ∈ CSn−1 now
be an arbitrary local minimum. Then, the first- and second-order necessary optimality
conditions hold at z, i.e., we have gradf(z) = 0 and
(3.3) Hf (z)[v] = v
∗Hv + 4β ·
∑n
k=1
r2kt
2
k cos
2(θk − φk) ≥ 0
for all v ∈ TzM, where (r1eiθ1 , . . . , rneiθn)T and (t1eiφ1 , . . . , tneiφn)T are the
corresponding polar coordinates of z and v, respectively.
As shown in Lemma 3.1 and using the stationarity condition gradf(z) = 0, it
follows Hkk = ak + 2β|zk|2 − 2λ = 0 for all k ∈ I = {k : zk 6= 0}. Next,
for k ∈ IC, we define v := ek, where ek denotes the k-th unit vector. This choice
of v obviously fulfills ℜ(v∗z) = 0 and thus, the optimality condition (3.3) implies
Hkk = Hf (z)[v] ≥ 0. SinceH is diagonal, this yieldsH  0.
In order to verify the explicit characterization of local minimizers, we notice that
u = P∆n(−a/2β) is the unique solution of the strongly convex problem (3.1). More-
over, using the identity uk ≡ |zk|2, k ∈ [n], every global solution of (1.1) corresponds
to a global minimizer of the problem (3.1) and vice versa. Since problem (1.1) does
not possess spurious local minimizers, this finishes the proof of Theorem 3.1.
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The latter theorem shows that we can identify and explicitly compute the unique
equivalence class JzK of global minimizer by a projection onto the n-simplex. This
can be realized numerically in O(n log n) operations, see [67].
Inspired by the analysis of phase synchronization problems in [9], we now study
the behavior of global minimizer when the diagonal matrix A is perturbed by a ran-
dom noise matrixW .
Theorem 3.2 Let A be a given diagonal matrix and letW ∈ Cn×n be a Hermitian
noise matrix with noise level σ > 0. Suppose that z0 is a global minimizer of (1.1)
and that the point y ∈ CSn−1 satisfies fσ(y) ≤ minz∈Jz0K fσ(z), where fσ(z) :=
f(z) + σ2 z
∗Wz. Then, it holds that
min
z∈Jz0K
‖y − z‖4 ≤ 3
√
2σβ−1‖W‖2n1/4.
Proof As usual, we introduce the polar coordinates z0 = (r1e
iθ1 , ..., rne
iθn)T and
y = (t1e
iφ1 , ..., tne
iφn)T . Due to Theorem 3.1, we can assume θk = φk and we
have ak + 2βr
2
k − 2λ ≥ 0 for all k ∈ [n], where ak = Akk and λ is the associated
multiplier of z0. Thus, using fσ(y) ≤ fσ(z0), this implies
σ
2
(z∗0Wz0 − y∗Wy) ≥
1
2
(y∗Ay − z∗0Az0) +
β
2
·
∑
k∈[n]
(t4k − r4k)
=
1
2
∑
k∈[n]
(ak + β(t
2
k + r
2
k))(t
2
k − r2k)
≥ 1
2
∑
k∈[n]
(2λ+ β(t2k − r2k))(t2k − r2k)
=
β
2
∑
k∈[n]
(t2k − r2k)2 ≥
β
2
∑
k∈[n]
(tk − rk)4 = β
2
‖y − z0‖44.
Note that the last inequality follows from (tk + rk)
2 ≥ (tk − rk)2. Furthermore, by
Ho¨lder’s inequality and by ‖x‖4/3 ≤ n1/4‖x‖, we have
z∗0Wz0 − y∗Wy = ℜ((z0 − y)∗W (z0 + y)) ≤ ‖z0 − y‖4‖W (z0 + y)‖4/3
≤ n1/4‖z0 − y‖4‖W (z0 + y)‖ ≤ 2n1/4‖W‖2‖z0 − y‖4.
Combining the above two inequalities, concludes the proof.
Remark 1 IfW ∈ Cn×n is a Hermitian randommatrix with i.i.d. off-diagonal entries
following a standard complex normal distribution and with zero diagonal entries, then
Bandeira, Boumal, and Singer, [9], have shown that the bound ‖W‖2 ≤ 3√n holds
with probability at least 1−2n−5/4−e−n/2. Combing this observation with Theorem
3.2, we can obtain
min
z∈Jz0K
‖y − z0‖4 ≤ 3
√
6σβ−1 · n1/4
with probability at least 1− 2n−5/4 − e−n/2.
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4 Geometric Analysis of the Rank-One Case
In this section, we investigate the case when A is rank-one and positive semidefinite,
i.e., we can write A = aa∗ for some a ∈ Cn and the quartic-quadratic problem (1.1)
reduces to
min
z∈Cn
f(z) =
1
2
|a∗z|2 + β
2
‖z‖44 s.t. ‖z‖2 = 1.(4.1)
The associated first- and second-order necessary optimality conditions are given by
a∗z · a+ 2β diag(|z|2)z = 2λz, 2λ = |a∗z|2 + 2β‖z‖44
andHf (z)[v] = v
∗[aa∗ + 2β diag(|z|2)− 2λI]v + 4β∑nk=1ℜ(vk z¯k)2 ≥ 0 for all
v ∈ Cn with ℜ(v∗z) = 0. We now present a first structural and preparatory property
of local and global minima.
Lemma 4.1 Suppose that z is a local minimizer of (4.1). Then, for all k ∈ [n] with
ak = 0 it holds that |zk|2 = λβ .
Proof If ak = 0, the first-order optimality conditions imply β|zk|2zk = λzk. Let us
assume zk = 0 and let us choose v ∈ Cn with vk = 1 and vj = 0 for all j 6= k. Due
to λ ≥ β‖z‖44 ≥ βn > 0, we obtain
Hf (z)[v] = −2λ < 0,
which contradicts the second-order necessary optimality conditions. Hence, we have
|zk|2 = λβ .
In the following sections, we discuss two different classes of local minima, which
are characterized by the orthogonality to the vector a.
4.1 Orthogonal local minima
We first analyze the case where the local minimizer z satisfies a∗z = 0.
Theorem 4.1 Suppose that z is a local minimizer satisfying a∗z = 0. Then, z has
at most one zero component and all of its nonzero components must have the same
modulus.
Proof By the first-order optimality conditions, it follows zk = 0 or |zk|2 = λβ for all
k. Hence, all nonzero components of z have the same modulus.
Without loss of generality we now assume that |zk|2 = λβ for 1 ≤ k ≤ τ and
zk = 0 for τ + 1 ≤ k ≤ n. Due to Lemma 4.1, we have an−1, an 6= 0 if τ ≤ n− 2.
Let us set
vk = 0, k ∈ [n− 2], vn−1 = an√|an−1|2 + |an|2 , vn =
−an−1√|an−1|2 + |an|2 .
Then, it holds that Hf (z)[v] = −2λ < 0, which is a contradiction. Thus, we have
τ = n− 1 or τ = n (which means that all components zk are nonzero).
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Next, we derive conditions under which the existence of such local minima can
be ensured. Before we present the formal statement and proof of the main theorem,
we discuss a result that is used later in Theorem 4.2.
Lemma 4.2 If ‖a‖∞ ≤ 12‖a‖1, there exist phases {θk}k∈[n], θk ∈ [0, 2π], such that∑
k∈[n] e
iθkak = 0.
Proof Let us assume ak 6= 0 for all k. If n = 1, the condition ‖a‖∞ ≤ 12‖a‖1 is
never satisfied and hence, the statement in Lemma 4.2 holds automatically. In the
case n = 2, we have 2max{|a1|, |a2|} ≤ |a1| + |a2|. This implies |a1| = |a2| and
thus, we can choose θ1 and θ2 such that e
iθ1a1 = |a1| and eiθ2a2 = −|a1|.
Otherwise assume n ≥ 3 and |a1| = ‖a‖∞. Let b1 =
∑
k≥3|ak|, b2 = |a2| and
b3 = |a1|. It holds that b1 + b2 = ‖a‖1 − |a1| ≥ b3, which means that the numbers
b1, b2, b3 can be interpreted as sides of a (degenerated) triangle. Let ABC be such a
triangle embedded into the complex space, where A,B,C ∈ C denote the nodes of
ABC with |B − C| = b1, |C − A| = b2, |A − B| = b3. Consequently, there exist
φ1, φ2, φ3 ∈ [0, 2π) such that B − C = eiφ1b1, C − A = eiφ2b2, A − B = eiφ3b3.
But then we have
∑3
k=1 e
iφkbk = 0, which completes the proof of the lemma.
Theorem 4.2 (Existence of Orthogonal Local Minima) There exists a local min-
imizer z of (4.1) such that a∗z = 0 if and only if ‖a‖∞ ≤ 12‖a‖1, or a has only
one nonzero component and we have ‖a‖2 ≥ 2β/(n− 1). Further, if a satisfies such
conditions, all local minima with a∗z = 0 are the only global minima of (4.1).
Proof Let z = (r1e
iθ1 , . . . , rne
iθn)T be a local minimizer of problem (4.1) such
that a∗z = 0. By Theorem 4.1, we only need to consider the cases when the local
minimizer has no zero component or exactly one zero component.
Case 1. If z does not have any zero component, then it follows |zk|2 = 1n for all
k and we have
a∗z =
1√
n
∑
k∈[n]
eiθkak = 0,
which implies |aj | = |
∑
k 6=j e
iθkak| ≤
∑
k 6=j |ak| = ‖a‖1 − |aj | for all j ∈ [n].
Choosing aj to be the element with maximal modulus, we get ‖a‖∞ ≤ 12‖a‖1.
Case 2. Let us suppose zn = 0. Then, due to Lemma 4.1, we obtain an 6= 0. Let
us assume that there exists another component ak 6= 0 for some k ∈ [n− 1]. Setting
vj = izj, j 6= k, n, vk = (1− |an|)izk, vn = an|an| a¯k · izk,
and normalizing v, we have a∗v = ℜ(z∗v) = 0 and the curvature is given by
Hf (z)[v] = 2β
∑
k∈[n−1]
|zk|2|vk|2 − 2λ = −2λ|vn|2 < 0,
which contradicts with the second-order optimality conditions. Hence, we can infer
ak = 0 for all k ∈ [n− 1], which implies that a has only one nonzero component. By
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Theorem 4.1, we have |zk|2 = 1n−1 for all k ∈ [n − 1]. The second-order necessary
optimality conditions yields
Hf (z)[v] = |anvn|2 + 2β
n− 1(1− |vn|
2)− 2β
n− 1 =
(
|an|2 − 2β
n− 1
)
|vn|2 ≥ 0,
for |vn| ∈ [0, 1] and it follows ‖a‖2 = |an|2 ≥ 2βn−1 .
We continue with the proof of the second direction. In particular, suppose that a
satisfies the conditions stated in Theorem 4.2. We again discuss two cases.
Case 1. By Lemma 4.2, if ‖a‖∞ ≤ 12‖a‖1, we can choose phases {θk}k∈[n] such
that
∑
k∈[n] e
iθkak = 0. Let us set zk = e
iθk/
√
n for all k ∈ [n]. Then, we have
a∗z = 0 and f(z) = β/(2n), which is the lower bound of the objective function f .
Thus, in this case z is a global minimizer of (4.1). Moreover, the objective function
attains its optimal value if and only if a∗z = 0 and ‖z‖44 = 1/n.
Case 2. If a has only one nonzero component an with ‖a‖2 ≥ 2βn−1 , the matrix A
is diagonal and we can apply the results derived in section 3. Specifically, by Theorem
3.1, it can be shown that all local minimizer are global minimizer and satisfy
|zk| = 1√
n− 1 , ∀ k ∈ [n− 1], and zn = 0.
This finishes the proof of Theorem 4.2.
4.2 Non-orthogonal local minima
We discuss the case when there is no local minimizer z such that a∗z = 0, or, equiva-
lently, a does not satisfy the conditions in Theorem 4.1. By the first-order optimality
conditions, all zk with ak 6= 0 satisfy
arg(zk)− arg(ak) = arg(a∗z) = const,
where arg(z) is the principal angle of the complex number z modulo π. Since a
global shift of the phase will not change the objective function value and the first-
order optimality conditions, we can shift z by a global phase such that the principal
angles of the nonzero components are the same as ak. In the case ak = 0, the phase
of zk does not influence the objective function value and the first-order optimality
conditions and we can adjust z to be a real number. Consequently, for every stationary
point of problem (4.1), we can find a corresponding stationary point which has the
same objective function value and satisfies the following ‘consistency’ property.
Definition 4.1 A stationary point z of problem (4.1) is called consistent, if it satisfies
a¯kzk ∈ R, ∀ k with ak 6= 0 and zk ∈ R, ∀ k with ak = 0.
Note that the corresponding consistent stationary point of a local minimizer of
problem (4.1) does not need to be a local minimizer. On the other hand, shifted con-
sistent stationary points of global minimizer remain global minimizer. In this subsec-
tion, we focus on structural properties of consistent stationary points of (4.1).
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Remark 2 Suppose a does not satisfy the conditions in Theorem 4.1 and there exists
a local minimizer z such that a∗z 6= 0. If we have zk = 0 for some k ∈ [n], then the
first-order optimality conditions imply ak = 0 which contradicts Lemma 4.1. Hence,
for any local minima z with a∗z 6= 0, we have zk 6= 0 for all k ∈ [n].
In the following result, we show that consistent local minima must belong to the
same equivalence class defined in (2.3).
Theorem 4.3 Suppose that z,y ∈ CSn−1 are two consistent local minima of prob-
lem (4.1) with a∗z 6= 0 and a∗y 6= 0. Then, we have y ∈ JzK.
Proof The consistency of the stationary points y and z implies y∗z ∈ R and thus,
it holds that iy ∈ TzM ∩ CSn−1 and iz ∈ TyM ∩ CSn−1. By the second-order
necessary optimality conditions, we have
Hf (z)[iy] = |a∗y|2 + 2β
∑
k∈[n]
|zkyk|2 − 2λz ≥ 0,
Hf (y)[iz] = |a∗z|2 + 2β
∑
k∈[n]
|zkyk|2 − 2λy ≥ 0,(4.2)
where 2λz = |a∗z|2 + 2β‖z‖44 and 2λy = |a∗y|2 + 2β‖y‖44. Summing those two
inequalities yields
0 ≤ −2β

‖z‖44 − 2 ∑
k∈[n]
|zkyk|2 + ‖y‖44

 = −2β ∑
k∈[n]
[|zk|2 − |yk|2]2.
Hence, we have |zk| = |yk| for all k ∈ [n].
Remark 3 Similarly, if z,y ∈ CSn−1 are two local minima of problem (4.1) such
that zk and yk have the same phases for all k ∈ [n], then y ∈ JzK.
We now prove that there are no spurious consistent local minima.
Theorem 4.4 If a does not satisfy the conditions in Theorem 4.1, then all the consis-
tent local minima of problem (4.1) are global minima.
Proof Suppose z,y ∈ CSn−1 are two consistent local minima. Using the inequalities
in (4.2) and |zk| = |yk|, we obtain |a∗z|2 = |a∗y|2. Hence, all consistent local min-
ima have the same objective function value. Since a does not satisfy the conditions
in Theorem 4.1, there exists a consistent global minimizer satisfying a∗z 6= 0. This
shows that all consistent local minima are global minima.
Remark 4 Combining the results of the last two subsections, we see that global min-
ima of problem (4.1) are unique up to certain shifts in the phase. In particular, we can
shift the phases of components with (a∗z)ak = 0 arbitrarily and shift all the other
components by the same angle.
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5 Analyzing the Geometric Landscape – the Real Case
We now investigate a variant of the so-called strict-saddle property introduced by Ge,
Jin, and Zheng in [35, Definition 2]. More specifically, as in [73, Theorem 2.2], we
strengthen the first condition in [35, Definition 2] to uniform positive definiteness of
the Riemannian Hessian.
Definition 5.1 Let ξ, ǫ, ζ > 0 be given constants. A function f is called (ξ, ǫ, ζ)-
strict-saddle if for all z ∈ M one of the following conditions holds:
1. (Strong convexity). For all v ∈ TzM∩ Sn−1 we haveHf (z)[v] ≥ ξ.
2. (Large gradient). It holds that ‖gradf(z)‖ ≥ ǫ.
3. (Negative curvature). There exists v ∈ TzM∩ Sn−1 with Hf (z)[v] ≤ −ζ.
The strict-saddle property can be utilized to establish polynomial time conver-
gence rates of second-order optimization algorithms, such as the Riemannian trust
region method [73], and almost sure convergence to local minimizer of Riemannian
gradient descent methods with random initialization, see, e.g., [49,48].
In the following sections, we analyze the geometric landscape of problem (1.1)
and show that the strict-saddle property is satisfied in the real case when the interac-
tion coefficient β is sufficiently small or large. In general, due to the intricate relation
between the quadratic and quartic terms, we can not expect that the conditions in
Definition 5.1 do hold for all choices of β and A.
For instance, let us consider the example A := α11T , α ≥ 0, and z := 1/√n ∈
Sn−1. Then, the associated multiplier λ is given by 2λ = αn + 2β/n and it can be
shown that z is a stationary point of (1.1) for all α. Furthermore, for all v ∈ TzM, it
follows
Hf (z)[v] = v
T [A+ 6β diag(|z|2)− 2λI]v = [4βn−1 − αn]‖v‖2.
Hence, in the case α = 4β/n2, the strict-saddle property can not hold. Let us further
note that the strong convexity condition in Definition 5.1 is never satisfied at station-
ary points in the complex case. In particular, if z ∈ CSn−1 is a critical point, then we
have iz ∈ TzM∩ CSn−1 andHf (z)[iz] = 0 which contradicts condition 1.
In Figure 1, we illustrate different landscapes of the mapping f when the problem
is real and three-dimensional and the parameter β changes. We consider the setup
(5.1) A =

1 0 10 1 0
1 0 1

 , β ∈ {0.25, 0.75, 1.25, 3.25},
and the eigenvalues of A are given by 2, 1, and 0, respectively. Moreover, we use
spherical coordinates (φ, θ) 7→ (cos(φ), sin(φ) cos(θ), sin(φ) sin(θ))T , φ ∈ [0, 2π],
θ ∈ [0, π], to plot the objective function f on the sphere.
Figure 1 demonstrates that the landscape of the objective function varies a lot
when the interaction coefficient β changes. Specifically, it shows that the number
of stationary points and local minima increases from 6 to 26 and from 2 to 8 as β
increases from 0.25 to 3.25. In section 5.1 and section 5.2, we investigate basic geo-
metric features and the strict-saddle property for large and small choices of β while
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(a) β = 0.25 (b) β = 0.75
(c) β = 1.25 (d) β = 3.25
Fig. 1: Plot of the landscape of the objective function for fixed A and different values
of β. The red point marker depicts the location of saddle points. Local and global
minima are indicated by non-filled and filled diamond markers. The location of local
and global maxima is marked by non-filled and filled squares.
keeping the matrixA fixed. In particular, our results will allow us to characterize and
describe the geometric landscape of f in the sub-figures (a) and (d) of Figure 1. In
the following, we assume n ≥ 2 since the landscape of f is trivial in the case n = 1.
5.1 Large interaction coefficient
In this section, we prove that the objective function possesses the strict-saddle prop-
erty if the coefficient β is chosen sufficiently large and satisfies β ≈ Cρn3/2 for some
constant C > 0. Here, ρ := λ1 − λn denotes the difference between the largest and
the smallest eigenvalue of A. We analyze the geometric properties and behavior of f
on the following sets:
1. (Strong convexity)R1 := {z ∈ Sn−1 : ‖|z|2 − 1/n‖∞ ≤ 1/2n},
2. (Large gradient)R2 := {z ∈ Sn−1 : ‖|z|2 − 1/n‖∞ ≥ 1/2n,
mink∈[n] z2k ≥ (n− 1)/4n2},
3. (Negative curvature)R3 := {z ∈ Sn−1 : mink∈[n] z2k ≤ (n− 1)/4n2}.
Obviously, these three regions cover the sphere Sn−1. An illustration of the regions
R1–R3 is given later in Figure 2.
We first present a preparatory result that is used later to estimate of the spectrum
of the Riemannian Hessian.
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Lemma 5.1 The following estimate holds for all z ∈ Sn−1:
(5.2) z20 ≤ min
v∈TzM∩Sn−1
∑
k∈[n]
v2kz
2
k ≤
n
n− 1(1 − z
2
0)z
2
0 ,
where z20 := mink∈[n] z
2
k.
Proof If there exists k ∈ [n] with zk = 0, then the optimal value of the latter opti-
mization problem is 0 and it is attained for v = ek. Next, let us assume z
2
0 > 0 and
let i ∈ [n] be given with z2i = z20 . We define v ∈ TzM∩ Sn−1 via
vi = − (n− 1)c
z1
, vk =
c
zk
, c =
[
(n− 1)2
z2i
+
∑
k 6=i
1
z2k
]−1/2
, k 6= i.
Using the reverse Ho¨lder inequality, we have
∑
k 6=i z
−2
k ≥ (n − 1)2(
∑
k 6=i z
2
k)
−1
and thus, we obtain
∑
k∈[n]
z2kv
2
k = n(n− 1)c2 ≤
n(n− 1)
(n−1)2
z2
0
+ (n−1)
2
1−z2
0
≤ n
n− 1(1− z
2
0)z
2
0 .
This establishes the upper bound in (5.2). The lower bound follows from ‖v‖ = 1
and z2k ≥ z20 for all k ∈ [n].
In the following lemma, we verify that the objective function has the strong con-
vexity property on the regionR1.
Lemma 5.2 Let γ > 0 be given and suppose that β ≥ 2(1 + γ)ρn. Then, for all
z ∈ R1 and all v ∈ TzM∩ Sn−1 it holds thatHf (z)[v] ≥ γρ.
Proof Let us define wk := z
2
k − 1n . Hence, due to
∑
k∈[n] wk = 0, we obtain:
∑
k∈[n]
z4k =
∑
k∈[n]
[
wk +
1
n
]2
=
1
n
+
∑
k∈[n]
w2k ≤
5
4n
.
Next, by Lemma 5.1 and z ∈ R1, we have
min
v∈TzM∩Sn−1
∑
k∈[n]
z2kv
2
k ≥ min
k∈[n]
z2k ≥
1
2n
.
Combining the last results and using vTAv − zTAz ≥ −ρ, it follows
min
v∈TzM∩Sn−1
Hf (z)[v] ≥ −ρ+ 2β
n
[
3
2
− 5
4
]
≥ γρ
for all z ∈ R1.
The next lemma shows that the norm of the Riemannian gradient is strictly larger
than zero – uniformly – on the regionR2.
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Lemma 5.3 Let β ≥ 8(1 + 1n−1 )(1 + γ)ρn3/2 be given for some γ > 0. Then, for
all z ∈ R2, it holds that ‖gradf(z)‖ ≥ γ√2ρ.
Proof First, we split the norm of the Riemannian gradient gradf(z) as follows
‖gradf(z)‖ ≥ 2β‖diag(|z|2)z− ‖z‖44 · z‖ − ‖Az− (zTAz) · z‖
= 2β
√
‖z‖66 − ‖z‖84 − ‖Az− (zTAz) · z‖.
We now estimate the minuend and subtrahend in the latter expression separately. Let
us set z =
∑
k αkpk, where {pk}k is the set of orthogonal eigenvectors of the matrix
A with corresponding eigenvalues λ1, ..., λn. Then, it holds that
∑
k α
2
k = 1 and
‖Az− (zTAz) · z‖2 = zTA2z− (zTAz)2 =
∑
k∈[n]
α2kλ
2
k −
[∑
k∈[n]
α2kλk
]2
=
∑
k∈[n]
α2kλ
2
k −
∑
k,ℓ∈[n]
α2kα
2
ℓλkλℓ
=
1
2
∑
k,ℓ∈[n]
α2kα
2
ℓ(λk − λℓ)2 ≤
1
2
ρ2
∑
k,ℓ∈[n]
α2kα
2
ℓ =
1
2
ρ2.
We continue with bounding the term ‖z‖66 − ‖z‖84. As before using the spherical
constraint
∑
k z
2
k = 1, we obtain:
‖z‖66 − ‖z‖84 =
∑
k∈[n]
z6k −
[∑
k∈[n]
z4k
]2
=
1
2
∑
k,ℓ∈[n]
z2kz
2
ℓ (z
2
k − z2ℓ )2.
In the following and without loss of generality, we assume that the components of z
are ordered and satisfy z21 ≤ z22 ≤ ... ≤ z2n. Notice that z ∈ R2 implies z21 6= z2n and
let us choose t ∈ [n− 1] such that z2t ≤ 12 (z21 + z2n) ≤ z2t+1. Then, we have
1 =
t∑
k=1
z2k +
n∑
k=t+1
z2k ≥ tz21 +
n− t− 1
2
(z21 + z
2
n) + z
2
n,
which yields
t ≥ (n− 1)(z
2
n + z
2
1) + 2z
2
n − 2
z2n − z21
≥ (n− 1)z
2
1 + z
2
n − 1
z2n − z21
.
Consequently, we get∑
k,ℓ∈[n]
z2kz
2
ℓ (z
2
k − z2ℓ )2 ≥ z21
∑
k∈[n]
z2k(z
2
k − zk1 )2 + z2n
∑
k∈[n]
z2k(z
2
k − z2n)2
≥ 1
4
(z2n − z21)2
[
z21
n∑
k=t+1
z2k + z
2
n
t∑
k=1
z2k
]
=
1
4
(z2n − z21)2
[
z21 + (z
2
n − z21)
t∑
k=1
z2k
]
≥ 1
4
(z2n − z21)2[z21 + (z2n − z21)tz21 ] ≥
n
4
(z2n − z21)2z41 .
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Using z21 ≥ n−14n2 andmaxk|z2k − 1n | = max{|z21 − 1n |, |z2n − 1n |} ≥ 12n , it follows
2[‖z‖66 − ‖z‖84] ≥
n
4
(z2n − z21)2z41 ≥
n
4
(
1
2n
)2(
n− 1
4n2
)2
=
(
n− 1
16n5/2
)2
and finally, combining the last results, we obtain
‖gradf(z)‖ ≥ 1√
2
[
2β · n− 1
16n5/2
− ρ
]
≥ γ√
2
ρ,
as desired.
Finally, we show that we can always find a negative curvature direction if z be-
longs to the setR3.
Lemma 5.4 Let γ > 0 be arbitrary and let β ≥ 2(1 + γ)ρn be given. Then, for all
z ∈ R3, there exists v ∈ TzM∩ Sn−1 such thatHf (z)[v] ≤ −γρ.
Proof Using the bound vTAv − zTAz ≤ ρ for z,v ∈ Sn−1 and Lemma 5.1, it
follows
min
v∈TzM∩Sn−1
Hf (z)[v] ≤ ρ+ 2β
[
3n
n− 1(1− z
2
0)z
2
0 − ‖z‖44
]
,
where z20 := mink∈[n] z
2
k. Moreover, due to ‖z‖44 ≥ 1n‖z‖4 = 1n and z ∈ R3, we can
infer
min
v∈TzM∩Sn−1
Hf (z)[v] ≤ ρ+ 2β
[
3n
n− 1z
2
0 −
1
n
]
≤ ρ− β
2n
≤ −γρ,
which finishes the proof of Lemma 5.4.
Combining the last lemmata, we can derive the following strict-saddle property.
Theorem 5.1 Suppose that the coefficient β satisfies β ≥ 8nn−1 (1+γ)ρn3/2 for some
given γ > 0. Then, the function f has the (Cγρ,
γ√
2
ρ, Cγρ)-strict-saddle property
with Cγ :=
4
n−1 (1 + γ)n
3/2 − 1.
As a consequence of the strict-saddle property, we can prove that each component
of R1 contains exactly one local minimizer when β is sufficiently large. In the next
lemma, we first discuss uniqueness of local minimizer if the Riemannian Hessian is
positive definite on a certain subset of the sphere.
Lemma 5.5 Let ν ∈ (0, 1] and z0 ∈ Sn−1 be given and let us define Rν := {z ∈
Sn−1 : ‖z − z0‖2 ≤ ν}. If the Riemannian Hessian Hessf of f is positive definite
onRν , i.e., if we have
vTHessf(z)v = Hf (z)[v] > 0, ∀ v ∈ TzM\{0}, ∀ z ∈ Rν ,
then the problemminz∈Rν f(z) has at most one local minimizer.
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Proof Suppose that there exist two different local minima z1, z2 of f in the set Rν .
Let us consider the geodesic curve ℓ : R → Sn−1 on the sphere connecting z1 and
z2. As shown in [2, Example 5.4.1], the curve ℓ can be represented as follows
ℓ(t) := z1 cos(t) + v sin(t), v :=
z2 − (zT2 z1)z1
‖z2 − (zT2 z1)z1‖
∈ Tz1M∩ Sn−1,
where T ∈ (0, 2π) is chosen such that ℓ(T ) = z2. Multiplying ℓ(T ) = z2 with vT
from the left yields sin(T ) = vT z2 ≥ 0 and hence, we have T ∈ (0, π]. Then, for all
t ∈ (0, T ), it follows ℓ(t)T ℓ′(t) = 0, ‖ℓ′(t)‖ = 1, and
‖ℓ(t)− z0‖2 = 2− 2
(
zT0 z1 · cos(t) + zT0 v · sin(t)
)
= 2− 2M cos(t+ θ),
where M =
√
(zT0 z1)
2 + (zT0 v)
2 and θ = arccos(zT0 z1). Since ℓ(0) and ℓ(T ) are
both elements ofRν , we know that
‖z0 − ℓ(0)‖2 ≤ ν ≤ 1, ‖z0 − ℓ(T )‖2 ≤ ν ≤ 1,
which lead to cos(θ), cos(θ + T ) > 0. Due to T ∈ (0, π], we have θ, θ + T ∈(−π2 + 2kπ, π2 + 2kπ) for some k ∈ Z. The landscape of cos(t) in this range shows
that the maximal value of ‖z0 − ℓ(t)‖2 is achieved by the endpoints t = 0 or t = T .
Hence, it holds that ‖z0 − ℓ(t)‖2 ≤ ν and ℓ(t) ∈ Rν for all t ∈ [0, T ].
The special form of the curve ℓ yields ℓ′′(t) = −ℓ(t) for all t ∈ R and thus, the
second-order derivative of the continuous function g(t) := f(ℓ(t)) is given by
g′′(t) = ℓ′′(t)T∇f(ℓ(t)) + ℓ′(t)T∇2f(ℓ(t))ℓ′(t)
= ℓ′(t)T
[∇2f(ℓ(t))− ℓ(t)T∇f(ℓ(t)) · I] ℓ′(t)
= ℓ′(t)THessf(ℓ(t))ℓ′(t) > 0
for all t ∈ (0, T ), which implies that g is strictly convex on [0, T ]. Per assumption
the points z1 and z2 are local minima of the problemminz∈Rν f(z) and thus, also of
the problemmint∈[0,T ] g(t). However, this contradicts the strict convexity of g.
Corollary 5.1 If β > ρn2, the problem (1.1) has at least 2n local minima. Further-
more, if β > 18n
3
n−1 ρ, then the problem (1.1) has exactly 2
n local minima.
Proof Without loss of generality, we can assume λn(A) = λn = 0. We first prove
that there exists at least one local minimizer in each component of the region R1 if
β ≥ ρn2. Notice that we have z ∈ R1 if and only if z2k ∈ [ 12n , 32n ] for all k ∈ [n]. Let
σ ∈ {−1,+1}n be a given binary vector and let us define the sets B := {z ∈ Sn−1 :
‖|z|2 − 1n1‖ ≤ 1n} and Pσ :=
∏
k∈[n] σkR+. We now show that for each possible
choice of σ the set B ∩ Pσ contains a local minimizer of f . Let us note that, for all
z ∈ Sn−1, the condition ‖|z|2 − 1n1‖ ≤ 1n is equivalent to ‖z‖44 ≤ 1n + 1n2 . This
observation can be used to establish zk 6= 0 for all z ∈ B ∩Pσ and consequently, the
sets B ∩ Pσ and B ∩ Pν do not intersect for different binary vectors σ 6= ν. Now, for
all z ∈ D := {z ∈ Sn−1 : ‖z‖44 = 1n + 1n2 }, we have f(z) ≥ β2 (n−1 + n−2) and
setting zσ = σ/
√
n ∈ B ∩ Pσ, we obtain
f(zσ) =
1
2
zTσAzσ +
β
2n
≤ ρ
2
+
β
2n
<
β
2
[
1
n
+
1
n2
]
.(5.3)
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Hence, the global minimizer y of the problemminz∈B∩Pσ f(z) satisfies ‖y‖44 < 1n+
1
n2 . This implies that the Lagrange multiplier associated with the constraint ‖z‖44 ≤
1
n +
1
n2 is zero, and the KKT conditions for y reduce to gradf(y) = 0. Due toB ∩ Pσ ⊂ R1 ∩ Pσ , the Riemannian Hessian Hessf(y) is positive definite on the
tangent space TyM\{0} and thus, by Lemma 2.1, the points y is one of at least 2n
isolated local minimum of problem (1.1).
Next, we consider the case when β > 18n
3
n−1 ρ. We introduce the following refined
versions of theR1 andR2:
R¯1 =
⋃
σ∈{±1}n
{
z ∈ Sn−1 : ‖z− 1√
n
σ‖ ≤ 2
9
√
n
}
,
R¯2 =
⋂
σ∈{±1}n
{
z ∈ Sn−1 : ‖z− 1√
n
σ‖ ≥ 2
9
√
n
,mink∈[n]z2k ≥ n−14n2
}
.
It can be easily seen that the set R¯1 consists of 2n non-intersecting components and
that the three regions R¯1, R¯2, and R3 cover the sphere Sn−1. Now, let z ∈ R¯1 be
arbitrary. Then, there exists σ ∈ {±1}n such that
∣∣∣∣zk − σk√n
∣∣∣∣ ≤ 29√n and
∣∣∣∣zk + σk√n
∣∣∣∣ ≤ 209√n, ∀ k ∈ [n].
Hence, it follows ‖|z|2 − 1n1‖∞ ≤ 4081n < 12n , which implies R¯1 ⊂ R1. Thus, the
strong convexity property also holds on R¯1. We now prove the Riemannian gradient
is lower bounded on R¯2. For every z ∈ R¯2, there exists σ ∈ {±1}n such that
σkzk = |zk| for all k ∈ [n]. Consequently, we obtain
‖|z|2 − n−11‖∞ = max
k∈[n]
∣∣∣∣zk − σk√n
∣∣∣∣
∣∣∣∣|zk|+ 1√n
∣∣∣∣ ≥ ‖z−
σ√
n
‖∞√
n
≥ 2
9n
√
n
and by mimicking the steps and estimates in the proof Lemma 5.3, we get
2[‖z‖66 − ‖z‖84] ≥
n
4
(
2
9n
√
n
)2(
n− 1
4n2
)2
=
(
n− 1
36n3
)2
.
Thus, the norm of the Riemannian gradient is lower bounded by
‖gradf(z)‖ ≥ 1√
2
[
2β
√
2[‖z‖66 − ‖z‖84]− ρ
]
≥ 1√
2
(
β · n− 1
18n3
− ρ
)
> 0
and all local minima should need to be located in the set R¯1. Applying Lemma 5.5,
each connected component of R¯1 contains at most one local minimizer and hence,
problem (1.1) has exactly 2n local minima.
Although the local minima of problem (1.1) are not unique, all the local minima
have similar objective function values.
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Theorem 5.2 Suppose that β > 18n
3
n−1 ρ. Then, it follows
(5.4) f(y) − min
z∈Sn−1
f(z) ≤ 1
18n
· min
z∈Sn−1
f(z),
for all local minimizer y ∈ Sn−1 of problem (1.1).
Proof Without loss of generality, we can assume that the smallest eigenvalue of the
matrixA is zero. Then, for all z ∈ Sn−1, we have f(z) ≥ β2 ‖z‖44 ≥ β2n . According to
the analysis in Corollary 5.1, each component B ∩ Pσ, σ ∈ {±1}n, contains exactly
one local minimizer y of problem (1.1) which is also the unique global minimizer of
the restricted problemminz∈B∩Pσ f(z). Together with (5.3), this yields
f(y) ≤ f(zσ) ≤ ρ
2
+
β
2n
≤
[
1 +
nρ
β
]
f(z), ∀ z ∈ Sn−1.
Finally, the estimate (5.4) can be established via minimizing the latter expression with
respect to z and using the bound on β.
In the remainder of this section, we present an example demonstrating that the
bound β ≈ Cρn3/2 and the dependence on n3/2 can not be further improved and that
the strict-saddle property is violated whenever a smaller coefficient is chosen.
Example 1 Let C > 0 and ǫ > 0 be given constants and suppose β = Cn3/2−ǫ. In
the following, we construct a specific matrix A ∈ Rn×n and a point z ∈ Sn−1 such
that the three conditions of the strict-saddle property do not hold at z. We set
z1 =
[
1
3n− 2
] 1
2
, zk =
[
3
3n− 2
] 1
2
, k ≥ 2,
u = 2β‖z‖44 · z− 2β diag(|z|2)z, and A = αwwT + zuT + uzT , where
w1 = −
[
3n− 3
3n− 2
] 1
2
, wk =
[
1
(3n− 2)(n− 1)
] 1
2
, k ≥ 2, α = − 16β
(3n− 2)2 .
Then, we have ‖z‖ = ‖w‖ = 1, ‖z‖44 = (9n− 8)/(3n− 2)2, and
‖u‖2 = 4β2[‖z‖66 − ‖z‖84] = 4β2
[
1 + 27(n− 1)
(3n− 2)3 − ‖z‖
8
4
]
=
48(n− 1)
(3n− 2)4 · β
2.
Furthermore, it holds that uT z = wT z = 0 which implies Az = u and gradf(z) =
0. The eigenvalues of the matrices αwwT and zuT +uzT are 0, ..., 0, α and ‖u‖, 0,
..., 0, −‖u‖, respectively. Thus, by Weyl’s inequality, it follows
ρ = λ1(A) − λn(A) ≤ 2‖u‖ − α = 8β · 2 +
√
3n− 3
(3n− 2)2 ≤ C¯n
−ǫ = O(n−ǫ),
for some constant C¯. Let us now consider an arbitrary vector v ∈ TzM∩ Sn−1. We
have
∑n
k=2 v
2
k = 1− v21 , v1 +
√
3
∑n
k=2 vk = 0, and
vTw = v1w1 − 1√
3
[
1
(3n− 2)(n− 1)
] 1
2
v1 = −
[
3n− 2
3n− 3
] 1
2
· v1.
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(a) β = 0.2 (b) β = 3.75
Fig. 2: Plot of the sets R1–R3 for the problem (5.1). Figure (a) depicts the regions
introduced in section 5.2 for a small interaction coefficient β = 0.2. The overlap of
the setsR1–R2 andR2–R3 is shown in green. The setR1 is the union of the yellow
and the two surrounding green areas, whileR2 is the union of all green and light blue
areas. The regionR3 coincides with the union of the dark blue sets and the enclosing
green area. Figure (b) shows the regions introduced in section 5.1 for large β. Here,
the (disjoint) yellow, turquoise, and dark blue areas directly correspond to the sets
R1, R2, and R3, respectively. The red point marker again depicts the location of
saddle points. Non-filled and filled diamond markers are used for local and global
minima. Local and global maxima are marked by non-filled and filled squares.
Hence, we obtain
Hf (z)[v] = α(v
Tw)2 + 6βvT diag(|z|2)v − 2β‖z‖44
=
3n− 2
3n− 3αv
2
1 −
12β
3n− 2v
2
1 +
18β
3n− 2 − 2β‖z‖
4
4.
Since Hf (z)[v] is linear in v
2
1 , its maximum and minimum value are attained at the
boundary of the range interval [ν, ν] of v21 . Notice that we have ν = 0 and ν can be
found by discussing the optimization problem
min
v
−v1 s. t. v1 +
√
3
n∑
k=2
vk = 0, ‖v‖ = 1
and its associated KKT conditions. In particular, it can be shown that ν = (3n −
3)/(3n− 2). In the case v21 = 0, we obtainHf (z)[v] > 0 and for v21 = ν, we have
Hf (z)[v] = α− 36β(n− 1)
(3n− 2)2 +
18β
3n− 2 −
2β(9n− 8)
(3n− 2)2 = α+
16β
(3n− 2)2 = 0.
Consequently, we can infer minv∈TzM∩Sn−1 Hf (z)[v] = 0 and Hf (z)[v] ≥ 0 for
all v ∈ TzM∩ Sn−1, which shows that none of the conditions of the strict-saddle
property hold at z. Thus, the order n3/2 can not be improved in the deterministic case.
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5.2 Small interaction coefficient
In the following, we discuss the geometric landscape of problem (1.1) for small in-
teraction coefficients. We additionally assume that there is a positive spectral gap
δ = λn−1−λn > 0 between the two smallest eigenvalues of the matrixA. As shown
by Marvcenko [58], this condition holds with probability 1 when A is a Gaussian
random matrix.
Let us recall that the eigenvalue decomposition of A is given by A = PΛPT ,
where Λ = diag(λ1, λ2, ..., λn) and P = (p1,p2, ...,pn) is an orthogonal matrix.
Similar to the method used in section 5.1, we now divide Sn−1 into three sub-regions:
1. (Strong convexity)R1 := {z ∈ Sn−1 : z =
∑n
k=1 αkpk, α
2
n ≥ (2+γ)β+ρδ+ρ }.
2. (Large gradient)R2 := {z ∈ Sn−1 : ‖Az‖2 − (zTAz)2 ≥ (23 + γ)2β2}.
3. (Negative curvature)R3 := {z ∈ Sn−1 : z =
∑n
k=1 αkpk, α
2
n ≤ δ−(4+γ)βδ+ρ }.
An exemplary illustration of the sets R1–R3 is given in Figure 2. We first show
that the Riemannian Hessian is uniformly positive definite onR1.
Lemma 5.6 Suppose that the gap between the two smallest eigenvalues of the matrix
A satisfies δ := λn−1 − λn > 0 and let β, γ > 0 be given. Then, for all z ∈ R1 and
all v ∈ TzM∩ Sn−1, it follows Hf (z)[v] ≥ γβ.
Proof Let v ∈ TzM ∩ Sn−1 be arbitrary with v =
∑
k∈[n] νkpk. Then, we have∑
k∈[n] αkνk = 0 and
∑
k∈[n] ν
2
k = 1 and the Cauchy inequality implies
|νnαn| =
∣∣∣∣∑n−1k=1νkαk
∣∣∣∣ ≤
[∑n−1
k=1
ν2k
] 1
2
[∑n−1
k=1
α2k
] 1
2
=
√
(1− ν2n)(1 − α2n).
Thus, it follows ν2nα
2
n ≤ (1 − ν2n)(1 − α2n) and α2n ≤ 1− ν2n and, due to ‖z‖44 ≤ 1,
we obtain
Hf (z)[v] = v
TAv − zTAz+ 6β
∑n
k=1
z2kv
2
k − 2β‖z‖44
≥
∑n
k=1
λk(ν
2
k − α2k)− 2β
≥
∑n−1
k=1
(λn + δ)ν
2
k + λnν
2
n −
∑n−1
k=1
(λn + ρ)α
2
k − λnα2n − 2β
= (1− ν2n)δ − (1− α2n)ρ− 2β
≥ α2nδ − (1 − α2n)ρ− 2β = α2n(δ + ρ)− ρ− 2β ≥ γβ,
as desired.
Next, we prove that the norm of the Riemannian gradient is strictly larger than
zero on the setR2.
Lemma 5.7 For all z ∈ R2, it holds that ‖gradf(z)‖2 ≥ γβ .
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Proof As in the proof of Lemma 5.3, we have
∥∥(diag(|z|2)− ‖z‖44 · In) z∥∥2 = ‖z‖66 − ‖z‖84 ≤ ‖z‖64(1− ‖z‖24) ≤ 14
[
3
4
]3
,
where the last estimate follows from the fact that the mapping x 7→ x6 − x8 attains
its global maximum at x = ±
√
3
2 . Hence, we obtain
‖gradf(z)‖2 =
∥∥(A− zTAz · In)z+ 2β (diag(|z|2)− ‖z‖44 · In) · z∥∥
≥ ‖(A− zTAz · In)z‖ − 2β
∥∥(diag(|z|2)− ‖z‖44 · In) z∥∥
≥ ‖(A− zTAz · In)z‖ − 3
√
3
8
β =
[
2
3
− 3
√
3
8
]
β + γβ ≥ γβ.
Finally, for points in the regionR3, we construct directions along which the cur-
vature of the objective function is strictly negative.
Lemma 5.8 Suppose that the gap between the two smallest eigenvalues of the matrix
A satisfies δ := λn−1 − λn > 0 and let γ > 0 be given. If β ≤ (4 + γ)−1δ, then for
all z ∈ R3 there exists v ∈ TzM∩ Sn−1 such thatHf (z)[v] ≤ −γβ.
Proof By the Cauchy’s inequality and using the estimate |3x − x2| ≤ 2, x ∈ [0, 1],
we have ∑
k∈[n]
3z2kv
2
k − z4k ≤ 3‖z‖24‖v‖24 − ‖z‖44 ≤ 3‖z‖24 − ‖z‖44 ≤ 2.
Next, we choose a specific direction v =
∑
k∈[n] νkpk that satisfies Hf (z)[v] ≤
−γβ, zTv =∑k∈[n] αkνk = 0 and ‖v‖2 =∑k∈[n] ν2k = 1.
Case 1. αn = 0. Let us set νn = 1 and νk = 0 for all k ∈ [n − 1]. Then, we
obtain
Hf (z)[v] = v
TAv − zTAz + 2β
∑n
k=1
(3z2kv
2
k − z4k)
≤
∑n
k=1
λk(ν
2
k − α2k) + 4β = λn −
∑n−1
k=1
λkα
2
k + 4β
≤ λn − (λn + δ)
∑n−1
k=1
α2k + 4β = −δ + 4β ≤ −γβ,
where the last inequality immediately follows from β ≤ δ4+γ .
Case 2. 0 < α2n ≤ δ−(4+γ)βδ+ρ . In this situation, we set
νk = ηαk, ∀ k ∈ [n− 1], νn = −
√
1− α2n, η =
αn√
1− α2n
.
With this choice, we have zTv = η(1 − α2n) − αn
√
1− α2n = 0 and ‖v‖2 =
(η2+1)(1−α2n) = 1, i.e., it holds that v ∈ TzM∩Sn−1. Similar to the calculations
in the proof of Lemma 5.6, we now get
Hf (z)[v] = v
TAv − zTAz + 2β
∑n
k=1
(3z2kv
2
k − z4k)
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≤
∑n
k=1
λk(ν
2
k − α2k) + 4β
≤
∑n−1
k=1
((λn + ρ)ν
2
k − (λn + δ)α2k) + λn(ν2n − α2n) + 4β
= ρ ·
∑n−1
k=1
ν2k − δ ·
∑n−1
k=1
α2k + 4β = ρ(1− ν2n)− δ(1 − α2n) + 4β
= ρη2(1− α2n) + δα2n − δ + 4β = (δ + ρ)α2n − δ + 4β ≤ −γβ.
Combining the latter two cases, we can conclude the proof of Lemma 5.8.
We now verify that f has the strict-saddle property whenever β is chosen suffi-
ciently small.
Theorem 5.3 Suppose that the gap between the two smallest eigenvalues of the ma-
trix A satisfies δ := λn−1−λn > 0 and let γ > 0 be given. If β ≤ [2(73 + γ)+ (23 +
γ)ρδ ]
−1δ =: bγ , then f has the (γβ, γβ, γβ)-strict-saddle property.
Proof By Lemmata 5.6-5.8, we know that the function f satisfies the strong convex-
ity, large gradient, and negative curvature property on the three different setR1, R2,
andR3, respectively. To finish the proof, we need to show that those regions actually
cover the whole sphere Sn−1. Combining these observations, we can then conclude
that f has the (γβ, γβ, γβ)-strict-saddle property.
In order to prove R1 ∪ R2 ∪ R3 = Sn−1, we only need to verify that for all
z =
∑
k∈[n] αkpk ∈ Sn−1 with
(5.5)
δ − (4 + γ)β
δ + ρ
≤ α2n ≤
(2 + γ)β + ρ
δ + ρ
,
we have ‖Az‖2 − (zTAz)2 ≥ (23 + γ)2β2. Using the bounds (5.5), it follows
‖Az‖2 − (zTAz)2 = 1
2
∑
k,j∈[n]
α2kα
2
j (λk − λj)2
≥
∑
k∈[n−1]
α2kα
2
n(λk − λn)2 ≥
∑
k∈[n−1]
α2kα
2
nδ
2
= (1 − α2n)α2nδ2 ≥
(δ − (4 + γ)β)(δ − (2 + γ)β)
(δ + ρ)2
δ2.
where the first identity was established in the proof of Lemma 5.3. Rearranging the
terms in the latter estimate, we see that our claim is satisfied if
ℓ(β) :=
[
(23 + γ)
2(δ + ρ)2 − (4 + γ)(2 + γ)] β2 + 2(3 + γ)δ3β − δ4 ≤ 0
for all β ≤ bγ . Since the unique nonnegative zero of the quadratic polynomial ℓ is
given by
β¯ =
[
3 + γ +
√
1 + (23 + γ)
2(1 + ρδ )
2
]−1
δ,
we can finish the proof by noticing β¯ ≥ bγ .
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Finally, as a counterpart of Corollary 5.1, we can establish the uniqueness of local
minima as a consequence of the strict-saddle property.
Corollary 5.2 Under the conditions of Theorem 5.3, the problem (1.1) has exactly
two local minima which are also global minima.
Proof Note that all local minima locate in R1 and that R1 consists of two sym-
metrical non-intersecting subsets. We now consider one of the subsets R¯1 := {z ∈
S
n−1 : z =
∑
k∈[n] αkpk, αn ≥
√
ν} where ν := (δ + ρ)−1[(2 + γ)β + ρ]. Using
‖z−pn‖2 = 2− 2αn, for z ∈ R¯1, an equivalent definition of this subset is given by
R¯1 =
{
z ∈ Sn−1 : ‖z− pn‖2 ≤ 2− 2
√
ν
}
.
In order to apply Lemma 5.5, we need to verify 2−2√ν ≤ 1 or, equivalently, ν ≥ 14 .
However, due to γ, β > 0 and ρ ≥ δ > 0, we have ν ≥ ρδ+ρ ≥ 12 > 14 . Similary, the
second subset can be represented by R¯2 := {z ∈ Sn−1 : ‖z + pn‖2 ≤ 2 − 2√ν}.
Then, by Lemma 5.5, there exist exactly two equivalent local minima which are also
global minima of problem (1.1).
6 Estimation of the Kurdyka-Łojasiewicz Exponent
In this section, we estimate the Kurdyka-Łojasiewicz (KL) exponent of problem (1.1).
Specifically, we want to find the largest θ ∈ (0, 12 ] such that for all stationary points
z of problem (1.1), the Łojasiewicz inequality,
(6.1) |f(y)− f(z)|1−θ ≤ ηz‖gradf(y)‖, ∀ y ∈ B(z, δz) ∩ CSn−1,
holds with some constants δz, ηz > 0. The largest possible θ is called the KL expo-
nent of problem (1.1).
As already mentioned, the Łojasiewicz inequality (6.1) plays a fundamental role
in nonconvex optimization and is frequently utilized to analyze the local convergence
properties of nonconvex optimization methods, [6,7,8,15,63,16,53,50]. In [6], At-
touch and Bolte derived an abstract KL-framework based on the Łojasiewicz inequal-
ity that allows to establish global convergence and local convergence rates for general
optimization approaches satisfying certain function reduction and asymptotic step
size safe-guard conditions. In particular, if θ ≥ 12 , then the corresponding iterates can
be shown to converge linearly. Otherwise, if θ ∈ (0, 12 ), the iterates converge at a
sublinear rate O(t−
θ
1−2θ ). By introducing the auxiliary problem
min
z∈Cn
fˆ(z), fˆ(z) :=
{
f(z) if z ∈ CSn−1,
+∞ otherwise,(6.2)
the original problem (1.1) can be treated as the minimization of an extended real-
valued, proper, and lower semicontinuous function which allows to apply existing
results and the rich KL theory for nonsmooth problems, see, e.g., [55,47,13,12,14].
In the nonsmooth setting, the Riemannian gradient, appearing in (6.1), is typically
substituted by the nonsmooth slope of fˆ which is based on the Fre´chet and limiting
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subdifferential of fˆ . In our case, if problem (6.2) is restricted to the real space Rn,
the limiting subdifferential and nonsmooth slope of fˆ at z ∈ Sn−1 can be expressed
as ∂fˆ(z) = {∇f(z) + µz : µ ∈ R} and
argmin
g∈∂fˆ(z)
‖g‖ = (I − zzT )∇f(z) = gradf(z).
Hence, the Riemannian-type Łojasiewicz inequality (6.1) coincides with the standard
notion and KL framework used in nonsmooth optimization. Our goal is now to show
that the KL exponent of (1.1) is at least 14 under suitable conditions.
Throughout this section, we assume that z ∈ CSn−1 is a stationary point of
problem (1.1). Furthermore, y ∈ CSn−1 denotes a neighboring point of z and we set
∆ = y−z. We now collect and present some preparatory notations and computational
results that will be used in the following derivations. Since z is a stationary point of
problem (1.1), we have
Hz = Az+ 2β diag(|z|2)z − 2λz = 0, 2λ = z∗Az+ 2β‖z‖44(6.3)
and as proved in (2.5), it holds that
(6.4) f(y) − f(z) = 1
2
y∗Hy +
β
2
‖τ‖2, τk := |yk|2 − |zk|2, k ∈ [n].
The norm of the Riemannian gradient can be expressed as follows
‖gradf(y)‖2 = 1
2
‖P⊥
y
[H + 2β diag(τ)]y‖2
=
1
2
‖[H + 2β diag(τ)]y‖2 − 1
2
(y∗[H + 2β diag(τ)]y)2
=
1
2
y∗H2y − 1
2
(y∗Hy)2 + 2β2y∗ diag(|τ |2)y − 2β2(y∗ diag(τ)y)2
+ 2βy∗H diag(τ)y − 2β(y∗Hy)(y∗ diag(τ)y),(6.5)
where P⊥
y
= In − yy∗ is the orthogonal projection onto the space [span {y}]⊥
Finally, let us define the index sets
A = {k : zk = 0}, I = {k : zk 6= 0}
and r+ = mink∈I rk > 0. Notice that we have τk = t2k ≥ 0 for all k ∈ A.
We first show that the Łojasiewicz inequality holds with θ = 14 at those stationary
points whereH = 0 (we also refer to the remark after this lemma).
Lemma 6.1 Suppose z is an arbitrary point on CSn−1. Then, the inequality
‖τ‖ 32 ≤ ηz‖P⊥y diag(τ)y‖, ∀ y ∈ B(z, δz) ∩ CSn−1(6.6)
holds for some constants ηz, δz > 0.
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Proof In the case τ = 0, we have ‖τ‖ = ‖P⊥
y
diag(τ)y‖ = 0 and consequently,
the inequality (6.6) holds trivially with θ = 12 . Next, let us assume A 6= ∅ and
let us introduce the polar coordinates zk = rke
iθk , yk = tke
iφk for rk, tk ≥ 0,
θk, φk ∈ [0, 2π], and all k ∈ [n]. A straightforward calculation yields |∆k|2 =
t2k − 2rktk cos(θk − φk) + r2k ≥ (tk − rk)2 and hence, it follows
|τk| = (tk + rk)|tk − rk| ≤ (2rk + |∆k|)|∆k|, ∀ k ∈ I,
and τk = t
2
k = |∆k|2 for all k ∈ A . Using
∑
k∈I τk = −
∑
k∈A τk = −‖τA‖1, the
estimates ‖τA‖21 ≤ |A|‖τA‖2 and
1
2
∑
k,j∈I
(τk − τj)2 = |I|
∑
k∈I
τ2k −
[∑
k∈I
τk
]2
= |I|‖τI‖2 −
[∑
k∈A
τk
]2
= |I|‖τI‖2 − ‖τA‖21,(6.7)
and settingm := |I| ≥ 1, we obtain
‖τ‖2 ≤ 1
2m
∑
k,j∈I
(τk − τj)2 + n
m
‖τA‖2 ≤ n
m
[∑
k,j∈I
|τk − τj |2 + ‖τA‖2
]
.
Furthermore, it holds that
2‖P⊥
y
diag(τ)y‖2 = 2y∗ diag(|τ |2)y − 2(y∗ diag(τ)y)2
= 2
[∑
t2kτ
2
k −
(∑
t2kτi
)2]
=
n∑
k,j=1
t2kt
2
j(τk − τj)2
=
∑
k,j∈A
τkτj(τk − τj)2 +
∑
k,j∈I
t2kt
2
j(τk − τj)2
+ 2
∑
k∈A
∑
j∈I
τkt
2
j(τk − τj)2.
Next, defining δz := min
{
1,min{r2+, 1}/6
}
, it follows ‖τI‖∞ ≤ min{r2+, 1}/2 for
all y ∈ Bδz(z). Moreover, the latter condition implies |yk|2 = t2k > r2+/2 for all
k ∈ I and thus, it holds that
2
∑
k∈A
∑
j∈I
τkt
2
j (τk − τj)2 ≥ r2+
∑
k∈A
∑
j∈I
[τ3k − 2τ2k τj + τkτ2j ]
= r2+
∑
k∈A
[
mτ3k − 2τ2k
(∑
j∈I
τj
)
+ τk‖τI‖2
]
= r2+m‖τA‖33 + r2+‖τA‖1[‖τ‖2 + ‖τA‖2] ≥ r2+m‖τA‖33.
Similarly, we can show
∑
k,j∈A τkτj(τk − τj)2 = 2‖τA‖1‖τA‖33 − 2‖τA‖4 ≥ 0.
Due to ‖τI‖∞ ≤ 1/2, we have |τk − τj | ≤ 1 for all k, j ∈ I and consequently,
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it follows
∑
k,j∈I(τk − τj)2 ≥
∑
k,j∈I |τk − τj |3. Together and using the estimate
‖w‖3 ≤ √p‖w‖33,w ∈ Cp, we finally obtain
‖P⊥
y
diag(τ)y‖2 ≥ r
2
+
2
min
{
r2+
4
,m
}[∑
k,j∈I |τk − τj |
3 + ‖τA‖33
]
≥ r
2
+ min
{
r2+/4,m
}
2
√
m2 + n−m
=:c
[∑
k,j∈I
|τk − τj |2 + ‖τA‖2
] 3
2
.
Thus, the Łojasiewicz-type inequality (6.6) is satisfied with ηz := (
n
m )
1.5c−1.
Remark 5 If z ∈ CSn−1 is a stationary point of problem (1.1) with H = 0, then
we have f(y) − f(z) = (β/2)‖τ‖2 and ‖gradf(z)‖ = √2β‖P⊥
y
diag(τ)y‖ and
thus, Lemma 6.1 implies that the Łojasiewicz inequality (6.1) holds with θ = 14 .
Moreover, this result can be used to show that the KL exponent can not be larger than
1
4 for general stationary points.
Remark 6 The proof of Lemma 6.1 implies that the exponent 32 can be improved to 1
if the index setA is empty. More generally, it can be shown that the Łojasiewicz-type
inequality (6.6) holds with exponent 1 along directions y ∈ B(z, δz) ∩ CSn−1 with
yA = 0.
Next, we prove that the KL exponent is at least 14 when the matrix A is diagonal.
Theorem 6.1 Let A = diag(a) ∈ Cn×n, a ∈ Rn, be a diagonal matrix. Then, the
KL exponent of problem (1.1) is 14 .
Proof In the case τ = 0, we have f(y) − f(z) = 12y∗Hy and 2‖gradf(y)‖2 =
y∗H2y − (y∗Hy)2. We now decompose y as follows
y = u+ v, Hu = 0, ‖Hv‖ ≥ σ−(H)‖v‖, and u∗v = 0,
where σ−(H) denotes smallest positive singular value ofH . Furthermore, let σ+(H) ≥
0 be the maximum singular value ofH . It holds that
f(y)− f(z) ≤ σ+(H)
2
‖v‖2, ‖gradf(y)‖2 ≥ σ−(H)
2
2
‖v‖2 − σ+(H)
2
2
‖v‖4.
Thus, due to ‖v‖2 ≤ ‖∆‖2, the inequality (6.1) is satisfied with exponent θ = 12 .
Next, we consider the general case τ 6= 0. In this situation, we have A[AI] = 0,
H[IA] = A[IA] = 0 and the KKT conditions imply
ak + 2β|zk|2 − 2λ = 0 ∀ k ∈ I =⇒ H[II] = 0
and hence, due to τk = |∆k|2 = |yk|2 = t2k for all k ∈ A, it follows
y∗ diag(τ)Hy = y∗A diag(τA)H[A·]∆+ y
∗
I diag(τI)H[I·]∆
= ∆∗A diag(τA)A[AA]∆A − 2λ‖τA‖2 =
∑
k∈A
(ak − 2λ)τ2k .
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Using Young’s inequality, t2k ≤ 1, and τk = t2k for all k ∈ A, it follows
y∗Hy·y∗ diag(τ)y = y∗Hy
[
‖τA‖2 +
∑
k∈I
t2kτk
]
≤ 2|y
∗Hy|q
q
+
‖τA‖2p + ‖τI‖p1
p
for p > 1 and q = 1 + 1p−1 . Let us now introduce the index set B := {k ∈ A :
ak−2λ 6= 0} and let us define h− := mink∈B |ak−2λ| and h+ := maxk∈B |ak−2λ|.
Then, due to ‖τB‖2 = ‖yB‖44 and (6.5), and applying the estimates derived in the
proof of Lemma 6.1, we obtain
‖gradf(y)‖2
≥ h
2
−
2
‖yB‖2 − h
2
+
2
‖yB‖4 − 4β
q
hq+‖yB‖2q −
2β
p
[‖τA‖2p + ‖τI‖p1]
− 2βh+‖τB‖2 + 2β2y∗ diag(|τ |2)y − 2β2(y∗ diag(τ)y)2
≥ h
2
−
2
‖yB‖2 − o(‖yB‖2) + β
2r2+
4
∑
k,j∈I |τk − τj |
2 + β2r+m‖τA‖33
− 2βp−1[‖τA‖2p + ‖τI‖p1]
for ‖yB‖ → 0,m := |I|, and y sufficiently close to z. By (6.7), we have
‖τI‖41 ≤ m2‖τI‖4 ≤
[
1
2
∑
k,j∈I |τk − τj |
2 + |A|‖τA‖2
]2
≤
[∑
k,j∈I
|τk − τj |2
]2
+ 2(n−m)2‖τA‖4
and consequently, setting p = 4, we can choose ‖∆‖ (and thus ‖τ‖ and ‖yB‖) suffi-
ciently small, such that
‖gradf(y)‖2 ≥ η1
[
‖yB‖2 +
∑
k,j∈I
|τk − τj |2 + ‖τA‖33
]
≥ η2
[
‖yB‖2 +
∑
k,j∈I
|τk − τj |2 + ‖τA‖2
] 3
2
and f(y)−f(z) ≤ η3[‖yB‖2+
∑
k,j∈I |τk−τj |2+‖τA‖2] for suitable η1, η2, η3 > 0.
This shows that the Łojasiewicz inequality is satisfied with θ = 14 .
Finally, we derive the KL exponent in the real case for global minimizers charac-
terized by the positive semidefiniteness condition in Theorem 2.1.
Theorem 6.2 Suppose A ∈ Rn×n is a symmetric matrix and z is a stationary point
of problem (1.1) satisfying
H  0,
whereH is defined in (2.4). Then, the KL exponent of problem (1.1) at z is at least 14 .
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Proof Without loss of generality we assume β = 1. Let y ∈ Sn−1 be arbitrary and
let us set ∆ = y − z, and
γ1 =
∑
k∈I
z3k∆k, γ2 =
∑
k∈I
z2k∆
2
k, γ3 =
∑
k∈I
zk∆
3
k, γ4 = ‖∆‖44.
Based on the representation gradf(y) = P⊥
y
[H + 2diag(τ)]y, we now introduce
the following decompositions
2 diag(τ)y = w + c1y, w = 2P
⊥
y
diag(τ)y, c1 = 2y
T diag(τ)y
∆ = u+ v, Hu = 0, uTv = 0, ‖Hv‖ ≥ σ−(H)‖v‖,
where σ−(H) denotes the smallest positive singular value of H . Using the latter
decomposition andHy = H∆, we can express the norm of the Riemannian gradient
as follows
(6.8) ‖gradf(y)‖2 = ‖H∆+w‖2 − (∆TH∆)2 = ‖Hv+w‖2 − (vTHv)2
Let λ+(H) be the largest eigenvalue ofH . Then, by definition of v, we obtain
|vTHv| ≤ λ+(H)‖v‖2 ≤ λ+(H)σ−(H)−2‖Hv‖2 =: σ¯−1 · vTH2v.(6.9)
Moreover, Lemma 6.1 yields
‖τ‖ 32 ≤ η1‖w‖(6.10)
for some constant η1 > 0 and for all y ∈ Sn−1 sufficiently close to z. Let ǫ > 0 be
an arbitrary small positive constant. We now discuss three different cases.
Case 1. ‖w‖ ≥ (1 + ǫ)‖Hv‖ or ‖w‖ ≤ (1− ǫ)‖Hv‖. In this case, we have
‖Hv +w‖2 ≥ ǫ
2
2
(‖w‖2 + ‖Hv‖2) .
Let us set δz > 0 sufficiently small such that ‖v‖2 ≤ ǫ2σ¯/(4λ+(H)) and |vTHv| ≤
1. Using (6.9), (6.10), and the estimates (vTHv)2 ≤ λ2+(H)‖v‖4 and [ 12 |a+b|]3/2 ≤
[|a|3/2 + |b|3/2]/√2, a, b ∈ R, it follows
‖gradf(y)‖2 ≥ ǫ
2
2
(‖w‖2 + ‖Hv‖2)− λ2+(H)‖v‖4 ≥
ǫ2
4
(
2‖w‖2 + ‖Hv‖2)
≥ ǫ
2
2
min
{
1
η1
,
σ¯
2
}[
‖τ‖3 + |vTHv| 32
]
≥ ǫ
2
√
2
2
min
{
1
η1
,
σ¯
2
}
· |f(y)− f(z)| 32 .
Thus, we can infer that the KL exponent of problem (1.1) at z is 14 .
36 Haixiang Zhang et al.
Case 2. (2 − ǫ)r2+‖∆I‖ ≥ ‖∆‖2 or γ1 ≤ (2 − ǫ)r2+‖∆I‖2‖∆‖−2. First, due
to ∆Ty = 12‖∆‖2, we have P⊥y ∆ = ∆ − 12‖∆‖22y. Defining t∆ := ∆TP⊥y ∆ =
‖∆‖2 − 14‖∆‖4, we will work with the following decompositions
H∆ = ∆TH∆ · y + c2P⊥y ∆+w1, c2 =
1− 12‖∆‖2
t∆
∆TH∆,
w = c3P
⊥
y
∆+w2, c3 =
1
t∆
[2∆T diag(τ)y − ‖∆‖2yT diag(τ)y]
wherew1 andw2 are vectors orthogonal to y and∆. Hence, by (6.8), it holds that
‖gradf(y)‖2 = (c2 + c3)2 · t∆ + ‖w1 +w2‖2 ≥ (c2 + c3)2 · t∆.
Using the definitions introduced in the first case, we can express t∆ · c3 via
t∆ · c3 = (2− ‖∆‖2)γ4 + (6− 4‖∆‖2)γ3 + (4− 5‖∆‖2)γ2 − 2‖∆‖2γ1.
Now, if (2 − ǫ)r2+‖∆I‖ ≥ ‖∆‖2, we readily obtain (4 − 5‖∆‖2)γ2 − 2‖∆‖2γ1 ≥
(2ǫ− 5‖∆‖2)r2+‖∆I‖2 and thus, it follows
(6.11) t∆ · c3 ≥ γ4 + ǫr2+‖∆I‖2 + o(‖∆I‖2) ≥ ‖∆‖44 +
ǫr2+
2
‖∆I‖2
for ∆ sufficiently small. Otherwise, if γ1 ≤ (2 − ǫ)r2+‖∆I‖2‖∆‖−2, then we also
have (4− 5‖∆‖2)γ2− 2‖∆‖2γ1 ≥ (2ǫ− 5‖∆‖2)r2+‖∆I‖2 and thus, (6.11) holds in
both sub-cases. Consequently, due to the positive semidefiniteness ofH and ‖∆‖2 =
−2∆T z = −2∆TI zI ≤ 2‖∆I‖, we can infer
‖gradf(y)‖ ≥ |c2 + c3|
√
t∆ =
[(
1− 1
2
‖∆‖2
)
∆TH∆+ t∆c3
]
t
−1/2
∆
≥ [∆TH∆+ 2‖∆‖44 + ǫr2+‖∆I‖2] · (2‖∆‖)−1
≥ [∆TH∆+ 2‖∆‖44 + ǫr2+‖∆I‖2]
3
4 · ǫ
1
4
√
r+‖∆I‖
2‖∆‖
≥ η2[∆TH∆+ 2‖∆‖44 + ǫr2+‖∆I‖2]
3
4 ,
where η2 := ǫ
1
4
√
r+/2
√
2. Next, utilizing (6.4) and |τk| ≤ 2|∆k| for all k ∈ I, we
finally obtain
|f(y) − f(z)| = 1
2
[∆TH∆+ ‖τ‖2]
≤ 1
2
[
∆TH∆+ ‖∆A‖44 + 4‖∆I‖2
] ≤ η3‖gradf(y)‖ 43
for some constant η3 > 0 and for all y sufficiently close to z. Hence, the KL exponent
is 14 in this case.
Case 3. (1− ǫ)‖Hv‖ ≤ ‖w‖ ≤ (1+ ǫ)‖Hv‖, γ1 ≥ (2− ǫ)r2+‖∆I‖2‖∆‖−2 and(
2− ǫ2
)
r2+‖∆I‖ ≤ ‖∆‖2 ≤ 2‖∆I‖. In this case, we have
γ1 = Θ(‖∆‖2), γ2 = Θ(‖∆‖4), γ3 = O(‖∆‖6), γ4 = Θ(‖∆‖4).(6.12)
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Let us set m := |I| and define σk = ∆kzk + 12m‖∆‖2 for all k ∈ I and σk = 0 for
all k ∈ A. Then, it follows
∑
k∈[n]
σk = 0, ‖σ‖1 ≥
∑
k∈I
z2kσk = γ1 +
1
2
‖∆‖2,
and ‖σ‖ = Θ(‖∆‖2). We now express ‖w‖2 in terms of γ1, γ2, γ3, and γ4. Specifi-
cally, by utilizing (6.12), we obtain
1
4
‖w‖2 = yT diag(|τ |2)y − (y diag(τ)y)2
=
∑
k∈[n]
∆2k[∆
4
k + 6∆
3
kzk + 13∆
2
kz
2
k + 12∆kz
3
k + 4z
4
k]− 4γ21 − 20γ1γ2
− 25γ22 − 8γ3(5γ2 + 2γ1)− 16γ23 − 2‖∆‖44(4γ3 + 5γ2 + 2γ1)− ‖∆‖84
= 4
∑
k∈[n]
∆2kz
4
k − 4γ21 +O(‖∆‖6) = 2
∑
k,j∈I
z2kz
2
j (σk − σj)2 +O(‖∆‖6)
= Θ(‖σ‖2) +O(‖∆‖6),
which implies ‖w‖ = Θ(‖∆‖2) and ‖Hv‖ = Θ(‖∆‖2). As a consequence, we get
vTHv = Θ(‖∆‖4) and
2|f(y)− f(z)| = |vTHv + ‖∆‖44 + 4γ3 + 4γ2| = Θ(‖∆‖4).(6.13)
For some index sets K,J ⊂ [n], let HKJ ∈ R|K|×|J | denote the submatrixHKJ =
(Hkj)k∈K,j∈J . Due to the positive semidefiniteness of H , we have HII  0 and
HAA  0. Furthermore, due to (6.8) and (6.12), we obtain
‖gradf(y)‖2 = ‖H∆+w‖2 −Θ(‖∆‖8)
= ‖HTIA∆I +HAA∆A + 2diag(|∆A|2)∆A − c1∆A‖2
+ ‖HII∆I +HIA∆A + wI‖2 −Θ(‖∆‖8).(6.14)
We define
g1 := HII∆I +HIA∆A + wI ,
g2 := H
T
IA∆I +HAA∆A + 2diag(|∆A|2)∆A − c1∆A(6.15)
Next, let η4, η5 > 0 and µ ∈ (0, 12 ) be given constants and suppose∆TI (HII∆I+
HIA∆A) ≥ −η4‖∆‖4+µ. Then, using 12c1 = ‖∆‖44 + 4γ3 + 5γ2 + 2γ1, ∆TI yI =− 12‖∆‖2, and∆TIwI = 2‖∆‖44 + 6γ3 + 4γ2 − c1∆TI yI , it follows
∆TI g1 = ∆
T
I (HII∆I +HIA∆A) +∆
T
IwI ≥ Θ(‖∆‖4).
Similarly, in the case ∆TI (HII∆I +HIA∆A) ≤ −η5‖∆‖4−µ and if ‖∆‖ is suffi-
ciently small, we get
∆TI g1 ≤ −
η5
2
‖∆‖4−µ,
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Combining both cases, we can infer ‖∆I‖‖g1‖ ≥ |∆TI g1| ≥ η6‖∆‖4 for some η6 >
0 and for all y sufficiently close to z. This implies ‖g1‖ ≥ [(2− ǫ2 )r2+]−1η6‖∆‖2 and
hence, by (6.14), we obtain ‖gradf(y)‖ ≥ Θ(‖∆‖2). Considering equation (6.13),
the KL exponent has to be θ = 12 in these two cases.
Now, let us suppose −η5‖∆‖4−µ ≤ ∆TI (HII∆I + HIA∆A) ≤ −η4‖∆‖4+µ.
Due to∆TIHII∆I ≥ 0, this directly yields −η5‖∆‖4−µ ≤ ∆TIHIA∆A < 0 and
∆TAHAA∆A ≥ ∆TA(HTIA∆I +HAA∆A) ≥ ∆TH∆ = Θ(‖∆‖4).
If we have∆TAHAA∆A ≥ η7‖∆‖4−2µ for some constant η7 > 0, then it holds that
∆TAg2 = ∆
T
A(H
T
IA∆I +HAA∆A) + 2‖∆A‖44 − c1‖∆A‖2
≥ η7‖∆‖4−2µ − η5‖∆‖4−µ +O(‖∆‖4) ≥ η7
2
‖∆‖4−2µ
if ‖∆‖ is sufficiently close to zero. As before, this estimate can be utilized to show
‖gradf(y)‖ ≥ Θ(‖∆‖3−2µ) and consequently, the KL exponent is 1+2µ4 .
Finally, we consider η8‖∆‖4 ≤ ∆TAHAA∆A ≤ η7‖∆‖4−2µ, where η8 > 0 is
chosen such that ∆TH∆ ≥ η8‖∆‖4. Let us define the decompositions
∆A = ψ1 + ξ1, ψ1 ∈ nullHAA, ξ1 ∈ [null HAA]⊥,
diag(|∆A|2)∆A = ψ2 + ξ2, ψ2 ∈ nullHAA, ξ2 ∈ [null HAA]⊥,
where null M is the null space of matrixM . We then have ‖ξ1‖ = Θ(‖HAAξ1‖) =
Θ(
√
ξT1 HAAξ1) = O(‖∆‖2−µ) and ‖ψ1‖ = O(‖∆‖). Notice that such decomposi-
tions exist due to the symmetry ofHAA.
Since H is positive semidefinite, we can show that nullHAA ⊂ nullHIA. If
HIA = 0, then this claim is certainly true. Otherwise, if we assume that the statement
is false, the set S = nullHAA ∩ [nullHIA]⊥ is nonempty and there exists ψ ∈ S
and ξ ∈ [nullHTIA]⊥. Then it holds[
ξ
νψ
] [
HII HIA
HTIA HAA
] [
ξ νψ
]
= ξTHIIξ + 2νψTHTIAξ ≥ 0, ∀ ν ∈ R.
But since ψTHTIAξ 6= 0, we can choose ν such that ξTHIIξ + 2νψTHTIAξ < 0,
which is a contradiction. Hence, due to HTIA∆I ∈ ranHTIA = [nullHIA]⊥, we
can infer HTIA∆I + HAA∆A ∈ [nullHAA]⊥. Consequently, g2 can be written as
g2 = g3 + d where g3 ∈ [nullHAA]⊥ and d = 2ψ2 − c1ψ1 ∈ nullHAA. If
‖d‖ ≥ η82 ‖∆‖3, then we obtain ‖gradf(y)‖ ≥ ‖g2‖ ≥ ‖d‖ ≥ η82 ‖∆‖3 and, by
(6.13), the KL exponent is 14 . Otherwise, if ‖d‖ ≤ η82 ‖∆‖3, it follows
2‖∆A‖44 − c1‖∆A‖2 = 2ψT1 ψ2 − c1‖ψ1‖2 + 2ξT1 ξ2 − c1‖ξ1‖2
= ψT1 d+ 2ξ
T
1 ξ2 − c1‖ξ1‖2 ≥ −
η8
2
‖∆‖4 +O(‖∆‖5−µ)
and
∆TAg2 = ∆
T
A(H
T
IA∆I +HAA∆A) + 2‖∆A‖44 − c1‖∆A‖2
≥ ∆TH∆− η8
2
‖∆‖4 +O(‖∆‖5−µ)
≥ η8
2
‖∆‖4 +Θ(‖∆‖5−µ) ≥ η8
4
‖∆‖4.
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Thus, we have ‖gradf(y)‖ ≥ Θ(‖∆‖3) and the KL exponent is 14 .
7 Conclusions
In this paper, we analyze the geometric properties of a class of quartic-quadratic op-
timization problems under a single spherical constraint. When the matrix A in the
quadratic form is diagonal, the stationary points and local minima can be fully char-
acterized and we show that the minimization problem does not possess any spurious
local minima. Furthermore, a closed-form expression for global minimizer is avail-
able which is based on the projection onto the n-simplex. If A is a rank-one matrix,
a similar analysis can be performed and we derive characteristic properties of asso-
ciated local minima and uniqueness of global minima up to a certain phase shift. We
verify that the problem satisfies a Riemannian-type strict-saddle property in the real
space when the interaction coefficient is at least of orderO(n3/2) or sufficiently small
which corresponds to the case where either the quartic or the quadratic part is the
leading term of the objective function. Finally, we estimate the Kurdyka-Łojasiewicz
exponent θ of problem (1.1) and show that θ is 14 for all stationary points z if A is
diagonal or if the problem is restricted to the real space and z fulfills a certain global
optimality condition.
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