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Preface
This thesis is submitted as part of work done to obtain the PhD degree at the Technical Uni-
versity of Denmark. The project is part of the EU Initial Traning Network (ITN) EngCaBra, a
European collaboration for the development of novel diagnostic and therapeutic tools for cancer
and brain diseases, and funded as a Marie-Curie Actions fellowship.
The research was conducted in the group Nano-Bio Integrated Systems lead by Winnie E.
Svendsen at the Department of Micro- and Nanotechnology. The full project at DTU consists
of three PhD students, Azeem Zulﬁqar, who is primarily responsible for the development and
fabrication of the sensor hardware, Francois Patou, who is responsible for the development and
implementation of a mobile sensing platform as a readout system, and myself, responsible for
surface functionalization, protein work and microﬂuidic integration of the sensor. Both have
contributed in many ways to this thesis.
All research, graphics and text is my original work to the best of my knowledge unless other
authors and contributors are mentioned.
A version of chapter 5.5 will be resubmitted for publication (omitted in published version of
this thesis).
A version of chapter 10 has been published with open access in the Journal of Micromechanics
and Microengineering, 25 (11) 115010, on September 28th 2015.
Kongens Lyngby, December 2015
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Abstract
This thesis deals with the development of a novel biosensor for the detection of biomolecules
based on a silicon nanowire biologically gated ﬁeld-eﬀect transistor and its integration into a
point-of-care device. The sensor and electrical on-chip integration was developed in a diﬀerent
project. The presented research is based on this sensor structure and investigates its potential as a
versatile biomarker detection platform by evaluating diﬀerent functionalization approaches. The
functionalization of the silicon sensor surface with organic molecules was investigated in detail to
determine the suitability of diﬀerent methods for the preparation of organic interfaces for protein
attachment. Oxide-free silicon surfaces oﬀer unique possibilities to create highly sensitive sensor
surfaces for charge detection due to the lack of an insulating oxide layer, but the highly reactive
surface presents a challenge for modiﬁcation under ambient conditions. Self-assembled monolayer
formation by hydrosilylation with alkenes and alkynes was thus investigated under diﬀerent
conditions, both ambient and controlled, and quantiﬁed using x-ray photoelectron spectroscopy.
With the aim to create a platform for subsequent immobilization of receptor molecules, amine-
and carboxylic acid- as well as alkyne-terminated surfaces were prepared that allow for the
conjugation of biomolecules using established cross-linking schemes. Using a receptor-ligand
model system protein detection experiments were performed with nanowire sensors functionalized
using diﬀerent modiﬁcation schemes. To facilitate functionalization and measurement and as a
ﬁrst step towards integration into a point-of-care device, several microﬂuidic tools were developed
for sample delivery to the sensor surface and as a modular platform for the further development
of automated functionalization and sample preparation schemes.
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1 | Introduction
With the advent of integrated circuits, the personal computer and the use of smart miniaturized
devices have rapidly become an integral part of almost every aspect of our lives. Currently, a
similar trend is underway with the development of lab-on-a-chip technology. Miniaturization
of sensors, the capabilities of integrated microﬂuidics and advancements in wireless technology
and processing power enable the development of new classes of medical devices. Analyses that
previously required a fully equipped laboratory and specialized personnel become possible at the
press of a button; diagnostics and health monitoring become cheaper, faster and more diverse.
This is leading to a paradigm shift in global healthcare towards more personalized, de-centralized
medical care at the hands of the patient or local medical professional. Technological developments
promise more eﬃcient screening for early detection and prevention of disease, monitoring of
disease development and treatment eﬃcacy on an individual level and ease of data collection for
an in-depth understanding of epidemiological developments and prediction of global and local
medical trends.
Point of care devices and lab-on-a-chip systems
Point-of-care (PoC) medical devices or rapid tests are devices that enable the determination of
a speciﬁc disease or health state in a short time and independent of a laboratory.[2, 3, 4] Their
purpose is generally to provide a quick answer about the health state of an individual with regard
to a speciﬁc condition either, in order to diagnose a disease, to monitor the development or to
determine factors that can impact disease outcome. Some well known examples that have been
on the market for decades are the pregnancy test that provides a simple yes/no answer and glu-
cose monitors, that empower diabetics to measure their blood glucose levels. More recently, tests
kits have become available for HIV rapid testing, providing an alternative to a doctors or health
center visit that may be an obstacle for the patient for many diﬀerent reasons. This can lead
to a faster response and commencement of treatment and mitigation of further infections, but
further developments are needed for disease management and transfer to developing countries.[5]
On the other hand, numerous home testing kits for a diverse range of molecules (such as vita-
mins and hormones) as well as mobile phone apps for logging and monitoring of diﬀerent health
parameters have come to market in the recent years, showing the increasing demand for self test-
ing and preventive medical initiatives. While testing at home can often only provide guidelines
1
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and lifestyle recommendations if no medical professional is involved in the decision process, there
is a demand for rapid testing for use by trained medical personnel at a clinic or in the hospital.
Point-of-care devices in hospital settings provide an alternative to sending clinical samples to a
central laboratory where they are processed and the results returned to the doctor. The spatial
separation of sample collection and analysis adds logistical challenges to the diagnostic process
that can be avoided using point-of-care devices and instruments. It reduces the time to result
signiﬁcantly, lowers the risk of wrong diagnoses due to human error such as incorrect labeling
or swapped samples and requires less resources due to a higher degree of automation. While
the impact of replacing standard tests with faster bedside alternatives on clinical outcome in
high-resource settings may not be signiﬁcant, the impact on patient well-being during treatment
has recently been investigated[6].
The real opportunity for point-of-care devices to have tremendous impact on treatment out-
come and disease prevention is in low- and middle-income countries where resources are scarce
and central laboratories, if available, are accessible only by a few.[7] However, the requirements
for rapid tests, often consisting of instrumentation and disposables or all in one, diﬀer consider-
ably depending on the target application area. For example in low-resource settings or for disaster
response instrumentation needs to be rugged and portable and disposables need to be extremely
cheap.[8] These variable and challenging operating conditions, political and socio-economic in-
stability in many of the target areas as well as perceived or factual poor economic incentives are
yet limiting the development and deployment of game-changing initiatives.[9] Whereas devices
for the high end market where tests are performed in a hospital can be more expensive and
complex and drive the implementation of novel technologies. This provides opportunities to go
beyond the capabilities of current methods, such as advanced and adaptable multiplexing and
ulta-high sensitivity.
Requirements and advantages of Point-of-Care devices
In addition to the beneﬁts of a faster time-to-result integrated diagnostic devices usually use only
a very small amount of patient sample. Especially for blood tests this can be a huge beneﬁt,
for example in intensive care where a large number of tests are required or in neonatal care,
where the blood loss is a high burden[10]. Many point-of-care devices therefore focus on the
use of blood from a ﬁngerprick as a minimally invasive procedure.[3] The smaller sample volume
makes it necessary to develop sensors that are capable of detecting very low amounts of the
target molecule. Nanomaterials such as nanowires, carbon nanotubes or similar structures are
promising candidates to achieve this very high sensitivity. Due to a high surface to volume
ratio, surface-based sensors can beneﬁt from the use of nanomaterials to enhance their eﬃciency.
Examples of this are ﬁeld eﬀect transistors made from nanowires[11], SERS substrates to enhance
spectroscopic signals or the use of nanograss in combination with electrochemical readout to
increase the surface area used for detection.
In order for this to be feasible, the integration often requires the storage of biological material
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such as labels and antibodies on the chip and care needs to be taken to make sure that the
material is functional when the device is used. This poses speciﬁc requirements on the storage
and transport conditions such as a cold chain or alternatively advanced methods for stabilization
that can tolerate more varied conditions. Sample collection and disposal need to be safe for both
patient and doctor and can for example be integrated into the disposable part of the device, so
that there is no risk of contamination.
Molecular diagnostics: The present and the future
Standard molecular diagnostic methods include Enzyme-linked Immunosorbent Assay (ELISA),
polymerase chain reaction (PCR), ﬂow cytometry and mass spectrometry (MS). Most of these
require extensive equipment in a laboratory setting but for all of them there are developments
in diﬀerent stages to adapt the technologies for the adoption into point-of-care-devices. The
earliest rapid tests were used on some type of immunoassay such as ELISA, a labeled technique
with a colorimetric or ﬂuorescent optical readout. Receptors (typically antibodies or aptamers)
are immobilized onto a surface such as a standard well-plate or glass slide, the sample contain-
ing the analyte is introduced and followed by a blocking step to avoid unspeciﬁc binding. In a
second step, an Enzyme-labeled secondary antibody that binds a diﬀerent part of the analyte is
introduced, which binds to the now surface bound analyte. In the detection step, a substrate is
introduced that is converted by the enzyme and produces a strong color change, the intensity of
which is proportional to the amount of analyte detected. The planar platform of the immunoas-
say had been supplemented with the use of suspension arrays, in which microbeads are used as
a support and ﬂuorescent molecules rather than enzymes are used as labels. Analysis is in this
case done using ﬂow cytometry described below. The detection limit of ELISA has been pushed
down into the fM or even aM regime using beads and microﬂuidic conﬁnement[12] or nanoparti-
cle generation for calorimetric readout[13], which can compete with some of the more advanced
methods based on nanostructures. ELISA is the standard method that is used in many current
point-of-care devices due to the ﬂexibility in choices of substrate, markers and detection system
that make it a versatile platform. Established calibration routines for individual assays make
the readout quantitative, enabling automation in microﬂuidic devices[14] or larger instruments
with passive disposables that can be used without extensive training. A challenge that is partly
addressed by suspension arrays is large scale multiplexing. The simultaneous analysis of a large
number of markers provides a huge potential for higher accuracy and more speciﬁc diagnostic
predictions. However, the necessity of preventing cross-reactions between a large number of pro-
tein labels is one of the major reasons that these are not yet routinely implemented in addition
to more fundamental issues with biomarker identiﬁcation and clinical validation.
Flow cytometry on the other hand, still requires large expensive equipment and sample prepa-
ration methods and needs to be performed by trained personnel, even though development of
microﬂuidic devices for automation of all or part of the process is well under way[15]. The tech-
nology uses a small capillary to pass cells or microbeads in a liquid sample individually across a
laser beam that then classiﬁes each detection event according to wavelength and intensity. De-
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pending on the system up to several diﬀerent colors (corresponding to ﬂuorescent molecules that
are used as labels) can be distinguished simultaneously. This powerful technique can be used in
two ways, either as Fluorescence-activated cell sorting (FACS), where cells are counted accord-
ing to labeled surface markers or in bead based immunoassays. Commonly a panel of several
surface markers is used to diagnose or monitor a speciﬁc disease state. Statistical data analysis
software is used to classify the detection events into categories or clusters (gating), generating
a characteristic proﬁle of the panel outcome. The analysis and diagnostic decision needs to be
done by trained and experienced personnel.
In addition to these labeled techniques that are the cornerstones of current molecular diag-
nostics, label-free techniques are still mostly conﬁned to analysis in research laboratories. The
challenge with label-free techniques is that the direct detection of analytes relies on their inher-
ent physical properties such as mass, charge or binding energies. Without ampliﬁcation that can
be provided by an (enzymatic) label, label-free sensors need to be highly sensitive in order to
detect small amounts of molecules. Except in the case of spectroscopic methods, where binding
energies are investigated, the bio-recognition layer is solely responsible for ensuring speciﬁcity of
the sensor. The advantage is a lack of often expensive labels and the requirement of the labeling
step in the sample preparation protocol, promising a faster and cheaper path to detection. To
illustrate some of the underlying principles, three relevant methods will be introduced in the
following.
Surface plasmon resonance is a well established technique used to quantitatively analyze
protein binding. Surface plasmons are collective oscillations of the electrons in a metal surface or
interface that are highly sensitive to their environment. A gold ﬁlm evaporated onto a prism acts
as the sensing surface, where resonance energies of the plasmons can be probed with visible light.
Upon changes in refractive index at the interface due to density changes as well as electronic
contributions, events close to the surface can be monitored in real time. As the recognition layer,
a receptor protein is immobilized in a ﬂowcell on the gold surface (other surfaces are also available
and used for speciﬁc cases). The ligand (protein to bind to the receptor) is then introduced and
the time constants of the protein-protein binding kinetics can be studied. This is the standard
method to determine association and dissociation constants between proteins on surfaces.
Quartz crystal microbalance is another surface technique in which small changes in mass
are measured by the resonance shift in a vibrating membrane. The membrane with the sensing
surface (metal or semiconductor) is piezo-electrically actuated while protein is introduced into
the ﬂuid chamber. The attachment of proteins to the surface adds mass as well as changes the
dissipation behavior by impacting the surface tension depending of the stiﬀness of the molecules.
This method is generally less sensitive than SPR and more often used to analyze polymerization
processes and thicker surface ﬁlms.
As a third example, the charge of molecules attaching to a surface can be used as a means
of detection. Changes in the electric ﬁeld in the vicinity of a semiconducting channel, changes
the number of electrons contributing to the current, which can be measured as a change in con-
ductance. These sensors have been around for a while as ﬁeld eﬀect transistors, used both in
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integrated circuits but also as ion-sensitive sensors for chemical measurements. By modifying
the surface with receptor proteins, the induced change in conductance can also be used to detect
protein binding.
The three discussed label-free sensing technologies beneﬁt from miniaturization and the use
of nanostructures. The plasmonic properties of nanoparticles have been extensively used for
sensing applications. This then becomes technically a labeled technique, but the principle of
operation is similar to that of SPR. Miniaturized devices have been developed for both mass and
charge sensing, pushing the sensitivity limit down considerably and opening up new applications
for diagnostic methods and integration into PoC devices. The sensor that will be used and
discussed in this thesis is a silicon nanowire or nanoribbon based biological ﬁeld eﬀect transistor.
Biomarkers and multiplexing
In the current era, the systematic understanding of cellular biology and pathway regulation both
in healthy and diseased cells is increasing rapidly. The discovery of potential diagnostic markers
and drug targets is directly impacted by this. In addition, there are considerable advancements
in bottom-up protein design and artiﬁcial evolution to generate the complementary targets or re-
ceptors. And at the same time, the development of adaptable and highly sensitive sensor systems
is laying the basis for quickly implementing new markers into diagnostic devices. These trends,
not even mentioning genomic research, are to change the healthcare landscape considerably in
the coming decades.
One of the challenges in molecular diagnostics is the identiﬁcation and veriﬁcation of molecu-
lar biomarkers. Finding proteins, nucleic acids or other molecules that have a predictive function
or direct relationship to the state of disease is a very intense ﬁeld of study.[16, 17] The under-
lying cellular pathways are extremely complex and we are only just beginning to gain a more
systematic insight due to the surge of bio-informatics using super computers and advanced ma-
chine learning algorithms. While some diseases are clearly linked with the increase or decrease of
certain plasma protein concentrations, others evade detection very eﬃciently. Classiﬁcation and
identiﬁcation of tumor types is done by molecular and morphological analysis of tissue samples
in order to make prognoses or therapeutic decisions. The knowledge of the underlying molecular
mechanisms is undergoing rapid changes.[18] It is the function of the bodies immune system
to ﬁnd and target proteins that indicate the defective state of a cell such as cancer or a viral
infection. Many diagnostic methods rely on the detection of antibodies against known disease
antigens, especially for viral infections such as HIV. In this way, the ampliﬁcation of the low
detection signal (presence of the antigen on cells) is provided by the immune system through the
production of antibodies. Other diseases are more diﬃcult to detect, especially in early stages.
Cancers for example, are a class of diseases that are extremely varied in their origin, symptoms
and molecular basis. What they have in common is the uncontrolled division of cells causing
the growth of a tumor or spreading through the body. While there are numerous cellular mech-
anisms and functions in our immune system that should identify and repair such damage inside
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the cells, or destroy cells that show abnormal behavior, in the case of cancer, these mechanisms
fail. In some cases, the cancer cell develops its own mechanism to evade detection, for example
by shedding surface markers that would identify the cell as cancerous. While much research is
focused on the development of devices that ﬁlter and identify cancerous cells from patient blood,
these incredibly rare circulating tumor cells (CTCs) are not the only indicator of an early state
of the disease. Processes as the one described above lead to increased levels of a speciﬁc plasma
protein and can have great potential as diagnostic markers.
Understanding the cellular pathways and how they are related to disease states and expression
levels of proteins provides us with new biomarkers that can be extracted from a blood sample.
These can be both diagnostic or related to the eﬃciency of a speciﬁc type of treatment or related
to treatment outcome.[19] The development of highly sensitive protein sensors is therefore a step
towards easier and faster diagnostic methods. Due to the complexity of the involved biological
processes and their relation to quantitative protein measurements it is imperative to develop
sensors with the potential for multiplexing. Being able to measure several markers at once is
already the standard for laboratory based diagnostics. Current methods are not only limited
by the clinical context; the nature of immunoassays themselves limit the number of proteins
that can be contained in an array. This is in part due to cross-reactivity between the reagents
that lead to loss of speciﬁcity and in part due to limitations in the detection technology and
availability of independent labels.[20] By developing label free methods that are based on direct
electrical readout, these limitations can be circumvented and the number of proteins can be
increased. Transferring this multiplexing potential to the bedside will enable ever more complex
diagnostic methods that can provide the relevant information not only for a detailed diagnosis
but for personalized therapy development.
This thesis provides a step towards the development of such a technology and investigates the
functionalization of ﬁeld eﬀect transistor based biosensors. The key element that turns a sensor
into a biosensor is the bio-recognition element. In a label-free sensor system, this recognition is
either achieved using an immobilized probe or receptor that can recognize and bind the target
molecule or it is part of the data analysis if the sensor is capable of directly measuring intrinsic
molecular properties. Here, we are working with a charge sensor that can detect changes in the
surface potential of a semiconducting channel. Since this process is independent of the identity
of the attached molecule and averaged across the surface, a speciﬁcally tailored bio-recognition
layer needs to be established to provide speciﬁcity. This layer consists of receptor molecules that
can bind the speciﬁed target, tethered to the sensor surface by an interface layer. The interface
layer serves a very important function, as it is the link between the recognition element and
the transducer. It needs to be stable, thin and electrically suitable, so that the surface charge
induced potential is transmitted eﬃciently, without allowing leakage currents. In addition, it can
be used to encode multiplexing capabilities if a chemistry is chosen that allows for the selective
immobilization using electrically or light activated chemical reactions.
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Thesis overview
This thesis is overall structured into introduction, main content and conclusion. The introduc-
tion is held rather general giving an overview of the clinical and application context that is the
motivation for the research done in this thesis. It introduces the concept of lab-on-a-chip and
point-of-care devices and their role in the future of healthcare.
Part one gives an introduction to silicon surfaces and silicon surface chemistry, focusing on
diﬀerent mechanisms for hydrosilylation. This is followed by a chapter on the used experimental
methods, explaining X-ray photoelectron spectroscopy and how this is used for surface chemical
analysis of organic monolayers. The experimental/results section is subdivided into two parts.
The ﬁrst one covers the initial experiments and ﬁndings that were performed on the silicon sen-
sors for the preparation of surfaces for click-chemistry, a method that would enable multiplexing.
The second part is an in-depth analysis of organic monolayers on diﬀerent silicon surfaces to shed
light on the mechanisms and reproducibility of the functionalization following the phenomena
observed in the ﬁrst part.
Part two introduces the silicon nanowire ﬁeld eﬀect transistor as a biosensor and discusses the
impact of protein binding using simulations and theoretical analysis. The experimental/results
section demonstrates the use of the sensor for protein detection and the role of surface function-
alization.
Part three deals with the microﬂudics and integration aspect of the sensor system. After
an introduction of the principle behind microﬂuidic devices some of the tools are discussed that
were used for sample delivery and functionalization. Patient blood sample handling and sensor
integration are discussed brieﬂy.
The ﬁnal chapter provides a synopsis and conclusive discussion of the three separate parts.
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I | Functionalization of silicon surfaces
for biosensing
9

2 | Introduction to silicon surface chem-
istry
The biorecognition element of a biosensor is the vital part that makes a sensor speciﬁc and
selective. The interface layer, by which the biorecognition event and transducer are in connection
is an important factor impacting the quality of the sensor. And while the sensitivity is not solely
dependent on the interface layer, it nevertheless plays a very important role to maintain it. This
introduction gives an overview of the surface chemistry and analysis methods that were used to
investigate this key part of the biosensor system.
2.1 Silicon crystal structure and surfaces
Silicon is the most important material in the semiconductor industry and the primary material
used in integrated circuits. The base material for this industry is monocrystalline silicon grown in
one of the main crystal directions, so that wafers cut from the crystal typically present the (100) or
(111) surface. These highly ordered substrates have very controlled electrical properties that can
be tuned by doping with other atoms, which is extensively used in the IC industry to produce
diﬀerent regions for CMOS transistors. However, since monocrystalline silicon cannot readily
be grown in additional layers during the fabrication process, polycrystalline and amorphous
silicon is used for additional semiconducting or conducting layers where it can be deposited and
patterned at will. These materials are especially important for the development of nanoscale
biosensors and micro-electro-mechanical systems that are to be integrated with IC circuits in
design and fabrication. The crystallinity of semiconductors plays a vital role in determining
their electronic properties and is especially important when considering surfaces or interfaces with
other materials. While the monocrystalline versions of silicon substrates and features present
highly ordered surfaces that may undergo particular reconstruction processes depending on their
environment, polycrystalline silicon is naturally less ordered with crystalline grains separated by
defect-rich grain boundaries. Polysilicon thus presents diﬀerent crystal planes in the grains, the
size of which depends on growth conditions and other processing parameters, making the surface
less uniform on the small scale and electronic properties inhomogeneous.
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2.1.1 Oxidation of silicon surfaces
A clean silicon surface exposed to air reacts with oxygen to form silicon oxide or results in the
incorporation of carbon contaminants[21, 22]. The oxidation process proceeds readily at room
temperature by reaction of surface silicon dangling bonds with dioxygen and subsequent incorpo-
ration of oxygen atoms. The structure of surface silicon oxides depends on both the crystallinity
of the bulk silicon and the conditions under which it grows. For monocrystalline silicon with
(100) or (111) surfaces the native oxide is commonly around 2 nm thick, corresponding to ap-
proximately 5-10 monolayers of silicon dioxide. Native oxides are formed in a slow process by
spontaneous creation of dangling bonds in air and the quality of such surfaces is rather poor
compared to oxides grown under controlled cleanroom conditions due to the incorporation of a
large amount of structural defects. Considering the oxidation of polysilicon, structural defects
along the grain boundaries that are an inherent part of the inhomogeneous surface, will reﬂect
on the thickness and quality of a natively grown silicon oxide. In some cases, the thickness of
surface oxides can exceed that of the monocrystalline counterpart by an order of magnitude[23].
The grown oxide layer naturally leads to surface passivation in terms of electrical conductivity
and chemical reactivity. However, defects at the silicon/silicon oxide interface lead to trapped
interface charges, i.e. electron energy levels in the band gap of the bulk silicon substrate, result-
ing in a high surface recombination velocity. The surface recombination velocity is related to
the average lifetime of a generated electron-hole pair (or exciton) in the surface and is the usual
measure of passivation quality, since defects present scattering centers, where recombination is
possible. The longer excited charge carriers are free to move the more they contribute to the
conduction of current and the better the passivation. For the sensor surface it is important
to reduce the number of traps and the distance to the analyte. One approach is therefore, to
remove the oxide completely and rely on a well-ordered organic monolayer for passivation and
as the basis for further functionalization. Another approach involves the atomic layer deposition
of well-ordered metal oxides to replace the native oxide. In this case, the deposition needs to be
followed by the silanization of the surface as in the case of silicon oxide to provide the basis for
protein attachment.
2.1.2 Silanization of silicon oxide surfaces
The functionalization of oxide surfaces has many important applications for the immobilization
of biomolecules on sensors and other devices since silicon oxide presents a convenient passivation
layer for silicon structures that is easily grown or deposited. By oxygen plasma treatment
surface hydroxyl groups can be created on the silicon surface, which are unstable in air and
react readily with alkoxy-silanes. Since the focus of this study was on oxide-free surfaces, the
chemical mechanisms involved in the silanization process have not been studied in detail. Brieﬂy,
the alkoxy group is replaced by an hydroxyl group under the generation of ethanol and condenses
on the surface, forming Si-O-Si bonds. In presence of an acid (protons) in the functionalization
solution, the formation of silane-polymers is facilitated through direct cross-linking. The use of a
base, such as Diisopropylethylamine (Hünig's base) can supress this side reaction by binding free
protons. Silanes are molecules with a silicon atom in the center and diﬀerent side groups. Alkoxy-
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silanes, which typically contain three methoxy- or ethoxy groups, are available with diﬀerent
functional head groups such as amines or thiols. Diﬀerent molecules have been used to achieve
amino-terminate surfaces (APTES (3-aminopropyl)-triethoxysilane, APDMES (3-aminopropyl)-
dimethylethoxysilane or APTMS (3-aminopropyl)-trimethoxysilane are examples).
2.1.3 H-Terminated silicon surfaces
Opposed to oxidized silicon surfaces that form readily under ambient conditions, bare silicon
surfaces with free electrons that form dangling surface bonds are highly reactive and unstable.
The simplest possible passivation layer for such a surface is a termination with hydrogen atoms,
saturating all dangling bonds with hydrogen atoms (H-terminated surface). These can form
mono-, di- and trihydrides with surface silicon atoms, depending on the crystal plane and surface
reconstruction that may be favored in a particular environment. H-terminated silicon surfaces
are reasonably stable in ambient conditions, since the H-Si bond needs to be broken in order to
form another bond with oxygen or adventitious carbon from air. Therefore, the H-terminated
silicon surface is an ideal platform for subsequent modiﬁcation with organic molecules due to a
vast range of surface modiﬁcations routes that are possible from this starting point[24].
2.1.4 Preparation of H-terminated Silicon surfaces and alternatives
Etching of silicon surfaces in aqueous solution containing ﬂuoride ion species readily leads to
hydrogen termination after removal of the (native) oxide. Such ion species are hydroﬂuoric
acid (HF) and ammonium hydroﬂuoride (NH4F), both of which are highly toxic. Diﬀerent
concentrations of HF or NH4F in deionized water can be used to etch silicon oxide and create
a passivated H-terminated silicon surface. Etching rates as well as the resulting roughness and
reconstruction of the surface, especially in the case of Si(100), depend on pH of the solution and
the ionic species present in it[25, 26, 27]. Typically, the (111) silicon surface, which presents a
uniform spacing of identical silicon atoms in its bare form is etched most eﬃciently in NH4F to
produce a primarily mono-hydride terminated surface. The (100) silicon surface is constituted of
surface silicon atoms in two layers, which leads to primarily di-hydride terminated surfaces when
etched in an HF solution. Consequently, etching of polycrystalline silicon surfaces needs to be
considered speciﬁcally, since diﬀerent crystal orientations are combined. Generally, the ﬂuoride
ion solutions do not attack the underlying pure silicon substrate, even though diﬀerent doping
concentrations and other conditions can lead to pitting and corrosion of the material (see below).
2.2 Grafting of alkenes and alkynes to H-terminated silicon sur-
faces: Mechanisms
The modiﬁcation of hydrogen terminated silicon surfaces with organic molecules has been a ﬁeld
of intense research since the early 1990s, when monolayer grafting of alkenes and alkynes assem-
bled on silicon surfaces was ﬁrst described in analogy to the molecular reaction with silanes.[28]
A radical initiator was used to form a dangling bond (silicon radical) on the surface leading to
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a radical chain reaction grafting unsaturated hydrocarbons to the silicon surface. Since then a
multitude of other methods and further mechanisms have been proposed to describe the cova-
lent grafting of unsaturated hydrocarbons to silicon surfaces, some of which lack an equivalent
in the molecular case and are based on bulk properties of the substrate rather than the indi-
vidual surface molecular structure[29, 30, 31, 32, 33]. The proposed mechanisms involve events
such as photoemission and exciton generation, which depend on the semiconductor nature (band
structure) of silicon which is a result of the crystallinity rather than the chemical composition
of the surface itself. A recent review by Buriak gives a thorough introduction to the involved
mechanisms in the case of photoactivation[34].
The following presents an overview of the diﬀerent mechanisms that have been suggested
and demonstrated to be involved in the formation of carbon monolayers on H-terminated sili-
con surfaces. Depending on the conditions of the functionalization experiment, one or several
mechanisms can be involved in the grafting process as will be discussed in the results section.
2.2.1 Radical initiator mediated and radical chain reaction
In their initial work Linford and Chidsey used alkyl radicals produced by thermal decomposition
of diacyl peroxides to generate a tightly packed monolayer of covalently bound hydrocarbons on
silicon surfaces.[28] They proposed a mechanism proceeding through the formation and reaction
of several radicals. The initially produced alkyl radical abstracts (removes) a hydrogen atom
from the H-terminated silicon surface leading to the creation of a silyl radical in the surface.
Subsequently, this radical can either form a covalent bond with another alkyl radical or break
apart another diacyl peroxide and incorporate one of the acyloxy fragments via a carbonyl
bond. Later work showed that using a majority of terminal alkenes and alkynes with a small
proportion of radical initiators such as diacyl peroxides leads to more stable monolayers due
to direct incorporation of the carbon chains via Si-C bonds and fewer, less stable carbonyl
bound species. Both reactions described above are performed at elevated temperature (100◦C)
to decompose the peroxide into its radical fragments. At even higher temperatures, the thermal
energy is suﬃcient to break the strong Si-H bond and create surface dangling bonds without
the use of a radical initiator.[30] Hydrosilylation by thermal activation proceeds at temperatures
above approximately 150◦C. Homolytic cleavage of the Si-H bond in the presence of terminal
alkenes or alkynes leads to the incorporation via Si-C bonds. The silyl radical binds to the
α-carbon transferring the electron to the β-carbon of the double bond. It could be shown that
the initial formation of a dangling bond on the silicon surface is likely to initiate a radical
chain reaction: The ﬁrst created silyl radical leads to the incorporation of an alkene or alkyne
containing a secondary carbon radical. This radical can in turn abstract a neighboring hydrogen
from the surface leading to another reactive dangling bond for further attachment. The process
is schematically shown in Figure 2.1a).[35]
2.2.2 Thermal activation and Lewis acid mediated reaction
Another common method for hydrosilylation in solution that is prevalent in organic chemistry
is using Lewis acid mediated reactions and transition metal catalysis as illustrated in Figure
14
November 27, 2015 Andrea Pfreundt
Figure 2.1 Diﬀerent mechanisms responsible for the attachment of alkenes and alkynes to silicon surfaces. a)
Radical chain reaction (w/wo initiator) b) Lewis acid mediated reaction c) Photo-initiated hydrogen desorption
d) Exciton initiated mechanism in nanocrystalline silicon (nucleophilic attack) e) Photoemission initiated
mechanism f) Grafting by hydride abstraction (radical mechanism)
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2.1b). The acidic molecule (such as AlCl3 or EtAlCl2) accepts an electron pair from the alkene
or alkyne, binding to one of the carbons while removing a hydride ion from the surface Si-H
bond to bind to the second carbon. The resulting silyl ion subsequently replaces the Lewis
acid covalently binding the carbon chain to the silicon atom. This reaction with alkenes yields
diﬀerent proportions of cis- and trans- bound compounds. Due to pi-orbital in the double bond,
the carbon molecule has no rotational symmetry with respect to the two other silicon bonds and
each case is speciﬁed as either cis- or trans- as shown in the inset in Figure 2.1. In order to
produce densely packed monolayers with good passivation properties it is important to consider
the orientation of the molecules and location of their attachment since some may lead to steric
obstruction of neighboring sites. It has been found that silylation on surfaces primarily results in
α-bound carbon chains instead of a β-silylated branched structure.[36] On surfaces, Lewis acid
mediated hydrosilylation has been demonstrated to yield stable and uniform monolayers using
EtAlCl2 and several diﬀerent alkenes as well as alkynes.[37]
2.2.3 Photo-initiated radical mechanism
Photoinitiated grafting of alkenes and alkynes to silicon surfaces was ﬁrst reported by Cicero,
Linford and Chidsey in 2000.[32] In this process, the photon delivers the energy to remove a
hydrogen atom from the H-terminated silicon surface creating the surface silicon dangling bond
shown in Figure 2.1c). This electron can react with either oxygen or unsaturated carbons to form
a peroxy radical or a Si-C bond with a secondary carbon radical. The eﬃciency of the initial
removal of hydrogen is wavelength dependent and has been reported for wavelengths below 350
nm. The estimated approximate energy of Si-H bonds on silicon surfaces (in the monohydride
terminated Si(111) surface) is 3.4-3.65 eV which roughly corresponds the the energy of photons at
a wavelength of 350 nm (3.54 eV). For the Si(100) surface, which presents asymmetric inter atomic
distances and two hydrogen atoms per silicon in the saturated surface (di-hydride termination)
the energy needed to remove one hydrogen and the activation energies for the attachment of
terminal unsaturated carbons is expected to be lower due to the additional hydrogen bound to
the surface silicon atoms. In addition to activation by ultra-violet light, white light has also been
shown to have an eﬀect that can not be explained by this process (see below).
2.2.4 Exciton initiated mechanism in nanocrystalline (such as porous) silicon
Nanocrystalline materials show some unique electronic properties over their monocrystalline
counterparts due to quantum conﬁnement. This can play an important role for the chemical
interaction with a nanocrystalline surface, due to the involvement of plasmons or excitons that
alter the electronic properties of the interface. Porous silicon is generally considered a nanocrys-
talline material due to the small pore size of the etched structures and can be characterized
by its resulting electronic properties. In some cases the material shows photoluminescence, a
process that involves the generation of an exciton, a coupled electron-hole pair, in the surface
by an impinging photon and subsequent re-emission of a photon with shorter wavelength after
the recombination of the electron-hole pair. Due to quantum conﬁnement in the nanostructured
material these excitons have a much higher energy than in bulk silicon, which increases their
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lifetime signiﬁcantly. This exciton generation has been suggested to play an important role in
the surface functionalization of porous silicon surfaces by white light irradiation[29]. A long-lived
positive charge that is created near the surface makes surface silicon atoms available to nucle-
ophilic attack by the terminal alkene or alkyne[36] as shown in Figure 2.1d). Using oxidizing
agents in the functionalization solution that scavenge the generated electron and increase the life
time of the generated positive charge have shown to additionally increase the grafting eﬃciency
and overall yield of the reaction and conﬁrm the exciton involvement in the process[38]. This
reaction, which seems to be unique to nanocrystalline silicon (both as crystalline particles and on
surfaces), illustrates the importance of considering substrate involvement when studying surface
chemical reactions.
2.2.5 Exciton or photoemission mediated mechanism on ﬂat silicon surfaces
After hydrosilylation was reported to proceed by white light illumination even on ﬂat silicon
surfaces, it was suggested that an exciton or phonon mediated mechanism is at play here as
well[39, 40, 41]. Since excitons in monocrystalline silicon have a low binding energy and short
life-times compared to those in nanocrystalline silicon it is improbable that the reaction proceeds
in the same way. The time needed to obtain a comparable coverage with 1-alkenes is signiﬁcantly
higher, with several hours required for completion rather than minutes in the case of porous sili-
con. In addition, the doping concentration has an impact on the reaction rate and overall yield of
the attachment, whereas in nanocrystalline silicon photoluminescence was the sole requirement
without signiﬁcant dependence on the doping type or level. After experiments performed on io-
dine terminated surfaces suggested the involvement of photoemission as the driving force behind
the positive charge generation in the surface[42] as illustrated in Figure 2.1e). Further experi-
ments on hydrogen terminated surfaces support this proposition of a new mechanism, however
performed using shorter wavelengths[43]. The dependence on dopant concentration does suggest
the involvement of minority carriers in the surface as the primary source of positive charge, since
pinning of the Fermi level at the surface and subsequent band bending would lead to accumula-
tion and depletion of positive charge in n- and p-type sample respectively. Photoemission as a
mechanism cannot be ruled out for porous silicon, since long illumination times were not exam-
ined and at short times the exciton mediated process seems to clearly dominate the attachment.
However, at longer illumination times, dependence on dopant concentration or rather a substan-
tial grafting eﬃciency might still be observed for non-photoluminescent samples if photoemission
plays a role.
2.2.6 Hydride abstraction initiated mechanism
Removal of the hydride termination of a silicon atom in the surface by chemical abstraction, i.e.
removal of a hydrogen atom by a radical, will result in a positive charge located at the silicon
atom making it available for attachment of unsaturated carbon molecules. Stable carbocations
such as Triphenylcarbenium are able to abstract a hydride ion from silyl compounds in molecular
form[44, 45, 46] and this mechanism was transferred to silicon surfaces to create hydrocarbon
monolayers[33]. The self-assembly of thus initiated layer formation is proposed to propagate via
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abstraction of a neighboring hydride by the created β-silyl carbocation. The process is shown
in Figure 2.1f). The method was ﬁrst tested on porous silicon under ambient conditions but
was proposed to not be limited to nanocrystalline silicon due to evidence that the reaction does
not rely on exciton generation. The use of controls with radical inhibitors further rule out a
mechanism based on a radical chain reaction in this case.
2.2.7 Diﬀerences in the grafting of alkenes and alkynes
There are important diﬀerences in the formation of alkyl and alkenyl monolayers on H-terminated
silicon.[47] For one, the maximum obtainable surface coverage using 1-alkenes (50-55%) is lower
than the corresponding coverage for 1-alkynes (65%)[48, 49]. For modiﬁcation using elevated
temperatures or UV irradiation, the diﬀerences in reactivity of the two groups is not immediately
apparent, since an excess of activation energy and commonly long reaction times have been
studied. However, an investigation by Scheres et al. showed that under mild conditions, such as
in ambient light or in the dark, 1-alkynes are considerably more reactive towards H-terminated
silicon than 1-alkenes[50]. This has also been found for the Lewis acid mediated reaction, where
dense layers with alkene could only be obtained after reaction times of the order of 12h versus
less than 1 h for a similar process using alkynes.[51] In ambient conditions, no completion of the
densely packed partial monolayer can be found even for very long reaction times and the resulting
surface layer remains unordered. In contrast, the use of UV irradiation leads to completion of
the reaction for 1-alkenes after several hours resulting in self assembled layers of similar quality
to those obtained with 1-alkynes through white light illumination[41].
2.3 Surface characterization using X-ray photoelectron spectroscopy
For the detailed characterization of the modiﬁed surfaces, x-ray photoelectron spectroscopy
(XPS) is a common method that is highly surface sensitive. Due to the necessity to average
over an area of at least 50 µm, this technique can not be used to characterize the sensor chips
directly. We decided to perform detailed studies on larger pieces of the same surface material
ﬁrst and the transfer the protocol to the sensor chip for electrical conﬁrmation.
2.3.1 Operation principle and experimental setup
XPS is a spectroscopic technique that uses electrons emitted from a sample due to irradiation
with x-ray photons. The thus emitted electrons are called photoelectrons and their kinetic energy
is detected using a monochromator which ﬁlters out electrons of a speciﬁc energy and a detector
which counts the number of electrons. Aluminum or magnesium targets are typically used as
x-ray sources to produce photons of suﬃcient energy to remove electrons bound in the core levels
of atoms in the sample surface. The binding energy EB of these electrons is unique and can be
used to identify the element that the electron originates from and can be calculated from the
measured kinetic energy EK as follows:
EB = hν − EK − φ (2.1)
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Figure 2.2 Example of an XPS survey spectrum from a silicon surface modiﬁed with perﬂuoro-dec-1-ene. The
most prominent peaks to the right, at the low energy end of the spectrum, show the Si2p electrons of the
silicon substrate
where hν is the x-ray photon energy which depends on the used source and φ is the work function,
i.e. the energy needed to expel an electron from the solid. An example of a survey spectrum
(from a silicon surface functionalized with perﬂuoro-1-decene) is shown in Figure 2.2, where
diﬀerent peaks can be assigned to diﬀerent elements present in the sample. The binding energy
of each core electron determines the position of the peak in the spectrum, whereas the intensity
and width of the peak depends on several factors, which will brieﬂy be discussed here and in
more detail later with the quantiﬁcation of the spectroscopic data. The area under the peak
corresponds to the total count of electrons from that particular element and is an indication
for its abundance in the samples. However, the scattering cross section, i.e. the probability
with which a photon will interact with the electron and eject it from its position inﬂuences the
relative abundances of electrons across the spectrum. Furthermore, absorption of photoelectrons
in the material leads to attenuation of the emerging signal the further away from the surface its
origin is located. This eﬀect is additionally energy dependent and characterized by the so-called
inelastic mean free path (IMFP). This parameter has been studied intensely both experimentally
and theoretically and both empirical formulas and tabulated values can be found to estimate
it.[52, 53] Finally, the used sensor system (source, monochromator, detector and angles) result
in an instrument speciﬁc transfer function that needs to be considered. In carefully considering
all the involved parameters it is possible to determine the elemental composition of the sample
to within a certain accuracy that also depends on the resolution, size of the sampled area and
sample quality. For some elements where the overall sensitivity is high, abundances below 1%
can routinely be quantiﬁed whereas other elements are more diﬃcult to detect.
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Figure 2.3 Conﬁguration of the detector system of the K-Alpha XPS system. (Image source: Thermo
Scientiﬁc)
Chemical shift
The binding energy of an electron also depends on the oxidation state of the atom, meaning the
chemical environment in which it is bound. This is the reason for a so-called chemical shift, a
small shift in binding energy, that allows the assignment of electrons with shifted energies to
diﬀerent chemical bonds. In addition to the survey spectrum discussed above, which is typically
recorded using a low energy resolution, high resolution spectra are recorded in speciﬁc energy
regions of interest. The energy range that corresponds to a speciﬁc core level energy and en-
compasses its possible chemically shifted side peaks are well deﬁned and the HR spectra denoted
accordingly as C1s (for Carbon 1s electrons), Si2p (for Silicon 2p electrons) etc. Small shifts of
the whole spectrum due to charging eﬀects induced by the constant depletion of the surface of
electrons are usually corrected for using a peak common to all samples as a calibration point.
For example, the 1s electron of a carbon atom that is bound to another carbon in the backbone
of a hydrocarbon chain by a symmetrical non-polar bond will have a binding energy of approxi-
mately 285 eV. This form of carbon is typically present as contamination on all surfaces and can
thus be used for calibration. If the carbon is bound to oxygen or nitrogen, which are both more
electronegative than carbon, the binding energy of the core electron will show a positive shift
due to the withdrawal of valence electrons. The more electronegative an atom in the vicinity of
the detected element, the larger is the positive chemical shift. This can be understood in terms
of the Coulomb interaction between the electron with the positive core and the electron cloud
surrounding it. The higher the oxidation state of the atom, the less electrons are screening the
positive core, thus the binding energy is higher (in most cases).[54]
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The XPS system
For all XPS analysis done in this work the K-AlphaTMX-ray Photoelectron Spectrometer by
Thermo ScientiﬁcTMwas used. The system is equipped with a monochromated Al K-alpha x-ray
source that produces x-rays with an energy of 1486.68 eV and a beam spot size that can be set
between 30 - 400 µm. The detector is a double focussing hemispherical analyzer with an energy
detection range between 100 - 4000 eV. It further provides a ﬂood gun that can be used for charge
compensation of the sample, which was always used. The setup is illustrated in Figure 2.3. For
all experiments the maximum spot size of 400 µm was used; the spot size refers to the length of
the major axis of the elliptical spot. For the survey spectra an energy range from 136.6 eV up
to 1496.6 eV with a step size of 1 eV and a dwelling time of 50 ms. The high resolution spectra
were recorded with a resolution of 0.1 eV and a dwell time of 50 ms.
21
November 27, 2015 Andrea Pfreundt
22
3 | Experimental Methods and Analysis
This chapter gives an overview of the methods and analysis techniques used for the functional-
ization of surfaces and sensor chips. The experimental procedures are described in a general way,
the detailed protocols to each experiment discussed in the following two chapters can be found
in the Appendix (the references are mentioned in the respective section).
3.1 Grafting of Alkenes and Alkynes to H-Terminated Silicon sur-
faces 2: Experimental procedures
The grafting mechanisms described in the previous chapter can be used to modify silicon surfaces
under speciﬁc conditions. The methods described here were chosen due to diﬀerent criteria.
Initially, no appropriate equipment for controlled surface chemical reactions was available to us,
and experiments focused on investigating the process under ambient conditions and in UV light.
3.1.1 Materials
Molecules used for hydrosilylation
1. Alkenes:
• 1-Octene (Sigma-Aldrich)
• 10-N-Boc-amino-dec-1-ene (abcr)
• 10-Undecenoic acid (Sigma-Aldrich)
2. Alkynes:
• 1-Octyne (Sigma-Aldrich)
• 1,7-Octadiyne (Sigma-Aldrich
• 10-Undecynoic acid (Sigma-Aldrich)
General equipment
Desiccator A glass vacuum desiccator was used, equipped with a top valve that allowed for
the switching between vacuum and nitrogen lines in order to ﬂush and purge the chamber in the
fume cupboard.
23
November 27, 2015 Andrea Pfreundt
Light bulb For all experiments involving exposure to white light a 60W standard light bulb
was used, mounted into a desk lamp that could be moved into the fume cupboard.
Photoreactor The commercial photoreactor Stratalinker 2000 was equipped with a 254 nm
UV light source and no ventilation for temperature control.
Glove bag To perform experiments in inert atmosphere, a glove bag (AtmosBag - size S from
Sigma-Aldrich) was equipped with valves for nitrogen and vacuum lines and used as a test setup.
Glass syringes For the silanization reaction, two dedicated glass syringes were used (50 µL
and 200µL) to transfer the reagents.
Hot plate and stirrer An IKAMAG hotplate stirrer was used, equipped with an external
temperature sensor to adjust the solution temperature.
Custom equipment
Homebuilt photoreactor The photoreactor was equipped with soft UV light tubes (>350 nm)
that illuminate a drawer on which the samples can be placed. A ventilation system enabled a
certain degree of temperature control of the environment during operation.
UV sample holder In order to ensure a closed environment (e.g. with exclusion of oxygen)
a sealed reaction chamber was build. The bottom part consisted of a support made from Teﬂon
that contained 4 separate chambers for 3 silicon substrates each. The lid was fabricated from
COC which has a high transparency in the ultraviolet region compared to glass and other plastics
and good chemical resistance. Holes in the lid made it possible to close the chamber with screws,
sealing the lid against Teﬂon ﬂanges around the chambers.
Glove bag environment For functionalization inside the glove bag, a setup was build to
facilitate the performance of experimental steps. As the need for gloves makes the handling of
small components increasingly diﬃcult, reverse tweezers were used for holding of the surface
samples and all smaller equipment was ﬁxed onto a polycarbonate support plate that was placed
on the bottom of the bag.
Argon line surface chemical setup For the experiments performed by thermal activation
in argon atmosphere, a home built surface chemical setup was used. The setup was built into
a fume cupboard and consisted of vacuum and argon lines connected to the tubing network,
equipped with a cold trap to ﬁlter out any residual water or reagents circulating in the system.
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3.1.2 General Procedures
Etching of silicon surfaces to remove surface oxides
To remove the surface native oxides from diﬀerent silicon samples diﬀerent aqueous solutions
of hydroﬂuoric acid (HF) or ammonium ﬂuoride (NH4F) were used. All procedures with these
highly toxic chemicals needs to be carried out in a fume cupboard and while using additional
chemical gloves. Any spills need to be monitored and removed immediately to avoid accidental
exposure. The solutions were stored in and amount of maximally 600µL in a 1mL eppendorf
tube and re-used. For etching, the tube was opened, the substrate inserted for the speciﬁed
amount of time and then removed with reverse tweezers. The sample and the part of the tweezer
in contact with the solution were immediately thoroughly rinsed with a stream of MilliQ water
and dried under a ﬂow of nitrogen.
Thermal activation under argon atmosphere
For hydrosilylation by thermal activation, the alkene or alkyne was placed into a Schlenk tube,
degassed using 3 freeze-pump-thaw cycles and stored under argon. The surface samples were
etched, to remove the oxide layer and dried under a stream of nitrogen before introducing them
into the liquid reagent under argon atmosphere. They were kept there at 150 ◦C for the speciﬁed
time. After the functionalization process, surfaces were rinsed in chloroform 3 times and sonicated
twice in chloroform to remove physisorbed material. Until samples were transfered into the
vacuum in the XPS analysis chamber at the end of the experiment they were placed into sealed
tubes ﬁlled with nitrogen.
UV and white light irradiation
To carry out hydrosilylation using photoactivation, one of three light sources could be used.
Surfaces were exposed to either 254 nm UV light in the commercial photoreactor, soft UV light
in the home built photoreactor or white light from the 60W light bulb. For experiments in
ambient light or in the dark samples could additionally be placed under nitrogen atmosphere
in the desiccator for the duration of the functionalization procedure, this was not possible in
combination with the other light sources. Instead, the home built sample chamber was used to
reduce exposure to oxygen during functionalization in this case. Surfaces were placed into the
reaction chamber directly after etching, covered with reagent and in some cases a glass coverslip
and the chamber sealed by tightening the screws.
Silanization of oxidized silicon surfaces with (3-aminopropyl)triethoxysilane
The silicon oxide surface was ﬁrst cleaned in ethanol and dried in a stream of nitrogen before
being activated by oxygen plasma to obtain an OH-termination. This surface is highly reactive
and will quickly degrade in air. Therefore, samples were placed in absolute ethanol immediately
after activation. The samples were then placed in a glass vacuum desiccator on a hotplate
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at 60 ◦C with connected vacuum and nitrogen lines. With dedicated glass syringes, 20µL (3-
aminopropyl)triethoxysilane (APTES) and 50µL N,N-diisopropylethylamine were placed in two
small dishes next to the samples inside the desiccator. The desiccator was then evacuated and
ﬂushed with nitrogen 3 times and then kept at low nitrogen overpressure continuously for 1 h. At
the end of the procedure the temperature was increased to 110 ◦C for another 10 minutes. The
samples were removed from the functionalization desiccator and stored either in an evacuated
desiccator or in methanol until characterization or further processing.
3.2 Fabrication of test structures for the characterization of sur-
face modiﬁcation steps
Characterization of the surface modiﬁcation steps on the silicon nanowire sensors is not possible
using standard surface characterization techniques such as XPS or FTIR due to the small foot-
print of the active device area. In order to gain insight into the diﬀerent modiﬁcation steps it
is necessary to test these on larger test structures that can be characterized more easily. How-
ever it is important to keep in mind that the test structures need to resemble the materials
and dimensions used in the actual device in as far as these might impact the functionalization
process. This is necessary to be able to compare the obtained results and be able to transfer
the process. The materials that are used and will be exposed to functionalization reagents and
conditions in the nanowire sensor chip are polysilicon as active material, thermally grown silicon
oxide as substrate as well as the bulk monocrystalline silicon substrate. Test chips were designed
in the same size as the sensor chips, containing the three materials, identical to those used on
the device, both as extended surfaces for contact angle and XPS measurements and as smaller
features that make it possible to investigate the materials in close proximity using microscopic
techniques. Gold was not included as a material, since this should be fully covered by the pas-
sivation layer in the ﬁnal device and leads to complications if not. The layout of the test chip
is shown in Figure 3.1. A custom fabricated SOI wafer (made by Azeem Zulﬁqar according to
the process described in [55]) was used as a starting point. It consists of a 4" Si(100) wafer as a
substrate with an approximately 200 nm thick thermally grown silicon dioxide layer and a 50 nm
thick Boron doped (p-type) layer of polysilicon with an approximate grain size of 50-100 nm.
The fabrication process involves 2 photo-lithography steps to deﬁne a ﬁrst etched pattern in the
polysilicon layer to expose the silicon oxide surface and a second pattern in the silicon oxide to
expose the Si(100) substrate. In this way, the test substrate contains 3 diﬀerent surfaces that
can be functionalized simultaneously and analyzed individually. The layout is shown in the right
part of the diagram and modeled after the layout of the silicon nanowire BioFET sensor with
electrodes and identiﬁcation number in the top part.
In addition to the open areas for contact angle and averaged XPS measurements, the test
chip contains polysilicon electrodes (surfaces that are connected to contact pads that ﬁt a 10-pin
ZIF-socket) for electrochemical experiments. Two electrodes of the same surface area are located
at the bottom of the chip for easy immersion into a liquid cell with connected electrodes. The
other polysilicon structures are also connected to contact pads to provide a set of electrodes with
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Figure 3.1 Process outline of the cleanroom fabrication process and layout of the test substrate fabricated
for characterization of the functionalization process on diﬀerent materials/surfaces.
diﬀerent and deﬁned surface areas. Since the monocrystalline silicon surfaces are exposed areas
on the bulk substrate, no individual electrodes are deﬁned here. The backside of the chip is
composed of the same SOI conﬁguration of polysilicon on a silicon dioxide layer. The details of
the fabrication process can be found in the Appendix in C.1.
3.3 Quantitative analysis of XPS data
Obtaining quantitative information about organic monolayers on silicon surfaces is not an easy
task and many models and analytical approaches have been developed to quantify spectral
data[56]. In addition to the diﬀerent scattering cross sections and machine parameters that
determine the so-called atomic sensitivity factor, the presence of the surface layer itself has an
impact on relative electron counts. The attenuation lengths, or inelastic mean free path (IMFP),
of diﬀerent core electrons in the organic layer or other thin surface ﬁlms need to be estimated
in order to quantify the elemental composition of the sample surface accurately. In the follow-
ing, the methods are presented that have been used in this work to obtain an estimation of the
monolayer coverage and oxide thickness for silicon samples with thin carbon ﬁlms. For the full
derivation of the formulas in this section please refer to the Appendix B.1.
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3.3.1 Quantiﬁcation of thin carbon ﬁlms on silicon surfaces using a surface-
overlayer model
The derivations and formulas described in this section are adapted from [57] and [58]. The model
assumes an a substrate such crystalline silicon and an overlayer, which is an adsorbed layer on top
of the substrate that exhibits a diﬀerent order and/or composition as the underlying material.
The following formula is used to determine the overlayer thickness, in case of a thin ﬁlm. Here,
thin refers to a thickness that falls well within the analysis depth of the method used, for XPS
this is typically a few nanometers.
dov = sin θλ ln
[(
Iov
ISi
)(
SFSi
SFov
)(
ρSi
ρov
)]
(3.1)
Hereby were are considering the integrated peaks of the substrate (Si) and overlayer (ov)
electron energy spectral peaks (I) together with the respective atomic sensitivity factors SF[59]
and approximate densities of the two materials. To estimate the number of molecules in the
surface the following equation for the number density per surface area was adapted from [43]:
NCL =
ρSi
σSi
αλSiSi
SFSi
SFC
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ISi
ln
(
I0Si
ISi
)
ISi
I0Si
1− 1
1− ISi0IαSi
 (3.2)
where ρSi is the bulk density of monocrystalline silicon, λSiSi is the attenuation length of Si2p
electrons in silicon, SF denotes the atomic (modiﬁed Scoﬁeld) sensitivity factors1. α denotes
the ratio between attenuation lengths of Si2p and C1s electrons in the carbon overlayer and was
taken from [43] to be estimated as 1.131 with an uncertainty of 0.002 for varies types of carbon
layers. NCL is thus the number of atoms in the surface overlayer NC times the ﬁlm thickness L.
Since it is not possible to separate the two parameters unless the thickness is well deﬁned and
measured separately, the number of molecules per surface silicon can be estimated by division
by the surface density of silicon atoms σSi. This is included in Equation 3.3.1. The surface
density of the silicon surface for Si(111) is 7.8 nm−2 and for Si(100) it is 7.5 nm−2 considering all
surface atoms. If only the top layer of silicon atoms is considered in Si(100) this value drops to
3.75 nm−2, which might be more suitable in the case of fully reconstructed dihydride terminated
Si(100) surfaces. For polysilicon samples the value of 7.8 nm−2 was used due to the etching
behavior that resembles that of a Si(111) surface rather than Si(100). For better comparison of
the results, the higher surface density was used for the Si(100) surface as well.
Using the high resolution spectra of elements other than carbon may be more convenient in
the case where these are typically not present in other parts of the sample and provide therefore
unique evidence for the presence of a particular molecule. The N1s spectrum has been used in this
way to assess the presence and quantity of 10-N-BOC-dec-1-ene and 3-Amino(propyltriethoxysilane),
which each contain a single nitrogen atom in their structure.
1The factors were obtained from the Thermo Avantage software library supplied with the Kα X-ray photoelec-
tron spectrometer
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3.3.2 Quantiﬁcation of surface oxidation on silicon surfaces
For the quantiﬁcation of the thickness of silicon oxide in the surface a simple substrate overlayer
model similar to the one presented above was used as described for example in [60]. As opposed
to the method described for estimation of carbon overlayers, the O1s high resolution scan is
not suitable to estimate the silicon oxide thickness, due to the presence of oxygen in other
components of the surface such as carbon contaminants and the grafted hydrocarbon layer itself.
Therefore, the amount of silicon oxide is estimated from the ratio between the Si2p peak assigned
to Si covalently bound to O (generally Si-O2, but other oxides such as Si2O3 and Si3O that are
slightly shifted in energy can also be found in the sample and are included in the silicon oxide
count).
dox = λO sin θ
ln
(
1 + Γ0SiO
IO
ISi
)
tSiO
(3.3)
where θ is the collection angle as above (0◦). Γ0SiOx = ISi−H/ISiO2 is a normalization factor
that accounts for the diﬀerence in sensitivity for electrons obtained from silicon oxide and surface
silicon, estimated from the ratio between the signals obtained for fully H-terminated and fully
oxidized reference surfaces. This ratio was calculated as approximately 1.2, which deviates from
the value obtained by Pomykal et al.[60] by 0.1. ISiOx and ISi are the integrated peak areas
for the Si2p Si-O peak and the Si2p spin doublet respectively. The monolayer thickness for
stoichiometric silicon dioxide tSiO = 3.6 Åwas used to obtain the number of monolayers. It
should be noted that XPS is not suitable to detect lateral inhomogeneities in the surface and
as such to determine whether or not the detected silicon oxide is actually present in form of a
homogeneous layer or in form of islands.
3.4 Other methods for surface characterization
3.4.1 Contact angle measurements
Surface characterization by measurement of contact angles can be a complex task. The contact
angle between a liquid droplet on top of a solid surface in a solid-liquid-vapor system is determined
by a number of factors, in the simplest case the surface free energies of the interfaces. Governed
by the Young-Dupre equation
cos θ =
γlv
γsv − γls (3.4)
Contact angle measurements were done using a drop shape analyzer and drop shape analysis
software. Typically 2µL droplets of MilliQ water were dispensed on a surface and the left and
right angles were determined continuously using the sessile drop method and a Tangent model
for ﬁtting of the angles.
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3.4.2 Fluorescence microscopy
An Olympus ﬂuorescence microscope equipped with a Xenon broad spectrum light source and a
cellSense black and white camera was used to take all ﬂuorescent images. Beside brightﬁeld and
diﬀerential interference contrast, ﬁlters were available for Texas Red (ex. 596 nm, em. 620 nm),
FITC (green) (ex. 490 nm, em. 520 nm) and DAPI (blue) (ex. 372 nm, em. 456 nm). Image
processing such as extraction of area histograms or line proﬁles was done using ImageJ v1.46r.
3.4.3 Atomic force microscopy (AFM)
AFM images were taken with a XE150 (Park Systems, Korea) using XEP Version 1.7.70 for
operation of the microscope. An Al coated tip with a force constant of 40N/m and a nominal
resonance frequency of 300 kHz (Budget Sensor, Bulgaria) was used in non-contact tapping mode
with a scanning frequency of 0.5 or 1 Hz. Scanned areas range from 0.5 x 0.5µm2 to 5 x 5µm2
with resolutions between 128 and 512 pixels. For image processing and statistical analysis XEI
version 1.8.0 software and the open source software Gwyddion were used. Images were corrected
for tilt using a linear ﬁt along the X and a 3rd order polynomial in the Y direction using the
whole image for most images. For some images a line-wise ﬁt along the X direction resulted
in better results images, which was then used instead. Statistical analysis to obtain root mean
square surface roughness and peak-to-valley distance as well as other feature information was
obtained for each image as a whole and on individually selected regions to exclude nanoparticles.
Line proﬁles were taken in X or Y direction and statistical analysis was performed automatically.
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4 | Surface preparation for Click-chemistry
Copper assisted Alkyne-Azide cycloaddition (CuAAC) as a method for protein immobilization on
biosensors is a promising method to implement a ﬂexible sensor platform. This chapter explores
the possibility of implementing a functionalization scheme to modify oxide-free silicon nanowire
surfaces to create an alkyne terminated surface, the starting point for the CuAAC reaction. Such
a platform would enable further investigation of the click reaction itself to investigate electrical
means of activation for targeted, localized immobilization for multiplexing and other means of
creating an adaptable platform that can readily be prepared with proteins before use. The initial
experiments and results presented in this chapter lead to the conclusion that further detailed
investigation of the intermediate layer is required and does not include discussions of the sensor
functionality. While this chapter already deals with the silicon nanowire sensor as a substrate
for functionalization, the following chapter returns to the investigation of unstructured surfaces.
This follows the chronological progression and is necessary to understand the motivation behind
some of the decisions that follow. The second part of the thesis will return to the sensor system
and introduce the functionality of the biosensor and discusses protein sensing.
4.1 Surface functionalization with 1,7-octadiyne
A promising molecule to use for the direct modiﬁcation of oxide-free silicon sensor surfaces is the
symmetric 1,7-octadiyne, with two terminal alkynes on an 8-carbon chain. The length of this
molecules was chosen for two reasons: it is short enough to prevent the occurrence of loops, where
both ends attach to the surface while providing a suﬃcient spacing between surface and head
group. A shorter molecule could potentially reduce the binding eﬃciency of immobilized proteins
due to the diﬃculty of a large molecule to speciﬁcally bind to a rigid group close to the surface.
It is common practice to use longer linker molecules when interacting with biological material
to increase ﬂexibility. In initial experiments 1,7-octadiyne was grafted onto mono-crystalline
silicon surfaces using activation by light and hydride abstraction and subsequently labeled with
an azide-conjugated ﬂuorophore to image the result using ﬂuorescence microscopy. This method
was used in direct analogy to the characterization that can be done on structured polysilicon
that does not allow for surface characterization techniques that require averaging over a larger
surface area (such as XPS or contact angle measurements). In further experiments, the same
protocol was used on polysilicon nanoribbons and characterized both by ﬂuorescence microscopy
and electrical measurements of the impedance change induced by the functionalization steps.
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4.1.1 Monocrystalline silicon surfaces labeled with Alexa 594-azide
Protocols: see Appendix C.3.1 and C.3.2
Figure 4.1 shows the ﬂuorescent images taken with a Texas Red ﬁlter after functionalization
of the surfaces with 1,7-octadiyne and labeling with Alexa Fluor 594-azide. An increase in
ﬂuorescence intensity is apparent with increasing concentrations of 1,7-octadiyne in the grafting
solution (mixed with ethanol). Assuming the ﬂuorescence intensity is directly proportional to the
amount of immobilized ﬂuorophore, this result conﬁrms the successful labeling of surface bound
alkyne by the click-reaction and a clear increase in grafting yield with reagent concentration.
It should be noted that there was considerable evaporation of solution from the samples during
the incubation time due to insuﬃcient sealing of the reaction vessel. This inevitably leads to
an inaccuracy of the nominal octadiyne concentration on the samples. We can assume that the
actual concentration was higher due to the higher volatility of ethanol over octadiyne.
(a) no Octadiyne (b) 10mM Octadiyne (c) 100mM Octadiyne
(d) 1M Octadiyne (e) 3M Octadiyne
Figure 4.1 Octadiyne titration on scratched monocrystalline silicon surfaces (the scratch removes the surface
oxide and introduces random surface orientations as well as it provides a focus point for ﬂuorescent imag-
ing). Veriﬁcation by labeling with Alexa Fluor 594-azide using Copper-catalyzed Alkyne-Azide coycoaddition
(CuAAC).
4.1.2 Polysilicon nanoribbons labeled with Alexa Fluor 594-azide
In an attempt to selectively functionalize polysilicon nanoribbons for biosensing an initial pas-
sivating layer of 1,7-octadiyne can provide the basis for further modiﬁcation with biomolecules
using the CuAAC click-reaction described above. To conﬁrm the presence of the octadiyne layer
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(a) (b)
Figure 4.2 Average ﬂuorescence intensity of Alexa Fluor 594-azide labeled surfaces and nanoribbons func-
tionalized with diﬀerent concentrations of octadiyne. (a) Scratched monocrystalline silicon surfaces: The
sample numbers correspond to increasing concentrations of octadiyne as follows: 1) negative control, 2)
10mM, 3) 100mM, 4) 1M, 5) 3M. (b) Polysilicon nanoribbon sensor chips, the ﬂuorescence intensity was
averages on background and ribbon surfaces respectively. for the two diﬀerent locations (see text). Octadiyne
concentrations as follows: 1) negative control (no octadiyne), 2) 200mM, 3) 1M
and visualize unspeciﬁc binding the surface was labeled with Alexa Fluor 594-azide as in the
above experiment on monocrystalline silicon surfaces.
The ﬂuorescent images of several nanoribbons after functionalization with diﬀerent concen-
trations of 1,7-octadiyne and labeling with Alexa Fluor 594-azide are shown in Figure 4.3. The
bright ﬂuorescence seen on both sides of each image show the auto-ﬂuorescent polyimide de-
posited to form both electrical passivation layer and microﬂuidic channel on the nanoribbon
chip. Underneath the polymer the ends of the ribbon can be seen in the top row of images;
these are un-connected ribbons used as control structures during fabrication. In the lower row
of images the gold contact pads and connection to the gold side gate electrode can be seen.
The central part of each image shows the microﬂuidic channel with a bottom layer of thermally
grown silicon dioxide and polysilicon nanoribbons across it. The values in Figure 4.2 are nor-
malized ﬂuorescence intensity values from extracted histograms in two diﬀerent areas of each
image (channel background and nanoribbon surface). For the control chips, shown in (a) and
(d), background and nanoribbon could not be distinguished.
Comparing the intensity values for background and ribbons we can see that there is no con-
sistent trend of a higher value for the ribbons. Secondly, there is a large diﬀerence in ﬂuorescence
intensity between ribbon and background for the highest concentration of octadiyne. While for
the image of the un-connected nanoribbon the background intensity is considerably higher than
the ﬂuorescence measured on the ribbon surface, the reverse is true for the connected ribbon.
Since the control chip does not show any background ﬂuorescence of the channel or on the ribbon,
we can conclude that there is no considerable amount of non-speciﬁc adherence of the ﬂuorophore
to either oxide or polysilicon. Furthermore, the background intensity increases with increasing
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(a) negative control (no Octadiyne) (b) 200mM Octadiyne in Ethanol (c) 1M Octadiyne in Ethanol
(d) negative control (no Octadiyne) (e) 200mM Octadiyne in Ethanol (f) 1M Octadiyne in Ethanol
Figure 4.3 Octadiyne titration on PSi nanoribbon samples. (a)-(c) show an individual ribbon in the microﬂu-
didic channel without electrical connection (no patterned Cr/Au contact pads), (d)-(f) show the nanoribbon
in the FET conﬁguration with Cr/Au contact pads and a PSi/Cr/Au side gate.
(e) no Octadiyne (f) 200mM Octadiyne (g) 500mM Octadiyne (h) 1M Octadiyne
Figure 4.4 a-h) Octadiyne titration on silicon nanoribbons. Modiﬁed surfaces were labeled with Alexa Fluor
594-azide by CuAAC.
octadiyne concentration.
4.1.3 Electrical measurements of the functionalization process using polysil-
icon nanoribbons
To further investigate the functionalization process with octadiyne on polysilicon nanoribbons,
the electrical impedance of each ribbon was measured before and after octadiyne attachment
and after labeling with Alexa Fluor 594-azide. The chips that were used were sensors from W11
(see C.2). The results are shown in Figure 4.5, where 4.5(a) shows the averaged diﬀerential
conductance from 4 ribbons on each functionalized chip after the diﬀerent steps. A decrease in
conductance of the nanoribbons can be seen for all concentrations of octadiyne. While the trend
is not consistent for the lower concentrations, it shows a signiﬁcant change when considering the
2 samples treated with neat octadiyne (corresponding to a concentration of 7.6M). However, the
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ﬂuorescent images in a) through h) show no signiﬁcant labeling of the surfaces as seen above.
Instead a precipitation of aggregates can be seen, especially in the 200mM sample, which is also
the outlier in the impedance data. The graph in Figure 4.5(b) shows a real-time measurement
of the labeling process with Alexa Fluor 594-azide. The click-reaction requires the addition of
CuSO4, which acts as a catalyst and sodium ascorbate (NaAsc), which acts as a reducing agent.
The reduction of Cu from its Cu3+ conﬁguration in solution to its reactive Cu2+ state and lower
ionization states initiates the coupling reaction. We can see a change in conductance upon the
addition of NaAsc that seems to saturate after approximately 500 s (8 minutes).
(a) (b)
Figure 4.5 a) Conductance measurements before and after surface modiﬁcation and after labeling. Given
are the concentrations of Octadiyne in the functionalization solution. The Alexa Fluor-Azide concentration
was held constant. Two neat samles were prepared to monitor the spread. The errorbars correspond to
measurements from 4 nanoribbons on the same sensor chip (recorded in steady state for 20 s). b) Conductance
measurement during CuAAC attachment of Alexa Fluor-Azide to a silicon nanoribbon sensor.
4.1.4 Discussion
The ﬂuorescence intensity variation between the samples labeled with ﬂuorophore reveal that this
type of characterization entails some diﬃculties. The trend of an increasing ﬂuorescence signal
with increasing concentration of octadiyne can be observed clearly for the monocystalline sili-
con surfaces and indicates an increased amount of immobilized organic molecules and successful
coupling using the CuAAC click reaction. On the heterogeneous sensor chips the situation is dif-
ferent and we observe a more complex dependency of the ﬂuorescent signal on both concentration
and material. Fluorescence intensity is not a direct measure of grafting eﬃciency and cannot be
used directly for ﬂuorophore quantiﬁcation. In addition to eﬀects such as self-quenching by high
concentrations of molecules, investigation of plausible further eﬀects impacting the ﬂuorescence
intensity speciﬁcally on silicon surfaces in the literature reveals additional issues. Thin transpar-
ent (in the observed wavelength range) ﬁlms such as silicon oxide atop reﬂective surfaces create
multiple reﬂections and refractions of incident light causing interference phenomena observed in
the returned signal. This phenomenon termed ﬂuorescence interference contrast (FLIC) can lead
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to attenuation or even complete quenching of the ﬂuorescent signal from its surface.[61, 62, 63]
Destructive interference is also the reason why the thickness of thin silicon oxide ﬁlms can be
characterized by their color. This is also true for very thin polysilicon ﬁlms that are thin enough
to be transparent in the visible spectrum. This eﬀect would explain the high background ﬂuo-
rescence on the 3rd sample (on the thick oxide layer), while leaving the nanoribbon (no oxide
layer) comparatively dark.
To explain the discrepancy in intensity between the two diﬀerent wires (connected versus
un-connected) we need to consider another eﬀect that can lead to signiﬁcant changes in the
material. In the ﬁrst step of the functionaliation procedure, the polysilicon ribbon is etched in
ﬂuoride solution to create a H-terminated surface for hydrosilylation. While this is a standard
process for silicon surfaces, it becomes a more intricate matter in the presence of additional
materials such as noble metals; a diﬃculty that is given surprisingly little attention in the
processing literature. Investigation of this process for our purpose is the topic of the following
section (4.2). In brief, electrochemical corrosion is most likely responsible for creation of a high
surface roughness and unordered structure of the silicon ribbon and the creation of a type of
porous silicon can not be ruled out. This would lead to both an higher amount of ﬂuorophore
due to the increased surface area and an elimination of the quenching eﬀect due to the lack of a
reﬂective surface.
As for the presence of ﬂuorophore and consequently the prior attachment of octadiyne to
silicon oxide surface constituting the background of the channel, the images clearly indicate the
presence of a considerable amount of terminal alkynes. Since the control surfaces rule out un-
speciﬁc adhesion of the ﬂuorophore we need to consider that hydrosilylation can occur on silicon
oxide surfaces. Detailed infrared reﬂectance spectroscopy studies of the silicon dioxide dissolu-
tion mechanism in hydroﬂuoric acid solutions have demonstrated the presence of silicon hydrides,
both dihydrides and backbond-oxidized monohydrides.[64] It has previously been demonstrated
that UV light promoted hydrosilylation does not proceed on H-terminated silicon oxide sur-
faces (prepared by treatment with triethoxysilanes)[65] while hydrosilylation promoted using a
catalyst (Karstedts catalyst) can even occur more rapidly on twice backbond-oxidized silicon
hydrides[66]. Our observation indicates that hydride abstraction by the carbocation triphenyl-
carbenium leads to hydrosilylation of hydrogen terminated silicon species on the etched oxide
surfaces where the involvement of electronic eﬀects in the substrate (such as photoemission or
generation of excitons) are hindered by the insulating oxide layer. The problem of selectivity of
the hydrosilylation reaction will be further investigated in later chapters.
4.2 Silicon oxide removal from polysilicon nanostructures
Surface functionalization of the silicon surface by hydrosilylation requires the creation of a H-
terminated silicon surface. The commonly employed method is etching in hydroﬂuoric acid or
ammonium hydroﬂuoride, depending on the crystal structure of the substrate. This section
investigates the etching process using both etchants for the preparation of hydrogen terminated
polysilicon nanoribbons embedded in a sensor chip.
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(a) before (b) after etching in 5 % HF (c) after surface functional-
ization and etching in 5 %
HF
(d) after surface functional-
ization and etching in 5 %
HF
(e) before (f) after etching in 5 % HF (g) after etching in
buﬀered HF
Figure 4.6 Optical microscopy images of silicon nanoribbons before and after etching in aqueous hydroﬂuoric
acid solution.
4.2.1 Brightﬁeld microscopy and conductance measurements
Sensor chips with polysilicon nanoribbons were etched in 5 % HF and subsequently modiﬁed with
octadiyne using the identical protocol that produced promising results on the monocrystalline
silicon surface. In the previous experiment we could observe a signiﬁcant amount of ﬂuorophore
attachment when labeling the alkyne terminated surface using CuAAC on the ribbons and sil-
icon oxide surfaces. While initial experiments on the then current generation of sensor chips
resulted in measurable changes in ribbon-conductance, later repetition of the same process lead
to irreproducible results.
The electrical conductance through the nanoribbons was measured before and after etching
and after the functionalization process. Current measurements through the untreated nanorib-
bons showed reproducible values across the ribbons on individual chips and conductivity was
reasonably uniform across the wafer (variation up to 30 %). After etching in 5 % HF current
levels dropped below the noise threshold for around 63 % of the tested ribbons, around 33 %
showed a signiﬁcant decrease in current to about 50 % of the previously measured values and
only 1 out of 12 chips retained similar conductivity before and after treatment on all 4 ribbons.
Brightﬁeld microscopy further reveals color changes in the nanoribbons as shown in Figure 4.6.
Color changes in thin ﬁlms such as the nanoribbon and underlying silicon oxide originate from
light interference eﬀects that depend on ﬁlm thickness, as was mentioned with respect to the
observed ﬂuorescence intensity above. The color change that is observed here shows an irregular
patterning of the ribbon, especially the area around the channel walls. Removal of the native
oxide alone should result in a small but uniform color change across the nanoribbons, since the
50 nm ribbon is thinned by the thickness of the native oxide in this process. The variation in color
between diﬀerent ribbons and across the ribbons are an indication of a poorly controlled etch-
ing process that results in a number of diﬀerent morphologies, suggests a highly irreproducible
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Figure 4.7 AFM images of a polysilicon nanoribbon etched in 5 % aqueous HF solution in the presence of a
gold electrode without applied potential. Shown is the edge of the SU-8 microﬂudic channel that was removed
prior to imaging.
process. The conductance measurements show that is also causes considerable damage to the
sensor structure, which we would not expect if only the surface oxide were removed. Further
investigations were undertaken in order to gain insight into the dynamics of this process and
understand how we can achieve more control over the surface modiﬁcation process.
4.2.2 Atomic force microscopy
Atomic force microscopic images from etched nanoribbons are shown in Figures 4.7 and 4.8; the
passivation layer that formed the microﬂuidic channel was removed prior to imaging. Figure 4.7
shows the polysilicon nanoribbon close to the gold contact region after etching in 5 % HF for 15 s
and subsequent storage in ethanol over night. Figures 4.8 shows a nanoribbon on an identical
sensor chip after 15 s etching in 5 % HF solution and subsequent incubation with 1,7-Octadiyne
over night in light. The latter sample has been additionally etched for 1 minute in 5 % HF after
the surface modiﬁcation and after removal of the microﬂuidic channel in order to investigate the
stability of the functionalization layer under etching conditions and to evaluate the amount of
etching on the silicon oxide surface. Height proﬁles in three diﬀerent positions were taken across
the nanoribbons as indicated by the labeled lines in the images. The height proﬁles are shown
after baseline correction.
The proﬁles in Figure 4.7(b) reveal a signiﬁcant gradual reduction in ribbon thickness from
approximately 60 to 20 mn when we move from the location of proﬁle 3, where the material that
was protected by the channel walls, into the center of the former microﬂuidic channel (to the
left). Proﬁle 1 shows a buildup of material on the (transverse) ribbon edges, which ﬂattens out
toward the center of the ribbon, where we can see an increase in surface roughness.
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Figure 4.8 AFM images of a polysilicon nanoribbon etched in 5 % aqueous HF solution for 15 minutes in the
presence of a gold electrode without applied potential, functionalized with neat octadiyne and etched again in
the same etching solution for 1 minute. Shown is the edge of the SU-8 microﬂudic channel that was removed
prior to imaging.
The proﬁles in Figure 4.8(b) show an eﬀect that seems opposite to the one observed on the
ﬁrst sample. The central part of the ribbon shown in proﬁle 1 is thicker than the area where the
edge of the microﬂuidic channel walls was located, measured in proﬁle 2, reaching the same level
as the protected sides of the ribbon shown in proﬁle 3. Measured from the underlying susbtrate,
this maximal ribbon thickness reaches 80 nm and exceeds thereby that of the ﬁrst sample by
20 nm. Whereas the minimal thickness in proﬁle 2 is still 40 nm as compared to 20 nm in the
ﬁrst sample.
4.2.3 Real-time conductance measurement in a ﬂow cell
Protocol: see Appendix C.3.4 Using a microﬂuidic ﬂow cell it was possible to measure the current
through the nanoribbon during etching in real-time, thus monitoring the change in conductance.
Measurements were done using the measurement setup described in 8.1.2 by applying a slow al-
ternating voltage of 1Hz between -50mV and 50mV. The results of some of these measurements
are shown in Figure 4.9. Measurements are shown for two chips each from two diﬀerent wafers.
Since oxide removal can be a very rapid process, as seen by the amount of damage previously
caused to the polysilicon structures, the concentration of the etchant was reduced and an ad-
ditional oxide was deposited onto the native oxides. All the investigated nanoribbons have the
same lateral dimension of 2µm in width and an exposed area of 50µm in the microﬂuidic chan-
nel. The length (distance between the deposited gold contacts diﬀers in between the two ribbons
in each of the two graphs, with 100µm for one and 150µm for the other ribbon. This results
in the diﬀerences in initial resistance shown in the legend. The devices in Figure 4.9 a) have
an additional 10 nm thick silicon oxide layer deposited by PECVD, the devices in b) a 30 nm
thermally grown oxide. While the deposited PECVD oxide does not consume the underlying
ribbon, keeping its thickness unchanged, the thermal process involves conversion of part of the
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Figure 4.9 Real-time recording of electrical current in silicon nanoribbons during etching in aqueous hydroﬂu-
oric acid solution
ribbon into oxide, thus reducing the overall polysilicon thickness by half the resulting oxide layer
thickness. The eﬀective thickness of the polysilicon nanoribbon is therefore in this case reduced
by at least 15 nm, resulting in a thinner conductive cross-section. This is not immediately re-
ﬂected in the resistance values that we observe and we need to consider other eﬀects, i.e. an
change in grain size and electronic properties by the thermal treatment. We therefore expect
diﬀerent behavior in the two cases. The arrows indicate, from left to right, the injection of 1 %
HF aqueous solution, injection of a separating air bubble and injection of deionized water for
rinsing respectively.
The current plot in a) shows a brief increase at the onset of etching followed by a nearly
linear decrease and ending in an exponential breakdown of the current after an extended time in
etching solution. chip 1 shows a more rapid decrease in current whereas chip 2 is still conducting
current when the air bubble is injected and the current continues to decrease during the period
in air. When deionized water is injected into the channel the current drops more rapidly. The
current plots in b) show a similar behavior with some important diﬀerences. While the initial
increase in current can be observed as well, the time until a reduction in current is observed
is signiﬁcantly longer. For both chips, the current starts to decrease approximately 90 s into
the etching process. The the end of the steady reduction in conductance, chip 2 shows the
same exponential current drop at the injection of water, whereas chip 1 is still functional after
etching in 1 % HF solution. We need to assume that etching continues after the bubble has been
introduced, due to wetting of the channel walls and the sensor structure. Comparing both ﬁgures
we can see how the diﬀerence in oxide thickness shifts the onset of the linear current decrease,
which occurs approximately 30 s and 90 s after introduction of the HF solution for 10 nm and
30 nm oxide respectively. Secondly, we can observe a degradation of the conductive properties
to a varying degree in all cases.
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Figure 4.10 Proposed scenario explaining the etching process: 1. In the initial structure the thickness of the
nanoribbon with native oxide is approximately 50 nm. 2. After the initial etching process, the native oxide is
removed and the surface of the polysilicon is roughened due to proximity of the gold electrode. This results in
the proﬁles show in A as observed in the AFM image. 3. After functionalization of the surface with Octadiyne,
the roughened polysilicon is covered in a SAM of organic molecules protecting it against further etching. 4.
After removal of the SU-8 microﬂuidic channel a residual layer of polymer protects the underlying polysilicon
against the second etching step while the exposed silicon areas are etched further, resulting in the proﬁles
shown in B.
4.2.4 Discussion
The presented data and investigations reveal severe problems with the etching process of polysil-
icon nanoribbons on the sensor chips in hydroﬂuoric acid. It is clear that the etchant not only
removes the oxide layer on top of the polysilicon, but that the silicon underneath is also aﬀected,
as the decrease in conductance indicates. The color changes observed previously indicate either
an inhomogeneous thickness of the ribbon after etching or a change in composition. The AFM
images conﬁrm that etching occurs in a non-uniform manner and leads to a high surface rough-
ness on the ribbons. Furthermore, the progression between the two AFM images, though they
are not showing the identical chip but two similar ones, gives more insight into the process and
Figure 4.10 suggests a scenario to explain the observations. The initial etching step (2.) removes
the native silicon oxide from the surface and the underlying polysilicon is pitted and roughened,
possibly along defects in the grain boundaries facilitated by electrochemical corrosion (see be-
low). The curved edges are likely a result of residual polymer (Su-8) left over after development
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of the photoresist in the lithographic process. The ﬁrst AFM image shows this state, as illus-
trated by the scenario A. Then the resulting H-terminated surface is modiﬁed by hydrosilylation
with octadiyne, which leads to formation of a dense SAM on the roughened polysilicon surface
(3.). After removal of the Su-8 (4.) the subsequent immersion in HF for another 60 s leads
to the scenario given in B. Assuming further etching of all susceptible surfaces shows that the
octadiyne SAM prevents attack by the etchant as well as possibly residual polymer where the
channel structure has been removed, while the surrounding area is etched.
Investigation of the etching process in a ﬂow cell, using a more dilute solution of HF to
slow down the process and make it easier to observe, lets us estimate both the etch rate and
inﬂuence on the polysilicon layer in a diﬀerent way. Since the nanoribbons are conductive (an
essential property for their use as ﬁeld eﬀect sensors), monitoring the current during etching is
a direct method to observe potential degradation of the material. The measurements show a
decrease in current preceded by a delay that corresponds proportionally to the oxide thickness.
The estimated etch rate is approximately 20 nm per minute or 0.34 nm/s, which corresponds to
roughly one monolayer of oxide per second for both types of oxide. The measurements indicate
that in this initial etching time of the oxide itself, the conductivity of the nanoribbon is not
considerably aﬀected. The following decrease in the current on the other hand shows, that after
a certain amount of oxide (possibly all of it) is removed, the polysilicon itself is attacked by the
etchant. The slope of the declining curve diﬀers from one ribbon to another and it is reasonable
to assume a non-uniform process associated with the irregular structure of the material itself.
It is interesting to note that the process does not self-terminate before the conductance is lost
completely, so there is no doubt that the conductive properties of the polysilicon is destroyed.
Possible mechanisms for this are the formation of surface oxides that are subsequently removed
by the etchant. Under normal conditions and on monocrystalline surfaces this process is orders
of magnitude slower than the removal of already present oxide species that it can be neglected.
Firstly, we should consider, that in our case an alternating voltage is applied to the material,
creating conditions similar to those used for electro-polishing[67]. It is therefore not surprising
to observe a degradation of silicon. What is striking however, is that we observe the same
destructive eﬀect after etching without applied potential, as numerous previous test have shown.
Considering once more the microscopic bright ﬁeld images of diﬀerent etched ribbons we observe
another peculiarity. The ribbons that are acting as test structures for the fabrication, i.e. that
are not connected to gold leads do not show the characteristic discoloration associated with
attack of the material. We conclude that either the gold leads or (more likely) the gold electrode
in the vicinity of the nanoribbons is responsible. Study of the literature regarding the fabrication
of integrated circuits conﬁrms the impact of noble metals in close proximity to silicon during the
etching process and can explain the observed eﬀects. Diﬀerences in surface chemical potential,
for example in the presence of noble metals such as the gold side gate electrode or through
application of a voltage in an electrochemical cell can lead to dissolution of silicon in a corrosion
reaction, when in contact with certain ionic species[68, 69]. This mechanism has actually been
used for electro-polishing of silicon surfaces and to create porous silicon[27, 70, 71], explaining
what we see in the AFM images.
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Conclusion and further work
The above results have demonstrated some of the diﬃculties that arise when working with surface
functionalization of biosensors and outlines some of the parameters that play a paramount role in
successful surface modiﬁcation. The inﬂuence of the immediate environment as well as the details
of both bulk and surface structural and electronic properties of the area under investigation can
not be underestimated. Furthermore, the choice of characterization methods and knowledge of
possible artifacts such as FLIC need to be well-understood to be able to truly monitor each step
of the process.
Due to time constraints and unavailability of further nanoribbon devices with the same
characteristics this investigation could not be continued further and priority was given to study
of the formation of organic SAMs on silicon and polysilicon surfaces. A systematic and thorough
study of the impact of the etching and functionalization process on the morphology and electrical
properties of the ribbons is however of interest for diﬀerent reasons. The diﬀerences in surface
potential, which have a detrimental eﬀect on the polysilicon in our case could potentially be
utilized positively for selective functionalization by the reduction of metals at the surface. Or
by creation of tailored porous silicon, which is of course a large ﬁeld of study in itself, as a
higher surface area could beneﬁt sensitivity of the resulting sensor. Instead, due to the highly
irreproducible nature of the experimental conditions, including the substrate to be functionalized,
dedicated test-structures were fabricated. These were used in the study and optimization of the
functionalization procedure and the investigation of diﬀerent etching and grafting schemes using
x-ray photoelectron spectroscopy. This will be the topic of the following sections.
4.3 Etching of silicon and polysilicon surface in aqueous HF and
NH4F
Test chips were fabricated as described in 3.2. Each chip contains polysilicon, Si(100) and
thermally grown silicon oxide surfaces that were used to investigate etching rates and resulting
silicon surfaces under diﬀerent conditions in order to obtain a protocol for the selective H-
termination of polysilicon sensor structures. Aqueous 2.5 % and 5 % HF as well as 40 % NH4F
were used since they are the most commonly reported etchants in the literature. The graphs
in Figure 4.11 and Table 4.1 summarize the results of two experiments. They show the silicon
oxide thickness as determined from the Si2p high resolution spectra using the method described
in 3.3.
In the ﬁrst experiment, diﬀerent etching conditions were tested on the fabricated test surfaces
to evaluate the impact on polysilicon and monocrystalline surfaces respectively under identical
etching conditions. We observe that the monocrystalline silicon surface is much less aﬀected than
the polysilicon surface for all etching conditions with an apparent etch stop around 1.5 nm oxide
thickness. These ﬁndings stand in contrast to the second experiment, where pristine n and p-type
silicon wafers were diced, cleaned and etched without further processing. The two measurements
also show that oxide thickness diﬀers between the two surfaces of the same material. A possible
reason for the discrepancies between pristine and processed chips might be introduced by the
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(a) (b)
Figure 4.11 Silicon oxide thickness on diﬀerent silicon surfaces as obtained by quantiﬁcation from the XPS
Si2p scan.
additional cleaning in Piranha solution which oxidizes the surface additionally leading to thicker
surface oxides. However, this does not explain why etching does not seem to continue beyond
1.5 nm equivalent oxide thickness; this corresponds roughly to the native oxide thickness of the
unaltered silicon wafer. During the ﬁnal fabrication steps of the test chips, the buried oxide layer
that serves as a substrate for the polysilicon is removed in a dry etch, followed by a wet etch to
remove any residual oxides.
The bare wafer dices are easily etched in 2.5 % HF already after 15 seconds, with only minor
variations in between the samples that are most likely a result of exposure to air after etching
until the samples were placed into vacuum. This also explains a slight increase in oxidation
towards longer etching times, since the surfaces were prepared in the order of decreasing etching
time to limit exposure to air. For further functionalization, care was taken to cover the etched
surfaces immediately with the respective functionalization solutions to prevent re-oxidation.
Etching time 2.5 % HF 5 % HF 40 % NH4F
15s 60 76 -
30s 73 79 10
60s 75 79 41
90s 72 74 80
Table 4.1 Water contact angle measurements on polysilicon and Si(100) surfaces etched in aqueous HF and
NH4F. The values present the measured average contact angles of at least two surfaces, with an accuracy of
±2◦.
The native oxide on the polysilicon surface is etched most eﬃciently in NH4F, which is a slower
etchant than HF and most commonly used for (111)-Silicon surfaces. However, for these surfaces,
reported etching times are usually of the order of several minutes, which proved damaging to the
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polysilicon layer, resulting in irregular discoloring of the surface. A short etching time of 90 to
100 seconds (a dependence on the temperature of the etching solution was observed) resulted in
complete removal of the oxide layer according to the XPS measurement without visible damage
to the surface. Since we do not have the possibility to perform FT-IR measurements on silicon
surfaces, the H-termination can not be conﬁrmed at this point and needs to be assumed. This
is reasonable since the literature conﬁrms the creation of H-terminated surfaces under similar or
identical conditions.
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5 | Self-assembled monolayers (SAM) on
oxide-free silicon surfaces
As the previous chapter illustrates, interfacing biological material with inorganic surfaces that
are not well deﬁned comprises a number of challenges already in the ﬁrst steps of the surface
modiﬁcation. In order to apply appropriate characterization methods, this chapter focuses on
the functionalization of larger surfaces. The polysilicon layer that constitutes the sensing element
in the silicon nanowire BioFET will be studied in speciﬁcally fabricated devices that allow for a
thorough investigation of self-assembled monolayers (SAMs) on their surface. This chapter will
approach some of the mentioned challenges in a systematic way, investigating diﬀerent mecha-
nisms and molecules for construction of the interface layer in a quantitative manner. Initially
focusing on polysilicon and silicon oxide, grafting eﬃciency, re-oxidation and material selectiv-
ity will be discussed for diﬀerent functionalization conditions. Comparisons will be made with
silanization of the native oxide and hydrosilylation on two diﬀerent monocrystalline silicon sub-
strates that provide a reference for the achieved results. In addition, thermal hydrosilylation
of polysilicon, Si(100) and Si(111) is investigated and discussed in the following chapter (to be
published).
5.1 SAM formation of alkenes and alkynes by hydrosilylation on
polycrystalline silicon in ambient conditions
Testchips with diﬀerent surfaces, fabricated as described in 3.2, were used to investigate the
formation of self-assembled monolayers by hydrosilylation on oxide-free, H-terminated silicon
surfaces. The formation of SAMs of 1,7-octadiyne (octadiyne) and 10-N-BOC-amino-dec-1-ene
(Boc-alkene) were studied as two possible passivation layers for polysilicon biosensors and to
present platforms for further conjugation of proteins by diﬀerent methods. To utilize diﬀerent
grafting mechanisms for the covalent attachment of the SAMs to silicon, speciﬁc experimental
conditions were investigated. Illumination by light of diﬀerent wavelengths as well as the use
of the carbocation triphenylcarbenium (salt in complex with tetraﬂuoroborate was dissolved in
ethanol) were studied. The surfaces were investigated by XPS to estimate the amount of carbon
chains bound to the substrate and concurrent formation of silicon oxide.
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(a) (b)
Figure 5.1 Example of XPS spectra of polysilicon surfaces modiﬁed with octadiyne and Boc-alkene for 1h
in neat reagent with illumination by soft UV. a) High resolution XPS C1s spectrum. The main peak at 285
eV is attributed to carbon in the chain of the molecules and was used to correct for charging eﬀects. The
spectra diﬀer in intensity and position of theirs side peaks due to contributions from the diﬀerent head groups.
The small peak at 289.5 eV evidences the C=O bond in the BOC group of the alkene which is not present
in octadiyne. b) Survey spectrum. The survey spectrum diﬀers very little between the two samples, most of
the signal originating from the substrate and only a small fraction of the electrons account for the surface
monolayer. The inset shows the high resolution N1s spectrum that conﬁrms the presence of nitrogen in the
Boc-alkene sample, and no nitrogen (contamination) on the octadiyne sample.
5.1.1 XPS spectral analysis of 1,7-Octadiyne and 10-N -BOC-amino-dec-1-
ene SAMs
The XPS spectra in Figure 5.1 show examples of the spectral data obtained from the polysilicon
surfaces modiﬁed with neat octadiyne and Boc-alkene under identical conditions for 1h under
irradiation with soft UV. Figure 5.1(b) shows the survey spectra recorded. The repeated features
on the low energy end of the spectrum between 90 and 200 eV stem from the 1s and 2p (Si2p)
core electrons of the silicon substrate. The series of smaller peaks is a result of electron energy
losses to excitation of phonons (lattice vibrations) and other scattering eﬀects. At 285 eV the
carbon 1s (C1s) electron peak is visible in both spectra, which evidences the presence of carbon
species on the silicon surface. The detailed structure of this peak, given in Figure 5.1(a) provides
further insight into the composition of this carbon layer as discussed below. The small feature
around 400 eV derives from nitrogen 1s (N1s) and is therefore only present in the Boc-alkene
spectrum. The inset shows the corresponding high resolution spectrum of the nitrogen energy
range, which clearly shows the lack of nitrogen containing species in the octadiyne spectrum,
making it a suitable marker to conﬁrm the presence of Boc-alkene in the surface layer. However,
the low sensitivity of the N1s peak, due to a low scattering cross section, results in a peak with
low signal-to-noise ratio. This leads to a large error when estimating the number of molecules
solely based on the area of this peak. Therefore, we are using both the C1s and the N1s spectrum
for quantiﬁcation of the SAM surface coverage for this molecule. The intense peak at 480 eV
shows the presence of oxygen (O1s) in the sample. Oxygen stems from the oxidized silicon
substrate and in the case of the Boc-alkene includes a contribution from the BOC-group, which
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contains 2 oxygen atoms. The relative intensity of the oxygen and carbon peaks do not reﬂect
the respective abundances directly due to diﬀerent sensitivity factors (1 for C1s and 2.9 for O1s).
Finally, the peak at 550 eV shows a small amount of ﬂuor present on the surfaces, which could
be seen in some of the samples and results from residual ﬂuor species created during the etching
process. The presence of ﬂuor in the samples and possible implications will not be investigated
in this thesis.
The C1s spectrum in Figure 5.1(a) gives structural information about the SAM forming
molecules due to the chemically shifted electron energies of the diﬀerent bonds between carbon
atoms in the surface layer. The main carbon peak at 285 eV, deriving from the hydrocarbon
backbone in both molecules was deﬁned to lie at 285 eV to correct for charging eﬀects that lead
to energy shifts in the data[72]. Each C1s spectrum is ﬁtted with Gaussian/Lorentzian peaks and
the number of molecules in the SAM quantiﬁed accordingly (the chosen constraints for ﬁtting can
be found in the Appendix B.2.2, the quantiﬁcation method has been described in the Methods
section).
(a) SAM surface coverage (b) Oxide thickness
(c) SAM surface coverage (d) Oxide thickness
Figure 5.2 SAM surface coverage and oxide thickness of octadiyne and Boc-alkene on polysilicon surfaces
obtained from quantiﬁed XPS data. (a) + (b) Diﬀerent light conditions during functionalization for 1h in
neat reagent. (c) + (d) Exposure to UV light for 3h in either neat reagent or a 1:1 mixture of the reagent
and 10mM Ph3C-BF4 in EtOH.
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(a) Octadiyne C1s spectrum (b) Octadiyne SAM coverage
(c) Boc-alkene C1s spectrum (d) Boc-alkene SAM coverage
Figure 5.3 Comparison of octadiyne and Boc-alkene SAMs on polysilicon and SiO2 surfaces. The C1s spectra
show diﬀerences both in signal strength and peak shape for the diﬀerent surfaces for both molecules.
5.1.2 Surface coverage of 1,7-Octadiyne and 10-N -BOC-amino-dec-1-ene SAMs
and substrate oxidation
The bar graphs in Figure 5.2 (a) and (b) show SAM surface coverage and oxidation, determined
from XPS spectra. The surfaces were modiﬁed with neat octadiyne and Boc-alkene respectively
for 1h while being illuminated with diﬀerent light sources. The coverage obtained for octadiyne
is close to 4 molecules per nm2 and approximately doubled compared to Boc-alkene for all light
conditions while there seems to be only a minor inﬂuence of the illumination on the grafting
eﬃciency. For the Boc-alkene UV light irradiation results in a higher coverage of about 35%
compared to both illumination with white light and in the dark. The impact of illumination
conditions is more apparent in the competing oxidation process during functionalization. Since
all experiments in this section were performed in ambient conditions, both oxygen and water are
present to react with the surface to form surface oxides. It is very interesting to note that while
oxidation proceeds faster in UV light in the presence of octadiyne the eﬀect seems to be opposite
for Boc-alkene.
Both parameters were further investigated for longer modiﬁcation times with UV irradiation
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and with the addition of triphenylcarbenium tetraﬂuoroborate (Ph3C). The data shown in Figure
5.2 (c) and (d) shows surfaces that were irradiated with UV light for 3h while immersed in neat
reagent or reagent solution. For both molecules, the addition of Ph3C reduces SAM coverage by
25% while it simultaneously reduces oxidation by at least 90%. Further comparing the coverage
obtained after 3h in UV light with that after 1h shows no signiﬁcant diﬀerence for octadiyne and
an increase of 35% for Boc-alkene, while oxidation increases twofold for octadiyne and does not
vary for Boc-alkene.
5.1.3 Selectivity: Hydrosilylation on etched silicon oxide surfaces
As seen previously for the ﬂuorescently labeled octadiyne surfaces, a considerable amount of
ﬂuorophore was present on the silicon oxide surface (see 4.1) that was most likely attributed
to octadiyne attachment and not to unspeciﬁcally bound ﬂuorophore. To further investigate
the selectivity of hydrosilylation in diﬀerent conditions we are comparing the polysilicon surface
(PolySi) that we are aiming to functionalize to thermally grown silicon dioxide surfaces (SiO2).
The C1s spectra shown in Figures 5.3(a) and 5.3(c) display the diﬀerences between the PolySi
and the SiO2 surfaces of samples functionalized under UV irradiation and in the presence of Ph3C.
Generally, the amount of carbon on the samples is signiﬁcantly reduced on the SiO2 surface com-
pared to the PolySi. Additionally, we can see an increase in one of the chemically shifted peaks
at 286.8 eV in all but one of the spectra. Comparing the spectra to a control surface that was
cleaned and etched using the same procedure, we can see that the shape of the C1s spectrum
is very similar to those obtained for the functionalized surfaces (The data can be found in the
Appendix A.1). This is to be expected, as a certain amount of adventitious carbon immediately
forms on the etched surface when exposed to air due to its hydrophobic character. However,
the intensity should be signiﬁcantly lower due to an abundance of smaller molecules and low
surface coverage. At the same time, the peak at 286.8 eV that is present on the functionalized
SiO2 surfaces seems to be especially pronounced here and does not contribute considerably to
the contamination spectrum otherwise present.
The graphs in Figure 5.3 show the quantiﬁed SAM surface coverage for PolySi and SiO2
surfaces for octadiyne and Boc-alkene respectively. Each data point presents the average from
two diﬀerent samples. The reduction in intensity from PolySi to SiO2 across all the samples for
both molecules is on average 50% ± 10%. In addition to the SAM coverage quantiﬁed using the
C1s spectrum Figure 5.3(d) shows the same data calculated using an analog method for the N1s
spectral data. In the samples functionalized with the addition of Ph3C we can see a consistent
underestimation of the coverage with the same magnitude when using the N1s spectra. The same
underestimation can be seen in one of the SiO2 spectra of the Boc-alkene functionalized surface
without addition of Ph3C. This is the same spectrum that is displayed in the C1s spectrum in
Figure 5.3(c) and we can see the appearance of the same additional peak.
51
November 27, 2015 Andrea Pfreundt
(a) Octadiyne (b) Molecular structures
(c) Boc-alkene (d) Amino-alkene after de-protection by
boiling
Figure 5.4 C1s high resolution spectra of octadiyne and BOc-alkene SAMs on polysilicon surfaces ﬁtted with
Gaussian/Lorentzian peaks. Peak position and area reveal structural information about the two molecules.
5.1.4 Structure and composition of octadiyne and Boc-alkene SAMs
Figure 5.4 shows ﬁtted C1s spectra for octadiyne and Boc-alkene SAMs on polysilicon surfaces.
Peak positions and relative peak area are listed in the table insets. The octadiyne spectrum shows
two major features, the main carbon peak attributed to C-C bonded carbon and an additional
peak at 286.8 eV. This additional peak accounts for the two carbon molecules in the head group
that is not bound to the silicon substrate (C-C≡CH). The full width at half maximum (FWHM)
of the ﬁtted peaks is comparatively large in this spectrum (1.75 eV) and if the upper limit for
this parameter is reduced (to 1.55 eV) an additional peak can be ﬁtted in the low energy end of
the main carbon peak. The Boc-alkene spectrum shows a more isolated characteristic peak at
289.7 eV, which is attributed to the C=O bond in the BOC group. The peaks ﬁtted at 286.5
eV and 287.7 eV are likely to correspond to the C-C-N and O-C-3CH3C carbons in the Boc-
alkene molecule. The three C-CH3 carbons in the BOC group do not appear to be signiﬁcantly
shifted to be distinguished from the main peak. Attempted removal of the Boc-group leads to
a clearly visible reduction of the peak at 289.7 eV and an increase in the peak at 286.5 eV. The
ﬁrst evidences the reduction of the number of carboxyl carbons while the latter is probably an
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indication of increased surface contamination. A signiﬁcant energy shift is observed in the third
side peak from 287.7 to 288.3 eV, which indicates the appearance of terminal amines.
5.1.5 Amino-termination of the silicon surface by de-protection of 10-N-Boc-
amino-dec-1-ene in boiling water
Illumination Boc-alkene de-protected (-NH2)
UV 71◦ 63◦
white light 73◦ 66◦
dark 72◦ 63◦
no etching 40◦ 23◦
etched PolySi 80◦ -
Table 5.1 Water contact angle measurements on surfaces functionalized with Boc-alkene, for 1h and 2h
illumination/incubation times before and after removal of the tBoc group by boiling in water. All angles are
averages of a continuous measurement for a single droplet with an estimated error of approximately 1◦.
Table 5.1 summarizes the results of contact angle measurements on polysilicon surfaces with
Boc-alkene SAMs, before and after de-protection of terminal amine. The de-protection was
performed by boiling the functionalized chips in deionized water for 15 minutes followed by a
rinse in water and drying in nitrogen. The removal of the tert-butyloxycarbonyl (Boc) group has
been demonstrated for a number of diﬀerent molecules in this way as a mild alternative to the
common procedure of de-protection by TFA[73]. The average contact angle of surfaces treated
with Boc-alkene under diﬀerent conditions is 72◦. There is no signiﬁcant diﬀerence between the
diﬀerent conditions under which the surfaces were functionalized (Data shown in A.1 in A.2.1).
Comparison with a native oxide covered and a freshly etched polysilicon surface shows contact
angles of 40◦ and of 80◦ respectively. The boiling procedure leads to a decrease in contact angle
in all cases by 12 ± 2%.
5.1.6 Discussion
Fitting of the C1s spectra for the investigated molecules showed features that could be closely
matched to the respective chemical structures. For octadiyne speciﬁcally, the data ﬁtting is not
unambiguous and the choice of constraints such as the FWHM highly impact data interpretation.
In the particular case of this molecule, with no marking features or additional atoms that can
be used as a label, ﬁtting results are of comparable quality for FWHMs of 1.75 and 1.55 eV with
diﬀerent numbers of ﬁtted peaks; both values for FWHM are reasonable. Compared with other
molecules investigated in this study, the lower FWHM is more commonly found to ﬁt the spectra
on silicon surfaces, whereas a higher FWHM is typically found for silicon oxide substrates. The
use of side peaks that are not clearly resolved is therefore not suitable for quantiﬁcation, meaning
that carbon contamination, which falls within the same range, cannot be excluded from the data.
Since the contamination spectrum observed on etched substrates however is comparatively low
and care was taken to immediately process the samples after etching, this contribution is expected
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to be small. The smaller size of the octadiyne molecule (8 C) compared to Boc-alkene (15 C)
will however lead to an ampliﬁcation of a potential overestimation of the coverage. Nevertheless,
the data shows the successful grafting of fractional monolayers in both cases. The coverage
of 4.5 molecules per nm2, which was obtained for the surfaces functionalized in UV light for
3h, corresponds very well with the maximal coverage of 1-alkynes obtained on monocrystalline
silicon surfaces which is up to 65% of converted Si-H groups. Since there are 7.8 Si atoms per
nm2 in the Si(111) surface, 4.5 grafted molecules correspond to 58% coverage. The generation of
a signiﬁcant amount of oxide at the same time suggests that the photoactivated process by UV
irradiation does not preferentially lead to the formation of Si-C bonds over Si-O bonds in the
presence of oxygen. For Boc-alkene the obtained coverage is lower amounting to less than 50%
in all cases. This is in line with the reported lower eﬃciency of hydrosilylation of alkenes over
alkynes and the larger size of the head group.
The diﬀerence in grafting eﬃciency for the surfaces modiﬁed with and without Ph3C under
UV irradiation remains the same, indicating that the eﬃciency scales for both molecules. As
described in section 2.2 hydrosilylation by light irradiation can proceed via diﬀerent routes,
depending on wavelength and crystallinity of the substrate. It has been reported, for a process
proceeding via photoemission, that the electron acceptor level of the distal head group plays
a role in the grafting process. The BOC-group has been shown to act as electron acceptor in
this way and may be an additional factor for the diﬀerence in grafting eﬃciencies. Oxidation is
greatly reduced in the reaction using Ph3C, leading to minimal inclusion of oxide in the surface,
even in the here tested ambient conditions. The carbocation Ph3C has previously been used to
promote hydrosilylation on porous silicon by hydride abstraction from the H-terminated surface.
The eﬀect on oxidation under ambient functionalization conditions has not been studied in that
case and our results clearly show the suppression of oxidation in presence of the molecule.
The diﬀerences in calculated coverages using the C1s and N1s spectra for Boc-alkene modiﬁed
surfaces reveal an interesting trend under functionalization conditions with Ph3C, showing that
part of the carbon signal does not originate from Boc-alkene molecules. The presence of ethanol
as a solvent in the functionalization reaction may have led to the incorporation of ethanol into
the surface. Preferential incorporation of the solvent has been found for 2-propanol on both Si
and SiO2 surfaces for metal catalyzed hydrosilylation, though no incorporation occurred in the
case of UV grafting[65]. The peak at 286.8 eV that has become more pronounced in the SiO2
spectra agrees well with the energy shift associated with the methylene carbon in ethanol.[72]
Our ﬁndings show that ethanol incorporation is also likely the case of a reaction mediated by
hydride abstraction with Ph3C. This will be discussed further in the next section.
While hydrosilylation results in a denser SAM on H-terminated PolySi some degree of at-
tachment of the molecules to etched SiO2 surfaces occurs as well. Oxygen back-bonded silicon
hydrides, i.e. O2SiSi-H2 and O3Si-H, are present in the SiO2 surface[66] and can additionally be
created as an intermediate in the etching process. While the number of silicon atoms in the SiO2
surface that can be H-terminated is half as much as on the silicon surface a hydrosilylation yield
of less than 50% compared to PolySi would be expected. Since this agrees with our ﬁndings we
can conclude that the reaction proceeds with an at least comparable eﬃciency on OSi-H as on
Si-H under the tested reaction conditions both with and without the addition of Ph3C and may
54
November 27, 2015 Andrea Pfreundt
Sample ID Boc-alkene ethanol Ph3C-BF4 Etching procedure
A neat - - 90 s in 40% NH4F
B 90% 10% 5 mM 90 s in 40% NH4F
C 50% 50% 5 mM 90 s in 40% NH4F
D 50% 50% - 90 s in 40% NH4F
E1 - - - 90 s in 40% NH4F
E2 - - - -
Table 5.2 Sample overview of testchips functionalized in UV light (soft UV photoreactor) for 3h.
only be limited by the availability of OSi-H groups in the surface.
While de-protection of the amino-group in the Boc-alkene surfaces has been demonstrated,
the result has not been reproducible. The preliminary XPS data presented here show a shift
associated with the de-protection that suggests a successful reaction is a signiﬁcant fraction
of the head groups. The contact angle measurements are in line with values reported in the
literature on surfaces terminated with tBoc protected amino groups and after de-protection[74,
75]. The common procedure for de-protection of the amino groups consists of rather harsh
chemical treatment of the samples with TFA which results in a surface with of mixed protonation
states of the terminal amines as shown by XPS and resulting in a lowering of the contact angle
after treatment. Re-establishment of the neutral head groups results in an increase in contact
angle[74] and agrees with the values we measured.
5.2 Hydrosilylation by hydride abstraction: 10-N -BOC-amino-
dec-1-ene
10-N -BOC-amino-dec-1-ene was used as a model system to study the attachment to silicon
surfaces under diﬀerent conditions using XPS. The protected amino-group provides both a la-
bel for detection in the XPS as well as a potential platform for the subsequent attachment of
biomolecules via diﬀerent conjugation methods.
As discussed above, the addition of Ph3C dissolved in ethanol lead incorporation of ethanol
into the surface layer while eﬃciently suppressing oxidation during the hydrosilylation reaction
in UV light. To further investigate these two phenomenon and to better determine the origin of
both eﬀects, diﬀerent mixtures of Boc-alkene, ethanol and Ph3C-BF4 dissolved in ethanol were
prepared to functionalize testchips under UV irradiation and investigated with XPS. All sample
chips were cleaned in Piranha acid and rinsed with MilliQ water before etching and washed in
ethanol and dichloromethane after functionalization and before the measurement. Samples were
characterized immediately after modiﬁcation. The speciﬁcations of the prepared samples are
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(a) SAM surface coverage
(b) Diﬀerence between coverages quantiﬁed by C1s and N1s spectral
data
(c) Oxide thickness
Figure 5.5 SAM surface coverage and oxidation for Boc-alkene functionalized polysilicon surfaces. The
graphs show diﬀerent functionalization conditions with and without the addition of Ph3C-BF4 and ethanol.
SAM coverage has been quantiﬁed using C1s and N1s spectra respectively to illuminate the inﬂuence of
signal-to-noise of and surface contamination.
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summarized in Table 5.2.
5.2.1 Ethanol incorporation and suppression of substrate oxidation
The data in Figure 5.5(a) shows the SAM surface coverage for the PolySi and SiO2 surfaces for
the conditions according to Table 5.2. Shown are two individual samples for each of the condi-
tions. The ﬁrst column of the reference samples E shows an etched surface that has been exposed
to UV light without the addition of any solution, the second sample is an untreated reference
surface with native oxide. Considering the coverages only, the neat reagent produces the highest
surfaces coverage as observed before, with a maximum of 3.5 molecules/nm2 while the coverage
on SiO2 is below 2 molecules/nm2 for all samples. The reference samples show a similar amount
of carbon contamination, on average corresponding to 0.5 ± 0.1 Boc-alkene molecules or 8 ± 2
carbon atoms per nm2 across both surfaces. It should be noted that the N1s signal generally
has a very poor signal-to-noise ratio with an estimated accuracy on the value corresponding to
a coverage of 0.5 molecules/nm2. Comparing samples C and D, which contain the same fraction
of ethanol with and without addition of Ph3C, we observe no diﬀerence in grafting eﬃciency.
Samples B show a higher coverage for the same amount of Ph3C and a ten times lower fraction of
ethanol. Taking a look at the amount of oxide formed during functionalization, shown in Figure
5.5(c), we observe a decrease in oxide thickness for samples with Ph3C irrespective of ethanol
content, whereas the sample with added ethanol shows an oxide thickness comparable to that
re-grown on the etched control surface, about 0.8 of a monolayer. Sample A functionalized with
neat Boc-alkene shows a, compared to this, accelerated oxidation that reaches half the level of
the native oxide thickness within 3 hours. Finally, considering the diﬀerences between the two
quantiﬁcation methods, shown in Figure 5.5(b), there is an increased discrepancy in samples
with added ethanol, even though no clear trend can be seen as to the inﬂuence of the proportion
of the solvent in the mixture.
We further investigated the role of UV irradiation on the grafting yield. Since no signiﬁcant
diﬀerence in terms of coverage was observed for the ethanol mixed samples with and without
Ph3C, its role in mediating hydrosilylation is unclear. Surfaces were prepared with alkene and
Ph3C/EtOH in a 90%:10% ratio, identical to sample B above, but with and without UV ir-
radiation. The results are shown in Figure 5.6, clearly demonstrating that UV irradiation is
responsible for a great proportion of the grafting of the Boc-alkene to the silicon surface.
5.2.2 SAM formation on Si(100) in air and in nitrogen atmosphere
Due to issues with reproducibility of some of the presented results on polysilicon, the following
section focuses on the study of monocrystalline (100) silicon surfaces to further investigate graft-
ing mechanisms in a more controlled manner. Since polysilicon contains a number of diﬀerent
crystal orientations, defect-rich grain boundaries and a variation of grain sizes, the hydrosily-
lation with alkenes and alkynes on its surface is necessarily more complex and inhomogeneous
than on well deﬁned monocrystalline substrates. To gain further insight into the mechanism
by which the alkene is bound to the surface and especially to understand the suppression of
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(a) SAM surface coverage (b) Oxide thickness
Figure 5.6 SAM formation in UV light and under ambient conditions by hydride abstraction using Ph3C-BF4.
oxidation, modiﬁcation was carried out in the presence of Ph3C-BF4 under ambient conditions
for an extended period of time. We want to investigate SAM formation and oxidation by hydride
abstraction without activation by light. The experiment was carried out in air and in a nitro-
gen ﬂushed desiccator to reduce the oxygen and water content in the environment (labeled: air
and N2 respectively). We have previously observed a suppression in oxidation and it has been
reported that the process performed in air can actually lead to an increase in alkene attachment
due to the spontaneous generation of silicon radicals by reactive oxygen species.
(a) (b)
Figure 5.7 SAM surface coverage and substrate oxidation on Si(100) surfaces for samples functionalized with
neat Boc-alkene and with the addition of Ph3C BF4 in air and in a nitrogen ﬂushed desiccator (N2). Etched
references and the average of samples functionalized by UV grafting are shown as diamonds. Solid lines and
symbols represent the C1s, dashed lines and empty symbols the N1s quantiﬁcation values.
The progression of SAM formation in terms of yield is summarized in Figure 5.7(a). The
highest yield is achieved in the presence of Ph3C and with reduced oxygen (N2) and after 24h
it is comparable to the yield achieved by UV grafting after 3h. The sample functionalized in
neat reagent in air shows no signiﬁcant progression and the yield falls within the lower limit of
the signal-to-noise ratio, suggesting no grafting in this case (compare etched references). Figure
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Figure 5.8 Oxidation of the Si(100) substrate during hydrosilylation in air, with and without the addition of
Ph3C. The curves are ﬁtted to the square root of the incubatio time, with the equations given in the graph.
5.7(b) summarizes the oxidation on all samples. The controls included in the ﬁgures are etched
surfaces that were exposed to the same conditions without the addition of a reagent for 24 h.
Interestingly, there is no diﬀerence in the thickness of the oxide layer grown in air and the ni-
trogen chamber under these conditions. The oxidation in oxygen depleted atmosphere seems to
be limited to a quarter of a monolayer in the presence of Ph3C and 1 monolayer in the presence
of the alkene alone without further oxidation over extended exposure to the same conditions. In
the case of exposure to air, oxidation progresses throughout the full incubation time.
Figure 5.8 shows the oxidation curves for the functionalization performed in air. The curves
are ﬁtted to the square root of the incubation time, with resulted in the best ﬁt. This behavior
is typical for silicon oxide growth that is limited by diﬀusion of the oxygen through the oxide
layer rather than a surface reaction, which results in a linear growth curve.
5.2.3 Discussion
The initial experiments on polysilicon surfaces with Ph3C and ethanol conﬁrm that Ph3C eﬃ-
ciently suppresses oxidation during the functionalization of oxide-free silicon surfaces with Boc-
alkene in ambient conditions. Neat alkene on the other hand increases the oxidation rate. Func-
tionalization using the neat alkene results in the highest surface coverage compared to the mixture
with ethanol. Comparison of the inﬂuence of UV irradiation in this process, conﬁrms that not
the addition of Ph3C, but activation by UV light is primarily responsible for the grafting mecha-
nism. Since alkene and oxygen are competing for incorporation into the surface, the light induced
generation of holes and/or silicon radicals due to Si-H bond breaking inﬂuences both eﬃciencies
similarly increasing both the yield and the amount of oxidation while the presence of Ph3C leads
to preferential incorporation of the alkene. Consistent diﬀerences in estimated surface coverage
using the C1s and N1s spectra, respectively, can be observed for samples functionalized with
solutions containing ethanol. This suggest a contribution from other carbon molecules to the
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composition of the surface layer in this case. The high resolution C1s spectra from SiO2 surfaces
present the characteristic methylene peak associated with ethanol. Incorporation of ethanol into
the surface layer is therefore likely and a reduced fraction of ethanol in the functionalization
solution or use of a diﬀerent solvent is recommended. We propose therefore that the sample
preparation according to B yields the best results under the ambient conditions investigated
here.
Considering the results on monocrystalline silicon under ambient conditions we note a few
additional things. Firstly, the oxygen depleted atmosphere is not enough to prevent oxidation
on the etched control sample, the level after 24h is exactly the same as for the sample exposed
to air. Secondly, the addition of the functionalization solution in air does not decrease oxidation
rates. On the contrary, while the addition of Ph3C has no impact on the oxidation in this case,
the lack thereof increases the amount of oxide approximately 3-fold. In nitrogen atmosphere on
the other hand, addition of the functionalization solution seems to limit the oxidation after a
speciﬁc level is reached. Here again, this level is about 4-fold higher for the neat reagent that
with the addition of Ph3C and in both cases is reached already after 3h.
This indicates that the amount of oxygen that is still present in the nitrogen chamber is not
alone limiting oxide growth; rather the growth rate is limited by the interface reaction. In turn,
the addition of Ph3C does not seem to reduce oxide growth rate, but quenches an accelerating
eﬀect introduced by the presence of the alkene itself. Considering the amount of present oxygen
directly, as observed in the high resolution O1s spectra shows the expected increased amount
of oxygen on the samples with higher silicon oxide estimates (data not shown). This conﬁrms
that it is indeed silicon oxide that forms the observed Si-O bonds, and not a secondary chemical
reaction that involves the Boc-headgroup of the molecule. In nitrogen atmosphere oxide forma-
tion does not proceed past the equivalent thickness of a single monolayer, whereas under the
same conditions in air oxidation continues to proceed. The fact that an oxide is formed in the
oxygen depleted chamber is clearly a sign for the presence of oxygen and insuﬃcient exclusion.
If the majority of the oxygen stems from dissolved oxygen and water in the alkene solution, this
would explain why oxidation does not proceed past a certain point, when this source has been
depleted. However, the equal oxide thickness in the two control samples contradicts this ﬁnding
unless oxidation occurred mainly during sample handling outside of the chamber. Another pos-
sibility explaining the oxide formation on the control samples is the brief exposure to air during
opening of the chamber to remove samples. This would provide direct access of oxygen to the
surface in the case of the dry etched sample, while samples covered in alkene solution would be
protected by the liquid. Oxygen would need to diﬀuse into the alkene solution ﬁrst, a process
that may not be suﬃciently fast to enable considerable amounts of oxygen to remain before their
removal by the next pump cycle.
The silicon oxide growth curves for samples functionalized in air displayed in Figure 5.8 show
similar growth behavior for both cases. The mechanism of oxide growth in parallel to the hy-
drosilylation reaction is not straight forward and there are several possibilities. Firstly, oxide can
grow in a layer-by-layer manner or in islands, where more that one monolayer exists in one place
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and no oxide in another simultaneously. Furthermore, the oxides can form at the oxide/silicon
interface, which requires the oxygen atoms to diﬀuse through the already formed oxide layers. Or
it can form at the surface while unoxidized silicon atoms are available there.[76] The growth rate
can be limited by the reactions at the silicon/silicon oxide and silicon oxide/alkene interface or by
diﬀusion through the silicon oxide. Additionally the further oxidation of sub-oxides and presence
of silicon clusters in the oxide ﬁlm can play a role in oxide growth and these might be impacted
by reactions taking place at the surface. However, since in both cases oxidation proceeds with
the square-root of functionalization time we propose that surface reactions have no further eﬀect
on oxide growth at the investigated time scale. The absolute diﬀerence in oxide thickness at
the ﬁrst measurement point after 3 hours on the other hand indicates diﬀerent reaction speeds
in the initial phase of oxide formation. Assuming that Ph3C does not diﬀuse though the oxide
due to its size, it can only impact oxide formation at the silicon oxide/alkene interface and will
only impact oxide growth in the initial phase where it can directly access the interface. This
further indicates that the oxide grows in a layer-by-layer process rather than in islands, even in
the presence of the competing alkene grafting. If this were not the case, we would expect to see
an eﬀect of Ph3C on the the remaining silicon islands during further growth.
In line with the proposed mechanism in which a hydride ion is abstracted from the H-
terminated silicon surface[33], the oxidation rate seems to be impacted in the initial time period
before completion of the ﬁrst monolayer, where the surface still presents accessible Si-H bonds.
Considering a complete conversion of all Si-H bonds at that point, we would not expect signiﬁ-
cant incorporation of hydrocarbons and thus an increase in bound alkene. However, even though
the estimated molecule coverage shows some outliers (16h, N2, neat) there is a clear increase
over time for all of the surfaces, which stands in contrast to that assumption.
Taking the estimated molecular coverage into consideration as well, the maximum surface
coverage (shown to correspond to approximately 55% of a monolayer due to steric reasons[49])
is not seen in either of the samples. Oxidation competes with the formation of Si-C bonds that
link the alkene to the silicon surface and an increased oxidation rate would be accompanied by
a lower level of molecular coverage. This is clearly the case for the shown data of experiments
performed under ambient light conditions. Irradiation with UV light changes this relationship.
In either case, with and without Ph3C, UV irradiation accelerates oxide formation resulting in
thicker oxides after 3h of functionalization (triangles, error bars for 2 and 4 surfaces for func-
tionalization with added Ph3C and neat alkene, respectively).
The time series shows a slow progression of the hydrosilylation reaction after an initial quick
onset, speaking for a mechanism with fast kinetics that is suppressed after an initial incorpora-
tion of a certain amount of material. There could be two reasons for the reduced incorporation
rate after this ﬁrst onset. One is steric hindrance after a certain density is reached, that makes
subsequent attachment more diﬃcult. Another interpretation is that the initial reaction is incor-
porating both alkene and oxygen into the surface layer until a mixed monolayer of full coverage
is created. Subsequent attachment of the alkene would thus occur on the oxidized part of silicon
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(a) (b)
(c) (d) SAM surface coverage
Figure 5.9 Comparison of surfaces functionalized with APTES and Boc-alkene. a)-c) High resolution XPS
spectra. d) SAM surface coverage for APTES and Boc-alkene on PolySi and Silicon oxide surfaces.
and with a slower secondary mechanism or reduced eﬃciency.
5.3 Silicon oxide surface functionalization with APTES
One of the most common methods to attach proteins to silicon (oxide) surfaces is through
silanization as described in 3.1.2. We adopted an optimized protocol for gas-phase silanization
with (3-aminopropyl)triethoxysilane (APTES) from Karen Martinez group at Copenhagen Uni-
versity. Surface test chips were functionalized and characterized by XPS for comparison with
Boc-alkene.
The high resolution XPS spectra shown in Figure 5.9 display a characteristic carbon spec-
trum on the functionalized surfaces, for both molecules, APTES and Boc-alkene. The amount of
carbon is signiﬁcantly increased compared to the control surfaces (etched and cleaned surfaces).
The ﬁtted C1s spectrum for APTES shown in Figure 5.10(a) shows diﬀerences in the ﬁtted peaks
compared to the Boc-alkene spectrum encountered previously in Figure 5.4(c). The peak position
reﬂects the diﬀerent chemical environments of the carbon molecules while the ratios between the
diﬀerent peaks provides insight into the structure of the monolayer. For an unbound APTES
molecule we expect to see 3 diﬀerent chemical environments as depicted in Figure 5.10(b). Elec-
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trons originating from the carbon atoms at a (C-CH2-C), a' (C-CH2-Si) and a (C-CH3) will
have a very similar energy and they will all be included in the major C1s peak at 285 eV. Carbon
atoms bound to more electronegative atoms such as oxygen or nitrogen will experience a larger
(positive) chemical shift due to the depletion of electrons in the outer shells, leading to a higher
binding energy. The value of the chemical shift can vary depending on the exact environment and
we expect two resolved peaks for the C-CH2-NH2 and the C-CH2-O carbon atoms. However, if
APTES is completely bound to the surface, the second peak should disappear, since the molecule
is bound via a Si-O-Si bond eliminating the oxygen bound carbon. The agreement between the
molecular coverages obtained from carbon versus nitrogen counts suggests a higher contribution
from adventitious carbon in case of the Boc-alkene. The nitrogen count should directly reﬂect
the number of molecules in both cases, since each contains exactly one nitrogen atom. We can
see a coverage of 6 respectively 10 molecules of APTES per square nanometer for the PolySi
and SiO2 surfaces. Compared to 2 respectively 1 for the Boc-alkene. A coverage of 1 molecule
per nm2 falls below the noise threshold and can be disregarded as physisorption. As discussed
previously, the hydrosilylation on silicon oxide surfaces is not expected to be very eﬃcient and
we would expect no attachment of alkene on this surface.
5.3.1 Discussion
Comparing the resulting coverages of APTES and Boc-alkene on the two diﬀerent surfaces, we
can clearly see an larger amount of APTES in both cases. Firstly, we note that the Boc-alkene
coverage here does not correspond to the maximal values that were previously found in other
experiments. This reﬂects the low reproducibility of the used functionalization process and
shows that while it may be possible to achieve a higher coverage, our control of the experimental
conditions is not suﬃcient to achieve this every time. Secondly, the coverage with APTES
on PolySi corresponds to close to one APTES molecule per surface silicon, which exceeds the
coverage expected for a well-ordered monolayer (4.3 in analogy to hydrocarbons on gold, which is
often used as a reference). The coverage on the silicon oxide surface is even higher and indicates
the formation of a double- or multi-layered structures in both cases. This is in line with the
implications from the observed chemically shifted peaks in the carbon spectrum that indicate an
incomplete crosslinking between the molecules.
5.4 Controlled hydrosilylation: Thermal grafting of 10-N -Boc-
amino-dec-1-ene and 10-Undecenoic acid in argon atmosphere
After studying the grafting of organic molecules to diﬀerent silicon surfaces in ambient conditions,
the next important step is to compare the results with what is achievable using more controlled
experimental conditions, such as exclusion of oxygen and elevated temperatures. These con-
ditions signiﬁcantly increase complexity of the experimental procedure and were therefore not
investigated previously. The choice of molecules for this experiment is based on two consid-
erations. Boc-alkene was used for comparability with the previously obtained coverages and
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(a) C1s spectrum (b) APTES molecule: Un-
bound and bound to the sur-
face
Figure 5.10 a) C1s spectrum of APTES bound to the silicon oxide surface. Peak energies are for diﬀerent
chemical environments as indicated. b) Molecular structure of the free APTES molecule and bound to the
surface in a monolayer conﬁguration.
to be able to use nitrogen as XPS marker and undecenoic acid was chosen due to the ease
of protein conjugation to carboxylic acid-terminated surfaces that poses some advantages over
amino-terminated surfaces. Octadiyne has not been studied further due to the added complexity
and necessity of protocol optimization for subsequent protein conjugation via click-chemistry.
(a) SAM surface coverage (b) Oxide thickness
Figure 5.11 SAM surface coverage and oxide thickness of undecenoic acid and Boc-alkene on diﬀerent silicon
surfaces functionalized in argon atmosphere at 150◦C for 90 minutes
Figure 5.11 shows the SAM surface coverage and oxidation data for thermally functionalized
surfaces. Coverages are generally higher than what was previously achieved in ambient condi-
tions. There are small variations in the yield, with Si(111) showing the highest coverage for
undecenoic acid and Si(100) the lowest. The values for Boc-alkene show a larger spread and
are similar within the accuracy, but there are larger diﬀerences in the C1s and N1s quantiﬁed
samples than previously observed. Looking at the oxidation we can see a signiﬁcant increase
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in the amount of oxide on the Boc-alkene functionalized surface over the functionalization in
ambient conditions. The Si(111) surface presents hereby an equivalent thickness of 2.3 MLOx
while Si(100) and PolySi surface lie below that with approximately 1.6 and 1.4 MLOx respec-
tively. The oxidation for the undecenoic acid functionalized surface is considerably lower for all
surfaces, showing opposite behavior. The largest amount of oxide is found on the PolySi surface
with 0.7 MLOx, the least on the Si(111) surface with 0.2 MLOx.
5.4.1 Discussion
The large amount of surface oxide for the Boc-alkene surface is very surprising, since the ex-
periment was performed in argon atmosphere and the presence of oxygen should be limited to
leftover traces in the reagent. Additionally, the underestimation of the coverage from the C1S
spectrum compared to the N1s counts indicates a loss of carbon from the attached molecules.
These two ﬁndings indicate that de-protection of the amino group occurred under these thermal
conditions. This would lead to an overestimation for the attached alkene and can produce release
additional oxygen containing groups into the solution which are responsible for the observed Si-O
bonds. The method is therefor not suitable for grafting of Boc-protected amino groups to silicon
surfaces. The investigation of undecenoic acid surfaces can be found in the following chapter,
pending publication.
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6 | Summary and Conclusion
6.1 Note on the accuracy of the quantiﬁcation data and possible
data correction methods
Due to the assumptions made for some of the scenarios and the approximations that are used,
there is an inherent inaccuracy when quantifying XPS data. Some of the weaknesses of the
model will be outlined here brieﬂy. The used model assumes complete monolayers that are
uniform across the measured area and will not account for inhomogeneities. It will therefore
average out accumulations of material such as aggregates of polymerized reagents and report
a higher surface coverage in that case. Samples were inspected with an optical microscope to
ensure that there are no visible traces of precipitated material. If this was the case, for example
if the reagent was too old, the sample was discarded. Inhomogeneities on a smaller scale, such
as island formation, will not be detected with either of the used methods. The model further
does not include contributions of the partially oxidized silicon on surfaces with SAMs. A thin
oxide ﬁlm would lead to an additional attenuation of electrons originating from the underlying
substrate. A correction for this additional ﬁlm could easily be included in the model, but it is
unwise to do so on the grounds that these oxide layers often show sub-monolayer coverage. It
is unclear if oxidation occurs preferably in areas with less carbon (which would be a reasonable
assumption) or if and to what extent it can grow underneath such layers. Attempts have been
made to distinguish the two cases from the data and adapt the model to include the appropriate
correction terms. But due to the low signal-to-noise ratio and the high sample-to-sample variation
this did not yield meaningful results.
6.2 Functionalization of oxide-free silicon surfaces
As demonstrated in this chapter, we have successfully modiﬁed oxide-free silicon surfaces with
organic molecules. Near maximal coverage could be achieved for both 10-N-Boc-amino-dec-1-ene
and 1,7-Octadiyne, even under ambient conditions. For 10-N-Boc-amino-dec-1-ene a consider-
able amount of oxide formation was observed under all conditions. This could to some extent
be suppressed by the addition of triphenylcarbenium tetraﬂuoroborate dissolved in ethanol. The
carbocation addition resulted in the eﬃcient suppression of up to 90% of the oxidation under am-
bient and conditions and under UV irradiation. From experiments with the exclusion of oxygen
it is further likely that triphenylcarbenium acts in the initial phase of the reaction, limiting the
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competition of oxidation with the hydrosilylation process. At the same time, the incorporation
of ethanol into the surface could be observed when used as a solvent and a reduction in the
amount of this solvent improved the result. For further investigation of this process it would be
advised to test diﬀerent solvents such as toluene or directly dissovle the salt in neat alkene or
alkyne to prevent solvent contamination of the surface.
The thermal hydrosilylation process performed under argon atmosphere resulted in the best
yield and was investigated for undecenoic acid and 10-N-BOC-amino-dec-1-ene. The BOC protec-
tive group is likely removed in the thermal process and considerable amounts of oxide formation
could be observed. This makes this process unsuitable for the molecule. For undecenoic acid
very good coverages with low amounts of surface oxidation could be achieved, already after a
hydrosilylation time of 90 minutes. The process was performed on three diﬀerent silicon sub-
strates to investigate the inﬂuence of the underlying crystal structure and the presented surface
on the functionalization process. In addition to the SAM coverages investigated with XPS mea-
surements, the resulting COOH-terminated surfaces were further used for the immobilization of
protein decorated gold nanoparticles. This demonstrate the ability to used these platforms as a
substrate for bio-functionalization in a biosensor and enabled us to further investigate the eﬀect
of surface coverage on particle density. Our preliminary results show a particle density that is
correlated with the surface coverage.
The next step to further optimize the attachment of biomolecules on the sensor surface
would be the investigation of mixtures of alkenes and alkynes with and without functional head
groups. This should make it possible to tune the number of head groups in the surface layer and
thus impact the eﬃciency of protein attachment. Initial experiments using these mixtures were
unsuccessful, due to unequal evaporation in the reaction vessels. Better control of the atmosphere
and choice of reaction vessels should make it possible to perform hydrosilylation reactions in well
deﬁned mixtures of alkenes and alkynes.
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7 | Introduction to biosensors and label-
free sensing
The essence of any biosensor is to convert an event involving biological material into an electronic
or otherwise interpretable signal. This is a very broad deﬁnition since the biological material can
be protein, DNA or other macromolecules but also whole cells, tissues or microorganisms and
the sensing element or transducer can take many diﬀerent forms. For the purpose of this thesis
the following chapter will focus on impedance or resistance based biosensors for the detection
of biological binding events and will introduce alternative concepts for comparison that detect
similar events or used comparable methods.
7.1 Biological assays
The detection of speciﬁc biological target molecules from complex mixtures is often a routine task
in biological research, diagnostics or forensic science. Many diﬀerent forms of assays are readily
available that use bioconjugates, linked complexes of proteins, chemically active compounds and
nucleic acids that provide several functionalities. Often, several antibodies are used as targeting
molecules in combination with detection labels such as enzymes or ﬂuorescent dyes. Such assays
commonly involve a puriﬁcation or extraction step which enriches the target and removes most
of the other material. This step can be done by a targeting molecules linked to a solid support
such as a gel-matrix, membrane, beads or nanoparticles that allow for binding, washing steps
and subsequent extraction of the puriﬁed component. The detection can be done by optical
means, using ﬂuorescent or luminescent probes or enzymes that produce a detectable signal in
the presence of the relevant substrate. The number of available assays is probably as plentiful
and diverse as are their biological targets and their role in almost every aspect of medical testing
is paramount. What is common among the established methods is the use of labels for detection.
While labeled techniques have undergone tremendous advances in terms of detection limits and
sensitivity, they require the use of speciﬁcally designed and produced labels and ampliﬁcation
techniques. As an alternative label-free techniques oﬀer the possibility to reduce the amount of
expensive reagents needed and simplify assay protocols.
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Figure 7.1 Left: Illustration of the general antibody structure. Center: protein structure of mouse Im-
munoglobulin G. Right: anti-mouse IgG can bind to the Fc unit of mouse IgG.
7.1.1 Antibodies
Antibodies or immunoglobulins (Ig) are proteins produced by the immune system to identify and
ﬁght foreign substances. Their structure can diﬀer between diﬀerent organisms and there are
several types, but most commonly and antibody is thought of as Y shaped protein with a stem
and two arms as shown in Figure 7.1. The stem consists of two so called Fc units and a top part
of two Fab units with variable identiﬁcation centers. These identiﬁcation centers are generated
randomly by the body to create a vast amount of diﬀerent proteins that can identify potential
threats. The ones that encounter a complementary structure they can bind to are incorporated
into immune cells that circulate in the body. Due to the invariable part of each category of
immunoglobulin, these can be used to extract all the proteins of this type from an organism.
Since antibodies are made to bind to many diﬀerent kinds of structures, they are commonly in
conjugation with labels (ﬂuorescent, radioactive, enzymatic) to identify structures in tissues or
on cells for diagnostic purposes.
7.1.2 Protein-protein interaction
Binding between macromolecules at the scale of proteins is complex and governed by thermo-
dynamic principles, meaning that it is not a straightforward process but a matter of statistical
probabilities. The binding kinetics of two interacting proteins are characterized by their aﬃnity
constant, or the more commonly used inverse, the dissociation constant. These experimentally
determined values[102] are deﬁned by the number of unbound proteins, the ligand and receptor
(without ligand), and the number of bound complexes (receptors with a ligand).
kD =
[Ligand][Receptor]
[Complex]
(7.1)
The unit of the dissociation constant is concentrations (mol/L or M) and the value represents
that concentration of ligand at which exactly half the receptors will be occupied (since this leads
to [Receptor] = [Complex]). Therefore, the smaller the dissociation constant, the stronger is
the binding. It can range down to 1 fM in the case of Biotin-(Strept)avidin, which is a rare
case of extremely strong binding between proteins. Typical values for good binding between two
72
November 27, 2015 Andrea Pfreundt
proteins are in the nM range, but there is often a high level of uncertainty and disagreements
in the literature due to several reasons. Firstly, the conditions to study binding kinetics and in
which the kD is determined needs to be identical to those in which the binding is performed,
since parameters such as pH, salt concentration, temperature, and interference of other molecules
play an important role and can impact the binding constants considerably. Secondly, one of the
most common methods used for determination of binding constants is surface plasmon resonance
(SPR). This technique requires a deep understanding of the involved processes and models. Much
of the published literature lacks this necessary standard as judged by leaders in the ﬁeld.[103] It is
therefore essential to carefully consider the parameters that will inﬂuence the dynamics of protein-
protein binding for each particular case and optimize protocols accordingly. Additionally, if one
of the proteins is immobilized on a substrate there are further factors that need to be considered
such as orientation of the tethered protein and surface topology of the substrate. Especially
for the development of novel sensing schemes using aﬃnity based biosensors, such as the silicon
nanowire BioFET discussed below the appropriate choice of immobilization and characterization
methods is imperative.
7.1.3 Protein Immobilization on Organic surfaces
Conjugating proteins with diﬀerent functional elements or other proteins is routinely done in
solutions for various kinds of biological applications. Conjugation refers to the process of chemi-
cally coupling two functional groups to permanently or reversibly create a link between the two.
Proteins are made up of amino acids which provide a multitude of diﬀerent functional residues
that are suitable for coupling reactions. The methods employed in this work rely on the coupling
via amino (-NH2) or carboxylate (-COOH) groups which are present as residues on lysine (Lys)
and glutamic acid (Glu) as well as the N and C terminus of each protein respectively. Figure 7.2
gives an overview over the surfaces and conjugation methods that were used in this thesis.
Copper catalyzed Azide-Alkyne cyclo-addition (CuAAC) for protein immobilization
Immobilizing proteins using functional groups, that are not natively found in the molecules can
provide an additional means of control over the binding location and open new opportunities for
selective immobilization.
The Azide-Alkyne Huisgen Cycloaddition is one of the corner stones of a group of chemical
reactions referred to as click chemistry, as ﬁrst introduced by Sharpless[104]. The 1,3-dipolar
azide reacts with the dipolarophile alkyne to form a triazole as illustrated as process A in Figure
7.2. This reaction is usually performed under elevated temperatures and requires several hours
to obtain a considerable yield. The use of Cu(I), provided by CuSO4 with the addition of a
reducing agent such as ascorbic acid as a catalyst increases the reaction speed immensely and is
widely used for bioconjugation.[105] This is often enhanced by the addition of appropriate copper
ligands that provide better stability or catalytic activity of the reduced copper. Copper free
click chemistry[106] is used where the cytotoxic eﬀects of copper forbid its use, as for the direct
labeling of living cells. For biosensors, this functionalization scheme provides the means to create
a clickable platform, which can be used for quick and speciﬁc attachment of biomolecules to the
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Figure 7.2 Protein immobilization on diﬀerent surfaces. a) Alkyne-terminated surface by Octadiyne modiﬁ-
cation. Protein immobilization using Azide-conjugated Protein via Copper assisted cycloaddition (A). Amine-
terminated surface by b) Boc-alkene functionalization and subsequent removal of the Boc-group or by c)
APTES functionalization of silicon oxide. Protein immobilization using EDC/NHS-activated protein (B) or
glutaraldehyde as a linker (C). d) Carboxyl-terminated surface by functionalization with undecenoic acid.
Protein immobilization after surface activation with EDC/NHS (E).
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sensor surface. By grafting of an α,ω-diyne to the silicon surface, an alkyne-terminated tightly
packed monolayer can be obtained that is highly stable and inert under a range of conditions[107]
making it an ideal precursor for further functionalization. To achieve this, the protein needs to
be previously conjugated with the azide group, which is not natively found in amino acids. This
provides an additional level of control over the location of this additional group on one hand
but adds an extra step to the conjugation protocol that needs to be optimized for high yield of
usable product.
Conjugation of primary amines and carboxylate groups by aminocoupling (EDC/NHS)
Amide bonds are the bonds that connect the individual amino acids in the protein chain. They
are formed in a reaction between a primary amine and a carboxylate group, which are therefore
present on each amino acid molecule. Aminocoupling can be done in several ways, one of which is
using N-hydroxysuccinimide (NHS) and 1-Ethyl-3-[3-dimethylaminopropyl]carbodiimide (EDC)
and is therefore often referred to as the EDC/NHS conjugation methods. As Figure 7.2 shows,
EDC reacts with a carboxylate group present in the protein (B) or on the surface (D) to form an
amine-reactive O-acylisourea intermediate. This intermediate hydrolyzes quickly in aqueous so-
lutions and regenerates the carboyl, but forms a more stable amino-reactive ester in the presence
of NHS or Sulfo-NHS. Thus, in the presence of accessible primary amines, a stable amide-bond
can be formed formed.[108] This is typically done in a two step reaction, since the conditions
required for the eﬃcient progression of each reaction are diﬀerent. The ﬁrst step is performed in
MES buﬀer at low pH (pH 6) to create the esters, which should then be stable for several hours.
The second step, the aminocoupling, is more eﬃcient at higher pH and is performed at pH 7 or
pH 10 in PBS.
Conjugation of amino groups by reductive amination using glutaraldehyde
Another way to immobilize proteins via amino groups is by a process called reductive amination
which forms an amide bond with an aldehyde group. Using the symmetric, bi-functional liker
molecule glutaraldehyde two amino groups can be coupled, one on the surface and one on the
protein to be immobilized as shown in Figure 7.2, process C. Aldehyde groups readily form so-
called Schiﬀ bases with terminal amines in a slightly to strongly basic pH between 7 and 10.
However, this bond easily hydrolyzes in aqueous conditions and needs to be reduced to make it
stable. A reducing agent, sodium cyanoborohydride, is used to provide an additional electron
and results in formation of a stable amide bond. The immobilization needs to be done in two
steps, ﬁrst linking glutaraldehyde to the surface bound amino groups resulting in an aldehyde
terminated surface and them immobilizing the protein on this surface. This ensures that no
crosslinking and aggregation of the protein can occur in solution.
7.2 Label-free sensing
As the name implies label-free sensing diﬀers from labeled sensing in the choice of transduction
methods. While labels can be used to generate, enhance or transform the signal that we want
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to detect, label-free methods need to make use of properties that are inherent to the molecules
studied and directly induce a measurable signal in the transducer element. The diﬀerentiation
between the two is, however, ﬂuent. Consider the example of gold nanoparticles used as a label
in solution compared to a gold surface in a label-free setup. Both measurement signals could be
based generated in the same way, relying on the same properties of the analyte, such as surface
plasmon resonance or Raman spectroscopy. Especially the latter could beneﬁt from roughened
surface (Surface Enhanced Raman Spectroscopy) on the nanoscale, which would employ the
same amplifying eﬀect that the nanoparticles make use of. Now, binding the nanoparticles to
the surface ﬁrst would then technically be label-free, even though it diﬀers neither in the use of
reagent or involved components. A clear deﬁnition of label-free is therefore not trivial and I will
refrain from giving one since this inevitably leads to some ambiguous cases. General statements
about one or the other are most often not meaningful due to the vast variety of technologies in
both and there is no need for strict classiﬁcation.
(a) (b)
Figure 7.3 a) Illustration of screening in electrolyte solution and the Debye length. b) Operation principle of
the SiNW BioFET: The silicon nanowire is separated from the substrate by a silicon dioxide layer and on top
enclosed in a microﬂuidic channel that passivates the surface contacts.
7.2.1 Charge sensing: The ﬁeld eﬀect transistor (FET)
A ﬁeld eﬀect transistor is a semiconducting channel, the conductance of which can be inﬂuenced
by electric ﬁelds in its vicinity. This is the basic principle of transistor technology used in
integrated circuits, in which this ﬁeld is generated by a gate electrode and provides a way to turn
the current ﬂow on and oﬀ. This is the digital version, where the most important characteristic
is the dynamic of the on/oﬀ switching which determines speed and energy consumption of the
logic circuits. The other way around, and now considering the analog behavior of the transistor,
by measuring the current ﬂow through the channel, it is possible to gain information about the
applied ﬁeld at the gate. Since an electric ﬁeld is generated by an applied voltage or any other
change in potential, this setup can be used to measure changes in the charge distribution close
to the conducting channel. Numerous diﬀerent versions of sensors employ this principle, possibly
the oldest being the ion-sensitive ﬁeld eﬀect transistor (ISFET)[109] which detects the presence
of ionic species on the surface of the gate by appropriate surface modiﬁcations responsible for
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selectivity. Charged small molecules such as ions are an obvious target for this type of sensor
system and pH sensing has become a routine application for ISFETs[110]. From there, several
groups have focused on transforming the technology for biosensing[111, 112], a task that adds
the complexity of biological molecules into the equation. While the charge of a small ion is
well-deﬁned and localized, a macromolecule such as a protein is typically composed of hundreds
of amino-acids with various ionizable residues. The advent of nanomaterials for sensor systems
has given rise to a modiﬁed version of the thin-ﬁlm ISFET, in which a wire or tube of diﬀerent
geometries and materials is used as the channel to increase sensitivity and enable novel ﬁelds of
application.[113, 75, 83]
7.2.2 Pushing the sensitivity limit: Silicon nanowire BioFET
By conﬁning the electrons in the FET channel to a nanometer sized wire, the ﬂow of electrons can
be controlled by very small changes in surface properties. The sensitivity of such a semiconductor
charge sensor is to a large degree characterized by two screening lengths, the Debye-Hückel length
λD and the Thomas-Fermi length λTF . A screening length describes how much a potential is
weakened in a given environment, and is deﬁned as the length at which a given potential is
reduced to 1/e of it's initial value. The two lengths characterize hereby the two environments
outside and inside of the nanowire material.
The Debye-Hückel length describes the screening of surface charges by ions in an electrolyte
solution. Any charged surface that is immersed in an electrolyte solution will attract ions of the
opposite charge towards it. These charges screen the potential that is created by the surface
charge, leading to an exponential decrease of electrical potential with distance from the surface.
The approximation for dilute ions that follow the Boltzmann-distribution gives us the Debyle-
Hückel length (or just Debye length)
λD =
√
0kBT
2NAe2I
(7.2)
Where kB is the Boltzmann constant, T is the temperature, NA is the Avogadro constant,
e is the elementary charge and I is the ionic strength of the solution, which depends on the
concentration c of the ions and their charge number: I = 1/2
∑
ciZ
2
i .
This length can be thought of as the distance within which a charge will have an eﬀect and
it applies just as well to particles or molecules in an electrolyte solution as to a ﬂat surface. The
potential that is created by any charge distribution will be diminished by the ionic strength of
the solution as long as the ions have access to it. For a charge based sensor this means, that
any analyte residing on the sensor surface will be subject to screening as long as ions can access
the space around the analyte. Typical screening lengths are of the order of a few nanometers,
which corresponds to the size of most proteins and is therefore an important factor to consider.
Table 7.1 gives the Debye lengths for some buﬀer solutions that are typically used in sensing
experiments and protein conjugation.
The Thomas-Fermi length describes the screening inside the nanowire material that is medi-
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Buﬀer Ionic Strength [mM] Debye length [nm]
1x PBS 162.7 0.76
0.1x PBS 16.2 2.41
0.01x PBS 1.6 7.61
Table 7.1 Ionic strength and Debye length of diﬀerent concentrations of PBS at room temperature (T =
300K) at pH 7.4.
ated not by mobile ions, but by freely moving charge carries (electrons and holes). This length
is derived from the Thomas Fermi model for the description of the charge carried distribution
inside a semiconductor. The model assumes a uniform distribution of charge carriers and a con-
stant chemical potential. Furthermore it only considers the local potential and charge carrier
concentration in each point, which practically means that the model is only valid for small per-
turbations on a given applied potential (where the change can be assumed to be linear). The
resulting length reads as follows for an n-type semiconductor (for p-type, the hole concentration
p is used in analogy)
λTF =
√
h¯0pi3/4
me23n1/3
(7.3)
where m is the mass of the electron.
7.2.3 BioFET-SIM: A tool for the simulation of BioFET responses[1]
BioFET-SIM is a program and web application for the simulation of some aspects of charge
based biosensing with silicon nanowire bioFETs. Based on a theoretical model developed by de
Vico et al.[91], parameters such as dimensions, doping concentration and other properties of the
device as well as detailed computational models of the biomolecules in question are taken into
account to predict changes in conductance or measurement signals.
The model assumes a perfectly rod-shaped semiconductor nanowire of a uniform internal
structure. The wire dimensions are characterized by length, radius and oxide thickness, the
material properties by charge carrier concentration, mobility and the internal screening length
λTF (Thomas-Fermi length). The outside of the wire, which contains the biofunctional layer and
the electrolyte solution, is characterized by the Debye screening length λD and the chosen protein,
which is modeled to great detail. The conductance sensitivity, or diﬀerential conductance, that
is used to fully describe this system, reads as follows:
S =
∆G
G0
= − 2
Rep0
Γ
∑
i
(Γl,iσb,i) (7.4)
The parameters Γ and Γl are the deﬁning functions that result from the speciﬁc solution of the
diﬀerential equations used to describe the system. Their derivation and exact deﬁnition can be
found elsewhere[1, 114]. Γ takes on a value between 0 and 1 and describes the overall sensitivity
of the nanowire to external charges. Γl is a term that includes the location of the charges,
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characterized by their distance from the nanowire surface. The last parameter in the equation σb
ﬁnally characterizes the protein or molecule that is being investigated, by its charged groups. σ
is calculated based on a model of the protein, which can be obtained from large databases such
as the protein data bank[115], using the PROPKA algorithm[116]. The algorithm determines the
pKa values for all ionizable groups in the protein in an iterative fashion that takes into account
the interaction between diﬀerent groups in the closely packed 3D structure of the macromolecule.
Considering all inﬂuencing factors is of course not feasible and the obtained values are naturally
an approximation that does not include the inﬂuence of interfering ionic species in solution and
the presence of water molecules. Nevertheless, close agreement with experimental values has been
reported and with regard to the complexity of the system this is a considerable achievement.
Using these pKa values and a given pH of the solution, charges are assigned to the ionizable
groups in their appropriate location. A 3D model of the result of this modeling is then shown
in the software and it is possible to manually adjust the orientation of the whole complex with
respect to the surface. By changing diﬀerent simulation variables it is then possible to calculate
and plot sensitivity curves with respect to changes in pH, ionic strength of the solution (these are
treated as independent parameters, which they are not, so they need to be adjusted accordingly).
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8 | Materials and Methods
This chapter introduces the silicon nanowire ﬁeld eﬀect transistor (SiNW BioFET) that was
fabricated in-house and functionalized for to be used as a biosensor. Diﬀerent measurement
setups are described that were used at diﬀerent stages of the project. The simulation tool
BioFETsim was used for simulation of protein binding in diﬀerent conditions it investigate the
impact of orientation and binding kinetics with the help of a simple model. Since the tool only
generates data for limited conﬁgurations, the relevant formulas to gain further knowledge from
the simulated dataset are derived in this chapter.
8.1 SiNW Sensor setups and measurement system
8.1.1 SiNW BioFET sensor chip
The silicon nanowire sensor chips used in this work were fabricated by my colleague Azeem
Zulﬁqar as part of his PhD research.[55] For the full fabrication process and speciﬁcations please
refer to the thesis given in the reference above.
The layout of the sensor chip is a die of 17.5 by 5.5 mm as displayed in Figure 8.1, consisting
of a connector pad with electrodes, and a sensing area that is passivated with an opening in form
of a microﬂuidic channel to allow access to the sensors. Each die or chip includes 4 nanoribbons
individually connected to electrode pads in the connector area of the chip. In addition, there are
two so-called side-gates (one for two wires each), additional electrodes in close proximity to the
wires, that are connected to an additional electrode pad. As test structures during fabrication
two more ribbons are patterned onto the chip, but are not connected in the conducting layer.
Figure 8.1 Photo of the SiNW chip after fabrication and dicing. To the left we can see the contact pads with
leads to the sensing area. Four wires are connected in the microﬂuidic channel in the center. The number
on the top right identiﬁes the die, the lower number indicates the nominal length and width of the individual
wires on this chip in µm.
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Figure 8.2 The image shows a schematic of the original measurement setup.
8.1.2 SiNW BioFET instrumented measurement setup
The measurement setup that was used initially, was designed and built by Michael Jørgensen
and is depicted in Figure 8.2. The basic idea is to apply a voltage between source and drain of
the nanoribbon sensor and continuously measure the current. This makes it possible to detect
changes in the nanoribbon conductance that may be induced by molecules at the sensor surface.
The setup consists of a current pre-ampliﬁer, a multichannel digital-to-analog converter that is
connected to the PC via a PCI card (DAC card) and the sensor chip contained in a Faraday cage
to reduce electrical noise. The Faraday cage contains switches to establish electrical connections
between two coaxial cables and each of two terminals of a nanoribbon sensor on the chip. Outside
the cage, one of the wires is connected to a terminal on the DAC card through which the voltage
is applied. The other cable is connected to the current pre-ampliﬁer, which reads the current and
converts it to a voltage signal that is passed on to the DAC card. The whole system is operated
using LabVIEW software, in which the applied voltage can be speciﬁed as a sinusoidal signal.
The current is recorded simultaneously as a continuous signal so that the complex impedance
can be calculated for each period. This makes it possible to determined both the conductance of
the semiconducting channel and the phase shift between the two which is indicative of trapped
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Figure 8.3 Schematic of the CMOS measurement setup. Adapted graphic from [117].
charges at the contact surfaces or interfaces.
Details on the software parameters and instrumental settings are omitted here since they are
not relevant to the discussion of the results and can be found elsewhere.[117]
8.1.3 SiNW BioFET CMOS measurement setup
As an alternative to the previous setup and as a step towards systems integration a second
measurement setup was used. This setup, shown in Figure 8.3 has been developed at the group
of Andreas Hierlemann for use with diﬀerent types of nanowire sensors.[118] It consists of a PCB
board which serves as the basis to hold the separate components. The central part is a CMOS
integrated circuit chip which encompasses all the ampliﬁcation and conversion functionality for
several separate channels. The SiNW sensor chips are plugged into the board directly, or via
an additional adapter device that allows for more ﬂexibility. The adapter board shown in the
image is used to connect two chips to the same input port. This is necessary for this particular
demonstrator setup, since each of the ports uses a diﬀerent conversion method. To keep the data
from two chips identical (for comparative measurements with a control) it became necessary to
split the 4 channels contained in the plug-in port into two for each chip. 4 separate channels
(nanoribbons) can be recorded simultaneously where the applied voltage is the same on all and
the current readout is independent, i.e. no phase information is contained in the data.
Data analysis of the recorded data was done using speciﬁcally developed MATLAB scripts
for each of the measurement setups. Some of the scripts can be found in the Appendix B.3.
8.2 Simulation of sensor responses to protein binding using BioFET-
sim
The tool that has been introduced in the introduction to this part was used to generate a number
of basic datasets using 2 diﬀerent proteins. To analyse mixtures of diﬀerent protein orientations
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and discuss the impact of binding kinetic, we are deriving the relevant relationships based on
the charge model used in BioFETsim in the following section.
8.2.1 Impact of receptor orientation on initial sensor response
We are interested in how the response of the nanowire sensor can be inﬂuenced by immobilizing
the protein with diﬀerent orientations. Since the used immobilization technique will potentially
inﬂuence the orientation of the protein, diﬀerent techniques can lead to diﬀerent results.
We can imagine that the functionalization of the sensor surface results in a mixture of diﬀerent
orientations. Both due to unspeciﬁc binding and because, depending on the method, the targeted
functional groups are often present in multiple locations on the protein. Considering such a
mixture can easily be implemented in the model, by extracting the raw data of the sensitivity
versus Debye length for each orientation and combining them. Since the model relies on a linear
relationship between charges, number of molecules and sensor response as shown in Equation
7.4, we can use a linear combination of the diﬀerent datasets to represent the mixtures.
SR = Stotal = ∆G/G0 =
3∑
i=0
fiSi (8.1)
The fractions fi represent the fraction of the total number of molecules on the wire, that are
immobilized in orientation i.
8.2.2 Impact of ligand binding on the sensor response (Sensing signal)
Protein detection or quantiﬁcation with a silicon nanowire BioFET relies on the transduction
of a binding event into a measurable electrical signal. The detected analyte is the ligand that
binds to the immobilized receptor and in the following we will evaluate some possible scenarios
and their implications on sensor response.
The conductance sensitivity scales linearly with the charge term, which considers the number
of charges i and their distances l from the surface. This particular charge term describes the
eﬀect of the receptor, which is calculated by the applet when loading and orienting the protein:
σR =
∑
i
(Γl,iσR,i) (8.2)
A similar expression exists for the receptor plus ligand:
σR+L =
∑
i
(Γl,iσR+L,i) (8.3)
The contribution from the ligand only can thus be extracted as simply the diﬀerence between
the two terms.
σL =
∑
i
(Γl,iσR+L,i)−
∑
i
(Γl,iσR,i) (8.4)
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Since the sensor response S is proportional to the charge term, we can simply calculate SL
from SR and S(R+L) by linear combination of the two datasets.
In a real measurement, it is likely that we are operating the sensor below the saturation
limit, i.e. that only a fraction of the receptor molecules are bound to a ligand. Firstly we will
consider the simple case, in which the sensors surface is covered with receptor molecules in a
single orientation and calculate the response for diﬀerent surface concentrations. As metric we
will use the percentage of occupied receptors on the surface s. The resulting sensor response
scales linearly (in this model) and can be calculated as the diﬀerential signal from the total
binding response
SBinding(s) = [(1− s)SR + sSR+L] (8.5)
and the initial receptor only response SR as
SL(s) = SB(c)− SR = s (SR+L − SR) (8.6)
For a mixture of diﬀerent orientations we can use the same formula as derived previously,
now for the diﬀerential signal of the ligand binding.
Stotal(s) = s
3∑
i=0
fiSi (8.7)
The above expression assumes that the same fraction of receptors in each orientation are
occupied for a given surface concentration, i.e. that the ligands are evenly distributed across the
orientations. It also does not yet tell us anything about the relationship between the number or
percentage of surface bound ligands and the actual concentration of this analyte in our sample
solution. The relationship between the two will be considered next.
8.2.3 Impact of the binding eﬃciency on the detection signal
The aﬃnity of the ligand for the receptor is concentration dependent and characterized by the
dissociation constant kD. To illustrate the diﬃculties and the complexity of simulating quanti-
tative measurements using an aﬃnity based sensor from ﬁrst principles we are in the following
deriving an expression for the sensor response depending on the analyte concentration in solution.
The relationship between surface concentration of bound ligand sL (which is what the sensor can
measure) and the analyte concentration in solution cL (which is what we want to determine) can
be deﬁned through the dissociation constant. If we assume to total number of available receptors
on the surface to be 1 and the concentration of occupied receptors at equilibrium is sL, then
the number of free receptors is consequently 1 − sL. If we insert this into the deﬁnition of the
dissociation constant and reorder, we obtain the following expression (at equibilbrium):
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Figure 8.4 Relationship between surface coverage and concentration of the analyte in solution for diﬀerent
values of the dissociation constant kD
sL =
cL
kD + cL
(8.8)
The curves in Figure 8.4 show the concentration behavior for diﬀerent values of kD.
In addition, receptor orientation will impact the accessibility of the binding site and inﬂuences
the eﬃciency with which a ligand is likely to bind, resulting in diﬀerent dissociation constants
for diﬀerent orientations. To take this into consideration we need to extend the formula above.
Assuming again diﬀerent fractions of the receptor that are oriented in speciﬁc ways fi of which
fRL,i are receptor-ligand complexes or binding events we arrive at the following expression for
the complete sensor response in the presence of the analyte.
S(cL) = SR +
∑
i
fRL,i(SRL,i − SR,i) = SR +
∑
i
fi
cL
kD + cL
(SRL,i − SR,i) (8.9)
8.3 Cancer biomarkers
The aim for the biosensor system investigated here is the detection of cancer biomarkers. The
proteins ULBP2 and MICA, ligands to the immune cell receptor NKG2D are being investigated
as potential biomarkers by the group of Søren Skov at the University of Copenhagen. In col-
laboration with Franziska Uhlenbrock, the immobilization of the puriﬁed receptor protein was
investigated on silicon surfaces as a ﬁrst step towards a biomarker detection system. Since pro-
teins are complex macro-molecules, the immobilization and subsequent activity as a receptor
needs to be tested for each candidate. Unfortunately, the detection experiments with the SiNW
sensor using the NKG2D system were unsuccessful due to failure of the sensor devices and are
therefore not included in the results section.
As a model system we were using mouse Immunoglobulin G (mIgG), a protein mixture of
antibodies of type G, extracted from mouse plasma, as a receptor. As ligand or analyte, either
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goat or rabbit derived anti-mouse IgG antibodies were used (a-mIgG). These antibodies bind to
the Fc unit of the mIgG and were obtained with and without ﬂuorescent labels for microscopic
veriﬁcation of the detection process.
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9 | Experiments and Results
9.1 Simulation of BioFET sensing: The impact of protein orien-
tation
The simulation tool BioFET-SIM was used to study the impact of protein orientation on the
measurement signal in order to get a qualitative idea of the nanowire response. We acknowledge
that the model is not necessarily appropriate for our system, due to the dimensions of the wire
and because the simpliﬁcation of the sensing layer does not include the eﬀect of interface charges
or any structural or electrical impact of the intermediate functionalization layer. The purpose
of this study is to illustrate and evaluate the impact that the biomolecular aspect of the sensing
system has, regardless of any other parameters.
The proteins used for this evaluation are NKG2D (natural killer group 2, member D) an
immune cell receptor that is important for the identiﬁcation of infected cells in the body and
one of its ligands. Ligands of this receptor have the potential to be used as a cancer biomarkers
since their modiﬁed regulation in certain stressed cells could make it possible to detect elevated
levels of it in the blood plasma.[119, 120, 121] Of course the protein data bank does not pro-
vide structural models for all known proteins and our choice of a model system is limited by
availability. A receptor ligand complex model was only available for the ULBP3 ligand, so we
chose this ligand for our detection. There was a problem in obtaining the model data for the
free binding domain of the human NKG2D receptor (the native protein is membrane bound and
contains a transmembrane domain that is not part of the model and a receptor used for detection
is manufactured with an Fc domain instead). Instead, the structurally similar murine NKG2D
(from a mouse) model was used to evaluate the receptor response. Since we are not interested in
absolute values to predict the actual response for our system, this model system is still suitable
and closely related to a real system that may be relevant to our sensor. It provides us with a
general insight into the possible scenarios and pitfalls that are associated with the detection of
charge based aﬃnity sensing using silicon nanowire BioFETs.
9.1.1 Receptor orientation
The receptor protein is chosen from the protein data bank (1HQ8)[122] and loaded into the
program. Firstly, we want to obtain the variation of the protein charge with pH and the resulting
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(a) (b)
Figure 9.1 Simulation results: a) Silicon nanowire sensor response to changes in pH when covered with the
model protein in 3 diﬀerent orientations. b) Diﬀerential conductance for three chosen orientations and diﬀerent
mixtures of orientations: i. 0.33 A/0.33 B/0.33 C, ii. 0.25 A/0.25 B/0.5 C, iii. 0.75 A/0.1 B/0.15 C, iv. 0.1
A/0.6 B/0.3 C
(a) Termini down (A) (b) Sideways up (B) (c) Upside down (C)
(d) Termini down (A) + Lig-
and
(e) Sideways up (B) + Lig-
and
Figure 9.2 Orientation of the immobilized receptor (a)-(c) and with a bound ligand where the binding site is
accessible (d),(e).
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Figure 9.3 Diﬀerential conductance of the silicon nanowire sensor covered with protein in 3 diﬀerent orien-
tations in electrolytes with diﬀerent ionic strengths (variation in Debye length). The response if plotted with
and without taking into account an oxide layer of 2 diﬀerent thicknesses.
impact on the nanowire response. The curve shown in Figure 9.1(a) shows the pH dependence of
the diﬀerential conductance (compared to the blank wire without any functionalization layer) for
a wire densely covered with protein in three diﬀerent orientations. The orientations are shown
in Figure 9.2. For the chosen Debye length of 2 nm we can see only small changes within the pH
range around neutral pH and a rapid change towards low and higher pH values. All orientations
show the same trend but vary in absolute values by up to 100% for the highest and lowest values.
Since the pH inﬂuences the ionization of the charged groups and leads to more positively charged
groups in one and more negatively charged groups in the other end of the spectrum, we expect
this behavior. It should be noted, that a change in pH of an actual sensing buﬀer will impact
its ionic strength and thus the length of the Debye length, i.e. screening. This interdependence
is not considered here and the Debye length is held constant.
The sensor response for each of the orientations versus Debye length are shown in Figure
9.1(b), where each point on the x-axis corresponds to a speciﬁc ionic strength of the sensing
buﬀer. We can see signiﬁcant diﬀerences in the sensor response for the diﬀerent orientations.
The black lines show the simulated responses for diﬀerent mixtures of the three orientation
examples, demonstrating how this will create responses that can take a variety of values and if
this is an unknown factor, will be very diﬃcult to predict.
9.1.2 Oxide and interface layer
The Debye length, determined by the ionic strength of the electrolyte surrounding the protein,
represents the distance from the surface at which changes in the charged groups will still have an
impact on the charge distribution inside the nanowire. Therefore, the longer the Debye length,
the larger the portion of the protein that can be detected. The graphs in Figure 9.3 are plotted
as diﬀerential conductance versus the Debye length to include the impact of the sensing solution
in each case. The interface layer, that constitutes the electrical passivation as well as the linking
layer to attach the protein aﬀects the sensitivity considerably. In this simpliﬁed model, the
oxide layer is modeled as a uniform silicon dioxide ﬁlm and the functionalization interface can
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Figure 9.4 Response of the silicon nanowire sensor covered with a receptor protein for 2 diﬀerent orientations
in which the binding site is accessible. The curves show the diﬀerential conductance for diﬀerent Debye lengths
after immobilization of the receptor and after binding of the ligand as well as their diﬀerence, which is the
response that would correspond to the detection of the bound ligand (analyte).
Figure 9.5 Titration curves for the sensor response assuming purely orientation A and orientation B respec-
tively. We can see from their diﬀerences that combinations of both orientations by an unknown ratio can
lead to arbitrary values for individual responses even without yet taking into account the relationship between
surface and solution concentrations.
be included as a distance parameter. In this simulation we have varied the oxide thickness only.
The plots show the impact of a 2 nm oxide layer compared to no oxide or a very thin ﬁlm
of 0.2 nm. It is clear that the closer a protein binds to the surface of the semiconductor, the
higher the impact on the charge distribution and thus on the conductivity. It is very important to
consider conﬁgurations such as the ﬁrst orientation, in which a crossover occurs in the diﬀerential
conductance. This means, that there is a point (for a speciﬁc ionic strength) where binding of the
receptor to the surface will theoretically have no impact on the conductance. In this case charges
neutralize each other and only a change in Debye screening length (practically, an exchange
of the sensing buﬀer) would reveal this. Overall, the impact of the immobilization layer on
the conductance is of no direct consequence for the detection signal, since this once again is a
diﬀerential signal detected as a conductance change upon introduction of the analyte.
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9.1.3 Detection of ligand binding events
Binding was evaluated by simulating the nanowire response for the 2 orientations where the
binding site is accessible using the protein model for the combined receptor-ligand system of
NKG2D and ULBP3 (1KCG)[123]. The resulting diﬀerential conductance is plotted in Figure
9.4 alongside the response of the receptor alone. The diﬀerence of the two curves (in black) is
the expected sensing signal that would thus result from binding of the ligand. Both the added
charge of the ligand and conformational changes in the receptor contribute to the signal, which
is taken into account in this way, at the level of accuracy that the model allows. For the two
presented orientations there are striking qualitative and quantitative diﬀerences in the sensor
response. While for orientation A the signal from the immobilized receptor and for the bound
receptor-ligand complex diﬀer considerable, orientation B diﬀers very little for low Debye lengths
and only shows a variation when more of the molecule is 'visible', i.e. for longer screening lengths.
Surprisingly, the orientation where the receptor is bound with the termini down, presenting the
binding site on top is the one with the largest diﬀerence, especially for low screening lengths. We
would expect the opposite, since the ligand binds at a certain distance from the wire and should
be visible only at longer Debye lengths. The reason for this unexpected result is probably due
to the choice of model proteins rather than an actual conformational change upon binding, since
the receptor in both cases is actually not the same protein. The free version is the human and
the bound version is the murine variant of the NKG2D receptor and they do diﬀer to a larger
extent than initially expected (when the simulation was set up). Therefore, a major part of the
discrepancy may derive from these diﬀerences. But there is no doubt that the signal from the
bound ligand will diﬀer considerably depending on the orientations nevertheless and we included
the data here for demonstration purposes on how such an evaluation could be done.
All of the simulations so far assume a full coverage of the wire with protein and a saturation of
receptors in the analyte detection. Cases with less that full occupation of binding sites (receptors)
are easily calculated, as discussed in the Methods section of this chapter. However, this is likely
to be very far from any real observed signal due to the uncertainty of the receptor orientation
and unknown dissociation constants. To obtain quantitative information about the detected
binding events from a sensor it is imperative to determine a titration curve for calibration. We
have simulated such curves as examples, shown in Figure 9.5, where the concentration is given
as percent of the surface coverage. A real titration curve would be performed based on solution
concentration of the analyte and would thus include the dissociation constant for the complete
system the theoretical relationship of which has been described above.
9.1.4 Discussion
The simulated sensor responses have demonstrated some of the dependencies of the measurement
signal on diﬀerent aspects of the biofunctional layer. While the model that is considered here is
rather simple in its consideration of the silicon-protein interface, it is clear that the thickness of
the oxide layer already has a considerable impact on the strength of the signal and a thin oxide,
or no oxide would be preferred, which justiﬁes the investigation of alternative immobilization
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schemes that involve direct coupling of the organic interface layer to the underlying semiconductor
rather than the native or deposited oxide.
Investigation of the orientation dependence of the charge distribution and their impact on
the nanowire response have demonstrated a variety of possible behaviors. This leads to an
unpredictability in the measurement response if orientation and binding eﬃciency are not known.
It is clear from this, that any attempt at obtaining quantitative measurements with such a system
needs to involve a calibration step after the aﬃnity layer has been established. And unless a
high degree of control, i.e. reproducibility in the composition of the layer, can be guaranteed,
this calibration step would have to be performed on the identical device which is to be used as
sensor.
94
November 27, 2015 Andrea Pfreundt
Figure 9.6 Detection of the binding of anti-mouse IgG to immobilized mouse IgG on a SiNW BioFET func-
tionalized with 1,7-octadiyne. The initial two measurements were made before and after the functionalization
process. Plotted is the average of 15 to 30 consecutively recorded data points of the diﬀerential conductance
(G0 is the initial value for each wire)
9.2 Detection of anti-mouse IgG with silicon nanowire BioFETs
This section gives an overview of the measurements that were performed with diﬀerent silicon
nanowire BioFETs using several functionalization schemes. The quality and speciﬁcations of the
sensor chips diﬀer considerably from batch to batch. This is one of the reasons why a systematic
investigation of the functionalization procedure and protein immobilization could not be per-
formed on the nanowires using electrical measurements. The experiments that are discussed in
this section were performed at diﬀerent stages of both sensor and chemistry development and
therefore both the experimental procedures and results diﬀer considerably. Reproducibility of
the results has been an issue, both due to the low yield of functional sensor chips (especially
after functionalization, see 4.2) and due to low sensitivity of the initial sensors. Even though
some of the results look promising and show the expected trends the data is not reproducible
and evidence is sparse to draw conclusions about the sensitivity or functionality of the sensor.
9.2.1 Click-chemistry immobilization on BioFETs
Silicon Nanowire devices (specs: C.2 W11) were functionalized with 1,7-Octadiyne to create an
alkyne-terminated surface for protein conjugation (Protocol: C.3.9). As a model system, mouse
immunoglobulin (mIgG) was conjugated with azide groups (Protocol: C.3.8) and immobilized
on the sensor surface using the copper assisted azide-alkyne cycloaddition (CuAAC or click-
chemistry reaction, Protocol: C.3.11). In brief, the chips were etched in 1% hydroﬂuoric acid to
remove the native oxide layer, grafted with 1,7-octadiyne to obtain an alkyne terminated surface.
Using the CuAAC, mouse IgG was immobilized on the sensor surface. Since no characteriza-
tion method was available to conﬁrm the success of the immobilization, the measurement of the
conductance change itself needs to be taken as an indication of a change in the sensor surface.
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Each chip contains 4 nanowires with individual electrical connections. The experiment was per-
formed as part of the PhD summer school on label-free sensing. Unfortunately, the control chip
was not usable in this experiment, which needs to be considered for any conclusions drawn from
the measurements. It is included here for the purpose of illustration of the measurement principle.
The measurement was performed using the original BioFET measurement setup described
in 8.1.2, which records impedance measurements from one wire at a time for a set number of
points. Each point was recorded as the average over a sinusoidal voltage sweep with a period
of 1 second and an amplitude of 100 mV for a total number of 15 to 30 seconds. The initial
measurements were performed before the functionalization process and again after immobilization
of the primary antibody. For the detection, we used goat anti-mouse IgG (a variety of secondary
antibodies that bind to mouse IgG that were obtained from a goat, in the following: a-mIgG),
which should bind to the immobilized protein and induce a change in conductance. For each step,
5 µL protein solution of the respective concentration of a-mIgG in 1xPBS was introduced into a
reaction chamber on top of the sensing area of the nanowire sensor chip and the measurements
were performed immediately. After rinsing the chamber with PBS another measurement was
performed.
As the graph in Figure 9.6 shows, the conductance of all nanowires changed upon introduction
of the complementary antibody. The normalized diﬀerential conductance shows a saturation
behavior towards higher concentrations of the antibody as expected. The conductance is reduced
upon introduction of the sample, which indicates a depletion of electrons in the nanowire and
therefore a negative net surface charge in the protein layer. Considering the size of the nanowire,
especially the thickness of approximately 50 nm, the magnitude of the conductance change is
unlikely to be induced solely by attachment of the protein layer. The lack of a control doesn't
allow us to investigate the possibility of drift being responsible for the observed result. We have
often observed a continuous increase or decrease in conductance with this setup which might
stem from a buildup of charge or temperature changes or other external factors that are not
considered.
9.3 Boc-alkene immobilization on BioFETs
Silicon Nanowire devices (specs: C.2 W09) were functionalized with 10-N-amino-Boc-dec-1-ene
and de-protected to create an amino-terminated surface for protein conjugation. As a receptor
protein, mouse IgG was immobilized on the sensor surface using the EDC/NHS aminocoupling
reaction (Protocols: C.3.10 and C.3.13). As a control, one chip was left blank, i.e. the surface
is terminated with the de-protected Boc-alkene, resulting in an amino-terminated surface. The
measurement was performed using the CMOS BioFET measurement setup, which is capable of
recording measurements from several nanowires at once on the same sensor chip in a continuous
manner. In the ﬁrst experiment two chips (a control and a sample) were connected to the mea-
surement setup, recording the response from 2 wires each. The chips were individually enclosed
in a frame that forms a cavity on top of the sensing area, so that the diﬀerent sensing solutions
could be introduced. For the second experiment, a single chip was enclosed in a microﬂuidic
96
November 27, 2015 Andrea Pfreundt
(a) (b)
(c) (d)
Figure 9.7 Detection of the binding of anti-mouse IgG to immobilized mouse IgG on a SiNW BioFET function-
alized with Boc-alkene. Plotted is the diﬀerential conductance (G0 is the averaged initial value for each wire)
of the average of a 50 second measurement at the end of each incubation cycle. a) Control (no immobilized
antibody): Absolute and normalized diﬀerential conductance. b) Sample (with immobilized primary antibody):
Absolute diﬀerential conductance and c)-d) Normalized diﬀerential conductance
ﬂowcell connected to an opening for pipetting on one end and a syringe ﬁlled with clean sensing
buﬀer on the other end of the channel. For each step, 10 µL protein solution was introduced via
a pipetting tip either into the open cavity or at one end of the channel and transfered to the
sensing area by withdrawal from the syringe. The tip was left at the inlet for subsequent removal
of the protein solution. After the appropriate incubation time of a minimum of 5 minutes, the
sensing area was ﬂushed with buﬀer solution injected from the syringe and removed with the
pipetting tip. This was followed by a washing step which consisted of introducing more sensing
buﬀer into the sensing area several times for another 5 minutes.
Figure 9.7 summarizes the results from the ﬁrst experiment. Since considerable diﬀerences
were seen in the responses of the two wires on the actual sensor (sample), both the absolute
and normalized values are plotted. Regarding the resulting shape of the titration curves, it is
easy to see that the sample shows the S-curve behavior that is expected for a protein binding
reaction, whereas the control shows more random increases in conductance. The absolute values
diﬀer hereby considerably, and the control shows a response that is an order of magnitude higher.
Comparing the base conductance values it should be noted that the control has a one resp. two
orders of magnitude higher intrinsic conductance. The diﬀerence between the two wires on the
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Figure 9.8 Detection of the binding of anti-mouse IgG to immobilized mouse IgG on a SiNW BioFET func-
tionalized with Boc-alkene. Initially 2 wash cycles were performed, exchanging the buﬀer between 1xPBS and
0.1xPBS, followed by a blocking step with human serum albumin (HSA). Protein binding was performed in
1xPBS, at the end of which the ﬁrst measurement was taken and subsequently washed in 0.1xPBS where the
second measurement was taken in each cycle.
sample in terms of base conductance (86 and 987 nS respectively) is unfortunate and a result of
the low reproducibility of the functionalization process, most likely caused by the etching step.
However, comparing the absolute responses it is interesting to see that the signal is comparable,
indicating that the oﬀset in base conductance does not impact the changes induced by protein
binding.
The graph in Figure 9.8 shows the result of the second experiment, where protein detection
was performed in a closed microﬂuidic channel on top of the sensor area. A blocking step
was added to reduce the inﬂuence of unspeciﬁc binding, and several smaller concentrations were
investigated as well. After each incubation step a measurement was made in a buﬀer with reduced
salt concentration in order to increase the Debye length and increase the sensitivity. Considering
those measurement steps in reduced salt buﬀer only, we can see a similar curve to the ones above,
showing the S-shaped character associated with protein binding kinetics. Since the experiment
could not be repeated in this way, a discussion of sensitivity limit or a quantitative evaluation of
the results are not adequate at this point. The results presented here are however a promising
ﬁrst step in the development of a silicon nanowire BioFET for protein detection.
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10 | Introduction
The ﬁeld of microﬂuidics has taken its place as one of the major disciplines bringing personalized,
patient-centered healthcare to the next level. Driven by the need to process small amounts of ﬂu-
ids and biological material therein, down to the controlled manipulation of individual molecules,
microﬂuidic technology is rapidly developing. The unique properties of conﬁned liquids on the
small scale enable new functionalities that have not previously been possible. Especially in medi-
cal applications the advantage to extract material and thus information from very small amounts
of sample combined with ever more sensitive sensors leads to powerful new technologies for di-
agnostics, drug discovery as well as personalized treatment and therapy development. Detecting
small concentrations of diﬀerent biomarkers in the amount of blood that can be obtained from
a ﬁnger prick or continuous monitoring of bodily ﬂuids using implanted devices are just two
examples where microﬂuidic sample handling is required. Replacing laboratory procedures that
commonly involve several discrete steps for sample extraction, puriﬁcation, labeling and other
possible treatments, miniaturized lab-on-a-chip device can integrate many of these steps into a
continuous, automated process ﬂow that does not require trained personnel and a fully equipped
laboratory.
10.1 The physics of ﬂuid behavior in microﬂuidic systems
Fluid ﬂow in microscopic channels is governed by principles that diﬀer from our intuitive under-
standing of its macroscopic counterpart due to non-linear scaling of physical laws. Interfacial and
surface forces play a paramount role in the behavior of liquids due to the high surface-to-volume
ratio in microﬂuidic systems. Viscous forces typically dominate over inertial forces, as character-
ized by the Reynolds number of a system, leading to laminar ﬂow that does not show turbulence
or chaotic behavior. This combination enables utilization of the now dominating phenomena
such as diﬀusion and interfacial tensions that are often mere perturbations on the macroscale.
10.1.1 Reynolds number, pressure and ﬂuid ﬂow
The Reynolds number of a microﬂuidic channel or around a body in a ﬂuid, a dimensionless
number, is deﬁned as the ratio of inertial to viscous forces:
Re =
ρvL
η
(10.1)
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Where ρ is the density of the ﬂuid, v is the ﬂow velocity and η is the viscosity of the ﬂuid.
The characteristic length L is typically the width of height of the channel, whichever is smallest,
or a dimension of the body that is being described. If the Reynolds number exceeds a critical
value, typically between 1000-3000, the laminar ﬂow transitions into turbulent ﬂow, which means
that small disturbances lead to large eﬀects on ﬂuid behavior and low predictability. Microﬂuidic
systems are generally designed with low Reynolds numbers and rely on the predictability and
high degree of control of ﬂuid ﬂow.
Determination of the ﬂow rates in a microﬂuidic network can be done in close analogy to
Kirchhoﬀ's laws for electrical circuits. The resistance is replaced by the hydraulic resistance,
which depends on the length L of the channel and additionally on the shape of the cross section
due to the complex behavior of ﬂuids along interfaces. Approximations are given below for
a circular, square and rectangular cross section. The rectangular approximation includes a
correction on the square case that is more accurate for ratios of w/h >> 1.
circular, radius r: RHyd =
8ηL
pir4
(10.2)
square, width = height = a: RHyd =
12ηL
a4
(10.3)
rectangular, width w, height h: RHyd =
12ηL
wh3(1−0.630h/w) (10.4)
The ﬂow rate is then determined by the pressure diﬀerence between the ends of the channel
∆p in analogy to Ohm's law:
Q =
∆p
RHyd
(10.5)
These laws can directly be used for the design of simple pressure driven devices that are
actuated either by an active pump at the inlet(s) or through underpressure at the outlet(s).
For microﬂuidic devices with complex geometries and multiple interconnected channels, ﬁnite
element simulation tools such as COMSOL are used to accurately determine the ﬂow velocities
and ﬂuid behavior in the system.
10.1.2 Diﬀusion and mixing in microchannels
On the microscale and in laminar ﬂow, the dynamics of mixing are dominated by diﬀusion due to
the lack of turbulence. The diﬀusion of molecules and small particles such as cells is characterized
by the diﬀusion constant D as deﬁned by the StokesEinsteinSutherland equation
D =
kBT
6piηr
(10.6)
This equation is valid in laminar ﬂow and involves the viscosity of the ﬂuid, temperature T
and the radius/diameter of the particle. The relationship between diﬀusion length and diﬀusion
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constant is l2 = 2Dt, which indicates that the distance a given particle will travel by Brownian
motion increases with increasing diﬀusion constant. As we can see this will lead to diﬀerent
particle movement depending on size, which is important for intermixing of species in the ﬂuid.
On the small scale of microﬂuidic systems, diﬀusion can be used as a tool for sorting of particles
by size and it has implications on mixing behavior of diﬀerent liquids. This is of great interest for
the treatment of biological samples that can include cells, proteins, DNA and other particles and
molecules of a variety of sizes and morphologies. The equation stated above is a simpliﬁcation
for a rigid, spherical particle and as such care needs to be taken when applying it to soft material
with complex geometries, surfaces and internal structure. As an approximation it is useful to
employ simple relations, but more detailed modelling and experimental data are required for the
design of real systems for treatment of biological samples.
Since diﬀusion is the dominant force driving intermixing in laminar ﬂow, the intentional
homogenization of two merging ﬂuid streams needs to be given suﬃcient time or facilitated
by active mixing. There are several concepts that can be implemented, two of which will be
discussed here. In a straight channel, molecules at the interface need to have enough time to
diﬀuse across the complete ﬂuid stream (for example half of the channel width) in order to create a
homogeneous solution, which takes a considerable distance/time. Meandering channels are often
used to compress a longer channel into a smaller footprint and improve mixing additionally due
to the shearing forces created by diﬀerences in the ﬂow velocity within the sharp bends of the
turning channel. For larger particles and accordingly designed channel geometries, meanders
have also been used for particle focusing, it is therefore important to consider that diﬀerent
forces that may act on diﬀerent components in the ﬂuid. Generally, meanders are often used for
mixing by diﬀusion of small particles (such as molecules). This passive method however requires
long channels and thus increases the size of the overall device. An alternative is active mixing
using for example so called herringbone mixers. These are channels with structured channel
walls that generate turbulent ﬂows into the system. The geometry of the herringbone features,
an example of which is shown in Figure 13.3(d), determines the eﬃciency with which mixing
can occur. Due to the resulting folding of the laminar interface, the diﬀusion distance is greatly
reduced and mixing can take place in a much shorter time.
10.2 Chip-to-world interfaces
Interfacing electronics, such as impedance based biosensors, with wet biological or chemical
materials is a challenge on several levels. As discussed in the previous chapters, the immediate
interface between sensor surface and analyte presents one of the most crucial elements in a sensing
system. In the following the next higher level of interfacing and integration will be discussed.
Providing an interface for the controlled and automated delivery of ﬂuids from the external
environment to a sensor on a silicon chip can be as straight forward as immersing the chip in a
liquid, but in many cases a more sophisticated system is required or enables novel functionalities
that are not possible otherwise.
Diﬀerent mechanisms have been developed to deliver samples to microﬂuidic devices, depend-
ing on the many diﬀerent requirement of where they are used. In a laboratory setting, where
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functionality of a speciﬁc microﬂuidic module is to be tested, or where a microﬂuidic device
is used as an analytical tool in biological or chemical research the requirements for a chip-to-
world interface are vastly diﬀerent from those required in a clinical setting, where ease-of-use
and simplicity are the foremost driving forces.
10.2.1 Fully integrated concepts
To used microﬂuidic devices for applications in the ﬁeld outside the laboratory, the requirements
for liquid handling can be very diﬀerent. Typically, all needed reagents apart from the sample
need to enclosed within the device or provided as a separate device that is easily stored and inter-
faced. One of the concepts to store multi-step biological protocols on a microﬂuidic chip employs
a length of tubing or extended channel in which the reagents are stored in sequence, separated
by air bubbles. To activate the process, the reagents are pushed or sucked out of the channel
and thus delivered to a reaction chamber.[7] Even though this concept has shown very promising
results in ﬁeld tests, there are concerns related to intermixing of the stored reagents along wetted
channels, especially during transport. Furthermore, the lifetime of biomaterials stored in liquid
depends critically on conditions such as temperature and requires a cold-chain for storage and
transport. Another approach uses sealed reservoirs or blisters that contain reagents in liquid
form and can be opened on demand, which avoids the problem of potential intermixing and may
be especially useful for cartridge based systems used in the industrialized world where adequate
storage conditions are not a problem. This concept is already being used in some commercial
devices for clinical settings. A third and very common way to store reagents in microﬂuidic sys-
tems is the use of freeze dried or matrix immobilized materials. While some biomolecules such
as DNA are extremely stable under various conditions, others such as proteins and enzymes are
very sensitive, especially in liquid. Many lateral ﬂow tests, such as the pregnancy test, already
employ dried reagents that remain functional after storage in ambient conditions. In this case,
the test is based on a simple binding process that only requires the structural preservation of
a single functional unit. Recently, much more complex biological systems including translation
of genetic code into functional proteins, a process that requires advanced enzymatic activity,
have been successfully immobilized, stored in dry, ambient conditions and reactivated. This
oﬀers promising new opportunities for medical devices in developing countries and under less
controlled conditions.
10.2.2 Continuous ﬂow interfaces
To provide continuous access to a microﬂuidic device is commonly achieved by the attachment of
lengths of tubing that deliver reagents as active materials or air to provide actuation functionality.
In a laboratory setting, ﬂuid actuation is often achieved externally by using syringe, peristaltic
or gravity pumps and thus advanced reagent storage and preservation is a secondary concern.
The primary functionality of such systems is often the delivery of ﬂuid to biosensor surfaces or
provision of medium to cell cultures which requires a continuous ﬂow. This can be combined
with pre-loaded cartridges as described above to deliver a predeﬁned protocol in an automated
manner without the need to switch tubing or ﬂuids in between steps.
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microﬂuidic interconnection system
to create quick and reversibly inter-
faced simple microﬂuidic devices
In the progress of this work, an interface was developed that enables the quick and reversible
attachment of tubing to microﬂuidic devices, making it easy to set up ﬂowcells for delivery of
functionalization protocols with continuous electrical or optical monitoring. The interconnection
system is composed of a socket, a modiﬁcation of the microﬂuidic device that replaces simple
holes for inlet and a plug that is pushed into the socket to hold down attached tubing by an
interference ﬁt mechanism. The design of the components allows for complete reversibility of
the connector, no glue is used to hold it in place. In this way the parts can easily be cleaned
and reused. Devices with such connectors can be set up very quickly simplifying prototyping
and testing. Robustness testing shows high pressure tolerance of the connectors of more than
17 bar and a dislocation force when pulling along the direction of the tubing of 12.5 N. The
interconnection system was routinely used in the ﬂowcells and continuous ﬂow devices described
in this chapter and by colleagues for several other projects.
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11.1 Abstract
The presented microﬂuidic interconnection system provides an alternative for individual inter-
facing of simple microﬂuidic devices fabricated in polymers such as polymethylmethacrylate
(PMMA), polycarbonate (PC) and cyclic oleﬁn polymer (COC). A modiﬁcation of the device
inlet enables the direct attachment of tubing (such as polytetraﬂuoroethylene (PTFE) tubing)
secured and sealed by using a small plug, without the need for additional assembly, glue or
o-rings. This provides a very clean connection that does not require additional, potentially in-
compatible, materials. The tightly sealed connection can withstand pressures above 250 psi and
therefore supports applications with high ﬂow rates or highly viscous ﬂuids. The ease of in-
corporation, conﬁguration, fabrication and use make this interconnection system ideal for rapid
prototyping of simple microﬂuidic devices or other integrated systems that require microﬂuidic
interfaces. It provides a valuable addition to the toolbox of individual and small arrays of con-
nectors suitable for micromachined or template based injection molded devices since it does not
require protruding, threaded or glued modiﬁcations on the inlet and avoids bulky and expensive
ﬁttings.
11.2 Introduction
Interfacing microﬂuidic devices to external equipment remains a challenge that is yet lacking
a widely accepted standard.[124, 125] While the development of applications for microﬂuidic
devices is progressing, microﬂuidic technology is reﬁned and re-invented alongside. Both the in-
terdisciplinary nature and the vast variability in methodologies create a large amount of individ-
ual solutions to similar problems such as the chip-to-world interface.[126] Diﬀerent requirements
and desired levels of ﬂexibility have given rise to numerous specialized interconnection systems
used both for complex lab-on-a-chip systems and for simpler microﬂuidic devices that provide
a proof-of-concept for a certain design or constitute the interface to other components such as
biosensors. An excellent overview over the current state of the ﬁeld can be found in a recent
review[127].
A few commercially available platforms have emerged providing a standardized solution for
operation of devices from speciﬁc manufactures or devices that are designed to match a certain
layout.[128, 129, 130] Some research groups have also developed interface platforms that can
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provide access to a large number of inlets simultaneously, for example in polydimethylsiloxane
(PDMS)[131] or using an aluminum clamp and ﬂanged PTFE tubing[132]. These components and
platforms are generally rather large compared to the devices and while the standardized layout is
suitable for the routine operation of microﬂuidic devices it lacks the ﬂexibility that is often neces-
sary for early prototyping and the development of modular systems. The individual commercially
available connectors such as Luer and Nanoport on the other hand need to be irreversibly glued
or bonded to the devices. While there are solutions to overcome some problems associated with
epoxy glues[133], the additional material can lead to chemical or thermal incompatibilities. As
an alternative, the required protruding structures can be molded as part of the device, which
avoids the adhesive but complicates fabrication and bonding procedures[134]. In either case, the
added structures are generally large compared to inlet size and, in the case of the Luer connector,
associated with large internal and dead volumes. Additionally, a wide variety of other solutions
for individual connectors have emerged in recent years. Many are based on a press ﬁt mechanism
to interface needles or capillaries directly with PDMS devices[135, 136, 137, 138, 139, 140] or
using PDMS as a gasket material[141, 142, 143]. PDMS however is not chemically inert, which
prohibits applications that use solvents, and usually these connectors suﬀer from low leakage
pressures unless very thick layers are used. Furthermore, cored holes in PDMS ﬁlms are diﬃcult
to reproduce with good quality and easily damaged[135]. Press ﬁt[134, 137] and interference
ﬁt[144, 145] mechanisms have also been presented using other materials such as SU-8, but these
show low pressure tolerance and handling robustness[137] or are limited to be used as a chip-
to-chip interface[145]. Interconnections that are composed of a number of materials such as
metal needles, adhesives and other polymers that are irreversibly attached to devices are often
not compatible with common sterilization procedures such as autoclaving due to diﬀerent ther-
mal expansion coeﬃcients hindering adequate cleaning for biomedical applications. Recently,
the advent of additive manufacturing techniques (3D printing) has enabled novel approaches
to microﬂuidic device design. No longer limited to planar designs with unidirectional feature
deﬁnition, complexity does no longer come at the cost of tedious assembly and alignment. Nat-
urally, this has given rise to additional solutions for interfacing of microﬂuidic devices[146] and
the development of modular systems[147].In this paper we are presenting a novel interconnection
system based on an interference ﬁt mechanism that does not require the use of o-rings or the
assembly of an external platform, but is integrated into the device fabrication. The connection
is chemically robust to the extent of the device material chosen for each application, fully re-
versible and can withstand pressures above 250psi (1720 kPa), which was the limit of the used
pressure test setup. Being composed of only two or three materials, that of the device, that
of the plug and that of the tubing, which can be completely separated from each other, make
this interconnection especially robust, easy to clean and sterilize and thus compatible with most
chemical or biological applications. It is intended for quick, reversible and reliable interfacing
of simple microﬂuidic devices providing high ﬂexibility and ease-of-use. External tubing can be
connected individually or in small arrays, with a small footprint and low dead volumes. We are
demonstrating its use in the attachment of standard PTFE tubing to devices fabricated in a
variety of polymers. Diﬀerent parts of the interconnection can be fabricated in the same or a
combination of diﬀerent materials to meet the requirements of the application, without compro-
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mising functionality. The connectors have been incorporated in continuous ﬂow systems as well
as to connect diﬀerent modules into a combined microﬂuidic system.
Figure 11.1 Technical drawings of the plug (a) and socket/inlet (b) and 3D model of the connector. The
shaded areas labeled 1 and 2 in b) mark the two step pocket that creates the depression around the inlet hole.
The drawing describes the standard connector used to interface standard PTFE tubing (ID 0.8/OD 1.6). All
dimensions are in mm.
11.3 Materials and Methods
11.3.1 Design and Function
The interconnection system was designed to directly interface PTFE tubing (Bola, Germany)
with microﬂuidic devices fabricated in hard polymers, as opposed to rubber-like polymers such
as silicones that readily form a seal, without using o-rings or glue. Each connector consists of
three components: a socket, which is a modiﬁed ﬂuid inlet on the device, the tubing itself and a
small separate plug as shown in the technical drawing in Figure 1. Figure 2a shows how devices
are interfaced with the tubing by inserting the plug while the sequence 1-4 in Figure 2 illustrates
how the diﬀerent parts of the interconnection interact and how the seal is formed. The function
of the socket is to receive the tubing and to create the sealing interface between the inside of
the tubing and the microﬂuidic channel. It is composed of a pin surrounding the inlet hole that
matches the inner diameter of the tube and a surrounding trench, which receives the plug and
fastens the tubing by an interference ﬁt mechanism. The plug is a separate part that slides onto
the tubing before attachment. To connect, the cleanly cut edge of the tube is ﬁrst pushed onto
the pin and then compressed into a tight seal when the plug is pushed into the socket. To release
the tubing, the plug is simply lifted from the device by one of its edges. In this way tubing can
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easily be removed or exchanged. Figure 2b shows the tubing/socket interface and illustrates the
ﬂuid path. The red marked area outlines the area in which recirculation can occur. Of course
the size of this area depends on the used ﬂowrate and the inner diameter of the inlet hole. For
the size of interconnection presented here the volume is estimated to lie between 25 and 50 nL.
Figure 11.2 1-4) Schematic illustration of the interference ﬁt mechanism. First the tubing is inserted into
the socket (1). It is pushed onto the pin surrounding the inlet where the edges deform outwards guided by
the curved surface (2). Then the plug (blue) is pushed down, sliding along the tubing (3); the circles indicate
where force is exerted. This force leads to an inward deﬂection of the interfering part of the plug exerting
force on the tubing to form a tight seal and an outward force to fasten the connector in the socket (4). The
connector can be removed by lifting the plug by its edge. a) Schematic of a device with 2 sockets; the grey
area illustrates the cut plane across the interconnection that is shown in the other images. b) Flow path at
the interface and recirculation area (red).
11.3.2 Fabrication
All parts and devices were designed using Autodesk AutoCAD 2012 and fabricated by CNC
milling using EZ-CAM Express 15.0 to generate the instructions. For demonstration, three dif-
ferent materials were used, poly(methyl methacrylate) (PMMA), cyclic oleﬁn co-polymer (COC,
grade: Topas 5013-S-04) and polycarbonate (PC).
Fabrication of microﬂuidic devices A typical microﬂuidic device of the type that we are
considering here consists of a minimum of two layers of polymer: one layer that contains the
channels system (bottom plate) and one layer that contains the inlets (top plate). The plates are
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bonded together using thermal bonding for 15 to 20 minutes at 87◦C (PMMA), 120◦C (COC) and
105◦C (PC) for the three materials respectively and a pressure of approximately 500 N/cm2 for
all of them. Devices were left to cool down to below 50◦C before releasing the bonding pressure.
Bonding has not been found to have a negative eﬀect on the function of the interconnection.
Fabrication of the socket Each inlet hole in the top plate is surrounded by a socket. This
ring shaped depression is formed in a two-step pocketing process as denoted in Figure 1b. The
ﬁrst step creates a ring with an outer diameter (OD) slightly larger than that of the plug and an
inner diameter (ID) slightly smaller than the ID of the tubing. In a second step a narrower ring
is pocketed inside the ﬁrst, with an OD slightly smaller than that of the plug and an ID slightly
larger than that of the tubing. The edge that is formed in this way is enabling the transition
from easy insertion of tubing and plug to a tight ﬁtting connection.
Fabrication of the plugs The plugs are fabricated by micro-milling from a 2 mm polymer
plate. Figure 1a shows a technical drawing of the plug, which consists of a central hole that has
an ID slightly larger than the OD of the tubing (1.65 mm for 1.6 mm tubing) which will receive
the tubing. The hole is surrounded by a segmented ring (3 segments) on a circular base plate of
6 mm diameter with two edges that facilitate lifting of the plug oﬀ the device. The segmentation
enables the individual segments to deﬂect inwards when the plug is pushed into the socket, in
this way holding the tubing in place and securing the seal.
11.3.3 Pressure and Strain Testing
To test the maximal operation pressure of the interconnection pressure tests were performed using
uncompensated (no internal correction for temperature changes, this was done by monitoring the
excitation voltage) gauge pressure sensors (Honeywell, 24PCGFH1G) which have a pressure limit
of 250 psi or 17.2 bar. The sensors were operated by application of a constant current of 2 mA
and recording of the output voltage using 2 Keithley 2400 sourcemeters. Sensor calibration was
validated for up to 8 bar prior to testing using a compressed air source with calibrated pressure
gauge. Linearity was assumed to hold up to the maximal given pressure range, and even though
higher pressures could be obtained, 17.2 bar is given as maximal value throughout this article.
Two types of pressure tests were performed with a setup that is illustrated in Figure 3a.
(A) Leakage pressure The ﬂow path for this test is denoted as (A) in Figure 3b. Two
pressure sensors are used to monitor the pressure drop across the test device as well as determine
the maximal operation pressure. The ﬁrst sensor is ﬂush mounted using a T-junction (Upchurch
scientiﬁc ﬂangeless ﬁttings) between a syringe pump and the device. The second one is mounted
in the same way at the outlet with one terminal of the T-junction sealed. The device contains
several channels in order to be able to test multiple connections at the same time (as in- and
outlets respectively). The upper part contains a distribution channel, which splits the ﬂow into 5
separate outlets (2-6). The lower part contains 5 closed channels with only one inlet each (7-11).
By connecting every two out- and inlets via tubing, two connectors can be tested while the closed
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Figure 11.3 a) Pressure tests were performed by applying pressure to a syringe, either by clamping or using a
syringe pump, connected to a closed system. One (only P1) or two (P1 and P2) pressure sensors with a linear
range up to 250 psi were ﬂush mounted using T-junctions and excited by a constant current of 2 mA. Pressure
was indicated as a voltage between the output terminals of the pressure sensor and read out using a voltmeter.
b) The device shows 2 possible conﬁgurations: (A) the pressure source is connected to a channel system with
5 outlets, one of which leads to P2 while the 4 others are connected to closed channels (indicating pressure
by air-compression) or (B) the pressure source is connected to a single inlet ending in a closed channel. c)
For estimation of the force needed to dislocate the plug, a small hole is drilled into a piece of tubing to which
a force meter is attached. When force is exerted on the force meter the force indicator is moved and retains
its maximal value after release. The force was measured for three diﬀerent angles with the surface normal as
indicated: 0◦, 45◦ and 90◦.
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channel is ﬁlled with air and acts as a visual pressure indicator (an example of the ﬂow path
is shown as dotted line). In this way, ten connectors are tested at the same time. Tubing and
channels are ﬁlled with colored water up to the inlets of the dead-end channels to visualize any
leakage.
(B) Leakage pressure after re-plugging In a second pressure test the leakage pressure and
the failure rate for connections that have been re-plugged multiple times without cutting a fresh
edge of the tubing was investigated. For this, a number of individual inlets ending in dead end
channels are fabricated in PMMA, COC and PC. A pressure sensor is mounted as described above
between syringe pump and inlet. The syringe pump is used to gradually increase the pressure on
the inlet, while monitoring the bottom of the inlet for any signs of leakage. A constant ﬂowrate
is used to increase the pressure up to the limit of the linear range of the pressure sensor (250
psi or 17.2 bar). In diﬀerent tests the pressure was either increased stepwise (4 bar per step
and kept for 5 minutes at each step or 1 bar steps and kept for 1 min at each step) or increased
continuously (slowly: 5 µL/min or quickly: 100 µL/min) until the maximal value is reached. It
was then kept at this maximal value for several minutes before decreasing the pressure again.
Testing the connectors by slowly ramping the pressure ensured that failure could be identiﬁed
in cases where a certain time is required for it to be visible. If no failure occurs during a cycle,
the tested connector is un-plugged and re-plugged immediately. The test is then repeated in
the same way until leakage occurs either during ramping of the pressure or during the time at
maximal pressure. In case no failure occurs after 8 cycle repetitions, the connector is unplugged
and re-plugged 5 times before running the next pressure test. If failure occurs, a fresh edge is
cut oﬀ the tubing and it is re-inserted into either the same or a diﬀerent inlet for the next test.
Dislocation forces Forces needed to dislocate plug and tubing from an interconnection were
assessed to measure the robustness of the interference ﬁt mechanism. To evaluate the strength
of this interference ﬁt plugs were fabricated within a small range of sizes (outer diameter of the
rim: 2.99, 3.0, 3.01, 3.02, 3.03 mm) and the force needed to dislocate the connector or tubing
was measured. For each size, 4 plugs were measured 8 times each, cutting an edge oﬀ the used
tubing for each test and using diﬀerent sockets of the same size. The size of the socket has a
nominal diameter of the outer edge of 3.05 mm decreasing to 2.95 mm in one step at the edge (see
technical drawing in Figure 1B). A force meter equipped with a movable marker that shows the
maximal applied force value after release is mounted between the devices and a handle to exert
force as illustrated in Figure 3c. Devices are ﬁxed in a clamp and the force on the tubing of the
tested interconnection is exerted parallel to the direction of the tubing. The force is gradually
increased until dislocation occurs. The force was measured for three diﬀerent angles with respect
to the surface normal: 0◦, 45◦ and 90◦.
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Figure 11.4 Inlet fabricated in Topas. The closeup images taken before and after bonding show no deformation.
11.4 Results
11.4.1 Fabrication
The three materials have been chosen for their use in diﬀerent types of applications. While
PMMA, being cheap and easy to machine using micro milling, is often the material of choice to
test new concepts and make quick prototypes, other materials are likely required for specialized
devices. PC is widely used in biomedical applications, where it is important to be able to steril-
ize devices according to standard protocols such as autoclaving. As a third material, COC was
chosen due to its high chemical compatibility and excellent optical properties, which makes it
suitable for analytical chemistry and optoﬂuidic devices.[148]
The socket was optimized for easy fabrication using a two-step pocketing process that results
in an inner and an outer edge within the fastening depression. The size of these two edges was
optimized to yield the best sealing behavior by interaction with the inner diameter of the tubing
on one hand and to create a strong interference ﬁt with the plug on the other hand. The width of
the edge is 100 µm in both cases. The upper part of the central pin has a diameter that is 80 µm
smaller than the ID of the tubing while the lower part is 120 µm larger. This transition facilitates
placement of the tubing and leads to the sealing deformation when the tubing is pushed down past
the edge. On the outer part of the socket, the edge guides the plug and leads to an inward deﬂec-
tion of the segmented ﬂange which fastens plug and tubing holding the interconnection in place.
Using a 1 mm ball mill for fabrication of these features additionally creates a rounded bottom
at the base of the socket, providing a large sealing surface with the tubing. Furthermore, all the
edges are curved, generating a smooth transition between guiding and sealing/fastening surfaces.
Micro-milling parameters were individually adjusted according to the material and resulted
in devices of comparable feature quality with PMMA showing the smoothest surface, while PC
and COC are more prone to burring. Even though the shape of the connectors deﬁnes the sealing
surfaces, we found that the diﬀerent material properties do impact interconnection robustness in
terms of reusability as discussed below.
The inlet structure is fully contained within the device without protrusions out of the sur-
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face. This planar design oﬀers the possibility to fabricate standard devices from templates that
contain only the sockets and can readily be bonded to complementary parts with customized
channel structures. In the same way, templates can be fabricated using injection molding
with an invariable arrangement of inlets on one side combined with a variable channel sys-
tem on the other side of the polymer plate. Such an approach is commonly used with Luer
connections[149, 150, 151, 152]. Using thermal bonding, ready-to-use prototypes can be pro-
duced in a quick manner. Since the tip of the inlet pin ends in the same plane as the surface of
the device, pressure is applied evenly around underlying channel structures to ensure sealing in
the bonding process (Images of the socket before and after bonding are shown in Figure 11.4).
In addition, devices can be sealed with adhesive tape for storage or incubation, where the shape
of the socket helps to prevent spillage of liquid.
It was possible to directly reproduce the features for socket and plug by stereolithographic
3D printing. The inlet to the microﬂuidic channel and the pin structure could be printed without
collapsing, but structural quality is lacking. We believe that the correct sizes for a tight ﬁtting
interference ﬁt can be achieved by optimization of exposure times and printing material which
has not been done at this time.
Figure 11.5 Close-up of one of the dead-end channels on the pressure test device. The compression of air
in the channel indicates the applied pressure in the system. From this perspective (below the device) leakage
can easily be spotted when inspecting the interconnection.
11.4.2 Pressure drop and pressure limit
In the ﬁrst pressure test two pressure sensors, p1 and p2, were used to monitor the pressure
drop ∆p across the test device in order to ensure that the measured pressure values were valid.
∆p was found to be 9% ± 1% of p1 across the whole range up to 17 bar with a 2% decrease
between lowest and highest pressure (data not shown). The decrease indicates added pressure
loss in the system at higher pressure, most likely due to deformation of the PTFE tubing along
its length. The hydraulic resistance of the device and of the complete length of tubing between
device and the two sensors are of the same order of magnitude. We can therefore conclude that
pressure p1 measured at the ﬁrst sensor will correspond to the pressure at the ﬁrst inlet to within
a few percent. The closed channels were used as additional visual pressure indicators, to directly
monitor that the pressure was the same in each branch (one channel at three diﬀerent pressures
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is shown in Figure 5).
The device was further used to test exposure to high pressure for an extended time. No
leakage occurred after 12 hours at 17 bar on any of the 11 newly connected interconnections in
PMMA. Repeated tests of increasing the pressure to the maximal value and decreasing it again
after 5 minutes showed no leakage.
Figure 11.6 The bar graph shows the number of connections (in percent of total tested) that failed after
a particular number of re-insertions. Every re-insertion cycle consists of un-plugging the connection and
immediately replacing it by pushing ﬁrst the tubing onto the inlet pin and then the plug into the socket
followed by increasing the pressure in the system to maximum, keeping it for at least 1 minute and decreasing
it back to atmospheric pressure.
Pressure testing of individual re-plugged interconnections To determine the leakage
pressure of the interconnection in diﬀerent materials, individual or small sets of connectors were
tested in the stepwise manner described above. The results are summarized in Table 1. Since for
most connectors, except 2 in case of COC, no leakage occurred up to the limit of the testing sys-
tem, the table further shows the average number of re-insertions after which leakage occurred (at
any pressure) and the average pressure at which it occurred. The pressure here does not represent
an actual pressure limit of the connector as it depends highly on the number of re-insertions, i.e.
the amount of damage inﬂicted on the tubing. It is to be expected that the robustness decreases
for re-plugged tubing (with a necessarily deformed tip), but there are considerable diﬀerences
for the 3 tested materials. For PMMA, a total of 36 connections were tested in this way until
they failed after re-plugging (the details of this test are shown in Figure 11.6). These connectors
stay highly pressure tolerant for up to 3 re-insertions, where some of them start to fail at high
pressures (between 14 and 17 bar). 36% of the connections could be re-plugged more than 8
times without showing any sign of leakage even at maximal pressures. For COC about half of
the connectors start to show a measureable leakage pressure (typically at 6 bar) after the ﬁrst
re-insertion, while this pressure drops further for failure at a later re-insertion. The performance
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of PC connectors lies in between that of PMMA and COC, where failure occurs typically within
the ﬁrst 5 re-insertions (except for some outliers that did not fail at all) at high pressures above
14 bar.
The data suggests that the quality of the micro milled inlet structure plays a major role in the
reliability of the interconnection, as milling in PMMA produces the smoothest surface and least
amount of burrs or cracking compared to PC and COC. Since the surface roughness aﬀects the
sealing behavior, we propose that injection molded devices would improve the pressure tolerance
of these materials even further and should be the fabrication method of choice if high pressures
are expected in a system.
The spread of the data points for the PMMA connectors suggests that the damage induced
by re-inserting the tubing is not systematically aﬀecting the connection and other factors such
as the evenness of the cut and size of the plug will most likely have a larger impact on the
proneness to failure than the deformation of the tubing itself. Since leakage generally did not
occur suddenly and with a large spillage, but after several seconds at maximal pressure, we
suggest that small scratches on the tubing that are created by removing and re-inserting the
tubing several times provide ﬂuid paths for leakage. Since these scratches are induced by the
inlet, burrs and a high surface roughness of the material has a large impact. Our tests show that
while the freshly connected interconnection does not fail at extended times at high pressures,
reliability is compromised if the deformed tubing is re-inserted several times.
Figure 11.7 Dislocation force normal to the device surface for interconnections fastened with plugs of diﬀerent
sizes. Each point represents the average of 8 (0 deg) or 4 (90 deg and 45 deg) dislocation force measurements
for a single plug and a minimum of 4 plugs were tested for each nominal size. The strength of the the
interference ﬁt increases with increasing plug size.
Interference ﬁt and dislocation force The interconnection is secured by an interference ﬁt
between the plug and the outer edge of the socket. The data in Figure 11.7 summarizes the
dislocation force measurements for 3 angles with respect to the surface normal (0, 45 and 90◦).
For a force parallel to the surface normal, the dislocation force increases with increasing plug
diameter. Some outliers can be seen, which presumably represent plugs with fabrication defects.
With decreasing size, the interference ﬁt is not strong enough to hold the plug and tubing in
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(A) First connection (B) Re-inserted connection
(no. leakage/no. total tests)
Material slow pressure quick pressure average no. re-insertions average pressure total
increase increase until leakage [bar] tests
PMMA 0/10 0/26 7.5 (2.8) 14.9 (4.8) 24
COC 2/15 (12.5 bar) 0/13 1.4 (0.7) 5.5 (2.8) 12
PC 0/15 0/15 3.2 (1.7) 17.2* 14
Table 11.1 Summary of the pressure test. The pressure limit of the test system was 17.4 bar. The left column
(A) shows that out of all tested connections only 2 fabricated in COC showed leakage (at 12 and 13 bar),
while the rest did not leak even at an extended time at maximal pressure. The right column (B) shows the
average number of times that a connector can be re-inserted without cutting a new edge oﬀ the tubing until
leakage occurs and the average leakage pressure of this re-inserted connector. The numbers in brackets show
the standard deviation of each average. There are major diﬀerences in the number of times a connector can
be re-inserted without compromising pressure tolerance depending on the material. *For PC leakage was only
observed at maximal pressure.
place and the dislocation force drops. If force is exerted on the tubing at an angle of 45 or 90◦
by bending the tubing, the dislocation force levels oﬀ between 6 and 8 N, and does not increase
above a plug size of 3.01 mm. Lower values are only found for the smallest plug. While the
strength along the surface normal increases, bending of the tubing destabilizes the connector
and leads to easier dislocation. At even larger sizes above 3.03 mm, the plug can no longer be
pressed all the way into the socket and dislocates easily (data not shown). As long as the plug
can be fastened in the socket without dislocating when bending the tube (which is the case for
too small or too large plugs) the strength of the interference ﬁt does not impact the pressure
tolerance of the interconnection. Tests performed with plugs of diﬀerent outer diameters showed
unchanged sealing behavior. Overall, the data shows that in the optimized case a dislocation
force of 12.5 N on average can be achieved for a force normal to the surface. The data shows
that the optimal plug diameter is between 3.01 and 3.03 mm. It should be noted that no damage
to the central part of the socket was observed after the experiments.
11.4.3 Application Examples
Sensor integration and surface functionalization in a ﬂow cell The interconnection system enables
the fabrication of ready-to-use devices, which is especially useful for the integration and testing
of silicon sensor devices that need to be reversibly interfaced with microﬂuidic ﬂowcells for
functionalization and characterization. Diﬀerent ﬂowcells have been developed to interface a
silicon nanowire biosensor for the detection of proteins. A 4-chip ﬂow cell, shown in Figure
11.8(a) was used to functionalize silicon surfaces using a pre-loaded protocol driven by a syringe
pump. The reagents were loaded into a length of tubing separated by air bubbles which is a
common way to automate the execution of biological assay protocols for microﬂuidic systems.[7]
The tubing could then be easily attached via the socket on the ﬂow cell device to start the process.
After execution the silicon chips were removed from the device for characterization by atomic
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(a) (b)
Figure 11.8 Application examples: a)Flow cell to interface 4 silicon sensor chips in two separate ﬂow streams,
two sockets for in- / outlet can be seen in the front and back corner of the device. A PDMS sheet with
channels in between the PMMA layers forms the sealing interface with the devices. b) The working model of
the RheoStreamTM, a microﬂuidic ﬂow cell for complex rheology measurements has been interfaced using the
the interconnection system.
force microscopy, which would not be possible if they had been integrated into a permanent
microﬂuidic chip. This application is an example of quick prototyping and testing of devices.
Brain Slice Culturing For biomedical applications devices need to be sterilized before use
which is often done by autoclaving. Therefore, all components must be able to tolerate a temper-
ature of 120◦C for at least 15 minutes without deformation or delamination making composite
interconnections (employing glues) less suitable. The interconnection system was used in the
development of a microﬂuidic brain slice culturing device fabricated in PC where they proved to
be superior to glued connectors and made it possible for the device to be operated without failure
in a continuous ﬂow driven by underpressure. The devices used perfusion of culture medium at
a membrane interface to culture and monitor brain slices in a continuous ﬂow system.[153]
Complex rheology measurements In addition to many biomedical applications, microﬂu-
idic tools are being developed for the on-line determination of ﬂuid properties. Studying the
rheology of complex ﬂuids (such as non-Newtonian ﬂuids that show shear-thinning or thixotropy
characteristics) can be achieved by precise measurement of small pressure diﬀerences in a spe-
cially designed ﬂow cell[154]. It is especially important to keep the system free of any pressure
leakage and have the possibility to operate with ﬂuids of high viscosity. The interconnection
system was used in the working model of the RheoStreamTMmeasurement cell (shown in Figure
11.8(b)) and proved to be an easy to use and reliable interface for continuous measurements of
complex ﬂuids.
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11.5 Discussion
The interconnection is designed without a gasket or glue, which avoids introducing any addi-
tional material into the system. This increases the ﬂexibility in terms of chemical compatibility,
since the device material needs to be chosen according to the application, and chemically inert
tubing such as PTFE is readily available. No further fabrication steps or additional assembly of
the connector parts are necessary in addition to device manufacturing, which reduces time and
complexity of device preparation before use; tubing can be plugged in directly in a few seconds.
Diﬀerent materials can be used both for the device and for the plug in the interconnection,
three examples of which have been presented. While we focused on micro-milling as fabrication
method, the design can be reproduced by additive manufacturing and could be adapted for in-
jection molding. Although the work in this paper has been done exclusively with PTFE tubing,
other polymers with similar properties could be used.
No special care needs to be taken for cleaning and sterilization procedures, making the sys-
tem especially suitable for biological applications. The internal volume of the interconnection is
small, considering typical injection ﬂow rates which can range from a few up to a few hundred
µL/min for these types of devices. For example in chemical microreactors for synthesis typical
injection volumes can be 200 µL[155] with ﬂow rates of several µL per minute or down to 0.1
µl/min[156], and are generally run for several minutes. For microﬂuidic cell culturing, sorting
or ﬁltering systems ﬂow rates span a range from 0.2 µL/min up to 450 µL/min and systems are
commonly operated for several minutes up to hours[157, 158].
A high pressure tolerance of at least 17.2 bar for three tested materials (PMMA, COC and
PC) makes the interconnection system suitable for applications that require high ﬂowrates or
very viscous ﬂuids. Connectors can be un-plugged easily and can be re-plugged after a fresh edge
has been cut oﬀ the tubing to ensure the highest possible reliability. Depending on the material,
the re-plugged connection without a fresh edge can still withstand the same high pressures but
may fail after several re-insertions. Compared to screwed connectors, that can typically with-
stand equally or even higher pressures, the presented structures have the advantage of a smaller
size of the complete connector and especially of the socket compared to the threaded female
part. In addition to the integrated socket it is also possible to fabricate the inlet separately and
glue it using double sided tape to devices where structuring of the inlet feature is not possible or
not desirable, such as devices made of glass or thin sheets of polymer. Of course this simpliﬁed
method is only applicable in a very limited number of cases, where the requirements to material
and performance are accordingly low, but it can oﬀer an alternative to expensive and bulky com-
mercial connectors. The dislocation test shows that interconnected devices are tolerant to device
handling, which is important when devices are to be operated by people that are less familiar
with microﬂuidics; this facilitates interdisciplinary research. It is common that especially in the
prototyping stage microﬂuidic devices need to be tested and used by researchers other than the
developers and simple operation is an important factor for the success of an experiment.
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Figure 11.9 An example of individual interconnected modules
To obtain higher port densities, sockets can be spaced at a distance of the tubing diameter
plus the diameter of the smallest milling tool use for fabrication of the plugs, typically this would
be 500 µm. Multiple plugs can then be included in a small plug array which has been tested
and proved to work well for up to 4 plugs. Higher port densities are more strenuous for the plug
material and make attachment of the tubing inconvenient. For devices with a large number of
inlets, other interconnection options are available that provide better usability. Furthermore, the
presented device allows for the direct interconnection of microﬂuidic modules either via lengths of
tubing on a breadboard-like system or using a double sided plug that enables stacking of several
devices with minimal ﬂow volume in between modules (an example is shown in Figure 11.9).
11.6 Conclusions
We have developed a microﬂuidic interconnection system with a high pressure tolerance that is
easily integrated with manufacturing of planar polymer devices. The size can be matched to
integrate diﬀerent sizes of tubing and fabricated in diﬀerent materials, making it easy to tailor
properties such as chemical resistance or temperature tolerance. It is very easy to use and oﬀers
high robustness. Since no irreversible assembly is required, interconnection parts can be cleaned
and sterilized separately, making the system suitable for biomedical applications in particular.
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12 | Methods - design and fabrication of
microﬂuidic devices
12.1 Simulation of microﬂuidic systems
COMSOL is a numerical modeling and simulation tool comprising modules for several types of
physical systems. In the investigations performed in this thesis, only the Microﬂuidics Module in
COMSOL Multiphysics 4.2 was used. First, the device layout was prepared in 2D using Autodesk
AutoCAD or 3D using Autodesk Inventor and imported as geometrical model into COMSOL
using the import function. To generate the mesh for numerical calculations the model was then
checked for integrity and adjustments made as needed. The boundary conditions were deﬁned
according to the desired device geometry. Typically, the no-slip boundary condition was used
for internal walls, inlets were deﬁned using laminar inﬂow for cases where a syringe pumps was
used or constant pressure for passive devices where e.g. gravity was used to drive the ﬂuid. The
outlets were deﬁned with a constant atmospheric pressure.
For the device simulations shown in this chapter the process was as follows. In the ﬁrst step
the ﬂow proﬁle was determined for the entire system using a single phase ﬂow for a Newtonian,
incompressible ﬂuid with the boundary conditions given by the geometry. In a second step
mass transport of particle tracing was calculated to determine the distribution of diluted species
through the system or follow the ﬂow path of individual particles depending on their size and
location. The ﬁrst is important to investigate the distribution of reagents or proteins in a system
that creates dilutions and performs mixing operations. The second in important for sorting
systems and ﬁlters that handle diﬀerent sized particles or cells.
12.2 Fabrication: micro machining and soft lithography
Microﬂuidic devices can be fabricated in diﬀerent ways depending on size requirements and mate-
rial. Many advanced microﬂuidic systems are fabricated in the clean room using high resolution
methods such as photolithography and subsequent etching to deﬁne structures. Other devices
do not require this precision and it is suﬃcient to deﬁne channel geometries using micromilling.
Both approaches can be used to create devices directly or to create molds that are then used to
cast devices in a soft material (commonly in PDMS).
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12.2.1 CNC Micromilling and device design in EZ-CAM
Computer numerical control (CNC) milling machines, are tools used to create structures from
a solid substrate by precise removal of material. The machine consists of a support stage on
which the substrate is mounted and a tool head. The stage can be moved in x- and y- direction
independently using stepper motors while the tool head can be moved vertically, providing the
z-adjustment. The milling tools, that can take diﬀerent forms, are mounted on the tool head
and rotated with a given speed. In our case, no cooling system was integrated in the machine,
so that cooling ﬂuid needs to be applied externally during machine operation, depending on the
material used.
The deﬁnition of the design is done using EZ-CAM15 Express, a software tool that allows for
the determination of each machining step in a graphical environment and translates these into
coded instructions for the milling machine. The sketches of microﬂuidic devices and mechanical
components were designed in AutoCAD and imported into EZ-CAM as .dxf ﬁles. This imports
the geometry of the device layout that can then be used to deﬁne the path for the milling tools.
For each path, the milling tool size and geometry (ﬂat endmill, round ballmill or drill bits are
typically used), the feed rate in lateral direction, the step size in z-direction as well as the ro-
tational speed of the tool are deﬁned. The minimal tool size (diameter) that was used in the
course of this work was 100 µm, the largest tool size was 3 mm. The feed rate and spin speed
are highly material dependent, brittle materials with a high glass transition temperature are the
easiest to mill and can be machined with hight feed rates and high spin speeds. Whereas softer
materials provide more friction with the tool and parameters need to be adjusted to prevent the
generation of heat that leads to melting of the material. Milling parameters were optimized for
each material and tool size to achieve the best results.
For the fabrication of each device, the material was chosen according to the requirements
of the application. For chemical robustness and solvent compatibility, diﬀerent grades of COC
(Topas) were used. For proof-of-principle applications and those for use with water based solu-
tions only, PMMA was used due to its availability and ease of use. For biomedical applications
that required sterilization, PC was used. The materials were obtained from in 10x10 cmsheets
of 0.5, 1, 1.5, 2, 3 or 5 mm thickness for PMMA, 0.5 or 1.5 mm thickness for PC purchased
from NordiskPlast (Randers, Denmark) and several diﬀerent sizes for COC grade 5013 (injec-
tion molded in-house or obtained directly obtained from TOPAS Advanced Polymers GmbH,
Frankfurt, Germany). The device material was mounted on a substrate sheet (to protect the
milling stage from accidental tool damage) on top of the x-y-stage using double sided tape. The
coordinate system origin (x, y, z) was deﬁned manually, readjusting the location of z = 0 for
each tool to match the tip of the tool head. Tool changes were also done manually.
Two-sided milling
For some device designs it is an advantage to be able to create structures on two sides of a piece
of substrate. To achieve precise alignment of the designs, alignment marks are provided and
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mirrored on the two designs. These are dilled as through holes on the ﬁrst side of the device. At
the end of the patterning, the device is removed and and at the ﬁrst step for the second side is
started before remounting the substrate. This step consists of creating the mirrored alignment
marks that are drilled into an underlying substrate. These provide a ﬁxture for 2 mm steel bolts
or 2.6 mm steel balls that are used to align the device when it is ﬁxed to the substrate with the
second side upwards. In this way it was possible to create inlet structures on the top surface and
microﬂuidic channels on the bottom surface of the same piece of material.
12.2.2 Device bonding
To create closed microﬂuidic channels in plastic devices, two sheets of material were ﬁrst struc-
tured as explained above and subsequently bonded together. There are several ways to achieve
closed devices. The most commonly used method is thermal bonding, in which the two pieces
are joined together using elevated temperatures and pressure. Depending on the material, the
surface of each of the parts is chemically activated to enable a covalent bond between the poly-
mers. Together with the elevated temperature just below the glass transition temperature and a
high pressure, surface roughness is overcome and ideally the bonded surface is as strong as the
material itself.
A very simple method that is mostly suitable for proof-of-concept devices is to join two parts
of a device using double sided tape. Diﬀerent types of tape are available that diﬀer in thickness
and chemical composition. It was not relevant for the investigations in this thesis to investigate
this further and the method was only used for demonstrator devices operated with colored water.
12.2.3 Soft lithography
Soft lithography describes the pattern transfer by bringing a (solid) mold master into contact
with an initially soft material that then hardens to create permanent structures. The mold
master can be created by clean room processing in silicon or glass, or by micromachining such
as CNC milling in plastic or aluminum. PDMS is currently still the most common material to
create molded devices, due to its high biocompatibility, low autoﬂuorescence and ease of han-
dling. Some drawbacks, such as poor chemical resistance to solvents and high gas permeability
as well as its hydrophobicity have recently given rise to the development of alternatives such as
thiol-ene(-expoy) based polymer blends. In this thesis, only PDMS has been used.
PDMS is combined in a 10:1 ratio with a cross-linking agent and the well-blended mixture
is degassed in a vacuum desiccator for up to 2 hours to remove air bubbles. The highly viscous
liquid polymer is then either directly poured into an open mold master or injected into a closed
structure using a blunt syringe with a short tip. The material is then ideally cured overnight
at room temperature followed by a short bake at 60 ◦C. Alternatively, the device can be baked
directly at 60 ◦C for 2 h. The second method is more prone to formation of bubbles due to
the quick onset of cross-linking, whereas if the device is left over night, contained gas has more
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time to leave the material during the curing process. To create thin sheets of PDMS, the liquid
polymer with curing agent was spin coated directly onto PMMA plates. The spin speed was set
to 200 rpm for 10 s followed by a 30 s spin at 500 or 800 rpm, depending on the desired thickness.
The polymer was cured overnight in the laminar ﬂow bench. The sheets could then be patterned
directly on the substrate using laser ablation or cut into larger pieces using a scalpel.
12.2.4 Laser ablation
Another method to rapidly prototype microﬂuidic devices is by laser ablation. In this process, a
CO2-laser (infrared) is focused onto the substrate to burn the material in a predeﬁned pattern.
The device design is provided as vector graphic or rastered image, which is translated into the
movement of the focusing head. Speed of the movement and power of the laser can be set
as parameters. This method is primarily used to cut thin sheets of material such as tape for
bonding, but also to create large microﬂuidic channels in plastic (with a V-shaped proﬁle) or to
cut sheets of PDMS.
12.3 Setup and operation of microﬂuidic devices
Devices containing a PDMS gasket or interface channel that is in contact with a silicon sensor
chip (such as ﬂowcells) were assembled under the laminar ﬂow hood to prevent contamination
of the PDMS sheet with dust. The sensor chip was placed on a support, the PDMS part ﬁrst
aligned on the plastic device and then attached to the substrate via screws, sealing the PDMS
part to the chip by compression. By loosening the screws it was possible to remove and replace
sensor chips without the disassembly of the whole structure. In this way, electrical connections
could be attached to the chip ﬁrst (via a ZIF socket) before it was inserted into the microﬂuidic
device.
Most microﬂuidic devices described in the following chapter were equipped with the intercon-
nection system described above. In this way, PTFE tubing (a 1 mm outer diameter (OD), 0.5
mm inner diamter (ID)) could directly be interfaced with the device using a plug and connected
to a syringe (BD, plastic 1, 5, 10, 20 mL) using a blunted syringe needle (21-22 gauge, 0.6-0.8
mm OD). Depending on the application, the syringe was operated manually or using a syringe
pump (Chemyx Inc. N3000).
12.4 Image analysis
ImageJ was used for quantitative analysis of ﬂuorescent images and color microscopic images
(dilution series). For ﬂuorescent images, the intensity was extracted using line proﬁles or his-
tograms (for area evaluations). The data was imported into MATLAB and further processed for
plotting. If color enhancement was used for better visibility, the same parameters were applied
to all images in the series for comparability.
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13 | Microﬂuidic Devices and Concepts
This chapter provides and overview of the microﬂuidic devices that were developed in the course
of the research for this thesis. These include both proof-of-concept devices to test diﬀerent
aspects of the sensor integration as well as tools that were used for some of the experiments
discussed in the previous chapters.
13.1 Sensor interfaces: Microﬂuidic ﬂowcells
To provide a simple and direct means of ﬂuid delivery to silicon nanowire BioFETs and related
biosensors, diﬀerent types of ﬂowcells were developed. One of the requirements was the capability
to access the sensors surface in a continuous ﬂow while being able to monitor the electrical sensor
response in real time. In addition, the system needed to be temporary, i.e. it was necessary
to be able to fully remove the ﬂowcell after a measurement for additional characterization by
microscopy.
13.1.1 Design and fabrication
The overall design of the ﬂowcell consists of two diﬀerent parts: the interfacing channel, the
external interface with a support as schematically shown in Figure 13.1. The interfacing channel
is the part in contact with the silicon chip and needs to be made from a compressible material
that can form a temporary seal between the device and the chip. The external interface provides
a means of connecting tubes, i.e. the inlet part of the developed interconnection system, with is
connected internally to the inlet of the ﬂowcell. One of the advantages of the interconnection sys-
tem in this case is the seamless transition between the inner tubing diameter to the microﬂuidic
channel. The channel dimension is of the order of ten of micrometers while the standard tubing
has an internal diameter of 0.5 mm. By providing an inlet that is inserted into the center of the
tubing, no dead volume or obstruction is created that hinders the precise metering of injected
ﬂuid.
The ﬂowcells were designed in AutoCAD and/or Autodesk Inventor and the models translated
into instructions for CNC milling using EZ-CAM15 Express. The external part of the ﬂowcell
typically consisted of two separate pieces fabricated in PMMA or Topas (depending on the
intended application). Each piece was milled from one side; the top part contained only the inlet
structures and through holes to connect to the internal channels, the bottom part contained the
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channels and through holes that would connect to the underlying PDMS interfacing channel.
The two parts were thermally bonded to each other as described in 12.2.2.
Figure 13.1 Concept of a ﬂowcell to integrate the silicon nanowire sensor chip. The cell consists of a frame
made of PMMA, a thin sheet of PDMS that seals the on-chip channel and the interface for the connection of
external tubing.
13.1.2 Flowcell implementations
The initial ﬂowcell design consisted of either a single channel in a sheet of PDMS or simply two
through holes that interface to an open microﬂuidic channel directly fabricated onto the device
structures. In- and outlet to the channel consist of interconnections in a micromachined PMMA
piece without any channel system as shown in Figure 13.2(b)
Extending on this very simple concept, several other designs were developed, including two
channels on the same device, electrodes for electrochemical experiments and the integration of
several sensor chips within the same ﬂow system (13.2(c)). All these ﬂowcells could be interfaced
with tubing to be actuated by syringe pumps or underpressure and enable access to the electrical
connections of the sensors chips. As an example of a passively driven device, a ﬂowcell driven by
gravity was developed, a proof of concept is shown in Figure 13.2(d). The two reservoirs can be
ﬁlled with washing buﬀer and reagent respectively and will initially be applied to the reaction
chamber in a mixture until the reagent reservoir empties (bottom at higher level) so that only
buﬀer is left for the washing step.
13.1.3 Experiments and Results
Experiments for the functionalization of silicon nanoribbon chips and the detection of proteins
on the functionalized layer were performed with and without the ﬂowcell to compare the impact
of the ﬂowcell on the process. Unfortunately, none of the data obtained in these comparison
experiments showed promising results. The ﬂowcells were used as tools to perform some of the
experiments discussed above. One of the sensing experiments that was performed individually
in a ﬂowcell is described above in the biosensing chapter. Other attempts at performing mea-
126
November 27, 2015 Andrea Pfreundt
(a) (b)
(c) (d)
Figure 13.2 The ﬁgures show diﬀerent ﬂowcwell devices to integrate one or several silicon nanowire sensor
chips (or test chips of the same size). a) 3D CAD drawing of the simple ﬂowcell parts and their assembly. b)
Simple single channel ﬂowcell. c) Flowcell to perform experiments on 4 chips at the same time, 2 separate
ﬂow paths can be used to access two chips each (sample and control experiment). d) Flowcell with gravity
driven reservoirs for a two step process.
surements in a ﬂowcell failed due to failure of the sensor chips. The ﬂowcell was further used to
monitor the etching of silicon nanoribbons in hydroﬂuoric acid as described above in the surface
chemistry chapter.
13.2 Calibration cartridge and titration tool
Providing quantitative measurements of biological material with miniaturized biosensors requires
a means of calibration. In some cases it may be suﬃcient to perform a calibration procedure per
batch of produced sensors and provide the relevant information with the ﬁnal device. In other
cases it may be required to perform calibrations before every measurement, due to environmental
inﬂuences on the sensor or deterioration and changes over time. In the second case, it is important
to be able to supply a simple and robust method for calibration that can be performed by the
end user in the ﬁeld before the actual measurement is taken. Especially in case of one-time-
use sensors such as the SiNW BioFET calibration poses a challenge that needs to be addressed
carefully.
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13.2.1 Calibration curve and dilution series
Calibration of an aﬃnity based sensor is usually done by establishing a titration curve using
several concentrations of the analyte in question. For this, a set of predeﬁned concentrations
is measured and the resulting measurement points are ﬁtted to a curve that can then be used
to determine the unknown concentration of sample. The shape of the curve, and with this the
number of required measurement points depend on the diﬀerent phenomena that govern the
aﬃnity parameters. Protein-protein binding on surfaces in itself follows a statistical process that
depends on concentration of the protein in solution and surface coverage and orientation of the
counterpart immobilized on the sensor. But in addition to that it also depends on temperature,
pH and ionic strength, other interfering proteins or molecules and potentially further factors that
can aﬀect the charge, structure or immediate environment of the binding macromolecules. In
brief, the more closely matched calibration and measurement conditions are to one another, the
more reliable will be the quantiﬁcation. Generating a set of predeﬁned analyte concentrations
from a known reference sample can be done in several ways. We have developed a microﬂuidic
dilution system that can generate 5 diﬀerent concentrations by mixing two input concentrations.
Beside its use for calibration, the device can be used to deliver diﬀerent concentrations of reagents
to several separate reaction chambers to achieve a titration series for protocol optimization.
13.2.2 Device design
To achieve a robust way of mixing two samples in a microﬂuidic device of a small footprint, two
things are most important: Accurate metering of the ratio of input solutions and eﬃcient mixing.
The common way to generate dilutions, for example to establish a gradient across a channel, is
the mixing of ﬂuids in a 1:1 ratio over several stages with intermediate mixing channels such
as meanders or chaotic mixers. However, for calibration or protocol optimization involving
biological materials it is often required to span several orders of magnitude of concentrations,
which would require a very large number of stages or mixing ratios that diﬀer from 1:1. A large
number of stages results in an increased footprint of the device due to the required mixing step
after each stage to obtain a uniform concentration across the channel at the next bifurcation.
To address this, we have developed a dilution scheme that does not require mixing after each
stage. As shown in Figure 13.3 the two ﬂuids are combined alternately in vertical and horizontal
directions, giving each partial dilution more time/lengths for mixing. This eliminates the need
to already reach a uniform distribution after each combination step, since the next split occurs
perpendicular to the diﬀusion direction. Mixing is only required after the second merging stage
making it possible to portion the ﬂuid in the ﬁrst part of the device and move the mixing stage
to the second part. By tuning the hydraulic resistance of each channel accordingly, it is possible
to obtain mixtures of diﬀerent ratios.
To create the channel system, each section of the system was created with to obtain the same
ﬂow rate in each channel by adjusting the hydraulic resistance (width or height and lengths of
the channel) within the limits given my fabrication constraints (tool size and cutting direction).
To determine the channel dimensions and device layout in an easy way, the device was divided
into segments and designed step by setp. The ﬁrst segment is the part between the inlet and
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the ﬁrst merging stage, the second segment is between the ﬁrst and the second merging stage
and the third segment is deﬁned as the rest, where mixing occurs and the liquid is guided to
the outlet. The last segment was designed with to be identical for each channel, symmetrically
merging them into the outlet, so that the pressure is equal in all channels at the end of segment 2.
Segment 1 and 2 were designed so that the combined cross section of is equal across the channels
along the whole segment, to enable splitting and merging of ﬂuids without a change in channel
diameter. This makes the design process more straight forward, removing the need to consider
each parameter of the channel dimension. What this means in practice is that if a channel is
split into two by a deﬁned ratio (of the cross section), the length of the channel segment can
be adjusted to tune the hydraulic resistance to match this ratio, compensating for the power of
4 dependency on the cross section (see 10.1.1). An excel table was generated to chose suitable
ratios and channel lengths and the device layout was then designed symmetrically with respect
to the two inlets to achieve a symmetrical dilution series.
The system was designed based on simple requirements; each combined channel segment for
each stage needed to have the same hydraulic resistance to achieve the same output pressure and
ﬂow rate at each of the output channels. The concentrations at the outlets were 0, 0.175, 0.5,
0.825 and 1 of the initial concentration in one of the inlets. These concentrations were chosen
due to suitable channel dimensions for proof-of-principle of the device given the fabrication
constraints. In the testing device, these channels were combined into a single outlet channel
after mixing to simplify the operation and to evaluate the concentration distribution at the
outlet (gradient).
13.2.3 COMSOL Simulation
The device was simulated using COMSOL Multiphysics 4.2. The results are shown in Figure 13.3,
where the image shows the horizontally and vertically combined ﬂuid ﬂows at each intersection
and the ﬁnal concentration distributions. The integrated areas over each cross section are shown
in Figure 13.3c) below the images. The mixing stage has been simulated separately, in the master
thesis work of Elisa Popescu[159], and it was shown that suﬃcient mixing can be achieved with
a chaotic herringbone mixer over the small distance of 1 mm as shown in Figure 13.3(d).
13.2.4 Testing
To test the concept, a test device was fabricated in PMMA by micromilling as shown in Figure
13.4. It is composed of the segmentation and merging network described in the simulation above
followed by a mixing stage that consists of a meander in each output channel. All the channels
are then merged in a stepped manner to achieve a consistent pressure drop and crate a gradient
across the output channel. The device was tested by injecting water containing diﬀerent food
dyes into the two inlets and taking bright ﬁeld images of the channels after the meander and at
the outlet channel. The images were then decomposed into R, G and B channels to obtain a
color proﬁle. This does not exactly represent the dye concentration, but it gives an impression
of the distribution.
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(a) (b)
(c) (d)
Figure 13.3 3D model with COMSOL simulation of the concentration distribution through the dilution
network. a) The surface of the channels, where the left inlet contains a simulated concentration of 0 and the
right inlet a concentration of 1. b) Slices through the device show the development of the concentration in
the diﬀerent branches. c) Enlarged images of the slices in 3 stages: after the ﬁrst branch, after the second
branch and close to the end of the outlet. d) Simulation of a Herringbone mixer, illustrating what can be
achieved over the short length of 1 mm (channel with 100 µm, height 25 µm, depth of Herringbone features
25 µm.)[159]
13.2.5 Results
The bright ﬁeld images shown in Figure 13.4(a) are a composition of images taken at each of
the outlet channel after the meander. The graph shows the color intensities measured across the
central region of each channel. While the color intensity is close to linear for green and blue it
diﬀers systematically from a linear curve for the red channel.
At the combined outlet channel, a gradient is generated by merging the diﬀerent solutions.
Analysis of the color image taken just before the device outlet shows this (13.4(d)). The graph
shows the proﬁles of the three separate color channels, displaying a linear distribution of concen-
trations across the channel for blue and green and an S-curve for the red channel. Comparison
with the values (black dots) obtained from the COMSOL model, we can see an agreement with
the red curve. This method is not suitable to evaluate the actual concentrations in the channels
due to interference of the diﬀerent colors. A test with ﬂuorescent dyes would be better suited,
but has not been performed at this point.
13.3 Functionalization cartridges
The ability to functionalize the surface of a biosensor just before a measurement is performed has
several advantages as discussed in the introduction. In order to make this feasible in a clinical
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(a) (b)
(c) (d)
Figure 13.4 Proof of concept for the dilution network. a-b) Testing device and bright ﬁeld microscope images
of the channels after mixing and of the merging network during operation, ﬁlled with colored water. c-d)
Graph showing the color intensity of the channels (area averages, split into color channels) and a proﬁle across
the outlet (split into color channels).
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environment, the process needs to be straight forward and robust. Containing the reagents
needed for the ﬁnal immobilization of biomolecules that will act as receptors within the device
addresses the stability concerns associated with some biofunctionalized surfaces. Separating
the two, sensor and functionalization reagents, by providing a separate cartridge that can be
attached to the device prior to the measurement adds additional functionality and opportunities
for customization. A modular system could be envisioned that can combine a number of diﬀerent
sensors with several types of analytes, allow for multiplexing and thus the composition of tailor-
made panels suiting the diagnostic purpose. In a step towards this modular approach 3 types of
cartridges have been devised and tested for functionality.
13.3.1 Air separated reagent storage
One of the straight forward ways to store the reagents for a functionalization protocol is to load
them into a length of tubing separated by air bubbles. This if of course only possible if all
the steps in the protocol can be carried out in liquid by means of injecting diﬀerent reagent
and washing solutions sequentially. This principle has already been used for diagnostic testing
in low-resource settings even though it requires a cold-chain for transport and storage of the
tubular cartridge or complete chip as mentioned above. However, it provides a means to test
the principle of ﬂowcell functionalization in order to establish a base line of the measurement for
comparison with other concepts that may overcome some of the drawbacks associated with this
way of storage.
For the experiment, the diﬀerent reagents are prepared in eppendorf tubes and lined up in
sequence of their intended delivery to the sensor. Two separate cartridges were prepared, one as
a control without the linker Glutaraldehyde to investigate the amount of unspeciﬁc binding. A
syringe pump is used to draw the liquids into a clean tube that will act as cartridge. A syringe
ﬁlled with buﬀer or deionized water is used as the base medium; the tubing connected to the tip
of the syringe. First, the whole length of tubing is ﬁlled with this medium by pumping with the
syringe pump. Then the pump is switched to the withdraw direction and starting with an air
bubble the reagents are loaded into the cartridge, with the amount of reagent determined by the
time the tube is inserted into the respective container. The table listing the reagents for sample
and control with times and volumes can be found in the Appendix C.3.6.
13.3.2 Compressible reservoirs
For devices that need to handle clinical samples and other biological material, prevention of
contact with the contained reagents and samples needs to be ensured to provide safety in op-
eration and disposal. Design concepts that allow for completely closed devices that only allow
very limited access to introduce the sample are therefore and advantage. To develop the system
for automated functionalization in this direction, a concept was developed that relies on the
on-chip storage of all reagents in ﬂexible reservoirs that can be externally actuated for loading
and emptying.
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(a) (b)
(c)
Figure 13.5 Setup for functionalization in a ﬂowcell. a) The syringe pump (left) drives the individual liquid
droplets in the tubing forward towards the device which is located under the fume hood in case of spillage. b)
The ﬂowcell consists of separate ﬂow paths with in- and outlet, each of which is in contact with two sensor
chips. The liquid at the outlet is collected in a vial for later disposal. c) Filling of the cartridge tubes is done
by lining up the reagents and dipping the end of the tubing into the corresponding reagent for a speciﬁed
amount of time while the syringe pump is withdrawing the liquid. This is done in the 'forward' order, starting
with the ﬁrst reagent that is to be delivered to the chip and then reversing the tubing after ﬁlling.
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(a) (b)
Figure 13.6 Proof of principle for the operation of a functionalization cartridge with compressible reservoirs.
Each of the 4 reservoirs is connected to the functionalization chamber via a channel. The reservoirs are ﬁlled
with diﬀerent solutions while the channels are ﬁlled with air when the devices is closed. Each reservoir is closed
with a ﬂexible membrane on top, that can be compressed by turning the screw, which releases the solution
into the chamber. On the opposite side of the chamber, a waste reservoir is the operated in the opposite way,
sucking the solution out of the chamber. This way, each of the reservoirs can emptied individually, ﬁlling the
chamber for a speciﬁed amount of time.
Device design and fabrication
The device is made by laser machining using PMMA substrates and further assembly by ther-
mal bonding to close the channel structure and sealing with a ﬂexible, chemically inert nitrile
membrane as intermediate layer using medical grade double sided adhesive tape. The minimal
number of steps in functionalization protocols to immobilize proteins on prepared sensor sur-
faces is 4 (activation, washing, protein, washing), so 4 compartments were included in the ﬁrst
prototype as shown in Figure 13.6. From each reservoir a channel leads to a collection chamber
which in turn connects to the reaction chamber or sensing area on the chip. In the prototype
a dummy chamber on-chip was used for this to avoid connection to the sensor in this initial
proof-of-concept. A large (at least 4 times the size of each reservoir to collect all the reagents
after use) waste chamber on the opposite end of the reaction chamber is equally equipped with
a ﬂexible membrane for external actuation.
Device operation
Two ways were tested to ﬁll the reservoirs, either by ﬁlling before sealing with the membrane or
loaded into the assembled device through an access hole in the collection chamber. The latter
was done by compressing the membrane to remove air and introducing the required amount of
reagent (to ﬁll the reaction chamber) with a pipette while gradually releasing the pressure on the
membrane. The waste chamber was emptied of air, by putting permanent external pressure on
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the membrane and the device sealed. Each reagent is then directed to the reaction chamber by
simultaneously releasing some of the pressure on the waste chamber and actuating the according
reservoir until the reagent chamber is ﬂushed. The reagent can then gradually be moved through
the reagent chamber by continuing this process (which was not tested) if a ﬂow is required. The
chamber is emptied in the same way, clearing out the previous reagent with the next or replacing
it with air from the back of the reservoir before introduction of the next step. In this way, one
reagent after the other can be introduced into the reaction/sensing chamber without the need
for external liquid access during the procedure.
Figure 13.7 The blister pack prototype shown here contains 3 reservoirs that are ﬁlled and sealed. Upon
pressing onto each of the blisters in turn, a pin insider the microﬂuidic network breaks the seal and releases
the stored solution into the channel. Here, a suction pad is used as waste reservoir and pump.
13.3.3 Blister packs
As an alternative to the above solution that does not require the continuous operation of several
reservoirs, another concept was developed based on the use of a blister pack for reagent storage.
By using blisters, the ﬂexible membrane is replaced by a stiﬀ material that keeps its form after
deformation. In this way, when a blister is emptied, no force needs to be exerted in order to
prevent liquid back-ﬂow or creation of an underpressure in the system (which can introduce leaks
or diﬀusion of air through porous materials).
Device design and fabrication
The device layout was changed to a linear format with a single channel along which the reagents
are stored. Each reservoir is sealed oﬀ towards the connecting channels using a thin foil that is
also used to form the blisters. A makeshift blister pack is made by pressing aluminum foil into
a series of depressions to form small wells, which are then ﬁlled with reagents and sealed using
a layer of aluminum foil with double sided adhesive tape. The device is fabricated separately by
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micromilling and bonded by adhesive tape. Underneath each of the reservoirs a small pin is used
to break the foil when the blister is pressurized and release the reagent into the channel. Both
parts are combined by another layer of adhesive, the diﬀerent parts and ﬁnal device is shown in
Figure 13.7. For the shown prototype, the device was not yet sealed completely, but equipped
with an open outlet containing a paper strip as capillary pump.
Device operation
After assembly of the device, each reservoir is compressed until the pin breaks the membrane
and the liquid is released, starting with the blister the furthest away from the outlet. The liquid
moves along the channel towards the outlet where the reagent chamber would be placed. The
channel will still be ﬁlled with the reagent after the ﬁrst step. By breaking the second blister
and releasing the contents, backﬂow is not possible and access of the previous reagent into the
reagent chamber is prevented while the channel is ﬂushed with the next one.
13.4 Plasma Extraction
(a) (b)
(c)
Figure 13.8 Two versions of the membrane based plasma extraction device. a) Membrane ﬁlter in an open
inlet. b) closed channel on top of a membrane into which the blood can be introduced and then sealed. c)
Whole blood sample in device a), the plasma is drawn down into the device while the blood cells remain on
top of the membrane.
Extracting diﬀerent components from whole blood is an important step for patient sample
preparation on a chip. The blood plasma is the liquid part of the blood with soluble proteins
and coagulation factors. By extracting the red and white blood cells this protein content can
be analyzed without the interference from blood cells during the measurement process. Whole
blood is a very complex ﬂuid that shows non-Newtonian behavior, meaning that the viscosity
is non-linear. Since this behavior diﬀers considerably from other liquids or even suspensions
with rigid particles such as beads, the translation of applications from the testing stage into
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real devices is a critical point. Our primary focus is on analysis of free protein, therefore, the
interference from blood cells should be limited as much as possible.
13.4.1 Membrane based plasma extraction
A membrane based microﬂuidic inlet was previously developed by Karsten B. Andersen and was
adapted to ﬁlter out blood cells at the point of entry into the device. The device, shown in
Figure 13.8a) was fabricated in PC by micromilling. The bottom substrate was cut into the
size of a microscope slide, facilitating imaging using and inverted microscope. It contains a
single channel that connects an open (for testing) buﬀer reservoir with an outlet. In between
the channel contains a widened area below the membrane and a meander for mixing between
membrane area and outlet. The top part contains a circular opening on top of the membrane and
a socket for tubing at the outlet connected to the underlying channel. The device was thermally
bonded, enclosing a circular membrane (0.22 µm pore size, polycarbonate, Milipore) in its center.
The device was designed as a proof-of-principle to show how the blood cells can be ﬁltered out
of whole blood using a simple setup. The device is ﬁrst connected to a syringe and ﬁlled with PBS
via the outlet using a syringe pump until the reservoir is full. The the syringe is the reversed and
set to a ﬂow rate of 5 µL/min. Whole blood (Bovine blood obtained from Statens Serum Institute
(SSI, Copenhagen, Denmark)) is introduced into the inlet on top of the membrane. The time
lapse in 13.8c) shows how the liquid (plasma) on top of the membrane disappears, while the cells
remain, demonstrating the the device is capable of retaining the cells while the plasma is drawn
into the buﬀer solution. The quality of the resulting diluted plasma and overall eﬃciency of the
device were not investigated further. Due to the availability of several commercial solutions, such
as specialized blood ﬁlter membranes and pads that extract the plasma at the point of collection,
further investigations of the plasma extraction process were postponed until the requirements of
the sensor system could be more clearly deﬁned.
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14 | Summary and Outlook
The three diﬀerent parts presented in this thesis addresses diﬀerent aspects in the development
of aﬃnity biosensors for protein detection.
The ﬁrst part discussed the topic of surface functionalization. The biosensor surface provides
the interface between the biological binding event and the transducer. As such, the mechanisms
by which the signal is converted and the properties of the interface are very important for sensor
operation. We have investigated the functionalization of oxide-free silicon surfaces for applica-
tion on silicon nanowire biologically gated ﬁeld eﬀect transistors. These sensors are sensitive
to changes in surface charge, e.g. associated with the attachment of proteins. For this reason
they are prone to interference from trapped charges at the interface. By removing the impact
of the oxide layer, trapped charges in the oxide are removed and the biomolecule is brought
into closer contact with the semiconductor. Diﬀerent organic molecules were investigated as
candidates for surface passivation and as a platform for the attachment of receptor proteins. Ini-
tially 1,7-Octadiyne a bi-functional alkyne was investigated as substrate for a subsequent 'click'
reaction to attach biomolecules via azide groups. Preliminary results showed a high coverage
with octadiyne even though the labeling process with ﬂuorescent molecules was inconclusive
on polysilicon surfaces. We further investigated 10-N-Boc-amino-dec-1-ene, an alkene with a
protected amino group as functional head group, which can be easily identiﬁed using XPS mea-
surements. Quantiﬁcation of the surface coverage showed a high coverage in a few cases, the
functionalization process in the presence of air did not result in reproducibly stable monolayers.
We observed a signiﬁcant suppression of concurrent surface oxidation with the addition of triph-
enylcarbenium tetraﬂuoroborate to the functionalization solution, which is an interesting ﬁnding
that may enable the functionalization of oxide-free surfaces under less stringent atmospheric
conditions. The best surface coverage was obtained using thermal functionalization with unde-
cenoic acid. The molecule, terminated by a carboxylic acid group, was chosen due to previous
diﬃculties removing the BOC group to activate the amino-terminated surface for conjugation
without damaging the monolayer. COOH also presents a more suitable substrate for the conju-
gation of protein via aminocoupling, which was demonstrated by the immobilization of antibody
conjugated nanoparticles. The next step towards implementing oxide-free surface functional-
ization methods on silicon sensors it an investigation of mixtures with and without functional
head groups to investigate the impact of head group density on protein conjugation eﬃciency.
Octadiyne remains an interesting candidate to investigate as a platform for rapid protein conju-
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gation via click chemistry and with the use of more suitable characterization methods such as
Fourier-transform infrared spectroscopy the surface grafting under diﬀerent conditions could be
optimized further.
The second part discussed experiments and simulation performed using the SiNW BioFET.
Diﬀerent functionalization protocols were used to modify the silicon nanoribbon sensor at the
present state of development and the resulting sensor was characterized for electrical function-
ality. Protein receptors (primarily mouse immuniglobulin) were immobilized using reductive
amination with via Glutaraldehyde, aminocoupling or copper assisted cycloaddition. The elec-
trical response of the nanoribbon was analyzed in order to determine the sensitivity of the sensor.
Measurements have demonstrated the ability of the sensor to detect binding events on their sur-
face. The sensitivity varies hereby depending on the fabrication parameters of the sensor and
post-treatments, so that a reproducible and quantitative estimation of the sensitivity and detec-
tion limit can not be made with conﬁdence. At the conclusion of the experiments included in this
thesis, the sensor development had not been at a stage where the sensitivity was suitable for the
detection of biomolecules due to issues with material compatibilities and the fabrication process.
However, at this time the development has progressed further, and the latest characterization
results show promising values for the sensitivity in response to surface charges. The results will
shortly be submitted for publication.
In the third part the development of microﬂuidic tools was addressed. These were used in
order to facilitate the handling of the biosensor chip and to target diﬀerent aspects of the device
integration. An interconnection system to interface diﬀerent microﬂuidic modules via standard
tubing was developed and used for many of the devices. This made it possible to create ﬂex-
ible systems that are rapidly prototyped and set up. Simple ﬂowcells were used to interface
with the sensor surface to enable real-time measurements of diﬀerent surface modiﬁcation and
detection steps. The automation of the functionalization process was attempted by developing
cartridge systems that can store the required reagents and deliver them in an automated and
timely manner to a sensing area. The presented results demonstrate a proof-of-principle and did
not reach the stage in which one of the approaches was implemented with the sensor for further
testing and validation, as the sensor did not enable the quantitative analysis of the outcome.
A dilution system to be used for generation of a gradient or a set of dilutions was developed
in order to facilitate calibration and testing of concentration dependence on surface modiﬁcation.
Further concepts for the full integration of the point-of-care sensor system were under devel-
opment but did not reach the prototyping stage due to other priorities. However, the concepts
can be tested and implemented once a reliable sensor system and instrumentation for data read-
out are developed. As a new design of the sensor chip was in discussion to include better noise
compensation and further sensors a duplicates or triplicates of each measurement, no speciﬁc
solution for the current sensor was designed. A concept for the new sensor chip and enclosing
device contains several separate (on-chip) microﬂuidic channels for functionalization and sample
delivery that should enable the preparation of a multiplex biosensor platform. While we are one
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step closer to the implementation of a silicon nanowire BioFET as sensor for the detection of
proteins, many challenges lie ahead.
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A | Additional Data
A.1 C1s spectra of adventitious carbon (contamination)
(a) (b)
Figure A.1 XPS high resolution C1s spectra for SiO2 surfaces functionalized with octadiyne and Boc-alkene,
comparison with the untreated (Prianha cleaned) surface and a freshly etched surface. The etched surface
presents the typical contamination spectrum that is used to determine with shape this spectrum yields. The
data is shows for the two cases of illumination with UV light for 3h without (a) and with (b) the addition of
triphenylcarbenium.
A.2 Additional data: Surfaces functionalized with 10-N-Boc-amino-
dec-1-ene
A.2.1 Contact angle measurements on surface functionalized under diﬀerent
illumination conditions
A.2.2 Time development of SAM formation in UV light with Ph3C-BF4
Due to the reduced oxide formation and comparatively high yield of the functionalization with
alkene in Ph3C/EtOH in a 90%:10% ratio, further experiments were performed to investigate
the time development of SAM formation. The irradiation time with UV light was varied between
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(a) SAM surface coverage
(b) Diﬀerence between coverages quantiﬁed by C1s and N1s spectral
data
(c) Oxide thickness
Figure A.2 Time development of SAM formation by hydride abstraction using Ph3C-BF4 in UV light.
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Illumination 254 nm white light dark (25◦C) dark (38◦C)
1h tBoc 63 63 69 69
1h tBoc 62 65 76 72
2h tBoc 72 72 74 66
2h tBoc (-NH2) 64 63 65 54
2h tBoc 72 75 68 66
2h tBoc (-NH2) 62 68 61 61
control (SiO2) 24 21 30 30
Table A.1 Water contact angle measurements on surfaces functionalized with Boc-alkene, for 1h and 2h
illumination/incubation times before and after removal of the tBoc group by boiling in water.
1 minute and 1 h to evaluate the progression of the hydrosilylation reaction. The results are
shown in Figure A.2 in analogy to the previously presented data. It should be noted however,
that due to the overall lower yield and these shorter incubation times, that signal-to-noise ratios
are lower and thus the variation in the data is expected to be higher, especially in case of the
N1s quantiﬁcation; this is visible in the diﬀerence plot A.2(b) where especially the SiO2 samples
may have to be disregarded. The SAM coverage is increasing over the considered time range and
appears to level oﬀ starting already at an irradiation time of 15 minutes. Even after only 1 minute
a measurable amount of Boc-alkene is present on the surfaces. As for the coverage diﬀerences
between quantiﬁcation methods, there seems to be an increase at intermediate irradiation times
reaching values comparable to those obtained after 3h. The oxidation progresses slowly over time
as shown in the scaled data in Figure A.2(c). A projection of the oxidation curve (not shown)
does not meet with the previously observed values for 3h irradiation, which are lower than even
the sample irradiated for 1 minute only, suggesting insuﬃcient etching during this experiment.
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B | Data analysis
B.1 Theoretical derivation of quantiﬁcation formulas for SAM
surface composition using XPS data
In the following, the diﬀerent formulas that are used for the quantitative analysis of XPS data
will be derived.
B.1.1 Surface-overlayer model to determine carbon ﬁlm thickness
Starting with the silicon substrate of number density NSi we ﬁrst want to determine the intensity
of outgoing Si2p electrons. Inside the silicon substrate, without any overlayer, the intensity of
all Si2p electrons ejected from silicon atoms will be as follows:
I0Si2p ∝ NSiSFSi2p
∫ ∞
0
dz exp
(
− z
λSi2pSi cos θ
)
= NSiSFSi2pλSi2pSi cos θ
(B.1)
The proportionality indicates that factors such as incident beam intensity, detector eﬃciency
and other linear parameters of the instrumental setup are excluded. We will in the following only
regard ratios of diﬀerent electron counts or intensities for which these are equal and therefore
cancel out. The sensitivity factor here denoted SF is the scattering cross section of the sub-shell
ionization process and includes all eﬀects that contribute to the probability of electron emission
for a particular element and energy level at the incident x-ray energy. The values that are later
used in the ﬁnal formula are taken from the Scoﬁeld standard library supplied with the Avantage
analysis software which is based on the original values calculated by Scoﬁeld.[59] λSi2pSi cos θ is
the total electron escape depth, where λSi2pSi is the inelastic mean free path (IMFP) of Si2p
electrons in silicon, for which the calculated values after Tanuma, Powell and Penn[53] were
used. The angle θ is the collection angle, the angle between surface normal and detector. For
our system this value is 0◦.
Under the approximation of a uniform carbon ﬁlm of thickness dCcovering the silicon sub-
strate, the intensity of Si2p electron after passing the carbon layer will experience and additional
attenuation:
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ISi2p ∝ ISi2pSi exp
(
− dC
λSi2pC cos θ
)
= NSiSFSi2pλSi2pSi cos θ exp
(
− dC
λSi2pC cos θ
) (B.2)
The same approach for C1s electrons originating form inside the carbon layer, leads to the
following expression for the intensity of collected C1s electrons:
IC1s ∝ NCSFC1s
∫ dC
0
dz exp
(
− z
λCC cos θ
)
= NCSFC1sλCC cos θ
[
1− exp
(
− dC
λCC cos θ
)] (B.3)
The values that we are ultimately interested in are the number density of the carbon layer NC
and the carbon layer thickness dC since together, those provide us with the amount of material
and thereby the surface coverage of the self-assembled monolayers that we are investigating. The
XPS measurement provides the electron counts or peak intensities of the Si2p and C1s electrons
as experimental input data. To resolve for both the variables and obtain an expression for their
product NCdC we need to use a second relation, which is given by comparison with a clean
reference sample without carbon overlayer I0Si2p, which can be used according to B.1.
Γ ≡ ISi2p
I0Si2p
=
NSiSFSi2pλSi2pSi cos θ exp
(
− dCλSi2pC cos θ
)
NSiSFSi2pλSi2pSi cos θ
= exp
(
− dC
λSi2pC cos θ
) (B.4)
This leads to an expression for dC depending only on experimentally measured values or
input parameters1.
dC = −λSi2pC cos θ ln Γ (B.5)
Now, we will derive an expression for NC using the ratio of B.3 and B.2 and substituting B.4.
1There is an inherent inaccuracy in this method due to the choice of IMFP for the carbon layer, which depends
on the density of the layer that is unknown. However, since we can eliminate the use of absolute values for this
parameter so we are only interested in the ratio of the attenuation of Si2p over C1s electrons, an empirical
expression using an energy scaling factor can be used: λ(KE) = λ0KE
0.75. Using a predictive formula (TPP-
2M)[53] for the molecules we are investigating and a range of possible densities as well as comparison with
experimental values for diﬀerent polymers, we found λSi2pC/λC1sC = 1.12± 0.01
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IC1s
ISi2p
=
NCSFC1sλC1sC
NSiSFSi2pλSi2pSi
(1− exp (dC/λC1sC cos θ))
(exp (dC/λSi2pC cos θ))
IC1s
ISi2p
exp (dC/λSi2pC cos θ) = NC
SFC1s
NSiSFSi2p
λC1sC
λSi2pSi
(1− exp (dC/λC1sC cos θ))
IC1s
ISi2p
ISi2p
I0Si2p
= NC
SFC1s
NSiSFSi2p
λC1sC
λSi2pSi
Γ
λSi2pC
λC1sC
NC =
IC1s
I0Si2p
NSiSFSi2p
SFC1s
λSi2pSi
λC1sC
(
1− Γ
λSi2pC
λC1sC
)−1
(B.6)
Combining B.6 and B.5 we get an expression as follows
NCdC =
IC1s
I0Si2p
NSiSFSi2p
SFC1s
λSi2pSi
λC1sC
(
1− Γ
λSi2pC
λC1sC
)−1
(−λSi2pC cos θ ln Γ)
and deﬁning α = λSi2pSiλC1sC and thereby eliminating the need to obtain accurate absolute values
for the IMFPs in the carbon layer, we obtain a formula for the surface atomic density of the
carbon overlayer σC ≡ NCdC
σC =
IC1s
I0Si2p
NSiλSi2pSi cos θ
SFSi2p
SFC1s
α ln Γ
(Γα − 1) (B.7)
To obtain values for the SAM surface coverage for the diﬀerent molecules under investigation
this value can be divided by the according number of carbon atoms per molecules, which gives
us the number of molecules per nm2.
B.1.2 Quantiﬁcation of the surface coverage using N1s spectra
Under the assumption that the nitrogen atom resides in the topmost part of the SAM, so that
electrons originating from it in direction of the detector are not subject to attenuation. Approx-
imating further that the nitrogen atoms reside in a single layer so that they do not inﬂuence
one another the amount of nitrogen can be quantiﬁed directly. We can use the formula for
the intensity of the N1s electrons scaled by the sensitivity factor to ﬁnd an expression for the
number density of nitrogen in the sample. Since we need to correct for instrument parameters
as mentioned above, we will divide the nitrogen counts by the silicon counts from the reference
sample. This will introduce further parameters that are known such as the density of silicon and
the IMFP of Si2p electrons in bulk silicon.
NN1s = NSiλSi2pSi
SFSi2p
SFN1s
IN1s
I0Si2p
(B.8)
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B.1.3 Determination of the thickness of thin silicon oxide layers on silicon
substrates
In analogy to the above derivation we are now considering the two separate components of
the Si2p high resolution spectrum (background subtracted and ﬁtted with Gaussian/Lorentzian
peaks): The doublet arising from the Si-Si in the bulk silicon substrate (ISi) and the chemically
shifted silicon oxide peak evidencing the presence of Si-O bonds (ISiOx). The oxide layer will
lead to an additional attenuation of electrons ejected from the bulk substrate, which is taken
into account. But since the energy of the electrons are only minimally shifted, both intensities
are similarly aﬀected by potential carbon or other thin ﬁlms covering the oxide.
ISi = NSiSFSi2pλSi2pSi cos θ exp
(
− dOx
λSi2pO cos θ
)
exp
(
− dC
λSi2pC cos θ
)
(B.9)
ISiOx = NSiOxSFSi2pλSi2pSiOx cos θ
[
1− exp
(
− dOx
λSi2pO cos θ
)]
exp
(
− dC
λSi2pC cos θ
)
(B.10)
Considering B.1 and an equivalent expression for a clean bulk silicon oxide substrate
I0SiO2 = NSiO2SFSi2pλSi2pSiO2 cos θ (B.11)
and taking the ratio of B.9 and B.10 we can eliminate some of the pre-factors by scaling both
counts the according experimental reference values mentioned above (analog to B.4)
ISi
I0Si
I0SiOx
ISiOx
=
exp
(
− dOxλSi2pO cos θ
)
1− exp
(
− dOxλSi2pO cos θ
)
ISi
ISiOx
(
1− exp
(
− dOx
λSi2pO cos θ
))
=
I0Si
I0SiOx
exp
(
− dOx
λSi2pO cos θ
)
ISi
ISiOx
= (
I0Si
I0SiOx
+
ISi
ISiOx
) exp
(
− dOx
λSi2pO cos θ
)
ln
 ISiISiOx(
I0Si
I0SiOx
+ ISiISiOx
)
 = − dOx
λSi2pO cos θ
We end up with an expression for the oxide thickness
dOx = λSi2pO cos θ ln
(
1 +
ISi
ISiOx
I0Si
I0SiOx
)
(B.12)
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B.2 Data extraction and processing of experimental raw data
B.2.1 Software
Data analysis was performed using Thermo Avantage v4.87 (Thermo Fischer Scientiﬁc) software
provided with the measurement equipment and MATLAB R2010a (The MathWorks). Hereby
peak ﬁtting and identiﬁcation and quantiﬁcation of the survey spectra was done using the spectral
analysis tools and peak libraries provided in Thermo Avantage. Quantiﬁcation of molecular
coverage and oxide thickness as well as generation of all plotted ﬁgures was done using MATLAB
after exporting/importing of the spectral data as described below.
B.2.2 Data processing protocol
• Spectral ﬁtting Use Avantage Software to load experimental data. In a new processing
window, load Si2p, C1s and if applicable N1s or F1s spectra. Fit each spectrum with
appropriate conditions as listed in Table B.2. Export the ﬁtted peak data by copying and
pasting into a spreadsheet.
• Charge shift correction In Excel, each peak table is corrected for energy shift by sub-
tracting the diﬀerence between the main C1s peak and 285 eV (typically charging shift
values are below 1eV for silicon samples and between 1 and 2eV for silicon oxide samples).
• Quantiﬁcation Each peak table is manually complemented with a column for quantiﬁ-
cation of SAM coverage and oxide thickness if applicable. Additional columns are used
for quantiﬁcation by N1s or other individual peaks. Since the number of ﬁtted peaks for
all elements can vary this step is done manually adjusting the considered ranges for each
sample. The formula refers to a list of Parameters given in a separate worksheet (copied
into each excel ﬁle for individual datasets to avoid cross-referencing to data in diﬀerent
ﬁles). The parameters are listed in Table B.1.
• Summary Each excel ﬁle contains a sheet called Results, in which the quantiﬁed data is
summarized in tabular form, referencing the values from the quantiﬁcation columns. This
sheet is accessed by Matlab for plotting and analysis of the data.
• Plotting In Matlab, for each Figure, a script extracts the required data from the according
excel ﬁle and generates a customized bar plot. Averaging of multiple samples is done here
as well. The script automatically generates, formats and saves the Figures, so that changes
in the data (such as adjustments in the
• Parameters propagate automatically and can be replotted directly.
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Symbol Value Unit Description
Material parameters
θ 0 ◦ Detector angle relative to surface normal
NSi 49.92 nm−3 Number density of silicon atoms in monocrystalline Si
ρSiO2 53.06 nm−3 Number density of oxygen in stoichiometric SiO2
σSi 7.8 nm−2 Surface atom density in the Si(111) surface
σAuSAM 4.63 nm−2 Molecular density of perfect SAM on Au[]
dMLSiOx 3.6 Å SiO2 monolayer thickness
dBOC 11.77 Å calculated layer thickness 10-N-BOC-amino-dec-1-ene
Sensitivity factors
SFO 2.93
SFSi 0.817
SFN 1.8
SFC 1
α2 1.30 Energy scaling factor for IMFP, O1s vs. Si2p
α 1.12 Energy scaling factor for IMFP, C1s vs. Si2p
Inelastic mean free paths
lSi2pSi 31.36 Å
lSi2pSiO2 37.7 Å
lO1sSiO2 28.2 Å
llSi2pC 40.23 Å
llN1sC 33.06 Å
llC1sC 35.84 Å
Experimental/derived values
ISi2pOx/ISi2pSi 1.37 Normalization factor for oxide layer thickness calculation
I0Si 71708 s
−1 Reference Si2p counts for clean silicon surface
Table B.1 Parameter used in the quantitative analysis of XPS data
Table B.2 Parameters used for ﬁtting of high resolution XPS spectra
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B.3 MATLAB scripts and functions for analysis of SiNW mea-
surement data
B.3.1 Data structure and analysis of measurements from the original instru-
mented setup
The LabVIEW software that operates the connected devices allows for the readout of all dat-
apoints of the ampliﬁed and converted raw data as well as the calculated and averaged values
calculated for the complex impedance after each voltage sweep (period). The raw data consists
of pairs of voltage and current values for each time step the averaged data uses the datapoints
from each period of the sinusoidal voltage signal and calculates the resistance and phase for
that period using the current signal. Most commonly only the averaged impedance values were
considered in the analysis and only this case will be discussed here. The data is saved in ASCII
format in a simple .csv ﬁle that can be imported into MATLAB. The folder structure for each
experiment is more important as each detection step is recorded in a separate folder and ﬁle for
each sensor on each chip (as they are recorded in sequence and not simultaneously).
MATLAB SiNW data plot function
%% Plot function: SiNW measurement analysis
% Andrea Pfreundt, DTU Nanotech, 2012-10-26
%
% [data] = SiNWdata_chip_batch(inv,norm,cut_first,cut_last)
%
% Use this function to plot a batch of data of SiNW measurements.
%
% Input data:
% The folder structure required for this script to work is the following:
% > selected_folder
% > sub_folders containing sets of folders from e.g. wires (arbitrary
% number)
% > sub_sub_folders containing the data files (arbitrary number, but
% the number of sub_sub_folders should be the same in all sub_folders)
%
% Variables:
% INPUT: inv = 1 (default) reverses the order of filenames in the folders,
% enter 0 to keep the standard (alphabetical) ordering, norm = 1
% (default) normalizes the impedance data to the first measurement,
% cut_first and cut_last are the number of characters cut from the
% folder names of the data to obtain the label for the x-axis of the
% resulting graphs (the name is everything before IV and the
% data). (Example: if the folder is named 0BufferIV 2012-01-10,
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% cut_first = 1 and cut_last = 0, will result in a label "Buffer")
% OUTPUT: data: contains all names (names), Impedance (Mall) and phase data
% (Pall) for each measurement (wire or chip)
%
% Output graphs:
% Three plots will be produced with the same basic structure: The data from
% one sub_folder is considered as one dataset and plotted in one color,
% containing all measurement points (NOTE: if measurements have different
% numbers of datapoints, the data is cut to the shortest measurement!). The
% sub_sub_folders are considered as experimental steps and plotted along
% the x-axis. The y axis varies to present different aspects of the data:
%
% 1. Phase
% 2. Impedance |Z| (or Delta|Z|/|Z_0|)
% 3. Conductance G (or DeltaG/G_0)
%
function [data] = SiNWdata_chip_batch(inv,norm,cut_first,cut_last)
folder = uigetdir; % opens dialog to select a folder with data
list = dir(folder); % makes a list of all the files and folders in chosen folder
if nargin < 1 % number of input arguments = nargin
inv = 0;
end
if nargin < 2
norm = 1;
end
if nargin < 3
cut_first = 0;
cut_last = 0;
end
av = 1;
cut_first = cut_first+1;
data = struct(); % creates the empty struct to later hold the data
n = length(list)-2;
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for i=1:n
[data(i).names,~,~,data(i).Pav,data(i).Pall,~,data(i).Mav,data(i).Mall] = ...
importSiNWbatch(0,[folder,'\',list(i+2).name],inv,cut_first,cut_last);
data(i).name = list(i+2).name;
end
color_styles;
color = map3/255;
%['b*';'r*';'g*';'c*';'m*';'y*'];
f1 = figure; % Figure 1: Impedance plot
for i = 1:n-1
if norm == 1
plotdata = (data(i).Mall-data(i).Mav(1))/data(i).Mav(1);
else
plotdata = data(i).Mall;
end
if av == 1
plotdata = mean(plotdata);
end
plot_SiNWdata(plotdata, folder, data(i).names, '', color(i,:));
hold on;
end
if norm == 1
plotdata = (data(n).Mall-data(n).Mav(1))/data(n).Mav(1);
if av == 1
plotdata = mean(plotdata);
end
plot_SiNWdata(plotdata, folder, data(n).names, ...
'Normalized Impedance |Z|/|Z_0|', color(n,:));
legend(list(3:end).name,'Location','SouthEast');
else
plotdata = data(n).Mall;
if av == 1
plotdata = mean(plotdata);
end
plot_SiNWdata(plotdata, folder, data(n).names, 'Impedance |Z|', color(n,:));
legend(list(3:end).name,'Location','SouthEast');
end
figuresize = [0 0 16 10];
169
November 27, 2015 Andrea Pfreundt
name = '../Impedance_Plot';
saveimage(name,figuresize);
f2 = figure; % Figure 2: Conductance plot
for i = 1:n-1
if norm == 1
plotdata = (1./data(i).Mall - 1./data(i).Mav(1))*data(i).Mav(1);
else
plotdata = 1./data(i).Mall;
end
if av == 1
plotdata = mean(plotdata);
end
plot_SiNWdata(plotdata, folder, data(i).names, '', color(i,:));
hold on;
end
if norm == 1
plotdata = (1./data(n).Mall - 1./data(n).Mav(1))*data(n).Mav(1);
if av == 1
plotdata = mean(plotdata);
end
plot_SiNWdata(plotdata, folder, data(n).names, ...
'Normalized Conductance \Delta G/G_0', color(n,:));
else
plotdata = 1./data(n).Mall;
if av == 1
plotdata = mean(plotdata);
end
plot_SiNWdata(plotdata, folder, data(n).names, 'Conductance [S]', color(n,:));
end
legend(list(3:end).name,'Location','NorthEast');
% figure; % Figure 3: Phase plot
% for i = 1:n-1
% plot_SiNWdata(data(i).Pall, folder, data(i).names, '', color(i,:));
% hold on;
% end
% plot_SiNWdata(data(n).Pall, folder, data(n).names, 'Phase \phi', color(n,:));
% legend(list(3:end).name);
figuresize = [0 0 16 10];
name = '../Conductance_Plot';
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saveimage(name,figuresize);
end
function plot_SiNWdata(data, folder, names, ylab, color)
plot(data(:),'Color',color,'Marker','.','MarkerSize',20,'LineStyle','none');
[l,l2] = size(data);
xticks = [1:1:l2];
set(gca,'XTick',xticks);
set(gca,'XTickLabel',[{'before'},{'0.4'},{'wash'},{'4'},{'wash'},{'40'},{'wash'}]);
idx = regexpi(folder,'\');
xlabel('Concentration of anti-mouse IgG [ug/mL]','FontSize',14);
ylabel(ylab,'FontSize',14);
end
MATLAB SiNW data import function
%% Import function: SiNW measurement
% Andrea Pfreundt, DTU Nanotech, 2012-08-26
%
% Use this function to import impedance data from all subfolders in a
% folder and extract the resistance values as well as the standard
% deviation of the data.
%
% function [names,Rav,Rall,Pav,Pall,stdev,Mav,Mall] =
% importSiNWbatch(plotON,folder,inv,cut_first,cut_last)
%
% INPUT: turn on plotting of each measurement by setting plotON = 1,
% default plotON = 0
% OUTPUT: names: Row vector containing file names without timestamp,
% R: average resistance value from each measurement
% stdev: Standard deviation of the resistance value.
%
% Plot: The plot displays the resistance data as blue stars, the
% mean value as red line with the standard deviation indicated by
% interrupted red lines.
%
function [names,Rav,Rall,Pav,Pall,stdev,Mav,Mall] = ...
importSiNWbatch(plotON,folder,inv,cut_first,cut_last)
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if nargin<1
plotON = 0;
end
if nargin<2
folder = uigetdir;
end
if nargin<3
inv = 0;
end
if nargin<4
cut_first = 1;
cut_last = 0;
end
data = struct();
list = dir(folder);
names = [];
Rav = [];
Rall = [];
Iav = [];
Iall = [];
Mav = [];
Mall = [];
Pav = [];
Pall = [];
stdev = [];
for i = 1:length(list)-2
I = importdata([folder,'\',list(i+2).name,'\Impedance.dat']);
% Impedance:
modulus = I(:,1); % first column of the imported data is the
modulus of the impedance
phase = I(:,2); % second ... in degrees
data(i).real = modulus .* cos(phase.*pi/180); %cos(radians)
data(i).imag = modulus .* sin(phase.*pi/180);
newR = data(i).real;
newI = data(i).imag;
newM = modulus;
newP = phase;
s = size(Rall,1);
l = length(newR);
if s == 0 || s >= l % checks for the number of measurements
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and cuts them all to the same size
if s == 0 || s == l
if inv == 1 % inv can be used to invert the order in
which the different measurements appear in the plot
Rall = [newR,Rall];
Iall = [newI,Iall];
Mall = [newM,Mall];
Pall = [newP,Pall];
else
Rall = [Rall,newR];
Iall = [Iall,newI];
Mall = [Mall,newM];
Pall = [Pall,newP];
end
else
if inv == 1
Rall = [newR,Rall(s-l+1:end)];
Iall = [newI,Iall(s-l+1:end)];
Mall = [newM,Mall(s-l+1:end)];
Pall = [newP,Pall(s-l+1:end)];
else
Rall = [Rall(s-l+1:end),newR];
Iall = [Iall(s-l+1:end),newI];
Mall = [Mall(s-l+1:end),newM];
Pall = [Pall(s-l+1:end),newP];
end
end
else
if inv == 1
Rall = [newR(l-s+1:end),Rall];
Iall = [newI(l-s+1:end),Iall];
Mall = [newM(l-s+1:end),Mall];
Pall = [newP(l-s+1:end),Pall];
else
Rall = [Rall,newR(l-s+1:end)];
Iall = [Iall,newI(l-s+1:end)];
Mall = [Mall,newM(l-s+1:end)];
Pall = [Pall,newP(l-s+1:end)];
end
end
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% calculates the average values for each measurement
if inv == 1
Rav = [mean(data(i).real),Rav];
Iav = [mean(newI),Iav];
Mav = [mean(newM),Mav];
stdev = [std(data(i).real),stdev];
Pav = [mean(phase),Pav];
else
Rav = [Rav,mean(data(i).real)];
Iav = [Iav,mean(newI)];
Mav = [Mav,mean(newM)];
stdev = [stdev,std(data(i).real)];
Pav = [Pav,mean(phase)];
end
% Extract filename without added timestamp
idx2 = regexpi(list(i+2).name, 'IV');
if length(idx2) > 1
idx2 = idx2(end);
end
if isempty(idx2)
idx2 = length(list(i+2).name)+1;
end
nwno = list(i+2).name(cut_first:idx2-cut_last-1);
if inv == 1
names = [{nwno};names];
else
names = [names;{nwno}];
end
% Plot data if plotON option chosen
if plotON == 1
% figure;
% plot(data(i).real,'b*');
% hold on;
% l2 = length(data(i).real);
% plot([1,l2],[Rav(i),Rav(i)],'r-');
% plot([1,l2],[Rav(i)+stdev(i),Rav(i)+stdev(i)],'r--');
% plot([1,l2],[Rav(i)-stdev(i),Rav(i)-stdev(i)],'r--');
% title(nwno);
% xlabel('No. measurement/Time');
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% ylabel('Resistance [\Omega]');
% hold off;
end
end
if plotON == 1
figure;
plot_SiNWdata(Mall, folder, names,'Impedance |Z|');
figure;
plot_SiNWdata(Pall, folder, names,'Phase \phi');
end
end
function plot_SiNWdata(data, folder, names, ylab)
plot(data(:),'*');
[l,l2] = size(data);
xticks = [l/2:l:l2*l-l/2];
set(gca,'XTick',xticks);
set(gca,'XTickLabel',names);
idx = regexpi(folder,'\');
title(folder(idx(end)+1:end));
xlabel('Measurement');
ylabel(ylab);
end
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C | Protocols
C.1 Process ﬂow for the fabrication of surface test chips
Table C.1 Processing table for cleanroom fabrication of surface test substrates
Step Equipment Procedure Comments
Preparation
Wafer selec-
tion
Wafer box Take the wafers from the storage and put
them in a wafer box.
Note the wafer IDs in
the batch traveler
SiO2 deposition
SiO2 dry oxi-
dation
Furnace
Anneal-
Oxide (C1)
Recipe: (from Azeem) Target thickness:
170 ± 10nm
Measure oxide thick-
ness on the ﬁlmtech
and note the result in
the furnace log
Poly-Si deposition
RCA cleaning RCA Perform RCA cleaning process on all
wafers to remove organic contaminants,
particles and trace metals
Poly-Si deposi-
tion
Furnace:
LPCVD
Poly-Si (4)
Recipe: POLYBOR, 6 minutes. Target
thickness: 50 ± 2 nm. Total process time:
2 h
Include testwafer for
Danchip, single side
polished (testwafers
for furnace -> wafer-
box)
Thickness
measurement
Ellipsometer Measure the polysilicon thickness
Thickness
measurement
Filmtech Measure on Danchip testwafer and not in
log book
Place wafer into
testwafer box
and mark with
date/thickness/initals
Lithography  1.5 µm standard
Surface treat-
ment
HMDS oven Load all wafers in oven for 30 mins Recipe:
program 4
Note time in logbook
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Step Equipment Procedure Comments
Clean spinner SSE spinner Clean spinner nozzle and run the dummy
wafers Recipe: 1.5 4inch 1-3 dummies
Note time in logbook
Coat wafers SSE spinner Coat the device wafers 1.5 µm AZ5214e
Novolac resist Softbake on hotplate
Recipe: 1.5 4  (Temp: 90◦C, time: 60
s)
Resist thickness not
checked Note time in
logbook
Exposure KS Aligner Align transparency mask and ﬁxate us-
ing pyrex wafer Recipe: xxxxxx Expo-
sure time: 8 s (consider pyrex+mask ab-
sorption) Mask: MASK 1 POLYSI (bright
ﬁeld)
Note time in logbook
Develop Developer
bench
Develop in 351B for 70 ± 10 s Note time in logbook
Rinse/dry Wet bench/
Spin dryer
Rinse in DI water for 5 min (300 ± 30 s).
Spin dry
Inspection Optical mi-
croscope
Check pattern and alignment marks
Poly-Si dry etch
Cleaning O2 plasma Remove residual resist
Dry etch Reactive
Ion Etching
(RIE1)
Use standard/Azeems recipe to etch
through the Poly-Si layer.
Inspection Optical mi-
croscope
Check pattern and alignment
Strip resist Acetone First 2-3 min in rough followed by 5 min
in ﬁne strip bath with ultrasound
Rinse/dry Wet bench/
Spin dryer
Rinse in DI water for 5 min (300 ± 30 s).
Spin dry
Inspection Dektak Measure step height Target: 50 ± 2 nm
Lithography  1.5µm standard
Surface treat-
ment
HMDS oven Load all wafers in oven for 30 mins.
Recipe: program 4
Note time in logbook
Clean spinner SSE spinner Clean spinner nozzle and run the dummy
wafers. Recipe: 1.5 4 . 1-3 dummies
Note time in logbook
Coat wafers SSE spinner Coat the device wafers 1.5 µm AZ5214e
Novolac resist. Softbake on hotplate.
Recipe: 1.5 4inch (Temp: 90◦C, time:60
s). Resist thickness not checked
Note time in logbook
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Step Equipment Procedure Comments
Exposure KS Aligner Align transparency mask by eye using
the large alignment marks and ﬁxate us-
ing pyrex wafer Recipe: xxxxxx Exposure
time: 5 s (needs to be determined, consider
pyrex+mask absorption) Mask: MASK 2
SIO2 (bright ﬁeld)
Note time in logbook
Develop Developer
bench
Develop in 351B for 60 ± 10 s Note time in logbook
Rinse/dry Wet bench/
Spin dryer
Rinse in DI water for 5 min (300 ± 30 s).
Spin dry
Inspection Optical mi-
croscope
Check pattern and alignment marks
SiO2 dry etch or wet etch
A Dry etch Reactive
Ion Etching
(RIE1)
Use standard/Azeems recipe to etch
through the SiO2 layer.
B Wet etch BHF Etch silicon oxide in BHF (isotropic, will
lead to underetching), etch rate 75 nm/min
Etching time: 3 min
Rinse/dry Wet bench/
Spin dryer
Rinse in DI water for 5 min (300 ± 30 s).
Spin dry
Inspection Optical mi-
croscope
Check pattern and alignment
Strip resist Acetone First 2-3 min in rough followed by 5 min
in ﬁne strip bath with ultrasound
Rinse/dry Wet bench/
Spin dryer
Rinse in DI water for 5 min (300 ± 30 s).
Spin dry
Inspection Dektak Measure step height. Target: 170 ± 10 nm
Dicing
Dicing Dicing ma-
chine
Cut wafers according to cut lines: steps:
17.2 x 5.5 mm
C.2 SiNW device specs - wafer table
The table is and excerpt of the full number of batches, based on the speciﬁcations given by
Azeem Zulﬁqar, who fabricated the sensors.
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Wafer No. PSi Thickness Oxide Thickness Contact Metal Passivation
W8 50 nm 420 nm Cr/Au SU-8
W9 50 nm 420 nm Ti/Au SU-8
W10 50 nm 420 nm Cr/Au PI
W11 50 nm 170nm Dry Oxide Cr/Au PI- 6.2µm
W12 50 nm 170nm Dry Oxide Cr/Au PI- 6.2µm
W13 50 nm 170nm Dry Oxide Cr/Au PI-7.5µm
Wafer No. Back Gate Evap/Sputter Mask Type Dicing Date
W8 Yes: Au New
W9 Yes: Au Old: SiNW
W10 Yes: Au New 17-09-2012
W11 Yes: Cr/Au Sputter-Lesker New Mask 24-01-2013
W12 Yes: Cr/Au Sputter-Lesker New Mask 24-01-2013
W13 Yes: Cr/Au Sputter-Lesker New Mask 31-01-2013
C.3 Experimental protocols
C.3.1 Protocol: Grafting of 1,7-octadiyne to silicon surfaces using white light
and hydride abstraction
All steps are carried out under a fume hood and wearing double nitrile gloves when handling HF
solutions. The second pair of gloves is immediately discarded after the etching procedure as a
precaution in case of any invisible spillage of HF. Each silicon surface was scratched to create a
rough surface area with diﬀerent crystal directions.
1. Rinse chip in ethanol(EtOH)
2. Place the chip in an eppendorf tube containing EtOH
3. Use a tweezer to transfer the chip to a tube containing 5 % HF (Highly toxic! Be careful
when handling!)
4. Let the chip react with the acid for 20 s
5. Transfer the chip back to the tube containing EtOH using a tweezer
6. Let the chip stay there for 1 min
7. In the meantime prepare a tube containing the mixture of 1,7-octadiyne (concentrations:
0 M, 10 mM, 100 mM, 1 M and 3 M) and 5 mM Ph3C-BF4 (dissolved in EtOH). Usually
500 µL solution is suﬃcient to cover the chip.
8. Transfer the chip from the EtOH containing tube to the tube containing the mixture.
9. Incubate in strong light from a 60 W light bulb for 30 min.
10. Rinse with EtOH and store in EtOH at 4 ◦C until further functionalization.
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C.3.2 Protocol: Labeling of the alkyne terminated surface with Alexa Fluor
594-azide
Materials:
• Phosphate buﬀered saline (PBS, pH 7.4)
• 1 mM stock solution of Alexa Fluor 594-azide
• 40mMCuSO4 in MilliQ water
• 400 mM NaAscorbate in MilliQ water
• eppendorf tubes
Procedure:
1. Prepare 500 µL 'click'-solution for each surface as follows (2 µM Alexa Fluor 594-azide):
• 462.5 µL PBS
• 2.5 µL 40mMCuSO4
• 1 µL 1 mM Alexa 594-azide
• at last add 25 µL 400 mM NaAscorbate)
2. Add 500 µL solution to a 1 mL eppendorf tube and insert the alkyne-modiﬁed silicon chip.
3. Incubate in the dark for 15 minutes.
4. Wash each surface 3 times with PBS.
5. Move the chips into a tube containing PBS for storage.
C.3.3 Protocol: Investigating the eﬀect of 1,7-octadiyne grafting on the elec-
trical properties of polysilicon nanoribbons
C.3.4 Protocol: Flowcell investigation of HF etching on polysilicon nanorib-
bons
A microﬂuidic ﬂowcell device made of PMMA was with internal connection channels was used.
It contained a single ﬂowcell channel made from PDMS as interface between the nanoribbon chip
and external tubing. A syringe pump (Chemyx Inc. N3000) was used to drive the liquid, which
was loaded into a length of tubing separated by air bubbles and injected sequentially at a ﬂow
rate of 0.5 µL/min. To test the approximate time it takes for a speciﬁed volume of liquid or air to
reach and cross the ﬂowcell chamber, a test run with MilliQ water was done ﬁrst.
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Testrun
The syringe was ﬁlled with MilliQ water and the tubing was loaded with the reagents in reverse
order using withdraw mode.
Medium Volume [µL] Injected at [s] Passing time [s]
1 air start -
2 water 2 67 299
3 air 2 366 177
4 water 2 543 319
5 air 2 862 149
6 water 2 1011 294
7 air 2 1305 158
The test run resulted in approximated passing times for 2 µL volume for air of 160 s and for
water of 300 s.
Experimental run
The sensor chips used for the experiment were W11D13 and W11E14 and W12E12 and W12E13.
The syringe was ﬁlled with MilliQ water and the tubing was loaded with the reagents in reverse
order using withdraw mode. 1 µL of 1 % HF solution was used, separated by air bubbles from
droplets of MilliQ water before and after. After ﬁlling of the tubing, the syringe pump was
run forward at 0.5 µL/min while the conductance of the nanoribbon was monitored using the
setup described in 8.1.2 and an applied voltage of 50 mV at 1 Hz. The microﬂuidic ﬂow was
closely observed during the process to pinpoint the movement of the air bubbles through the
system. The injection points of the liquids into the ﬂowcell chamber are marked in the graphs
accordingly. The outlet of the device was connected to a collection tube that was disposed of in
the fume hood/chemical waste. After operation, the tubing was discarded and the device and
chip thoroughly rinsed with MilliQ water in the fume hood to remove any traces of HF from the
system.
C.3.5 Protocol: Surface functionalization with (3-aminopropyl)triethoxysilane
Materials:
• Glass desiccator dedicated to APTES functionalization
• Hot plate
• 50 µL and 200 µL Hamilton syringes dedicated to DIPEA / APTES
• Oxygen plasma chamber (Milling Lab)
• 3-Aminopropyltriethoxysilane (Sigma, 440140-100ML)
• N,N-Diisopropylethylamine (Sigma, 496219-100ML)
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• Chloroform to clean syringes (fume hood)
• absolute Ethanol (>99
• petri dishes, glass slides, eppendorf tubes
Procedure:
1. (Ideally, surfaces should be cleaned in Piranha solution for 15 min at 105◦C, for this refer
to the Piranha cleaning protocol, but this can't be done with the SiNW chips.)
2. Before functionalization the chips should be cleaned thoroughly in absolute Ethanol and
dried in a ﬂow of nitrogen.
3. Place a hotplate in the fumehood, set at 60◦C (place temperature sensors on plate, make
sure it reads the temperature!).
4. Place dedicated glass desiccator on top. Nitrogen and vacuum lines should be connected
via a T-junction so you can switch between the two.
5. Chips are placed on a microscope slide, facing upwards, and treated with oxygen plasma
for 2 minutes (in the Milling lab at maximal power, 0.5 mbar oxygen)
6. After treatment, place chips immediately into 99
7. Break oﬀ two caps from eppendorf tubes and place into desiccator.
8. Clean Hamilton syringes with Chloroform, take 200 µL APTES and place into one of the
caps
9. Do the same with the 50 µL Hünig's base (N,N-Diisopropylethylamine) using the other
syringe
10. Clean both syringes thoroughly with Chloroform again.
11. Place chips to be functionalized on a microscope slide and place it into the desiccator next
to the caps, keep a low ﬂow of nitrogen.
12. Make sure the nitrogen valve is closed. Open vacuum line to evacuate desiccator for 3-5
minutes.
13. Close vacuum line and open nitrogen valve to ﬂush the desiccator.
14. Repeat at least 3 times then keep a low overpressure of nitrogen (so that the top moves
easily but doesn't fall oﬀ, can be ﬁxed in place with tape).
15. Keep in desiccator for 1h.
16. Turn up the hotplate to 110◦C and bake for another 7 min.
17. Store in desiccator under vacuum until further use.
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C.3.6 Protocol: Flowcell protein immobilization on NH2-terminated surface
using Glutaraldehyde
Materials:
• Phosphate buﬀered saline (PBS, pH 7.4)
• 100 µL aliquot of 25 % glutaraldehyde
• stock solution of 1M sodium cyanoborohydride in 1M NaOH
• Gold nanoparticles with conjugated anti-mouse IgG (AuNP-aIgG) (abcam)
• 4-chip ﬂowcell with 2 channels
Procedure:
1. Prepare the solutions:
(a) Prepare 2.5 % glutaraldehyde solution in MilliQ by adding 850 µL MilliQ to an aliquot
and transfer 95 µL to a separate tube. Prepare a tube of only MilliQ water for the
negative ctrl.
(b) Add 5 µL 1M sodium cyanoborohydride solution to the 95 µL Glutaraldehyde solu-
tion, resulting in a concentration of 50 µm.
(c) AuNP-aIgG solution: prepare a 25 times dilution using 4 µL of µL NP stock solution
and 91 µL PBS at pH 7.4.
(d) Add 5 µL 1M sodium cyanoborohydride solution to the 95 µL NP solution, resulting
in a concentration of 50 µm.
(e) For the blocking solution, add 50 µL of 1 M Tris HCl to 950 µL PBS for a ﬁnal
concentration of 50 mM.
(f) Prepare a tube with MilliQ water and one with PBS for the washing steps.
2. Line up solutions in open Eppendorf tubes according to the order below for loading. One
line for the samples and one for the controls.
3. Load the protocol steps into two labeled lengths of tubing by withdrawing with a syringe
pump and two identical syringes.
(a) Load by withdrawal at 30 µL/min starting with the ﬁrst step of the protocol according
to the table below.
(b) Switch the tubing ends around before staring the procedure (to avoid contact of tubing
with subsequent steps)
4. Run protocol with syringe pump at 1 µL/min through the two separate ﬂow paths of the
ﬂow cell with 2 samples each
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5. Store at +4C until further use.
Reagent Reagent Incubation time Volume Loading at
(sample) (neg. control) at 1 µL/min 30 µL/min
1 Glutaraldehyde MilliQ 30 min 30 µL 1 min + 5 s air
2 MilliQ MilliQ 5 min 5 µL 10 s + 5 s air
3 AuNP-aIgG AuNP-aIgG 30 min 30 µL 1 min + 5 s air
4 PBS PBS 5 min 5 µL 10 s + 5 s air
5 TrisHCl TrisHCl 30 min 30 µL 1 min + 5 s air
6 PBS PBS 5 min 5 µL 10 s + 5 s air
C.3.7 Protocol: Protein immobilization on NH2-terminated surface using
Glutaraldehyde
Materials:
• Phosphate buﬀered saline (PBS, pH 7.4)
• 100 µL aliquot of 25
• stock solution of 1M sodium cyanoborohydride in 1M NaOH
• receptor protein (antibody) in a concentration of XX mg/mL
• small petri dishes
• paraﬁlm
Procedure:
1. Take a tube with 100 µL 25 % glutaraldehyde solution out of the freezer (alternatively take
the bottle out of the freezer and prepare 100 µL aliquots).
2. Prepare 2.5 % glutaraldehyde solution in 1xPBS by adding 900 µL PBS to an aliquot.
3. Add 50 µL 1 M sodium cyanoborohydride solution per 1 mL protein solution, resulting in
a concentration of 50 µM.
4. Cover the bottom of a petri dish in paraﬁlm and place a 25 µL droplet of Glutaraldehyde
solution for each chip on the surface.
5. Place chips upside down onto the droplets and incubate for 2 h at room temperature.
6. Wash twice by placing chips in small petri dish and covering with MilliQ water (min 3
mL). Put on shaker at low speed, so that the liquid swirls around in the petri dish, for 5
min each.
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7. Prepare protein solution: for a concentration of XX µg/ml, add XX µL protein stock
solution to PBS buﬀer at pH 7.4.
8. In the fume hood, add 50 µL 1M sodium cyanoborohydride solution per 1 mL protein
solution, resulting in a concentration of 50 µM.
9. Prepare a petri dish with paraﬁlm as above and place a droplet of protein solution for each
chip. Place chip upside down in droplet and incubate for 2 h at room temperature (4 h or
overnight, agitated, in original protocol, Pierce).
10. Wash twice in PBS as above. After the second wash, place 3 mL PBS in the petri dish
11. For blocking, add 150 µL of 1M Tris HCl to 3 mL PBS and incubate on shaker for 30 min
(ﬁnal concentration of TrisHCL 50 mM)
12. Wash again in PBS.
13. Store at +4C until further use.
C.3.8 Protocol: Azide labelling of protein
Materials:
• Phosphate buﬀered saline (PBS, pH 7.4)
• 100 mM NHS-Azide
• 1M TrisHCl, pH 8.0
• protein stock solution
• desalting column pre-loaded with PBS (0.5 mL ZebaTMSpin Desalting Column)
Procedure:
1. Combine 20 uL protein stock solution with 1,2 uL NHS-Azide (100 mM) and 100 uL PBS.
2. Incubate 1 hr at room temperature.
3. Add 10 uL 1M TRIS pH 8.0 to quench.
4. Incubate 10 min.
5. Desalt the solution using a spin desalting column pre-loaded with PBS.
6. Store Protein-Azide at -20 in small aliquots.
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C.3.9 Protocol: Preparation of Alkyne-terminated sensor surfaces
Materials:
• neat 1,7-Octadiyne (careful, strong smell, only open in fume hood)
• absolute ethanol >99 %
• 1 % HF (careful, toxic!)
• light bulb
Procedure:
1. Place chips in a tube holder under the fume hood.
2. Prepare for each chip a fresh tube with Ethanol and a tube containing 500 µL of reagent
A
3. Take a tube of 1 % HF solution out of the fridge (Caution! Very Toxic! Wear chemical
gloves)
4. For each chip (this step should take around 1 min):
(a) With tweezers, take chip out of the Ethanol and place in HF. Let it react for 20 s.
(b) Rinse chip thoroughly with Milli-Q water. Discard water into drain in the fume hood
and ﬂush with more water.
(c) Replace chip into the Ethanol tube, close it and gently mix the liquid for washing.
(d) Place chip into the reagent A containing tube and close it.
(e) Discard the washing tubes. The HF is reused and returned to the fridge afterwards.
5. Take the tubes in the holder out of the fume hood and place under strong light. Incubate
like this for 3 h. This is done by placing all chips into the outermost position of the holder
and turning the NWs toward the outside, so the light can reach it.
6. Place the holder back into the fume hood and prepare again 3 tubes containing Ethanol
for each chip.
7. Take chips out of the reagent and place in Ethanol, wash as above and repeat.
8. Dry the chips under air ﬂow and keep in a fresh tube until further use.
9. Discard the washing and reagent tubes.
187
November 27, 2015 Andrea Pfreundt
C.3.10 Protocol: Preparation of surfaces terminated by tBoc-protected amino
groups
Materials:
• neat 10-N-Boc-amino-dec-1-ene
• absolute ethanol (96 %)
• 1 % HF
• petri dish with nitrogen ﬂow
• microscope slides and coverslips
• light bulb
Procedure:
1. Place chips in a tube holder under the fume hood.
2. Use the petri dish with attached tube: Place a microscope slide in the bottom and close the
lid. Turn on the nitrogen ﬂow (at a very low ﬂow rate, just to create a nitrogen atmosphere
in the petri dish).
3. Prepare for each chip two fresh tubes with 1 mL 96 % ethanol.
4. Take a tube of 1 % HF solution out of the fridge (Caution! Toxic!)
5. For each chip (this step should take around 1 min per chip):
(a) With tweezers, take chip out of the ethanol and place in HF. Let it react for 15 s.
(b) Replace chip into the Ethanol tube, close it and gently mix the liquid for washing.
(c) Repeat this twice with the two fresh tubes of ethanol. Keep chip in the last tube.
(d) Discard the washing tubes. The HF is reused and returned to the fridge afterwards.
6. Dry the chips in the nitrogen chamber like this: Carefully open the petri dish so you can
place the chips on the microscope slide (side-by-side) and replace the lid. Leave chips there
for as long as it takes for the ethanol to evaporate.
7. Open the petri dish as much as necessary: Take 5 µL of the neat alkyne and cover the
wires on each chip with a droplet. Cover with a wide coverslip (the alkyne will spread and
cover the whole chip). Replace the lid.
8. Take the light bulb into the fume hood (place it in a convenient way so that it can not fall
over) and direct it toward the petri dish so all the chips are in full light.
9. Keep chips incubated in light over night.
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10. Next morning: Prepare a container with 70 % ethanol to clean the microscope slide and
cover slip. Prepare three tubes with 96 % ethanol per nanowire chip and place in tube
holder.
11. Turn oﬀ nitrogen ﬂow. Open the petri dish. Remove the cover slip and place into washing
container.
12. Place each chip into a washing tube. Close the lid and mix gently to wash.
13. Repeat twice.
14. Place microscope slide into washing container.
15. Take the tubes in the holder out of the fume hood.
C.3.11 Protocol: Protein immobilization on alkyne-terminated surfaces us-
ing CuAAC
Materials:
• Phosphate buﬀered saline (PBS, pH 7.4)
• 40 mM CuSO4
• 50 µg/mL azide conjugated protein
• 400 mM Sodium ascorbate
• Pipetting frame
Procedure:
1. Prepare reagent mixture: 176 µL PBS, 10 µL CuSO4 and 2 µL azide-protein
2. Place chips in pipetting frame (4 chips max)
3. Wash each frame with EtOH and MilliQ water by ﬁlling container and mixing with a
pipette. Remove liquid from a corner.
4. Add 10 µL sodium ascorbate to the reagent mixture and use immediately. Add 50 µL into
each container on top of the chips. Close the lids
5. Incubate in the dark for 15 minutes.
6. Remove the reagent and wash with PBS 3 times.
7. Remove the chips from the pipetting frame and store in PBS until use.
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C.3.12 Protocol: Protein immobilization on COOH-terminated surfaces us-
ing EDC/NHS
Materials:
• 0.1M MES buﬀer (pH 6): (100 mL) 1.95g 2-(N-morpholino)ethanesulfonic acid (MES), 100
mL MilliQ water
• 50 mM NHS in 0.1M MES buﬀer: (50 mL) 0.288g N-Hydroxysuccinimide (NHS), 50 mL
MES buﬀer
• 100 mM EDC in MES buﬀer: (56 µL) 1 µL 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide
(EDC) (stored in freezer), 55 µL MES buﬀer
• Phosphate buﬀered saline (PBS, pH 7.4)
• 3 mg/mL Mouse Immunoglobulin Stock solution
• small petri dishes
• paraﬁlm
• shaker
Procedure:
1. Prepare MES buﬀer with 5 mM NHS (pH 6) by mixing the pure buﬀer and buﬀer with 50
mM NHS 10:1.
2. Move to the fume hood to add EDC.
3. Add 20 µL 100 mM EDC solution per 1 mL buﬀer to obtain a ﬁnal concentration of 2mM.
4. Mix carefully and use the activation buﬀer directly and incubate the carboxylated surfaces
for 15 minutes in a small petri dish or individual Eppendorf tubes with on the shaker.
5. In the meantime prepare the antibody solution: add 1 µL IgG Stock solution per 150 µL
PBS (makes a ﬁnal concentration of 20 µg/mL IgG in the functionalization solution).
6. Prepare a petri dish with paraﬁlm and place a 25 µL droplet on it for each surface.
7. Thoroughly rinse the surfaces in PBS (it is important that the pH is over 7, to enable
the aminocoupling reaction) to remove the active compounds from the now NHS ester
terminated surface.
8. Immediately place the surfaces upside down onto the protein solution droplets and incubate
at room temperature for 2h (alternatively in the fridge at 4◦C overnight).
9. Store at +4◦C until further use.
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C.3.13 Protocol: Protein immobilization on NH2-terminated surfaces after
Boc-deprotection using EDC/NHS
Materials:
• 50 mL beaker
• hotplate
• 0.1M MES buﬀer (pH 6): (100 mL) 1.95g 2-(N-morpholino)ethanesulfonic acid (MES), 100
mL MilliQ water
• 50 mM NHS in 0.1M MES buﬀer: (50 mL) 0.288g N-Hydroxysuccinimide (NHS), 50 mL
MES buﬀer
• 100 mM EDC in MES buﬀer: (56 µL) 1 µL 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide
(EDC) (stored in freezer), 55µL MES buﬀer
• Phosphate buﬀered saline (PBS, pH 7.4)
• 3 mg/mL Mouse Immunoglobulin Stock solution
• small petri dishes
• paraﬁlm
• shaker
Procedure:
1. In a small beaker, bring MilliQ water to a boil on a hot plate.
2. To remove the protective group from the amine (BOC group): Place chips to be function-
alized into the bottom of the beaker in the boiling water and boil for 5 minutes.
3. Prepare MES buﬀer with 5 mM NHS by mixing the pure buﬀer and buﬀer with 50 mM
NHS 10:1 (you need 44 µL per chip).
4. Add 0.5 µL IgG Stock soltuion per 44 µL buﬀer solution (makes a ﬁnal concentration of
0.03 mg/mL IgG in the functionalization solution.
5. Move to the fume hood to add EDC.
6. For a ﬁnal concenctration of 2 mM, you need to prepare a higher concentration of EDC in
MES buﬀer ﬁrst. For this, use 1 µL EDC (in the freezer, middle drawer, red box, top right
corner), and 55 µL MES buﬀer. This gives a 100 mM solution of which you can use 1 µL
per 50 µL functionalization solution.
7. Mix carefully and use directly. EDC is very reactive and will inactivate the reactive groups
over time.
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8. For each chip (in the pipetting frame, 50 µL is suﬃcient):
9. Wash twice in MES buﬀer by ﬁlling the container and carefully mixing with the pipette.
Remove liquid from a corner.
10. Fill container with the functionalization solution and incubate in the dark for 3 hours.
11. Remove the functionalization solution and was with MES buﬀer twice.
12. Wash twice in PBS and the chips into a tube containing PBS
13. Store at +4C until further use.
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