The screening process for DG interconnection procedures needs to be improved in order to increase the PV deployment level on the distribution grid. A significant improvement in the current screening process could be achieved by finding a method to classify the feeders in a utility service territory and determine the sensitivity of particular groups of distribution feeders to the impacts of high PV deployment levels. This report describes the utility distribution feeder characteristics in California for a large dataset of 8, 163 feeders and summarizes the California feeder population including the range of characteristics identified and most important to hosting capacity. The report describes the set of feeders that are identified for modeling and analysis as well as feeders identified for the control group. The report presents a method for separating a utility's distribution feeders into unique clusters using the k-means clustering algorithm. An approach for determining the feeder variables of interest for use in a clustering algorithm is also described. The report presents an approach for choosing the feeder variables to be utilized in the clustering process and a method is identified for determining the optimal number of representative clusters.
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INTRODUCTION
California has an ambitious goal of increasing its Distributed Generation (DG) by 12,000 MW by the year 2020. A combination of small and large efforts will be required to meet this goal with a significant portion of the DG being Photovoltaic (PV) systems. It is estimated that 8,000 MW of DG will come from "utility-scale" efforts and although these will have a larger impact than the smaller projects, they will be significantly more difficult to implement, more costly and will require more time to implement due to the planning, permitting and construction phases required for larger projects [1] . Although interconnection studies are necessary for planned "utility-scale' PV systems to mitigate the impact risks of large PV systems, commercial scale PV installations, that are generally less than 2 MW, may not require such rigorous and time consuming interconnection studies.
The typical screening process in use today across the United States utilizes a PV deployment level screen to determine if the amount of aggregated DG (proposed plus installed) exceeds 15% of the peak load on a line section. If this occurs, interconnection studies are required to determine if system impacts might arise due to the new interconnection request. This practice was first implemented in 1999 through the California Public Utilities Commission (CPUC) Rule 21, and later adapted in the FERC SGIP and remains the current standard in the United States for interconnection procedures [2] . The rationale for the 15% threshold is based on the idea that unintentional islanding, voltage deviations, protection miscoordination, and other potential negative impacts are negligible as long as the DG on the line remains less than the minimum load. The 15% of peak load was intended as a conservative proxy for the minimum load on the circuit. The most recent changes to Rule 21 have implemented an additional screening criteria based on 100% of minimum load that can allow for increased PV deployment.
It has been observed that the existing 15% screen may often be overly conservative and not accurate at determining the full PV hosting capability limit of a particular distribution feeder. In many cases when a PV system is seeking to interconnect, it will fail the 15% screen and therefore require either supplemental and/or full interconnection studies. In many cases these studies do not identify the need for system upgrades and demonstrate that the 15% screen may be overly conservative. There are many examples of circuits in the United States with PV deployment levels above 15% where utility system performance, safety, and reliability have not been affected by crossing this threshold [3] . 
Task 2 Objectives
The goal of the 'Screening Distribution Feeders: Alternatives to the 15 percent Rule' project is to develop a screening method that is applicable to the majority of feeder types that are found among the California utilities. The goal of Task 2 is to determine the range of feeder configurations and to develop a database of feeder characteristics for CA utilities. In order to determine a set of representative feeders to be studied it was necessary to determine the statistical range and distribution of feeder configurations and types and their electrical characteristics. The primary challenge of this Task 2 is to understand the overall statistical feeder population and to cluster the universe of feeders into representative groups and then select specific feeders for study and analysis. The primary outcome of Task 2 is to select feeders to be used in the modeling and analysis described in Tasks 4-5 and developing and validating the proposed screening methodology described in Task 6-7.
Task 2.1
A set of initial feeder-specific characteristics affecting hosting capacity were identified as part of Task 2.1. Data sets from three different utilities in California were received and analyzed. The number of feeders in the database and the feeder characteristic data was dependent on the data availability for each utility. We created Microsoft Excel databases containing distribution feeders and the associated characteristics for the feeders within each utility's service territory, along with user guides for the databases; these files can be found on the California Solar Research website at: http://www.calsolarresearch.org/component/option,com_sobipro/Itemid,0/pid,54/sid,88/.
Task 2.2
Twenty-two feeders from the data received were selected as representative feeders as part of Task 2.2. In order to select feeders representative of a cross-section of the known range of feeder types in California as well as representative of the characteristics known to be important to hosting capacity, the clustering approach described in Chapter 3 of this report was implemented. Out of the full set of 22 feeders chosen for evaluation, a control group of 6 feeders were selected for testing/validating the screening methodology.
Report Overview
The remainder of this report is divided into five main chapters. Chapter Two describes the feeder data received from all three participating utilities and discusses similarities and key differences between the data. Chapter Three gives a brief overview of two common clustering approaches; Hierarchical and K Means clustering. Chapter Three also details the general clustering approach taken in this project to obtain representative feeders for each of the three participating utilities. While the focus of Chapter Three is to describe the general clustering approach taken, Chapter Four covers specific examples of how the approach was applied. Although the steps are not described in detail for each utility, the intent is to provide the reader with a better understanding of how the clustering approach was applied to all three utilities. 
DESCRIPTION OF FEEDER DATA
One goal for Task 2.1 was to identify feeder characteristics that represent the known range of feeder types in California and are known to affect hosting capacity. The extensive experience that Sandia, NREL and EPRI have with distribution impact studies and the familiarity with utility databases was utilized to compose a set of feeder characteristics that would describe the variation in the feeder population. The set of feeder characteristics were also selected based on their likelihood to affect hosting capacity of the feeder for voltage, thermal and protection impacts. The groups of characteristics identified include:
1.
Nominal voltage level (e.g., 4kV, 13kV, 25kV, etc.) 2.
Feeder length and main conductor type 3.
Three-phase vs. single-phase feeder length 4.
Voltage regulation schemes (load tap changes, feeder regulators, switched capacitor banks) 5.
Load mix (residential, commercial, industrial) 6.
Load shape (peak, minimum load, seasonality) 7.
Existing DG and PV deployment levels (kW) 8.
Utility operational practices (e.g. use of conservation voltage reduction schemes) 9.
System protection devices These characteristics were used to create a data request list that was sent to the utilities involved in the project to obtain data that was measurable and readily available for all the utilities feeders.
Feeder Data
Data for more than 8,000 feeders were received from three different utilities in California. Data for 3195 feeders was received from Utility 1, data for 4192 feeders was received from Utility 2 and data for 776 feeders was received from Utility 3. It is important to note that data received for the number of feeders and for the characteristics for each feeder was dependent on availability and ease of retrieval, therefore, data received differed for all utilities. Data requested by EPRI can be found in Appendix A. Table 1 lists the data received from all three utilities. Variable names reflect those provided by each utility regardless of data requested. The characteristics of the feeder data received varied significantly within a utility and even more among the three utilities. For example, feeders within Utility 1 were significantly longer than those in Utility 2 and Utility 3. Another example of wide variation among utilities is the use of voltage regulators. While Utility 1 had voltage regulators on almost 30% of its feeders, Utility 2 had voltage regulators on less than 1% of its feeders. This can be attributed to the use of different operational strategies for voltage regulation. Figure 1 shows the distribution of feeder kV for all three utilities. Utility 3 provided data only for 12 kV feeders which is the voltage class for the majority of their feeders. The majority of feeders for Utility 1 and Utility 2 also had a nominal voltage of 12 kV. The data set for Utility 1 contained a few feeders with a nominal voltage greater than 33 kV. Figure 2 shows the 3-phase length distribution for all three utilities. The 3-phase length distribution is defined as the sum of all 3-phase sections within the feeder. The majority of 3-phase feeders for Utility 2 and Utility 3 were less than 20 miles in length and all of them were less than 80 miles in length. Utility 1 had longer feeders with several over 80 miles in length. Figure 5 shows the peak load distribution for all three utilities. Almost 60% of the feeders within Utility 1 and about 50% of the feeders within Utility 2 have a peak load below 7.5 MW. Almost 70% of the feeders within Utility 3 have a peak load between 5-10 MW and more than 90% have a peak load below 10 MW. Figure 6 shows the distribution of the connected service transformer rating for Utility 2 and Utility 3. Information on connected service transformer rating was not received for Utility 1.
Key Differences
While there seem to be large numbers of smaller transformers, the overall shape of the distribution appears to be similar to that of a normal distribution. Almost 20% of the transformers within Utility 2 are less than 2,500 kVA. Utility 3 has a higher percentage of larger ( > 15,000 kVA) transformer. It is clear that there are significant differences between feeders not only within a utility but also among the utilities as well. Therefore, it is important when developing the new screening methods to understand the broad range of differences present within utilities and how these differences can impact the methodologies proposed. Furthermore, when selecting representative feeders for developing and validating the screening methods, it is important to select a set that is representative of all utilities involved.
The significant differences between feeders not only within a utility but also among the utilities will impact the hosting capacity of these feeders. The wide variation in key feeder characteristics such as voltage class and length of the feeder will often result in a wide variation of voltage and thermal impacts that are key elements of the hosting capacity calculation for each feeder. The number of voltage regulators and capacitors also provides an indication of how complex the voltage and power factor control scheme is on a feeder and this variation in complexity can result in wide variations in hosting capacity. Finally the peak load distribution and connected service transformer rating provide information on how heavily loaded the feeder is and how likely reverse power flow will be on the feeder. The occurrence of reverse power on a feeder can often limit the hosting capacity of the feeder.
OVERVIEW OF CLUSTERING APPROACH
The purpose of the clustering analysis is to place feeders into groups, distinguished by feeder properties, such that feeders in a given cluster are similar to each other, and dissimilar from feeders in other clusters [4] , [5] . There are several approaches used for clustering. Two commonly used clustering algorithms are Hierarchical and K Means [6] .
Hierarchical Clustering
Hierarchical clustering can be either agglomerative or divisive. Agglomerative hierarchical clustering begins by creating a cluster for each individual element. The clusters with the shortest distance between them, i.e. most similar, are then merged to form a single cluster. This process is repeated until the desired numbers of clusters have been formed. Divisive hierarchical clustering begins with all elements in a single cluster. The cluster is then are divided into sub-clusters (criteria for doing so varies). This process is repeated until all elements end up in their own cluster. The two main benefits of hierarchical clustering are; 1) flexibility in selecting the number of clusters and 2) visualization of the clusters and the distance between clusters through a resulting dendrogram. One drawback of hierarchical clustering is that it requires a similarity matrix between all elements. For large data sets, generally greater than 200 elements, using a hierarchical approach can be time consuming. Classifying feeders based on the hierarchical algorithm was demonstrated in the PNNL Taxonomy Final Report [7] .
K Means Clustering
A well-known and widely used partitional clustering method is the K Means algorithm [8] . The goal of the K Means algorithm is to minimize the within-cluster sum of squares of distances between elements through an iterative approach. Unlike Hierarchical methods, when using Kmeans for clustering, the number of clusters, k, needs to be defined a priori and selecting different initial clusters can results in different final clustering results.
K-means is a partitional algorithm that starts with all elements in a single cluster and divides the initial cluster into the desired number of clusters. The goal is to minimize within cluster distances. The K-means process begins by randomly selecting k elements, termed "means", from the data set. K clusters are then created by associating every observation with the nearest mean. Next, the mean element is replaced by the centroid of each cluster, and element assignments are repeated. Figure 7 illustrates the process. In Step 1, three mean elements are selected.
Step 2 shows the region corresponding to each mean, consisting of all points closer to that mean than to any other mean.
Step 3 shows how the centroid of each of the k clusters becomes the new mean and after step 2 and 3 are repeated Step 4 shows the final converged clusters.
One of the main advantages of the K-means algorithm is its quick convergence for large data sets (greater than 200 elements) making it more popular than hierarchical clustering approaches. For this project, K-means, specifically the Expectation-maximization algorithm (used by SAS JMP 1 )
and known for its ability to accommodate clusters of variable size much better than the original K-means algorithm) was used.
Clustering Approach
The following section describes the general steps taken during the clustering approach. The process outlined was followed for all three utilities. For several of these steps, a statistical analysis program called SAS JMP was used.
Initial Data Review and Cleanup
Although the same data request was sent to all utilities, data received differed due to availability and ease of retrieval. Once received, the data went through an initial review process. The review process consisted of the following steps:
 Histogram generation. Histograms were generated to understand the distribution of all variables of interest (e.g. Nominal voltage, total circuit miles, number of capacitors, etc.  Data clarification. Often times it was necessary to get clarification from the utility as to how certain data was defined, calculated, etc. A list of questions was formulated and sent to the utility during this initial data review process.  Outlier identification. Histograms and filtering were two methods that were used to identify feeders that were obvious outliers. Depending on the circumstance, these feeders were sometimes excluded from the clustering approach.  Boundary definition. Some initial boundaries were defined during this initial review process. For example, feeders with a length of less than 0.1 miles were excluded from the clustering approach due to their scarcity and irrelevance.  Data anomaly documentation. Some data anomalies were found during the initial data review process. These anomalies are captured in the EPRI RD&D3 Feeder Database and User's Guide for each utility.  Data set preparation. Before using JMP program for clustering, the data had to be prepared. Formatting consisted of filling in all blank columns with null values, converting Yes or No columns to binary, etc.
Selecting Variables for Clustering
Initial variables were selected based on the impact they might have on differentiating feeder types and on DG hosting capacity. The initial variables varied among utilities as needed to account for differences in availability of data from each utility. These initial variables were analyzed using a correlation map, similar to the one shown in Figure 8 , to show the degree of correlation among all variables. Blocks of dark red on the heat map represent a high correlation between two variables. The dark red diagonal is expected since these blocks show correlation of each variable with itself.
Because the optimum number of clusters is more accurately achieved when the chosen variables are independent of each other, pairs of highly correlated variables were examined more closely to determine if it was beneficial to remove one of the variables before clustering. The degree of correlation was used to develop a list of candidate pairs for evaluation. 
Removing Outliers
Feeders labeled as outliers are those that are not representative of the overall data set. K-means clustering algorithms can be very sensitive to outliers, especially if the initial cluster means are chosen based on the outliers, which is often the case since many algorithms start by choosing initial cluster means as far apart from each other as possible. [10] . Therefore, when using Kmeans as the clustering technique, removing outliers can help improve convergence speed and will make the clustering more reliable. Outliers in the dataset were identified as follows: Distance, a multivariate calculation that is a measure of how similar a particular feeder is to its closest neighbor, was used as the basis for outlier removal. Although two feeders may share similar characteristics (and thus have a small distance between them) they themselves may be unique among the dataset. Therefore, rather than basing outlier removal on the distance between a feeder and its closest neighbor, a distance measure from each feeder to its twelve closest neighbors was computed and these distances were used to compute an average distance. If the average distance was above a certain threshold (different for all utilities) the feeder was considered an outlier and was removed from the clustering process.
Selecting the Number of Clusters
K-means algorithms require the number of clusters to be specified in advance, so choosing the optimal number of clusters can be one of the most difficult tasks. One popular approach for determining the optimal number of clusters is to use Cubic Clustering Criterion (CCC). CCC is a quality metric that quantifies the dissimilarity between a set of k clusters and the k clusters that would result for uniformly random data. [10] . CCC was used for this project to determine the number of clusters for each of the three data sets.
Cubic Clustering Criterion
The optimum number of clusters can be derived from a CCC value based on minimizing the within-cluster sum of squares. Although not a mathematical law and more of a rule of thumb that has been accepted in the statistical community, the optimal number of clusters can be determined by plotting the CCC value against the number of clusters and finding a local maximum after the CCC rises above 2 and before it drops below 2. It is important to clarify that the objective is not to find the number of clusters that gives the highest CCC value. As can be seen from Figure 9 , as the number of clusters increases the CCC will also increase reaching a maximum when each data point lies within its own cluster, resulting in a minimized within-cluster sum of squares. Statistical analysis was performed using the SAS JMP software tool to calculate the CCC value for each cluster number. As discussed previously, the variables selected for clustering were down selected from a larger set by excluding certain highly correlated variables. The down-select process for the variables to be used in the clustering algorithm helps with selecting the optimum number of clusters for a given data set as shown below in Figure 10 . Two example CCC plots are shown below in Figure  10 . In Figure 10A all of the original variables were used in the clustering algorithm and to compute the CCC value. As the number of clusters increases, there is a continual rise in the CCC value with no definitive peaks up until 22 clusters. The CCC value never drops back below 2. Figure 10B shows a CCC plot using the down-selected variables based on correlation. There is a definitive peak occurring at 12 clusters, followed by a drop in the CCC value that goes below 2. This indicates that the ideal number of clusters for this data set is 12. 
Cluster Grouping Decision
The JMP software package was used to perform the K-means clustering approach to identify an optimal number of clusters by using the CCC. The resulting clusters were reviewed and clusters that had similar characteristics were evaluated and the clusters that best captured the similar characteristics were retained while the other redundant clusters were eliminated. This was done to help minimize the number of representative feeders for each utility given the project objectives and limitations. Figure 11 shows an example of a biplot for the elements within a single cluster, where the multiple data dimensions have been reduced using Principle Component Analysis (PCA) to the two dominant aspects of variation. The '90% radius' depicted in Figure 11 represents how tightly grouped the feeders are within the cluster and is the length of the radius from the cluster's center that captures 90% of the elements within the given cluster. Feeder selection from within the cluster was accomplished by sorting the feeders based on their distance from the center mean and selecting feeders that were closest to the center of the cluster, and therefore highly representative of the cluster. Other important parameters used to make final feeder selection A B included significant PV system presence and the existence of feeder SCADA data. These parameters are critical for developing the accurate feeder models needed for analysis. 
Feeder Selection
CLUSTERING RESULTS FOR THE THREE UTILITIES
This chapter describes the steps taken as part of the clustering approach for each of the three utilities. Each section summarizes in general how the steps were applied to each utility. In addition, detailed examples of steps taken for a single utility are used to better illustrate the approach.
Initial Data Review and Cleanup
The initial data review and cleanup process differed for all utilities. Utilities provided data based on availability and ease of retrieval; therefore, there was significant variation in what was received from the three utilities.
The data received was used to generate histograms that helped visualize the distribution of variables of interest. The histograms often highlighted issues that needed further investigation. For example, the 'Current Carrying Capacity' histogram for Utility 3 validated the assumption that a standard conductor was used regardless of the expected peak load. Therefore, 'Current Carrying Capacity' was removed as a clustering variable since it was not representative of the feeder characteristics.
For all three utility data-sets, feeders that were missing critical information (e.g. Nominal voltage, Total 3-PH Circuit Miles, etc.) were excluded from the clustering approach. In addition, feeders with 'Total Circuit Miles' less than 0.1 miles were also excluded from the clustering approach for all three utilities. Table 2 summarizes the steps for initial data cleanup for all three utilities. Table 2 . Summary of initial data cleanup for each utility. 
Utility Initial Data Cleanup
Selecting Variables for Clustering
The following initial clustering variables were common to all utilities: 
Removing Outliers
The approach described in section 3.3.3 was used to remove outliers from the clustering analysis.
Using the Declutter tool in the JMP software, distance plots were generated for each utility. Figure 13 is a distance plot for utility 2 showing the average distance for each feeder and its twelve closest neighbors. The distance plot was used to decide the average distance threshold for removing outliers. The distance threshold for each utility was determined by looking at the distance plot and visually determining where the separation was most apparent. The red line in the figure shows the threshold that was chosen for Utility 2. The darker points represent feeders that were excluded from the cluster analysis because they were above the distance threshold for this utility. Thresholds used for detecting outliers for each utility are given in Table 3 , along with the number of feeders that were labeled as outliers and where therefore, excluded from the cluster analysis. 
Selecting the Number of Clusters
The approach outlined in 3.3.4 was used to determine the number of clusters for each utility. K Means clustering was performed using a varying K, where K represents the number of clusters.
For each given K, JMP calculated and returned a CCC value. As stated previously, a local maximum that comes after a rise above a CCC value of 2 and that comes before a drop below a CCC value of 2 indicates a good selection for the number of clusters adequate for a given dataset. Figure 14 shows 'Number of Clusters K' vs. 'CCC value' for Utility 2. In this case, it is apparent that for the given data-set, having K equal to eight clusters would be optimal. Eight clusters also make sense keeping in mind the project objectives and limitation of selecting no more than twenty representative feeders across all three utilities. Table 4 shows the resulting cluster means for Utility 2 and Table 5 describes the characteristics of each of the eight clusters for Utility 2. In Table 5 it is apparent that the characteristics of cluster 4 are well captured in clusters 1 and 8 and therefore, cluster 4 was eliminated leaving Utility 2 with a total of seven clusters. Cluster means for Utility 1 and Utility 3 can be found in Appendix C. 
Selection of Representative Feeders
Representative feeder selection for all utilities was based on a combination of distance to the cluster mean and existing PV capacity. The first feeder selected for each cluster was simply the feeder with the shortest distance to the cluster mean. The second feeder for a given cluster was selected based on distance (closest to the cluster mean) and the PV Capacity (greater than 100 kW). PV capacity was not used earlier in the clustering process, but was used as a down select criterion to improve the likely hood of having feeders with a significant amount of PV systems. The third feeder selected for a given cluster was also based on distance and PV capacity (greater than 1000 kW). Table 6 shows initial feeder selection for the final seven clusters for Utility 2. In addition to the feeders selected based on shortest distance to cluster mean and existing PV capacity, several other feeders were selected because they contained Utility Owned Generation (UOG) Photovoltaics and had feeder SCADA data. Table 7 shows feeders (highlighted in gray) that were selected for clusters 6, 7 and 8 due to the criteria just described. 
SUMMARY OF RESULTS
There were twenty two feeders selected from those identified in the clustering. The final set includes 16 feeders for detailed analysis and development of the screening methodology, while 6 feeders are for validation of the methodology. There have been two 'bonus' feeders added in addition to the initially planned twenty. These 'bonus' feeders have been previously analyzed under another EPRI project but also fit well into the specified clusters. Leveraging this previous work will improve the results from the CSI project.
The intent was to select sixteen feeders that would represent the range of differences seen within and among utilities to develop a screening method that would be widely applicable. Ideally, one feeder would have been chosen from each identified cluster to represent all of the three participating utilities appropriately, however, there were more than 16 total clusters. The clusters were examined to identify similar primary characteristics and reduced the clusters in which feeders were chosen for detailed analysis.
One of the primary characteristics to manually reduce clusters was nominal voltage. The utility feeder clusters represent a wide range of voltage classes from 4 kV to 33 kV. The majority of the feeders fall into the 12 kV class, therefore, the majority of the feeders chosen for analysis were selected from that kV class. Three clusters were used to represent outlying voltage classes such as 4 kV and 33 kV. The 12 kV voltage class feeders have a more detailed representation of the range in feeder lengths and characteristics. From each of the remaining 17 unique clusters, one or more feeders were chosen for detailed analysis.
The specific feeder chosen from each cluster had 1) a relatively high customer count 2) SCADA measurement data 3) a relatively low number of small residential PV Customer count is important to the Distributed PV (DPV) analysis in that the amount of small residential PV analyzed is dependent on the potential customers. Measurement data is necessary to accurately build and validate the feeder model. Large utility owned PV is beneficial for the analysis since the location and output data is more easily included in the electrical model. Many small residential systems are more difficult to place and accurately account for when decoupling from the load and overall feeder measurement data.
The six validation feeders were chosen from the full cluster set. Some validation feeders were chosen from within clusters used for the detailed analysis while others were chosen from those clusters not included in the detailed analysis. The methodology developed from the detailed analysis should apply for all feeders not necessarily in a specific cluster, thus the validation feeders could be attained from any data set. The validation feeders must have large PV systems (preferably utility owned) where measurement data can be attained. These measurements will be utilized to validate the methodology and construct the feeder model for additional methodology validation. 
CONCLUSIONS
This work demonstrates a method to classify distribution feeders into clusters and to select representative feeders from each cluster. This paper outlined the method for using the K-means clustering methodology for grouping distribution feeders and the use of the Cubic Clustering Criterion for determining the optimum number of clusters. K-means clustering was found to be a very effective and versatile method for clustering.
A key finding of this work is that a relatively small number of initial clusters (5-12) are needed to represent the variation in the feeder characteristics for each utility. This work also demonstrates the fundamental importance of voltage class and feeder length for distinguishing between clusters of feeders which matches the power engineering design criteria for distinguishing between feeders.
Representative feeders were selected from each of the final 17 unique clusters as shown in table 8, but the limitation on the total number of feeders to be analyzed of 22 under this project also limited the opportunity to sample multiple feeders from each cluster to better understand how the cluster variation affects hosting capacity.
Analysis of these representative feeders can have significant impact on the screening process for requests for interconnection of PV systems on the distribution grid. Through modeling and analysis a utility could determine which sub-group of feeders is more or less sensitive to the effects an interconnecting PV system might have on that particular feeder. This could lead to a more streamlined approach to interconnection procedures to avoid unnecessary interconnection studies, cost, and delays. 
APPENDIX C
