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Hall, Jim Hudspeth, and Louis Reichardt took on the challenge as editors for the new journal Neuron-an exciting forum for neuroscientists to report their findings and exchange ideas. After Jim's departure from UCSF, two of usRoger Nicoll and me-were required to fill Jim's immense shoes. Zach, Lou, Roger, and I would pass around manuscripts and have our weekly meetings in Zach's office early in the morning. I remember how our meetings were imaginatively enacted in a student skit at our neuroscience retreat; their portrayal of our discussions about a paper's findings or reviewers' comments was funny and surprisingly close to reality.
With generations of students and postdocs joining the neuroscience community to make important contributions as authors, reviewers, and editors for Neuron and other journals over these years, it has been a joy to follow the leaps and bounds of progress in our discipline. Thanks to a wide range of technological breakthroughs, the future of neuroscience is certainly bright. What will transpire in future neuroscience research is tantalizingly unpredictable, as the ingenuity and driving force for influential new discoveries will likely depend on what goes on in the brains of practicing neuroscientists. It will be thrilling to participate and bear witness to new developments in molecular, cellular, and systems neuroscience.
Bridging between Mind and Brain

Matthew Botvinick
DeepMind and Gatsby Computational Neuroscience Unit, University College London When Neuron was launched, another novelty was also impressing itself upon our field: the idea of cognitive neuroscience. This heralded the launching of a coordinated campaign, armed with the tools of both cognitive psychology and neuroscience, to understand the relationship between mind and brain. The ensuing years have unfolded as a kind of golden age from the point of view of this project, with cognitively informed analyses yielding fundamental insights in neuroscience.
For me personally, the most exciting aspect of this golden age has been the central role that computational modeling has played within it. Starting with connectionist and productionsystem models, later complemented by normative Bayesian analyses, reinforcement learning models, and increasingly detailed neural circuit models, computational work has provided an invaluable contribution to translating between neural mechanism and cognitive function.
Neuroscience now stands at the threshold of an exciting new era. Breathtaking advances have occurred in methods development, making available unprecedented forms of neuroscientific data and experimental intervention. Furthermore, stunning breakthroughs in artificial intelligence suggest that long-mysterious aspects of mental function may soon fall within our intellectual grasp. As at the dawn of cognitive neuroscience, a present challenge is to bridge between these two revolutions. This will require a new campaign of integration and translation, again with computational formalisms playing a central role.
Here's to the next 30 years!
Fusing Disciplines
Frank Bradke
German Center for Neurodegenerative Diseases (DZNE-Bonn)
The last decades have seen great advances in our understanding of neuronal cell biology, driven by biochemistry, imaging of fluorescently tagged molecules, and high-resolution microscopy to illuminate diverse events such as axon growth, synapse formation, or neuron-glia interaction. Many derived molecular concepts, however, rely on analyzing cultured cells. We then extrapolate our ''cultured'' experience to the more ''wild'' situation within the organism. Even basic questions, e.g., axon growth, are mostly addressed in twodimensional cultures. We are now at the doorstep of a drastic change. The field is gearing up to describe dynamic subcellular biological processes within living mammalian organisms. This transformation was initiated in invertebrates and in optically accessible vertebrates. Two-photon STED and light-sheet microscopy, together with new genetic tools to manipulate the genome and generate tagged or activatable proteins, will enable one to follow and control subcellular processes with high temporal and spatial resolution. Cell biology will thereby become a key integral part of other disciplines, including development, neurodegeneration, and regeneration. The application of biophysical methods in vivo will help to reveal forces that shape the nervous system, e.g., by driving axon extension, during development and in the adult after an injury. This fusion of cell biology with other disciplines will open up a new level of understanding how neuronal circuits assemble, a prerequisite to re-assemble them after an injury.
A Better Assessment of Bodily Responses
Dayu Lin
Neuroscience Institute, NYU School of Medicine
In the past decade, neuroscience has experienced an explosion of new technologies. With the development of optogenetics, large-scale recording, single-cell sequencing, CRISPR, and a variety of tracing tools, our control and probing of the brain has achieved unprecedented temporal, spatial, and genetic precision. In contrast, our readout of the behavior and physiological state of animals remains coarse and basic. Behavioral assessment is often binary and sometimes subjective, while the internal physiological parameters are rarely measured. As a result, our interpretation of the neural activity or consequences of its perturbation is likely superficial and incomplete. Moving forward, efforts should be made to measure bodily responses more precisely and comprehensively. Development of miniaturized, inexpensive, and simple devices that can monitor an array of physiological parameters, such as breathing rhythm, heart rate, blood pressure, and body temperature, will greatly facilitate our understanding of the internal state of animals. Machine learning-based behavioral recognition algorithms will be essential for providing a better understanding of the behavior repertoire and detect their changes under disease conditions or during brain perturbation. Such improved ability in recognizing behaviors are particularly important when animals are tested under complex and naturalistic settings. As the mind is manifested through bodily responses, a true understanding of the mind will only be achieved via a precise readout of the body.
Neurobiology: A Quantitative Science
Kenneth S. Kosik
Neuroscience Research Institute, University of California, Santa Barbara
In its inherently reductionist quest, neurobiology has realized transcriptional profiles of single cells, connectivity diagrams underlying specific behaviors, cellular ensembles where memories reside, and more. The field has shifted away from earlier reductionist approaches focused, for example, on a single gene. Having hit a reductionist bottom, we are building back up. All the molecules within a cell, measured as a time series under a variety of conditions, occupy a high-dimensional parameter space, which defines ''cell state.'' Homeostasis requires different states within a single cell identity because cells must retain their identities in the face of environmental changes and internal noise. At what boundaries does the parameter space cease to define a specific cell identity? Unique cell identities are a slippery concept.
When describing cell state with graph terminology, we remain ill-informed about the network edges. These diagrams lack kinetic parameters, copy numbers, and spatial information, and often the technologies to provide quantification do not exist. MicroRNAs offer one entry point to questions of molecular circuitry because base pairing is sufficient for connecting two nodes in a network diagram. Nevertheless, in the absence of quantitative parameters, these diagrams can be misleading and, in the absence of quantified pathways, have led to expensive failed drug trials. Thus, a quantitative approach is needed at every level of neurobiology to truly understand dynamic systems.
Choosing a Problem to Study
Yuh-Nung Jan University of California, San Francisco, and Howard Hughes Medical Institute Choosing a problem to study is one of the most consequential decisions we can make in our careers. Two equally intelligent and capable neuroscientists may make vastly different contributions based on their choices of problems and, to no small part, luck and serendipity.
So, how does one choose a problem to study? Recently, I read in ''The Quotable Feynman''-a collection of passages from the physicist Richard Feynman, compiled by his daughter Michelle-something that resonated with me. Feynman said, ''When I was a kid, I had this notion that you could take the importance of the problem and multiply it by your chance of solving it. You know how a technically minded kid is, he likes the idea of optimizing everything anyway, if you can get the right combination of those factors, you don't spend your life getting nowhere with a profound problem, or solving lots of small problems that others could do just as well.'' Following Feynman's formula, one should be cautious about entering a trendy research area. While the subject is undoubtedly interesting, the crowd size may diminish one's chance of being the one who solves the problem. According to Ben Barres, ''99% of neuroscientists work on 1% of the interesting questions.'' His choice of studying glia was a great example of pursuing important, but overlooked, problems.
