An organism's ability to "survive and reproduce" arises from its traits. To the extent that relatively "advantageous" traits can be inherited by an organism's descendants, they will be reproduced and retained in the population at a higher rate than less optimal ones. Consequently, these traits will spread faster than less optimal ones. The resulting differential growth of gene frequencies is natural selection. This much is central to common-sense analysis, and for many this notion of an organism's overall competitive advantage traceable to heritable traits is at the heart of the theory of natural selection. Recognizing this, we shall call this measure of an organism's selective advantage its vernacularfitness. According to one standard way of understanding natural selection, vernacular fitness-or rather the variation thereof-is a cause of evolutionary change. Note, however, that, as formulated above, vernacular fitness is merely comparative, not quantitive, and that principles such as the above afford us no way of predicting or explaining the magnitude of evolutionary change. This is why it is appropriate to call it informal.
As Kitcher observes, this is not the only context in which the concept of fitness crops up in evolutionary theory. Fitness occurs also in equations of population genetics which predict, with some level of probability, the frequency with which a gene occurs in a population in generation n+ 1 given its frequency in generation n. In population genetics, predictivefitness (as we shall call it) is a statistical measure of evolutionary change, the expected rate of increase (normalized relative to others) of a gene, a trait, or an organism's representation in future generations, or, on another interpretation, its propensity to be represented in future generations, suitably quantified and normalized.2 Unlike vernacular fitness, predictive fitness is not a cause of selection, or of evolution for that matter. The expected rate of return on an investment is not a cause of its growth-it just is its growth, numerically estimated and projected into the future. Likewise, predictive fitness is a measure of evolutionary change not a cause. Nor do these conclusions have to be modified much if we treat these quantities as propensities. An investment's propensity to grow is a consequence of all the factors that economists identify as causes of growth-profit, growth prospects, dividends, and so on. From an economist's point of view, explaining an investment's propensity to grow is no different from explaining its expected growth. In exactly
II. THE THEORY OF EVOLUTION AS A THEORY OF FORCES
Elliott Sober4 is the author of one influential suggestion about how the theory of evolution accommodates natural selection alongside drift, developmental constraints, architectural constraints, and other such determinants of evolutionary change. He proposes that we should think of the theory of evolution as a theory of forces along the lines suggested by Newton's mechanics (ibid., p. 31), and of natural selection (or vernacular fitness) as one (but only one) of the forces that may act on a population.
Sober urges that the following structural elements of Newton's theory be incorporated into the theory of evolution.
(1) A zero-force law. Such a law equates the steady-state, or no-change condition to no net force. In classical mechanics, a body is not changing if it continues in its state of rest or steady motion. Newton's first law of motion stipulates that a body is in this steady state exactly when no force is impressed upon it. Sober claims (ibid., p. 32) that the corresponding steady state in evolution is specified by the Hardy-Weinberg law of population genetics. This is not exactly right-the Hardy-Weinberg law tells us about genotype frequencies only in sexually reproducing populations when there is no change of gene frequencies within them. The most general way of capturing Sober's intentions is to stipulate that the steady state occurs when gene frequencies do not change from one generation to the next. Following the Newtonian analogy, there is no net force acting on a population in this condition. This would be the zero-force law for evolutionary theory. (2) Decomposition offorce. Newtonian physics envisages several sources of force-gravitation, electrostatic force, magnetic force, impact, drag, and so on. In classical physics, "source laws," as Sober calls them, describe how these forces emerge, one by one, from various physical situations. The law of gravitation, Coulomb's law, the law of elastic bodies, the laws of aerodynamic resistance, and the like are examples of such source laws. The total force acting on a body (the force that feeds into the consequence laws described under (4), below) can always be decomposed into these components. Sober suggests (ibid., p. 38) that selection, mutation, migration, random genetic drift, linkage, and in-breeding are the individual forces that act on a population and cause it to evolve. Laws governing these are source laws: for example, the principles of optimality analysis which predict the selective value of various traits and the laws that govern how genes located on the same chromosome assort during recombination. Accordingly, causal responsibility for total evolutionary change can be apportioned among these factors. (3) Resolution of forces. Given two or more forces acting on a body, Newtonian physics uses the parallelogram of forces (that is, vector addition) to compute the total resultant force acting on the body. Evolutionary forces combine in this way, according to Sober. He offers the case of heterosis to illustrate the point, contending that here selection is added to the genetic recombination found in sexual reproduction (ibid., p. 47). (A description of this phenomenon, and our own analysis, will be found in section v.) (4) A law describing change under resultant force. Newton's second law of motion (F = ma) tells us that the change of a body's momentum is proportionate to the total resultant force impressed on it. Sober refers to this as a "consequence law." The laws of population genetics are supposed to play this role in evolutionary theory. The trouble starts with the zero-force law. In Newton's theory, inertia-the property of each massive body to resist changes to its "state of rest or uniform motion along a straight line"6-ensures that, if there is no force acting on a body, then there is no change in its momentum. But prima facie at least, this is not the case in evolution. For there are chance variations in the genetic composition of a population from generation to generation. These changes can have a dramatic cumulative effect. According to the theory of the "random walk," an entity that is varying under chance influences will drift further and further away from its starting condition, the cumulative deviation being proportionate to elapsed time. It follows that the frequency of a given gene will, with time, drift further and further away from its starting frequency, and given enough time, it will approach a frequency of either zero or one as chance has it. But once it reaches zero or one, the change is (barring regeneration by mutation) irreversible: either the trait has gone extinct or it has reached "fixation." Thus, given a set of alleles, one will eventually go to fixation even without the influence of fitness differences. But this creates a problem for the zero-force law. In order to save it, Sober claims that this kind of change is caused by "drift," which he therefore counts among the "forces" of evolution.
Now, it is of central importance in Newton
In evolutionary theory as in Newtonian physics, the principal use of a zero-force law is to discover when evolutionary forces have played a role. If genotype frequencies depart from...equilibrium, some force must have been at work.... "[S]ampling error" (random genetic drift) may lead the frequency of a gene among the zygotes to differ from the frequency of that gene among the gamete pool.7
But does it really makes sense to say that drift is a force or, more generally, a cause of change that acts independently of selection? Consider this analogy. You toss a coin four times. What would explain the outcome two heads? Answer: the physical setup of the coin-tossing trials. What would explain the outcome four heads? Answer: the same thing. Although the second result is less probable, the same setup explains both outcomes. The set of possible worlds in which fair coins are tossed four times form what Wesley Salmon8 calls a "homogeneous reference class"; there is no way to partition such a reference class by an independent relevant factor such that the probability of four heads is greater in one of the cells of the partition.9 Perhaps one might say that the four-head outcome was less predictable, therefore less well explained within this setup. However that may be, there is nothing available with which to strengthen the explanation of the four-head outcome. In particular, you cannot partition the homogeneous reference class to which these trials belong by improbability or chance, and so you cannot tag these things as "forces" that occasionally favor the less likely outcome.
For closely related reasons, "drift" should not be regarded as a force that can be added to others acting on a population. (In any case, drift is not the sort of thing that can play the role of a force-it does not have predictable and constant direction.) Imagine allelic alternative traits Tand T', such that T confers more causal fitness on its bearer. Suppose that T and T' compete in two similar populations of conspecific organisms, subject to the same pressures of selection. In one population, T goes to fixation, in the other, T' does. What explains this difference? The answer, just as in the case of the coin, might well be: exactly the same thing, the same positioning of the traits in the adaptive landscape. Maybe the explanation is weaker in the case of T' going to fixation, particularly if the fitness difference is large. But it does not follow that any other explanatory factor is available to help out. So one cannot say that "if genotype frequencies depart from equilibrium, some force must have been at work." Because the causes here are probabilistic, change might have the same cause as equilibrium. Does this miss the point? Sober says (see above): "In evolutionary theory as in Newtonian physics, the principal use of a zero-force law is to discover when evolutionary forces have played a role." And this might be taken to mean that one can retrospectively identify drift in particular evolutionary histories, not simply in stochastic aggregates. There is evolutionary change in both these cases, because both lead to a change in the gene frequency of the population: in (Cl), Ol's visual acuity genes get a slight boost; in (C2), they suffer a small setback. (Cl), however, seems to be a case in which the difference of vernacular fitness (the difference in eyesight) contributed to evolution, and (C2) one in which a chance event thwarted the fitness difference that drives natural selection. So it may be tempting to say that natural selection is the cause of evolution in (C1), and that it consists, over a longer period of time, of "predictable" (or fitnessbiased) cases like (C1), but that it excludes anomalous (or fitnessindiscriminate) cases like (C2). Then it might be thought plausible to say that something else-drift? indiscriminate, or neutral, selection?-is operating in (C2). But this violates sound probabilistic thinking. Probability enters into the picture because the theory of evolution abstracts away from concrete individual events like (Cl) and (C2) in order to isolate the causal factors that make a probabilistic difference to evolution.'0 Since, 10 There are several kinds of situations in which the notion of probabilistic causation is invoked. One is in quantum mechanics, where it is claimed that the interaction of certain variables is irreducibly indeterministic. Thus, if QM variable X brings about result Ywith probability p% (less than unity), it is unclear whether one should say that X is 100% involved in p% of the cases, thus bringing about Y, and inert in the rest, or rather that X is p% involved in 100% of the cases, and brings about Yin p% of the cases as a result. But let us leave this example aside, along with the complications it brings. Indeterminism is not the issue in the cases that we are ex hypothesi, your chances of being killed by a lightning strike are the same whether you have good eyesight or bad (other factors being held equal), this factor cannot be conjoined with either good or bad eyesight to yield finer predictions. This does not mean that evolutionary theory assigns cases like (C2) to some special category of "uncaused events." Lightning has been taken into account when we say (a) that bad eyesight and the like causes earlier death with probability p (less than one), and further (b) that there is no other factor that will enable us to refine this estimate."l That is, it has been taken into account when we judge that there is no variance among individuals in terms of their vulnerability to lightning strikes.
This highlights a confusion of levels which can occur when we speak of probabilistic causes. On the one hand, we say that lightning strikes are not a factor in natural selection. By this, we mean something like the following: lightning strikes do not, over large populations, over the long haul, result in the differential retention of heritable traits. This is what we shall call an ensemble-level fact, or e-fact: it is concerned with frequencies, probabilities, or propensities which derive from aggregates. On the other hand, we need to acknowledge that any death, from whatever cause, results in evolutionary change since it results in a change of gene frequencies. Consequently, we can say that lightning strikes cause evolutionary change in cases like (C2). This is a statement which derives from a causal relation at the level of concrete individuals, not ensembles: it is an i-fact. The pair of statements seems contradictory only when the difference of levels goes unnoticed. Now, it is often not sufficiently well understood in discussions of causation that there is no straightforward translation between levels with regard to causal statements. Suppose that good eyesight causes individuals like X to live n years longer with probability m. This statement has something to do with proportions of X-like individuals who live n years longer in various possible worlds. It states an e-fact. Now consider a particular individual X, who has good eyesight and has lived a long life. Here we are considering an i-fact. We might wonder what exactly the e-fact just alluded to tells us about the causation of the i-fact concerning X. How many years did good eyesight contribute to her long life, and how much of her life should we attribute to good luck? Generally, this question has no determidiscussing. As with the fair coin, one would not be justified in claiming that the individual events above contained elements of indeterminacy.
11 We are indebted here to Andrew Irvine and Joel Pust for helpful discussion. nate answer. When one is talking about types of events, it makes sense to quantify the role of chance. For once a reference class has been partitioned in terms of all the factors that make a difference, the residual variation within the cells of the partition-the unassigned variation-is uncaused. It is due to chance if you like. "Unassigned variation" has no i-counterpart, however. Although it is six times more probable that two heads will turn up in a run of four tosses of a coin than that four will, chance does not play any more of a role in a particular run of four heads than in a particular run of two and two. Thus, one cannot in general differentiate between individual events on the basis of how much they are attributable to chance. For exactly the same reason, one cannot in general determine, even retrospectively, whether discriminate or indiscriminate sampling was responsible for an actual sequence of historical events. In an example discussed above, T and T' were traits that suffered opposite fates in two closely comparable populations. We can certainly estimate the probability that T will win or that T' will, counting these as event types. We also know things like this: the chances of the less viable trait going to fixation are greater if the population is smaller-this application of the "law of large numbers" is the stochastic basis for the "founder effect," that is, for novelty arising when small populations are isolated. These statements are based on the assignment of unassigned variation to event types. There is, however, no such thing as unassigned variation with respect to concrete sequences of events (barring true indeterminacy). Suppose, then, that one is trying to explain a particular biological characteristic-for instance, the absence of body hair in humans. It would be correct to say that this characteristic probably arose in a small population, where novelty had a better chance of taking hold-but only if this is meant as a statement about types to which we revert because we lack certainty about evolutionary history. It would be a mistake, however, to ask how much chance contributed to the actual history of human hairlessness,just as it would be a mistake to try to apportion the role of chance in a particular series of coin tosses.12 Even if we are able to identify each and every i-event in that history, and determine which involved the (deterministic) operation of factors, like good eyesight, that make an 12 Alexander Rosenberg-Instrumental Biology or The Disunity of Science (Chicago: University Press, 1994)-has recently argued that drift enters into evolutionary theory only because we are ignorant of particular causes. He is right if he is talking about historical reconstructions of evolutionary scenarios. But he is wrong if he is talking about evolutionary theory, which abstracts away from individual causes. e-level difference, it will still not make sense in general to quantify the residual role of chance.13
The theory of evolutionary forces has a problem. In the passage quoted above, Sober rightly demands that one ought to be able to tell when a force is acting on a system. He puts the point in epistemological terms, but one can rephrase it ontologically. Whether there is a force acting on a system should be a matter of fact. This, however, is precisely the question that may not be well defined in this instance. Suppose that over a period of time a population stays exactly the same, or changes in some determinate way. The proposition that drift was involved to degree p in this history generally has no determinate truth value.
IV. SEPARATING EVOLUTIONARY FORCES
Continuing our examination of evolutionary theory as a theory of forces, we now ask how one should go about decomposing evolutionary force. Here it is useful to introduce another context in which the notion of component force has sometimes been used. Stephen Jay Gould and Richard Lewontin14 are associated with the claim that to appeal to natural selection alone as an explanation of evolutionary change, and to underestimate the other factors, is a methodological error to which they gave the name "adaptationism." They define this error as the belief that "natural selection [is] so powerful and the constraints upon it so few that the direct production of adaptation through its operation becomes the primary cause of nearly all organic form, function, and behavior" (ibid., p. 256).
For the sake of the present argument, let us restate their critique in terms appropriate to a theory of force. (At the end of section vII, we shall consider another way of stating it.)
Adaptationismforce is the view that natural selection is unopposed, or only weakly opposed, by other forces of evolution, with the consequence that it always achieves the optimal result.
Gould and Lewontin think this view is mistaken because in fact natural selection is strongly opposed, indeed often thwarted, by these 13 Strevens points out (personal communication to Matthen) that in some cases, it may be possible to determine whether chance was involved. Strevens himself is interested in a range of cases where the i-level causes can be definitively identified. In some such cases, it might be possible to assess the exact involvement of various probabilistic causes.
14 "The Spandrels other forces-in particular by genetic, architectural, and developmental constraints. This invites the following question in light of item (2) in the characterization of theories of force in section II: What would happen if selection were to act by itself? For in order to estimate how much of an evolutionary outcome should be ascribed to nonselective constraints, and how much to natural selection, we need first to appreciate the action of the latter acting alone. In the context of the debate about adaptationism, it is clear that the supposed action of natural selection as a single factor is construed in terms of optima. The idea is that, if natural selection were to act on its own, it would achieve optima. Evolution does not always produce optima, however, because natural selection is opposed by constraints.
But it is completely inappropriate to conceptualize the "power" of natural selection by specifying an optimum and asking how many obstacles it is able to overcome in achieving it, or attempting to calculate the speed with which natural selection would achieve an optimum acting "by itself." In population genetics, issues of speed and of overcoming constraint are addressed in the context of an underlying chromosomal structure; in evolutionary systematics, they are considered in the context of pre-existing body plans; in studies of development, they are posed as questions of heterochrony (changes of developmental sequences). In short, it is clear that natural selection acts in certain underlying causal media, and the so-called constraints are features of these media. Since natural selection cannot act without such a medium, it is not at all clear what sense can be made of the idea of natural selection acting "without the intrusion of constraints." (We shall return to this point in the next section.) If this is right, we have no way in this context of making sense of the Newtonian idea that, if an effect is to be analyzed in terms of two forces acting together, then a vector value has to be assigned to each acting independently.
The resolution offorces condition also fails in general in evolutionary theory. In Newton's theory, force is specifiable in absolute terms. Thus any two Newtonian forces are comparable. For example, the force produced by gravitation is comparable to that produced by electrostatic attraction: they are expressible in the same units as each other and as the force mentioned in Newton's second law of motion. It is this commensurability which allows us to estimate, for example, how an oil drop behaves when it is subject to both gravitational and electrostatic force. Coulomb's law gives us a value for electrostatic force, the law of gravitation gives us a value for gravitational force; each of these forces would act on its own if the other were absent. The law of addition of forces gives us a value for total force, and the latter feeds into the consequence law.
By contrast, vernacular fitness is specified in comparative terms and in restricted contexts. For example, you might learn that the optimal reproductive strategy with respect to sex determination is to produce male offspring when there are fewer males in the population, and females when there are fewer females. But this only tells you about the relative merits of strategies within a circumscribed set, with other factors held constant. The analysis does not tell you whether producing offspring of the minority sex is more or less advantageous than other fitness-relevant things you can do; there is, generally, no way of combining the effects of a good strategy in this game, with good or bad strategies in other games. For example, we have no way of calculating whether a given sex-selection strategy interacts with a given parental-care strategy, and how the fitness produced by variants of these strategies combine. This inability to add the "forces" of fitness is even more pronounced when the source laws are in unrelated domains. Suppose a certain species undertakes parental care, is resistant to malaria, and is somewhat weak but very quick. How do these fitness factors add up? We have no idea at all. The theory of probability has no general way to deal with such questions.15
Since we cannot add up the values produced by the source laws, the quantification of fitness in the laws of population genetics is conceptually independent of their occurrence in source laws in a way not paralleled in the Newtonian treatment of force. 
V. SELECTION AND ITS SUBSTRATES
We have now argued in support of three propositions. First, there is, in general, no objective, as opposed to epistemic, apportioning of causal responsibility to selection as against drift in a concrete evolutionary history. Consequently, evolutionary theory has no zero-force law. Second, it makes no sense to think of natural selection acting "on its own," in the way that gravitation acts alone on an uncharged particle in a vacuum. So the decomposition-offorces condition fails. Third, there is no common currency in which to compare the contributions of different evolutionary "forces." Thus, the resolution of forces does not have any counterpart in the theory. We conclude that it is inappropriate to think of evolution in terms of separate additive forces. How then shall we think of drift in relation to fitness? How shall we frame the role of constraints? We remarked earlier that natural selection acts only in the context of certain underlying causal determinants-chromosomal structures, mode of reproduction, pre-existing body plans, developmental sequences, and so on. Instead of thinking of selection as a force acting independently of these factors, either competing with them or being reinforced by them, we shall revert to another historically familiar way of thinking about selection, namely, as a statistical trend emerging from events that occur in these "substrates." To put this somewhat fancifully, we prefer the metaphor of the hidden hand-that is, of e-level occurrences emerging from i-level events without any inherent tendency in the latter to produce them-to any conception that reifies selection as an influence with inherent direction. In the hierarchical-realization model that we shall now begin to construct, selection is a formally characterized phenomenon, a statistical property of physical substrates that possess certain metrical properties. The causally active physical properties that lie beneath this metric are different from, or even incommensurable with, the properties that form the subject matter of the theory of selection.
To illustrate this change of perspective, we now present two examples of the substrate dependence of selection. Recall first that Charles Darwin and Alfred Wallace hit on the principle of natural selection in an extremely general form: a heritable trait that enables its possessor to leave behind more descendants than those which lack the trait will increase its proportion in the population. Now, it turns out that, as R. A. Fisher18 first argued in detail, the principle of natural selection is insufficient by itself to explain the facts of evolution. Fisher showed that under the system of inheritance envisaged by Darwin-"blending inheritance"-the variation in a population would die out too quickly to sustain large evolutionary changes, except under an implausibly high mutation rate, directed mutation of one sort or another, or Lamarckian inheritance (ibid., chapter 1). Mendelian inheritance, in which discrete genes are handed down unchanged from parent to offspring, is required to maintain variation in the face of ecologically imposed homogenization.19 It is not natural selection, then, that is responsible for the "origin of species," but natural selection in a Mendelian substrate. Our argument in section IV shows that this statement should not be interpreted in terms of additive forces. We shall be suggesting that a more appropriate diagnosis is in terms of certain formal properties of the Mendelian substrate.
The phenomenon of heterosis provides us with another illustration of substrate dependance. Sexually reproducing organisms have two genes at each chromosomal locus. Homozygotes have the same gene occur twice, heterozygotes have different genes opposite one another. Now, it sometimes happens, with respect to a particular locus, that the heterozygote is fitter (in the vernacular 18 The Genetical Theory of Natural Selection (New York: Dover, 1958, second edition) (the first edition was published by Oxford University Press, 1928). "No reasonable assumptions could be made by which the diminution of variance due to selection, in the total absence of mutations, would be much more than a ten-thousandth of that ascribable to blending inheritance" (p. 10).
19 There is a significant codicil here to the so-called "tautology problem." The Darwin-Wallace proposition is a mathematical truth; consequently, some have been puzzled about how it can explain evolution. The usual response is that the antecedents of this proposition are contingent: it is an empirical fact that some heritable traits give organisms a competitive advantage. Fisher's argument shows that the Darwin-Wallace principle is insufficient to explain evolution even under the contingent stipulation that its antecedents are satisfied. The theory of natural selection is thus obliged to introduce considerations not mentioned in the Darwin-Wallace principle. sense) than either homozygote, a phenomenon known, when it occurs in the plant world, as "hybrid vigor." Let us imagine an extreme case of this: the vast majority of each homozygote type aborts immediately upon conception, but most heterozygotes survive to reproduce in the normal way. If so extreme a difference of viability were to occur among asexually reproducing organisms, the viable phenotype would go to fixation in short order, and the others would disappear. If it occurred with blending inheritance, the whole population would similarly settle into some nonlethal type intermediate between the two homozygotes. In the actual case, however, homozygotes continue to be produced despite the extreme negative selection against them. This is a consequence of the fact that when two heterozygotes mate, they contribute matching (particulate) genes to some proportion of their offspring, thereby producing a homozygote. Of the three substrates just considered, heterosis is manifested only in connection with sexual reproduction with particulate inheritance.
These analyses demonstrate the way in which selection emerges from substrate interactions summed up over ensembles. In the force model, blending inheritance would be seen as opposing selection, while particulate inheritance would be seen as reinforcing it. In addition to the infelicities noted earlier, this has the additional disadvantage that it leads us to expect only that selection would be slower; it gives us no reason to think that the magnitude of evolutionary change would, in the long run, be diminished. Fisher's analysis addresses the issue at a different level. It looks at variation within the population, and tracks the effects of this variation on the gene pool transaction by transaction, as it were. Of course, Fisher did not literally track individual transactions; he simply used statistical methods to sum over them. But this is equivalent to simulating ensembles of individual transactions one by one on a computer. The important point is that Fisher did not ask about the goal toward which selection is supposedly directed. Rather, he asked: 'What is the effect of random mating in a population in which some organisms have a greater probability of reproduction'? To answer this question, he followed the sequence of events through at the genic level. In his way of looking at things, selection emerges as the mathematical aggregate of multiple interactions at the i-level, where the latter interactions are governed by laws appropriate to the causal substrate in which these interactions occur. A similar form of analysis is used in the heterosis case. The equilibrium there is not seen as an opposition of matched forces either of which can be switched off or diminished.20 It too arises as an aggregate of i-level occurrences. Now, natural selection is manifested not in one, but a great variety of substrates. Biologically, it occurs in conjunction with both asexual and sexual reproduction and in the presence of varying degrees of cytoplasmic inheritance. Variations in rate of reproduction may occur at the phenotypic level, in which case effects on gene frequencies are indirect, and also at the genic level, in which case the effect is direct. Selection can be more or less determinate: the probabilities involved could approach unity, or be quite low. In possible worlds other than this one, selection may be manifested on a substrate of blending inheritance, with Lamarckian feedback, without Weismannian inviolacy of the germ line, with three or more sexes, and so on. Selection also occurs in nonbiological realms: in the economic domain, for example, as well as in "clonal selection" in the mammalian immune system, in classical conditioning,21 and, according to some, in the propagation of theories and other cultural artifacts.22 While the Darwin-Wallace principle continues to hold true under all these conditions, it is silent on how events in one generation leave their mark on subsequent generations. The properties relevant to the speed and sustainability of selection are shared by causally heterogeneous substrates, which is why these properties must be formally characterized. 23 The multirealizability of natural selection parallels that of statistical thermodynamics. For as Lawrence Sklar24 points out, thermodynamics has "universal applicability" across heterogeneous domains and, in marked contrast with other theories of physics, describes neither the constitution of entities nor their dynamics (ibid., p. 189). Like the theory of natural selection, statistical mechanics has a formal component: this is concerned with probability distributions on large ensem- bles of entities interacting with each other in certain ways. This formal character accounts for its applicability to heterogeneous domains. Thus, as Sklar says, a quantity like temperature is "realized in radically different physical ways" (ibid., p. 194). It is not so much a physical variable as "a way of characterizing ensembles," "a parameter appearing in some appropriate probability distribution over the microscopic states of individual systems" (ibid., p. 195). Like those found in evolution, thermodynamical changes are the accumulation of a vast number of underlying events.25 As Fisher kept emphasizing, it is statistical thermodynamics-not Newtonian dynamics-that provides the closest parallel in physics to the theory of natural selection.
VI. ABSTRACT FORMULAE OF SELECTION
If selection is realized in many substrates, and has different characteristics in these substrates, what is it in general? What do the multiple realizations share? We begin now to give consideration to the formal properties of natural selection by introducing an extremely abstract characterization.
Li's theorem: in a subdivided population the rate of change in the overall growth rate is proportional to the variance in growth rates.
Li's theorem can be made vivid by means of an economic example. Imagine that you put $100.00 into mutual fund A, and $100.00 into B. A grows steadily at 6% per annum, B (to your chagrin) at 2%. Now, the average growth rate of your total investment starts out at 4%. But as your subinvestment in A gets larger and larger relative to that in B, the representation of A in your investment account grows. This, if you like, is selection: A "reproduces" faster than B, and there are proportionately more A-dollars in the account. The consequence is that the average growth rate of your whole investment account becomes more and more influenced by A relative to B. For example, at the end of the first year, your investment stands at $106.00 in A and $102.00 in B; consequently, the overall growth rate is 4.04%. At the end of forty years, there is $970.00 in A and $216.00 in B, and the overall growth rate is 5.25%. Over time, the growth rate of the whole approaches the A-rate, 6%. Now, the variance of growth rates as between A and B was maximal at the very start of the process: as the overall mean gets closer to A and A comes to contain a greater proportion of the whole, the variance drops because the greater proportion of the account is closer to the mean. As a consequence, the increase in the overall growth rate slows down. Thus the increase in the overall growth rate tracks variance. Anthony Edwards26 reports that this "growth-rate theorem" was presented by C. C. Li as a "simplified version of Fisher's fundamental theorem of natural selection" (ibid., p. 444). It is certainly simplified in that it does not take on board such complications as sexual reproduction, dominance, linkage, ecological change, and so on, while Fisher's theorem and its successors contain parameters that sum up the effect of such factors.27 Consequently, Li's theorem cannot be applied to phenotypically defined subpopulations except under special circumstances: the growth rate of a trait masks the growth rate of the underlying genes, and variance in the former will not predict changes in gene frequencies. In calculating the effect of "selection pressure" on the investment account, we were dealing with a very simple case. There is no differentiation between genotype and phenotype: selection occurs directly on the kind of item being counted. Indeed, there is no "inheritance" here as such; the accumulation and continuity of "dollars" serves to preserve the effects of differential growth rates. When we deal with real biological cases, there will be effects that Li's theorem does not predict, just as there are substrate-related effects not predicted by the Darwin-Wallace formula. Li's theorem tells us nothing about causes of growth: it is a general truth about growth regardless of how it is caused. Moreover, selection is not a cause of growth (or of the change in population characteristics) in this conception; it is the mathematical aggregate of growth taking place at different rates.
VII. A HIERARCHICAL-REALIZATION SCHEME FOR SELECTION
We propose to accommodate substrate influences by conjoining various additional conditions to a basic defining formula of selection-we shall put Li's theorem in this role, though there are other candidates, such as Fisher's "fundamental theorem," Price's equation, and Richard Michod's31 "Darwinian dynamic." The difference between the proposed approach and that of a theory of force is that a conjunction of propositional conditions does not entail, as the force analogy does, the existence of separate additive causal influences corresponding to each propositional conjunct. One can talk of consequences emerging from domains in which p and q are satisfied, without implying that these propositions correspond to separate forces. Accordingly, we now introduce the notion of a natural-selection formula:
A natural-selection formula is one of the form (L & C), where L is the antecedent of Li's growth-rate theorem-that is, L posits a population subdivided by growth rates-and C is a substrate specification which states properties of population (including properties of its members or of their parts), and/or the causes of differential growth rates in these populations and their parts, and/or conditions of inheritance, development, and environmental interaction.
There is a great variety of natural-selection formulae, as the following examples demonstrate.32 (Li's theorem is taken an implicit conjunct in each.) The Darwin-Wallace principle belongs at a very abstract level-"abstract" because the substrate specification is minimal-but less so than Li's because it is restricted to the biological domain (though Darwin was himself influenced by economic parallels). The substrate specification here is that the source of differential growth rates is variance of adaptedness, that is, of heritable traits which give organisms better ways to exploit environmental resources than those possessed by organisms with different traits, and further that these traits are inherited. Weismann proposed that changes to an organism's body could not be transmitted to its "germ plasm"; consequently, the germ plasm is passed on to subsequent generations unchanged by environmental interaction. This is an important addition to the Darwin-Wallace substrate specification, and results in a new natural-selection formula, which is distinct from Darwin's own, 31 Darwinian Dynamics: Evolutionary Transitions in Fitness and Individuality (Princeton: University Press, 1999).
32 Hull et alia (op. cit.) attempt to define a formula that captures Darwinian natural selection exactly, omitting all that is extraneous and including everything essential, a formula that is neither "too broad or too narrow." We are skeptical about the value or feasibility of coming up with such a formula: our hierarchical conception undermines the idea of a unique way of specifying "gene-based evolution." or Lamarck's. Again, as noted in the last section, most principles of population genetics make some assumptions about the mechanism of inheritance; the Hardy-Weinberg formula assumes particulate inheritance, sexual reproduction, and constant gene frequencies-each of these assumptions can be summarized in propositional form to yield a substrate specification in accordance with the definition given above. Fisher attempted to focus on fitness by introducing regression coefficients for fitness; assigning any definite value to these coefficients yields a natural-selection formula applicable to a particular trait in a particular organism.33 Again, optimality analyses, which implicitly make environmental assumptions, are substrate specifications.
Corresponding to each of these natural-selection formulae is the set of possible histories that satisfy the formula. Let us call such a set of possible histories a natural-selection type. Natural-selection types are nested and overlapping. The type SR that corresponds to sexual reproduction will be contained in the type that satisfies the DarwinWallace formula; the type that corresponds to particulate sexual reproduction will be contained in SR On the other hand, the naturalselection type that merely specifies particulate inheritance will overlap with SR, but not be contained in it, since there are (actual and possible) histories in which nonsexual particulate inheritance was at work, and possible (but nonactual) histories in which sexual reproduction operates through blending inheritance.
We conceive of the hierarchical relationship between more and less inclusive natural-selection formulae as similar to that between functional kinds and their realizations. Functional types such as table, lock, camera have concrete realizations-individual tables, locks, cameras, and so on, these being items that satisfy the defining formula of the type. Similarly, each history in a natural-selection type is a concrete realization of Li-selection, subject to the substrate specification C; a particular history will satisfy more than one such specification. (Note that an individual material object, and also a natural-selection history, could in principle belong to more than one type.) Functional types have subtypes-refectory tables, combination locks, digital cameras. The subtypes of natural selection are sets of histories that satisfy a particular substrate specification. These are kinds of Li-selectionLi-selection with Mendelian inheritance, with sexual reproduction, and so on. These types have subtypes, too. This is why we call our proposal does not lie in our making selection multirealizable; earlier, we quoted Rosenberg and Sober as already committed to this. The new feature in the scheme outlined above is its hierarchical arrangement, with various factors taken to be explanatory of evolution figuring in the substrate specifications.
We arrive at an adequate explanation of the evolution of a biological phenomenon by subsuming it under the most specific formula that applies to it, that is, the formula that posits all the substrate factors relevant to it. The probability of the target phenomenon is estimated relative to the histories that constitute the corresponding least inclusive natural-selection type. We understand why the phenomenon came about by comparing this probability with those yielded by natural-selection formulae which impose relevantly different substrate specifications. For instance, we understand why a deleterious hereditary condition like sickle-cell anaemia was not eliminated, by comparing the probabilities in its natural-selection formula with those with relevantly different ones-ones in which malaria was not a factor, ones in which reproduction is not sexual, and so on.
This paves the way to a new interpretation of adaptationism. It consists not so much in overestimating the "power" of natural selection to overcome the other determinants of evolution, but in overestimating the explanatory powers of natural-selection formulae that lean too heavily on optimality analyses concerning traits, omitting specification of other factors. We noted before, for instance, that evolution would be minimal if there were blending inheritance rather than particulate. For this reason, the Darwin-Wallace formula fails to predict the consequences of differences in vernacular fitness-it lacks an adequate substrate specification. Darwin overestimated the explanatory power of natural-selection formulae that omit specific mention of inheritance and mention only optimality analyses. To this extent, he was an adaptationist.
VIII. THE DISAPPEARANCE OF VERNACULAR FITNESS
Consider now how to approach questions of interaction among evolutionary factors. How, for instance, does sexual reproduction interact with selection? Where Sober's force model posits an additional force for sexual reproduction, we capture its effects by moving from a natural-selection formula in which sexual reproduction is not specified to one in which it is. Separability is not implied: a formula that fails to specify a mechanism of inheritance does not, for that reason, specify selection without inheritance. When we consider evolutionary effects that do not depend on sexual reproduction, or when we wish to consider an effect in abstraction from mode of reproduction, we might ascend to a more inclusive type that includes, for instance, all forms of inheritance (possible and actual). In this more inclusive selection type, the growth rates are averaged out over all forms of inheritance. There is no selection in this or any other type in the absence of some sort of continuity that could be considered a fill-in for inheritance.
In this way of looking at things, the distinction between evolution (the total change of gene frequencies due to all causes), and natural selection (the portion of evolution due to differences in competitive advantage) is unmotivated. Natural selection is, as Li's theorem tells us, the aggregative result over time of differential growth rates in a population. These growth rates are explained by considering all of the factors posited by the most specific relevant natural-selection formula, competitive advantage acting in concert with all the others. In histories that conform to this formula, certain trends get established at the e-level as accumulations of multiple concrete eventsbirths, deaths, mate choices, as well as events at the cellular and molecular level. These trends constitute natural selection. There is no difference between these trends and evolution. Further, since these trends constitute total change from generation to generation, predictive fitness is their measure, not the supposed partial value that some posit as vernacular fitness. Like the distinction between natural selection and evolution, the distinction between vernacular fitness (an organism-type's overall competitive advantage traceable to heritable traits), and predictive fitness (its expected growth rate, or the propensity underlying it), is unmotivated.
Some might resist this conclusion on the grounds that actuarial practice regularly apportions causal responsibility to various factors. (After all, this is what multivariate analysis is all about.) In responding to this concern, we want clearly to acknowledge that it is legitimate to ask, in a statistical sense, how much of the causation of B is due to competitive advantage, though as we noted in sections III and iv, one needs to be prepared for a degree of indeterminacy in the answer, since the composition and decomposition of probabilities is mathematically undefined in many cases. This question is similar to the questions asked when determining insurance premiums. For example: How much does being a male youth contribute to road accidents in which male youths are involved? There is some sort of answer to this question in statistical correlations. But this does not imply that being a male youth operates in an ontologically separate way in these accidents. This is clearest when we think about the individual events. An eighteen-year-old male is involved in a collision at night, in the rain, after drinking three pints of beer. Are these factors, specified in this way, separable influences on the outcome? We think not: the same goes here as for the factors involved in cases like (C1) and (C2) in section III.
IX. PROCESS VERSUS TREND IN EVOLUTION
We turn now to some considerations of causality and process. We have been insisting that natural selection is a mathematical aggregate of individual events. This seems to imply that it is not a causally connected process. The increase of fitness in a population by means of natural selection is, as we see it, a temporal sequence of aggregates, a running tally of lower-level events; it is not a process within which the earlier events cause the later. The same holds for the spread of adaptive features through a population. This may seem counterintuitive. It helps to consider parallels from thermodynamics. Is increase of entropy a process? What about the transfer of heat from high to low temperature?
Let us start by considering the case of a pot of water brought to a boil on a stove. At a gross phenomenal level, this seems like an orderly process. Heat flows from stove to liquid, the liquid circulates, carrying heat with it; gradually, it comes to a boil. Closer examination shows, however, that the transformation is not an orderly one at all. This is most evident perhaps in the actual phase transition, which is highly jerky. Parts of the liquid heave up and down; bubbles form more or less randomly. When the liquid is actually boiling, its surface is chaotic. A microscopic examination would display similar disorder at earlier stages. The energy transfer from the bottom of the pan to the top is disorderly, with myriad local exceptions (for example, adjacent small regions with unequal temperature with no mutual heat transfer), reversals (energy flow from low-to high-temperature regions), and other fits and starts. Such discontinuities violate the spatiotemporal continuity required of fundamental physical processes, which are strictly law governed. To halt, reverse, delay, or accelerate a fundamental process takes energy and work. But in the pot of water such changes of direction occur spontaneously. This shows that heat flow is not a fundamental process. The same point can be made (and determinants, as you can get a particle to retrace its path by reversing all the momenta in its ensemble.
In physics, discontinuous processes of the above kind are treated as aggregates of fundamental processes. Statistical mechanics handles conductive and convective heat transfer stochastically. The pot of water consists of a large number of molecules in random motion. Let us say that a mechanical state description of such a system is the set of position and momentum vectors for each particle it contains. Each thermodynamic state description of the system-the set of values for its energy, temperature, and other such thermodynamic variablessupervenes on a mechanical state description thereof. But this supervenience relation is one-many: that is, the same thermodynamic mechanical state of a given system supervenes on many different mechanical states. Now, some thermodynamical states comprehend a larger number of distinct underlying mechanical states than others: those which comprehend more are "more probable," those which comprehend fewer are "less probable." The basic principle of statistical thermodynamics is that less probable thermodynamic states give way in time to more probable ones, simply by the underlying entities participating in fundamental processes. This explains why statistical thermodynamics has "universal applicability," as Sklar says (see the end of section v, above): it is silent about the constitution of entities and their dynamics, and mathematically demonstrates a phenomenon that occurs regardless of these physical details. The heat flow described above is stochastic in nature; it is a trend predicted by the mathematics of large numbers, not a fundamental process governed by the specificities of physical law.
The same is true of evolution. The discontinuities of natural selection are much more evident to the observer than those of thermodynamics, gross enough, in fact, to be recordable by a careful observer.35 These discontinuities show that natural selection, like thermodynamic change of state, is a time-asymmetric statistical trend instantiated by populations. In an important sense, the mathematicalstatistical treatment of natural selection eliminates evolutionary process. That is, it shows that earlier and later states of population fitness or adaptedness in an evolutionary process should not be considered properties. The claim that we want to make is that while predictive fitness values are predictors of trends in populations, and may thus be considered probabilistic causes, they are not causes in the sense appropriate to fundamental processes.
We should distinguish this conclusion from two other propositions with which it might be confused. First, some will find that our confining fundamental process to the i-level, and insisting that e-level transitions are trends, reminds them of the idea that in the theory of natural selection, probabilities are epistemic only, used because we are ignorant of the individual deaths and births that constitute the i-level reality of natural selection. In fact, we are not sympathetic to the latter notion; we do not regard statistical theories merely as devices to deal with ignorance. The statistics employed in thermodynamics explains something about the nature of heat and work, something we would not understand by having a history of molecular interactions in a pot of water, even assuming that our minds could comprehend that kind of detail. Similarly, the statistics of natural selection tells us something deep about the patterns instantiated in diverse biological histories. By appreciating these patterns, we come to understand something that we are not able to see when we are given the full biographical details of organisms in diverse populations.37 The theory of evolution is a historical science in the sense that it tries to retrodict significant events in the individual paths traced by actual species. Population genetics, however, is concerned with the formal characterization and mathematics of all such histories, taken as a group. The argues, on grounds independent of those given here, that heat transfer and natural selection are "pseudo-processes." 37 This is so even when the mathematical reason for trends is not explicitly stated. interest of these patterns is not simply historical reconstruction, any more than it is in thermodynamics.38
Second, some may think that we are asserting that, if a class of properties S supervenes on base properties B, then since all changes in properties S are wholly determined by properties B, there are no genuine causal relations at level S. In fact, we have not relied on the supervenience relation between e-level properties and i-level properties in making our point. We have distinguished two kinds of causal relations, fundamental and stochastic. We concede that stochastic causation occurs at the S level,39 but deny that process causation occurs at this level. This denial is made on grounds of discontinuity and irreversibility, not of supervenience.
The view that natural selection is a cause of evolution is becoming increasingly fashionable. Some place the recently heightened interest in developmental constraints and morphogenetic process in this context; they say that these influences on organismic traits should be given more prominence relative to natural selection than they have been given hitherto. In our opinion, this is misguided. It relies on the idea that fitness and natural selection are separable causes of evolution. We have argued for a hierarchical-realization model of selection, in which fitness is a probability defined on the class of selection histories that meet all the relevant explanatory conditions. Further, we have argued that the nature of causal relations is different at the e-level, where natural selection occurs, and the underlying i-level. Fitness and natural selection have no reality except as accumulations of more fundamental events. In our conception, it makes dubious sense to hold evolution is different from natural selection, much less that it is caused by it.
Having said this, we do want to acknowledge that the construction of a genuinely all-inclusive conception of natural selection in the biological domain is extremely challenging. Sklar's discussion of thermodynamics is once again revealing here. Speaking of temperature, he says: Systems of wildly divergent physical kinds can all have equilibrium states and, when allowed to transfer energy to one another, be in equilibrium with respect to each other. The moving molecules in a blob of matter, for example can form a system in equilibrium with electromagnetic radiation. So we are required to think of these systems as sharing common temperatures.40 42 The differences between physical and statistical ways of thinking about factors relevant to evolution have been investigated independently by Denis Walsh and Matthen. Ariew, who has been working with both, brought about considerable convergence both by cross-communicating and by his own critical contributions. The present article and Walsh, Lewens, and Ariew (op. cit.) are products of this process. But these articles are almost completely independent with respect to argumentation and even, to a surprising extent, motivation.
