Abstract
Introduction
Many corporate financial distress and bankruptcy models have been constructed since wellknown Altman's Z-score was published in 1968 (Altman, 1968) . In majority of cases these models are based on historical accounting data and corresponding financial ratios of a carefully selected sample of companies representing an economy of interest. Such models are constructed using different statistical and data mining methods, e.g. linear discriminant analysis, quadratic discriminant analysis, logistic regression, decision trees, random forests, neural networks, support vector machines, generalized additive models etc. The underlying idea is that the past values of appropriately selected financial and economic indicators are able to determine the financial health in the future. Unfortunately, such microeconomic approach has well known shortcomings. First, it is difficult to prepare suitable data sets for these models. Moreover, these models have a limited stability in longer time periods or they are unsuitable for economic environment with different and quickly changing conditions. Therefore recently more general approach combining accounting data, market-based and macro-economic data is advocated in literature (Hernandez, 2013; Tinoco, 2013) to explain corporate financial distress. The main goal of our paper is to provide the initial step in applying similar approach to an economic environment in Slovakia. We focus here on possibility to extend the classical bankruptcy models based on supervised statistical methods (Balcean, Ooghe, 2006, Brezigar-Masten 2012) by adding information about the dynamics of financial ratios to a training data set. We restrict ourselves to the case when only measurements of financial ratios in two consecutive time points are available. Furthermore, we estimate a classification model based on just one measurement. Thus, we are able to conclude if model incorporating changes in financial ratios provides better classification results.
The paper is organized as follows. In Section 2 we review basics of statistical learning methods used for model construction, namely principal components analysis, random forests and penalized logistic regression and present methodology incorporating changes in financial ratios into corporate financial distress prediction modelling. Section 3 describes two data sets of Slovak companies employed for illustrating our approach. Finally, in Section 4 we discuss classification ability of fitted models and usefulness of proposed methodology.
Methodology
Our data should satisfy the following conditions in order to add changes in financial ratios to our financial distress modelling. First, we need to know financial condition of a set of companies at the given time point, i.e. bankruptcy or liabilities in social or health insurance. According to them we divide the companies into two groups -"not in distress" and "in distress". Second, for both groups we need to know quantitative characteristics, e.g. financial ratios, of individual companies in two consecutive time points prior the given time point. Let us assume that our data set consists of n companies and m measured quantitative characteristics (except the status of a company, i.e. whether it belongs to "not in distress" or to "in distress" companies). Then differences in quantitative characteristics form a very simple description of their dynamics. We add these differences to our data set as new variables. The resulting data set includes 2m variables describing quantitative characteristics and their corresponding changes dynamics. If the number of companies n is not bigger than 2m or if there are high correlations between variables, the next step of the analysis consists of principal component analysis (PCA). If n is not bigger than 2m, we apply PCA to financial ratios and differences separately. In the case of supervised learning the number of components can be determined via cross-validation as a part of model fitting procedure (James et. al., 2013) . But for simplicity of implementation and because we focus on prediction ability of our model, i.e. we are not interested in individual predictors in our model as far as its prediction ability is satisfactory, we prefer to take into account principal components preserving at least 90 % of variability of original variables. In the last step of our analysis we construct a classifier based on selected supervised statistical learning methods. The error rate of the model is estimated using cross-validation. It is obvious that no classification method dominates all the other over all possible data sets (James et. al., 2013) . In the given context, we decided to use penalized logistic regression, a generalization of the well-known logistic regression and tree-based method, random forest (Hastie et. al., 2001) . Classifiers based on these methods are quit powerful still easy interpretable. Moreover, both methods are implemented in the wellestablished R packages and therefore easily deployable.
Penalized Logistic Regression
Similarly to ordinary logistic regression, penalized logistic regression is able to provide us with quite a good and easily applicable classification model, straightforwardly interpretable model coefficients and scoring in the form of conditional probabilities. Moreover, the shrinkage used in penalized logistic regression has the effect of reducing variance of estimated parameters and we do not need a separate procedure for selection of variables. As a consequence, we can get a model including only relevant variables (components in our case) and a more reliable estimation of classification error since over fitting is reduced. Penalized logistic regression is implemented in the statistical system R (R Core Team, 2014), package glmnet (Friedman et al., 2010) . As an input predictors matrix we used sparse matrix format created via package MatrixModels (Bates, 2012) .
The penalized logistic regression is based on maximization of penalized log-likelihood in the following form:
where denotes the penalization parameter, x i denotes the vector of inputs (it includes the constant term 1), β = ( 0 , , … , ) and ∈ {0,1}.
The final solution is based on repeated algorithm of a weighted lasso application. We used 5-fold cross-validation for fitting our model and set the penalization parameter lambda to the number in which the cross-validation error was minimalized.
Random Forest
The algorithm for inducing a random forest was developed by Breiman and Cutler (Breiman, 2000) . Random forest is a machine learning ensemble classifier that consists of many decision trees and outputs the class that is the mode of the class's output by individual trees. It preserves advantages of classification trees. First, it is inherently non-parametric method, so no assumptions are made regarding the underlying distribution of values of the predictor variables. Thus, it can handle numerical data that are highly skewed or multi-modal, as well as categorical predictors with either ordinal or non-ordinal structure. Second, it can be used if the number of variables is bigger than number of cases. Moreover, it is not prone to over fitting. The classification ability of fitted models is estimated using OOB (out of bag) classification error. Its implementation can be found in statistical system R (R Core Team, 2014), package randomForest (Liaw, 2002 ).
Data
We illustrate our approach using two datasets of Slovak companies. The first data set was extracted from the database provided by INFIN, s.r.o, Bratislava in 2007, (currently CRIFSlovak Credit Bureau, s.r.o) and consists of financial data -36 financial ratios (see Table 1 The second data set covers the years 2009 and 2010. It consists of 52 Slovak companies, 26 of them labeled as being in distress, and 40 financial ratios (see Table 2 ). Company was labeled as being in distress if its economic valued added (EVA) was negative, its payment discipline was scored from CCC (risky) to D (bankruptcy) and a negative event occurred, e.g. existence of liabilities to Social Insurance Agency or health insurance companies etc. Data was partially extracted from CRIBIS data base (provided by CRIF -Slovak Credit Bureau, s.r.o). More detailed description of data as well as application of well-known financial distress models to it can be found in (Gundová, 2014 ).
Results
We applied methodology described in previous section to both data sets separately. In order to preserve as many variables as possible we decided to remove missing values list wise, e.g. cases (companies) with at least one missing financial ratio were removed from our analysis. In the first case it resulted to reduction of companies to 175 (45 of them being in distress). The second data set remained the same as no missing values were present there. We computed new variables representing changes in financial ratios. In the first case as we subtracted financial ratios in 2002 from financial ratios in 2003. In the second case we subtracted financial ratios in 2009 from financial ratios in 2010. In both cases there were high pairwise correlations between variables. Moreover, in the second case the number of variables exceeds the number of cases. Therefore we applied PCA (assuming correlation matrix) in both cases. In the case of data set 2 we started with PCA applied to original variables and then continued by applying PCA to new variables representing changes in financial ratios. In both cases we selected components preserving at least 90 % of variability of original data. The resulting sets of linearly independent components were then assumed as new sets of predictors. For data set 2 there were neither high pairwise correlation coefficient between components from these two groups nor a serious multicollinearity problem (except components 1 and 13). The multicollinearity was checked using function vif() included in R package named HH (Heiberger, 2014) . In the final stage of analysis we fitted penalized logistic regression models to both data sets with principal components and random forest models to data sets with original variables. We constructed two classifiers for each data set and each method -one assuming changes in financial ratios, i.e. data set with added differences, and one without them. The detailed results of principal component analysis (loadings of variables, explained variance etc.) and fitted models as well as the corresponding R code are omitted here but they are available at http://1drv.ms/1lk6nK2 or upon request from authors. The classification quality of the fitted models is summarized in confusion matrices (see Table 4 -6) . Columns represent the instances in predicted classes, while rows represent the instances in actual classes. Thus, the diagonal elements represent correctly classified cases and the cross-diagonal elements represent misclassified cases. Prediction ability was estimated using cross-validation techniques in all cases. It is easy to see that prediction quality of classifier based on penalized logistic regression outperforms classifier based on random forest in all presented cases. Moreover, inclusion of changes decreased classification error from 2 to 13 percentage points (2 and 3 percentage points for data set 1 and 13 and 3 percentage points for data set 2). The better performance of penalized logistic regression could be a consequence of multicollinearity in original data leading to correlation between individual trees and thus inferior prediction ability of random forest. The next confusion matrices come from the second data set. Finally, we compare resulting cross-validated classification errors to classification errors without model, i.e. the errors we get assigning all companies to a larger group in the corresponding data set. For the first data (45 companies in distress, 130 companies not in distress) it means that we classify all companies as not being in distress. In that case 45 companies are not classified correctly and we get the overall prediction error approximately 26 %. This classification error then serves as a basic benchmark for classification models constructed using the first data set. Analogously, for the second data set (26 companies in distress, 26 companies not in distress) we have the classification error without model 50 %. Using penalized logistic regression there was a decrease in classification error by 4 (6) percentage points in the case of the first data set without (with) incorporated changes and by 31 (44) percentage points in the case of the second data set without (with) incorporated changes in financial ratios. For classifiers based on random forest it was -3 (0) and 12 (15) percentage points, respectively.
Conclusion
In the paper we propose a simple methodology how to incorporate minimal knowledge about the changes in financial ratios to a classical static corporate financial distress modelling. As far as we know, such models have not yet been constructed for economic environment in Slovakia. We applied our methodology on two different sets of Slovak industrial companies representing the period 2002-2004 and 2009-2010, respectively, using classification based on penalized logistic regression and random forests. We compared the resulting classifiers to those fitted in the classical way, i.e. without including changes in financial ratios. Results of our analysis indicate that the proposed methodology provides us by improvement in prediction ability of our models, but it can be a minor one. As usual, it is matter of data quality, i.e. it depends on information embedded in our data set. If quantitative characteristics of companies in the two consecutive time points are similar to each other, differences do not provide us with relevant information for improving classification. In our opinion it is worth to verify the proposed methodology in a longer period by comparing models fitted in many time points of that period with respect to prediction quality, time stability and variables included in the model.
