Abstract
Introduction
Microarray data analysis is useful for understanding biological processes based on patterns of gene expression. Genes, which have similar expression patterns, are more likely to be coregulated and may have common functions. Early examples were the study of yeast sporulation, which consists of meiosis and spore morphogenesis, by Chu et al. [1] and that of Cho et al. who used a similar technique to study the mitotic cell cycle [2] . More recently Agrawal used more sophisticated techniques to analyze a cancer data set based on measuring the similarity among genes [3] . In general, a microarray data set can be viewed as an n×d matrix, where n is the number of genes and d is the number of features (conditions or experiments). Usually, n is a very large number, in the order of thousands and d is relatively small. If the microarray data is analyzed manually, the procedure will be very labor intensive. This leads to the need for automated clustering by computer. Many clustering algorithms have been proposed including the k-means, k-medoids, fuzzy c-means, and hierarchical clustering algorithms [4] [5] [6] [7] . A comprehensive review of clustering methods can be found in [8] [9] [10] [11] . Although these algorithms can produce good results, they have a common limitation that they can converge to a local optimum and so produce less reliable results. There are several reasons for this. The data set may contain noise or outliers [12] and these data points can make a very large contribution to the objective function and thus, may be classified as a group. Also, the objective function itself may contain local optima. Genetic algorithms and simulated annealing methods are robust in finding global optimal solutions [13] [14] [15] , but they can be very time consuming.
In this paper, we propose a new method to avoid local optimal solutions by correcting the descent direction. This is based on calculus of variations [16] . Calculus of variations has been widely used in mechanics to solve optimisation problems [17] . In order to avoid local optima caused by noise and outliers in the data sets, we apply this technique to our recently developed clustering algorithm, the modified l 2 norm based FCM algorithm (l 2m -FCM algorithm) [18] . The l 2m -FCM algorithm is robust against noise and outliers. It locates the medians of the data set. Experiment results show that the performance of the l 2m -FCM algorithm is greatly enhanced by the addition of our method to avoid local optima. The proposed method can obtain reliable results for data sets with a large number of groups, which is a challenging problem for many clustering algorithms. We have compared the proposed method with seven other clustering algorithms using both synthetic and real world data sets and found that the proposed method generates better results. Our preliminary results have been presented in [19] .
The organization of the paper is as follows. In Section 2, we review the l 2m -FCM algorithm. Then, we correct the descent direction by proposing a new weighting function based on the calculus of variations in Section 3. The robustness of the proposed method is shown by experiments in Section 4. Finally, our conclusion is given in Section 5.
The l 2m -FCM Algorithm
Assume the input data samples are X = {x 1 , x 2 , …x n }. The data samples are divided into c classes and each class is represented by a cluster center v k ∈ V = {v 1 , … ,v c } where
where μ ik is the membership value of x i belonging to cluster k and satisfying the following two conditions:
In the l 2m -FCM algorithm, we minimize the following objective function:
where ||u|| ε = 2 2 2 ε u + . The use of parameter ε in the norm is to avoid the derivative of J with respect to v k being zero. The value of ε should be very small to avoid numerical error. In Appendix A, we prove the case that if c=1, the difference between the solutions by J at ε≠0 and J at ε=0 is within 2ε. The update step equations are 
Equation (4) is a nonlinear equation for the unknown v k and it is possible for it to converge to a local optimum. We consider a data set with 15 groups and its clustering results using the l 2m -FCM algorithm are shown in Figure 1 . The cluster centers are displayed as large gray dots. No cluster center assigned to the two groups at the bottom and one cluster center is moved to the noise region placed at the right hand side of the figure. We investigate the equations by substituting Equation (3) into Equation (4) . Taking m = 1.5, we have
where
For simplicity, we denote a point close to v k as x c while a point far away from v k as x f . In this equation, we can see that the weighting function y = ||v k −x i || -4 is extremely large if x i = x c while y is very small if x i = x f . If two cluster centers v p and v q are placed near x c , their weighting functions will be very large. However, the contribution of x f is very small. If x f is a member of another group, the algorithm may converge to a local optimum.
To resolve this problem, we have to re-distribute the weighting function so that points like x c make smaller contributions while preserving x f contribution. This is explained in the next section.
Method Based on Calculus of Variations

A New Weighting Function
In this section, we introduce the calculus of variations [16] to correct the descent direction of the l 2m -FCM algorithm. An introduction to the calculus of variations can be found in Appendix B.
We formulate the original l 2m -FCM algorithm in a continuous manner and we only focus on the unknown function v(s).
where Ω=[0,1], Γ is the domain of the data set X and H(s) is a delta function. H(s) → ∞ if s ∈ {s k : 0≤s k ≤1,k=1,2,…c}, otherwise, H(s) = 0. We apply the calculus of variations to this objective function with a function ϕ(s,t), which means the perturbation is dependent on data X. Taking the derivative with respect to γ at γ=0, we have
We correct the search direction by the following setting. ϕ(s,t) is taken to be the composition of two functions. i.e. ϕ(s,t) = φ(s,t)ψ(s). ψ(s) is an arbitrary function while φ(s,t) is a function satisfying the following three conditions. (1) (3) For each s k , the function f k (t) = φ(s k ,t)/ ||v(s k )−x(t)|| ε contains only one minimum. The first two conditions are adopted to reduce the weight for x c while preserving the weight for x f . The third condition is to restrict the function so that it contains only one optimum. We found that the function φ(s,t) = ||v(s)−x(t)|| ε /(a+||v(s)−x(t)|| ε ) satisfies these three conditions. Obviously, the first two conditions are satisfied. For the third condition, the function f k (t) = φ(s k ,t)/ ||v(s k )−x(t)|| ε = 1/(a+||v(s k )−x(t)|| ε ) contains only one minimum for ||v(s k )−x(t)|| ε >0. Putting these together, Equation (7) is now rewritten as ψ(s) is an arbitrary function and H(s) is a delta function, which is not equal to zero only at a finite number of points. Setting Equation (8) equal to zero, we have
where v k =v(s k ). We use an iterative scheme to find the solution of this equation by assuming that v k on the numerator is the variable at the pth iteration and that v k on the denominator is known at the (p-1)th iteration. Thus, the new update step equation becomes 
Here, we see that the major difference between the new and old equations, Equations (5) and (11), is the parameter a. In Equation (4), if a cluster center v k is close to a point x c , the term 1/||v k −x i || ε will approach infinity very fast. The contribution of x c is large while other points are relatively small. For the proposed method, a new parameter a is added. The term 1/(a+||v k −x i || ε ) approaches infinity much more slowly. The contribution of x c is reduced and the algorithm is able to escape from the local minima. This is further illustrated through the data set in Figure  2 (a), where a circle represents a data point while the sign "*" represents a cluster center. Figure  2 (a) shows two groups, which contains a data point far away from other points. Two points are given initial guesses of cluster centers. One is near the two groups while the other one is placed exactly at the far away point. After applying the l 2m -FCM algorithm, the cluster centers do not move and they represent the final positions. The cluster centers obtained using the proposed method is given in Figure 2 (b), which is the correct result. The new method works for the following reason. In Equation (10), the cluster centers are equal to the weight w ik (a) of the data points x i and the summation over all i is equal to 1, where w ik (a) is given as follows. 
When a is equal to zero, the proposed method is the same as the l 2m -FCM algorithm. As one of the cluster center is near the far away point, one of the w ik (0) values is very large and thus the algorithm will converge to a local optimal solution. When a is not equal to zero, the term 1/(a+||v k −x i || ε ) approaches infinity much more slowly and the weights for other points are larger. Figure 2 (c) shows the w ik (0) and w ik (500), where circles represent the l 2m -FCM algorithm and the "*" signs represent the proposed method. The far away point is given a very large weight in the l 2m -FCM algorithm, but the weight is redistributed in the proposed method and this can help the clustering process to escape from local optima.
(a) A data set and the clustering result obtained using the l 2m -FCM algorithm.
(b) Clustering result obtained using the proposed method.
(c) The weight functions of the l 2m -FCM algorithm and the proposed method. Figure 2 . Illustration of the proposed method.
The Optimization Procedure
The optimization procedure is given as follows. We gradually reduce the regularization power by decreasing the value a from a high value to zero.
Step 1:
Initial V and a values are given by the user.
Step 2:
The values U and V are updated using Equations (3) and (10).
Step 3:
Decrease a. If a is not close to zero, go to Step 2. Otherwise, go to Step 4.
Step 4:
The values U and V are updated using Equations (3) and (4). In all the experiments presented in this paper, a starts with the value 500 while the reduction rate is 0.9.
Experiment Results
We show the robustness of the proposed method using three synthetic and six real world data sets with seven different clustering algorithms, including the fuzzy c-means (FCM) algorithm, the k-means algorithm, the alternative fuzzy c-means (Alt-FCM) algorithm [20] , the Gaussian mixture model (GMM) [21] , the possibilistic c-means (PCM) algorithm [22, 23] , the Gath-Geva algorithm (FCM-GG) [11] and the original l 2 norm based fuzzy c-means (l 2m -FCM) algorithm [18] .
For the three synthetic data sets, their first two dimensions are given in Figures 3(a) -(c). The first data set consists of seven groups having three dimensions. Six groups contain 500 points with variance 0.5 while the one at the center has 300 points with variance one. The second data set consists of 12 groups having 3 dimensions. Eleven of them have 150 points with variance 3 while the one at the bottom has 100 points with variance 6. The third one consists of 15 groups having 4 dimensions. Each group has 150 points with variance 2. We generate 200 noise points according to the uniform distribution. All the cluster centers for these synthetic data sets are shown in Table 1 .
(a) Synthetic data set with seven groups.
(b) Synthetic data set with 12 groups.
(c) Synthetic data set with 15 groups. Figure 3 . The first two dimensions of the synthetic data sets. The performance measure is based on cross validation and is given below. Each data set is first randomly divided into two halves. One is for training and the other is for testing. The algorithms are run on the training set and the prototypes are obtained. Then, the testing set is used to evaluate the clustering results based on these prototypes. This process is repeated 30 times. The clustering results of these three synthetic data sets are given in Table 2 . . In each entry of the table, there are two numbers. The number without parenthesis is the average error in percentage terms. The number in the parenthesis is the standard derivation of the error for the 30 runs. We can see that most of the algorithms converge to local optimal solutions. Only the proposed method is able to yield the same good results in these 30 runs. We further test the robustness of the proposed method with four real world data sets. The iris data set (Iris) contains 150 instances, 3 classes and 4 features. The wine data set (Wine) consists of 178 instances, 3 classes and 13 features. The image data set (Image) contains 2310 instances, 10 classes and 19 features. The pen digits data set (pen digits) contains 3746 instances, 10 classes and 16 features. All these data sets are normalized to zero mean and unit variance so that each feature in the data set makes approximately the same contribution. All above data sets can be found in [24] . The clustering results for these four real world data sets are given in Table 3 . In this table, we can see that in all cases the l 2m -FCM algorithm and the proposed method yield the smallest error rate. Moreover, the proposed method has an even better performance than the original l 2m -FCM algorithm for both image and pen digits data sets. Next, we consider the yeast cycle and sporulation data sets published by Spellman et al. [26] . It consists of 800 genes over 17 time points taken at 10 minutes intervals. There are five phases in the yeast cell cycle data set and they are G1, S, G2, M, and M/G1. After splitting the yeast data set into two halves, there are 403 data samples for training and 397 data points for testing. In the 397 samples, the five groups contain 56, 149, 35, 60 and 97 genes respectively. The clustering results are shown in Table 4 . The error rate, using our method, is the smallest at 42.32%, and in each of the 30 runs, our method yields the same result. The proposed method can correctly identify 15, 124, 0, 1 and 89 genes in these five groups respectively. There are more genes correctly recognized in the S and M/G1 phases. The PCM algorithm can produce the same error as the proposed method. It can correctly identify 0, 137, 0, 0 and 92 genes in these five groups respectively. Although the PCM algorithm can identify more genes in both S and M/G1 phases than the proposed method, it fails to detect genes in other phases.
We have also analyzed that the sporulation data published by Chu et al [26] . The data set consists of 6118 genes. We adopt the post-processing steps by Datta et al. [27] . We only take the genes, for which the root mean square value of the log2 transform of the data is greater than 1.13. After the post-processing, the data set is normalized to zero mean and unit variance and we obtain a subset of the data set, which contains 1136 genes having seven phases. The seven phases are rapid transient induction ('metabolic"), early I induction, early II induction, early-middle induction, middle induction, mid-late induction and late induction. After splitting the data set into two halves, there are 570 genes in the training set and 566 genes in the testing set. The 566 testing samples contain 87, 128, 104, 86, 91, 13 and 57 genes in the seven phases, respectively. The clustering results are given in Table 4 . The average error rate of the proposed method for 30 runs is the smallest at 58.15%. At the minimum error rate 57.42% in of one of the 30 runs, the proposed method can correctly identify 55, 48, 39, 34, 26, 0 and 39 genes in these seven phases. There are more genes identified at rapid transient induction and early I induction. 
Conclusions
In this paper, we have proposed a novel method to avoid local optima in a clustering process. The essential concept is to constrain the descent direction for an objective function by the calculus of variations. We apply this concept to a robust l 2m -FCM algorithm. The idea of the l 2m -FCM algorithm is to drive the cluster centers to the medians of the data set. It is robust to noise and outperforms many existing methods [18] . By imposing this constraint, the proposed method is able to avoid trapping to local optima and performs better than the l 2m -FCM algorithm. Our experiments show that the proposed algorithm has a higher stability than the l 2m -FCM algorithm.
We have also compared the proposed method with seven other clustering methods using both synthetic and real world data sets. The results show that the proposed method outperforms these algorithms and is able to yield good results. In the future, we will apply the technique based the calculus of variations to other clustering algorithms to avoid local optimal solutions.
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Appendix A Theorem 1:
which is the objective function J(U,V;X) for c = 1. Assume that E ε (v) is a C 1 function, which is a continuous differentiable function. If u and v are the minimum of E 0 (u) and E ε (v) respectively, then ||u−v|| 2 ≤ 2|ε|. Proof: Without loss of generality, we denote u=γϕ and v=βϕ as the minimums of E 0 (u) and E ε (v) respectively, where γ=0, β>0 are given scalar values and ϕ≠0 is a given unit vector. Our goal is to prove that the upper bound of ||u−v|| 2 =|β−γ|=|β| is 2|ε|. Putting v=αϕ, we have
As γ is the minimum, it satisfies the following equation.
( )
We assume the following inequality holds.
If this inequality does not hold, we take y i = −x i and η=−γ. Then, ηϕ is the minimum of {y i }. This is shown below. 
By substituting y i = −x i and η=−γ into Equation (A4), the quantity will be positive again. 
We differentiate Equation (A7) with respect to ε. 
That is, the solution E ε (v) is smaller than 2|ε|.
Appendix B
The goal of calculus of variations is to find an equation so that the optimal solution of the objective function is satisfied. The calculus of variations is formulated as follows. 
We illustrate the application of calculus of variations to the FCM algorithm. The FCM algorithm can be formulated as follows.
