We investigated audiovisual interactions in motion perception by behavioral experiments testing both, the influence of visual stimuli on auditory apparent motion and the influence of auditory stimuli on visual apparent motion perception. A set of loudspeakers with an LED mounted in the middle of each speaker cone was arranged in a semicircle. Apparent motion streams were presented for each modality alone in the unimodal conditions. In the bimodal conditions, stimuli of the second modality were added to fill the temporal and spatial gaps of the sampled trajectory of the reference stream. The participants' task was to observe the quasi-naturalistic stimulus sequences and to perform a standard classification. The addition of stimuli of the second modality indeed facilitated apparent motion perception. Bimodal presentation increased the upper temporal interval up to which the stimuli could be separated in time while still being perceived as continuous motion. We interpret these results as evidence for an ecologically advantageous audiovisual motion integration mechanism which operates beyond the constraints of strict spatiotemporal coincidence. Functional considerations suggest that this mechanism may represent an amodal stage suited for the processing of both unimodal and bimodal signals.
Introduction
Interest in multisensory integration has increased over the past years, driven by the fact that perception in naturalistic environments typically involves several sensory modalities. The harmonic and precise interplay between senses is crucial for many different tasks, from hunting to playing guitar, making it plausible that evolutionary optimization found very elaborate mechanisms, which assure the robust and effortless handling of multisensory object perception we experience in everyday life. Despite this effortlessness, the scientific understanding of these synthetic processes still faces major explanatory problems, especially concerning the integration of complex stimuli in different sensory modalities, and a general and comprehensive theory that covers all aspects of the organization and interplay of the senses does not yet exist. Regarding multisensory interactions of elementary stimuli, Stein and Meredith (1993) formulated three principles based on receptive field properties of single neurons, which since then are known as the classical rules of multisensory integration: the spatial rule, the temporal rule, and the law of inverse effectiveness. The spatial and temporal rules state that multisensory stimuli are efficiently integrated when their physical sources occur at similar locations and times. The law of inverse effectiveness states that the strength of multisensory interaction is inversely proportional to responsiveness of unisensory stimulation (see also Meredith and Stein, 1983, 1986; Meredith et al., 1987) . These rules are supported by a huge amount of empirical evidence, but there are comparably few studies investigating the interactions of these rules in response to complex, dynamic stimuli (notable exceptions include, e.g., Carriere et al. (2008) 
as well as Cappe et al. (2009)).
Multisensory motion perception is one such area where the interaction rules are not yet explored in full detail. There is a multitude of publications indicating visual capture effects, that is, the dominance of vision over other modalities (Alais and Burr, 2004; Mateeff et al., 1985; Soto-Faraco et al., 2002) , but also auditory capture effects of visual motion signals have been observed (e.g., Kim et al., 2003) , so that a general dominance of vision in multisensory interactions seems unlikely. Moreover, there is evidence indicating that audiovisual motion perception in depth and in the horizontal plane is strongly facilitated in comparison to unimodal (visual and auditory) baseline conditions (Cappe et al., 2009; Harrison et al., 2010) , which
