Abstract: A comparison technique for finite random walks on finite graphs is introduced, using the well-known interlacing method. It yields improved return probability bounds. A key feature is the incorporation of parts of the spectrum of the transition matrix other than just the principal eigenvalue. As an application, an upper bound of the expected return probability of a random walk with symmetric transition probabilities is found. In this case, the state space is a random partial graph of a regular graph of bounded geometry and transitive automorphism group. The law of the random edge-set is assumed to be stationary with respect to some transitive subgroup of the automorphism group ('invariant percolation'). Given that this subgroup is unimodular, it is shown that stationarity strengthens the upper bound of the expected return probability, compared with standard bounds derived from the Cheeger inequality.
Interlacing for Random Walks on Graphs
How does the return probability of a simple random walk (SRW) on a graph change under removal and insertions of edges? The intention of the present paper is to answer this question for another specific random walk on finite graphs. The link to SRW will be provided in the form of inequalities comparing these two Markov processes. Using a circle of results from matrix theory called interlacing, we derive a method for comparing the return probabilities of random walks of the same type, but realized on different graphs. Moreover, we apply these results to invariant percolation with finite clusters. While the first section of this paper is concerned with the presentation of the main result in the context of standard interlacing theory, the second part describes the implications concerning the annealed return probability on finite, percolative subgraphs of transitive, unimodular graphs. The third section is devoted to the proof of the main result and a geometric property of finite trees.
Introduction
Partial graphs are subgraphs in which only edges are removed, while the set of vertices remains the original one [15] . We will study a certain type of random walk on partial graphs -of graphs for which the return probability is known. In the second section, we will consider finite partial graphs of transitive graphs. This will include allowing for connected components consisting of only single vertices. The percolation generating these components will be assumed only invariant. The finite clusters may occur as connect components of either subcritical, supercritical, or critical percolations.
Interlacing refers to a set of techniques concerning the spectrum of matrices under perturbations of known rank. The smaller the rank of the perturbing operator, the more similar the set of eigenvalues of two matrices, one being the perturbed version of the other. The heart of the interlacing methods is the Courant-Fischer variational principle. In the present context, it will be used to show a monotonicity property of the spectrum of a certain regularised form of a given simple random walk, which we will call the regularised random walk (RRW): Under removal of edges, the eigenvalues of the transition matrix increase. Furthermore, insertion of edges results in a shift of the k-th eigenvalue across less than k intervals of the unperturbed spectrum [28] .
A similar property holds for the spectrum of combinatorial laplacians of graphs ([]). The combinatorial laplacian of subcritical Bernoulli-bond percolation graphs has been considered in [31] for Z d , and amenable graphs in [5] . For the adjacency matrix, as well as 'laplacian spectra of graphs', interlacing is successfully applied (e.g. [23] , [24] ). In [13, 35] interlacing results for normalised laplacians have been proven. In the present paper, interlacing will be used to find lower bounds for the eigenvalues of the transition kernel of the RRW, which is, up to scaling, equivalent to the laplacian spectrum of graphs. RRW has been considered (not under this name) in many other contexts. E.g., see [3] (and references therein) for the existence of a Donsker invariance principle in a random envi-ronment), and [12] , where it is called delayed random walk.
For reversible random walks, it is a fundamental and well-known fact that the spectral properties of the transition probability kernel are directly linked to the quickness of the Markov chain to approach stationarity. In particular, the spectral gap as a function of the geometry of the random walk's state space (given by a finite connected graph, here) plays a characteristic role in the determination of the rate of convergence in terms of the graphs order (=: size of its vertex set). If λ denotes the spectral gap, then it is well known that the return probability of a reversible random walk P t (o, o) of some initial site o of a connected graph with N < ∞ vertices obeys ( [14] , chap. 1.5), with c some constant depending on the degree of o,
where π(·) ≡ 1/N denotes the constant stationary distribution, characteristic of the first eigenfunction of a discrete laplacian with Neumann boundary conditions. Under these circumstances λ < c ′ /N 2 , for some c ′ > 0, by Cheeger's inequality (see [16] , Corr. 2.1.5).
Our goal in this paper will be an improvement over such an estimate, by incorporating geometric information of the subgraph into our spectral estimates. To do so, more information about the spectrum of the transition kernel than just the spectral gap will be used.
Instead of comparing each of the eigenvalues with the principal eigenvalue, an estimate is derived by using an interlacing technique. It results in a refinement of (1), given by theorem 1.7, in the case of a uniform initial distribution: For t from a certain 'intermediate time-window', there is an improvement in the form of a decreasing polynomial prefactor:
where strictly r < 2s, and a is a known constant, all three depending on the largest occurring degree. The consequences for the annealed return probability of the RRW on finite clusters of invariant percolations with exponential decay of the cluster-size are discussed in section 2. It will be seen that the time-window spans far enough to result in an improvement over conventional bounds, such as (1).
As for notation, apart from a finite simple random walk X n , n ∈ N in discrete time with transition probability matrix P , we will consider the corresponding regularised random walk X n , n ∈ N, with transition probability matrix A. We have chosen this letter to remind the close connection to the adjacency matrix of the regularised graph whose vertex set is the state space. The adjacency matrix of the original graph is denoted by A. D is the diagonal matrix with entries given by the degrees of the vertices. σ(A) is the set of eigenvalues of A. Since we will need both terms, we distinguish between combinatorial laplacian L = D − A of a graph (admittance, [15] ), and its normalized laplacian
. The laplacian spectrum of a graph is σ(L) (e.g. [23] ). Finally, subtracting an edge from a graph will be written in short form by G − e, which means that the vertex set remains unchanged, while the edge set looses 'e'. We will reserve the latter H for finite graphs, while G will denote infinite, transitive graphs. In particular, H will be the finite, random connected component containing the root of some G with bounded geometry of degree δ.
Interlacing: standard results
In matrix theory, the term interlacing refers to the nature of the change of the spectrum of a hermitian matrix under a hermitian perturbation of given rank [28] [33] . In particular, the location of the eigenvalues on the real line of the perturbed matrix may be compared to the eigenvalues of the unperturbed one. These techniques can be extended to the singular values of a general matrix [29] and are used in various contexts.
In graph theory, interlacing has been used to study the spectrum of the adjacency matrix and laplacian of a finite graph, e.g. by [25, 27, 20, 10, 23] , but also by many others (see [25] for a survey). In [11] , interlacing is used in connection with the return time of random walks. In the context of random walks, we like to show that by considering transformations of graphs which connect different components, it is useful to perform comparisons of the return probabilities of reducible random walks. Definition 1.1. Given a simple, finite graph H = V, E , let H be its regularisation with loops, where for each loop attached to a vertex, its degree is increased by one. Let ( X n , µ 0 ) be the simple random walk on H with initial distribution µ 0 and call it regularised random walk on H (see Fig. 1 ).
a.) b.) Figure 1 : a.) Finite connected graph, with highest degree equal to three (δ = 3); b.) regularised graph (RRW is the simple random walk on the regularised graph.)
Many of the properties of the regularised random walk are passed on to the simple random walk, due to the following 'equivalence' (see also [12] , paragraph 3 ).
The return probability of a random walk X n , (n ∈ N) with finite state space and uniform initial distribution into its initial state X 0 , is called average return probability, denoted by P [ X t = X 0 ] .
Remark:
The average return probability of the time-continuous X t and X t relates to the trace of the corresponding heat kernel (see [41] ). While exp(−t(I − P )) is the heat kernel of X t , for the regularised random walk the heat kernel is given by exp(−t(I − A)), since A = δ −1 A, with A the adjacency matrix of theregularised graph H. Then we have, with |V | = N : 
Proof: IntroduceP = (1 − 1/δ)I + (1/δ)P , the transition-matrix of the lazy random walk, which is the simple random walk on the graphH = V,Ē,m , with edgesĒ = E ∪Ē ′ , whereĒ ′ are the multiple loops {k} ∈Ē N with multiplicity
There is a 'times' instead of 'minus', here. Then the lazy normalized laplacian is¯ L = 1 −P = (1/δ) L =, a scaled version of the normalized laplacian of H. Note that the combinatorial laplacian L = D − A (or admittance operator) doesn't change under the regularisation, or under 'laziness', i.e.
Here,
) and deg(v j ) the degree of vertex v j of H N , while A, A, andĀ are the adjacency matrices of H, H andH. δI and D + δI are the corresponding 'degree operators' for H andH.
In this situation, the properties of the normalised laplacian differ from those of the combinatorial laplacian. Instead of invariance under 'loop-decoration', the spectrum {λ j (L)} of the lazyL is a scaled version of σ(L) = {λ j (L)}: for j ∈ {1, · · ·, N },
On the other hand, the diagonal elements of 
Therefore,
For completeness, we add the following standard result about the relevant comparison between discrete time random walks:
) time on H of (X · , µ 0 ) and (with µ 0 the uniform distribution on V ) fulfil
Proof: This follows from standard methods of comparison between discrete, lazy and continuous-time versions of a given Markov chain (e.g., [41] , sec. 1.3.1, and [45] , lemma 14.2.c):
The restriction of the interlacing method to the transition kernel of the continuous time RRW, for which the eigenvalues exp(−t(1 − β j )) are all positive, and therefore easier to handle in comparison techniques, is now feasible. The bounds obtained for this setting can then be transferred to discrete time, and the simple random walk, by the use of these two lemmata, 1.3 and 1.4. Now, we find bounds for eigenvalues of the RRW on finite graphs with edges removed: Let A ′ denote the transition probability matrix of the regularised random walk of the graph H ′ = H − e, obtained by removing a single edge and keeping all vertices (see Fig. 2 ). We then have A ′ = A + S e , with S e of the following type:
where the non-zero elements appear in the rows and columns indexed by the vertices of the edge e removed. S e is positive semi-definite, so β j ≤ β ′ j . Moreover, its rank equals one. Taking away all edges from some subset R ⊂ E, with r = |R|, leads to
This is a perturbation with rank bounded by r. (Note, if R are the edges of the sub graph given by a circle embedded in the graph, the rank is reduced by the linear dependencies.) By the Courant-Fisher variational principle [28] , [33] , we have, with Y a subspace of C N and S = e∈R S e , if j > r,
If j ≤ r, since A and A ′ are stochastic matrices, β ′ j ≤ β 1 = 1. 
Proof: Removing the edges in R is a perturbation of type (7) and r is an upper bound for its rank. The result follows from the positivity of S e , (8) , and by considering that stochasticity of the matrix is preserved.
The second inequality in (9) gives an upper bound for the change of eigenvalues of the RRW under insertion of edges.
Similar results have been proven for normalised laplacians of non-regular graphs [13, 35] . In this case the monotonicity is lost due to the loss of semi-definiteness of the corresponding pertubation matrix (instead of S e ), which, however, is still of rank one.
Remark: The condition (constraint) given by v k = v l is the same as the vanishing discrete gradient 'd' of v as a function of the vertices (if some direction of the edge e = {k, l} has been agreed upon):
In this form, the constraint may be considered a Neumann boundary condition for the corresponding normalised laplacian L = I − A. This is due to the monotonicity of the shifts in the spectrum, under an increase of 'boundary', which is negative, similar to laplacians of functions in continuous function spaces. Note that 'increasing the boundary' is realised in the discrete setting by the removal of edges. However, in the context of induced subgraphs ([14] , chapter 8.3), the 'Neumann eigenvalues' of a graph relate to yet another random walk, which shows a different behaviour at 'corners' -owing to a special definition of the discrete gradient at such 'irregular' parts of the boundary. It is easily shown that the Neumann random walk on induced subgraphs also shows the monotonicity of the spectral shift under removal of edges. In the present context, however, the perturbed graphs are partial graphs, i.e. subgraphs of which only edges are removed.
Before stating the main result, we prove a simple well-known interlacing theorem for the laplacian spectrum of partial graphs ( [27] , [13] ):
matrix with the degrees of the vertices as its entries, and
its spectrum. Let the eigenvalues be enumerated in an increasing way:
Then, removing a single edge results in a graph with eigenvalues shifted downwards. In other words, in a transformation H → H ′ = H −e, for some edge e ∈ E and corresponding transformation L → L ′ of the combinatorial laplacian, the j-th eigenvalue in σ(L ′ ) will obey (with j ∈ {2, · · ·, N }):
Proof: We note that decorating a graph with loops leaves the combinatorial laplacian invariant. Therefore, if δ is the maximum degree of H, regularising H by adding loops to each vertex until every vertex has degree equal to δ, where the degree of a loop counts one, yields the same laplacian. Call the graph obtained by the loop-decoration H and its laplacian L. So, L = L, and, in particular, the j-th eigenvalue of L equals the j-th eigenvalue of L.
Removing an edge e of H yields the transformed graph H ′ = H − e. Let the corresponding decorated (regularised) graph be called H ′ and its laplacian L ′ (the hat denotes the decoration with loops): Then the matrix L ′ − L is negative semidefinite, since it is of the form (6), multiplied by −δ. Since L and L ′ are real and symmetric, it follows from L = δI − δA with A the transition matrix of the RRW that the j-th eigenvalues
. Therefore, it follows from theorem 1.5 for j ≥ 2,
Main result
The second inequality in (9) gives upper bounds for eigenvalues of a graph into which edges have been inserted -if β ′ j is viewed as the 'unperturbed eigenvalue'. This is the main ingredient of the following theorem. Its proof, given in the last section, uses theorem 1.8. N = |V | is the size of the vertex set, and δ is the largest occurring degree. Theorem 1.7. The return probability of the time-continuous RRW X t , (t ∈ [0,t]) on a finite, simple, connected graph G of order N and δ-bounded geometry obeys the bound
,
Remark: For times N 2(1−γ) < t < N 2 , the exponential factor is still close to one, while the prefactor may already be small. The result is to be compared with the trivial bound
resulting from exp(−t(1 − β 2 )) ≤ exp{−4t/(δN 2 )}. For times as large ast = O(N 4 ), the improvement of the prefactor is negligible in comparison with the effect of the exponential factor. This justifies picking t ≤t from an 'intermediate time-frame'.
We now derive a theorem on the eigenvalues of a regularised random walk, which is proved by an interlacing technique involving unconnected graphs. It will be used in the proof of theorem 1.7. It is easy to show that the second largest eigenvalue of the transition kernel of RRW on any finite, connected tree is bounded from above by the second largest eigenvalue of the path (=: P N ) with the same number of vertices N . With the spectrum of the RRW on P N given by
.., N } (see 17, or [41] , Ex. 2.1.1), this gives the upper bound for its second largest eigenvalue β T 2 ('T' for tree):
Using interlacing, we now find an upper bound for the eigenvalues of the transition matrix of the RRW on a finite graph. For the proof, a lemma about the geometry of finite trees is used, which is given in the last section. 
Proof: Note, removing an edge shifts the spectrum of the RRW (of the transition probability matrix) upwards, by at most one interval between successive eigenvalues. Therefore, if we look at the j-th eigenvalue of the RRW on H (β j ), it is possible to bound β j from above by the corresponding eigenvalue β T j of RRW on any spanning tree. Likewise, it is possible to bound β T j from above by the j-th eigenvalue of the RRW on the disconnected forest resulting from removal of edges: In this case, by removing an edge, the graph may separate and one obtains an additional connected component. By this operation, the multiplicity of the eigenvalue equal to one increases by one. Thus, bounding β T 2 by (the corresponding eigenvalue of RRW on the resulting graph of) an operation in which the graph separates into two components only yields β T 2 ≤ 1. Likewise, removing k edges from H only allows to deduce the useless bound β T k+1 ≤ 1 (due to the stochasticity of the transition matrix).
On the other hand, while removing k edges from a connected graph, the k + 2-nd eigenvalue β ′ k+2 of the RRW on the resulting spanning forest is known to be strictly smaller than one, since the forest consists of precisely k + 1 connected components. Letβ o 2 be the second largest eigenvalue of the path PN , whereN is the size of the largest tree in the forest. Then, with (12) , it follows
To be more precise, call β T,k j the eigenvalue of RRW on the spanning forest resulting from removal of k distinct edges from an arbitrary but fixed spanning tree. Interlacing now commands that the interval (β T j , β
T,k j ) may not contain more than k − 1 unperturbed eigenvalues β T i . In other words, by interlacing, the j-th eigenvalue after the perturbation (the removal of k edges) hasn't traversed more than k − 1 unperturbed eigenvalues (see Figure 3 , b.). Also, if an unperturbed eigenvalue has multiplicity m > 1, it takes the removal of at least m + 1 edges to traverse this eigenvalue.
Due to the disconnectedness of the perturbed graph with k + 1 connected components, the first eigenvalue less than one is β T,k j with j = k + 2. But β T,k k+2 will be the second largest eigenvalueβ T 2 (N ) of RRW on one of the connected components (a tree), which is of smaller order (=:N ) than the original graph. This reduction in the size of the tree produces the improvement over simply comparing all eigenvalues β j with β o 2 . If the spanning tree and the removal of the k edges is chosen in an optimal way, thenN will be as small as possible, resulting in the lowest (best) bound on the right-hand-side of (14) .
The optimal choice ofN will be made by the help of lemma 3.1 (compare with [23] , where eigenvalues of the adjacency matrix of a graph without loops are estimated in a similar way -also involving interlacing). We take an arbitrary spanning tree of H, and note that we can choose a sequence of edges, which are taken away, such that at each edge, the size reduces by at least a factor of q = m/(1 + m), where
. Now, the orderN of the largest remaining subtree depends on B, the number of removed edges: If 2 b ≤ B + 1 < 2 b+1 (i.e. b = [log 2 (B + 1)]), then the cardinality N of the vertex set of H may be reduced by a factor of q at least b times. Therefore,
andN ≤ N q log 2 (B+1) = N (B + 1) log 2 q ≤ N/(B + 1) ν , where
By (14), this implies
The proof yields another form of this theorem, namely, the direct comparison of the spectrum of the RRW on H by the spectrum of the path:
Under the conditions of the last theorem, let {β o j } N j=1 be the spectrum (ordered in decreasing order) of the transition kernel RRW on the path P N , with a number of vertices N . Then, with x → ⌊x⌋ := max{k ∈ N : k ≤ x}, the eigenvalues {β j } of the RRW on H relate to σ(P N ) by
Proof: Follows directly from the second inequality of (14) (i.e. β B+2 ≤β o 2 ), and from
whereβ o 2 is the second largest eigenvalue of the path PN , withN = ⌊N/(B + 1) ν ⌋.
Remark: This is a comparison theorem for other elements of the spectrum of A than β 2 and, as such, compares to results concerning 'higher eigenvalues' of the spectrum of the laplacian 1 − A, e.g. in [41] , theorem 3.3.17, where assumptions about the isoperimetric properties of the cgraph have to be made. The relevant geometric property assumed here is only the uniform bound on the degree of the graph, given by δ. Using the corollary in the proof of theorem 1.7 instead of theorem 1.8 improves the constants a andt, slightly. However, it involves more technical arguments concerning the integer-valuedness of ⌊·⌋.
2 Invariant Percolation
The mass transport principle
We apply our results to finite random graphs, by considering the expected return probability (= annealed return-probability) of a continuous-time random walk on the finite random partial graphs of a transitive graph of finite degree: namely the finite connected components of an invariant percolation. All parameters and constants of the estimates shall be accessible, i.e. it should be possible to express them as functionals (expected values) of the distribution of the random process generating the subgraphs. Our results can be used in this case, if the random graphs considered here will be restricted to the subgraphs induced by the almost surely finite connected components. subcritical percolation on the Cayley graphs of finitely generated groups are included as a special case. See [31] [5] for estimates of the integrated density of states ('cumulative spectral measure') near the edges of the generator's spectrum in this case. However, also the critical [7] , or supercritical percolation measure, conditioned on the finiteness of the cluster containing the root is a possible setting for the results proven, here.
One of the most important results in percolation theory in the last few years was the fact that critical percolation on non-amenable, unimodular graphs has almost surely finite clusters [7] . The mass transport principle [42] states that for invariant percolation on an infinite, unimodular, transitive graph G = V, E , a function of two vertex-valued arguments, invariant under diagonal action, allows interchange of the arguments under summation of one of them, i.e. for all f :
See [36] for a detailed discussion of the consequences in the theory of invariant percolation.
Application to the expected return probability
The results concerning the return probability of the RRW were formulated for an initial distribution given by the uniform distribution on the finite cluster. The relation to the return probability to a fixed, 'deterministic' starting point in the case of invariant percolation is settled for random partial graphs of unimodular graphs by the following lemma. Consider H(ω), ω ∈ Ω be a random partial graph of a unimodular transitive graph G = V, E realised with probability given by an invariant law µ on the probability space Ω = 2 E , where F is the product σ-algebra on Ω. Let C o , depending on ω ∈ Ω, be the connected component of H(ω) containing the root o ∈ V .
Lemma 2.1. Let C o be µ-a.s. finite. Let X t be RRW on H(ω), with initial distribution
. Then, the annealed return probability is given by
by the transition matrix of X on C o ∋ v, w. For the annealed return probability of the vertex o we have
Applying the mass transport principle, we obtain by interchanging the arguments of f ,
Since |C o | < ∞, the expression on the right is P [ X n = X 0 ]. These results equally apply to the continuous time RRW. In this case, the transition kernel A v,w , (v, w ∈ C o ) is replaced by (exp(I − A)) v,w (see [41] , chapter 1.3).
This result gives the opportunity to apply the result of the former section to the annealed return probability of RRW back to the given vertex o in case of specific random partial graphs. Invariant percolation on the Euclidean lattice as well as on homogeneous trees in the subcritical regime shows to have a cluster size |C o | with exponentially decaying distribution [1] (see the generalisations of this to quasi-transitive graphs in [4] ).
In order to study the return probability of RRW in this case, we consider an invariant percolation on a transitive, unimodular graph with distribution of the cluster size on {1, 2, 3, ...} given by µ[ ) ,
Remark: For large values of the maximal degree δ (e.g. for finite, but arbitrarily large δ), the bound has a prefactor ∼ t −1/6 . For comparison, the trivial bound (11) yields a constant prefactor, along with the same exponential. Moreover, since ν ∼ 1/(δ − 1), it improves with decreasing δ. For the constant c it holds: c ≤ 8e
Proof: 16) , and m t := ρt 1/4 . By lemma 2.1, the expected return probability is equal to the expected average return proabbility. By theorem 1.7, with a = 1 +
The first sum results from comparing all eigenvalues of exp(−t(I − A)) with the second largest, as in (11), which is apt for t >t > m 4 , as given in theorem 1.7. We divide the second sum into two new sums, the first with the terms up to M , where we add the ones missing down to m = 1, and the second with terms m = M + 1, M + 2, M + 3, · · ·. This yields the following upper bound for
Balancing the two exponentials inside the parentheses (by setting them equal) would yield M = ( 4 δ t N ) 1/3 , but this would work only for some t, those for which M is an integer. However, by setting M o = ⌊( 
Proof: The only difference if compared with theorem 2.2 consists of the cluster-size distribution having only an exponentially decaying tail, and isn't necessarily of geometric (exponential) form in the first terms. We use E[·] := E µ [·]. The following bound is from [22] . It is explicitly stated, when the specific exponential bound 'sets in': if m ≥ χ 2 p =: L,
for some non-negative constant C 1 ≤ 1. We mean to use theorem 1.7 in the calculation
where a = 1 + (π/3) √ πδ and b = 1−γ 1+γ . We have
From here, the proof follows exactly the lines of the one of the last theorem, except for the normalising constant C −1 , which is missing in front of the sum. Using theorem 2.2, we obtain the upper bound of
.
Here, it was used that
, and 1/(exp(1/(2L) − 1) ≤ 2L together with Jensen's inequality and the fact that x → (1 + x) b is concave. We determine K by equating the last two exponentials:
As before, to respect K ∈ N, we use ⌊K⌋, and K − 1 ≤ ⌊K⌋ ≤ K. Furthermore, we restrict the time parameter by t ≥ δ/(8L), such that K ≥ 1. With δ = 2d, this yields the upper bound
, and a(2χ p ) 2(1+b/3) 1 +
√ dχ 4 p =:c the result follows.
Discussion
The random field on the edges of the graph is required to be stationary with respect to the action of a transitive, unimodular subgroup of the group of automorphisms. Bernoulli percolation on Z d is the simplest example. The asymptotic type (as defined in [45] , chap. 14) of symmetric random walks with finite range on groups with polynomial growth of degree d is n −d/2 . The return probability of the simple random walk on the infinite (Bernoulli) percolation cluster in Z d has the same asymptotic quenched and annealed estimates as the random walk on the original graph, which is shown by Barlow [6] (see also [26] [37]). Benjamini and Mossel [9] have shown that the mixing time of simple random walk on the spanning cluster of a large box in Z d is up to a constant the same as that of the mixing time on the box without percolation. Fontès and Mathieu [19] consider independent random conductances of networks on Z d and the asymptotic type of annealed probabilities of a random walker is determined, exactly. Moreover, monotonicity of the annealed return probability under removal of edges is proven. This is generalised for unimodular graphs in [2] .
The present work focuses on a different subject: random walks on finite clusters of a percolative graph. The convergence rate of random walks on finite sets has been extensively studied. However, the finite percolative clusters don't exhibit enough symmetry to allow the use of a general, nontrivial estimate for the spectral gap. In general, there are no typical isoperimetric properties, as opposed to the infinite component in the case of Bernoulli percolation on Z d [37] . For the random walk restricted to a finite connected component (in the subcritical case of percolation models, or if possible conditioned on finiteness in the supercritical phase), the convergence behaviour of the local limit theorem, i.e. the quenched estimate, is almost surely exponential. This is not the case for the annealed return probability. Unlike the case of the infinite cluster, there are arbitrarily large clusters with bounded edge-connectivity related to a small spectral gap. By the annealing, these large clusters contribute to some degree, and it is natural to ask whether this influences the expected return probability to the extent of a retarding effect. A result by I.Benjamini and O.Schramm used in [26] (Theorem 3.1) on finite subgraphs of percolation clusters implies that under removal of edges the expected return probability is non-decreasing. In particular, it is of interest by how much at most the clusters with a particularly large relaxation time (in terms of the cluster size), such as paths, slow down the walk, i.e. decrease the asymptotic decay of the return probability. This question is answered by the more difficult upper bound (1.5) which results from the second of the two inequalities in (9) . Furthermore, it is of interest if the quality of stationarity in an invariant percolation leads to a speed up of the convergence of the simple bounds resulting from assuming for each connected component the geometry with the longest relaxation time. This is answered positively in the case of unimodular graphs, allowing for the application of lemma 2.1, which states the equivalence with the expected average return probability. for which theorem 2.2 testifies an improved polynomial prefactor ∼ t −1/6+ν .
Note that the return probability of the simple random walk on (deterministic) Cayley graphs of polycyclic groups with exponential growth (see [45] , chapter III., 15), lamplighter groups [40] , and Diestel-Leader graphs [8] without drift also show the characteristic e −cn 1/3 for some c > 0 . Our estimate concerns the finite percolative subgraphs of all δ-regular graphs which have a unimodular, transitive subgroup Γ of the automorphism group. Since the lamplighter group is amenable, it is unimodular [43] , while among the Diestel-Leader graphs are examples of transitive graphs with a non-unimodular automorphism group (e.g. [39] ) and they don't fall into the present scope.
In [31] , lemmata 2.7, 2.9, it is shown, that the integrated density of states IDS (cumulative spectral function) E → N N (E) = E(e o , I [0,∞) (E − L)e o ) (in the notation of [31] ) of combinatorial Laplacians L ('Neumann Laplacians') of subcritical Bernoulli percolation graphs on a Euclidean lattice Z d has 'Lifshits tails' of a specific form: there are constants α − , α + , such that
where C o is the finite percolation cluster containing the origin of the lattice. No further specification of these constants is given. For the upper bound, we give present a value of α + , for which this estimate is valid.
As was stated in section 1.2, the combinatorial Laplacian L of a graph remains invariant under decoration with loops, so L = L ≡ δI − A, where the loops are those of the regularisation of definition 1.1. The transition matrix of the RRW on the graph is A = δ −1 A, and the normalised Laplacian L, of the regularised graph is given by
Therefore, spectral estimates about the RRW on a graph always also apply to the scaled Laplacian spectrum of the graph, as in lemma 1.6. In case of Bernoulli percolation on Z d , the scaling factor is δ = 2d.
The connection with the integrated density of states is given by the following well-known lemma, which states, that the IDS is the expected continuous time return probability of the RRW on C o , the percolation cluster containing the origin.
Lemma 2.4. Let X t be RRW on the finite, subcritical percolation cluster C o of Bernoulli bond percolation on Z d containing the origin. Then
Proof: Due to ergodicity ( [31] , lemma 1.12), we have weak convergence of
to N N (E) as n → ∞, where L n is the Laplacian belonging to the subgraph of the subcritical percolation graph induced by Λ n := { −n +1 , ... , n } d . Since x → exp(−x) is bounded and continuous on R + , this implies convergence of
n → ∞. Moreover, since there are only finitely many configurations on the edges of the finite graph, the expected value E µ is just the arithmetic mean over these configurations, so
The integration bound follows from σ(L n ) ⊂ [0, 4d], see [31] , remark 1.
is of finite rank, by the spectral theorem for real, symmetric matrices, the right hand side equals E µ [(1/|Λ n |)Tr exp(−tL n )], the average return probability of the RRW on the subgraph of the percolation graph induced by Λ n .
We now use lemma 1.6. Let Π Λn be the l 2 (Z d )-projector onto l 2 (Λ n ). Considering the pertubation S n in L n = Π Λn LΠ Λn + S n , it is clear that S n ≥ 0 and rank(S n ) ≤ |∂Λ n | (the edge boundary of Λ n ). Then, by the second inequality of (10),
Since e −x − e −y ≤ y − x for 0 ≤ y ≤ x, the right hand side can be further approximated:
Therefore, due to the amenability of the Euclidean lattice,
With the arguments given above, this implies
A is the transition operator of the RRW on the random connected components. With L = L = δ L = δ(I − A), the right hand side of (20) is
the expected return probability of the RRW on C o , where δ = 2d. By remark 1.15, (ii) ,
Remarks: Due to results in [34] (see theorem 2), the convergence of N n N to N N (·) is even uniform. The application of lemma 1.6 is similar to the application of theorem 3.1 to the proof of theorem 8.1 in [26] . Now, theorem 2.2 will be applied in such a way as to show: α + ≥ 
Proof: We begin with a lower bound of the Laplace transform of the IDS:
Due to lemma 2.4, we may apply corollary 2.3 to obtain an upper bound. From the corollary, we see that for all t ≥ t 0 := 2/(dχ 4 p )
It is easy to check, that for t ≥ t 1 := max{4 d/ρ, χ 8 p /ρ}, the third therm in the parentheses is smaller or equal to the second. We consider the first term,ct
. We set c ǫ t =ᾱ 1/3 t 1/3 , for some c > 1. Then, t =ᾱ (c ǫ) 3/2 . This yields
We optimise the result by setting c = 3. The upper bound of N N (ǫ) − N N (0) follows by inserting the resulting t into (21) , and the restriction t ≥ max{t 0 , t 1 }.
Remark: A different situation prevails in the supercritical case. As shown by [38] , the asymptotics of the SRW on the infinite cluster derived by [6] correspond with and characterise a different behaviour of the spectrum of the graph Laplacian in this case. The exponential decay of subcritical Bernoulli percolation clusters on general quasi-transitive graphs has been shown in [4] .
Interlacing as a new technique for comparison theorems
We now introduce a general method to derive bounds for the average return probability of the RRW on a finite graph H. It consists of four steps: i.) Interpreting H as a connected component of a larger graph, by adjoining an additional connected component (H); ii.) Comparing the graph H +H with a transformation thereof, called H ′ , on which the RRW has known spectrum (here, interlacing is used); iii.) Performing an estimation of the RRW on H ′ ; iv.) Optimising the result, e.g. by choosing the optimal size ofH.
Proof of the main result
We begin by noting that for RRW X · on a finite, simple, connected graph H,
which is the return probability of the RRW on H in continuous time (Observe: A = δ −1 A, where A is the adjacency matrix of the regularized graph). This means that it performs not necessarily one step at integer-valued times, but several, the number of which is distributed according to the Poisson-distribution with parameter given by the continuous time t. We then have
where α j = exp(−(1 − β j )), with β j the j-th element of the spectrum of A, ordered in a decreasing fashion:
The idea is to compare RRW on H with RRW on another graph, a reference graph, about which the spectrum of the transition kernel is known. Interlacing can be usefully employed, whenever the rank of the transformation of H into the reference graph is small compared to the order of H. We will use the finite path P N ′ (for some size N ′ ) as a reference graph. In general, the transformation of H into P N ′ will entail rearranging a number of edges comparable to N , the order of H. This implies that the rank K of the transformation of the corresponding transition kernels does not fulfil K ≪ N .
To still make interlacing applicable, we remedy this circumstance by adjoining another graph to H as a different connected component, namely, the finite pathH = PÑ . We then consider the transformation of the reducible graph H + PÑ into H ′ := P N ′ as the relevant transformation T for estimating the eigenvalues β j by interlacing. The rank of T divided by the total number of vertices, N ′ = N +Ñ will be arbitrarily small ifÑ is chosen large enough.
In other words, we consider H as part of a larger graph by adjoining PÑ , which will not be changed during the transformation (see Fig. 3, a. ). The sizeÑ of the adjoined component will then be taken large enough in order to guarantee that the number of edges which have to be rearranged to obtain P N ′ is small in comparison to N ′ . This enables to control the change of the spectrum of the transition kernel of RRW on H by interlacing, if considered as a perturbation of RRW on P N ′ . EnlargingÑ has the effect that N ′ = N +Ñ becomes larger, and the intervals between successive eigenvalues of RRW on P N ′ smaller.
In the case N = 1, there is nothing to prove, so assume N ≥ 2. We proceed in four steps: i.) To abbreviate notation, letᾱ i = exp(− (1 −β i ) ), andβ i be the ith eigenvalue of A Ã withÃ the transition kernel of a RRW on the finite path PÑ of lengthÑ . Taking some value B ∈ {0, ..., N − 2}, we have
where ι : {1, ..., N } → {1, ..., N ′ } is the injective map assigning β j its index in the spectrum of A Ã , which is the transition kernel of the reducible RRW on H + PÑ . We choose the eigenvaluesβ i also enumerated in a decreasing way. This implies the following properties of j → ι(j):
ii.) We now perform the transformation T of the state space, the disconnected graph H + PÑ , to a connected graph G ′ of equal order N ′ = N +Ñ, namely, the finite path P N ′ . ) schematic of the corresponding change of the spectrum: the imbedded β j =β ι(j) shift across less than K intervals of eigenvalues of RRW on P N ′ ((9) in theorem 1.5).
We may assume H to be a tree. If H has cycles, we take out edges, until a spanning tree is achieved. This can only increase α j . Then, the transformation T entails pairs of operations, each including a removal and an insertion of an edge. Note, the total number of insertions of edges doesn't exceed N − 1. Correspondingly, the rank K of the negative part of the perturbation S in A ′ = A Ã + S is bounded by N (see Fig. 3 b. ).
The following is the crucial step involving interlacing: let
. Now, we askÑ (or N ′ ) to be sufficiently large, such that the interval (β B+2 , 1) contains enough elements of the spectrum of A ′ , such thatᾱ ι(B+2) ≤ α ′ K+X , for some integer X ≥ 1, which we specify, later. This is always possible, since |σ(A ′ ) [1 − ǫ, 1]| = O(N ′ ), for any ǫ > 0, as N ′ → ∞. In other words, we set N ′ appropriately, such that the condition β B+2 < β ′ K+X (24) holds. Then, alsoᾱ ι(B+2) < α ′ K+X , and ι(B + 2) ≥ K + X + 1. So, by theorem 1.5, the second term of the right hand side in (22) can be further bounded from above, and using condition (24) , and (23):
iii.) Finally, approximating the cosine by a quadratic polynomial (cos(πx) ≤ 1 − 2x 2 , for x ∈ [0, 1]), and completing the square (see [41] , Example 2. Putting it all together yields
iv.) What remains is to select the parameters B, N ′ , and X, such that, on the one hand, condition (24) is fulfiled, and, on the other, the bound becomes optimal.
First, to meet condition (24), we use theorem 1.8. From (13), we see that it is fulfiled, if
With cos(πx) ≥ 1 − 
Realising K ≤ N , and choosing X = N , (28), in turn, is true, if we set Since t ≤t, we can bound the exponential inside the parentheses by one and balancing the terms by setting x = (N 1−γ / √ t) 1/(1+γ) , we obtain the result claimed by theorem 1.7.
3.2 A lemma on δ-bounded trees 
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