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Introduction
In this research, a two-dimensional (2-D) axisymmetric, transient, thermal finite element model of an M256 120-mm cannon has been generated. The goal of the research was to develop and validate a method to determine the surface and interior temperatures of an M256 at any time and location after it is subjected to a ballistic event. Previous thermal analyses of the M256 cannon have been performed; however, these investigations did not have the ability to continuously evaluate the temperatures within the cannon walls as function of time (1).
The motivation for this research has been the development of advanced multi-material weapon systems. Advanced weapons systems for the Future Combat System may consist of hybrid barrels enabling these systems to achieve a lower combat load as well as offering the potential for increased muzzle velocity. The development of advanced gun systems requires a design that is robust mechanically as well as thermally. Mechanical strength is required so that the system will survive the ballistic event, and thermal stability is required so that the hybrid system does not deform or lose its mechanical integrity because of ballistic heating.
D'Andrea et al. (2) found that the success of ceramic liners in cannon barrels resides in the controlling of longitudinal residual stresses, thermal gradients at the material interfaces, and the effects of differing coefficients of thermal expansion. They concluded that for a hybrid multimaterial weapon system to survive the ballistic event, a multi-axial constraint is necessary. This multi-axial constraint can be realized when the barrel liner is sheathed in such a way as to induce a compressive pre-stress. This sheath can be either a metallic or an organic based composite system. The temperature profile and thermal stresses become important because of the dissimilar materials of the liner and sheath. In the case of an organic based sheathing system, the temperature of the liner-sheath interface becomes paramount to the performance of the system because of the low operating temperature limits of the polymeric matrix materials. Knowledge of the temperature profile is essential for the stress states to be designed at the interface since they must remain in compression at all times. Given the extremely high flame temperatures of large caliber propellants, it is imperative that an approach be developed that would allow for the prediction of the axial as well as the radial temperature profiles.
Before the finite element method is used to calculate the temperature profile for multi-material system, the models need to be developed and verified on all steel configurations. This will allow for observation of the effects of the different analytical parameters such as mesh density on the calculated temperature profile.
Approach
The finite element approach was chosen to evaluate the surface and interior temperature of an M256. The barrel dimensions were obtained from the specified technical drawings (3). Because of the nature of the problem, symmetry was employed to reduce the model from a threedimensional analysis to a 2-D axisymmetric analysis. A 2-D axisymmetric sketch of the barrel was created in a computer-aided drawing package (CAD) and then exported into the ANSYS 1 finite element software. The use of this symmetric condition allowed for more economical computation time.
Input and Model Generation
In order to perform the analysis, the model required the material input over a range of temperatures. The thermal properties required were density, specific heat, and thermal conductivity. The steel thermal properties employed in the model are listed in table 1 (4) . The material property data were limited to an upper temperature of 1143 K. If a material property was required at a higher temperature, the finite element software performed an extrapolation based upon table 1 to approximate the value. The thermal forcing input into the model was provided by Conroy et al. (5) and computed through a coupled approach of interior ballistic calculations via XKTC2 (6) as well as the U.S. Army Research Laboratory version of XBR-2D (7, 8) . The boundary conditions were for an M829A2 projectile fired at 294 K. Ambient temperature was assumed to be 293 K. The interior ballistic code yielded the gas velocities, gas temperatures, and pressure. These core flow data were used as input to the ARL XBR-2D heat transfer/conduction code which then generated the heat transfer coefficients, film temperatures, and heat flux for 38 points along the inner diameter (ID) of the barrel at every microsecond. The described calculation methodology also produces barrel thermal profiles for arbitrary firing scenarios. The total time of the thermal forcing input was 0.9 second. A plot of the heat flux as a function of axial location and time is shown in figure 1 . The data have been reduced for the ease of presentation. In the finite element model, either the heat flux or both the gas temperature and gas heat transfer coefficients were applied to simulate the ballistic event. In the finite element model, the thermal forcing input was applied to the ID of the barrel and prescribed as tabular data. This yielded a data table consisting of 342,076 points. Application of the data as a table allowed for linear interpolation of the thermal data between the 38 known values along the ID. This linear interpolation, which was performed within the simulation, produced a smooth application of the input data during the analysis. To simulate operation of the cannon on an average day, thermal boundary conditions, constant heat transfer coefficient of 11.45 W/m -2 , and a temperature of 293 K were placed on the outer diameter (OD) of the cannon.
The next step in the model generation was meshing of the barrel. The barrel was meshed with 2-D axisymmetric eight-node elements. Higher order elements were used since the underlying quadratic shape function to the element is able to more accurately represent the results attributable to the ballistic event. The barrel was meshed with an element gradient that decreased in mesh density through the thickness from the ID to the OD. A cross-sectional view of this gradient is presented as figure 2 . The purpose of the element gradient was to reduce the overall number of elements as the highly refined mesh was only required on the ID of the barrel where the combustion gases acted. 
Mesh Sensitivity Analysis
When the basic model was constructed, a mesh sensitivity analysis was performed to determine the optimum element size along the ID to yield accurate results. Four different variations of the model were created: coarse, medium, fine, and very fine. The coarse model has a base element size of 5 mm. In each of the following models, the elements along the ID of the barrel were refined to reduce their size. The very fine model possessed a final element size of 47 µm, providing an order of magnitude reduction in element size compared to the coarse model.
The results of the mesh sensitivity analysis are presented in figures 3 through 5. Figure 3 shows the ID temperature at 640 mm from the rear face of the tube (RFT). The element size has a pronounced effect on the maximum predicted ID temperature. Increasing the mesh density greatly increases the predicted ID temperature. Both the coarse and the medium mesh density models appear to greatly under-predict the temperature at the ID, while the fine and the very fine models predict nearly the same temperature. An important feature to note is the fast rise of the temperature because of the ballistic event and the subsequent reduction of the temperature as the event passes and thermal energy can be diffused into the bulk of the barrel.
The effect of the mesh density on the "through-thickness" temperature is plotted in figure 4 . The figure shows the temperature through the thickness at 640 mm the RFT at 4.5 ms. The mesh density greatly affects the shape of the results. The figure shows a polynomial dependence of the temperature from the ID to the OD. This result is attributable to the quadratic shaped function of the eight-node element. The flux from the ballistic event, as shown in figure 1 , is large enough and occurs over a small time period so that it places an extremely large ∆T across the element on the ID. The response of the element is limited to a quadratic shape function, which is not able to accurately represent the temperature profile. For a coarse mesh density, the quadratic element results in a response that over-predicts and then under-predicts the response of the system before reaching thermal equilibrium far from the ID. The magnitude and depth of this resulting error depend on the element size, and both are reduced as the element size is decreased. With a higher mesh density near the ID, the gradient is divided into sections that can be better represented by the quadratic shape function. The result is that the solution becomes more uniform; however, there are still minor deviations for the fine and very fine results. The mesh density greatly affects the results on the ID as well as through the thickness. Increasing the mesh density can improve the results but at the expense of computation time. Figure 5 presents the effect of the number of elements on solution time and ID temperature. It is seen in the figure that there is very little difference between the predicted ID temperatures of the fine and very fine models; however, the solution time between the two differs by almost a factor of two.
The areas of the model were meshed with the plane 82 ANSYS element. This is an eight-noded 2-D element with plasticity and axisymmetric capability. The axis of symmetry was the y-axis.
The results of the mesh sensitivity analysis showed that the results of the thermal model are highly dependent upon the element size for the ID as well as through the thickness. Because of the high heat flux that is placed on the barrel during the ballistic event, the first element on the ID of the barrel experiences a large ∆T. This large ∆T is similar to a step load. The model must use the underlying element shape function to achieve convergence. This produces both an under-prediction of the ID temperature and a quadratic dependence through the thickness of the model. Increasing the mesh density will reduce these effects but at the expense of solution time. Very fine element densities are appropriate for one-shot thermal models that require high fidelity; however, for models that require multiple shots or bulk material response, a fine element density would suffice.
Results
The model results were evaluated and compared to the experimental and predicted work of Conroy et al. (6-7) . The primary goal was to validate the modeling methodology and approach. For this reason, the results of the very fine model were used since they produced the highest fidelity of the four models analyzed. Results of the model produced temperature, thermal gradients, and thermal fluxes as functions of both time and location. The model results were examined at four different axial locations: 640, 1050, 1350, and 1600 mm from the RFT. These locations were chosen so that the model results could be compared with the results of Conroy et al. (6-7) generated with the XBR2D-V29 code.
ID Temperature Results
The model predictions at the four axial locations as a function of time are presented in figure 6 . Included in the figure is the predicted ID temperature at 640 mm from the RFT from Conroy et al. There are several features to note in the figure. First is that the highest ID temperatures occur at 640 mm from the RFT. Peak temperatures decrease as axial location moves toward the muzzle. A second feature to note is that all the ID temperatures exhibit an exponential decay with time. An interesting result from the prediction is the difference in both the shape of the 640-mm RFT curve and the peak temperature compared to the data of Conroy et al. Figure 7 is a plot of only the data at 640 mm from the RFT. Both curves in the figure demonstrate roughly the same rise and fall after peak temperature, but there is a predicted difference for the peak temperature. The finite element analysis (FEA) model predicts a peak temperature of 1726 K, while the XBR2D-V29 code predicts a peak of 1524 K. It appears that the difference may be attributable to a sampling error. The FEA predictions possess five points between the times of 3.5 and 6.5 ms, while none were output from the XBR2D-V29 code. The difference may also be because the FEA model did not include a chrome coating in the ID. The inclusion of the chrome, which possesses a higher thermal conductivity of 84 W m -1 K -1 than steel would slightly reduce the ID temperature by being able to transport more thermal energy to the bulk material. However, with a chrome thickness of 140 µm, it is unlikely that the 200-K ∆T between the two models could be overcome. The difference between the two models is most likely attributable to the sampling rate. Regardless, the FEA model does appear to accurately predict the thermal response at the ID of the system. 
Sub-surfaceTemperature Results
To continue the validation of the model, the predicted sub-surface temperatures were compared to experimental data. In Conroy et al., an M256 gun tube was instrumented with in-wall thermocouples at the axial locations of 640, 1050, 1350, and 1600 mm from the RFT. The probes were ideally 1.27 mm from the bore surface. Figure 11 . Sub-surface model prediction at 1600 mm from the RFT compared to experimental measurements. Figure 8 presents the sub-surface model predictions compared to the experimental thermocouple data. The experimental data best match the prediction at 1.7344 mm. This value falls within the range predicted by Conroy et al., who found the experimental data lying between 1.52 and 1.78 mm. In their calculations, the experimental data were closer to the 1.52-mm prediction while the FEA prediction best matches the 1.7344-mm point. Given that their model predicted a lower ID temperature than the FEA, it makes sense that the FEA would predict the same temperature farther from the ID surface. In figure 8 , the predicted and the experimental data do not asymptotically approach one another as time increases. This result was also found in Conroy et al. Most likely, the difference between the experimental and the predicted was attributable to the error associated with the thermocouple.
There appears to be a delay of approximately 35 ms between the experimental and the predicted results. If data were shifted, by this time there would be closer agreement between the two data sets. It is believed that the difference in the time may be attributable to an overly simplistic model of the ignition delay and the flame spreading process. Although this research used a modern interior ballistics code, the physics of the codes have not changed but the fidelity has increased dramatically. The temporal disparities attributable to ignition and flame spreading are an intrinsic feature of interior ballistics codes (8) .
The results for the axial 1050, 1350, and 1600 mm from the RFT locations, shown in figures 9 through 11, demonstrate similar behavior as the 640 mm from the RFT point. These temperatures versus time plots demonstrate similar shapes and magnitudes. In all four cases, the experimental data are bound by the FEA results within 1 mm of the ideal 1.25-mm radial location. The hypothesis that the 640-mm data were affected by the thermocouple is supported as the data asymptotically approach a steady state value for the 1050-, 1350-, and 1600-mm locations.
A feature to note in figures 8 through 11 is that a perturbation still exists close to the ID. Figure 12 shows this perturbation for the 640-mm axial location. As discussed in the mesh sensitivity analysis section, the elements in the FEA have an underlying quadratic shape function. Despite the 47-µm size of the ID elements, the heat flux from the ballistic event is so great that a minor perturbation of the results can still occur through the thickness. The magnitude of this perturbation will approach 0 as the element size decreases; this was shown in figure 4 . 
Summary
FEA is capable of calculating the thermal profiles for an M256 cannon. Mesh density is important for accuracy and to minimize anomalous behavior because of interpolation errors attributable to large gradients across a single element. The cost of accuracy versus computation time is demonstrated as the ID temperature appears to asymptotically approach a value at the expense of computation time. When compared to previous analyses, the data appear to be very similar. The temperatures are accurate within a millimeter of the stated position of the thermocouple when compared to experimental test data. These results support using this modeling approach to calculate the temperature profiles for hybrid barrel designs. 
