The paper concerns a moving boundary problem for a coupled system of an elliptic and a parabolic boundary value problem. This system is applied to a model describing the growth of a homogeneous solid tumor in which the cell proliferation rate depends on the nutrient concentration only. For a large class of initial data the existence of a unique classical solution is shown.
Introduction
In this paper we investigate a simple model describing in vivo cancer growth for a single tumor. The model comprises a reaction-diffusion equation describing the evolution of the nutrient concentration, denoted by u, and an elliptic equation for the internal pressure, denoted by p, in the tissue. The cell proliferation rate is denoted by f (u), where f : R → R is assumed to be smooth. Typically, this proliferation rate f is assumed to be linear or of logistic type (cf. [6, p. 157] and [7, pp. 190, 193] ). A polynomial proliferation rate is proposed in the Appendix of [16] . At time t the tumor occupies the domain Ω(t) with the moving boundary Γ (t). In dimensionless form p and u satisfy the equations −∆p = f (u) in Ω(t), (1.1)
To formulate the boundary conditions satisfied by p and u, let V denote the normal velocity of the boundary, i.e. the component of the derivative of t → Γ (t) in direction of the outward normal ν(t). Moreover, we write H (t) for the mean curvature of Γ (t) and ψ for the nutrient concentration outside the tumor. Then we have the following boundary conditions:
3) Here c is a positive constant. Further we use the sign convention that V is positive if the tumor grows and that H is positive if Γ (t) is convex with respect to Ω(t). Finally, we close the system by the initial conditions 6) where Ω 0 denotes the domain initially occupied by the tumor, so that Γ 0 := ∂Ω 0 is the initial shape of the tumor. The initial nutrient concentration is denoted by u 0 . Finally, we assume that ψ : R n → R is smooth and bounded and has bounded derivatives of arbitrary order. We mention that the case ψ ≡ c for some c ∈ R is of particular interest in applications. In order to state our main result we denote the usual Sobolev and Besov spaces by W k q and B s, respectively, where q ∈ [1, ∞], k ∈ N, and s 0 (cf. [21] ). THEOREM 1 Let n 2 and q > n + 1. Let further Ω 0 be a bounded domain in R n of class B 4−1/and assume that u 0 − ψ ∈ W 2 q,0 (Ω 0 ). Then system (1.1)-(1.6) has a unique classical solution (p, u, Γ ) of class W 2 q × W 2 q × B ({t} × Ω(t)).
We refer to Sections 3 and 4 for the proof of this result. The precise spatial and temporal regularity of the solution as well as the class in which the solution is unique can be found there too.
Let Γ 0 be a compact hypersurface of R n which is of class C 4 . Then it follows from Proposition 2.3.2 of [21] that Γ 0 is of class B 4−1/. Thus any bounded C 4 -domain in R n is within the scope of Theorem 1.
Let us briefly exhibit the method used to prove the above result. In the first step we introduce suitable diffeomorphisms to transform the original domains Ω(t) and original moving boundary Γ (t) onto a fixed reference domain D with a fixed boundary Σ, respectively. Next we perform a reduction of the transformed system by eliminating the pressure p. We are then left with a nonlinear system of the form
where X and X 0 denote the transformed pairs (u, Γ ) and (u 0 , Γ 0 ), respectively. Besides the transformed differential operators from (1.2) and (1.3) the operator F contains the solution operator for the (transformed) pressure p as well. It turns out that F is a quasilinear and nonlocal operator. However, we show in Section 4 that the evolution equation is of parabolic type, in the sense that F contains a leading linear term which generates an analytic semigroup on a suitable product of Sobolev spaces over D and Besov spaces over Σ. Using the notation of Section 4, we have F(Z) = −A(Z)Z + F (Z), with the quasilinear parabolic leading term A and the lower order term F . Some technical effort is needed to establish appropriate mapping properties of the nonlinear operators Z → F (Z) and Z → A(Z) and the generation property of the linear operator Z → −A(Z 0 )Z with Z 0 fixed. This is done in the first part of Section 4. In the second part we prove the main result by solving the quasilinear evolution equation
Here we rely on the well established theory of quasilinear parabolic evolution equations which is based on analytic semigroups (see [2] or [20] ). Roughly speaking, moving boundary problems may be regarded as nonlinear evolution equations for the boundary manifolds (in the present case this evolution equation is coupled to the parabolic equation for the nutrient concentration u). Mostly, these evolution equations are of quasilinear, sometimes even of fully nonlinear type. Therefore, any loss of regularity in the construction of classical solutions shatters the possibility to go beyond a mere existence result (for classical solutions). It is worth mentioning that the functional analytic frame proposed here avoids any loss of regularity and offers therefore an excellent basis to study further properties of solutions to the system (1.1)-(1.6). Of particular interest are certainly blow-up behaviour or global existence of solutions. It is for instance possible to show that a solution exists globally, provided the nutrient concentration u is a priori bounded in W 1 q and the moving boundary is a priori bounded in B 5/2−1/. This result as well as further dynamical properties of the system (1.1)-(1.6) will be the subject of a forthcoming paper.
In order to evade a loss of regularity, one first needs a suitable tool to measure precisely the boundary regularity of functions on a domain. This is obvious for (Hölder-)continuous functions. In the case of Sobolev spaces W k q (which is a widely used class of function spaces to treat parabolic problems), the boundary regularity is characterized by means of Besov spaces: Given u ∈ W k q (Ω) with k 1, q ∈ (1, ∞) and ∂Ω smooth, the restriction u|∂Ω of u to the boundary ∂Ω belongs to the Besov space B k−1/(∂Ω); and vice versa: given any ϕ ∈ B k−1/(∂Ω) there is a u ∈ W k q (Ω) such that u|∂Ω = ϕ. Consequently, if one prefers to solve the parabolic equation for u in some Sobolev spaces W k q (Ω), the right choice of the function spaces to solve for the moving boundary is a suitable Besov space.
System (1.1)-(1.6) was introduced by Greenspan in [16] and [17] , see also [7] . Mostly the radially symmetric situation was investigated in a recent series of papers by Friedman and Reitich [13, 14, 15] . Existence and uniqueness of nonsymmetric solutions have been shown even more recently in [5] in the physically relevant case of space dimension n = 3. However, existence of solutions is guaranteed in [5] only under high regularity assumptions on the initial data, and a serious loss of regularity of the solution could not be excluded. More precisely, it is shown in the main result of [5] that, given Ω 0 of class C 17+α and u 0 of class C 13+α , the solution (u, Γ ) belongs to C 7+α × C 11+α . For domains of dimension higher than 3 the regularity of the initial value in [5] has even to be increased.
We emphasize that the regularity properties of the solution constructed by the above Theorem 1 are optimal with respect to that point (see Section 4) . Moreover, we show that there is not only no loss of regularity of the solutions during the evolution but even a strong regularizing effect: For each positive time the solutions are smooth in time and in space up to the boundary. Finally, we mention that an analytic framework in which a loss of regularity of solutions cannot be excluded is not appropriate to deduce any global existence or blow-up results. Taking e.g. the framework of [5] one has to bound a priori the moving boundary in C 17+α and the nutrient concentration in C 13+α in order to guarantee that a solution exists globally.
Assume that the proliferation rate f vanishes. Then the original moving boundary problem (1.1)-(1.6) reduces to the one phase Mullins-Sekerka problem
for the pressure p and the moving boundary Γ (cf. [4, 8, 11, 12] ). However, if f is nontrivial, the results obtained in these papers cannot be used to solve (1.1)-(1.6) for the following reason: The second equation of (2.15) below shows that, even in the case of a linear proliferation rate f (u) = −µ(u − u) (with positive constants µ and u), there is a nonlinear coupling of p, u, and Γ . Since the methods in [4, 8, 11, 12] are designed to solve a quasi-stationary problem, the temporal regularity of p is not sufficient to go successfully through a fixed point iteration for u coming from a parabolic equation (although the spatial regularity of p obtained in [4, 8, 11, 12] is optimal). Therefore we propose here a different approach: We first eliminate the pressure p from the system and then solve the reduced system simultaneously for (u, Γ ).
The transformed system
Let Ω 0 be a bounded domain in R n such that its boundary Γ 0 is a compact orientable hypersurface of class C 3 . Then in any tubular neighbourhood of Γ 0 there is a smooth hypersurface Σ (see Section 8 in [19] ). Let µ be the outward unit normal field on Σ. Then for a > 0 small enough, the mapping
is a smooth diffeomorphism onto its range R := im(X), i.e. X ∈ Diff ∞ (Σ × (−a, a), R). We further assume that Γ 0 ⊂ R. If Γ 0 is smooth this assumption obviously holds true by choosing Σ = Γ 0 .
Later on it will be convenient to decompose the inverse of X as X −1 = (P , Λ) such that
Here P is the metric projection of R onto Σ, i.e. P (x) is the nearest point on Σ to x, and Λ(x) is the signed distance from x to Σ. Clearly, R is the set of those points with distance less than a to Σ. For b ∈ (0, a), we call
the set of admissible functions. Given ρ ∈ Ad, let
and Γ ρ := im(θ ρ ). Then Γ ρ is a C 2 -hypersurface which is diffeomorphic to Σ, i.e. θ ρ ∈ Diff 2 (Σ, Γ ρ ). Moreover, there is a ρ 0 ∈ Ad such that Γ ρ 0 = Γ 0 , since Γ 0 ⊂ R. We write Ω ρ for the domain enclosed by Γ ρ . Clearly, we have Ω ρ 0 = Ω 0 . For simplicity we also set D := Ω ρ≡0 , which will be our fixed reference domain. Observe that Σ is the boundary of D.
We further need a suitable extension Θ ρ : R n → R n of θ ρ to R n . To this end we introduce a special case of the so-called Hanzawa transformation. Let b ∈ (0, a/4) be given, and pick ϕ ∈
Then, given ρ ∈ Ad, define
Observe that |ϕ (r)ρ(p)| < 1 for ρ ∈ Ad and r ∈ R, p ∈ Σ. Hence the function r → r + ϕ(r)ρ(p) is strictly increasing for any ρ ∈ Ad. From this one easily deduces that Θ ρ ∈ Diff 2 (R n , R n ) with
We now consider time-dependent functions ρ : J → Ad, where J :
we obtain a family Γ := {Γ (t) = Γ ρ(t) ; t ∈ J } of hypersurfaces in R n . The domains enclosed by those hypersurfaces are denoted by Ω(t) = Ω ρ(t) , t ∈ J . It will be convenient to describe Γ (t) as the zero-level set of a suitable time-dependent function. Letting
we obviously have Γ (t) = φ ρ (t, ·) −1 (0). Hence the outward unit normal field ν(t, ·) on Γ (t) at the point x = X(s, ρ(t, s)) can be represented as
In order to calculate the normal velocity of t → Γ (t) at time t ∈ [0, T ) and at the point x = X(s, ρ(t, s)), let us introduce the auxiliary function Ψ by setting
Hence the implicit function theorem implies that there is an ε > 0 and a function h
Observe that x + h(τ )ν(t, s) belongs to Γ (t + τ ). Thus h(τ ) is the increase at x = X(s, ρ(t, s)) ∈ Γ (t) in the direction of the outer normal ν(t, s) so that the normal velocity V (t, s) of t → Γ (t) at t and x = X(s, ρ(t, s)) is given by h (0). Therefore (2.6) yields
We can now rewrite the one-phase Stefan condition (1.3) in the form
where (·|·) stands for the Euclidean inner product in R n . We need some further notation. Let
and define
Then Φ ρ ∈ Diff 0 (J × D, Ω ρ,J ) and hence the pull-back operator Φ * ρ , defined by 9) as well as the push-forward operator Φ ρ * , given by Φ 10) are well defined. Using this notation we introduce the following transformed differential operators:
. Of course we also need the transformed versions of the nonlinear operator f and the mean curvature, respectively:
where H Γ ρ(t) denotes the mean curvature of Γ ρ(t) for t ∈ J . Furthermore, given
we introduce a mapping R(w, q, ρ) on D by
where
Then it follows from (2.11)-(2.14) that the original system (1.1)-(1.6) can be transformed into the following system for r := Φ * ρ p and w := Φ * ρ u:
Let now ρ 0 ∈ B 4−1/(Σ) ∩ Ad and w 0 ∈ W 2 q (D) with q ∈ (1, ∞) be given. We call (w, r, ρ) a classical solution to (2.15) with initial data (w 0 , ρ 0 ) if the following conditions hold:
In order to give a precise notion of a classical solution to (1.1)-(1.6) we assume that    • Γ 0 satisfies the assumption stated at the beginning of this section;
Here BUC ∞ stands for the Fréchet space consisting of all bounded smooth functions which have bounded and uniformly continuous derivatives of arbitrary order.
Given ρ ∈ C 1 (J, C(Σ)) ∩ C(J, Ad), let
and observe that Ω ρ,J is an open subset of R n+1 . We call (u, p, Γ ) a classical solution to (1.1)-(1.6) with initial data (u 0 , Γ 0 ) and boundary value ψ if there exists a ρ ∈ C 1 (J, C(Σ)) ∩ C(J, Ad) such that the following conditions hold: Then (u, p, Γ ) is a classical solution to (1.1)-(1.6) with initial data (u 0 , Γ 0 ) and boundary value ψ.
Proof. (i) It is clear that Γ (t) = Γ ρ(t) , t ∈ J , satisfies the first requirement on (u, p, Γ ) to be a classical solution to (1.1)-(1.6).
(ii) Let us next verify the regularity of u. For this pick (t 0 , x 0 ) ∈ Ω ρ,J . Then t 0 > 0 and x 0 ∈ Ω ρ(t 0 ) .
(a) By assumption, ρ(t 0 ) belongs to BUC ∞ (Σ). This implies that Γ ρ(t 0 ) is of class C ∞ and
(c) Assume now that x 0 ∈ R, and set y 0 := Θ −1
Consequently,Ĥ (t 0 , y 0 ) = 0 and
Therefore, the implicit function theorem guarantees the existence of an ε > 0 and a unique π ∈ C ∞ (I ε , R D ), where I ε := (t 0 − ε, t 0 + ε), such thatĤ (t, π(t)) = 0 for t ∈ I ε . This implies that
and that
for t ∈ I ε . Observe now that
In particular, we see that u(·, x 0 ) ∈ C ∞ (I ε , R). In view of (2.17) this shows that u ∈ C ∞ (Ω ρ,J , R).
(iv) With the notation from (ii), we obtain ∂ t u(t, x 0 ) = w (t)(π(t)) + (∇ y w(t)(π(t))|π (t)), t ∈ I ε .
Using further the equation ∂ t ρ(t, s) − B(ρ(t))r(t, s) = 0 on J × Σ, we conclude from (2.18) that (∇ y w(t)(π(t))|π (t)) = R(w, r, ρ)(π(t)), t ∈ I ε .
Hence we see that
Using w + A(ρ)w = R(w, r, ρ) − w onJ × D, we find
and therefore
The verifications of (1.1) and (1.3)-(1.6) can be done analogously (and are even easier than that of (1.2)).
The reduced system
In this section we reduce system (2.15) by eliminating the transformed pressure r. In order to do this, we need a suitable representation of the solution operator to the boundary value problem
, and s 0, we write H s q and B s ll for the usual Bessel potential and Besov spaces, respectively (cf. [21] ). Recall that H k q coincides in case k ∈ N with the usual Sobolev space W k q of order k built over L q and that B s ∞∞ = BUC s , provided s is not a natural number. Here, BUC s stands, in the case s ∈ (0, 1), for the Banach space of all bounded and uniformly Hölder continuous functions of exponent s. If s = k + s for some k ∈ N and s ∈ (0, 1) the space BUC s consists of all k-times differentiable functions such that all derivatives up to order k belong to BUC s .
We now fix q > n + 1 and choose τ ∈ (0, 1 − n/q) as well as
This choice of ε is motivated by various embedding properties of function spaces which will be introduced in the next section. Moreover, we use the abbreviation U := B 4−3ε−1/(Σ) ∩ Ad. Observe that U is contained in BUC 3+τ (Σ), by Sobolev's embedding theorem.
such that, given ρ ∈ U and (g, h) ∈ H δ q (D) × B 2+δ−1/(Σ), the unique solution r ∈ H 2+δ q (D) to (3.1) is given by r = S(ρ)g + T (ρ)h.
Proof. Observe that the coefficients of A(ρ) belong to BUC 1+τ (D) and those of B(ρ) to BUC 2+τ (Σ); then the first two assertions follow as in the proof of Lemma 2.2 in [12] . Assertions (c) and (d) are now consequences of (a) and known elliptic regularity theory (cf. Theorem 4.3.3 in [21] and the proof of Lemma 2.3 in [12] ).
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Using Lemma 3.1 it is easily verified that the pair (w, ρ) satisfies the following reduced system:
whereF Due to the inhomogeneous Dirichlet boundary condition on w, system (3 .2) is not yet suitable to be treated in the abstract frame presented in the preceding section. To arrive at a homogeneous boundary condition observe that χ(ρ) = ψ •Θ ρ is well defined on R n . Thus, if we let v := w−χ (ρ) and v 0 := w 0 − χ (ρ 0 ), then the pair (v, ρ) satisfies the system
and Next, we need a suitable splitting of the mean curvature operator H (ρ). It is well known that this operator has the structure of a quasilinear operator of second order. Indeed, using local coordinates on Σ it is possible to show that there is a quasilinear operator P of second order and a nonlinear first order operator K such that H (ρ) = P (ρ)ρ + K(ρ) for any ρ ∈ C 2 (Σ). In the next lemma we state the precise regularity properties of these operators which we need in what follows. For a proof of these results we refer to Lemma 3.1 of [12] . LEMMA 3.2 Given s ∈ (0, 1/q), there exist
We are now prepared to introduce the following nonlinear operator F = (F 1 , F 2 ) for the pair Z := (v, ρ):
as well as the quasilinear operator
Observe that for fixed Z 1 , the mapping Z → A(Z 1 )Z is linear.
Using these operators, we can express the system (3.3) in the form
where, of course, Z 0 := (v 0 , ρ 0 ). We call Z = (v, ρ) a classical solution to (3.6) if the following conditions hold: Proof. Due to the derivation of (3.6), the statements are easily verified. 
The abstract setting and the proof of the main result
In this section we introduce the abstract frame in which the equation (3.6) will be solved. First we pick q > n + 1 and s ∈ (0, 1/3q) and keep these numbers fixed hereafter. Using the notation introduced at the beginning of the previous section, we know from the trace theorem that v → v|Σ is a retraction from Equation (3.6) will be considered in the space E 0 , whereas E 1 will serve as the domain of the leading linear operator contained in (3.6). We shall also need the complex interpolation spaces E θ := [E 0 , E 1 ] θ , with θ ∈ (0, 1), where [·, ·] θ stands for the complex interpolation method (cf. [21] ). The next result characterizes most of the spaces E θ . LEMMA 4.1 Given θ ∈ (0, 1), we have
Proof. It follows from Theorem 4.3.3(a) in [21] that
Hence the reiteration theorem for the complex interpolation functor yields
The assertion now follows from Proposition I. 
2
We also need the following embeddings: (ii) Due to the boundedness of D we have
Furthermore, denoting the real interpolation method by (·, ·) θ,q , where θ ∈ (0, 1) and
since r 1 ∈ (0, 1) (cf. the proof of Theorem 2.5.7 in [21] ). We now conclude from Theorem 2.4.2 in [21] that
Using Proposition 2.3.2.2 of [21] and the fact that r 1 > r 0 we obtain
(iii) Similarly, we have BUC r 1 (Σ) = (BUC(Σ), BUC 1 (Σ)) r 1 ,∞ and thus
for 0 r 0 < r 1 < 1. The general case is now treated as in (i).
Letting α := 1 − s, by Lemma 4.1 we have
Further, by the choice of q and s it follows that 2s < 2 3q
We now choose τ ∈ (2s, 1 − n/q).
Then s < τ/2. Moreover, s < 1/3q < 1/3q + τ/3. Thus there is a γ > 0 such that
Consequently, Lemma 4.2 implies that
We now let β := 1 − s − ε, where ε ∈ (0, 1 − 1/2q) will be specified later. By Lemma 4.1, we have
Observe further that
by the choice of τ and γ . Hence there is an ε ∈ (0, 1 − 1/2q) such that
The first inequality in (4.3) and the generalized Sobolev embedding theorem (cf. Theorem 3.3.1 in [21] ) now yield The embeddings (4.4) and (4.5) will be used later in order to verify the mapping properties of the nonlinearity F , formally introduced in (3.4) . Before giving the full details of these facts, let us mention that 0 < γ < β < α < 1.
Indeed, since γ < τ/2 − s, the third inequality in (4.3) gives
The remaining inequalities in (4.6) are clear. For the sake of simplicity, we write E j θ for the j -th factor of E θ , where j = 1, 2 and θ ∈ [0, 1]. This means e.g. that E Furthermore, given θ ∈ [β, 1], let
Obviously, X θ is open in E θ . Again, X j θ stands for the j -th factor of X θ where j = 1, 2. Thus
Observe further that X 2 β coincides with the set U introduced in Section 3. Given ρ ∈ X 2 β , we define a linear operator by [3] shows that
Proof. (i) It follows easily from (4.4) and Lemma 3.1 that
β , and define
Then it is well known that 
We also need the following generation result for the leading part of the second component of (3.5).
This follows by obvious modifications of the proof of Theorem 4.1 in [12] , where the case q = ∞ is treated. Indeed, one only has to replace the estimate (5.7) in [12] by the corresponding one in the spaces E Moreover, the arguments in step (v) on page 640 in [12] can be carried over by using Theorem 4.1 of [9] .
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Given Z = (v, ρ) ∈ X β , define the linear operator A(Z) in E 0 by setting dom(A(Z)) := E 1 and
Then we have
Proof. This is an immediate consequence of Lemmas 4.3 and 4.4, and the characterization of the set H(E 1 , E 0 ) given in Theorem I.1.2.2 of [3] .
Let π ∈ C ∞ (R, R) be given. Then π induces so-called Nemytskiȋ operators Π acting on various subspaces of BUC(R n ) by setting
In the following we do not distinguish notationally between π and Π. With this convention we introduce the operator F := (F 1 , F 2 ) : X β → E 0 by setting
where Z := (v, ρ) ∈ X β . Recall that χ(ρ) = Θ * ρ ψ and g = Θ * ρ f Θ ρ * . Moreover, we haveĝ(v, ρ) = g(v + χ(ρ)) and
Proof. (i) The mean value theorem implies that g maps BUC 1+τ (D) × Ad smoothly into BUC 1+τ (D) and that χ maps BUC 3 (Σ) ∩ Ad smoothly into BUC 3 (D). Using the embeddings in (4.4) we therefore recognize thatĝ
(ii) Given (v, ρ) ∈ X β , it follows from (4.7) and Lemma 3.1(d) that S(ρ)g(v +χ(ρ), ρ) belongs to BUC 2+τ (D), and hence, using Lemma 3.1(d) again, we get
Invoking Lemma 3.1(b), we conclude that
Moreover, from Lemmas 3.1 and 3.2 we know that
Hence (4.1) and (4.5) yield
Recalling that (P , Λ) ∈ C ∞ (R D , Σ × (−a, a)) and that ϕ(ξ ) = 0 if |ξ | > 3b, one easily verifies that r 0 (h, k) belongs to BUC τ (D). Moreover, there is a constant c = c(P , Λ), independent of (h, k), such that
. This shows that r 0 is a bounded bilinear mapping from BUC τ (Σ) × BUC τ (D) to BUC τ (D).
(iv) Given Z := (v, ρ) ∈ X β and j ∈ {1, . . . , n}, let
where µ j and y j stand for the j -th components of µ and y, respectively. We know from (ii) that h j ∈ C ∞ (X β , BUC τ (Σ)), and one shows as in Lemma 3.1 that k j ∈ C ∞ (X β , BUC τ (D)). Moreover, observe that
where Z = (v, ρ). Hence it follows from (4.8), (4.1) and Lemma 3.1 thatF 1 ∈ C ∞ (X β , E 1 γ ). (v) The operator Q has the same structure as R (cf. (2.13)). Hence using verbatim the same arguments as in step (iv) we conclude that Q ∈ C ∞ (X β , E 1 γ ).
Combining finally (4.8), step (v) and (4.1) we infer that F 1 ∈ C ∞ (X β , E 1 γ ), which completes the proof. (ii) In order to verify (4.9), we first observe that the following temporal regularity is provided by the abstract theory: Z = (v, ρ) ∈ C ∞ ((0, t + ), E 1 ) (4.10) (see Theorem 11.3 in [1] ). Due to the Sobolev embeddings (4.4) we therefore obtain in particular v(·, x), ρ(·, y) ∈ C ∞ ((0, t + ), R) for all x ∈ D and y ∈ Σ.
(iii) Define f 1 (t, x) := F 1 (v, ρ)(t, x) for (t, x) ∈ (0, t + ) × D.
From (4.10) and the proof of Lemma 4.6 we know that f 1 ∈ C τ ((0, t + ) × D, R). Moreover, we set A(t) := A(ρ(t)) for t ∈ [0, t + ). By (4.10) and (4.4) the coefficients ofÃ belong to C 1+τ ((0, t + ) × D). Let J be any compact subinterval of (0, t + ) and pick η ∈ D(R) with η|J = 0 and supp(η) ⊂ (0, t + ). ThenG 1 := ηf 1 + η v ∈ C τ ((0, t + ) × D, R) and ηv is a solution to the linear parabolic initial boundary value problem At this point the bootstrapping argument for v cannot be repeated since we can only guarantee that the coefficients ofÃ belong to C 1+τ ((0, t + ) × D).
(iv) Define f 2 (t) := B(ρ(t))S(ρ(t))ĝ(v(t), ρ(t)), t ∈ (0, t + ).
Then ( Let now t 1 ∈ (0, t + ) and set ρ 1 := ρ(t 1 ) ∈ B 4+3s−1/(Σ). We take ρ 1 as initial value for the abstract evolution equation ∂ t ρ + B(ρ)T (ρ)P (ρ)ρ =F 2 (ρ) + f 2 (t), ρ(t 1 ) = ρ 1 , where, of course,F 2 (ρ) = B(ρ)T (ρ)K(ρ). Arguing as in [12, p . 635], we find that ρ ∈ C([t 1 , t + ), B 4+3s−1/(Σ)). This bootstrapping procedure can be repeated and after a finite number of steps we obtain ρ ∈ C((0, t + ), B
6−1/(Σ)). (4.13)
