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Abstract
Let B be the universal central extension of a graded Lie algebra of Block type. In this paper, it is proved that any quasifinite
irreducible B-module is either highest weight, lowest weight or uniformly bounded. Furthermore, the quasifinite irreducible highest
weight B-modules are classified, and the intermediate series B-modules are classified and constructed.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let B be the graded complex Lie algebra spanned by elements of the form Lα,i and κ , for α, i ∈ Z, and i ≥ 0, with
the relations
[Lα,i , Lβ, j ] = ((i + 1)β − ( j + 1)α)Lα+β,i+ j + δα+β,0δi+ j,0α
3 − α
6
κ, (1.1)
[κ,B] = 0.
A graded B-module V = ⊕α∈Z Vα is called quasifinite if each subspace Vα is finite dimensional. In the present paper
we prove that any quasifinite irreducible B-module is either a highest weight module, a lowest weight module or a
uniformly bounded module.
Block [1] introduced certain analogues of the Zassenhaus algebras over fields of characteristic 0 and showed
that they are simple algebras under certain conditions. Generalizations of Block algebras (usually referred to as Lie
algebras of Block type) have been studied by many authors the recent years; see [3,12,13,16,17]. In [3], the authors
introduced a new class of Lie algebras of Block type, described their simplicity, derivations, second cohomology, and
determined all isomorphisms between two such Lie algebras. In [12], the author studied the quasifinite representations
for the universal central extension B′ = B˜ ⊕ Cκ of the Lie algebra of Block type B˜ = span{Lα,i | α, i ∈ Z, i ≥ −1}
with the Lie bracket relation
[Lα,i , Lβ, j ] = ((i + 1)β − ( j + 1)α)Lα+β,i+ j .
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The universal central extension B′ is defined by the 2-cocycle ϕ(Lα,i , Lβ, j ) = αδα+β,0δi+ j,−2, and thus the Lie
bracket of the Lie algebra B′ is given as follows:
[Lα,i , Lβ, j ] = ((i + 1)β − ( j + 1)α)Lα+β,i+ j + αδα+β,0δi+ j,−2κ,
[κ, Lα,i ] = 0
for α, β ∈ Z, i, j ≥ −1. The author in [12] proved that there does not exist a nontrivial uniformly bounded module
for the Lie algebra B′.
In this paper, we study the representation theory for the subalgebra B¯ = span{Lα,i | α, i ∈ Z, i ≥ 0} of the Block
type Lie algebra B˜, and its universal central extension (see [15]) B = B¯ ⊕ Cκ , where the Lie bracket in B is given by
(1.1). One sees that B contains a subalgebra with basis {Lα,0, κ|α ∈ Z}, which is isomorphic to the Virasoro algebra,
while the Lie algebra B′ studied in [3,12] contains no such a subalgebra. Due this, one will see that the representation
theory for the Lie algebra B is different from that for B′.
We note that the Lie algebra B can be realized as a Lie algebra over the space C[x, x−1] ⊗ tC[t] ⊕ Cκ by setting
Lα,i = xαt i+1 for α ∈ Z, i ≥ 0, with the Lie bracket relation
[xα f (t), xβg(t)] = xα+β(β f ′(t)g(t)− α f (t)g′(t))+ δα+β,0α
3 − α
6
Rest t−3 f (t)g(t)κ (1.2)
for α, β ∈ Z, f (t), g(t) ∈ tC[t], where the prime stands for the derivative d/dt , and Rest f (t) stands for the residue
of the Laurent polynomial f (t), namely the coefficient of t−1 in f (t). For the sake of convenience, we will identity
the Lie algebra B with this polynomial realization. Then we see that B has a natural Z-gradation B = ⊕α∈Z Bα with
Bα = {xα f (t) | f (t) ∈ tC[t]} + δα,0Cκ (1.3)
The paper is organized as follows. In Section 2, after introducing some notions and basic results, we prove that
every quasifinite irreducible module over B is either a highest weight module, a lowest weight module or a uniformly
bounded module (Theorem 2.4). The analogous results for affine Lie algebras, Virasoro algebra, higher rank Virasoro
algebras and Lie algebras of Weyl type were obtained in [2,8–10], and in [6,7] we studied the Harish-Chandra modules
for the Virasoro-like algebra and its q analog. In Section 3, we classify quasifinite irreducible highest weight modules
in Theorem 3.6. Finally in Section 4, we consider the intermediate series modules, and give a complete description of
all such modules. The result is given in Theorem 4.8.
2. Classification theorem
Let C be the field of complex numbers, and Z, Z+ denote the sets of integers and nonnegative integers respectively.
Choose the natural ordering of Z. Then B = ⊕α∈Z Bα is Z-graded with graded subspaces given by (1.3). Let
B± = ⊕±α>0 Bα; we have the following triangular decomposition:
B = B− ⊕ B0 ⊕ B+.
Note that B0 = tC[t] + Cκ is a commutative subalgebra of B (but it is not a Cartan subalgebra).
Definition 2.1. A Z-graded B-module V = ⊕α∈Z Vα is called quasifinite if dim Vα < ∞ for all α ∈ Z. A quasifinite
B-module V is called uniformly bounded if there is an integer N > 0 such that dimVα ≤ N for all α ∈ Z.
Given Λ ∈ B∗0 (the dual space of B0), a highest (respectively lowest) weight module over B is a Z-graded module
V (Λ) generated by a highest (respectively lowest) weight vector vΛ ∈ V (Λ)0, i.e., vΛ satisfies hvΛ = Λ(h)vΛ for h ∈
B0, and B+vΛ = 0(respectively B−vΛ = 0). A nonzero vector v in a Z-graded B-module V is called singular or
primitive if B+v = 0.
We define Vir = span{Lα,0, κ|α ∈ Z}, and we use U (B) to denote the universal enveloping algebra of B. Set
B[i, j] = ⊕i≤α≤ j Bα, i, j ∈ Z; similarly, we can define B[i,+∞),B[i, j) and so on.
Let V = ⊕ j∈Z V j be a quasifinite B-module; then for any fixed nonzero integer j0 ∈ Z, the elements κ and tm for
m ≥ 1 in B0 are linear transformations of the finite-dimensional subspace V j0 , This implies that there exists an integer
m j0 ≥ 2 such that for each m ≥ m j0 , the linear map tm can be expressed as a linear combination of elements from the
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finite set {κ, t i | 1 ≤ i < m j0}. Therefore for each m ≥ m j0 , there exists a monic polynomial fm(t) ∈ B0 of degree m
and am ∈ C such that
( fm(t)+ amκ)v = 0 (2.1)
for any v ∈ V j0 . We define a Lie subalgebra B˜ j0 of B generated by the elements of set{L− j0,0, L− j0+1,0, L− j0,1, fm(t) + amκ | m ≥ m j0} if j0 < 0, and by the elements of set{L− j0,0, L− j0−1,0, L− j0,1, fm(t)+ amκ | m ≥ m j0} if j0 > 0.
Lemma 2.2. For any fixed integer j0 ∈ Z \ {0}, and m ≥ 1, if j0 ≤ −1 (respectively j0 ≥ 1), there exists a positive
(respectively negative) integer Km such that xk tm ∈ B˜ j0 , for all integers k ≥ Km (respectively k ≤ Km).
Proof. We first consider the case for j0 ≤ −1, and we prove the result by induction on m ≥ 1. For convenience, we
set i0 = − j0. For m = 1, one can see that there exists an integer N > 0 such that, for k ≥ N ,
k = k1i0 + k2(i0 + 1)
for some positive integers k1, k2. Thus the element xk t is generated by x i0 t and x i0+1t for k ≥ N . This implies that
xk t ∈ B˜ j0 for k ≥ N . Thus the result holds for m = 1 with K1 = N . Now we consider the case with m > 1. By
induction, there is an integer Km−1 > 0 such that xk tm−1 ∈ B˜ j0 for k ≥ Km−1. Taking Km = mKm−1 + i0, we have,
for k ≥ Km , that xk tm = 1ak [xk−i0 tm−1, x i0 t2] ∈ B˜ j0 , where ak = i0(m − 1)− 2(k − i0) < 0. Therefore xk tm ∈ B˜ j0
for k ≥ Km . This completes the proof of the lemma for j0 ≤ −1.
Similarly, for j0 ≥ 1, we see that there exists an integer N < 0 such that, for k ≤ N , k = k1i0+k2(i0−1) for some
positive integers k1, k2. Thus the element xk t is generated by x i0 t and x i0−1t for k ≤ N . This implies that xk t ∈ B˜ j0
for k ≤ K1 = N . Then, by an argument similar to the one we used in the case for j0 ≤ −1, one can prove that there
are integers Km < 0 for m ≥ 1 such that xk tm ∈ B˜ j0 for k ≤ Km . This completes the proof of the lemma. 
Lemma 2.3. Suppose V = ⊕ j∈Z V j is a quasifinite irreducible B-module,
(i) if 0 6= v0 ∈ V j0 for some j0 ≤ −2 such that B[K ,+∞)v0 = 0 for some K > 0, then V has a highest weight vector;
(ii) if 0 6= v0 ∈ V j0 for some j0 ≥ 2 such that B(−∞,K ]v0 = 0 for some K < 0, then V has a lowest weight vector.
Proof. First we prove (i); since B = B[1,K ) + B0 + B− + B[K ,+∞), using the Poincare´–Birkhoff–Witt theorem and
the irreducibility of V , we have
V = U (B)v0 = U (B[1,K ))U (B0 + B−)U (B[K ,+∞))v0
= U (B[1,K ))U (B0 + B−)v0. (2.2)
We define V+ = ⊕α≥0 Vα . It is clear that V+ is a B+-module. Let V ′+ be the B+-submodule of V+ generated by
V[0,K ); we shall prove V+ = V ′+. For this purpose, we only need to prove V+ ⊂ V ′+. In fact, let x ∈ V+ be any
homogeneous element of degree k. If 0 ≤ k < K , then by the definition of V ′+, we have x ∈ V ′+. If k ≥ K ,
since 0 6= v0 ∈ V j0 and j0 ≤ −2, then by (2.2), x is a linear combination of elements of the form u1x1 with
u1 ∈ B[1,K ) and x1 ∈ V ; then the degree of u1 satisfies 1 ≤ deg u1 < K . Thus 0 < deg x1 = k − deg u1 < deg x .
If deg x1 ≥ K , then we write x1 as a linear combination of elements of the form u2x2 with u2 ∈ B[1,K ) and x2 ∈ V ;
thus 0 < deg x2 = deg x1 − deg u2 < deg x1. By this procedure, we see that there exists a positive integer i such that
0 < deg xi < K ≤ deg xi−1 < · · · < deg x1,
and so xi ∈ V ′+; thus x ∈ V ′. This proves V+ ⊂ V ′+; thus V+ = V ′+.
Therefore the B+-module V+ is generated by the finite-dimensional vector space V[0,K ). We choose a basis A of
V[0,K ). Then, for any x ∈ A, we have x = uxv0 for some ux ∈ U (B). Regarding ux as a polynomial with respect to a
basis of A, we prove that there exists a positive integer kx > K such that
[B[kx ,+∞), ux ] ⊂ U (B)B[K ,+∞) (2.3)
by induction on the polynomial degree. We denote the polynomial degree of ux by deg′ ux . If deg′ ux = 1, that is
ux =∑i ai yi , for some ai ∈ C, yi ∈ B, it is obvious that
[B[kx ,+∞), ux ] ⊂ B[K ,+∞)
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for any kx > K . Suppose (2.3) holds for any element ux with deg′ ux = n − 1 ≥ 1. Then for element ux with
deg′ ux = n, that is
ux =
∑
ai yi1 yi2 · · · yin + lower terms, (2.4)
where the yi j ∈ B are arranged such that deg yi1 ≤ deg yi2 ≤ · · · ≤ deg yin , we have
[B[kx ,+∞), yi1 yi2 · · · yin ] = [B[kx ,+∞), yi1 yi2 · · · yin−1 ]yin + yi1 yi2 · · · yin−1 [B[kx ,+∞), yin ]
= [[B[kx ,+∞), yi1 yi2 · · · yin−1 ], yin ] + yin [B[kx ,+∞), yi1 yi2 · · · yin−1 ]
+ yi1 yi2 · · · yin−1 [B[kx ,+∞), yin ]. (2.5)
Since x = uxv0 and 0 ≤ deg x < K , deg v0 = j0 ≤ −2, therefore deg ux > 0 and deg yin > 0. By the induction
hypothesis, we get (2.3) by applying (2.4) and (2.5). Since B[K ,+∞)v0 = 0, we have
B[kx ,+∞)x = [B[kx ,+∞), ux ]v0 + uxB[kx ,+∞)v0 = 0,
for any x ∈ A. Take β = max{kx |x ∈ A}; then B[β,+∞)V[0,K ) = 0. Next we prove that
[B[β,+∞), u]x = 0, (2.6)
for u ∈ U (B+) and x ∈ V[0,K ). Regard u as a polynomial with respect to a basis of B+. We prove (2.6) by induction
on the polynomial degree deg′ u. If deg′ u = 1, that is u =∑i ai yi , for some ai ∈ C, yi ∈ B+, then
[B[β,+∞), u]x ⊂ B[β,+∞)x = 0.
Suppose (2.6) holds for any element u ∈ U (B+) with deg′ u = n − 1 ≥ 1; then if u ∈ U (B+) and deg′ u = n, that is
u =
∑
ai yi1 yi2 · · · yin + lower terms,
where yi j ∈ B+ are arranged such that deg yi1 ≤ deg yi2 ≤ · · · ≤ deg yin , we have
[B[β,+∞), yi1 yi2 · · · yin ]x = ([B[β,+∞), yi1 ]yi2 · · · yin + yi1 [B[β,+∞), yi2 · · · yin ])x
= ([[B[β,+∞), yi1 ], yi2 · · · yin ] + yi2 · · · yin [B[β,+∞), yi1 ]
+ yi1 [Bβ,+∞), yi2 · · · yin ])x,
and then by the induction hypothesis, we get [B[β,+∞), u]x = 0 for u ∈ U (B+) and x ∈ V[0,K ), that is
[B[β,+∞),U (B+)]V[0,K ) = 0, and thus
B[β,+∞)V+ = B[β,+∞)U (B+)V[0,K ) = U (B+)B[β,+∞)V[0,K ) = 0.
Moreover, since B+ ⊂ B[β,+∞) + [B[−β,0),B[β,+∞)], and
[B[−β,0),B[β,+∞)]V[β,+∞) = B[−β,0)B[β,+∞)V[β,+∞) − B[β,+∞)B[−β,0)V[β,+∞) = 0,
we thus get B+V[β,+∞) = 0.
Finally, since V 6= 0, then B+V[β,+∞) = 0 implies that there is an integer β0 such that Vβ0 6= 0 and B+Vβ0 = 0.
Moreover, since B0 is a solvable subalgebra of B, and B0 ⊂ gl(Vβ0), we see by Lie’s Theorem that the nonzero
subspace Vβ0 contains a common eigenvector vβ0 for all the elements in B0. Thus vβ0 is a highest weight vector in the
B-module V . One can prove the second statement of the lemma by a similar argument, which is omitted. 
Theorem 2.4. A quasifinite irreducible B-module is a highest weight module, a lowest weight module or a uniformly
bounded module.
Proof. Suppose V = ⊕ j∈Z V j is a quasifinite irreducible B-module without highest and lowest weight vectors; we
prove that there is a positive integer N such that dimV j ≤ N for j ∈ Z. For this purpose, we prove
dim V j ≤ 2(dim V0)+ dim V1 (2.7)
for j ≤ −2, and
dim V j ≤ 2(dim V0)+ dim V−1 (2.8)
for j ≥ 2.
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To prove (2.7), we fix j0 ≤ −2 and consider the linear map
ϕ−j0 = L− j0,0 ⊕ L− j0+1,0 ⊕ L− j0,1 : V j0 −→ V0 ⊕ V1 ⊕ V0.
We claim that ϕ−j0 is injective. Indeed, if there is 0 6= v0 ∈ V j0 such that ϕ−j0(v0) = 0, then
L− j0,0v0 = L− j0+1,0v0 = L− j0,1v0 = 0.
Moreover, by (2.1), we have ( fm(t) + amκ)v0 = 0 for m ≥ m j0 . Therefore by the definition of the subalgebra B˜ j0 ,
we have
B˜ j0v0 = 0.
Next we prove that B[K ,+∞)v0 = 0, where K = max{K1, . . . , Km j0 } and K1, . . . , Km j0 are positive integers given in
Lemma 2.2. For this purpose, we prove xk tm ∈ B˜ j0 for all k ≥ K and m ≥ 1. Indeed, if 1 ≤ m ≤ m j0 , this follows
from Lemma 2.2. If m > m j0 , we note that
xk t f ′m(t) = −
1
k
[xk t, fm(t)+ amκ] ∈ B˜ j0 (2.9)
for m > m j0 and k ≥ K . In particular, for m = m j0 + 1, (2.9) implies xk tm j0+1 ∈ B˜ j0 for k ≥ K . Inductively, one
obtains that xk tm j0+i ∈ B˜ j0 for k ≥ K and i ≥ 1. This implies B[K ,+∞) ⊂ B˜ j0 , and therefore B[K ,+∞)v0 = 0, which
gives a contradiction by applying Lemma 2.3. Therefore ϕ−j0 is injective, which implies dim V j ≤ 2(dim V0)+ dim V1
for j ≤ −2 as required.
To prove (2.8), we fix j0 ≥ 2, and consider the linear map
ϕ+j0 = L− j0,0 ⊕ L− j0−1,0 ⊕ L− j0,1 : V j0 −→ V0 ⊕ V−1 ⊕ V0.
We claim that ϕ+j0 is injective. As in the previous case, if there is 0 6= v0 ∈ V j0 such that ϕ+j0(v0) = 0, then
L− j0,0v0 = L− j0−1,0v0 = L− j0,1v0 = 0.
This and (2.1) give us
B˜ j0v0 = 0.
Then by an argument similar to the above, one can show that B(−∞,K ]v0 = 0, where K = min{K1, . . . , Km j0 } and
K1, . . . , Km j0 are negative integers given in Lemma 2.2, which also gives a contradiction by applying Lemma 2.3.
Therefore ϕ+j0 is injective, which implies dim V j ≤ 2(dim V0) + dim V−1 for j ≥ 2. This completes the proof of the
theorem. 
3. Quasifinite irreducible highest weight modules
Some arguments of this section will follow [5] (see also [12]). A Verma module over B is defined as the induced
module
M(Λ) = U (B)⊗U (B0⊕B+) CΛ,
for Λ ∈ B∗0 , where CΛ = CvΛ is a one-dimensional (B0 + B+)-module given by
B+(vΛ) = 0, h(vΛ) = Λ(h)vΛ
for h ∈ B0. Then any highest weight module V (Λ) is a quotient module of M(Λ) and the irreducible highest weight
module L(Λ) is the quotient of M(Λ) by a maximal proper Z-graded submodule.
A subalgebra P of B is called parabolic if it contains B0 ⊕ B+ as a proper subalgebra, that is P = ⊕α∈Z Pα ,
where Pα = Bα for α ≥ 0, and Pα 6= 0 for some α < 0. Let Λ ∈ B∗0 be such that Λ|B0∩[P,P] = 0. Then the
(B0 + B+)-module CΛ extends to a P-module by letting Pα acts as zero for α < 0. We define the highest weight
module
M(P,Λ) = U (B)⊗U (P) CΛ,
called a generalized Verma module.
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Given a nonzero element a ∈ B−1, we define Pa = ⊕α∈Z Paα , where Paα = Bα for all α ≥ 0, and
Pa−1 = span{[· · · [[a,B0],B0], . . .]}, Pa−α−1 = [Pa−1,Pa−α].
Then by [5, Lemma 2.2], we have that Pa is the minimal parabolic subalgebra of B containing a, and
Ba0 := [Pa,Pa] ∩ B0 = [a,B1]. (3.1)
A parabolic subalgebra P is nondegenerate if P−α has finite codimension in B−α for all α > 0; a nonzero element
a ∈ B−1 is nondegenerate if Pa is nondegenerate.
Remark 3.1. It is easy to check that the Lie algebra B satisfies the following property: if a ∈ B−β for some β > 0
and [a,B1] = 0, then a = 0.
Remark 3.2. From [5, Lemma 2.1], we know that, for a parabolic subalgebra P = ⊕α∈Z Pα of B, if P−β 6= 0 for
some β > 0, then P−β+1 6= 0.
Lemma 3.3. (1) Any nonzero element a ∈ B−1 is nondegenerate.
(2) Any parabolic subalgebra of B is nondegenerate.
(3) Let a = x−1 f (t) ∈ B−1; then
Ba0 = span{( f (t)g(t))′|g(t) ∈ tC[t]}.
Proof. LetP be a parabolic subalgebra. ThenP−β 6= {0} for some β > 0. Let I−β = { f (t) ∈ tC[t]|x−β f (t) ∈ P−β}.
Since
[x−β f (t), g(t)] = βx−β f (t)g′(t)
for all g(t) ∈ tC[t], we obtain f (t)C[t] ⊂ I−β for f (t) ∈ I−β . Hence, P−β has finite codimension in B−β . By
Remark 3.2, we have P−1 6= {0}.
We claim that P−α 6= {0} for α > 0. We prove this statement by induction on α > 0. If α = 1,P−1 6= {0} is
obvious. SupposeP−α 6= {0} for α > 0; thus there exist f (t), g(t) ∈ tC[t] such that x−α f (t) ∈ P−α, x−1g(t) ∈ P−1.
If α 6= 1, we let h(t) = f (t)g(t); then x−αh(t) ∈ P−α, x−1h(t) ∈ P−1, and
[x−αh(t), x−1h(t)] = (α − 1)x−α−1h′(t)h(t) 6= 0.
This impliesP−α−1 6= {0}. If α = 1, we let h∗(t) = h(t)t ; then x−1h∗(t), x−1h(t) ∈ P−1, and [x−1h∗(t), x−1h(t)] =
−x−2h2(t) 6= 0. Thus P−2 6= {0}. Therefore, P−α 6= {0} for all α > 0, and P−α has finite codimension in B−α . This
implies (1) and (2). Finally for (3), by (1.2),
[a, xg(t)] = [x−1 f (t), xg(t)] = f ′(t)g(t)+ f (t)g′(t)
for g(t) ∈ tC[t]. This gives (3) by applying (3.1). 
Remark 3.4. From Lemma 3.3, we have that if P is a nondegenerate parabolic subalgebra of B, then there exists a
nondegenerate element a such that Pa ⊂ P .
By Remarks 3.1 and 3.4 and [5, Theorem 2.5], we have
Lemma 3.5. The following conditions on Λ ∈ B∗0 are equivalent:
(1) M(Λ) contains a singular vector a.vΛ in M(Λ)−1, where a is nondegenerate;
(2) there exists a nondegenerate element a ∈ B−1 such that Λ(Ba0 ) = 0;
(3) L(Λ) is quasifinite;
(4) there exists a nondegenerate element a ∈ B−1 such that L(Λ) is an irreducible quotient of the generalized Verma
module M(Pa,Λ).
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If L(Λ) is a quasifinite irreducible highest weight module over B, then by applying (1) and (3) in Lemma 3.5,
there exists some monic polynomial f (t) ∈ tC[t] such that (x−1 f (t))vΛ ∈ M(Λ)−1 is singular in the B-module
M(Λ). Thus (x−1 f (t))vΛ generates a proper submodule of M(Λ), which does not contain the highest weight vector
vΛ. This implies that (x−1 f (t))vΛ = 0 in L(Λ). Such a monic polynomial with minimal degree will be called the
characteristic polynomial of the B-module L(Λ). It is clear that the characteristic polynomial is uniquely determined
by the highest weight Λ ∈ B∗0 .
For Λ ∈ B∗0,Λ is a linear function from tC[t] to C; we extend Λ to tC[[t]] by
Λ
( ∞∑
i=0
ai t i+1
)
=
∞∑
i=0
aiΛ(t i+1),
where C[[t]] = {∑∞i=0 ai t i |ai ∈ C}. Set Λi = Λ(t i ) for i ≥ 1; we introduce the generating series
∆Λ(z) =
∞∑
i=1
zi
i !Λi +
∞∑
i=0
zi+1
i ! Λi+1 = Λ(e
zt − 1+ ztezt ) (3.2)
By definition, a quasipolynomial is a linear combination of functions of the form p(z)eαz , where p(z) is a
polynomial and α ∈ C. It is well known that a formal power series is a quasipolynomial if and only if it satisfies
a nontrivial linear differential equation with constant coefficients. The following result is similar to those given in [5]
and [12].
Theorem 3.6. An irreducible highest weight B-module L(Λ) is quasifinite if and only if ∆Λ(z) is a quasipolynomial.
Proof. By Lemma 3.3(3) and Lemma 3.5(2), we see that L(Λ) is quasifinite if and only if there exists a polynomial
0 6= f (t) ∈ tC[t] such that Λ(( f (t)g(t))′) = 0 for all g(t) ∈ tC[t].
We take g(t) = tezt , and it is clear that f (t)ezt = f (∂/∂z)ezt ; recalling that the prime stands for (∂/∂t), we have
Λ(( f (t)tezt )′) = Λ
((
f
(
∂
∂z
)
tezt
)′)
= Λ
(
f
(
∂
∂z
)
ezt + f
(
∂
∂z
)
ztezt
)
= f
(
∂
∂z
)
Λ(ezt − 1+ ztezt ) = f
(
d
dz
)
(∆Λ(z)). (3.3)
If L(Λ) is quasifinite, then Λ(( f (t)g(t))′) = 0. From (3.3), we have f ( ddz )(∆Λ(z)) = 0. Therefore, ∆Λ(z) is a
quasipolynomial. On the other hand, if ∆Λ(z) is a quasipolynomial, then there exists a polynomial 0 6= h(t) ∈ C[t]
such that h( ddz )(∆Λ(z)) = 0. Let f (t) = th(t); we have f ( ddz )(∆Λ(z)) = 0, and then from (3.3), we have
Λ(( f (t)tezt )′) = 0, i.e.,
0 = Λ
((
f (t)
∞∑
i=0
zi
i ! t
i+1
)′)
=
∞∑
i=0
zi
i !Λ(( f (t)t
i+1)′),
and thus Λ(( f (t)t i+1)′) = 0 for i ≥ 0; this implies Λ(( f (t)g(t))′) = 0 for all g(t) ∈ tC[t]. Therefore, L(Λ) is
quasifinite. 
4. Intermediate series modules
In this section, we classify the intermediate series B-modules.
Definition 4.1. A Z-graded B-module V = ⊕µ∈Z Vµ is called an intermediate series module if V is nontrivial and
irreducible with dimVµ ≤ 1 for all µ ∈ Z.
Theorem 4.2 ([4]; See also [11]). Let V = ⊕µ∈Z Vµ be an indecomposable Z-graded Vir-module such that
dim Vµ ≤ 1. Then V is isomorphic to one of the modules Aa,b, A(a˜), B(a˜) or their subquotients for some
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a, b ∈ C, a˜ ∈ C ∪ {∞}, where Aa,b, A(a˜), B(a˜) all have a basis {vµ|µ ∈ Z} such that the central element κ
acts trivially and
Aa,b : Lα,0vµ = (a + bα + µ)vα+µ, (4.1)
A(a˜) : Lα,0vµ = (α + µ)vα+µ, µ 6= 0, Lα,0v0 = α(1+ (α + 1)a˜)vα, (4.2)
B(a˜) : Lα,0vµ = µvα+µ, µ 6= −α, Lα,0v−α = −α(1+ (α + 1)a˜)v0, (4.3)
for α,µ ∈ Z, where in equations (4.2) and (4.3), if a˜ = ∞, then 1+ (α + 1)a˜ is regarded as α + 1.
From the following theorem, one can see that each of the indecomposable Vir-modules Aa,b, A(a˜), B(a˜) has a
unique irreducible nontrivial subquotient, denoted by A′a,b, A′(a˜), B ′(a˜) respectively.
Theorem 4.3 ([4]; See also [11] or [14]). The following six statements hold:
(1) A0,1 = A(0), A0,0 = B(0).
(2) Aa,b is not simple if and only if a ∈ Z and b = 0, 1. Moreover, for a ∈ Z, Aa,0 (respectively Aa,1) has two
composition factors, in which {v−a} (respectively {vµ|µ 6= −a}) span the trivial (respectively simple) submodule
and the other composition factor is the simple (respectively trivial) subquotient.
(3) Aa,b ∼= Aa′,b if a − a′ ∈ Z.
(4) Aa,0 ∼= Aa′,1 for a 6∈ Z with a − a′ ∈ Z.
(5) A(a˜) (respectively B(a˜)) has two composition factors, in which the {vµ|µ 6= 0} (respectively {v0}) span the simple
(respectively trivial) submodule and the other composition factor is the trivial (respectively simple) subquotient.
(6) A′(a˜) ∼= B ′(a˜) ∼= A′0,0.
(7) A′a,b ∼= A′a′,b if a − a′ ∈ Z.
(8) A′a,0 ∼= A′a′,1 for a ∈ C and a − a′ ∈ Z.
Remark 4.4. From Theorems 4.2 and 4.3, we know that A′a,b = Aa,b for a 6∈ Z or b 6= 0, 1, and A′a,0 =
Aa,0/Cv−a, A′a,1 = ⊕µ6=−a Cvµ for a ∈ Z.
Corollary 4.5. If V is an intermediate series Vir-module, then V is isomorphic to A′0,1 or A′a,b for some a, b ∈ C,
and a 6∈ Z or b 6= 0, 1, where A′0,1 = span{vµ|µ ∈ Z, µ 6= 0}, and the action is defined by
Lα,0vµ = (α + µ)vα+µ, κvµ = 0,
and A′a,b = span{vµ|µ ∈ Z} for a 6∈ Z or b 6= 0, 1, and the action is defined by
Lα,0vµ = (a + bα + µ)vα+µ, κvµ = 0.
Remark 4.6. Recall that the Virasoro algebra Vir = span{Lα,0, κ|α ∈ Z} is a subalgebra of B = span{Lα,i , κ|α ∈
Z, i ≥ 0}, that is B = Vir⊕B∗, where B∗ = span{Lα,i |α ∈ Z, i ≥ 1}. Then one can easily check that an intermediate
series Vir-module V is also a B-module by extending the action of B∗ on V trivially. We denote the corresponding
intermediate series B-module by A¯′0,1 and A¯′a,b for a 6∈ Z or b 6= 0, 1.
Lemma 4.7. If V = ⊕ j∈Z V j is an intermediate series B-module, then V is an irreducible Vir-module, i.e., V is an
intermediate series module for the subalgebra Vir of B.
Proof. Since V = ⊕ j∈Z V j is an intermediate series module over B, by Definition 4.1, we have dim V j ≤ 1 for all
j ∈ Z and V is irreducible as a B-module. Thus we only need to prove that V is irreducible as a module for the
subalgebra Vir of B. Note that, for λ ∈ C, we let
V [λ] = ⊕ j∈Z V [λ] j , where V [λ] j = {v ∈ V j |L0,0v = (λ+ j)v}.
Then obviously, V [λ] is a B-submodule of V . Therefore, there exists λ0 ∈ C such that V [λ0] 6= 0. This implies
V = V [λ0] for some complex number λ0.
If V is reducible as aVir-module, then there exists a nontrivialVir-submoduleU = ⊕ j∈ZU j , whereU j = U∩V j .
We prove that U is also a B-module; we only need to prove Lα,iU ⊂ U for α ∈ Z, i ≥ 1, Indeed, since dim U j ≤ 1
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for all j ∈ Z, then L0,iU ⊂ U for i ≥ 1. For α 6= 0, i ≥ 1, we claim that if Lα,iu j 6= 0, for u j ∈ U j , then Lα,0u j 6= 0.
In fact, if Lα,0u j = 0, then
Lα,iu j = − 1
(i + 1)α [Lα,0, L0,i ]u j = −
1
(i + 1)α (Lα,0L0,iu j − L0,i Lα,0u j ) = 0.
This is a contradiction. Thus for α 6= 0, i ≥ 1, there exists r ∈ C such that Lα,iu j = r Lα,0u j as Uα+ j ⊂ Vα+ j
and dimVα+ j ≤ 1. Therefore, Lα,iU ⊂ U for α ∈ Z, i ≥ 0, i.e., U ⊂ V is a nontrivial B-submodule, which is a
contradiction. This completes the proof of the lemma. 
Theorem 4.8. Let V = ⊕µ∈Z Vµ be an intermediate series module over the Lie algebra B. Then V is isomorphic to
A¯′0,1 or A¯′a,b for some a 6∈ Z, or b 6= 0, 1 given in Remark 4.6.
Proof. Let V = ⊕µ∈Z Vµ be an intermediate series module over the Lie algebra B = span{Lα,i , κ|α ∈ Z, i ≥ 0}. By
Lemma 4.7, V is an intermediate series module over the subalgebra Vir=span{Lα,0, κ|α ∈ Z}. By Corollary 4.5, each
intermediate series module over the Vir is isomorphic to A′0,1 or A′a,b for some a, b ∈ C, and a 6∈ Z or b 6= 0, 1. Let
us first suppose that the Vir-module V is of the form A′a,b for a 6∈ Z, or b 6= 0, 1. We may choose a basis {vµ|µ ∈ Z}
of V such that
Lα,0vµ = (a + bα + µ)vα+µ, κvµ = 0. (4.4)
We suppose
L0,ivµ = a(i)µ vµ, a(i)µ ∈ C, (4.5)
and (4.4) and (4.5) give us a(0)µ = a + µ.
Since −(i + 1)αLα,i = [Lα,0, L0,i ], this and (4.4), (4.5) imply
Lα,ivµ = − 1
(i + 1)α (a + bα + µ)(a
(i)
µ − a(i)µ+α)vα+µ (4.6)
for α 6= 0. Moreover, since −(i + 2)αL0,i = [Lα,0, L−α,i ], we obtain from (4.4)–(4.6) that
[(i + 1)(i + 2)α2 + 2bα2 + 2((a + µ)2 − (bα)2)]a(i)µ − (a − bα + µ)(a + (b − 1)α + µ)a(i)µ−α
− (a + bα + µ)(a + (1− b)α + µ)a(i)µ+α = 0 (4.7)
for α 6= 0. Similarly, since (i + 1− α)Lα+1,i = [Lα,i , L1,0], we obtain from (4.4) and (4.6), for α 6= 0,−1, that[
(a + bα + µ)(a + b + µ+ α)+ α
α + 1 (i + 1− α)(a + b(α + 1)+ µ)
]
a(i)µ
− (a + b + µ)(a + bα + µ+ 1)a(i)µ+1 − (a + bα + µ)(a + b + µ+ α)a(i)µ+α
+
[
(a + b + µ)(a + bα + µ+ 1)− α
α + 1 (i + 1− α)(a + b(α + 1)+ µ)
]
a(i)µ+α+1 = 0. (4.8)
Furthermore, since −(i + 1+ α)Lα−1,i = [Lα,i , L−1,0], we obtain from (4.4) and (4.6), for α 6= 0, 1, that[
(i + 1+ α)(a + b(α − 1)+ µ)− α − 1
α
(a + bα + µ)(a − b + µ+ α)
]
a(i)µ
+ α − 1
α
(a − b + µ)(a + bα + µ− 1)a(i)µ−1 +
α − 1
α
(a + bα + µ)(a − b + µ+ α)a(i)µ+α
−
[
(i + 1+ α)(a + b(α − 1)+ µ)+ α − 1
α
(a − b + µ)(a + bα + µ− 1)
]
a(i)µ+α−1 = 0. (4.9)
Finally, since −2αLα,i+1 = [Lα,i , L0,1], we obtain from (4.5) and (4.6), for α 6= 0, µ 6= −a − bα, that
a(i+1)µ − a(i+1)µ+α =
i + 2
2(i + 1)α (a
(i)
µ − a(i)µ+α)(a(1)µ+α − a(1)µ ) (4.10)
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for i ≥ 0. This gives us
a(i)µ − a(i)µ+α =
(
− 1
2α
)i−1 i + 1
2
(a(1)µ − a(1)µ+α)i (4.11)
for i ≥ 0, where α 6= 0, µ 6= −a − bα.
Now we take α = 1, 2 in (4.7), α = −2 in (4.8), α = −1 in (4.9), and α = ±1,±2 in (4.11). Moreover, we define
a11 = (i + 1)(i + 2)+ 2b + 2((a + µ)2 − b2),
a12 = −(a − b + µ)(a + b − 1+ µ),
a13 = −(a + b + µ)(a + 1− b + µ),
a21 = 4(i + 1)(i + 2)+ 8b + 2((a + µ)2 − 4b2),
a24 = −(a − 2b + µ)(a + 2(b − 1)+ µ),
a25 = −(a + 2b + µ)(a + 2(1− b)+ µ),
a31 = (a − 2b + µ)(a + b + µ− 2)+ 2(i + 3)(a − b + µ),
a32 = (a + b + µ)(a − 2b + µ+ 1)− 2(i + 3)(a − b + µ),
a33 = −(a + b + µ)(a − 2b + µ+ 1),
a34 = −(a − 2b + µ)(a + b + µ− 2),
a41 = i(a − 2b + µ)− 2(a − b + µ)(a − b + µ− 1),
a42 = 4(a − b + µ)(a − b + µ− 1),
a44 = −i(a − 2b + µ)− 2(a − b + µ)(a − b + µ− 1),
b1 =
(
−1
2
)i−1 i + 1
2
(a(1)µ − a(1)µ+1)i , b2 =
(
1
2
)i−1 i + 1
2
(a(1)µ − a(1)µ−1)i ,
b3 =
(
−1
4
)i−1 i + 1
2
(a(1)µ − a(1)µ+2)i , b4 =
(
1
4
)i−1 i + 1
2
(a(1)µ − a(1)µ−2)i .
Then we can regard identities (4.7)–(4.9) and (4.11) as eight linear equations on a(i)µ , a
(i)
µ−1, a
(i)
µ+1, a
(i)
µ−2, a
(i)
µ+2 as
follows:
a11a(i)µ + a12a(i)µ−1 + a13a(i)µ+1 = 0, (4.12)
a21a(i)µ + a24a(i)µ−2 + a25a(i)µ+2 = 0, (4.13)
a31a(i)µ + a32a(i)µ−1 + a33a(i)µ+1 + a34a(i)µ−2 = 0, (4.14)
a41a(i)µ + a42a(i)µ−1 + a44a(i)µ−2 = 0, (4.15)
a(i)µ − a(i)µ+1 = b1, (4.16)
a(i)µ − a(i)µ−1 = b2, (4.17)
a(i)µ − a(i)µ+2 = b3, (4.18)
a(i)µ − a(i)µ−2 = b4. (4.19)
We set ∆i (i = 1, 2, 3, 4) to be the summation of the coefficients of the equations from (4.12) to (4.15); then one can
see that
∆1 = a11 + a12 + a13 = (i + 1)(i + 2), (4.20)
∆2 = a21 + a24 + a25 = 4(i + 1)(i + 2), (4.21)
∆3 = a31 + a32 + a33 + a34 = 0, ∆4 = a41 + a42 + a44 = 0. (4.22)
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We substitute a(i)µ+1, a
(i)
µ−1, a
(i)
µ+2, a
(i)
µ−2 from Eqs. (4.16) through (4.19) into (4.12) through (4.15) to get
∆1a(i)µ − (a12b2 + a13b1) = 0, (4.23)
∆2a(i)µ − (a24b4 + a25b3) = 0, (4.24)
∆3a(i)µ − (a32b2 + a33b1 + a34b4) = 0, (4.25)
∆4a(i)µ − (a42b2 + a44b4) = 0. (4.26)
Then by applying (4.20)–(4.22), we get, from (4.23)–(4.26),
−1
4
(a25b3 + a24b4)+ a13b1 + a12b2 = 0, (4.27)
a33b1 + a32b2 + a34b4 = 0, (4.28)
a42b2 + a44b4 = 0. (4.29)
From (4.29), we obtain
a42(a(1)µ − a(1)µ−1)i +
(
1
2
)i−1
a44(a(1)µ − a(1)µ−2)i = 0
for any i ≥ 0. From this and the definition of a42 and a44, with an easy argument, we get
a(1)µ − a(1)µ−1 = 0, a(1)µ − a(1)µ−2 = 0
for µ 6= −a ± 2b, µ 6= −a ± b, and µ 6= −a + b + 1. From (4.28), we obtain
(−1)i−1a33(a(1)µ − a(1)µ+1)i + a32(a(1)µ − a(1)µ−1)i +
(
1
2
)i−1
a34(a(1)µ − a(1)µ−2)i = 0.
From this and the definition of a33, we get
a(1)µ − a(1)µ+1 = 0
for µ 6= −a ± b, µ 6= −a + 2b − 1, µ 6= −a ± 2b, and µ 6= −a + b + 1. Finally from (4.27), we obtain
(−1)i
(
1
2
)i+1
a25(a(1)µ − a(1)µ+2)i −
(
1
2
)i+1
a24(a(1)µ − a(1)µ−2)i + (−1)i−1a13(a(1)µ − a(1)µ+1)i
+ a12(a(1)µ − a(1)µ−1)i = 0.
From this and the definition of a25, we get
a(1)µ − a(1)µ+2 = 0
for µ 6= −a ± 2b, µ 6= −a ± b, µ 6= −a + b + 1, µ 6= −a + 2b − 1, and µ 6= −a − 2(1− b). This implies
a(1)µ = a(1)µ−1 = a(1)µ+1 = a(1)µ−2 = a(1)µ+2
forµ 6= −a±2b, µ 6= −a±b, µ 6= −a+b+1, µ 6= −a+2b−1, andµ 6= −a−2(1−b). Since∆ = (i+1)(i+2) 6= 0,
by using (4.12) with i = 1, we get
a(1)µ = 0
for µ 6= −a ± 2b, µ 6= −a ± b, µ 6= −a + b + 1, µ 6= −a + 2b − 1, and µ 6= −a − 2(1 − b). From this and (4.7)
with i = 1, we get a(1)µ = 0 for all µ ∈ Z.
Since Lα,ivµ = − 12α [Lα,i−1, L0,1]vµ for α 6= 0, i ≥ 1, µ ∈ Z, by induction on i , we get Lα,ivµ = 0 for
α 6= 0, i ≥ 1, µ ∈ Z. Moreover, since L0,i+1vµ = − 1(i+3)α [Lα,i , L−α,1]vµ for α 6= 0, i ≥ 1, µ ∈ Z, we get
L0,i+1vµ = 0 for i ≥ 1. Therefore, Lα,ivµ = 0 for α,µ ∈ Z, i ≥ 1. Hence V = A¯′a,b for a 6∈ Z or b 6= 0, 1.
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Similarly, if the Vir-module V is of the form A′0,1, we choose a basis {vµ|µ ∈ Z, µ 6= 0} of V such that
Lα,0vµ = (α + µ)vα+µ, κvµ = 0, µ 6= 0.
We suppose
L0,ivµ = a(i)µ vµ, a(i)µ ∈ C, µ 6= 0.
Thus we have a(0)µ = a +µ for µ 6= 0. Then by an argument similar to the above, we can regard identities (4.7)–(4.9)
and (4.11) as eight linear equations on a(i)µ , a
(i)
µ−1, a
(i)
µ+1, a
(i)
µ−2, a
(i)
µ+2 for µ 6= 0, µ 6= ±1, and µ 6= ±2 as follows:
a11a(i)µ + a12a(i)µ−1 + a13a(i)µ+1 = 0,
a21a(i)µ + a24a(i)µ−2 + a25a(i)µ+2 = 0,
a31a(i)µ + a32a(i)µ−1 + a33a(i)µ+1 + a34a(i)µ−2 = 0,
a41a(i)µ + a42a(i)µ−1 + a44a(i)µ−2 = 0,
a(i)µ − a(i)µ+1 = b1,
a(i)µ − a(i)µ−1 = b2,
a(i)µ − a(i)µ+2 = b3,
a(i)µ − a(i)µ−2 = b4,
where
a11 = (i + 1)(i + 2)+ 2µ2,
a12 = −µ(µ− 1), a13 = −µ(µ+ 1),
a21 = 4(i + 1)(i + 2)+ 2µ2,
a24 = −µ(µ− 2),
a25 = −µ(µ+ 2),
a31 = (µ− 1)(µ− 2)+ 2(i + 3)(µ− 1),
a32 = (µ+ 1)(µ− 1)− 2(i + 3)(µ− 1),
a33 = −(µ+ 1)(µ− 1), a34 = −(µ− 2)(µ− 1),
a41 = i(µ− 2)− 2(µ− 1)(µ− 2), a42 = 4(µ− 1)(µ− 2), a44 = −i(µ− 2)− 2(µ− 1)(µ− 2),
b1 =
(
−1
2
)i−1 i + 1
2
(a(1)µ − a(1)µ+1)i , b2 =
(
1
2
)i−1 i + 1
2
(a(1)µ − a(1)µ−1)i ,
b3 =
(
−1
4
)i−1 i + 1
2
(a(1)µ − a(1)µ+2)i , b4 =
(
1
4
)i−1 i + 1
2
(a(1)µ − a(1)µ−2)i .
By an argument similar to that above, we get a(1)µ = 0 for µ 6= 0, µ 6= ±1, and µ 6= ±2, together with (4.7) with
i = 1, i.e., (6α2 + 2µ2)a(1)µ − µ(µ− α)a(1)µ−α − µ(µ+ α)a(1)µ+α = 0 for µ 6= 0, µ− α 6= 0 and µ+ α 6= 0; we take
α = 5, and then we get a(1)µ = 0 for µ = ±1,±2. Thus a(1)µ = 0 for µ 6= 0; then by an argument similar to the above,
we get Lα,ivµ = 0 for α,µ ∈ Z, i ≥ 1, µ 6= 0. Hence V = A¯′0,1. This completes the proof of the theorem. 
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