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Abstract
In many auctions, the auctioneer is an agent of the seller. This invites corruption.
We propose a model of corruption in which the auctioneer orchestrates bid rigging
by inviting a bidder to either lower or raise his bid, whichever is more profitable.
We characterize equilibrium bidding in first- and second-price auctions, show how
corruption distorts the allocation, and why both the auctioneer and bidders may
have a vested interest in maintaining corruption. Bid rigging is initiated by the
auctioneer after bids have been submitted in order to minimize illegal contact and
to realize the maximum gain from corruption.
JEL classifications: D44.
Keywords: auctions, procurement, corruption, right of first refusal, numerical
methods.
1 introduction
Corruption is generally defined as the “misuse of a position of trust for dishon-
est gain.” In an auction context, corruption refers to the lack of integrity of the
auctioneer. It occurs whenever the auctioneer twists the auction rules in favor of
some bidder(s) in exchange for bribes. Corruption may be a simple bilateral affair
between one bidder and the auctioneer, but it may also involve collusion among
several bidders who jointly strike a deal with the auctioneer.
Corruption is a frequently observed and well documented event in many govern-
ment procurement auctions. For example, the bidding for the construction of
a new metropolitan airport in the Berlin area was recently reopened after inves-
tigators found out that Hochtief AG, the winner of the auction, was enabled to
change its bid after it had illegally acquired the application documents of the ri-
val bidder IVG.1 As another example, in 1996 the authorities of Singapur ruled to
exclude Siemens AG from all public procurements for a period of five years after
they determined that Siemens had bribed Choy Hon Tim, the chief executive of
Singapur’s public utility corporation PUB, in exchange for supplying Siemens with
information about rival bids for a major power station construction project.2
An interesting early case of corruption in auctions is Goethe’s dealing with his
publisher Vieweg concerning the publication of his epic poem “Hermann and
Dorothea” in the year 1797. Eager to know the true value of his manuscript,
Goethe designed a clever scheme. He handed over a sealed note containing his
reservation price to his legal Counsel Böttiger. At the same time he asked the pub-
lisher Vieweg to make a bid and send it to Böttiger, promising publication rights
if and only if the bid is at or above Goethe’s reserve price, in which case Vieweg
would have to pay Goethe’s reserve price.
Obviously, in the absence of corruption, Vieweg should have bid his true valua-
tion. On this ground, Moldovanu and Tietzel (1998) credit Goethe for anticipating
the Vickrey auction. However, Goethe’s legal Counsel Böttiger was not reliable. In-
deed, Böttiger opened Goethe’s envelope, and, maliciously informed Vieweg about
its content, before he made his bid.3 Not surprisingly, Vieweg’s bid was exactly
equal to Goethe’s reserve price, and thus Goethe’s clever scheme fell prey to cor-
ruption.
More recently, the Attorney General of New York, Eliot Spitzer, accused major
insurance brokers in the U.S., most prominently Marsh & McLennan, of extensive
bid rigging and sued them for fraud and antitrust violations. Apparently, these
insurance brokers rigged bids in order to allocate contracts to bidders in exchange
for bribes (which they named “contingent commissions”). Allegedly, these bribes
1See Wall Street Journal, Aug. 19, 1999.
2See Berliner Zeitung, Feb. 2, 1996.
3The letter from Böttiger to Vieweg has been preserved: “Das versiegelte Billet mit dem
eingesperrten Goldwolf liegt wirklich in meinem Büreau. Nun sagen Sie also, was Sie geben
können und wollen? Ich stelle mich in Ihre Lage, theuerster Vieweg, und empfinde, was ein
Zuschauer, der Ihr Freund ist, empfinden kann. Nur eines erlauben Sie mir . . . anzufügen: unter
200 Fr[riedrichs]d’or [=1.000 Taler] können Sie nicht bieten.” (Jensen, 1984, p. 651).
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were in the order of $845m just in the year 2003.4
Of course, corruption in an auction cannot occur if the seller is also the auction-
eer. Corruption is only an issue if the auctioneer is the agent of the seller. Such
delegation occurs if the seller lacks the expertise to run the auction himself, or if
the seller is a complex organization like the collective of citizens of a community,
a state, or an entire nation. It does not matter whether the auctioneer-agent is a
specialized auction house or a government employee. What matters alone is the
fact that the auctioneer acts independently on behalf of the seller.
Corruption can also not work in an open-bid auction simply because it lacks se-
crecy. However, open auctions may not be feasible if the bids are complicated
documents, as is the case of auctions for major construction jobs or for the right
to host the Olympics. In such auctions sealed bids seems to be the only feasi-
ble auction form. The fact that bids are sealed supplies the secrecy needed for
corrupt games being played between the auctioneer and one or several bidders.5
The literature views corruption in auctions either as a manipulation of the quality
assessment in complex bids or as bid rigging. The former was introduced in a
seminal paper by Laffont and Tirole (1991), who assume that the auctioneer has
some leeway in assessing complex multidimensional bids, and is predisposed to
favor a particular bidder. That framework was later adopted by several authors.
For example, Celantani and Ganuza (2002) employ it to assess the impact of in-
creased competition on the equilibrium corruption. Paradoxically, they show that
corruption may increase if the number of competing bidders is increased. More
recently, Burguet and Che (2004) extend that framework. They consider a scor-
ing auction, make the assignment of the auctioneer’s favorite agent endogenous,
and assume that bribery competition occurs at the same time as contract bid-
ding. Their main result is that corruption may entail inefficiency, and that “…
the inefficiency cost of bribery is in the same order of magnitude as the agent’s
[i.e. auctioneer’s] manipulation capacity” (Burguet and Che, 2004, p. 61, emphasis
added).
A second branch of the literature considers a particular form of bid rigging, in
which the auctioneer grants a “right of first refusal” to a favored bidder. This
right gives the favored bidder the option to match the highest bid and win the
auction. In a first-price auction, the favored bidder thus effectively plays a second
price auction, whereas the other bidders pay their bid if they win. Typically, that
literature treats the favored bidder status as predetermined. In that case efficiency
is destroyed because the favored bidder may not have the highest valuation and
yet exercise his right. Burguet and Perry (2003) and Arozamena and Weinschel-
baum (2004) analyze this model. The attractive feature of that literature is that
it can explain how corruption destroys efficiency. Yet, that feature is lost as soon
as one makes the selection of the favored bidder endogenous. For instance, Bur-
guet and Perry also consider a variation of their model in which bidders compete
4The Economist, “Just how rotten?”, Oct. 21, 2004.
5Most open auctions are actually hybrids between open and sealed-bid auctions, however,
since sealed bids are usually permitted and in fact widely used. In the typical English auction,
sealed bids are treated in the same way as in a second-price auction.
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for the favored bidder status before the auction by submitting bribes to the auc-
tioneer. This restores efficiency because the strongest bidder offers the highest
bribe. Similarly, Koc and Neilson (2005) consider a model in which the right to
play a second-price auction is sold for a lump sum bribe before the auction. In
that game, only high valuation bidders buy that right, which immediately implies
efficiency.
An implausible feature of that approach is that the corrupt auctioneer approaches
all bidders in order to select the favored one. This entails that the auctioneer
exposes himself to an exceedingly high risk of detection and punishment. Every
auctioneer who cares about the risk of detection will only propose corruption to
the smallest possible number of bidders.
This takes us to the third branch of the literature, to which the present paper
belongs. Its key feature is that bid rigging is arranged by the auctioneer after he
has observed all the bids. This allows him to approach only a minimum number of
bidders, and select the bidder(s) whose collaboration delivers the highest profit.
Lengwiler and Wolfstetter (2000) and Menezes and Monteiro (2003) consider a
first-price auction where the auctioneer allows the highest bidder to lower his bid,
in exchange for a bribe. They show that this game has a monotone symmetric
equilibrium, which implies that efficiency is preserved.6
The model by Menezes and Monteiro (2003) has some similarities with our papers,
but there are important differences. The most important one concerns the ques-
tion who the auctioneer should invite to revise his bid. Menezes and Monteiro
(2003) assume that the auctioneer either exclusively invites the highest bidder to
lower his bid or exclusively asks the second highest bidder to raise his bid. This
is not convincing, because a rational auctioneer chooses the alternative that max-
imizes his profit, depending upon the submitted bids. Specifically, if the spread
between the two highest bids is “large,” the auctioneer should propose to the
highest bidder to lower his bid, and if that spread is “small” and bid shading is
significant, he should propose to the second highest bidder to raise his bid. This
is precisely the key feature of our present model.
Finally, we also mention a paper on bid rigging by Compte, Lambert-Mogiliansky,
and Verdier (2005). They also assume that the auctioneer allows a bidder to ei-
ther lower or raise his bid, as we do. However, unlike in our model, they assume
that bribes cannot exceed a small upper bound in the order of a small gift and
they assume that bribes are offered by all bidders, jointly with bids. As a result,
all bidders submit the same maximum bribe and a zero bid, which leads to the
interpretation of the role of the corrupt auctioneer as an enforcement device of
collusion in the style of the zero bid pooling equilibrium by McAfee and McMil-
lan (1992). The restriction to small bribes may be meaningful in some contexts.
However, in many cases bribes are not constrained. To the contrary, corruption
often occurs only if bribes are sufficiently large. Moreover, rigging bids ex post,
after the auctioneer has seen them, minimizes illegal contact and makes the best
6Menezes and Monteiro (2003) cover only the case of two bidders; however, they consider two
specifications of the bribe: a fixed proportion of the gain from corruption, as in our paper, as
well as lump-sum bribes.
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use of information. A model of corruption without a small bribes constraint and
with ex post bid rigging has radically different implications, as we show here.
The present paper analyzes bid rigging in first- and second-price auctions assum-
ing that the auctioneer proposes corruption to the smallest possible coalition of
bidders that makes corruption feasible. The selection of the most profitable part-
ners in crime and the restriction to the smallest number of parties involved is
made possible by arranging bid rigging after bids have been submitted. In the
first-price auction, corruption involves only one bidder, in the second-price auc-
tion it typically involves two.
Two kinds of corruption must be distinguished: either one bidder is invited to
lower his bid (we call this type I corruption) or one bidder is allowed to match
the highest bid, as in a right of first refusal arrangement (we call this type II cor-
ruption). Before the auctioneer proposes corruption he compares the bids and
decides which of the two kinds of corruption is the most profitable. In general
that choice depends upon the bids, and the degree of bid shading.
Our main results are as follows: if the auction is second-price, corruption exclu-
sively takes the form of a reduction of the second highest bid (type I corruption),
which lowers the price paid by the highest bidder. In that case, corruption affects
the distribution, but not the allocation. If the auction is first-price, both types
of corruption are involved. In the event when the spread between the two high-
est bids is “large,” type I corruption takes place, and if that spread is “small,”
type II corruption is chosen. In the latter event corruption destroys efficiency.
Altogether, both the auctioneer and bidders benefit from corruption. This may
explain why fighting corruption is intrinsically difficult.
The second-price auction can be solved explicitly. This is not true for the first-
price auction. There, the interplay between the two types of corruption gives
rise to a delayed differential equation problem that has no closed form solution.
Therefore, we apply numerical methods to approximate the equilibrium and to
study its properties.
2 the model
There is one seller of a single good who faces n  2 risk neutral potential buyers.
The analysis is carried out in the standard symmetric, independent, private values
framework. The seller fully delegates to an auctioneer to run either a sealed-bid
first- or second-price auction. Unlike in the standard model, the auctioneer is
corrupt, and this fact is common knowledge among bidders. In the following, bids
are denoted by b1, . . . , bn. W.l.o.g. we order bidders in such a way that bi  bi+1.
In our model, corruption means that the auctioneer allows one bidder to revise his
bid in exchange for a bribe. In the sealed-bid first-price auction, the corruption
game is as follows: after bids have been submitted, the auctioneer can invite the
highest bidder to lower his bid to b2 (this is type I corruption). The surplus from
corruption that the auctioneer and the winning bidder can share is the reduction
of the price payed to the seller, b1−b2. Alternatively, the auctioneer can propose
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the second highest bidder to raise his bid from b2 to b1 (type II corruption). In
this case, the surplus from corruption is the difference between the valuation of
the second highest bidder and the highest bid, v2 − b1. In both cases the bidder
receives a shareα and the auctioneer a share (1−α) of the surplus. If the proposal
for corruption is rejected, the auctioneer sticks to the official rules of the game,
because he tries corruption once and only once.
In the sealed-bid second-price auction, the corruption game is slightly more in-
volved: the auctioneer either permits the second highest bidder to remove his
bid (type I), which lowers the price paid by the highest bidder from b2 to b3, or
permits the second highest bidder to raise his bid from b2 to b1 (type II). In these
arrangements, three parties are involved in corruption, namely the auctioneer
and the two highest bidders. We assume equal sharing among the two involved
bidders, so each of them receives a share α  1/2, and the auctioneer receives
1−2α. Again, if the proposal for corruption is rejected by one of the bidders, the
auctioneer sticks to the original rules, because he tries corruption once and only
once.
Can there be also type III or IV etc., that is, corruption that involves a deal with the
third or fourth highest bidder? The answer is no if the equilibrium bid function is
monotone increasing. Deals with either the third highest or lower bidders are then
less profitable than a deal with the second highest bidder, because the valuation of
these bidders is lower, while the price they have to pay cannot be smaller than b1.
We assume that the winning bid is published after the result is communicated
to the seller. This publication requirement is common practice. For example,
U. S. Federal Law mandates the publication of the winning bid in all government
procurements. This assumption is important because it makes it impossible for
the auctioneer to propose a deal to some arbitrary bidder and sidestep the highest
bidder. We also assume that the auctioneer can document bids to the bidders, and
cannot forge new bids. He needs the cooperation of a bidder to revise a bid in a
corrupt deal.
Valuations v1, . . . , vn are independent draws from the continuously differentiable
c.d.f. F with support [0,1] and p.d.f. f(v) := F ′(v). From the perspective of
one bidder, the valuations of all rival bidders is a random sample of size n − 1.
We denote the highest and second highest of these n− 1 valuations by the order
statistics Y1 and Y2. The probability distribution function of Y1 is G(x) := Pr{Y1 
x} = F(x)n−1. The joint density function of the order statistics Y2 and Y1 is
fY2Y1(z,y) = (n− 1)(n− 2)F(z)n−3f(z)f (y), for z  y, (1)
and 0 otherwise (see David, 1970, p. 10).
A bidding strategy is a map βi : vi  bi. An equilibrium is a profile of strategies
(β1, . . . , βn) such that βi is a best reply for i given the strategies of all other bidders.
An equilibrium is symmetric if all bidders use the same strategy, β1 = · · · = βn.
We denote the symmetric equilibrium bidding strategy with β. We call the corre-
sponding auctions in which corruption is not part of the game the standard first-
and second-price auctions, respectively, and denote the respective symmetric equi-
librium bid functions with B1 and B2.
5
3 second-price auctions
In principle, both types of corruption are conceivable in the second-price auction.
The auctioneer could invite the second highest bidder to match the highest bid
(type II corruption), or he could invite the second highest bidder to withdraw his
bid (type I corruption), in exchange for a bribe that is payed for by the highest
bidder. However, as we show in this section, assuming that type II corruption
does not occur, we actually find an equilibrium in which this assumption confirms
because type II corruption is never profitable.
Assume, as a working hypothesis, that only type I corruption is contemplated. Of
course, this type of corruption requires the collaboration of at least two bidders
because the winning bidder and the auctioneer alone cannot change the price.
Therefore, the smallest coalition that makes type I corruption profitable involves
the highest and the second highest bidder. If corruption succeeds, the winning
bidder pays only the third highest bid. The gain from corruption is then shared
by the auctioneer, the highest bidder, and the second highest bidder.
The case of two bidders is somewhat special, because in that case the withdrawal
of the second highest bid reduces the price all the way down to the reserve price,
which we normalize to zero. Therefore, in the following, we distinguish between
the cases n = 2 and n  3.
To solve the second-price auction with corruption we proceed as follows. Assume
the equilibrium is symmetric and the equilibrium strategy β is strict monotone
increasing (this will be confirmed later on).
Consider one bidder and suppose all other bidders play the strategy β. Then that
bidder need only consider bids from the range [β(0), β(1)], since bidding outside
this range is either unnecessarily high or too low. Therefore, all relevant deviating
bids can be generated by inserting x ∈ [0,1] into the equilibrium strategy, β, i.e.
by bidding as if the valuation were x ∈ [0,1] rather than the true valuation v .
Let U(v, x) denote the deviating bidder’s payoff if he makes the bid β(x), and all
rival bidders play the strategy β. Then, for n  3, U(v, x) can be written as7
U(v, x) =
∫ x
0
(v − β(y))dG(y)
+α
∫ x
0
∫ y
0
(β(y) − β(z))fY2Y1(z,y)dzdy
+α
∫ 1
x
∫ x
0
(β(x)− β(z))fY2Y1(z,y)dzdy.
(2)
We characterize the equilibrium bid function β using the equilibrium requirement
v = argmaxx U(v, x), which leads to the first-order condition,
0 = (v − β(v))G′(v)
+αβ′(v)
∫ 1
v
∫ v
0
fY2Y1(z,y)dzdy.
(3)
7Recall that the winning bidder receives a share α of the gain from corruption whether he
wins through type I or type II corruption.
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Using the definition of fY2,Y1, equation (1), and the fact that (n − 1)F(v)n−2 =
G′(v)/f (v), this first-order condition simplifies to
(β(v)− v)G′(v) = αβ′(v)G
′(v)
f (v)
(1− F(v)). (4)
For n = 2 the payoff function is
U(v,x) =
∫ x
0
(v − β(y))dF(y) +α
∫ x
0
β(y)dF(y)
+α(1− F(x))β(x).
(5)
This yields the first-order equilibrium requirement
(β(v)− v)f(v) = αβ′(v)(1 − F(v)). (6)
This is a special case of (4), because G′ = f if n = 2. Thus, (4) applies to all n  2,
even though the payoff functions differ for n = 2 and for n > 2.
Proposition 1 (Restricted Second-Price Auction) The symmetric equilibrium
bid function, β, and bidders’ equilibrium payoff function, u, are
β(v) :=
⎧⎨
⎩v +
∫ 1
v
K(y)
K(v)dy, if α > 0 and v < 1,
B2(v) = v, if α = 0 or v = 1.
(7)
K(v) := (1− F(v))1/α (8)
u(v) := U(v, v) =
∫ v
0
G(y)dy +u(0), (9)
u(0) :=
⎧⎨
⎩αβ(0) = α
∫ 1
0 K(y)dy, if n = 2 and α > 0,
0, otherwise.
(10)
β is independent of n, and β(v) > v,∀v ∈ [0,1).
Proof: If α = 0, truthful bidding follows immediately from (4). Now suppose
α > 0. Because (1− F(v))′ = −f(v), (4) can be further simplified to
(v − β(v))(1− F(v))′ = αβ′(v)(1− F(v)). (11)
Substitute F by using the definition K(v) := (1 − F(v)) 1α . Then, after a bit of
rearranging, the differential equation (11) can be rewritten in the form
(β(v)K(v))′ = vK′(v). (12)
Since K(0) = 1 one gets
β(v)K(v)− β(0) =
∫ v
0
yK′(y)dy. (13)
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Using integration by parts, and because K(1) = 0, this entails
β(0) =
∫ 1
0
K(y)dy, (14)
and the asserted bid function for all v ∈ [0,1) and its “overbidding” property
follow after some rearranging. Finally, using L’Hospital’s rule, one finds (assuming
that f(v) > 0 everywhere)
lim
v→1
(β(v)− v) = lim
v→1
∫ 1
v K(y)dy
K(v)
= lim
v→1
−K(v)
K′(v)
= lim
v→1
αK(v)α
f (v)
= 0, (15)
which proves the assertion for v = 1.
To compute bidders’ equilibrium payoffs, note that if n = 2, a bidder with val-
uation v = 0 earns a positive payoff, because he is bribed to lower his bid from
β(0) > 0 to 0; whereas if n  3, such a bidder is not part of a corruption scheme
with probability 1. Therefore,
u(v) := U(v, v) =
∫ v
0
G(y)+u2(0), (16)
u(0) =
⎧⎨
⎩αβ(0) = α
∫ 1
0 K(y)dy, if n = 2,
0, if n  3.
(17)

Remark 1 If n = 2, the equilibrium problem is equivalent to that of an auction
where both, winner and loser, receive an equal share α of the price. Such auctions
were analyzed in the partnership dissolution literature (see Cramton, Gibbons, and
Klemperer (1987) and especially Engelbrecht-Wiggans (1994)).8
Remark 2 As is well known, the second-price auction has also asymmetric equi-
libria. For instance, it is an equilibrium to have one bidder bid an amount that
exceeds all possible valuations, and all others to bid zero. This equilibrium is ac-
tually corruption-proof, excluding type I and type II corruption. However, this and
similar asymmetric equilibria fail standard equilibrium refinements.
Proposition 2 (Second-Price Auction) The equilibrium of the Restricted Game
in Proposition 1 is also a solution of the Full Game, in which the auctioneer is free
to propose type I or type II corruption.
Proof: As we showed above, the equilibrium of the restricted second-price auc-
tion exhibits strict overbidding, i.e., β(v) > v , for all v ∈ [0,1). It follows that
there is no room for type II corruption. Because if the auctioneer would propose
type II corruption to the second highest bidder, that bidder would have to pay
more than his valuation, which he would reject. 
8If n > 2, these equilibrium problems differ; nevertheless they have the same equilibrium so-
lution for the same bidders’ share (although equilibrium payoffs differ), as we show in Lengwiler
and Wolfstetter (2005b).
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Corollary 1 In the second-price auction corruption does not destroy efficiency. If
n > 2 or α = 0, corruption benefits only the auctioneer at the expense of the seller.
If n = 2 and α > 0, bidders also benefit from corruption, not only the auctioneer.
Proof: The proof follows immediately from the revenue equivalence theorem,
combined with the fact that u(0) > 0 if and only if n = 2 and α > 0, and u(0) = 0
otherwise. 
4 first-price auctions: two impossibility results
We now turn to the first-price auction. Again we first consider the restricted game,
in which only one type of corruption is contemplated by the auctioneer. We com-
pute its equilibrium and then ask whether it is also an equilibrium of the full game
in which both types of corruption are possible.
We start with the restricted game in which only type I corruption is contemplated
by the auctioneer. To solve that game, we assume as a working hypothesis that
the equilibrium is symmetric and strict monotone increasing, and then confirm
this hypothesis.
Let U(v,x) denote a bidder’s expected payoff provided 1) his true valuation is v ,
2) he bids β(x), and 3) all rival bidders play the strategy β. This expected payoff
is given by
U(v,x) = (v − β(x))G(x) +α
∫ x
0
(β(x)− β(y))dG(y). (18)
The equilibrium requirement v = argmaxx U(v, x) takes the form
0 = (v − β(v))G′(v)− β′(v)(1 −α)G(v). (19)
Proposition 3 (Restricted First-Price Auction I) Consider the restricted first-
price auction game in which only type I corruption is permitted.9 The equilibrium
bid function is10
β(v) =
⎧⎨
⎩v −
∫ v
0
H(y)
H(v)dy = EY1∼H [Y1 | Y1 < v] , if α < 1,
B2(v), if α = 1,
(20)
H(y) := G(y) 11−α . (21)
It is equivalent to the solution of a first-price auction without corruption in which
valuations are drawn from the fictitious distribution function H, and for α < 1 one
has β(v) > B1(v) for all v ∈ (0,1].
9Menezes and Monteiro (2003, Section 4) also solve this game for n = 2.
10EY1∼H [Y1 | Y1 < x] denotes the conditional expected value of the order statistic Y1, assuming
Y1 is drawn from the c.d.f. H .
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Proof: Substitute G(v) in (19), using the definition of H, and assume α < 1.
After a bit of rearranging, (19) can be rewritten in the form
∀v vH′(v) = (β(v)H(v))′ . (22)
Integrate (22), use integration by parts, and one has (20). If α = 1, the payoff
function (18) is the same as in the second-price auction without corruption, which
proves β = B2 in this case.
The asserted equivalency with the as-if equilibrium of the first-price auction with-
out corruption is immediately clear, and so is the asserted β = EY1∼H [Y1 | Y1 < v].
The necessary condition is also sufficient if 1) the derived strategy β is strict
monotone increasing (which was assumed when we wrote the necessary condi-
tion) and 2) if each stationary point is indeed a global best reply. The first require-
ment follows immediately, and the second is implied by the fact that U(v,x) is
increasing in x if and only if x < v and decreasing if and only if x > v , as we
show in Appendix A. 
Compared to the equilibrium of the first-price auction without corruption, the
prospect of a higher gain makes all bidders bid more aggressively. Formally, this
follows from the fact that the distribution function H first-order stochastically
dominates G for all α < 1. Therefore, by the first-order stochastic dominance
theorem, for all v : EY1∼H [Y1 | Y1 < v] > EY1∼G [Y1 | Y1 < v].
Remark 3 In that equilibrium the winner ends up paying a convex combination of
the two highest bids (if α < 1), and losers get nothing. Auctions with such pricing
rules were analyzed by Güth (1995) and Riley (1989). Therefore, our proof of
Proposition 3 is also a particularly simple solution of that auction problem without
corruption.
Proposition 4 (Impossibility Result I) The equilibrium of the Restricted Game I
is not also an equilibrium of the full game in which the auctioneer is free to propose
either type I or type II corruption.
Proof: The equilibrium stated in Proposition 3 is a strict monotone increasing
and continuous function. Moreover, it exhibits bid shading for all v > 0. There-
fore, there are valuations for which the two highest bids are arbitrarily close to-
gether. Whenever this occurs, type II corruption is more profitable than type I
corruption. 
Here we digress briefly and assess the implications of leniency rules in U.S. cor-
porate law for the stability of corruption. Leniency rules were designed to fight
collusion and corruption, by rewarding the “whistle blower.” According to these
rules, leniency is only granted to bidders, but not to the auctioneer, because the
party who initiates the illegal activity is not eligible.11 Moreover, the original high-
est bid has to be paid, because the damaged seller must be compensated. This
11The leniency policy of the U.S. Department of Justice is summarized at www.usdoj.gov/
atr/public/guidelines/lencorp.htm.
10
implies that in the event of type I corruption, the bidder(s) involved cannot gain
from “blowing the whistle.” As a result, these leniency rules cannot deter type I
corruption. In the event of type II corruption, however, the seller is not directly
hurt, because the winner actually pays the highest bid. Therefore, the winning
bidder can only gain by “blowing the whistle”: he need not compensate the seller
for damages, avoids detection and punishment, and in addition may reclaim some
of the money paid to the corrupt auctioneer. Therefore,
Remark 4 Leniency rules may prevent type II corruption, but not type I corruption,
and thus justify the equilibrium proposed in Proposition 3.
Having shown that bid rigging is not restricted to type I corruption (unless le-
niency rules are effective that prevent type II corruption), next we consider the
other restricted first-price auction in which the auctioneer can only propose type II
corruption, a case also considered by Menezes and Monteiro (2003, Section 6.3).
Suppose the auctioneer always proposes type II corruption to the second highest
bidder. Then, a bidder wins if and only if he submits the second highest bid,
and in that event pays the highest bid to the seller plus a share of the gain to
the auctioneer. It follows immediately that bidding more than one’s valuation is
dominated. Every best reply must exhibit bid shading. This property is essential
for characterizing the equilibrium.
Proposition 5 (Restricted First-Price Auction II) Consider the restricted first-
price auction in which only type II corruption is permitted. That game has the
following unique pooling equilibrium,
β(v) = 0, ∀v. (23)
It has no symmetric strict monotone increasing equilibrium.
Proof: Bidding zero is obviously an equilibrium, because by unilaterally bidding
higher one can only lose the auction. There is obviously no other symmetric pool-
ing equilibrium that involves a positive bid.
Next we show that there is no symmetric monotone equilibrium. The proof is by
contradiction. Suppose the Restricted Game II has a symmetric monotone equi-
librium β(v). Consider a bidder who has valuation v and makes a deviating bid
β(x) with x close to v .12 That bidder wins the auction if and only if
β(Y2) < β(x) < β(Y1) < x. (24)
Since β is monotone, the inverse β−1 : [0, β(1)] → [0,1] exists. Extend the domain
from [0, β(1)] to [0,1] by defining the extended inverse: c(x) := β−1(x) for allx ∈
[0, β(1))] and c(x) = 1 for all x ∈ [β(1), 1]. Then, we can apply this generalized
inverse to (24) and obtain the equivalent condition,
Y2 < x < Y1 < c(x) := β−1 (min{x,β(1)}) . (25)
12A large deviation, such that β(x) > x, is obviously pointless, because a bidder who deviates
to such an extent would refuse an offer to participate in type II corruption, since, if he accepted,
he would have to pay more than his valuation.
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Therefore, that bidder’s payoff function is
U(v,x) :=
∫ c(x)
x
∫ x
0
(v − β(y))fY2Y1(z,y)dzdy
= (n− 1)F(x)n−2
∫ c(x)
x
(v − β(y))dF(y).
(26)
For β to be a symmetric equilibrium, one must have v = argmaxx U(v, x),∀v .
Therefore, the following first-order equilibrium conditions must hold,
if v < β(1), (n− 2)
∫ β−1(v)
v
(v − β(y))dF(y) − (v − β(v))F(v) = 0,
if v  β(1), (n− 2)
∫ 1
v
(v − β(y))dF(y) − (v − β(v))F(v) = 0.
(27)
Evidently, truthful bidding is a strict monotone increasing solution of this dif-
ferential equation. Moreover, by (27), every strict monotone solution must have
the property β(1) = 1. However, bidding truthfully yields a zero payoff. By bid-
ding less that bidder could make a positive payoff with positive probability. Thus,
β(1) = 1 is not a best reply, and therefore there is no symmetric strict monotone
equilibrium. 
Corollary 2 Proposition 5 applies also the the restricted second-price auction
game in which only type II corruption is permitted.
Proof: In both auctions, the second highest bidder is invited to match the high-
est bid. The two highest bids after corruption has taken place are therefore equal
to each other. Hence, the payoff functions in the two games are identical. 
Proposition 6 (Impossibility Result II) The symmetric equilibriumof the Restricted
Game II is not also an equilibrium of the full game in which the auctioneer is free
to propose either type I or type II corruption.
Proof: Suppose all bidders play the equilibrium strategy of the Restricted Game II,
β(v) = 0,∀v , in the full game. We show how the auctioneer continues to play if
he observes zero bids by all players, and we then construct a profitable deviating
bid that induces the auctioneer to propose type I corruption.
If the auctioneer observes zero bids by all players he selects one bidder at ran-
dom, proposes type II corruption to him, requesting a bribe t that maximizes the
gain from corruption (given his prior beliefs about bidders’ valuations), If that
proposal is rejected, he picks a winner at random and makes him pay zero.13 If
13Note, if the auctioneer asks one randomly selected bidder to raise his bid to t, that bidder
accepts with probability 1 − F(t). Therefore, the optimal t that maximizes the gain from cor-
ruption is the maximizer of t(1− F(t)). It is unique if the hazard rate is monotone increasing;
if it is not unique, one must specify which maximizer (say the largest) is selected.
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the auctioneer observes a deviating bid b′ ≠ b, he either proposes type II cor-
ruption to a non-deviating bidder, requesting a bribe equal to t (just as he does
on the equilibrium path), or proposes type I corruption to the deviating bidder,
whichever is more profitable.
Now consider a bidder who has a sufficiently high valuation, v > t, and who
plays the deviating strategy b′ = t/(1 − α), while all other bidders play b = 0.
Then, that bidder will be proposed type I corruption (which is independent of the
auctioneer’s beliefs),14 win for sure, pay the bribe t to the auctioneer, and thus
earn the profit v − t > 0, with certainty. This is obviously better than sticking to
the pooling strategy b = 0, which earns the profit v − t only with probability less
than one. Therefore, β(v) = 0 is not an equilibrium of the full game. 
We conclude that the analysis of the first-price auction must incorporate both
types of corruption, to which we now turn.
5 first-price auctions with both types of corruption
We now analyze the first-price auction if both type I and type II corruption may
occur. We already showed that this game has no pooling equilibrium (see Propo-
sition 5 and 6), and now focus on separating equilibria. The gain from type II
corruption is equal to v2 − b1, and the gain from type I corruption is b1 − b2.
Therefore, the auctioneer proposes type II corruption if and only if there is bid
shading, and the bid spread is sufficiently small, i.e. b1 − b2  v2 − b1. However,
the auctioneer only observes bids, not valuations. Therefore, in order to assess
the gain from type II corruption, he has to infer the valuation that underlies the
observed bid, b2. This introduces a signalling aspect into the bidding problem.
In a separating equilibrium the bid function is strict monotone increasing. There-
fore, the auctioneer can draw an exact inference from an observed equilibrium
bid b from the image set of β to the underlying valuation, using the inference
rule: β−1(b) = v . If he observes an off-equilibrium bid b > β(1), we assume that
the auctioneer infers v = 1, and if he observes any other off-equilibrium bid he
infers v = 0. Therefore, the auctioneer proposes type II corruption if and only
if b1 − b2  x2 − b1, where x2 := β−1(b2); and, that proposal is accepted if and
only if v2−b1− (1−α)(x2−b1) > 0, which is assured, unless the second highest
bidder has bid considerably higher that the equilibrium bid.
After these preliminaries, we now analyze the separating equilibrium in detail. For
this purpose, suppose a bidder has submitted a bid β(x) with x not necessarily
equal to that bidder’s valuation v , and that bid happens to be the second highest.
The valuation of the highest rival bidder is denoted by y , and the corresponding
highest rival bid by β(y). The bid function β is assumed to be strict monotone in-
creasing. The auctioneer proposes type II corruption to the second highest bidder,
14Note that the signaling of a bidder’s valuation is only relevant for the assessment of the gain
from type II corruption. The assessment of the gain from type I corruption is independent of
the auctioneer’s beliefs.
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with bid β(x) if and only if x − β(y)  β(y)− β(x). Define
ψ(x) :=
⎧⎨
⎩β
−1
(
x+β(x)
2
)
=: ψ(x), if (v + β(v))/2 < 1,
1, if (v + β(v))/2  1. (28)
The auctioneer proposes type II corruption if and only if
y  ψ(x). (29)
In exchange, he demands a transfer (1−α)(x−β(y)). In turn, that highest losing
bidder accepts this deal if and only if v −β(y)− (1−α)(x −β(y))  0, which is
equivalent to
y  β−1
(v − (1−α)x
α
)
=: ψ˜(v, x). (30)
Type II corruption takes place if both constraints, (29) and (30), are satisfied.
Therefore, the second-highest bidder with valuation v who bids β(x) will be part
of type II corruption if and only if the highest valuation of rival bidders, y , satisfies
the condition
x  y min
{
ψ(x), ψ˜(v, x)
} =: ψ∗(v, x). (31)
An immediate implication of (29) and (30) is that whenever the auctioneer pro-
poses type II corruption, the bidder is sure to accept, unless that bidder exagger-
ates his valuation considerably, since
(29) ⇒ (30) if x  v + α
1−α(v − β(y)). (32)
Similarly, a bidder is part of type I corruption if he is the highest bidder (x > y),
and the second highest bidder is not offered type II corruption, which requires
that y is not too close to x, in the sense that
y < φ(x), where φ(x)+ β(φ(x)) ≡ 2β(x). (33)
The bidder who is offered type I corruption always accepts because he can only
gain.
Notice that ψ(φ(x)) = x. Figure 1 depicts the different types of corruption as a
function of the two highest bids, β(x) and β(y).
...............................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
.. y
φ(x) x ψ∗(v,x)
x wins with
type I
y wins with
type II
x wins with
type II
y wins with
type I
x
Figure 1: Regions of type I and type II corruption.
We now characterize the equilibrium bid function, separately for the case ofn  3,
and for the somewhat special two bidder case.
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The payoff of a bidder with valuation v who bids as if his valuation were x, while
all others bid the symmetric, strict monotone increasing equilibrium strategy β,
is, for n  3,
U(v,x) :=
∫φ(x)
0
(
v − β(y)− (1−α) (β(x)− β(y)))dG(y)
+
∫ψ∗(v,x)
x
∫ x
0
(
v − β(y)− (1−α) (x − β(y)))fY2Y1(z,y)dzdy. (34)
Using the definition of the joint density fY2Y1 (see (1)), one can simplify the second
line of that payoff function, using the fact that
∫ x
0
fY2Y1(z,y)dz = (n− 1)f (y)F(x)n−2 = G′(x)
f (y)
f (x)
. (35)
The strategy β is a symmetric equilibrium if v = argmaxx U(v, x) for all v . Using
the first-order condition of this requirement (keeping in mind that ψ∗(v,x) =
ψ(x) for x in a neighborhood of v , by (32)), one obtains
0 = φ′(v)(v − (1−α)β(v)−αβ(φ(v)))G′(φ(v))
− (1−α)β′(v)G(φ(v))
+α(v − β(v))G
′(v)
f (v)
[
ψ′(v)f (ψ(v))
2
− f(v)
]
− (1−α)G
′(v)
f (v)
(F(ψ(v))− F(v))
+α
∫ ψ(v)
v
(v − β(y))fY2Y1(v,y)dy,
(36)
where
ψ′(v) :=
⎧⎨
⎩ψ
′(v) if (v + β(v))/2 < 1,
0 if (v + β(v))/2  1.
We now turn to the case of n = 2, which is slightly special. When there are three
or more bidders, a bidder is proposed type II corruption if three conditions are
met: first, his bid must be lower than the highest rival bid, but second, not too
much lower, and third, it must be higher than the second highest rival bid. When
there are only two bidders, the third requirement is meaningless. Therefore, the
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payoff function and the first-order condition simplify to
U(v,x) =
∫ φ(x)
0
(v − β(y)− (1−α)(β(x) − β(y)))dF(y)
+
∫ψ(x)
x
(v − β(y)− (1−α)(x − β(y)))dF(y),
(37)
0 = φ′(v)(v − (1−α)β(v)−αβ(φ(v)))f (φ(v))
− (1−α)β′(v)F(φ(v))
+α(v − β(v))
[
ψ′(v)f (ψ(v))
2
− f(v)
]
− (1−α)(F(ψ(v))− F(v)).
(38)
Equations (36) and (38) are delayed differential equations that cannot be solved
analytically in general.15 Therefore, we apply numerical methods to compute ap-
proximate solutions for particular parameter values. The numerical algorithm is
summarized in Appendix B and spelled out in detail in a supplementary document
which is available for download (Lengwiler and Wolfstetter, 2005a).
While the theory of delayed differential equations guarantees existence of some so-
lution (Kuang, 1993, Theorem 2.1), it does not guarantee existence of a monotone
solution.16 Numerical methods can never prove existence because they give us
an approximate solution at best. In our numerical analysis we consider various
combinations of n and α, but of course we must exclude (n,α) for which no equi-
librium exists. We therefore begin with a necessary condition for existence, which
restricts the set of parameters.
In our numerical analysis, we assume uniformly distributed valuations. Suppose
β is a solution of (36) for the uniform distribution, and let s := β′(0). Consider the
first-order Taylor approximation of β at 0. Then β(v) ≈ sv , φ(v) ≈ 2s/(1 + s),
15An exception is α = 1, in which case truthful bidding is an equilibrium. To see why, note that
φ(v) = v and ψ(v) = v if β(v) = v, by (28) and (33), respectively. Use this fact, set α = 1, and
check that β(v) = v solves (36) and (38). Similarly, for arbitrary fixed α, β converges pointwise
to truthful bidding as n grows indefinitely. Formally, ∀v limn→∞ β(v) = v. The argument is
again very similar. Observe that φ(v) → v and ψ(v) → v as β(v) → v. Use this fact and also
observe that limn→∞G(v) = 0 for all v < 1. With this information, one checks that β(v) = v
solves (36) as n→∞.
16β is not necessarily differentiable at some points. For instance, it may have a kink at the
smallest v whereψ(v) = 1, so both, left-hand and right-hand derivatives, exist, but do not coin-
cide. However, this does not cause any problem, because the derivative in the delay differential
equation is defined as the right-hand derivative.
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Figure 2: Roots of the polynomial (39) for various n.
and ψ(v) ≈ (1+ s)/(2s) for v ≈ 0. Therefore, s solves the polynomial
f(s, α,n) := 2s
1+ s
(
1− (1−α)s −αs 2s
1+ s
)
(n− 1)
(
2s
1+ s
)n−2
− (1−α)s
(
2s
1+ s
)n−1
+α(1− s)(n− 1)
(
1+ s
4s
− 1
)
− (1−α)(n− 1)
(
1+ s
2s
− 1
)
+α(n− 1)(n − 2)
(
1+ s
2s
− 1− s
2
((
1+ s
2s
)2
− 1
))
.
(39)
Figure 2 plots combinations of s and α for which f(s,α,n) = 0. Notice that, for
given n, there is no real root in the unit interval if α is too small. Define α∗(n) :=
inf
{
α : ∃s ∈ [0,1] f (s,α,n) = 0 }. An equilibrium cannot exist if α < α∗(n).
Figure 3 depicts numerical solutions of the equilibrium bid functions. For n = 2,
the necessary condition α  α∗(2) = 0.6101 seems to be also sufficient. This is
not true for largern; for instance, α∗(5) = 0.2667, yet we find numerical solutions
of (36) with small error only for α  0.4515.
Figure 4 depicts the equilibrium allocations in the state space for α = 0.8 and for
α = 0.6101 (the smallest α for which we have found a solution). Bidder 1 wins
the object in the shaded area; in the white area, bidder 2 is the winner. Efficiency
requires that bidder 1 wins if and only if he has the higher valuation, v1 > v2,
and vice versa. Therefore, for efficiency, the entire area below the 45◦-line should
be shaded, and the entire area above it should be white. Clearly, the equilibrium
allocation is not efficient. In both parameter cases, there is a white wedge in the
17
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.2 0.4 0.6 0.8 1.0
β(v)
v
n = 2
α = 0.6101,0.7,0.8,0.9,1.0
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
...
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.....
.....
.....
.....
.....
.....
....
....
.....
....
...
....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
......
.....
.....
......
......
.....
.....
.....
.....
.....
.....
....
....
....
.....
....
....
....
..
.. ..
.....
.....
......
.....
......
.....
.....
......
.....
......
.....
......
......
......
......
......
......
......
......
......
......
......
......
.....
.....
......
......
.....
.....
....
....
....
....
....
....
....
....
....
. ....
.......
.......
.......
.......
.......
.......
.......
.......
......
.......
.......
......
......
......
.......
.......
......
......
.....
.....
......
......
......
......
.....
....
....
....
....
....
....
....
....
....
....
...

α = 1.0

α = 0.6101
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.2 0.4 0.6 0.8 1.0
β(v)
v
n = 5
α = 0.4515,0.6,0.8,1.0
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
...
...
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.....
.....
.....
....
....
....
.
....
.....
.....
.....
.....
....
.....
.....
.....
.....
....
.....
.....
.....
.....
.....
....
.....
.....
.....
.....
....
.....
....
....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
....
.....
....
....
..
....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
....
....
.....
.....
....
....
....
.....
....
....
.

α = 1.0

α = 0.4515
Figure 3: Approximate equilibrium bid functions for the uniform distribution, for
n = 2 (left panel) and n = 5 (right panel) and various values for α.
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Figure 4: Equilibrium allocation for n = 2 and two different values of α. Bidder 1
wins in the shaded regions, bidder 2 in the white regions.
area below the 45◦-line that should be shaded (there, bidder 2 wins although he
has the lower valuation), and a shaded wedge in the area above the 45◦-line that
should be white (there, bidder 1 wins although he has the lower valuation). These
“wedges” indicate the presence of type II corruption which changes the allocation
by letting the second highest bidder win the auction.
Comparing the two figures for α = 0.6101 and α = 0.8 illustrates the second fact
that the two inefficiency “wedges” increase in size as α is lowered. The intuition
for this is as follows: type II corruption requires bid shading. If α is close to
one, the equilibrium bid function is close to truthful bidding, therefore there is
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Figure 5: Left panel : winning probabilities for two bidders (n = 2) in the efficient
auction (G, dotted line) and in the first-price auction with both types of corruption
(H), with α = 0.6101 (solid line) and α = 0.8 (dashed line). Right panel : effect
of corruption on the expected payoffs of bidders, as function of their valuation,
compared to the efficient auction.
almost no room for type II corruption. As α is lowered, bids are shaded more, and
this, in turn, makes more room for type II corruption, by increasing the spread of
valuations, v1 − v2, for which the auctioneer benefits the most from allowing the
second highest bidder to win.
Finally, we assess the welfare and distribution impact of corruption. A bidder with
valuation v wins the first-price auction with probabilityH(v) := G(ψ(v))−G(v)+
G(φ(v)). This differs from the efficient allocation rule G(v). This difference is
the source of inefficiency.
In all our computations,H andG differ almost everywhere, yetH is still amonotone
increasing function. Therefore, by Myerson (1981, Lemma 2), bidders’ expected
payoff can be computed as
u(v) :=
∫ v
0
H(y)dy =
∫ v
0
(G(ψ(v))−G(v)+G(φ(v)))dy. (40)
Figure 5 plots H, G, and bidders’ gain from corruption,
∫ v
0 (H(y) −G(y))dy , for
n = 2, two values of α, and uniformly distributed valuations, on the basis of the
numerical computations of β. All bidders, except the two extreme types v = 0
and v = 1, benefit from corruption. Surprisingly, they benefit more if the winning
bidder’s share of the gain from corruption, α, is reduced. These properties carry
over to larger n.
The auctioneer receives a share (1 − α) of the gain from corruption, which is
either the difference of the two highest bids in the event of type I corruption, or
the difference between the second highest valuation and the highest bid in the
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Table 1: Changes of welfare and payoffs due to corruption.
n = 2 α welfare seller auctioneer
0.9 −0.001 (−0.2%) −0.032 (−9.6%) +0.030
0.8 −0.005 (−0.7%) −0.063 (−18.9%) +0.054
0.7 −0.011 (−1.6%) −0.097 (−29.0%) +0.074
0.6101 −0.019 (−2.9%) −0.134 (−40.1%) +0.095
n = 3 α welfare seller auctioneer
0.9 −0.001 (−0.1%) −0.025 (−5.0%) +0.024
0.8 −0.002 (−0.3%) −0.050 (−10.0%) +0.045
0.7 −0.006 (−0.8%) −0.077 (−15.4%) +0.065
0.6 −0.011 (−1.5%) −0.109 (−21.8%) +0.086
0.5010 −0.019 (−2.5%) −0.150 (−30.0%) +0.112
n = 5 α welfare seller auctioneer
0.9 −0.000 (−0.0%) −0.017 (−2.6%) +0.016
0.8 −0.001 (−0.2%) −0.035 (−5.2%) +0.032
0.7 −0.003 (−0.4%) −0.054 (−8.1%) +0.047
0.6 −0.006 (−0.8%) −0.076 (−11.4%) +0.063
0.5 −0.011 (−1.3%) −0.104 (−15.6%) +0.082
0.4515 −0.013 (−1.6%) −0.120 (−18.0%) +0.094
n = 10 α welfare seller auctioneer
0.9 −0.000 (−0.0%) −0.012 (−1.4%) +0.009
0.8 −0.001 (−0.1%) −0.021 (−2.6%) +0.018
0.7 −0.002 (−0.2%) −0.032 (−3.9%) +0.026
0.6 −0.003 (−0.4%) −0.045 (−5.4%) +0.036
0.5 −0.005 (−0.6%) −0.060 (−7.3%) +0.047
0.4013 −0.008 (−0.9%) −0.080 (−9.7%) +0.062
event of type II corruption. His expected payoff is therefore
πauc := (1−α)
∫ 1
0
(∫ φ(x)
0
(β(x)− β(y))fX2X1(y, x)dy
+
∫ x
φ(x)
(y − β(x))fX2X1(y, x)dy
)
dx,
(41)
where fX2X1(y, x) := n(n−1)F(y)n−2f(y)f (x), y  x, denotes the joint density
of the highest and second highest of a sample of n valuations.
Similarly, the payoff of the seller depends on the distance between the two highest
bids, because this distance determines which type of corruption is being played,
πseller :=
∫ 1
0
(∫φ(x)
0
β(y)fX2X1(y, x)dy +
∫ x
φ(x)
β(x)fX2X1(y, x)dy
)
dx. (42)
Finally, recall that inefficiency occurs only in the event of type II corruption. There-
fore, the welfare loss of corruption is
πloss :=
∫ 1
0
∫ x
φ(x)
(x − y)fX2X1(y, x)dy. (43)
20
Table 1 summarizes how welfare and payoffs change compared to the equilibrium
in the absence of corruption, based on the above formulas and the numerical com-
putations assuming a uniform distribution. The results contained in this table,
together with our results on bidders’ payoffs, indicate that both — the auctioneer
and all bidders — benefit from low competition and small α. This suggests that
corruption is hard to fight as both involved parties benefit from it.
appendix
A second-order conditions
When we derived the equilibria of various auction games, we employed only the
first order conditions for a best reply. Here we complete the proofs of equilibrium.
We show that our candidate equilibrium strategies are indeed mutual best replies.
Lemma 1 Consider a strict monotone increasing strategy β. That strategy is a sym-
metric (strict) Bayesian Nash equilibrium if
∂
∂x
U(v,x)|x=v = 0 ∀v, (44)
∂2
∂x∂v
U(v,x) > 0 ∀v,x. (45)
Proof: Consider a bidder with valuation v who assumes that all rival bidders
play the strict monotone increasing candidate equilibrium strategy β. Without
loss of generality, that bidder considers only deviating bids, β(x), for x ∈ [0,1].
Now consider deviating bids, β(x). Then, by (44) and (45),
x < v ⇒ ∂
∂x
U(v,x) >
∂
∂x
U(v,x)|v=x = 0 (46)
x > v ⇒ ∂
∂x
U(v,x) <
∂
∂x
U(v,x)|v=x = 0. (47)
This proves that U(v,x) is increasing in x for all x < v , and decreasing for all
x > v . Therefore, bidding according to the candidate equilibrium strategy, β(v)
is a (strict) best reply; hence, β is a (strict) equilibrium. 
The equilibrium strategies proposed in the present paper are strict monotone
increasing and, by construction, satisfy (44). Since
∂2
∂x∂v
U(v, x) = G′(x) > 0, (48)
(45) is also satisfied. We conclude that Lemma 1 applies; therefore, our candidate
equilibria are (strict) Bayesian Nash equilibria.
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B numerical computations
Throughout the numerical exercise we assume uniformly distributed valuations.
We search for solutions of the differential equation for the first-price auction (36).
To make this problem suitable for numerical analysis we search for approximate
solutions within the class of strictly increasing, continuous, piecewise linear func-
tions that satisfy the boundary condition β(0) = 0. Let G := {0,1/g, . . . , (g −
1)/g,1}, for some g ∈ N, be a uniform grid on the unit interval. An increasing,
piecewise linear function is defined by the numbers {β(v) : v ∈ G}. This trans-
forms the infinite-dimensional problem (36) into a g-dimensional problem. For
the computations we set g = 200.
We explore several root finding methods and step-size optimization techniques.17
Our computations reveal that the steepest descent method works up to a point,
but becomes prohibitively slow as we approach the solution. The Gauss-Newton
method, on the other hand, works well if we start close from the solution, but
is very demanding with regard to the choice of the initial guess. The Levenberg-
Marquard method is an algorithm that combines the two strengths of steepest
descent and Gauss-Newton, and our computations reveal that this method is very
efficient when applied to our problem. It finds the solution within a reasonable
number of iterations and produces small errors.
The C	 source code, a detailed description of the program and of the algorithms
we use, together with some supplementary results, are available for download,
see Lengwiler and Wolfstetter (2005a).
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