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Abstract 
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Corneal diseases are one of the major causes of visual impairment 
and blindness worldwide. Used for diagnoses, a laser confocal microscope 
provides a sequence of images, at incremental depths, of the various corneal 
layers and structures. From these, ophthalmologists can extract clinical 
information on the state of health of a patient’s cornea. However, many 
factors impede ophthalmologists in forming diagnoses starting with the large 
number and variable quality of the individual images (blurring, non-uniform 
illumination within images, variable illumination between images and noise), 
and there are also difficulties posed for automatic processing caused by eye 
movements in both lateral and axial directions during the scanning process.  
Aiding ophthalmologists working with long sequences of corneal 
image requires the development of new algorithms which enhance, correctly 
order and register the corneal images within a sequence. The novel 
algorithms devised for this purpose and presented in this thesis are divided 
into four main categories.  The first is enhancement to reduce the problems 
within individual images. The second is automatic image classification to 
identify which part of the cornea each image belongs to, when they may not 
be in the correct sequence. The third is automatic reordering of the images to 
place the images in the right sequence. The fourth is automatic registration of 
the images with each other. A flexible application called CORNEASYS has 
been developed and implemented using MATLAB and the C language to 
provide and run all the algorithms and methods presented in this thesis. 
CORNEASYS offers users a collection of all the proposed approaches and 
algorithms in this thesis in one platform package. CORNEASYS also 
provides a facility to help the research team and Ophthalmologists, who are 
in discussions to determine future system requirements which meet 
clinicians’ needs. 
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CHAPTER ONE 
1 INTRODUCTION 
Our eyes enable us to view the world, distinguish objects from a 
distance, identify their colours and shapes and comprehend how objects 
relate to each other. Our brain processes the data from our eyes enabling us 
to give a meaning to what we see and understand the world around us. As 
one of our five senses, perhaps the most important, impairment of our vision 
can have a serious effect on our ability to pursue our life and livelihood.  
According to a World Health Organization (WHO) estimate [1], there 
are 285 million people who are visually impaired; about 14% of them are 
blind, and most of the affected people are 50 or more years or old.  There is 
a strong correlation between visual impairment and blindness. Also 
purchasing power parity is strongly correlated in all regions with blindness.  
This WHO estimate covers 39 countries in six WHO regions (African region, 
American Region, Eastern Mediterranean region, European region, South-
east Asian region and Western Pacific region). Table 1.1 shows the different 
causes of visual impairment and of blindness and their percentages of the 
totals of affected people.    
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Table 1.1 the Global percentages of the visual impairment and         
blindness causes [1] 
Type of Causes 
Visual impairment 
Percentage of (245-
246) million people 
Blindness 
Percentage  of 
(39-40) million 
people 
Uncorrected refractive 
errors 
43% 3% 
Cataracts 33% 51% 
Glaucoma 2% 8% 
Age related macular 
degeneration 
1% 5% 
Diabetic retinopathy 1% 1% 
Trachoma 1% 3% 
Corneal opacities 1% 4% 
Childhood blindness -- 4% 
Undetermined 18% 21% 
 
The eyes are one of the most sensitive, delicate and complex organs 
in the human. Figure 1.1 illustrates the anatomy of the eye showing the 
various parts of the eye and how they are arranged.  
 
Figure 1.1 The anatomy of the Eye [2] 
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The eye is made up of the following major components: 
Cornea: the transparent outer layer of the eye, made up of 3 layers, which 
are the endothelium, the stroma and the epithelium.  Its primary functions 
are to allow light into the eye and to serve as a protective covering. 
Iris: the part of the eye which determines its colour and adjusts the amount 
of light entering the eye.  
Pupil: the opening at the centre of the iris which passes light into the eye. 
The size of the pupil changes in response to the level of light. 
Lens: the transparent structure whose function is to focus the light on the 
retina. It is about 5 mm thick and about 9 mm in diameter and is placed 
directly behind the iris. It is made of a protein known as crystalline. 
Retina: the innermost layer covering the eye, located between the choroid 
and the vitreous. Under a light microscope it has a laminar appearance in 
which 10 layers are evident. The retina’s main function is to convert light 
energy into electrical signals, and send those electronic signals to the 
brain through the optic nerve. The centre area of the retina is called the 
Macula. This central area is used for fine colour vision and has a diameter 
of approximately 1.5mm. 
Optic nerve: also known as the cranial nerve II is a continuation of the axons 
of the ganglion cells of the retina. Each optic nerve has approximately 1.2 
million nerve fibers in it. It is the cable that connects the eye to the brain, 
and is considered to be more like brain tissue than simple nerve tissue. 
 Although corneal diseases are a significant cause of visual impairment 
and blindness worldwide (in terms of numbers of people affected), the 
author found that most of the eye research was related to the retina. In 
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comparison, very limited research has been done on the cornea and this 
is one of the motivations for deciding to pursue research on the cornea. 
Another motivation, from Table 1.1, is the factor of four increases 
between the percentages of people with visual impairment caused by 
corneal opacity compared to the percentage of people with blindness 
caused by corneal opacity. Corneal opacity has a much greater 
contribution to blindness than visual impairment and is second only to 
macular degeneration in this respect. My final motivation is personal. My 
mother suffers from a corneal disease, which is causing her to lose the 
ability to see in one of her eyes.  
1.1 The Structure of the Cornea 
The cornea is a collection of cells and proteins that constitute a very 
highly organized structure. It is the clear outer layer, covering the front of the 
eye and must remain transparent to be able to transmit and refract light into 
the eye. The cornea does not contain blood vessels to feed it, or protect it 
from infection, instead it receives its nourishment from tears and the aqueous 
humour (fluid filling the Anterior chamber which is the space between the 
lens and cornea) [3]. 
The dimensions of the cornea are, on average, 12.6 mm in the 
horizontal median direction and 11.7 mm in the vertical median direction. Its 
thickness is non-uniform, with the central cornea thinner than the peripheral 
cornea (varying from about 520 µm to 650 µm) [3]. The cornea has a tear film 
on its front surface and consists of three main layers and three thin 
membranes. The outermost layer of the cornea is the epithelial layer, 
separated by Bowman’s membrane from the central Stroma layer. Dua’s 
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Layer, which is hardest to distinguish, is located between the corneal Stroma 
and Descemet’s membrane. The innermost layer is the Endothelium layer as 
shown in Figure 1.2 [4]. Some samples of confocal microscopy images are 
shown in Figure 1.3, and the approximate thicknesses of these layers in the 
normal cornea are given in Table 1.2. 
 
 
Figure 1.2 The corneal layers. A histological cross-section representation of a 
normal live cornea   
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Figure 1.3 some samples of confocal microscopy cornea images (A) 
Epithelium layer (Superficial layer). (B) Epithelium layer (Wing cells). (C) 
Epithelium layer (Basal cells). (D)Bowman’s Layer. (E) Stroma layer. (F) 
Endothelium layer [5]. 
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 Table 1.2 The constituent layers of the cornea and their approximate 
thicknesses [2-6]  
S. No Layer Name Constituents 
Average 
thickness in µm 
1 Epithelium  layer 
Superficial layer 
52 to 65 Wing cells 
Basal cells 
2 Bowman’s Layer  8  to 14 
3 Stroma Layer  442 to 552 
4 Dua’s Layer   About 15 
5 Descemet's  membrane 
Anterior banded Layer 
10 to 12 
Non-banded layer 
6 Endothelium layer  4 to 6 
  
   
1.1.1 The Functions of the Cornea 
The Cornea, has two functions [3, 7]: 
 It acts as a shield which helps to protect the eye from germs, dust and 
other harmful environmental factors. 
  It refracts and transmits light into the eye, providing most of the focusing 
power needed to form an image on the retina.  
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1.1.2 Some Diseases and Disorders Affecting the Cornea 
Corneal pathology [3, 7, 8]  is diverse; some of it is very briefly 
outlined as follows: 
Allergic response:  Mainly immune mediated, symptoms like itching, 
burning, stinging and watery discharge. It’s a common condition, usually a 
multitude of factors are involved. 
Conjunctivitis (Pink Eye): is caused by bacteria or viral infections resulting 
in a red, uncomfortable eye with different types of discharge depending 
on the aetiology. 
Dry Eye:  reduction in tears production compromises the integrity of the 
corneal surface and the epithelial layer in particular. The air/tear-corneal 
interface is the first and most crucial refractive plane, this process suffers 
considerably in dry eyes, not to mention damaged epithelial cells are 
more prone to infections. 
Fuchs' Dystrophy:  This disease is slightly more common in women than in 
men and is a malfunction of the endothelial (innermost) layer. This layer 
acts as an osmotic pump system, i.e. it pumps water out of the cornea, 
and when it becomes dysfunctional the cornea cells swell up with water, 
invariably reducing clarity of vision. 
Herpes Zoster (Shingles): This disease is caused by the virus that causes 
chickenpox.  Some chickenpox virus remains dormant in the body and 
later in life may reactivate affecting nerves and causing the condition 
known as shingles. Corneal nerves can be affected and in chronic cases 
scarring can take place. 
 9 
 
Keratoconus: The cornea becomes conical rather than spherical, a 
condition which progresses with age and causes irregular astigmatism 
and short-sightedness. This condition is due to poor alignment of the 
corneal collagen lamellae and usually affects both eyes.  
Lattice Dystrophy: This disease is caused by an accumulation of amyloidal 
deposits (abnormal protein fibres) in the cornea in a linear pattern and 
may reduce clarity of vision. 
Map-Dot-Fingerprint Dystrophy: This disease usually affects adults 
between the ages of 40 and 70 and occurs in both eyes. However it may 
develop earlier in life. This disease usually affects the epithelium causing 
it to have map-like appearance (e.g., large, slightly grey patches similar to 
continents on a map and could also have opaque dots near the patches) 
Stevens - Johnson syndrome: This disease has many names and is a 
disorder of the skin that can also affect the eyes. When present on the 
face, especially around the mouth, it causes a lot of pain. In some cases 
this disease leads to severe vision loss. The underlying 
pathophysiological process is not fully understood. Figures 1.4, 1.5 and 
1.6 show some images of unhealthy corneal samples. 
  
 
 
 
 
Figure 1.4 Example images of unhealthy Epithelium layers. 
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Figure 1.5 Example image of unhealthy Stroma corneal layer. 
 
 
 
 
 
 
Figure 1.6 Example images of unhealthy Endothelium corneal layers 
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1.2 The Confocal Microscope 
The cornea is made up of largely transparent tissue and so its interior 
can be subjected to microscopic examination. This can be done using 
conventional or confocal microscopes. Comparing these, the latter can 
provide two very important advantages: reduced depth of field and improved 
lateral resolution. The operation of a confocal microscope used to examine 
the interior of a transparent object is dependent on integrating two 
techniques; point-by-point illumination of the specimen and rejection of the 
out-of-focus light [9] which is present when using conventional light 
microscopes.  
The principle of operation of the confocal microscope is illustrated in 
Figure 1.7. A pinhole aperture acts as a point source of light, which is 
directed by a 45º partially (50%) reflecting mirror and focused by an objective 
lens at a particular point in the specimen. The light scattered back from the 
focal point in the specimen is collected by the objective lens and after 
passing through the partially reflecting mirror is focused onto a duplicate 
pinhole aperture. A detector behind this aperture measures the intensity of 
the light passing through the aperture. Only a small fraction of the light 
scattered back from other more weakly (un-focused) illuminated points in the 
specimen falls on the detector because this is out of focus in the plane of the 
pin hole.  An objective lens with a high-numerical-aperture is used to make 
the focused spot as small as possible. By scanning the focused spot 
systematically through the volume of the specimen, a 3D picture of the 
specimen can be built up. 
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Figure 1.7 The principles of the operation of a confocal microscope. Light 
scattered back from the specimen illuminated at the focal point is          
“co-focused” at the confocal detection aperture [10]. 
 
Today there are many types of confocal microscopes available, but 
the three most commonly used in practice are [10]:   
- The Tandem Scanning Confocal microscope (TSCM) 
- The Heidelberg Retina Tomograph Rostock Corneal Module laser 
scanning confocal microscope (HRT or HRT3). 
- The ConfoScan 4 Slit-Scanning Confocal Microscope (ConfoScan 
4-SSCM) 
 
The ConfoScan 4 Microscope (which was used for the work presented 
in this thesis) as shown in figure 1.8, can be used with two lenses operating 
at magnifications of 20x or 40x. The specifications for both modes of 
operation are shown in Table1.3. 
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Figure 1.8 The ConfoScan 4 Microscope [11]. 
 
Table 1.3 Working characteristics of the 20x probe and 40x probe lenses. 
Feature 20x probe 40x probe 
Working distance 12 mm (through air) 2 mm (through gel) 
Inspected  field 460 x 690 µm 460 x 345 µm 
Image size 384 x 576 pixel 768 x 576 pixel 
Magnification 250 X 500 X 
Minimum scan step 1 mm 1 mm 
 
Hence, the ConfoScan 4 Slit-Scanning Confocal Microscope (SSCM) 
enables 2D images of the cornea to be scanned at different depths (default 
depth separation 5 m, minimum separation 1 m) and immediately viewed 
for diagnostic purposes. During a scan, the instrument locates the rear of the 
cornea (no signal back from the vitreous humour) and then steps backward in 
5m steps until it reaches the front surface of the cornea (no signal back 
from the tear layer) [11]. This cycle is repeated three times during a 20 s 
scan, which provides about 350 images.  
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1.3 Problem Definition 
There are significant practical difficulties in achieving useful 3D views 
or models of the human cornea using a confocal microscope. There are two 
main problem areas: 
The first is the quality of the individual images, which are subject to 
blurring, non-uniform illumination, and noise. Many of the images are very 
dark, making the characteristics of the cornea’s cells unclear, because it is 
not possible to adjust the illumination level during a single scan of the cornea 
such that it is optimum for all the layers. The spherical shape of the corneal 
layers causes non-uniform reflection of illumination light from the different 
areas of the cornea, and different attenuation of light along the different paths 
of illumination.  
The second problem is caused by movements of the eye during the 
scanning process. Respiration, cardiac pulse and other factors cause 
images of adjacent layers to be displaced laterally and may cause images 
in the capture sequence to be out of sequence in terms of depth. This also 
means that the difference in depth between captured layers is not 
necessarily uniform or the same as the instrument setting. The amount of 
movement varies from patient to patient and from scan to scan. The 
ConfoScan 4 can optionally incorporate a detachable z-ring adapter 
contact element. This increases image stability to give a more precise 
location along the z-axis through measuring the position of each frame 
along the z-axis and providing a sequence of images in the correct order 
[11, 12], but still misaligned because of shifts in the x-y plane.  
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Apart from the problems listed above there is also the lack of a 
large publicly available benchmark dataset of confocal microscopy 
images; three data sets of healthy images are available from [13] and 
another dataset was provided by a volunteer. Another issue is the several 
types of investigative microscopies used in practice, providing different 
images with different properties, making it more difficult to implement a 
general system applicable for all.   
 
1.4 Research Aims And Objectives 
The overall aim of the work presented in this thesis was to produce and 
integrate building blocks identified as needed to achieve a fully automated 
system which prepares 2D sequences of corneal images for inspection by 
clinicians and for subsequent 3D Model Building. Such blocks must be 
reliable, and meet the requirements of research users and medical users. 
Also, a system incorporating these blocks will be provided to demonstrate 
elements of the system thereby giving the research team the opportunity to 
debate with ophthalmologists its merits, determine its weak points and how to 
avoid them. This system will apply and integrate a number of different 
techniques, designed and implemented reliably to reduce and solve the 
difficulties and the challenges in using corneal confocal microscopy images 
as indicated in Figure. 1.9. The following objectives have been identified for 
working towards achieving the overall aim. 
The first objective is to improve the quality of the scanned corneal 
images by enhancing these images and reducing the effect of non-uniform 
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illumination within images and variable average illumination of different 
images. 
The second objective is to develop an automated and efficient 
corneal layer classification technology to identify the images belonging to 
individual corneal layers based on their textures. This is important for the 
accuracy of 3D models and it also provides the user with the ability to 
investigate the images/models belonging to a particular corneal layer 
without the need to go through all images/models. 
The third objective is to tackle the lateral and longitudinal 
displacement of image sequences in practical scan situations, which are 
caused by breathing, cardiac pulse, eye movement, and other factors. In 
this work, several feature matching algorithms have been investigated and 
integrated to achieve automated techniques to ensure that all corneal 
images are in the correct anatomical order of their layers and aligned with 
each other before they are modelled in 3D. 
The fourth objective is to identify the distinct objects within each 
image and label them consistently so that a particular object is given the 
same label in all the images in which it appears, i.e. establish the 
correspondence between the segmented objects in the z-direction. After 
these four objectives have been achieved, the 2D sequences of corneal 
images are available for subsequent 3D model building.  
An implementation of all methods presented in this thesis will be 
provided in an accessible form to the researcher’s team to help the research 
team continue further research without the need to re-implement what has 
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already been done and as an aid in discussions with clinicians to determine 
system requirements.   
 
 
 
Figure 1.9 The stages of this work 
 
 
 
 
 
 
 
 
 
 
 
 18 
 
1.5 Outline of The Thesis 
The remainder of this thesis is organized as follows. Chapter 2 
provides an extended literature review of recent research related to 
measurements of corneal features from corneal images and corneal 3D 
construction. Chapter 3 introduces the pre-processing techniques which are 
used to improve the quality of individual images. These are an essential 
basis for the rest of this chapter and for most of the subsequent chapters. 
Chapter 3 also presents texture analysis and classification of cornea images, 
together with results. Chapter 4 presents an automatic method of reordering 
images and discussion of results and evaluation. Chapter 5 introduces the 
author’s geometric registration methods for matching sequences of corneal 
images and finding the best of these that can used to automate the image 
registration process. This chapter also includes an automated method to 
identify the distinct objects within each image and label them consistently 
between images to help build a 3D model representing reality. Chapter 6 
presents an integrated system, CORNEASYS, which provides efficient 
software for analysing corneal confocal microscopy images. Concluding 
remarks and recommendations for future work are presented in Chapter 7. 
 
 
 
 
 
 
 19 
 
CHAPTER TWO 
2 LITERATURE REVIEW 
2.1 Introduction 
The amount of existing cornea related research found is rather limited 
and so only a relatively small number of recent papers are reviewed in this 
chapter. The reviewed work is organised as follows and listed in date order 
within the subsections. Subsection 2.2 contains several papers discussing 
measurements of a range of corneal features. Subsection 2.3 includes 
papers on the 3D visualisation of corneal tissue using various 2D image 
sources. Imaging research on the retina is much more extensive than that on 
the cornea and may be relevant to the latter so Subsection 2.4 includes a 
review of retinal imaging and image analysis, including 2-D fundus imaging 
and techniques for 3-D optical coherence tomography (OCT) imaging. 
Subsection 2.5 contains a discussion of the literature and also indicates the 
sources of corneal data used in the work described in subsequent chapters. 
 
2.2 Extraction of Corneal Features from Corneal Images 
J. Stave et al. [14], in 1998, described work on optical pachymetry, 
that is the automatic in-vivo measurement of keratocyte density and a 3D 
reconstruction of the central cornea under controlled imaging conditions. A 
low-vacuum suction cup system for stabilizing the eye in front of the confocal 
microscope during the z-scan through the cornea was developed. The image 
sequences were recorded on S-VHS-tape and then saved onto a PC. Digital 
analysis was performed using dedicated software, to automatically evaluate 
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the density of keratocytes and to reconstruct the central cornea in 3D. 47 
corneas from 25 healthy individuals with ages ranging from 25 to 56 years 
old were scanned. The modification to the microscope gave promising results 
and an average corneal thickness 0.556 mm was obtained with an average 
keratocyte density of 16000 mm-3. 
J. McLaren et al. [15], in 2009, described the development of a 
program to determine keratocyte cell densities using images from a 
ConfoScan 4 microscope (C4M) (Nidek, Inc., Freemont, CA) with z-ring 
adapter. The authors found that software developed for a particular 
microscope cannot be directly applied to images from a different microscope 
and give consistent results, for example software for the Tandem Scanning 
confocal microscope (Tandem Scanning Corp., Reston, VA) applied to C4M 
images. They modified the program developed for the Tandem Scanning 
microscope in two ways to make it suitable for C4M images. The first 
modification corrected the large non-uniformity in brightness across the C4M 
images by subtraction of a reference image of a uniformly scattering standard 
solution. A further processing step (unmodified) was then applied to identify 
bright objects in the corrected images. The second change was to identify a 
new relationship (linear below a transition brightness and then constant) 
between the field brightness and the optimum brightness-area product 
threshold used to select the bright objects that most likely represent cells. 
The relationship parameters were adjusted so resultant cell counts matched 
as closely as possible manual counts for the corneas of 15 volunteers. The 
program was tested on corneas from 33 other volunteers. The authors 
provided a useful discussion of the factors affecting the determination of cell 
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counts obtained both manually and automatically and of the reliability of such 
counts. 
K. Rao et al. [16], in 2010, report work done using a HRTII confocal 
microscope fitted with RCM module (Heidelberg Engineering, Germany) and 
Tomocap contact element to assess corneal nerve regeneration following 
autologous plasma therapy. Eleven eyes of six patients with neurotrophic 
keratopathy were evaluated. Four images at the level of the sub-epithelial 
nerve plexus in the central cornea were randomly selected for analysis which 
was done using the freely available Image J software [17]. Parameters of the 
corneal nerve analysed in the 400×400 µm2 image field include: length of 
nerve defined as sum of the lengths of all the nerve fibres in the field; number 
of nerve fibres observed within the field; width of nerve fibre observed in the 
field. Estimation of the statistical differences between the parameter values 
before and after treatment was done using the paired t test. The authors 
concluded that the confocal microscopy examination revealed significant 
improvements in the corneal nerve findings suggesting that the therapy was 
working. 
A. Karimi et al. [18], in 2011, presented a computerized approach for 
the detection and counting of keratocyte cells from ultra-high resolution (15 
µm lateral, 3µm axial) optical coherence tomography (UHR-OCT) images of 
the in-vivo human corneal stroma. Keratocyte cells are specialised fibroblasts 
located between the collagen fibres forming the corneal stroma matrix and 
are of interest because they are actively involved in healing stroma affected 
by inflammation or injury. Comparing representative UHR-OCT images of 
cross-sections through the cornea with representative confocal en-face 
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images, the authors hypothesise that the circular black spots seen in the 
former images are Keratocyte cells. The detection and counting process for 
keratocyte cells has four main stages. First de-speckling is applied to reduce 
the effect of speckle on detection accuracy. A thresholding strategy is then 
employed to suppress features with similar shapes to keratocytes but with 
different reflection characteristics. Potential keratocyte candidates are then 
selected by a second-order moment analysis. A non-maximum suppression 
strategy is then applied to eliminate redundant neighbouring candidates 
representing the same keratocyte cell before counting keratocytes. The cell 
density results obtained using this methodology correlate well with previous 
cell counting work using con-focal images. 
In recent years researchers have proposed various approaches to the 
classification of various types of medical images, obtained using X-rays, 
Ultrasound, CT, MRI or confocal microscopy, based on relevant image 
characteristics, such as texture. Pajaro et al. [19], used Artificial Neural 
Networks (ANNs) to classify confocal microscope corneal images according 
to their related layers based on two types of features derived from the shape 
of the cells processed. In the first they used means of Hu variables (central 
moments) of binarized images and in the second Zernike moments, 
extracting the description of the cell shape without the need to create binary 
images.  With a set of 37 corneal images, they trained the ANNs with both 
methods, and then validated with a set of 46 corneal images; with 93% of 
Endothelium; 81% of Stroma and 100% of Bowman images correctly 
classified for the former and with 100% of Endothelium; 84% of Stroma and 
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100% of Bowman images correctly classified for the latter. The results 
obtained with second method were better than those obtained with the first. 
2.3 3D Stacks of Images of Corneal Tissue 
F. Scarpa et al. [20], in 2007, addressed the problem of providing 3D 
reconstruction of an in-vivo sequence of cornea images provided by a 
ConfoScan4 confocal microscope with Z-ring attachment.   The authors pre-
processed images by applying a high pass filter and then a sinusoidal 
transformation curve to reduce non-uniform illumination and blurring present 
in the images. They then registered the images, aligning each image with the 
preceding image by applying the following steps: The first image is 
processed to select two regions of interest (ROIs) with the highest brightness 
and contrast; For each ROI the normalized correlation method is applied to 
compute the shift along the x and y axes which gives the best match in the 
second image. Assuming that the shift that occurs between two successive 
images is small, this begins by matching the ROI within only a small patch in 
the second image and this is enlarged until a good match is found; 
Registration is assumed successful if the x, y shifts for the first ROI agree 
with those for the second ROI within an error tolerance of +1 pixel. The 
registration procedure failed for 3% of the images and the average difference 
between automatic and manual registrations was 1.5 pixels. Finally, the 
authors constructed a stack of registered 2D images to create a 3D.  
A. Zhivov et al. [21], in 2008, describe work aiming to evaluate in vivo 
3-D confocal laser scanning microscopy (CLSM) as a technique for 
visualising the corneal surface and epithelium. Images were acquired using 
an RCM-HRT II microscope (Heidelberg Engineering, Germany), (axial 
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resolution 8µm compared with 29µm for Nidek ConfoScan 4) fitted with a 
TomoCap contact cap to provide more imaging stability in the z direction. The 
cap was modified to reduce possible applanation artefacts resulting from the 
mechanical contact with the cornea. Corneal images of size 384384 pixels, 
corresponding to a field of 400400μm, were captured from ten people of 
different ages, three healthy and the rest with different abnormal conditions. 
The authors registered the images using a semi-automatic least-square 
algorithm based on grey values. Using the  AMIRA 3.1 software package 
(TGS Inc, San Diego), the authors obtained 3D reconstructions (with a voxel 
size of 1.04×1.04×0.95µm) from sets of a minimum of 30 2D images. The 
authors found that their novel contact cap gave significantly improved 
confocal image quality allowing the 3D reconstruction of the corneal surface 
and epithelium. 
S. Allgeier et al. [22], in 2011, describe work on the in-vivo 3D image 
reconstruction of the sub basal nerve plexus using confocal microscopy. An 
HRTII- microscope fitted with RCM module (Heidelberg Engineering, 
Germany) and Tomocap contact cap was used to generate 8 bit images of 
size 384x384 pixels of 400x400 µm areas. Images of the corneas of five 
healthy volunteers were used. The authors’ method of building 3D 
reconstruction of nerve fibres involved three stages. First of all each image 
was aligned with the preceding image, by dividing them both into slices and 
calculating the x, y shifts between consecutive images using a phase 
correlation function method. A stack of registered 2D images to create a 3D 
image volume was produced using the Interactive 3D Surface Plot plug-in for 
the public domain software ImageJ [17], The final step of extracting the nerve 
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fibre layer was facilitated by the authors’ observation that the nerve fibre 
layer’s reflectivity is significantly higher than that of the surrounding cells. The 
extraction commences in the central image in the y-z section of the 3D 
volume, starting from a manually selected seed point and then continues by 
tracing the brightest pixels in the x direction. In conclusion, the authors state 
that their method allows precise analysis and elimination of motion artefacts 
in the CSLM volume scans and provides a sound basis for extended studies 
of nerve regeneration or degeneration, but making the algorithms robust and 
automatic requires on-going development. 
M. Fernandes et al. [23], in 2012,  address the problem of the robust 
3D recovery of surfaces from image focus, using local cross-sectional 
multivariate statistical analyses and consider its application to human ex-vivo 
corneal endothelium.  The method is applied to synthetic data and image 
sequences obtained using an Olympus BX 41 transmitted white-light 
microscope equipped with a ×10/NA 0.25 objective in air immersion. The 
method exploits all cross-sectional (axial) cues simultaneously to infer the 
observed surface throughout the image sequence, and achieves strong 
robustness in the recovery of both depth map and surface texture. A trade-off 
between robustness and spatial resolution can be adjusted automatically. On 
both synthetic data and real endothelium data, the method’s performance is 
close to state-of-the art alternatives in the absence of noise, and better when 
noise is present. Due to its 3D nature, the method has a higher 
computational cost than the 2D methods it is compared with.  Its generation 
of and diagonalisation of covariance matrices are the main contributors to 
this complexity. 
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2.4 Review of Image Analysis of the Retina 
There are many more published papers describing imaging research 
on the retina than on the cornea and perhaps some of the techniques used 
on the retina can be applied on the cornea as well. M. Abramoff et al. [24], in 
2010, reviewed retinal imaging and image analysis, including 2-D fundus 
imaging (defined as projection of reflected light from the retinal tissues onto 
the 2D image plane) and techniques for 3-D optical coherence tomography 
(OCT) imaging.  
In the former case, automated segmentation of retinal vessels by 
machine learning based pixel feature classification is described, together with 
automated estimation of vessel diameter and vessel tree analysis.  Methods 
for the automated detection of retinal lesions are reviewed and a common 
principle in many of these, perhaps with modifications, is to use a transform 
of some kind to detect candidate lesions and then use mathematical 
morphology to characterise the candidates. Another approach to lesion 
detection reviewed is the use of a retinal atlas, where the image is routinely 
compared with a generic normal retina. The chosen atlas landmarks should 
represent the retinal properties of interest in a concise and intuitive way. 
Retinal atlases can also be used to detect grossly abnormal retina, for 
disease severity assessment and for image quality detection. Methods for the 
analysis of the optic nerve head (ONH) are reviewed and pixel feature based 
classification is found to be a good starting point. For the 3D reconstruction of 
the ONH, the review identifies and describes a scale space framework based 
approach. Methods for the performance assessment of retinal image analysis 
are reviewed, for example in terms of sensitivity (the number of true positives 
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divided by the sum of the total number of (incorrectly missed) false negatives 
plus the number of (correctly identified) true positives), and the role of 
publicly available databases.  
OCT imaging has a shorter history than fundus imaging but this is a 
rapidly growing and important subject which is reviewed in the remainder of 
the paper. Retinal layer detection in early reported work was performed by 
analysing individual 2D image cross sections through the retina, typically 
proceeding by first pre-processing a 2D image, with a median filter (say), 
performing peak detection on 1D image columns to find points on each 
boundary of interest and finally (in some cases) process these points further 
to correct for possible discontinuities. The review describes several methods 
of processing OCT scans, which by contrast take advantage of 3D contextual 
information to detect the layer boundaries using optimal feasible surfaces, 
active contours or dynamic programming. Other ways of processing OCT 
data by means of a 3D approach, which are reviewed, include: characterising 
retinal texture; detection of retinal vessels and their properties; detection of 
retinal lesions; and OHT analysis. 
Registration of multiple fundus images or fundus and OCT images is 
another area reviewed. Of the several methods mentioned, a fully 3D scale 
invariant feature transform (SIFT) is described in most detail and seems to 
give promising performance. 
The review ends by giving predictions of where improvements in 
imaging technologies will give the highest returns and suggests cost effective 
based image analysis for population screening and the management of 
complex opthalmic diseases using image guided treatment. 
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2.5 Discussion 
The papers reviewed used a variety of instruments to acquire 2D 
images but the Heidelberg HRT II-RCM and Nidek ConfoScan 4 confocal 
microscopes were used in four and two respectively of the papers included. 
All these used confocal microscopes fitted with contact caps, either Tomocap 
or z-ring, to minimise axial eye-to-microscope movement. However it was 
pointed out by A. Zhivov et al. [21]  that such use could mechanically alter the 
state of the cornea. A. Zhivov et al. [21] also stated that the axial resolution of 
the HRT II was about 7-8 µm while that of the ConfoScan 4 was about 29 
µm. Image analysis described in many of the papers made use of a variety of 
proprietary, commercial, free and customised software; these included 
software associated with the HRT II and the ConfoScan microscopes, Adobe 
Photoshop and Image J. Among the many techniques referred to in custom 
software was the scale invariant feature transform (SIFT) in reference [24] in 
connection with OCT imaging. MATLAB is commonly used for rapid 
prototyping a wide variety of application software including image processing 
and it was decided to use this as the main programming environment for the 
work described in the rest of the thesis together with ImageJ [17].    
Several of the papers reviewed aimed to generate 3D image stacks to 
enable flexible visualisation, in a process by which 2D images are aligned 
and placed on top of each other to create an image volume that can be sliced 
and viewed from different angles. However, to the best of my knowledge, no 
previous researcher has tackled the problem of doing this using a confocal 
microscope, operated without a contact cap to provide depth measurements. 
New ordering and image registering techniques are required to achieve this. 
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A basic requirement for carrying out such research is the availability of 
suitable images. However, there is a lack of a large public database of such 
images for researchers to access and to address this need, the author 
contacted authors of reference [20], who kindly made available the images 
they had used in their study. These consist of 3 folders from subjects known 
as 1, 2 and 3 containing sequences, from the epithelium to the endothelium, 
of 144, 85 and 127 images respectively. These images were obtained using 
a Nidek ConfoScan 4 confocal microscope with a z-ring contact, working at 
40X magnification, with an image field of 460350μm. The images 
downloaded are JPEGs of size 768576 pixels. A set of images, containing 
sequences from the epithelium to the endothelium obtained using a 
ConfoScan 4 confocal microscope working at 40X magnification, without a z-
ring adapter, from a single volunteer, were provided by Tennent Institute of 
Ophthalmology, Gartnavel General Hospital (Glasgow). These are TIF 
images of size 768576 pixels and were used for software validation 
purposes.  
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CHAPTER THREE 
3 FEATURE EXTRACTION AND IMAGE 
CLASSIFICATION 
 
3.1 Introduction 
A confocal microscope can be used to provide a sequence of images 
at different depths of the various corneal layers and structures, as illustrated 
in Figure 3.1. 
 
 
Figure 3.1 A short sequence of corneal images showing examples of 
(A)Endothelium images.  (B) Stroma image. (C) Epithelium images [13]. 
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Images such as these present a number of challenges due to blurring, 
non-uniform illumination and noise. Many images can be very dark and the 
features of corneal cells unclear. These deficiencies are the results of several 
factors, such as the spherical shape of the corneal layers, which causes a 
non-uniform reflection of illumination from the different areas of the cornea, 
and different attenuation of light along the different paths of illumination. 
 
The confocal microscope used for corneal imaging has, as shown in 
Figure 1.8, a head rest and the patient is required to place his or her chin and 
forehead firmly against it in order to support and stabilize the head during the 
scanning process. Despite this, movements of the eye during the scanning 
process caused by respiration, cardiac pulse and other factors is a significant 
problem causing the images of the layers to be displaced laterally and out of 
the true sequence in terms of depth. This also means that the differences in 
depths between the captured layers are not necessarily constant or the same 
as the instrument setting. The amount of movement varies from patient to 
patient and from scan to scan.  
 
As a result of the above mentioned properties of the confocal images, 
this chapter has two main objectives: (i) pre-processing the images to 
enhance their appearance and to prepare them for (ii) subsequent 
classification to identify the layer to which each image within a sequence of 
images belongs. The image displacement problem is addressed in the next 
two chapters.  
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This chapter is organized as follows: Section 3.2 summarises the 
image data used in this part of the work; Section 3.3 describes the image 
pre-processing methods; Section 3.4 introduces texture analysis and 
describes several different types of statistical feature extraction which have 
been used; Section 3.5 introduces classification using artificial neural 
networks; Section 3.6 presents several experiments and the results and 
evaluations. Finally, a summary and conclusions are presented in Section 
3.7. 
 
3.2 The Source Data  
The confocal images used in the work of this chapter were downloaded 
from [13] as indicated in Section 2.5 and consist of 3 folders from anonymous 
subjects labelled 1, 2 and 3 containing sequences of 144, 85 and 127 images 
respectively from the epithelium through to the endothelium.  In this work sets 
of images were chosen as follows:  
 For classification:  a total of 84 images from subjects 1, 2 and 3, 
including 9 Endothelium, 30 Epithelium and 45 Stroma images. 
 For validation: a total of 72 images (7 Endothelium, 30 Epithelium 
and 35 Stroma), from one subject, captured at the Glasgow eye 
Hospital with a ConfoScan 4 confocal microscope, without Z-ring 
adaptor, set at 40X magnification and saved in TIF format.  
 
 
 
 
   
33 
 
3.3 Image Pre-Processing Methods 
3.3.1 Introduction 
As mentioned before, individual corneal images in sequences from 
confocal microscopes are often noisy and sometimes either dark or contain 
no data [19, 25]. They also often show the effect of non-uniform illumination. 
Pre-processing methods that have been used to reduce these problems are 
presented in the following subsections. 
 
3.3.2 Reducing Non-Uniform Illumination 
The intensity variations caused by non-uniform illumination are mostly 
in the low-spatial frequency band, and can be reduced by removing low-
frequency components [26]. The Discrete Fourier Transform (DFT) is one of 
way of mapping or transforming a signal from the spatial domain to the 
frequency domain [27], to facilitate the removal of low-frequency components 
of the image by setting low-frequency Fourier coefficients to zero [26]. The 
Discrete Cosine Transform (DCT) is a real transform related to the Fourier 
transform [28, 29], which can be used on images in a similar way. The DFT 
and the DCT behave differently at the image boundaries, with the latter 
having the advantage of eliminating discontinuities at the image edges [29, 
30], so it was preferred for the present work. 
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 The two dimensional DCT of an M x N size image f(x, y) is defined as 
follows: 
           
    ∑ ∑       
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      (3-1) 
and the inverse transform is defined as: 
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(3-3)  
 In this work, the low-frequency (≤ 10) component of images have been 
reduced by multiplying the DCT coefficients with a Butterworth high pass filter 
of order 2 to provide a smooth transition filter. The Butterworth high pass filter 
is defined as [27]: 
       
 
                    
  
 
 (3-4)  
where  
   is the cut-off frequency    and            
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A smooth transition filter was chosen to reduce any ringing artefacts 
that could result from the use of a filter changing abruptly from 0 to 1 at the 
cut-off frequency of 10. The effect of applying such a filter in the DCT domain 
to some typical corneal images is shown in Figure 3.2, and it can be seen 
that non-uniform illumination, when present, is greatly reduced.  
 
 
Figure 3.2 (A) Original Images. (B) Results of applying the DCT based filter 
described in the text. 
 
 
The cut-off frequency of 10 has been chosen, although the exact value 
is not critical, because it provides subjectively better visualisation results than 
the other cut-off frequencies tried. Figure 3.3 illustrates the difference 
between using cut-off frequencies 2, 4, 6 and 10 to different layers of the 
cornea. 
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Figure 3.3 (A) Original Images. (B) Results of applying the DCT with cut-off 
frequency of 2. (C) Results of applying the DCT with cut-off frequency of 
6. (D) Results of applying the DCT with cut-off frequency of 10 
 
3.3.3 Smoothing and Contrast Standardising Images  
All corneal images are inherently noisy due to factors associated with 
image formation. This is more apparent in darker images in a sequence, after 
they have been contrast stretched to make their contrasts similar to the other 
images in the sequence. In order to reduce the noise present in an image, 
which also inevitably introduces a certain amount of blurring of edges and 
details, the Gaussian filter method is used to smooth the image and control 
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the amount of detail lost. This is an image smoothing technique widely used 
in medical imaging and in the enhancement and analysis of image structures 
at diverse scales [31]. Equation (3-5) defines the 2D Gaussian Kernel 
         
 
    
   
   
    
(3-5)             
where r2 = x2 + y2 and the standard deviation σ determines the width of 
Gaussian Kernel. Larger values of the standard deviation result in larger 
spatial filter dimensions and produce greater image smoothing. The 
implementation of Gaussian kernel smoothing is straightforward. The value of 
a pixel in the filtered image is obtained by calculating the average of the 
pixels in its neighbourhood in the original image, weighted by the Gaussian 
kernel. The standard deviation and corresponding spatial extent of the 
Gaussian Kernel defines the size of the neighbourhood. The Gaussian filter 
could of course also be applied in the frequency domain. 
In this work corneal images were smoothed by applying Gaussian 
filtering with σ = 2.2 and the image contrast was standardised by applying a 
linear contrast stretch between two specified image intensities. The areas 
under the histogram, between zero intensity and these two intensities, 
correspond to 0.1% and 99.9% of the total histogram area. Figure 3.4 shows 
sample results of applying the method and the standardised images are 
clearly more uniform in contrast than the originals. 
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Figure 3.4 (A) Original Images. (B) Result of Gaussian filtering and contrast 
standardisation as described in the text 
3.3.4 Binarizing Images  
Thresholding is the simplest approach to transforming images and to 
segmenting image into foreground and background objects. The resulting 
binary image is easier to analyse than the greyscale original and is made use 
of in the later classification and segmentation parts of the research. . 
Thresholding converts grey-level images to binary ones by turning all pixels 
with values less than or equal to a specified threshold to zero and the rest to 
one. A global threshold value can be applied to the whole image or a variable 
threshold value can be applied locally depending on the application. Often 
the image histogram is used to determine the best value for the threshold 
[27, 32].                             
In this work, Otsu’s method is used to automatically choose a global 
threshold using the image histogram to convert grey-level corneal images to 
binary images [27, 32, 33]. The basic idea of this approach is to calculate the 
threshold value which minimizes the within class variance of two classes of 
pixels separated by the threshold value. Figure 3.5 shows some sample 
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images, their histograms and the results of applying Otsu’s threshold method 
to Gaussian smoothed images. The resulting binary images are so strongly 
influenced by non-uniform illumination that the natures of the images are only 
apparent over small parts of the images. Pre-processing by DCT filtering and 
contrast standardisation improves this enormously, as can be seen in Figure 
3.7. 
 
Figure 3.5 (A) Original Images. (B) Histogram of each image. (C) Results 
from Otsu’s Threshold method. 
3.3.5 Combining Different Methods of Pre-Processing 
One of the purposes of the work in this chapter is to automatically 
identify the layer that a given confocal microscope corneal image belongs to. 
The performance of the identification process would be expected to depend 
on the processed state of the source image but pre-processing images has a 
time overhead. In order to assess any trade-offs between pre-processing 
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time and identification performance four pre-processing combinations are 
defined in the following subsections, in addition to using the original images, 
for subsequent use at the classification stage described in Section 3.5.  
3.3.5.1 DCT Filtering, Gaussian Smoothing and Contrast 
Standardisation 
The combination of pre-processing operations applying DCT filtering 
to reduce non-uniform illumination, then Gaussian smoothing to reduce noise 
and then contrast standardization, produces a result with more uniformity of 
appearance across the resulting output images which should be helpful to 
clinicians viewing the images. Examples of endothelium, stroma and 
epithelium images processed in this way are shown in Figure 3.6. In the 
processed images details towards the left and right image edges are more 
visible than in the source images. Also the nerve fibres visible in the right 
hand epithelium images are brighter in the processed version than in the 
original.
 
Figure 3.6 (A) Original Images. (B) Result of DCT filtering, Gaussian filtering 
and contrast standardization. 
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3.3.5.2 DCT Filtering, Gaussian Smoothing, Contrast Standardisation 
and Otsu Thresholding 
The result of applying Otsu Thresholding to the pre-processed images 
shown in Figure 3.6 can be seen in Figure 3.7. Certainly to the eye, the 
binary results retain the characters of the original images over most of the 
images, unlike the images in Figure 3.5 (C). 
 
 
Figure 3.7 (A) Original Images. (B) DCT filtering, Gaussian smoothing, 
contrast standardisation and Otsu thresholding. 
 
3.3.5.3 DCT Filtering and Otsu Thresholding 
Figure 3.9 show the results of applying DCT filtering and Otsu 
thresholding to the previous source images. The resulting binary images 
clearly retain the characters of the original images, much like those in Figure 
3.7 where Gaussian smoothing and contrast standardisation has been 
included. Comparing figures 3.7 and 3.9, the omission of contrast 
standardisation in Figure 3.9 does not seem significant and in fact the 
originally dim nerve fibre near the right hand edge in the epithelium image of 
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Figure 3.6 is visible in Figure 3.9 but missing in Figure 3.7. On the other 
hand, the dark background structures present in the original images, are 
much more visible in Figure 3.9 compared with Figure 3.7, particularly in the 
epithelium image in the regions between the nerve fibres.  
Figure 3.10 shows, in one place, the results of the three previous 
combinations of pre-processing operations as well as four others: DCT alone; 
Gaussian smoothing and contrast standardization; Otsu Thresholding; 
Gaussian smoothing, contrast standardization and Otsu Thresholding. Notice 
that the images shown in Figure 3.10 are not the same as the ones shown in 
Figures 3.2 to 3.9. The images in Figure 3.10 are (Subject3_03, 
Subject2_052 and Subject3_116) and the images in figures 3.2 to 3.9 are 
(Subject2_04, Subject1_016 and Subject3_115). This is the reason for the 
differences in appearances of images in figures 3.2 to 3.9 and 3.10 
 
Figure 3.8 (A) Original Images (B) Result from applying DCT filter and Otsu’s 
Threshold method 
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Figure 3.9 Results. Each row shows from the left an endothelium, a stroma and an 
epithelium image after 7 combinations of pre-processing operations are applied to 
the originals. (A) No pre-processing. (B) DCT Filtering. (C) Gaussian filtering and 
contrast standardisation. (D) Otsu thresholding. (E) DCT Filtering, Gaussian filtering 
and contrast standardization. (F) Gaussian filtering, contrast standardization and 
Otsu thresholding. (G) DCT Filtering and Otsu thresholding. (H) DCT Filtering, 
Gaussian filtering, contrast standardization and Otsu thresholding 
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Inspecting the rows of images shown in Figure 3.10 it can be seen that 
rows C and D show significantly more detail than the original images in row A 
and would be expected to be more useful to clinicians. On the other hand, for 
subsequent use in classifying images into the appropriate layers and image 
segmentation some of the other images could be more useful. Although not 
useful for visual interpretation, rows D and F might be useful for classification 
without the time overhead associated with DCT filtering. 
 
3.4 Texture Analysis  
3.4.1 Introduction  
The use of texture research in computer vision is the development of 
computational methods for extracting visual information and automated 
understanding of the image’s content though the properties of the textures 
within images. In image analysis, texture information can be an important 
element in applications involving the segmentation of regions and objects 
and their subsequent classification and recognition.  
There is no precise definition of image texture; it is a very fuzzy 
concept because natural textures are represented in many different ways 
and have diverse properties, which are difficult and sometimes impossible 
to describe in a unified way. A general way of describing the textural 
appearances of objects are as complex visual entities composed of 
primitive sub-patterns, which have characteristics: brightness, colour, slope, 
size, etc. In image processing, the analysing the properties of sub-patterns 
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in images allows us to extract information about texture as a whole such as 
uniformity, density, smoothness, fineness and granulation. 
Texture analysis is used in four main topics: feature extraction, texture 
discrimination, texture classification and shape from texture. For any of 
these the first step is the extraction of primitive information. The resulting 
information is then used as data for the subsequent texture analysis. The 
authors of references [27, 34] have divided the approaches to texture 
analysis into two main categories:  
Structural approaches   
Well-defined primitives are used to represent the texture, which is 
considered to consist of many texture items (Texels) organised according to 
some placement rules. The structural properties (area, perimeter, 
eccentricity, direction, elongation, magnitude, compactness, etc.) of textures 
can be easy realized through human observation. The main advantage of 
these approaches is that they provide a characterization of the image that is 
understandable for humans. On the other hand, natural image textures do 
not exhibit completely regular patterns and it is difficult to automatically 
extract Texel’s from a texture [34-36]. 
Statistical approaches 
Statistical approaches usually obtain differentiation indexes for 
different textures more easily than structural approaches. In this approach, 
describing the texture is based on a collection of statistics of the relationships 
between grey-level values in the image and the properties controlling or 
systemising their distribution in the image [34-36]. 
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In this work, statistical approaches are used for textural analysis 
following its wide use for medical image classification [36]. Four different 
statistical categories were selected for textural analysis as described in the 
following four subsections. 
 
3.4.2 First-Order Histogram 
The first order histogram calculated from the grey-level values is 
simply a summary of the distribution of individual pixels values in each region 
of the image and does not take account of their spatial distribution in the 
regions of the image. Six features, as listed in Table 3.1, were computed 
from the first-order histogram to describe a primitive texture cell [37-40].  
 
Table 3.1 The First-Order features 
Feature Description Formula 
Mean Average of grey level µ=∑             
Variance Average of contrast  
  ∑          
 
   
 
Skewness Third moment 
 
  
∑   
 
   
        
Kurtosis 
Relative smoothness of 
the intensity 
 
  
∑      
 
   
       
Entropy Randomness  ∑              
 
   
 
Energy Uniformity ∑      
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where     =
    
 
  ;              ,       is the intensity histogram of the image 
region and   is total of pixels (number of rows x number of columns) in the 
image region. 
 
3.4.3 Second-Order Histogram  
Second-order statistical features are based on Grey Level Co-
occurrence Matrices (GLCM). GLCM analysis is based on the definition of 
the joint probability distribution hd(  ,  ) of pairs of pixels i, j. The hd(  ,  ) 
matrix is an estimate of the joint probability Pd(  ,  ), of two pixels, separated 
by a distance d in a direction  (0º, 45º, 90º and 135º), having co-occurring 
values   and     [36-38, 40, 41], as shown in Figure. 3.11. The          element 
in the matrix hd(  ,  ) is defined as the number of times in the image region 
that 
                             
Where                                    
 
 
 
 
                              
 
                                         
 
pixel of interest 
 
 
Figure 3.10 The offset values that specify common angles which are used in 
calculating GLCM (d is the distance between two pixels) 
135⁰[-d,-d] 
45⁰[-d, d] 
0⁰[0, d] 
90⁰[-d, 0] 
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The value of the distance d is decided according to texture type; a 
small value for fine textures and a large value for coarse textures [37]. The 
second-order features shown in Table 3.2 are calculated from the GLCM [42, 
43]. In this work the image region over which the feature values are 
calculated are the full image. 
Table 3.2 The second-order features 
Feature Formula Feature Formula 
Contrast ∑ ∑     
       
 
   
 
   
 
Correlation 
∑ ∑
             
    
 
   
 
   
 
Energy ∑ ∑          
 
   
 
   
 
Homogeneity 
∑ ∑
      
       
 
   
 
   
 
Entropy  ∑ ∑          
         
 
   
 
   
 
Mean of row 
∑ ∑        
 
   
 
   
 
Absolute 
value 
∑ ∑            
 
   
 
   
 
Standard 
deviations of 
row 
∑ ∑             
 
   
 
   
 
Inverse difference moment ∑ ∑
      
        
 
   
 
   
 
 
Where 
        is the probability of pixel pairs that have displacement d, displacement 
direction  and   is the maximum possible grey value, 
-            are the average values in the   and    directions, and are 
defined by 
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-     ∑ ∑         
 
   
 
          and        ∑ ∑         
 
   
 
   , 
(3-6) 
-           are the corresponding standard deviations, and are defined 
by 
    ∑ ∑               
 
   
 
   
 
(3-7) 
    ∑ ∑               
 
   
 
   
 
(3-8) 
In this work, the values 7, 9, 11, 13, 15, 17 and 21 have been chosen 
for d and the values 0º, 45º, 90º and 135º have been chosen for θ. This gives 
28 texture measures for each of the nine features in Table 3.2 and the values 
of these have been averaged to give nine resulting feature values for contrast 
through to inverse difference moment. 
 
 
 
 
 
 
 
 
 
   
50 
 
3.4.4 Laws’ Texture Energy Measures  
Laws’ Texture Energy Measures (TEM) are obtained from three simple 
3-vectors for local calculations of averages (L3= [1 2 1]), edges (E3= [-1 0 
1]), and spots (S3= [-1 2 -1]). The following 5-vectors are obtained by 
convolving pairs of these 3-vectors:  
L5 (Level)   L3L3 = [1 4 6 4 1] 
E5 (Edge)   L3E3 = [-1 -2 0 2 1] 
S5 (Spot)   L3S3 = [-1 0 2 0 -1] 
R5 (Ripple)   S3S3 = [1 -4 6 -4 1] 
W5 (wave)   -E3S3 = [-1 2 0 -2 1] 
A total of 25 5x5 kernel masks are generated by pre-multiplying these 
5-vectors with their transposes. All but one of the resulting twenty five 5x5 
kernel masks are zero-sum and the exception is L5×L5. The combination 
W5×L5 is shown as an example. 
  5×L5 = 
[
 
 
 
 
  
 
 
  
 ]
 
 
 
 
  x         = 
[
 
 
 
 
          
      
     
           
     ]
 
 
 
 
 
Images are convolved with a 2D Laws’ kernel mask to obtain a 
corresponding texture filtered image, in the form of a greyscale image.  The 
filtered image’s texture Energy Measure (TEM) [27, 43-45] is calculated by 
averaging the pixel values in a 15 x 15 window around each pixel as follows.   
       ∑ ∑         
   
     
   
     
 
(3-9) 
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For the work described in this thesis, 14 different texture features were 
extracted as follows: 
E5L5, S5L5, W5L5, R5L5, E5S5, E5E5, E5R5, E5W5, S5R5, S5W5, S5S5, 
W5R5, W5W5, R5R5. 
 
3.4.5 Grey Run-Length Matrix  
The Grey Run Length matrix (GRLM) is a statistical approach to 
describing the texture information of a grey level image region which 
depends on intensity value   (either a specific value or a range of values), 
length   and direction θ [46]. The 2-D GRLM matrix element          records 
the number of times that the region contains a run of length   , the direction θ 
(0º, 45º, 90º, 135º), consisting of pixel intensity value    [36, 43, 46] each 
chosen direction θ, generates a different GRLM matrix. The example below 
shows a 4 x 4 image region, and different GRLM matrices calculated 
depending on intensity value  , length    and direction θ. 
 
 
Image matrix = [
    
    
    
    
] 
GRLM for 0º = [
    
    
    
    
]       GRLM for 45º = [
    
    
    
    
] 
GRLM for 90º = [
    
    
    
    
]   GRLM for 135º = [
    
    
    
    
] 
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Table 3.3 shows the GRLM features measured with this approach. In 
this thesis, to reduce the time of processing, and because using all grey-
level intensities will provide large numbers of small run-length values in 
the run-length matrix, the grey levels grouped by used number of grey-
level run matrix G=16, which are enough to provide a good differentiation 
or segregation of texture values for 8-bit grey-level images  [47] . By using 
grey-level run matrix, 16 different GRLM texture were computed for each 
image, by using four different textures, measures were extracted (SRE, 
LRE, GLN and RLN) for four different directions. 
 
 
 
Table 3.3 The Grey level Run length Features where G is the number of grey 
levels in the image, R is the number of different run lengths which 
exist[46]. 
Short Runs Emphasis       ∑ ∑
      
  
 
   
 
   
 ∑ ∑       
 
   
 
   
 
Long Runs Emphasis       ∑ ∑  
          ∑ ∑       
 
   
 
   
 
 
   
 
   
 
Grey Level Non-
uniformity 
    ∑ (∑       
 
   
    ∑ ∑       
 
   
 
   
 
   
 
Run Length Non-
uniformity 
    ∑ (∑       
 
   
   ∑ ∑       
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3.5 Image Classification 
3.5.1 Introduction 
As mentioned in section 3.1, there are many challenges in making use 
of corneal images obtained from a confocal microscope. One of these is that 
the corneal layers cannot always be correctly specified using the image 
sequence information, due to movements of the eye during the image 
capturing process. Also, some of these images are very dark, distorted, or 
completely blank. Automatic image classification is one operation which 
could aid the use of such images and Figure 3.12 shows the desired output 
of a classification system applied to a sequence of images. The classified 
images may not yet be in the correct order, but at least they are all of the 
same type, ready for re-ordering. 
 
 
 
 
 
Figure 3.11 The desired result from the classification system 
 
 
 
 
   
54 
 
This section is concerned with combining an ANN technique, statistical 
approaches and different pre-processing of images. The aim is to provide a 
technique able to classify the corneal images into epithelium, stroma and 
endothelium layers, using information contained within the images.  
 
3.5.2 Artificial Neural Network Structures 
Artificial Neural Networks (ANNs) are a computational paradigm that is 
biologically inspired by the human brain [48, 49]. ANNs are similar to the 
human brain in two main ways. Firstly, a learning process is the source and 
the way to acquire knowledge. Secondly, the acquired knowledge is stored in 
neural synaptic weights. The practical importance of ANNs is that they can 
automatically approximate nonlinear mathematical functions, which is a very 
important ability when the relationships between the variables are complex or 
not known [49, 50]. 
As a result of the ANN’s ability to adaptively learn from information 
provided, appropriate learning algorithms have been devised with the 
capability of cognitive development and improvement according to the 
diversity and the changing content of the information used. Also their 
capability of optimising the relationship between the input data and the output 
information is achieved through training [48].  
ANNs are widely used as tools for classification purposes and forecast 
problems in application categories such as: engineering, finance and 
accounting, health and medicine, etc. In health and medicine applications, in 
particular, ANNs have been found to provide powerful classification 
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capabilities for overall classification results and individual group 
classifications [50]. 
There are a number of ANNs topologies, including feed-forward neural 
networks (FNNs), feed-back neural networks, radial basis function networks, 
and Cascade correlation neural networks (CCNNs) [51]. In this work, FNN 
and CCNN topologies have been investigated for corneal image 
classification. Although FNNs have proven to be powerful ANNs and are one 
of the most common approaches used for classification and regression 
problems [48-51]; they are not ideal in this work on account of the long-
time required for training using the back-propagation approach. The 
CCNN approach, on the other hand, in general gives results very close to 
the FNN approach and has the advantages that: (1) the training can be 
very quick; (2) the approach is self-organising and determines its own 
network size (number of layers and neurons)[52, 53]. 
 
3.5.3 FNN Structure 
The architecture of FNNs is based on layers of neurons, with each 
neuron connected directly, via transfer functions, biases and weights, to the 
neurons in the neighbouring layers. As the information is processed, it 
passes from the input layer, through the hidden layer(s) to the output layer. 
Generally, FNNs are trained by supervised learning using the back 
propagation algorithm, to dynamically alter the weight and bias values of 
each neuron in the network. The back propagation algorithm works through 
repetitively changing the values of the connection weights for neurons based 
on the differences between the real output values of the network compared to 
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the target output values; the gradient descent algorithm is used to calculate 
the actual modifications to the weights. By using multilayer FNNs, the outputs 
from non-linearly separable data can be made to match training patterns [51, 
54].  
 
3.5.4 CCNN Structure 
The architecture of a CCNN consists of three types of layer: input 
layer, hidden layer(s) and an output layer. In the basic CCNN, hidden 
neurons are added one at a time, connected to all inputs and other hidden 
neurons, trained, and then their connections do not change when further 
hidden neurons are added. The result is that each hidden layer consists of a 
single neuron and possibly a very deep network with large fan-in on the 
individual neurons. The learning algorithm begins by connecting all the inputs 
directly to the outputs and then training the network. Then, each hidden 
neuron is added individually and is connected to all inputs and existing units 
but not the outputs. The connection weights are iteratively optimised, to 
maximise a residual error based correlation, and then fixed before the neuron 
is connected to the outputs, and the output connections trained. Further 
hidden neurons are added in a similar manner until the residual error is 
deemed acceptable. A more complete description of the CCNN architecture 
can be found in reference [55].  
 
3.5.5 Validation  
In the application of both FNNs and CCNNs, a cross-validation 
approach is used, which divides the data under investigation into two subsets 
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so that the neural network can be trained on one subset and tested on the 
other. To reduce the risk of over-fitting, the algorithm is applied repeatedly on 
randomly sub-sampled validation data. Each time prediction performance 
measures are determined for both training and testing subsets.  Finally, by 
calculating the averages of all the results; the overall prediction performance 
can be obtained for all data. In this work, the CCNN are applied as follows: 
(1) divide the input data randomly into two subsets, 80% as a training dataset 
(input data along with their corresponding classes) and 20% as a testing 
dataset (just input data); (2) train the ANN by feeding the learning algorithm 
with data from the training set; (3) once the ANN has been trained, the 
learning algorithm is fed with the testing dataset in order to predict their 
classes; (4) to determine the prediction performance measures, the algorithm 
compares the predicted classes with the known correct  classes. This 
procedure, for an ANN with 5 - 20 hidden nodes, is repeated 10 times.  For 
use in this process, the data is normalised by representing each image 
property measurement by a value in the range of 0.1 to 0.9 and the classes 
are specified as 0.9 for in-class and 0.1 for not in-class. The flow chart in 
Figure 3.13 illustrates the training and testing algorithm used in this work. 
 
3.5.6 Prediction Performance Evaluation 
In this work, a threshold value of 0.5 of the mean of the predicted 
events is used to determine the class of the outputs 0.9 (for values ≥ 0.5) or 
0.1 (for values < 0.5). In the present work there are three classes: Epithelium, 
Stroma and Endothelium. By comparing the predicted outputs with the known 
correct outputs, the prediction performance of the learning algorithm is 
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evaluated using the measures defined in Table 3.4, based on True Positive 
(TP), False Positive (FP), True Negative (TN), and False Negative (FN) 
values, which are defined as follows: 
 
 TP indicates that the image is correctly predicted to belong to a class   
 FP indicates that the image is falsely predicted to belong to a class  
 TN indicates that the image is correctly predicted to not belong to a class   
 FN indicates that the image is falsely predicted to not belong to a class  
 
Table 3.4 The performance measures calculated for ANNs 
Description Formula Description Formula 
True Positive Rate 
(TPR)     
  
     
 
False Positive 
Rate (FPR)     
  
     
 
True Negative Rate 
(TNR) (Specificity)     
  
     
 
Standard 
Deviation of 
the Accuracy 
(STD) 
    √
 
 
∑   
 
   
      
 
Positive Predictive 
Value (PPV)     
  
     
 
Negative 
Predictive 
Value (NPV) 
    
  
     
 
False Discovery 
Value (FDR)     
  
     
 
  
Accuracy (ACC) 
 
    
     
             
 
 
 
 
   
59 
 
  
 
Figure 3.12 Flowchart for training and testing the CCNN algorithm applied 
in this work 
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3.6 Experimental Results 
In this work, the classification of the images included a pre-processing 
stage, a feature extraction stage and then the classification stage as 
indicated in Figure. 3.14. All stages were implemented using MATLAB. 
 
Figure 3.13 The main steps of the classification algorithm 
 
 
Features for classification were extracted from the central 477477 
pixel regions of images, because the outer parts of the original images 
tended to be dark and noisy as can be seen in the examples in Figure. 3.1. A 
CCNN was used to classify the corneal images into three classes 
(Endothelium, Epithelium and Stroma). The inputs used for the neural 
network were the statistical features (FOS, GLCM, TEM and GRLM) 
extracted from the set of images specified in section 3.2. The classification 
involved three steps: 
a) Select sample images from subjects 1, 2 and 3 comprising 9 
Endothelium, 30 Epithelium and 45 Stroma images and extract 32 
different types of feature data by combining the eight types of pre-
processing with the four statistical measures as specified in section 
3.4. 
b) Divide the image data into two sets with 80% of the data used to train 
the neural networks with numbers of hidden nodes ranging from 5 to 
20.  
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c) Use the remaining 20% of the data to test each trained neural 
network 10 times and calculate the measures defined in Table 3.4: 
True positives rate (TPR), False positives rate (FPR), True negatives 
rate (TNR), Positive predictive value (PPV), Negative predictive value 
(NPV), False discovery rate (FDR) and Accuracy (ACC).   
 
The standard deviation (STD) of each measure was also calculated to 
monitor the variation in the results. Space precludes showing all the results 
but tables 3.5 to 3.8 give sample sets of performance measures for different 
numbers of hidden nodes. 
 
 
 
Table 3.5 One of the 32 sets of results applying ANN classification with FOS 
measures extracted from images filtered using DCT Filter.  
Hidden 
Node 
TPR FPR SPC PPV NPV FDR ACC STD 
5 0.916 0.045 0.955 0.922 0.957 0.078 0.941 0.062 
6 0.88 0.11 0.89 0.839 0.921 0.161 0.888 0.058 
7 0.934 0.168 0.832 0.746 0.956 0.254 0.865 0.096 
8 0.757 0.095 0.905 0.867 0.885 0.133 0.865 0.104 
9 0.902 0.12 0.88 0.833 0.943 0.167 0.888 0.098 
10 0.802 0.071 0.929 0.903 0.871 0.097 0.876 0.081 
11 0.854 0.048 0.952 0.908 0.906 0.092 0.906 0.101 
12 0.834 0.065 0.935 0.887 0.913 0.113 0.9 0.056 
13 0.896 0.137 0.863 0.784 0.928 0.216 0.871 0.046 
14 0.861 0.095 0.905 0.846 0.914 0.154 0.876 0.09 
15 0.802 0.149 0.851 0.742 0.873 0.258 0.824 0.136 
16 0.829 0.137 0.863 0.776 0.896 0.224 0.847 0.063 
17 0.907 0.061 0.939 0.893 0.949 0.107 0.924 0.056 
18 0.986 0.095 0.905 0.844 0.991 0.156 0.924 0.111 
19 0.912 0.105 0.895 0.78 0.956 0.22 0.894 0.067 
20 0.871 0.132 0.868 0.82 0.912 0.18 0.865 0.1 
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Table 3.6 One of the 32 sets of results applying ANN classification with 
GLCM measures extracted from original images thresholded using the 
Otsu method  
Hidden 
Node 
TPR FPR SPC PPV NPV FDR ACC STD 
5 0.928 0.051 0.949 0.898 0.96 0.102 0.941 0.073 
6 0.986 0.028 0.972 0.961 0.991 0.039 0.976 0.041 
7 0.919 0.013 0.988 0.986 0.944 0.014 0.959 0.074 
8 1 0.009 0.991 0.986 1 0.014 0.994 0.019 
9 0.975 0.031 0.969 0.936 0.993 0.064 0.971 0.057 
10 0.988 0.129 0.871 0.806 0.99 0.194 0.912 0.057 
11 0.971 0.024 0.976 0.946 0.981 0.054 0.971 0.05 
12 0.94 0.019 0.981 0.973 0.978 0.027 0.971 0.042 
13 0.968 0.035 0.965 0.969 0.982 0.031 0.971 0.042 
14 0.975 0.015 0.985 0.955 0.992 0.045 0.982 0.04 
15 1 0.026 0.974 0.955 1 0.045 0.982 0.04 
16 0.949 0.01 0.99 0.983 0.962 0.017 0.971 0.064 
17 0.986 0.014 0.986 0.96 0.991 0.04 0.982 0.04 
18 0.945 0.051 0.949 0.936 0.936 0.064 0.941 0.062 
19 0.969 0.017 0.983 0.963 0.981 0.037 0.976 0.03 
20 0.986 0.031 0.969 0.959 0.991 0.041 0.976 0.03 
 
 
 
 
Table 3.7 One of the 32 sets of results applying ANN classification with TEM 
measures extracted from original images  
Hidden 
Node 
TPR FPR SPC PPV NPV FDR ACC STD 
5 0.907 0.062 0.938 0.912 0.947 0.088 0.924 0.068 
6 0.821 0.152 0.848 0.696 0.912 0.304 0.841 0.088 
7 0.818 0.121 0.879 0.823 0.908 0.177 0.871 0.091 
8 0.868 0.09 0.91 0.84 0.93 0.16 0.894 0.091 
9 0.872 0.07 0.93 0.893 0.906 0.107 0.906 0.057 
10 0.83 0.146 0.854 0.795 0.904 0.205 0.853 0.069 
11 0.867 0.064 0.936 0.899 0.913 0.101 0.9 0.068 
12 0.933 0.071 0.929 0.902 0.948 0.098 0.929 0.046 
13 0.796 0.11 0.89 0.811 0.882 0.189 0.853 0.084 
14 0.771 0.107 0.893 0.791 0.883 0.209 0.853 0.084 
15 0.881 0.047 0.953 0.923 0.949 0.077 0.935 0.065 
16 0.787 0.067 0.933 0.895 0.88 0.105 0.876 0.065 
17 0.821 0.072 0.928 0.905 0.887 0.095 0.888 0.094 
18 0.878 0.064 0.936 0.865 0.938 0.135 0.912 0.08 
19 0.881 0.075 0.925 0.88 0.951 0.12 0.912 0.105 
20 0.943 0.123 0.877 0.802 0.971 0.198 0.9 0.083 
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Table 3.8 One of the 32 sets of results applying ANN classification with 
GRLM measures extracted from images DCT filtered, Gaussian 
smoothed, contrast standardised and Otsu thresholded.  
Hidden 
Node 
TPR FPR SPC PPV NPV FDR ACC STD 
5 0.855 0.075 0.925 0.873 0.908 0.127 0.894 0.067 
6 0.805 0.081 0.919 0.901 0.874 0.099 0.871 0.135 
7 0.788 0.042 0.958 0.886 0.901 0.114 0.9 0.062 
8 0.738 0.083 0.917 0.881 0.818 0.119 0.835 0.103 
9 0.78 0.043 0.957 0.908 0.865 0.092 0.882 0.055 
10 0.78 0.05 0.95 0.877 0.884 0.123 0.882 0.078 
11 0.87 0.044 0.956 0.939 0.905 0.061 0.918 0.104 
12 0.831 0.058 0.942 0.871 0.899 0.129 0.894 0.099 
13 0.845 0.078 0.922 0.881 0.9 0.119 0.888 0.076 
14 0.698 0.036 0.964 0.916 0.866 0.084 0.876 0.052 
15 0.811 0.053 0.947 0.929 0.892 0.071 0.9 0.062 
16 0.804 0.07 0.93 0.881 0.876 0.119 0.876 0.125 
17 0.863 0.031 0.969 0.894 0.925 0.106 0.924 0.074 
18 0.809 0.065 0.935 0.885 0.883 0.115 0.882 0.062 
19 0.792 0.064 0.936 0.851 0.91 0.149 0.888 0.085 
20 0.893 0.113 0.887 0.806 0.946 0.194 0.888 0.081 
 
 
Tables 3.5 to 3.8 give one set of performance measures for different 
numbers of hidden nodes. It can be seen that the accuracy ranges from 
0.824 to 0.994, with best accuracy (and other measures) achieved with 8 
hidden nodes. Table 3.9 summarises the best accuracy results from ANNs 
with different numbers of hidden nodes for each of the 32 combinations of 
pre-processing methods and types of extracted features. The first four 
columns of the results in Table 3.9 apply to grey scale images and the 
second four columns of results apply to binary images. It is worth noting that 
GLCM gave the highest accuracy in the majority of cases in Table 3.9. The 
best classification accuracy of 0.994 was obtained for the optimised ANN 
with 8 hidden nodes combined with OTSU pre-processing and with the 
GCLM texture measure, with TPR=1.00, FPR=0.009, SPC=0.991, 
PPV=0986, NPV=1.00, FDR=0.014, and standard deviation 0.019. 
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Table 3.9 Summary of the best average accuracies of ANNs for each 
combination of pre-processing and type of feature 
 
 
 
 
To validate the different methods of classification, the optimised ANN 
from each method was used to classify a collection of 72 images (7 
Endothelium, 35 Stroma, and 30 Epithelium) from the Tennent Institute of 
Ophthalmology.  The best results, reported in Table 3.10, were obtained from 
the trained neural network combined with DCT filtering, Gaussian smoothing, 
contrast standardization with Otsu threshold and with the GCLM texture 
measure. The result was an overall accuracy of 97.22% with just two Stroma 
images misclassified as Epithelium. These results, with 100% of 
Endothelium, 97.22% of Stroma and 100% of Epithelium images correctly 
classified, are better than the results of previous work (84% correctly 
classified as Stroma) [59]. It should be kept in mind that different image sets 
were used in the two works. 
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Table 3.10 Result of classification performed using the combination of DCT 
filtering, Gaussian smoothing, contrast standardisation, Otsu threshold 
with GCLM texture measure on the validation image set. 
Corneal Layers Classification Percentage 
Epithelium (n=30) 
Epithelium 97.22% 
Stroma 2.77% 
Endothelium 0.00% 
Stroma (n=35) 
Epithelium 0.00% 
Stroma 100% 
Endothelium 0.00% 
Endothelium (n=7) 
Epithelium 0.00% 
Stroma 0.00% 
Endothelium 100% 
 
3.7 Summary and Conclusions 
A confocal microscope provides a sequence of images at different 
depths of the various corneal layers from which Ophthalmologists can extract 
clinical information on the corneal status. However, there are difficulties 
encountered during the automatic analysis of images which are non-
uniformly illuminated, noisy and sometimes dark or out of the expected 
anatomical sequence. Automatic classification of the corneal images into 
their appropriate layers is useful to enable subsequent enhancement tailored 
to the characteristics of each layer and to aid registration of similar images. 
Therefore in this chapter, different types of pre-processing have been 
applied and tested. The combination of DCT filtering (to reduce non-uniform 
illumination), Gaussian smoothing (to reduce noise) and contrast 
standardization, produces a visually pleasing result with more uniformity of 
appearance across the resulting output images. On the other hand, the best 
approach to transforming images into foreground and background objects 
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has been found through applying Otsu thresholding on the result of 
combining DCT filtering, Gaussian smoothing and contrast standardisation. 
In this chapter, the classification problem is addressed by using an 
ANN and considering four different statistical texture features applied to 
original corneal images and pre-processed images. The best performance 
was achieved with the Otsu thresholding and GLCM texture measure with an 
average accuracy of 99.4% using an ANN with 8 hidden nodes. This result 
was obtained by training and testing the ANN on 84 corneal images. This 
best ANN also gave good performance (only one image misclassified) when 
applied to another set of 72 images. We can observe from the results given 
in Table.3.9 that the GLCM texture measures provide the best performance 
in the majority of the cases. The results may be less sensitive to the use of 
the DCT filtering because our system extracted the features from the middle 
part of the image, as mentioned in section (3.6).  
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CHAPTER FOUR 
4 IMAGE REORDERING  
4.1 Introduction 
The ConfoScan 4 confocal microscope used in the current study 
operates with a gap (1.2 - 1.8 mm) between the objective lens and the 
surface of the cornea (Epithelium surface) as shown in Figure 4.1. It can 
optionally incorporate a z-ring adapter detachable contact element, as 
indicated in Figure 4.2, which removes the gap between the objective lens 
and the surface of the eye. Contact between the z-ring and the cornea is 
maintained with a small constant force, so the z-ring and objective lens 
moves with the movement of the cornea in an anterior-posterior direction [12] 
and tends to keep the microscope eyepiece a fixed distance from the cornea. 
This increases image stability to give a more precise location along the z-axis 
through measuring the position of each frame along the z-axis and providing 
a sequence of images in the correct order [13, 56].   
 
Figure 4.1 Working distance between 
the lens objective and corneal      
surface [11]  
 
 
Figure 4.2 Z-Ring adapter (z-
CS4) [12] 
. 
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However, not all confocal microscopes are equipped with a z-ring 
adapter. This fact forces us to find a method to sort and reorder a set of 
confocal microscope corneal images in the right sequence. Sorting the 
images in the z-sequence, whether manually or automatically is only possible 
because neighbouring images in the correct sequence have structural 
similarities. The size of each cell in the z direction is larger than the nominal z 
interval between captured images, so that the same objects (cells) appear in 
more than one image. From this observation, we assume that the next image 
in the sequence should be the one that is most similar to the current image. 
The remaining sections are organized as follows. In Section 4.2, the 
sets of images used in this part of the work are specified. Section 4.3 
identifies and describes several different methods used to make image 
comparison measurements. Section 4.4, indicates how images were reduced 
in size to speed-up subsequent processing. Several experiments on 
reordering different sequences of images, with results and evaluation, are 
presented in section 4.5. Finally, a summary and conclusions are presented 
in Section 4.6.   
4.2 The Source Data  
The confocal images used in this part of work were downloaded from 
[13] and consist of a folder of images from each of subjects 1, 2 and 3 
containing sequences of 144, 85 and 127 images respectively, ordered from 
the epithelium to the endothelium.  These images were obtained using a 
ConfoScan 4 confocal microscope (Nidek Technologies) with image field of 
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460x350μm at 40X magnification. The images are of size (768x576) pixel 
and are saved in JPEG format.  In this work we have chosen: 
 
 51 Stroma images from subject 1 in the order 15 to order 65. 
 69 Stroma images from subject 2 in the order 7 to order 75. 
 91 stroma images from subject 3 in the order 7 to order 97. 
 
4.3 Ways Of Comparing Images  
Because of the limited research published on corneal imaging in 
general, this may be the first time someone has addressed the problem of 
reordering corneal images in the right sequence.  As mentioned in Section 
4.1, the idea behind manually or automatically moving images into the correct 
sequence is the structural similarities between neighbouring images. In 
general, images are often compared to assess image quality in comparison 
with a standard and this can be done using both subjective and objective 
measurements. The latter are of interest here and there are two categories of 
objective quality assessment approaches. The first takes into consideration 
the human visual system (HVS) characteristics in an attempt to amalgamate 
perceptual quality measures while the second does not, just using some 
standard statistical measure. The latter measures have two advantages over 
HVS method: (1) they are generally easy to calculate; (2) they are 
independent of viewing conditions and individual observers. The second 
category approaches widely used are mean squared error (MSE), mean 
absolute error (MAE), root mean square error (RMSE), peak signal to noise 
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ratio (PSNR) and Structural Similarity Index Matrix (SSIM) [56]. These quality 
measurements approaches are discussed in the following subsections. 
4.3.1 Mean Square Error approach 
In general the Mean Square Error (MSE), defined in Equation 4-1, is 
used as a signal fidelity measure. Its purpose is to compare two signals by 
providing a quantitative score that indicates the amount of similarity or 
dissimilarity between them. To apply this method requires an undistorted 
image X to compare against the distorted image Y, with N pixels    and       
respectively. The difference              is referred to as the error 
measurement [57]. Images become more similar with smaller values of MSE. 
          
 
 
 ∑         
 
                                              
(4-1) 
Although this approach provides an objective measure of image similarity it 
does not accurately indicate the visual similarity between two images 
because there is no scaling of the image intensity to reflect the human visual 
response.    
4.3.2 Peak Signal to Noise Ratio 
Another error metric technique used to compare two images is the 
Peak Signal to Noise Ratio (PSNR) approach defined in Equation 4-2, where 
     is the maximum possible B-bit pixel value of an image ( 
  - 1). The 
human orientated Decibel (dB) measure is used in the definition of PSNR 
and higher PSNR values indicate closer similarity between two images. 
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(4-2)                     
Although the PSNR is a commonly used measure to compare two images it 
is not the perfect method. When two images are identical, then the MSE will 
be zero and the PSNR will be infinite [58]. 
4.3.3 The Structural Similarity Index Measure 
The authors [71] proposed the indexing approach defined in Equation 
4-3 to measure the structural similarity between two images or image 
regions. This is based on a mixture of three factors: luminance, contrast and 
structure [58]. The value of SSIM lies between [0, 1], where 1 indicates that 
the images are identical.  
           
                   
                        
 
(4-3) 
Where  
                                          
                                  
  
    
                                        
        
     
     
                                                                    
        ; 
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As mentioned in Section 4.1, the next image in a sequence should be 
the one that is most similar to the current one, from the images which are left 
to order. The reordering algorithm is therefore based on finding the image 
with the highest similarity and uses the SSIM approach. The reordering 
implementation is based on the sorting of a one dimensional array, by 
starting with the first image in the sequence as a reference image, finding the 
image with highest value of similarity through calculating the SSIM value 
between the reference image and all the remaining images in the sequence 
pair by pair. Change that images’ position as second image in the sequence 
(after the reference image); and take it as the new reference image and 
compare with the remaining images; and so on. The MATLAB code for the 
SSIM algorithm which is used was downloaded from reference [59].  
This idea has provided good results as will be shown in Section 4.5, 
but it has the significant practical problem, in that it takes a significant amount 
of time to sort a set of images, which is not desired in this type work. To 
reduce time required, the images sizes are reduced as explained in the next 
section. 
4.4 Image Size Reduction 
An image can be reduced in size by resampling on a coarser grid but 
this may result in aliasing artefacts which affect the appearance of the 
reduced size image. To avoid this it is necessary to first smooth the image, 
by applying a low-pass filter, so that the smoothed image contains no spatial 
frequencies higher than half the subsequent sampling rate. A convenient way 
to do this in practice is to use a discrete Wavelet Transform (DWT) which, 
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based on a sub-band coding technique, provides a fast computation of the 
transform. It is not difficult to implement and it reduces the computation time 
and resources required [60, 61].  
The general steps of a 2D DWT algorithm, which preserves all the 
information in the original image, are shown in Figure 4.3. Low-pass and 
high-pass filters are applied to the input signal (image), which doubles the 
amount of data which is corrected by down-sampling by a factor of two.  This 
process is repeated on the low-frequency component, which is half the size 
of the original image to produce a new low-frequency component on quarter 
of the size of the original image, and so on. The process can be reversed to 
recover the original data and modified to achieve image compression [62] but 
here we are only concerned with the resulting smaller sized low- pass filtered 
image.  In this work, the DWT used is implemented by MATLAB [63]. 
 
 
Figure 4.3 The general steps of a 2D DWT algorithm, the H and L indicate 
low and high-pass filtering and the down pointing arrows indicate 
subsampling [61]. 
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4.5 Results and Discussion 
The main steps of this work are indicated in Figure 4.4. To assess the 
method two disordered sequences of images were constructed: 51 Stroma 
images from subject 1 in the new order 015, 030, 022, 027, 041, 020, 021, 
017, 023, 024, 063, 026, 018, 028, 029, 016, 031,... , 036 , 045 , 038 ,…, 040 
, 019, 042, …, 044, 037, 046, …, 062, 025, 064, 065; and 69 Stroma images 
from subject 2 in the new order 007, 012, 009, 010, 011, 008, 013,…, 018, 
030, 020,…, 024, 046, 026, 027, …, 042, 073, 044, 044, 045, 025, …, 072, 
043, 074, 075.  One to four level DWTs, reducing dimensions by up to a 
factor of 16, were applied to the images from each of the disordered 
sequences and the images were then sorted into the correct sequence using 
the SSIM method previously outlined. Table 4.1 summarises the results of 
applying the SSIM method and the advantage of using the DWT to decrease 
the time required to order the sets of images.  
 
 
Figure 4.4 The main steps of the image reordering algorithm. 
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Table 4.1 Comparison of reordering two sets of stroma images by using the 
structure similarity index method, together with applying the discrete 2-D 
wavelet transform method to reduce the image sizes several times. 
 
 
 
 
The same procedure was applied to 91 stroma images from subject 3 
arranged in the new order 007, 012, 009, 010, 011, 008, 013, 020, 015, …, 
019, 014,  .., 030, 077, 090, 033, …, 076, 031, 078, …, 089, 032, .., 097. 
Overall in this case the method failed, although images within sub sequences 
were sorted correctly. It was later found that this failure was associated with 
occasional large lateral shifts of up to about 138 pixels between some pairs 
of images which occurred in subject 3 but not in subjects 1 and 2. It was 
observed from analysing all the data that the SSIM method was successfully 
applied in all cases where the displacement between images was 16 pixels 
or less and failed where the displacement was 29 pixels or more. There were 
no cases of displacements between 16 and 29 pixels to enable this condition 
to be specified more accurately.  
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4.6 Conclusion 
In this work, the problem of automatically reordering the images into 
their correct positions in the sequence has been addressed. An SSIM 
method which compares the structural similarities between the images has 
found to be successful when applied to three different sets of images, 
although the success was partial with the third set. The time required to 
complete the reordering was reduced by a factor of more than 20 by using a 
4 level DWT to reduce the image size. This work has shown that this 
approach can provide correct and fast images reordering providing the lateral 
shift in x, y direction between each pair images is certainly less than 16 pixels 
and possibly less than 29 pixels. 
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CHAPTER FIVE 
5 IMAGE REGISTRATION AND SEGMENTATION 
 
5.1 Introduction 
There are several factors (respiration, cardiac pulse, etc.) which cause 
movements of the cornea in the horizontal and vertical directions relative to 
the confocal microscope. The main objective of this chapter is to complete 
the set of solutions that has been introduced in Chapter 3 and Chapter 4. 
Where the previous chapters have addressed solving the effects of the 
involuntary movements of the subject’s eye during image capture in the 
longitudinal z-axis direction, this chapter addresses the movement of the 
images in the lateral x, y-axis directions. The process of registering two 
similar images is based on finding common features in the images and their 
positions, which will enable a transformation to be found so that the common 
features have the same positions in the transformed versions of the images.  
The process of accurate image registration is very important in general 
and a significant stage in a successful diagnostic system. A new technique 
for the automatic generation of a set of corresponding points from each pair 
of cornea images is introduced in this chapter. The two main objectives in 
this part of the work are: (1) to investigate methods to match sequences of 
corneal images to find the best of these that can be used to automate the 
image registration process; (2) to identify the distinct objects within each 
image and label them consistently between images to help build a 3D model 
representing reality. 
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This chapter is organized as follows: Section 5.2 includes a brief 
review of previous work on image registration, a comparison between the 
SIFT and SURF algorithms, and a list of their weaknesses along with an 
automated method to solve those weaknesses. The extraction and 
identification of the same objects within neighbouring images are presented 
in Section 5.3. Finally, a summary and conclusions are presented in Section 
5.4.  
 
5.2 Image Registration 
In general, image registration is the process of overlaying two or more 
images of a scene which are not aligned (in position, orientation or scale) 
because they were taken from different viewpoints, at different times or using 
different sensors. The process of registering two images is based on finding 
common features in the images which will enable a transformation to be 
found to properly align the images. The image registration procedure involves 
four basic steps: detecting prominent features, matching features between 
images, generating the mapping function, and transforming and re-sampling 
one of the images [64]. 
Estimates made of these movements between neighbouring pairs of 
corneal images by obtaining matching points show that the movements just 
consist of shifts along the x and y axes. In the next section, two methods of 
obtaining corresponding points the Scale Invariant Feature Transform (SIFT) 
[65] and the Speeded-Up Robust Features (SURF) algorithm [66] are 
compared and the strengths and weaknesses of both algorithms determined.  
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5.2.1 Comparisons Between the SIFT and SURF Algorithms 
In order to apply and compare the SIFT and SURF algorithms, an 
implementation of the SIFT algorithm was obtained from [67] and an 
implementation of the SURF algorithm was obtained from [68]. These use the 
parameter values recommended by the authors which are optimised for use 
with wide ranges of images. The aim of making the present comparisons was 
to evaluate the performances of both algorithms on corneal images. For the 
experiments presented here the 51 ordered Stroma images numbered 15 to 
65 from subject 1 were used. Two different amounts of Gaussian noise (10% 
and 20% of maximum image intensity) were added to the images along with 
random (but recorded) shifts along the x and y directions. Figure 5.1 shows 
the results of applying both the SIFT and SURF algorithm, and both correct 
and incorrect matching points can be seen to have been found by both 
algorithms. The incorrect matches are those inconsistent with the majority of 
matches 
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Figure 5.1 Two samples showing correct and incorrect matching points found 
using (A) the SIFT algorithm and (B) the SURF algorithm. 
 
The comparisons between the methods were in terms of the accuracy 
of registration and the time taken to complete the process. The experiments 
were conducted on a Intel® Core™ Duo CPU T6400 @ 2.00 GHz 2.00GHz 
with 4 GB of memory with Type 32-bit Operating System with Windows Vista 
Enterprise operating system. 
Discrepancies between the estimated and true shifts are shown in 
Appendix A - Table A.1. They are few in number so, to make them easier to 
find, they are indicated by shading in two different colours (Cyan for 
differences ≤ 2 pixel) and Pink for differences > 2 pixel).  The performances 
of both methods were assessed by examining all pairs of images. These 
results indicate that the SIFT registration method provides correct and 
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accurate results with this type of images, but it has the big disadvantage that 
it take a long time to complete the process (214.4 s). Although, the SURF 
registration method is faster than the SIFT method (34.3 s), it provides more 
incorrect results; 24 of them are greater than 2 pixels, and 3 are smaller 
differences. One of the priorities in this work is the amount of the time that 
will be needed to complete the process, and as the result shows, the SIFT 
method takes a long time.  
 Two samples of corneal images provided by the Tennent Institute of 
Ophthalmology in Glasgow are shown in Figure 5.2. Inspection of such 
images, found them to be generally darker and noisier than the images used 
in this work [14]. For this reason, different amounts of Gaussian noise were 
added to the data used here, in order to simulate the effect of having darker, 
noisier images and to do more evaluations on the performance of the two 
algorithms. 
  
 
 
     
Figure 5.2 Two dark samples of corneal images from the Tennent Institute of 
Ophthalmology 
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Figure 5.3 Two samples of images with 10% of Gaussian added noise and 
with random shifts along the x and y axes showing correct and incorrect 
matching points found using (A) the SIFT algorithm and (B) the SURF 
algorithm 
 
Two different amounts of Gaussian noise (10% and 20% of maximum 
image intensity) were added to the images with recorded random shifts in the 
x and y directions. Typical results are shown in Appendix A - Table A.2 and 
Figure 5.3 for 10% added noise and in Appendix A - Table A.3 and Figure 5.4 
for 20% added noise. 
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Figure 5.4 Two samples of images with 20% of Gaussian added noise and 
with random shifts along the x and y axes showing correct and incorrect 
matching point found using (A) the SIFT algorithm and (B) the SURF 
algorithm 
 
Through inspecting the results of the comparisons of SIFT and 
SURF presented in Appendix A - Tables A.1, A.2 and A.3, and figures 
5.1, 5.3 and 5.4, some points can be deduced: (1) SIFT provides more 
accurate results than SURF; (2) the noise has a very bad effect on the 
performance of both algorithms, with performance appearing to 
decrease in proportion to the noise; (3) although SURF provides poorer 
results than SIFT it is always faster by between 3 to 6 times; (4) using 
both algorithms in this way with this type of images is not 
recommended. Some of these points were previously mentioned by the 
author and collaborators in [64] for different data. 
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5.2.2 The Challenges and the Problems 
The challenge is to address the weakness of performance of both 
algorithms which have been revealed in the previous tables. Through 
investigating the matching points provided by the SIFT and SURF algorithms, 
and also by inspecting visualisations like those shown in Figures 5.3 and 5.4, 
the common problems with both algorithms were found to be duplicated 
matched points and spuriously matched points.  Figure.5.5 shows some 
samples of false point matches provided by the SIFT algorithm. The next 
section presents a methodology to reduce these two problems. 
 
 
 
 
 
Figure 5.5 Some sample results from applying the SIFT algorithm to corneal 
image Subject1_038 and the same image with 20% of Gaussian added 
noise and with random shifts along the x and y axes 
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5.2.3 An Automatic Algorithm to Improve Performance   
An automated algorithm has been developed to filter the previous 
results to reduce the numbers of spuriously matched and multiply matched 
points and get accurate matching between each pair of images. These use 
the 1D descriptors provided for each matched pair of points for each image, 
which are of dimensions 128 and 64 for the SIFT and SURF algorithms 
respectively. This automated algorithm, shown in Figure 5.6, works on results 
from both the SIFT and SURF algorithms using the following steps: 
o An average matching between each pair of images is obtained by 
calculating the squared Euclidean distance between the matched 
points and choosing the number of matched point that has the lowest 
distances [80], without any duplicate matched points. 
o The extreme deviations are discarded by determining the direction of 
displacement between each pair of images and ignoring coordinate 
matches for points that are matched in other directions. This can be 
achieved by going through the following steps: 
- Calculate     for each matched point coordinates through  
                                  
- Calculate the number of       and the number of      . 
- Ignore the coordinates of matched points with the smallest 
number. 
The SIFT and SURF based registration algorithms incorporating this filtering 
algorithm are called SIFT_Algorithm_2 and SURF_ Algorithm_2 for future 
reference.  
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Figure 5.6 Algorithm for filtering the results obtained from applying either 
SIFT or SURF methods to corneal images 
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Verifications of the SIFT_Algorithm_2 and the SURF_Algorithm_2 
were carried out by taking three different types of corneal images and then 
adding noise and recorded random shifts along the x and y axes for 
registration testing. Two different amounts of Gaussian noise (10% and 20% 
of maximum image intensity) were added to the images with the random 
shifts. Sample results are shown in Appendix A - Tables A.4 - A.6 and 
Figures 5.7 and 5.8. 
 
 
 
Figure 5.7 Two samples of images with (10% of Gaussian added noise and 
with random shifts along the x and y axes) showing results of applied                                    
(A) SIFT_Algorithm_2 algorithm and (B) SURF_Algorithm_2 algorithm 
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Figure 5.8 Two samples of images with 20% of Gaussian added noise and 
with random shifts along the x and y axes showing results of applying                                    
(A) SIFT_Algorithm_2 and (B) SURF_Algorithm_2 
 
5.2.4 Results and Discussion 
To assess the use of the SURF and SIFT Algorithms [65-68] and their 
replacements for corneal image registration, tests were carried out taking 
three different types of corneal images and then adding noise and recorded 
random shifts along the x and y axes. In experiments 51 ordered Stroma 
images numbered from 15 to 65 from subject 1 were used. Two different 
amounts of Gaussian noise, 10% and 20% of maximum image intensity were 
added. Comparisons between the four methods were made in terms of the 
accuracy of registration and the time taken to complete the process. Results 
are shown in Table 5.1 with registration errors divided into minor differences 
(≤ 2 pixel) and major differences (> 2 pixel). 
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The results are satisfying because they show that the modified 
algorithms which include filtering the results of the original algorithms work 
well. These results indicate the following:  
(1) The modified registration methods can tolerate the presence of 
significant amounts of noise, which is important because the images of some 
layers will be darker and contain a higher percentage of noise than others;  
(2) The results from the original SIFT algorithm are more accurate 
than those from the SURF algorithm, but SURF is faster;  
(3) Both algorithm_2, methods provide accurate results and SURF has 
the advantage of being faster;  
(4) Both algorithm_2, methods provides more accurate results than the 
original SIFT, original SURF algorithms; and also take less time to register a 
pair of images.  
For the rest of this work, the SURF_Algorithm_2 algorithm has been 
used to register because of its advantages which are shown very clearly in 
Table 5.1 
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Table 5.1 Comparisons of use of SIFT and SURF algorithms, SIFT algorithm_2 and SURF algorithm_2 to registering sets of 51 
images (original images, images with 10% of Gaussian added noise and images with 20% of Gaussian added noise) after 
making random shifts of e 
 
 
 
 
    Type of  
          Registration 
 
 
Type of  
processing 
 & their time  
Original SIFT Algorithm Original SURF Algorithm SIFT Algorithm_2 SURF Algorithm_2 
Original 
Images 
Images 
with 
10% of 
Gaussian 
added 
noise 
Images 
with 
20% of 
Gaussian 
added 
noise 
Original 
Images 
Images 
with 
10% of 
Gaussian 
added 
noise 
Images 
with 
20% of 
Gaussian 
added 
noise 
Original 
Images 
Images 
with 
10% of 
Gaussian 
added 
noise 
Images 
with 
20% of 
Gaussian 
added 
noise 
Original 
Images 
Images 
with 10% 
of 
Gaussian 
added 
noise 
Images 
with 20% 
of 
Gaussian 
added 
noise 
Number of 
differences ≤ 2 
pixels 
-- 29 32 3 26 26 -- -- 17 -- -- 19 
Number of  
differences > 2 
pixels 
-- -- 14 16 24 30 -- -- -- -- -- -- 
Processing Time  214.4 s   177.3 s  163.3 s  34.3 s 36.0 s 52.7 s 156.4 s 164.7 s  201.9 s  36.6 s 42.4 s 80.4 s 
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5.3 Image Segmentation  
5.3.1 Introduction 
In a sequence of correctly registered images, the same objects will 
usually appear in several images because they are larger than the scan step 
between imaged layers. The aim here is to identify the distinct objects within 
each image and label them consistently so that a particular object is given 
the same label in all the images in which it appears. This is important as it 
would enable us to get an estimation of the depth of objects, which is 
important for any 3D modelling system we develop in the future. The main 
steps necessary to carry out this segmentation of sequences of corneal 
images are shown in Figure 5.9. Implementation was done using MATLAB 
except the colouring of the objects, which was done using C language.   
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Figure 5.9 The main steps involved in segmentation of a sequence of corneal 
images. The order of execution of the operations is indicated by the 
numbers 1 to 9. 
 
5.3.2 An automatic object labelling algorithm 
Development of a future diagnostic system depends on the ability to 
track individual cells across different images. Hence, an image labelling 
technique was developed. Pre-processing the images is done as explained in 
Chapter 3. Connected component labelling is applied to the first binary image 
in the sequence to uniquely label each connected foreground object, 
      
 
   
93 
 
determine its properties and store these details for each object. Then 
connected component labelling is applied to the next binary image in the 
sequence, corresponding labelled objects are identified and their labels 
updated to maintain consistency and uniqueness. This is repeated for all the 
neighbouring images in the sequence. 
For visualisation checking purposes, the interior of each object is filled 
with the same colour for all images in which it appears. The process is 
illustrated in Figure 5.10. 
 
5.3.3 Results and Discussion 
The proposed method was applied to the sequence of 51 images 
registered as described in Section 5.2. The identification of corresponding 
objects in the neighbouring layers of the sequence images was made in two 
different ways: (1) using the separations between centroids of objects and (2) 
using the boundaries of objects and their degree of overlap. Generally, 
similar results were obtained using the two methods. Figure.5.10 presents 
some results using the proposed method, where column (A) shows 
registered images, column (B) shows binarized images, column (C) shows 
objects segmented using connected component labelling with different 
colours used to represent the different labels for easier visual inspection; and 
column (D) shows segmented objects with their interiors replaced by their 
original intensities. The centre coordinate approach to identifying 
corresponding objects in neighbouring images is simpler than the boundary 
approach but may not be as reliable in the following circumstances: (1) If, as 
a result of the noise say, a single object is seen split into two pieces in 
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another image, the centre coordinates approach results in two new objects, 
whereas a boundary based approach may recognise the true situation; (2) A 
new object overlapping a different object (with different shape and size) in 
neighbouring images may be identified as the other object by the centre 
coordinates approach whereas a boundary based approach may recognise 
the true situation. 
 Table 5.2 contains a list of the number of objects found in each of the 
51 images in the stroma layer of subject 1. A total of 2556 segmented objects 
are seen in total within the stroma images but a check of the continuity of 
objects from image to image, using the centroid approach, shows that there 
are only 512 distinct objects seen within the registered region of the stroma. 
If the magnification of the images is known, then this enables the number of 
stromal objects per unit area to be calculated.  
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Figure 5.10 A sample from a sequence of images: Subject1_015 to 
subject1_020. (A) Registered images, (B) pre-processed and binarized 
images, (C) Labelling indicated by colouring; and (D) Restoring original 
intensity. 
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Table 5.2 List of images within the stroma of subject 1 showing the number of 
objects found in each image and the total number of new objects found 
from the first image. 
 
Image Name 
Number of objects within 
each image 
Number of new objects 
since the first image 
 subject1_015.tif  55 55 
 subject1_016.tif  48 59 
subject1_017.tif  57 81 
subject1_018.tif  57 88 
subject1_019.tif  50 99 
subject1_020.tif  49 102 
subject1_021.tif  47 104 
subject1_022.tif  47 110 
subject1_023.tif  49 135 
subject1_024.tif  49 140 
subject1_025.tif  50 152 
subject1_026.tif  50 161 
subject1_027.tif  54 173 
subject1_028.tif  55 188 
subject1_029.tif  57 197 
subject1_030.tif  50 213 
subject1_031.tif  53 231 
subject1_032.tif  51 238 
subject1_033.tif  52 244 
subject1_034.tif  49 249 
subject1_035.tif  52 260 
subject1_036.tif  51 270 
subject1_037.tif  46 290 
subject1_038.tif  42 293 
subject1_039.tif  48 307 
subject1_040.tif  46 310 
subject1_041.tif  54 340 
subject1_042.tif  53 346 
subject1_043.tif  51 352 
subject1_044.tif  49 361 
subject1_045.tif  46 368 
subject1_046.tif  47 370 
subject1_047.tif  54 384 
subject1_048.tif  54 394 
subject1_049.tif  53 407 
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Image Name 
Number of objects within 
each image 
 Number of new objects 
since the first image 
subject1_050.tif  54 417 
subject1_051.tif  46 425 
subject1_052.tif  45 438 
subject1_053.tif  46 443 
subject1_054.tif  47 445 
subject1_055.tif  48 450 
subject1_056.tif  49 459 
subject1_057.tif  52 470 
subject1_058.tif  53 476 
subject1_059.tif  50 481 
subject1_060.tif  50 487 
subject1_061.tif  51 491 
subject1_062.tif  46 497 
subject1_063.tif  51 506 
subject1_064.tif  48 512 
subject1_065.tif  45 512 
    
 
 
5.4 Conclusions  
In this work, one of the original main aims was to provide effective 
registration of a sequence of correctly ordered images. Starting with the well-
known SIFT and SURF algorithms, a filter algorithm has been added to 
remove mismatches and thereby improve the registration performance. The 
assessment of all the algorithms (original and modified)  was carried out by 
taking four different types of corneal images and then adding noise and 
known random shifts along the x and y axes for testing purposes. Two 
different amounts of Gaussian noise (10% and 20% of maximum image 
intensity) were added to the images. The results, summarized in Table 5.7, 
are encouraging and show that the method works well with corneal images 
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and the added filtering improves the performance with little effect on 
processing time.   
The tasks of segmentation and identification of corresponding objects 
(cells) in different images is the final step before building a 3D model. 
Connected component labelling of binary images is used for segmentation 
and two approaches based on comparing the centres or the boundaries of 
objects in different images were implemented. Encouraging results were 
obtained applying the method to 51 Stroma images, allowing a simple 3D 
model of the Stroma to be constructed.  
This work has some limitations. The performance of the labelling 
algorithm needs to be improved to deal with objects (cells) splitting into two 
or more objects in subsequent images or the case when different objects 
appear in the same position in different images. These issues will be tackled 
in future work whereby 3D models of individual cells are built using prior 
knowledge. Three different views of a simple but promising 3D model of a 
sequence of confocal images are shown in Figure. 5.11, with segmented 
objects displayed in colour to indicate their labelling or displayed using their 
original intensities.  
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colour segmented objects segmented objects with  original 
intensity 
 
 
 
 
 
 
 
 
 
 
   
Figure 5.11 Views of 3D models created using the ImageJ software [20]. 
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CHAPTER SIX 
6 DESIGN AND IMPLEMENTATION OF A CORNEAL 
IMAGING SYSTEM 
 
6.1 INTRODUCTION 
All techniques and algorithms presented in chapters 3, 4 and 5 are 
implemented mostly using MATLAB, with just one function in C.  A production 
version of the system could be implemented using any powerful 
programming language that can be interfaced directly with the confocal 
microscope, but at the research stage MATLAB can achieve this purpose, in 
an easier way saving time. CORNEASYS is a flexible visualizing, analysing 
system, implemented by the author, which is easy to use and develop further. 
Figure.6.1. shows the main categories and operations of CORNEASYS.  
This chapter is organized as follows: Section 6.2 presents the targets 
for building and implementing this corneal imaging system. The image 
system tools are explained in Section 6.3. A review and explanation of 
system features is given in section 6.4. Section 6.5 presents conclusions. 
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Figure 6.1 Block diagram shown main operations in CORNEASYS 
. 
    
 
6.2 The Purpose Of Developing CORNEASYS 
As mentioned in earlier chapters, confocal microscopes provide three 
full sets of sequences of corneal images, which progress from the 
endothelium layer to Epithelium layer. Many challenges associated with 
processing these images exist, as the quality of the individual images is 
subject to blurring, non-uniform illumination and noise; also there are 
problems caused by eye movements during the scanning process.  
The wider aim of all this work is to build a complete system to address 
all these challenges and provide 3D modelling of corneal images. Such a 
Image 
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system should meet and achieve all the requirements of users and medical 
people.   
This proposed system, is grounded in corneal image processing 
techniques, and it gives the research team the ability to add any component 
or to evaluate any algorithm. The proposed system is also intended to 
simulate the real system which gives the researcher’s team the opportunity to 
debate with ophthalmologists and determine its weak points and how to avoid 
them. 
 
6.3 The System Imaging Tools 
CORNEASYS was implemented to use different type of image files 
(JPEG, TIFF and BMP etc.) provided by confocal microscopy, but after any 
operation has been applied it saves the result as TIFF files. Also 
CORNEASYS can deal with Indexed and true-colour images (8-bit and 24-
bit). CORNEASYS allows the user to browse these images using a unique 
GUI (Graphical User Interface) and gives the user the ability to choose or 
create a folder to save the results of any operation. CORNEASYS archives 
all the images resulting from pre-processing operations by incorporating 
changes to the original names, relating them to the operation that has been 
applied on those images. Users can display, rotate, zoom and crop parts of 
the images. 
 Unified Modelling Language (UML) is used to represent the 
behavioural details and specifications of software systems. It is used in this 
work in order to show the architecture of the CORNEASYS system as 
follows: the use case diagram which is offered by the system as shown in 
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Figure 6.2 the sequence diagram for processing the corneal images as 
shown in Figure 6.3. 
 
 
 
 
 
Figure 6.2 Use case diagram for CORNEASYS 
 
 
 
 
Figure 6.3 Sequence diagram for applying function and tools 
. 
 
 
 
Main 
Interface
Functions 
and tools
 : User
2: Process the_selected_function()
1: Select the_function()
4: Return MainScreen()
3: Store results()
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6.4 System Features 
The Graphical User interface (GUI), chosen for the present system, is 
a widely used method to accommodate interaction between machines and 
human users, who use them. User interfaces can take many forms, but 
always accomplish two fundamental tasks: communicating information from 
the user to the machine (System Input Interface) and communicating 
information from the machine to the user (System output Interface). The main 
screen of the CORNEASYS system is shown in Figure 6.4. 
 The CORNEASYS user interface has been implemented to be a user-
friendly interface, and to provide all image processing methods that have 
been used in this work and explained in chapters 3, 4 and 5. Most of these 
image processing methods have been provided to meet the requirements of 
user needs and the research needs. The remaining part of this section is 
organized to explain the main components in the CORNEASYS software. 
 
Figure 6.4 The main screen of CORNEASYS. 
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6.4.1 Image Pre-Processing 
Choosing “Image Pre-Processing” from the main menu of 
CORNEASYS provides access to several types of image pre-processing 
methods and combination of two or more types of pre-processing 
approaches. These pre-processing methods are integrated in CORNEASYS 
and the parameters required by the system are allocated by the user 
interface. Figure.6.5. shows the GUI of this Image Pre-processing selection, 
which covers the categories:  
- Filtering images using a DCT filter. 
- Smoothing the images by Gaussian smoothing followed by contrast 
standardisation. 
- Binarizing images using Otsu’s global threshold method. 
- Combinations of the previous methods. 
 
 
 
 
Figure 6.5 The GUI of this Image Pre-processing selection 
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6.4.1.1 Implementation 
Image pre-processing methods can be applied on different type of 
images (BMP, TIFF and JPG files). The user should choose one of the pre-
processing methods to apply. With the aid of two windows, the user chooses 
the image folder and then the first image of that set of images. From the file 
type extension of the name of the first image, the system determines the 
other files which are going to be processed. Also from the file name of each 
image, the system recognises if that file has been processed before to avoid 
applying a pre-processing operation to an image more than once. While a 
pre-processing operation is executing, a wait message is displayed showing 
the type of pre-processing. The result of the image processing is saved in a 
new folder with a name that symbolizes the pre-processing type, and also the 
file names are changed to represent the pre-processing method. For 
example, the file subject1_026.tif will be saved as 
subject1_026_DCT_Gauss.tif, to indicate that DCT filter filtering and 
Gaussian smoothing and contrast standardisation has been applied on that 
file. Figure.6.6 shows the main operations of the pre-processing selection. 
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Figure 6.6 Sequence diagram Image for Pre-processing selection 
 
6.4.2 Extraction of Image Features 
As Figure.6.7 shows, the “Extract Image Features” selection is divided 
into two main sub-choices “Extract Training Data” and “Extract Data”. Both 
these sub-choices provide the further choice of four different statistical 
approaches to texture analysis as follows: First is First Order Histogram, 
Second is Second Order Histogram, third is Laws’ Texture Energy Measures 
and fourth is Gary Run-length Matrix. All these approaches were explained in 
detail in Chapter 3.  
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 The first sub-choice gives the research team the ability to extract 
textual features to form training data, and the second choice is provided to 
give users the ability to extract textual features data from new data and 
configure these data for the classification operation provided in the main 
menu.  
 
 
 
Figure 6.7 The GUI of Extract Images Features selection 
 
For the first sub-choice “Extracting Training Data”, the images should 
be already divided into three categories; each category consisting of images 
of a specific layer: Epithelium, Stroma and Endothelium. The results are 
saved in a text file with a name that symbolizes the type of feature that has 
been extracted. 
The second sub-choice “Extracting Data” is provided to give users the 
ability to use different statistical approaches, extracting different types of 
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image features and to prepare that data for use in future to classify these 
images into their related layers. 
 
6.4.2.1 Implementation of Extract Training Data  
The choice of “Extracting Training Data” is implemented to give the 
research team the capability of preparing new data for the purpose of training 
a neural network. Once the user selects “Extracting Training Data” choice, 
the next sub-choice appears and the user should choose the statistical 
method to be used.  
A standard dialog box will appear three times, to allow the selection of 
the directories containing Epithelium, Stroma and Endothelium images 
respectively. Each time, CORNEASYS applies the selected statistical 
method, and extracts the features related to that approach. The system also 
adds the classes of these images (0.1, 0.1, 0.9) or (0.1, 0.9, 0.1) or (0.9, 0.1, 
0.1) to each row of data dependent on the type of the image (directory of 
images). To reduce users’ confusion and mistakes, at each time of opening 
of the dialog box to select a directory of images, an explanatory message 
appears to indicate the type of images required (Epithelium, Stroma or 
Endothelium). While the Extracting training data is processed, the wait 
message is displayed.  Through a new dialog box, the user specifies the 
place to save the training data file, which will automatically be given a name 
related to the statistical method used. Figure.6.8 shows the sequence 
diagram for operation of the “Extracting Training Data” choice. 
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Figure 6.8 Sequence diagram for the Extract training Data selection 
 
6.4.2.2 Implementation of Extract Data  
The implementation of the “Extracting Data” choice is very similar to 
Extracting Training Data except all images are in one folder, which means 
the dialog box to select the directory of images opens only once.  Also the 
data is not classified as training data. Figure.6.9 shows the sequence 
diagram for the “Extracting Data” choice. 
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Figure 6.9 Sequence diagram for Extract Data 
 
 
 
 
 
6.4.3 Image Classification 
In this part of the CORNEASYS system, two choices are available: 
“Training the Network” and “Classify Images”. These choices are dependent 
on the previous choices: “Extracting Training Data” and “Extracting Data” 
respectively; explained in Section 6.4.2.  
The main goal of the “Training the Network” choice is to generate a 
neural network file, which will operate on confocal microscope images and 
classify them into three different classes. In this work, the Training the 
Network choice can be applied on 32 different types of training data 
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dependent on the type of image pre-processing used and the texture feature 
that has been extracted. The training data is divided into two sets with 80% of 
the data used to train the neural network (with numbers of hidden nodes 
ranging from 5 to 20), and the remaining 20% of the data used to test each 
trained neural network 10 times and calculate some measurements through 
the confusion metrics: True positives rate (TPR), False positives rate (FPR), 
Accuracy (ACC), True negatives rate (TNR), Positive predictive value (PPV), 
Negative predictive value (NPV), and  False discovery rate (FDR). The 
standard deviation of each Accuracy measure has also been calculated to 
monitor the variation in the results. Each time the system provides a neural 
network file which is dependent on the best result between different results of 
different numbers of hidden nodes.  The differentiation between different 
results is calculated with regard to two variables: Accuracy and standard 
deviation. 
The Classify Images choice is provided to use one of these neural 
network files to classify a set of images to their associated layers.  Also in 
this work, the Classify Images choice can be applied on 32 different types of 
data dependent on the type of image pre-processing and the texture feature 
that has been extracted.  
6.4.3.1 Implementation of Training the Network 
This choice was implemented to give the research team the capability 
to train neural networks with more data and potentially provide better 
performing neural networks. As shown in Figure.6.10, after the user selects 
“Training the Network” choice, the standard dialog box appears to give the 
user the ability to choose the text file containing training data which has 
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already been generated using the previous selection “Extracting Training 
Data”,  which is explained in Section 6.2.   
In Figure 6.10 there are two nested loops; the outer one gives the 
program the ability to repeat the same calculation with a different number of 
hidden nodes (5 to 20), and the inner one gives the program the ability to 
repeat the same calculation 10 times with the same hidden nodes. 
In each calculation: a) the training data will randomly mix matrix lines 
and the function “Create_InputNN” will divide the data into two sets with 
(input training data and target training data) and (testing data and target 
testing data) with the percentages mentioned in Section 6.4.3; b) The system 
will generate a neural network file as a result of training the network by 
applying a Cascade-Forward back-propagation network; c) A matrix called 
SimOut is provided as a result of executing the Simulink model (network net 
file and testing data); d) Some measurements are calculated from the 
confusion metrics: True positives rate (TPR), False positives rate (FPR), 
Accuracy (ACC), True negatives rate (TNR), Positive predictive value (PPV), 
Negative predictive value (NPV), and False discovery rate (FDR). The 
system repeats steps a) to d) 10 times with the same number of hidden 
nodes, and then calculates the averages of all calculations and the standard 
deviation (SD) of the ACC measures to monitor the variation in the results. 
The system then repeats all the previous steps with the next hidden node. 
The system will choose the best hidden node combination on the basis of the 
two variables ACC and SD. The last step is to generate a new network file 
with that hidden node number and stored with a file name that symbolizes the 
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type of pre-processing that has been applied and the feature texture that has 
been used. 
  
 
  
 
Figure 6.10 Sequence diagram for the Training the Network choice 
  
6.4.3.2 Implementation of Classify Images 
The result of the “Classify Images” choice is dependent on the 
outcome of all the previous operations: Pre-processing, Extract Image 
Features and Training the Network, and is implemented to enable the user to 
classify the images to their layers within the cornea. Figure.6.11. explains 
and shows the main operation to verify this goal. 
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Figure 6.11 Sequence diagram for the Images Classify choice 
   
Once the user selects the “Classify Images” choice, the standard 
dialog box will appear to give the user the option to choose the network file 
which has been already generated as described in the previous section. 
Through another standard dialog box, the user should choose the data text 
file that contains the texture feature of the set of images the user wishes to 
classify. The data text file and network file must be compatible.  By simulating 
the Simulink model (network net file and data text file) the Simout is provided. 
After the user determines the folder of images to classify by choosing one of 
those images through a third standard dialog box which appears, the system 
 : User
CORNEALSYS 
Interface
Classify 
Images
Network
1: Selecte Images_Classification()
7: get SimOut from sim(net_network_file, Images_data_text_file)
2: Select Classify_Images()
3: Display standard files dialog box()
4: Selecte net_network_file()
5: Display standard files dialog box()
6: Select Images_data_text_file ()
8: Display standard directories dialog box()
9: Select folder_of_images()
10: create Epithelium folder()
11: create Stroma folder
12: Create Endothelium_folder()
13: divide images_related_folder(SimOut, Images)
14: Return to MainScreen()
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will create three different folders (Epithelium, Stroma and Endothelium). 
Dependent on the values of the Simout matrix for each column the related 
image will be saved in the appropriate folder. As soon as this process 
finishes all wait messages disappear and main screen becomes active again. 
 
6.4.4 Image Ordering 
The Image Ordering choice of the CORNEASYS system is 
implemented as a solution to the confocal Microscopy problem of images out-
of-order in the z-direction, and reorders them in the right sequence.  Sorting 
the images in the z-sequence, whether manually or automatically is only 
possible because neighbouring images in the correct sequence have 
structural similarities, and the basic principle is to sort the images so that the 
next image is the one with the largest SSIM in relation to the current image. 
The sequence diagram for this choice, shown in Figure.6.12, includes 
a pair of nested loops; the outer loop iterates once for each image in the set 
of images while the inner loop iterates n times the first time it is entered, n-1 
times the second, and so on.  
When the user selects the “Image Ordering” choice, the standard 
dialog box appears to allow the user to specify the folder of images to be 
sorted, and the first image, according to its name in the set, is the base 
image and is removed from the set. The sizes of the images, and the 
corresponding processing times, are reduced by applying a four-level 2D 
discrete wavelet transform (DWT). The image in the set calculated to have 
the maximum similarity (SSIM) to the base image is taken as the next base 
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image and removed from the set. This process is repeated until all the 
images have been removed from the set. 
  
 
 
 
Figure 6.12 Sequence diagram for the images Ordering choice. 
 
6.4.5 Image Registration 
As seen in the screenshot shown in Figure 6.13, the Images 
registration choice is divided into two main categories “Shift Calculation” and 
“Images Registration”, both of these categories have two sub choices: the 
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SIFT method and the SURF method. The purpose of the “Shift Calculation” 
option is to provide users with the two methods to calculate the 
displacements, in the x and y directions, between pairs of images in a set of 
confocal microscope images.  The second option, “Images Registration”, is 
provided to calculate the displacement in the x and y directions between 
each neighbouring pair of images and register the images in the correct 
position, without the displacement. The following sections explain the 
implementation of each option. 
 
 
Figure 6.13 The GUI of the Images Registration selection 
 
6.4.5.1 Implementation of Shift Calculation 
This choice was implemented to give the research team a better 
understanding of the magnitude of movement and the measurements of 
shifts between pair of images in the x and y directions. As mentioned before, 
the SIFT and SURF methods, were modified to filter and remove the 
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spuriously matched and multiply matched points generated by the original 
methods.  
 Once the user selects the Images Registration choice from the main 
menu, followed by the Shift Calculation choice from the sub-menu, and then 
either the SIFT or SURF choice, the standard file Dialog Box appears to 
allow the user to specify the images to use by choosing one image in the set 
of images. From this chosen image, the system determines the type and 
number of the images in the set (tiff, jpg or bmp). 
The system then reads the images pair by pair, starting with the first 
image (sorted by name) and the second image, then the second image and 
the third; and so on. For each pair, the system calculates the 1D descriptors 
matrix for each matched pair of points in each image. The best match 
between each pair of images is obtained by calculating the squared 
Euclidean-distance between the matched points and choosing the number of 
matched points that has the lowest distance without any duplicated matched 
points. The coordinate shifts in the x and y directions are calculated by 
sorting the results and selecting the median value. After calculating the x and 
y shifts between each pair of images, the results are saved as a Microsoft 
Excel file in a separete folder with a name which indicates the method used.  
Figure.6.14. shows the sequence diagram for the main operations of the Shift 
Calculation. A sample of the results this operation is shown in Table.6.15.  
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Figure 6.14 Sequence diagram for the Shift Calculation 
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Table 6.1 sample of the shift calculation result 
Name of First 
Iage 
Name of Second 
Image X-axis  Shift Y-axis Shift 
reg. 
No 
subject1_015.tif subject1_016.tif -2 -4 1 
subject1_016.tif subject1_017.tif -8 7 1 
subject1_017.tif subject1_018.tif -6 3 1 
subject1_018.tif subject1_019.tif -3 -1 1 
subject1_019.tif subject1_020.tif -12 -2 1 
subject1_020.tif subject1_021.tif -10 1 1 
subject1_021.tif subject1_022.tif -3 -2 1 
subject1_022.tif subject1_023.tif -2 -4 1 
subject1_023.tif subject1_024.tif -4 -1 1 
subject1_024.tif subject1_025.tif -6 2 1 
subject1_025.tif subject1_026.tif -2 -2 1 
subject1_026.tif subject1_027.tif -5 -2 1 
subject1_027.tif subject1_028.tif -4 1 1 
subject1_028.tif subject1_029.tif -2 -1 1 
subject1_029.tif subject1_030.tif -1 -2 1 
subject1_030.tif subject1_031.tif 3 4 1 
subject1_031.tif subject1_032.tif -1 -1 1 
subject1_032.tif subject1_033.tif -6 -2 1 
subject1_033.tif subject1_034.tif -5 -3 1 
subject1_034.tif subject1_035.tif -1 -5 1 
subject1_035.tif subject1_036.tif -2 -2 1 
subject1_041.tif subject1_042.tif -5 1 1 
subject1_042.tif subject1_043.tif -3 -2 1 
 
6.4.5.2 Implementation of Images Registration 
This choice is provided to register ordered sets of images, starting 
from the first image in the set. This part of CORNEASYS has been explained 
in detail in Section 5.2.3, accompanied by the flowchart in Figure 5.6.  
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6.4.6 Image Segmentation and Labelling 
As explained in Section 5.3, the aim of image segmentation and 
labelling is to prepare a 2D sequence of corneal images for 3D model 
building.  Figure.6.15. shows the main operations that are used to go from 
the original images to the object labelled images. 
 
 
 
Figure 6.15 The operations used to achieve Image Segmentation and 
labelling 
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  The image segmentation performed here involves the following nine 
operations: 
- Binarising the images: by applying a DCT Filter (to reduce the non-
uniform illumination), Gaussian smoothing (to reduce the noise), 
contrast standardisation (to achieve greater uniformity over the image 
set) and Otsu Thresholding (to separate foreground objects from 
background).  The results of these operations are saved in a separate 
folder in the same directory.  
- Register original images: registration is performed on the original 
images because this is more accurate than registering binary images. 
Registered images are needed for the final painting step. Because of 
the results and conclusion from Chapter 5, the SURF Algorithm_2 is 
used in registration and the resulting shifts are then applied to register 
the binary images as shown in Figure 6.16. Registering the original 
images is done once to save processing time. A full explanation of the 
registration method is provided in Section 5.2.3. 
- Connected component labelling: the binary images with pixel values 
either 1 (white) or 0 (black) are subjected to connected component 
labelling which replaces all connected 1-valued pixels, with the same 
new value, distinct from that of all other sets of connected 1-valued 
pixels.  Thus, after connected component labelling the individual 
foreground objects are distinguished from each other by their pixels 
having the values 1, 2, 3, etc.   
- Remove small objects (noise): using the MATLAB toolbox, the 
system calculates properties of these labelled objects such as ‘Area’, 
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‘BoundingBox’, and ‘Centroid’. Labelled areas with less than 400 pixels 
are removed from Stroma images following discussion with 
Ophthalmologists because real cells are not so small.  
- Enforcing consistent labelling over image set: a particular purpose 
of this step is to count the number of "keratocyte" cells in a set of 
Stroma images by identifying the distinct objects within each image 
and labelling them consistently so that a particular object has the same 
label in all the images in which it appears.  Starting with first image the 
system generates a matrix to store all object labels (numbers) and the 
centroid coordinates of each object. From the second image, the 
system will add to the matrix every new object which is not found in the 
previous image(s) (by comparing centroid coordinates) with a 
sequential number, and give the existing objects the same label in the 
previous image(s). The final result is that, each object will have the 
same label in all the images in which it appears. Figure 6.17 shows a 
sample labelling a sequence of four images using colour to make the 
labelling easier to see. 
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Figure 6.16 Sample of labelling two continuing images, subject1_15.tif 
and subject1_16.tif   from up to down. 
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- DCT Filtering, Gaussian smoothing and contrast standardisation: 
here the goal is to produce a visually pleasing result with more 
uniformity of appearance across the resulting output grey level images. 
These output images are used in the painting section in the final step. 
The individual operations have already been explained.   
- Painting with colour labels:  here the system uses colour as an 
object label because this is easier to see than small differences in grey 
value. The purpose of this work is to test the accuracy of registering 
and labelling sets of images. 
- Painting with original or filtered intensities: the aim here is to 
generate an image registering and labelling which approximates 
reality. The system uses both sets of images (registered grey scale 
and binary images), and changes all the non-zero pixels in the binary 
images with the corresponding intensity values in grey scale images. 
Some results from this step are shown in Figure 5.9. 
 
6.5 CONCLUSION  
CORNEASYS offers users (researchers and end users) a collection of 
all the proposed approaches and algorithms in one platform package. This 
package has been designed and implemented to make it user friendly; also it 
gives the user an opportunity to try and test various choices. On the other 
hand, it gives researchers the ability to develop more methods and add new 
approaches. 
One of the main purposes of implementing this package is to find a 
base system in order to help the research team and Ophthalmologists in the 
 
 
   
127 
 
discussions to determine the system requirements and to achieve a complete 
system that meets all needs.     
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CHAPTER SEVEN 
7 CONCLUSIONS AND SUGGESTIONS FOR 
FURTHER WORK 
7.1 Overview 
  The Corneal diseases addressed in this thesis are one of the major 
causes of visual impairment and blindness worldwide.  Although the 
ConfoScan 4 Laser Scanning Confocal Microscopy offers many advantages 
for the study of the corneal cellular structure through providing a sequence of 
2D images showing all of the cornea layers; there are many challenges 
associated with processing these images which hinder Ophthalmologists in 
obtaining accurate diagnosis, and extracting clinical information on the state 
of health of a patient’s cornea. This thesis has presented new and efficient 
algorithms for processing ConfoScan 4 images which tackles most of the 
challenges and prepares 2D sequences of corneal images for 3D model 
building.  This chapter is organised as follows. Section 7.2 provides a general 
summary of this work.  Section 7.3 pinpoints significant contributions to the 
field. The conclusion is in section 7.4. Possible future work is suggested in 
section 7.5. The implementations of the presented methods are provided in 
the enclosed CD-ROM (See Appendix B). 
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7.2 Summary of Work  
Research was carried out on the processing of 2D sequences of 
corneal images from ConfoScan 4 Slit-Scanning Confocal Microscopes to 
yield a sequence of images suitable for 3D modelling. Several algorithms 
have been developed and tested based on the block diagram of Figure 1.9 
Five distinct areas of research were investigated; namely, the  pre-
processing methods for reducing the problems with individual corneal 
images; this has provided improved image quality and also have been used 
as a base step for some other stages; automatic methods for assigning the 
individual images into their appropriate classes (epithelium, stroma and 
endothelium); automatic methods for reordering images in each sequence in 
the right order; automatic methods for finding accurate correspondences 
between pairs of corneal images; automatic methods for labelling the objects 
within each image in a sequence separately and establishing the 
correspondence between the segmented objects in the z-direction; the 
simulation of the 3D modelling steps by manipulating the image sequence 
using MATLAB and importing the results into the ImageJ package [17]. 
In each of these stages, algorithms and techniques have been implemented; 
the obtained results are classed as strong arguments that prove the validity 
of the research. In particular, this research has yielded improvements of the 
state of individual corneal images and prepared 2D sequences of corneal 
images for 3D model building through segmentation corresponding objects 
(cells) in different images which is the last step before building a 3D model. 
Two sets of corneal data were used in this work. The first set was made 
publicly available by its owners after the author contacted the data owner 
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[13]. The second set was provided by Tennent Institute of Ophthalmology, 
Gartnavel General Hospital (Glasgow). All these images are of size 768x576 
pixels, covering a field of 460x350μm.       
Furthermore, an outcome of this work is a flexible system that can be 
developed to continue the research in this field. Such a system can give the 
researcher’s team the opportunity to debate it with ophthalmologists and 
determine its weak points and how to avoid them. 
   
7.3 Original Contributions 
The main contributions presented in this work are summarised as 
follows: 
 Development of an effective combination of pre-processing techniques 
to reduce problems with individual corneal images by reducing non-
uniform illumination and noise.  
 A flexible and an effective technique for the automatic classification of 
corneal images to identify the three main layers (Endothelium, 
Epithelium and Stroma) by using an ANN and considering four different 
statistical texture features applied to original corneal images and seven 
different pre-processed images. 
 Development of an ordering algorithm based on SSIM and DWT 
methods to automatically reorder set of images from the same layer into 
their correct positions in the sequence. 
 Development of a flexible technique for automatic image registration by 
the generation of sets of matching points from each pair of confocal 
microscopy cornea images. The registration of images is needed to 
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match each pair of images and aligning the sequence of images, which 
is one of main requirements for subsequent 3D modelling. The 
comparisons reveal that matching points from SIFT_Algorithum_2, 
SURF_ algorithm_2 are more distinguishable and more accurate than 
matching points from original SIFT and SURF.  
 A new segmentation technique has been developed, which consists of 
eight main stages: (1) Image pre-processing to binarized form (2) 
registration of the original images and applying this to the binary images 
(3) apply connected component labelling to all binary images; (4) 
remove all small labelled objects; (5) generate a matrix of objects; (6) 
pre-process the registered original images to improve the uniformity of 
appearance across the resulting grey level images; (7) for visualisation 
checks each object is filled with the same colour in all the images; (8) 
and in order to appear closer to reality the objects defined by the 
registered binary images are filled with the corresponding grey values 
from the image resulting from stage 6.  Figure 5.9 shows the stages of 
this technique. 
 Development and implementation of a computer system using a GUI 
with MATLAB.  This system offer users (researchers and end users) a 
collection of all the proposed approaches and algorithms in one platform 
package. This system consists of some main functions: image pre-
processing, extract images features, image classification, image 
ordering, and image registration and image segmentation. 
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7.4 Conclusions  
 Setting off from the objectives stated in chapter one, this research has 
addressed the following: 
 It has improved the quality of the scanned corneal images by 
enhancing these images and reducing the effect of non-uniform 
illumination. This objective has been addressed by using combination 
of DCT filtering, Gaussian smoothing and contrast standardization. 
Apart from producing visually pleasing images, this pre-processing 
has enabled successful registration and alignment of images by later 
stages.  
 As for the second objective; that is to develop an automated and 
efficient corneal layer classification technology and to identify the 
images belonging to individual corneal layer based on their textures, 
the author has proposed an efficient automatic approach to corneal 
layer classification using a CCNN machine learning algorithm applied 
to 32 sets of data. This approach has resulted in an accuracy of 99.4% 
which is better than similar work in the literature [19].  
 The limitation of the proposed classification method has been 
applied on just healthy images, which should be validated on non-
healthy images; and this result may be further improved. 
 The third objective was to tackle the lateral and longitudinal 
displacements of image sequences in practical scan situations.  
Initially, ordering the images in the z-direction has been achieved by 
comparing the similarities between the images through the SSIM 
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algorithm and a 4-level DWT used to reduce the ordering time by 
factor of no less than 20. 
 It has been found that a limitation of this proposed method is 
that lateral shifts greater than 29 pixels in the x, y direction between 
each pair of images cause incorrect reordering. 
 Next, the displacement issue in the images along the x- y axis 
has been circumvented using the SIFT and SURF algorithms. Filter 
components were added to these algorithms to remove mismatching 
and duplicated points and thereby improving the registration 
performance.  
 The modified algorithms yielded more accurate results than the 
original SIFT and original SURF algorithms. The results are 
encouraging and show that the method can work well with corneal 
images and the added filtering improves performance with little effect 
on processing time. Both new algorithms provide promising and 
similar results in the presence of noise, with SURF algorithm 
significantly faster than the SIFT algorithm.  
 As for establishing correspondences between the segmented objects 
in the z-direction, this objective has been attained by developing a 
novel technique in which the segmented objects are labelled in 
consecutive 2D images. This technique could be developed to provide 
physical and visual descriptions of the corneal features of interest as 
seen in each layer, which is more efficient than 2D image 
segmentation for the features of interest.  
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 This technology could lead to improved diagnosis, since it 
would enable existing advanced 3D processing, visualisation and 
manipulation to be applied to the 3D modelled structures. These 
models would also make it possible to study the evolution of these 
structures over extended periods of time, which is important for certain 
treatments. 
 This work has some limitations. The performance of the 
labelling algorithm needs to be improved when dealing with objects 
(cells) splitting into two or more objects in subsequent images or in the 
case when different objects appear in the same position in different 
images.  
 Finally, a computer system termed CORNEASYS has been devised to 
provide a research infrastructure and base for confocal microscope 
corneal images research; and to create a good platform for discussion 
and dialogue with Ophthalmologists. The integration of the 
implementation methods presented in this thesis within this application 
will be useful to support scientific issues in this field.  On other hand, its 
gives researchers the ability to develop more methods and add new 
approaches.  
   The limitations of the current CORNEASYS can be summarised as 
follows: Firstly, the technology presented in this work was developed to 
process images provided by confocal microscopes. Due to a lack of 
publicly available data, the work has only been tested on data sets 
obtained from four individuals. As no larger datasets exist for bench 
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marking purposes, it’s not very clear how the system will perform on a 
large-scale basis. Secondly, the system has only been used on healthy 
corneal images. It is also not very clear if the levels of pre-processing will 
be efficient for non-healthy images. Another limitation is that only 
ConfoScan 4 images have been investigated, but there are various 
different types of investigative microscopies used in practice, which 
provide different qualities and types of images. 
 
7.5  Suggestion for future work 
The main suggestions for the future are as follows: 
 Although a promising 97.22% success rate, better than previously 
achieved, has been obtained classifying corneal images this may be 
further improved. This result could be improved by applying feature 
selection techniques. This type of technique will identify relevant features 
according to a definition of relevance. The SSIM algorithm could also 
provide a solution, making use of the differences in the structure of the 
images of each layer and the differences in the shapes of the cells. 
These techniques will be investigated in the future. 
 Continue work to reorder the images and resolve problems that prevent 
correct image ordering. This is problem could be solved by template 
matching for deformable shapes making use of the observation that the 
change in cells’ shapes is very minor from one image to the next. 
 Improve image segmentation (the centre coordinators are used in this 
work), when objects (cells) splitting into two or more objects in 
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subsequent images or the case when different objects appear in the 
same position in different images.  
 Further work trying to relate the changing appearance of objects with 
change of depth relative to the image they are seen in. 
 Further work generating 3D models of the objects, such as those seen in 
the stroma. It is very important to obtain complete sequences of confocal 
microscope corneal images for unhealthy eyes so that further work can 
proceed on diagnosis. 
 More further work would be to use the CORNEASYS system for corneal 
diagnosis through determining the number and the average size of 
Stroma cells (Keratoconus) and also the number of Endothelium cells.    
 Finally, a system used for clinical diagnostics needs to adhere to the ISO 
13485 Quality Management System requirements. Furthermore, such a 
system should exhibit the required flexibility to deal with different types of 
cornea images which are provided by different types of technology used 
by the ophthalmologists. 
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APPENDIX A.  
Table A.1 Comparison of actual shifts with those estimated using the 
Original SIFT and SURF Algorithms applied to 51 simulated images 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results 
applying  the 
SIFT 
Algorithm 
Results 
applying the 
SURF 
Algorithm  
Full process took 214.3868 Sec. 34.323424 Sec. 
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_015a.tif subject1_015b.tif 31 9 31 9 31 9 
subject1_016a.tif subject1_016b.tif -38 9 -38 9 -38 9 
subject1_017a.tif subject1_017b.tif 25 13 25 13 25 13 
subject1_018a.tif subject1_018b.tif 28 26 28 26 28 26 
subject1_019a.tif subject1_019b.tif -18 -46 -18 -46 -18 -46 
subject1_020a.tif subject1_020b.tif 36 8 36 8 36 8 
subject1_021a.tif subject1_021b.tif -31 4 -31 4 -31 4 
subject1_022a.tif subject1_022b.tif -27 -17 -27 -17 -27 -17 
subject1_023a.tif subject1_023b.tif -4 15 -4 15 -4 15 
subject1_024a.tif subject1_024b.tif 8 -27 8 -27 8 -27 
subject1_025a.tif subject1_025b.tif 30 1 30 1 30 1 
subject1_026a.tif subject1_026b.tif 37 -24 37 -24 37 -24 
subject1_027a.tif subject1_027b.tif -16 -15 -16 -15 -16 -15 
subject1_028a.tif subject1_028b.tif -2 -20 -2 -20 -2 -20 
subject1_029a.tif subject1_029b.tif -19 -48 -19 -48 -19 -48 
subject1_030a.tif subject1_030b.tif -17 5 -17 5 -17 5 
subject1_031a.tif subject1_031b.tif -4 -3 -4 -3 -4 -3 
subject1_032a.tif subject1_032b.tif -2 3 -2 3 -2 3 
subject1_033a.tif subject1_033b.tif -10 -14 -10 -14 -10 -14 
subject1_034a.tif subject1_034b.tif 10 -8 10 -8 10 -8 
subject1_035a.tif subject1_035b.tif 5 -19 5 -19 5 -19 
subject1_036a.tif subject1_036b.tif -3 15 -3 15 -3 9 
subject1_037a.tif subject1_037b.tif -18 3 -18 3 -18 3 
subject1_038a.tif subject1_038b.tif -5 -2 -5 -2 -5 -2 
subject1_039a.tif subject1_039b.tif -7 -42 -7 -42 -7 -42 
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Continued 
Table A.1 Comparison of actual shifts with those estimated using the 
Original SIFT and SURF Algorithms applied to 51 simulated images 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results 
applying the 
SIFT 
Algorithm 
Results 
applying the 
SURF 
Algorithm  
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_040a.tif subject1_040b.tif -3 28 -3 28 -3 28 
subject1_041a.tif subject1_041b.tif 13 -8 13 -8 13 -8 
subject1_042a.tif subject1_042b.tif -13 5 -13 5 -13 5 
subject1_043a.tif subject1_043b.tif -8 -11 -8 -11 -8 -11 
subject1_044a.tif subject1_044b.tif 1 25 1 25 1 8 
subject1_045a.tif subject1_045b.tif -50 12 -50 12 -17 8 
subject1_046a.tif subject1_046b.tif -20 19 -20 19 -17 8 
subject1_047a.tif subject1_047b.tif -48 -4 -48 -4 -17 -4 
subject1_048a.tif subject1_048b.tif 1 -8 1 -8 1 -8 
subject1_049a.tif subject1_049b.tif -4 -30 -4 -30 -4 -29 
subject1_050a.tif subject1_050b.tif -23 -16 -23 -16 -23 -16 
subject1_051a.tif subject1_051b.tif 7 -12 7 -12 7 -12 
subject1_052a.tif subject1_052b.tif 31 3 31 3 13 -3 
subject1_053a.tif subject1_053b.tif -37 -9 -37 -9 -23 -9 
subject1_054a.tif subject1_054b.tif -13 2 -13 2 -13 1 
subject1_055a.tif subject1_055b.tif -4 -6 -4 -6 -4 -6 
subject1_056a.tif subject1_056b.tif -15 -1 -15 -1 -14 -1 
subject1_057a.tif subject1_057b.tif -29 12 -29 12 -16 4 
subject1_058a.tif subject1_058b.tif -26 -13 -26 -13 -16 -13 
subject1_059a.tif subject1_059b.tif -3 5 -3 5 -3 2 
subject1_060a.tif subject1_060b.tif -2 35 -2 35 -2 5 
subject1_061a.tif subject1_061b.tif 32 13 32 13 32 8 
subject1_062a.tif subject1_062b.tif 2 -16 2 -16 2 -16 
subject1_063a.tif subject1_063b.tif -9 -28 -9 -28 -5 -24 
subject1_064a.tif subject1_064b.tif -7 -9 -7 -9 -6 -9 
subject1_065a.tif subject1_065b.tif 35 15 35 15 32 1 
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Table A.2 Comparison of actual shifts with those estimated using the 
Original SIFT and SURF Algorithms applied to 51 simulated images 
Gaussian noise equal to 10% of peak intensity is added to the images in 
the second column.  
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results 
applying the 
SIFT 
Algorithm 
Results 
applying the 
SURF 
Algorithm  
Full process took 177.3338 Sec. 35.998184 Sec. 
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_015a.tif subject1_015b.tif -7 -35 -7 -35 -7 -35 
subject1_016a.tif subject1_016b.tif 5 -8 5 -8 5 -8 
subject1_017a.tif subject1_017b.tif 3 9 3 9 3 9 
subject1_018a.tif subject1_018b.tif -16 -1 -16 -1 -16 -1 
subject1_019a.tif subject1_019b.tif -5 -9 -5 -9 -5 -9 
subject1_020a.tif subject1_020b.tif 4 -11 4 -11 4 -11 
subject1_021a.tif subject1_021b.tif -26 -27 -26 -27 -26 -27 
subject1_022a.tif subject1_022b.tif -3 15 -3 15 -3 15 
subject1_023a.tif subject1_023b.tif 6 -43 6 -43 6 -43 
subject1_024a.tif subject1_024b.tif -14 -4 -14 -4 -14 -4 
subject1_025a.tif subject1_025b.tif 13 -6 13 -6 13 -6 
subject1_026a.tif subject1_026b.tif 17 7 17 7 17 7 
subject1_027a.tif subject1_027b.tif 19 -36 18 -35 18 -30 
subject1_028a.tif subject1_028b.tif 28 -33 27 -32 18 -6 
subject1_029a.tif subject1_029b.tif 12 9 12 9 11 7 
subject1_030a.tif subject1_030b.tif -18 -44 -17 -43 -16 -35 
subject1_031a.tif subject1_031b.tif 14 -21 14 -20 13 -20 
subject1_032a.tif subject1_032b.tif -3 14 -3 13 -3 13 
subject1_033a.tif subject1_033b.tif -2 -9 -2 -9 -2 -8 
subject1_034a.tif subject1_034b.tif 2 -35 1 -34 2 -21 
subject1_035a.tif subject1_035b.tif -4 15 -4 15 -4 14 
subject1_036a.tif subject1_036b.tif 1 -1 1 -1 1 -1 
subject1_037a.tif subject1_037b.tif -46 6 -45 6 -16 5 
subject1_038a.tif subject1_038b.tif -6 36 -6 36 -6 35 
subject1_039a.tif subject1_039b.tif -4 -15 -4 -14 -5 -5 
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Continued 
Table A.2 Comparison of actual shifts with those estimated using the 
Original SIFT and SURF Algorithms applied to 51 simulated images. 
Gaussian noise equal to 10% of peak intensity is added to the images in 
the second column. 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results of  
applied SIFT 
Algorithm 
Results of  
applied SURF 
Algorithm  
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_040a.tif subject1_040b.tif -2 -8 -2 -8 -3 -5 
subject1_041a.tif subject1_041b.tif -23 2 -22 2 -16 2 
subject1_042a.tif subject1_042b.tif -13 17 -13 17 -13 16 
subject1_043a.tif subject1_043b.tif -7 17 -7 16 -8 16 
subject1_044a.tif subject1_044b.tif 2 32 1 31 0 17 
subject1_045a.tif subject1_045b.tif 19 -7 18 -7 16 -6 
subject1_046a.tif subject1_046b.tif -15 18 -14 17 -14 14 
subject1_047a.tif subject1_047b.tif -1 -14 -1 -14 -1 -5 
subject1_048a.tif subject1_048b.tif 21 -1 20 -1 17 -1 
subject1_049a.tif subject1_049b.tif 8 15 8 15 8 14 
subject1_050a.tif subject1_050b.tif 15 -40 14 -39 14 -4 
subject1_051a.tif subject1_051b.tif 12 30 11 28 9 13 
subject1_052a.tif subject1_052b.tif -14 15 -12 14 -5 13 
subject1_053a.tif subject1_053b.tif -49 -5 -47 -5 -7 -3 
subject1_054a.tif subject1_054b.tif 11 6 10 6 9 6 
subject1_055a.tif subject1_055b.tif -18 16 -17 15 -3 8 
subject1_056a.tif subject1_056b.tif 6 -11 6 -10 6 -3 
subject1_057a.tif subject1_057b.tif 9 16 8 15 7 13 
subject1_058a.tif subject1_058b.tif 11 -14 10 -13 8 -4 
subject1_059a.tif subject1_059b.tif 27 -21 26 -20 14 -4 
subject1_060a.tif subject1_060b.tif -15 12 -14 12 -14 12 
subject1_061a.tif subject1_061b.tif -12 -18 -11 -17 -12 -5 
subject1_062a.tif subject1_062b.tif -7 -26 -6 -25 -7 -5 
subject1_063a.tif subject1_063b.tif -25 25 -23 23 -12 -1 
subject1_064a.tif subject1_064b.tif -7 -16 -6 -15 -7 -5 
subject1_065a.tif subject1_065b.tif 10 -5 9 -5 -3 -4 
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 Table A.3 Comparison of actual shifts with those estimated using the 
Original SIFT and SURF Algorithms applied to 51 simulated images, 
Gaussian noise equal to 20% of peak intensity is added to the images in 
the second column. 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results 
applying the 
SIFT 
Algorithm 
Results 
applying the 
SURF 
Algorithm  
Full process took 163.30017 Sec. 52.656148 Sec. 
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_015a.tif subject1_015b.tif -9 -33 -9 -33 -9 -33 
subject1_016a.tif subject1_016b.tif -28 -16 -28 -16 -28 -16 
subject1_017a.tif subject1_017b.tif 15 5 15 5 15 5 
subject1_018a.tif subject1_018b.tif -11 -14 -11 -14 -11 -14 
subject1_019a.tif subject1_019b.tif 13 14 13 14 13 13 
subject1_020a.tif subject1_020b.tif 1 51 1 51 1 50 
subject1_021a.tif subject1_021b.tif -15 -28 -15 -28 -13 -24 
subject1_022a.tif subject1_022b.tif 27 -14 27 -13 26  -13 
subject1_023a.tif subject1_023b.tif -28 -28 -28 -28 -27 -27 
subject1_024a.tif subject1_024b.tif -3 59 -3 58 -3 59 
subject1_025a.tif subject1_025b.tif 38 24 38 23 36 24 
subject1_026a.tif subject1_026b.tif 8 -1 8 -1 8 -1 
subject1_027a.tif subject1_027b.tif 12 11 12 10 9 -1 
subject1_028a.tif subject1_028b.tif 7 -9 7 -8 7 -9 
subject1_029a.tif subject1_029b.tif 27 28 26 26 9 -1 
subject1_030a.tif subject1_030b.tif 1 -11 2 -11 6 -10 
subject1_031a.tif subject1_031b.tif 18 -5 17 -6 17 -5 
subject1_032a.tif subject1_032b.tif -41 2 -39 1 -9 0 
subject1_033a.tif subject1_033b.tif 8 -12 8 -12 7 -12 
subject1_034a.tif subject1_034b.tif -20 6 -18 4 -12 3 
subject1_035a.tif subject1_035b.tif -28 -19 -28 -19 -26 -18 
subject1_036a.tif subject1_036b.tif -1 5 -1 5 0 3 
subject1_037a.tif subject1_037b.tif -25 23 -24 22 -6 4 
subject1_038a.tif subject1_038b.tif -10 -12 -10 -12 -9 -12 
subject1_039a.tif subject1_039b.tif 17 6 15 5 8 -12 
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Continued 
Table A.3 Comparison of actual shifts with those estimated using the 
Original SIFT and SURF Algorithms applied to 51 simulated images. 
Gaussian noise equal to 20% of peak intensity is added to the images in 
the second column. 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results 
applying the 
SIFT 
Algorithm 
Results 
applying the 
SURF 
Algorithm  
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_040a.tif subject1_040b.tif 3 17 1 14 2 -6 
subject1_041a.tif subject1_041b.tif 9 -12 7 -11 4 -13 
subject1_042a.tif subject1_042b.tif -16 3 -15 3 -9 -6 
subject1_043a.tif subject1_043b.tif 25 24 22 21 6 0 
subject1_044a.tif subject1_044b.tif -24 -38 -23 -35 -3 -12 
subject1_045a.tif subject1_045b.tif 5 -23 4 -22 4 -18 
subject1_046a.tif subject1_046b.tif -10 28 -10 25 -7 0 
subject1_047a.tif subject1_047b.tif -41 -19 -39 -17 -13 -16 
subject1_048a.tif subject1_048b.tif -12 16 -12 15 -10 -12 
subject1_049a.tif subject1_049b.tif -20 -3 -20 -3 -11 -4 
subject1_050a.tif subject1_050b.tif 22 -14 19 -13 21 -13 
subject1_051a.tif subject1_051b.tif -36 -10 -27 -8 0 -13 
subject1_052a.tif subject1_052b.tif -2 -2 -2 -2 6 -13 
subject1_053a.tif subject1_053b.tif 11 -12 9 -11 10 -13 
subject1_054a.tif subject1_054b.tif -4 -35 -4 -16 0 -14 
subject1_055a.tif subject1_055b.tif -14 -33 -13 -28 0 -14 
subject1_056a.tif subject1_056b.tif 20 -1 17 -1 19 -13 
subject1_057a.tif subject1_057b.tif -6 -11 -6 -10 3 -13 
subject1_058a.tif subject1_058b.tif -20 10 -19 8 -3 -7 
subject1_059a.tif subject1_059b.tif 26 5 22 4 23 -1 
subject1_060a.tif subject1_060b.tif 30 -2 29 -2 27 -2 
subject1_061a.tif subject1_061b.tif -42 -14 -27 -11 0 -12 
subject1_062a.tif subject1_062b.tif 11 2 9 30 10 -1 
subject1_063a.tif subject1_063b.tif 2 -24 1 -9 10 -7 
subject1_064a.tif subject1_064b.tif 14 -5 11 -4 12 -5 
subject1_065a.tif subject1_065b.tif 8 32 7 30 9 0 
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Table A.4 Comparison of estimated shifts, using SIFT and SURF 
Algorithm_2 applied to 51 simulated images, with the actual shifts applied 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results of  
applied SIFT 
Algorithm 
Results of 
applied SURF 
Algorithm  
Full process took 156.36272 Sec. 36.593295 Sec. 
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_015a.tif subject1_015b.tif 31 9 31 9 31 9 
subject1_016a.tif subject1_016b.tif -38 9 -38 9 -38 9 
subject1_017a.tif subject1_017b.tif 25 13 25 13 25 13 
subject1_018a.tif subject1_018b.tif 28 26 28 26 28 26 
subject1_019a.tif subject1_019b.tif -18 -46 -18 -46 -18 -46 
subject1_020a.tif subject1_020b.tif 36 8 36 8 36 8 
subject1_021a.tif subject1_021b.tif -31 4 -31 4 -31 4 
subject1_022a.tif subject1_022b.tif -27 -17 -27 -17 -27 -17 
subject1_023a.tif subject1_023b.tif -4 15 -4 15 -4 15 
subject1_024a.tif subject1_024b.tif 8 -27 8 -27 8 -27 
subject1_025a.tif subject1_025b.tif 30 1 30 1 30 1 
subject1_026a.tif subject1_026b.tif 37 -24 37 -24 37 -24 
subject1_027a.tif subject1_027b.tif -16 -15 -16 -15 -16 -15 
subject1_028a.tif subject1_028b.tif -2 -20 -2 -20 -2 -20 
subject1_029a.tif subject1_029b.tif -19 -48 -19 -48 -19 -48 
subject1_030a.tif subject1_030b.tif -17 5 -17 5 -17 5 
subject1_031a.tif subject1_031b.tif -4 -3 -4 -3 -4 -3 
subject1_032a.tif subject1_032b.tif -2 3 -2 3 -2 3 
subject1_033a.tif subject1_033b.tif -10 -14 -10 -14 -10 -14 
subject1_034a.tif subject1_034b.tif 10 -8 10 -8 10 -8 
subject1_035a.tif subject1_035b.tif 5 -19 5 -19 5 -19 
subject1_036a.tif subject1_036b.tif -3 15 -3 15 -3 15 
subject1_037a.tif subject1_037b.tif -18 3 -18 3 -18 3 
subject1_038a.tif subject1_038b.tif -5 -2 -5 -2 -5 -2 
subject1_039a.tif subject1_039b.tif -7 -42 -7 -42 -7 -42 
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Continued 
Table A.4 Comparison of estimated shifts, using SIFT & SURF Algorithm_2 
applied to 51 simulated images, with the actual shifts applied 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results of  
applied SIFT 
Algorithm 
Results of  
applied SURF 
Algorithm  
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_040a.tif subject1_040b.tif -3 28 -3 28 -3 28 
subject1_041a.tif subject1_041b.tif 13 -8 13 -8 13 -8 
subject1_042a.tif subject1_042b.tif -13 5 -13 5 -13 5 
subject1_043a.tif subject1_043b.tif -8 -11 -8 -11 -8 -11 
subject1_044a.tif subject1_044b.tif 1 25 1 25 1 25 
subject1_045a.tif subject1_045b.tif -50 12 -50 12 -50 12 
subject1_046a.tif subject1_046b.tif -20 19 -20 19 -20 19 
subject1_047a.tif subject1_047b.tif -48 -4 -48 -4 -48 -4 
subject1_048a.tif subject1_048b.tif 1 -8 1 -8 1 -8 
subject1_049a.tif subject1_049b.tif -4 -30 -4 -30 -4 -30 
subject1_050a.tif subject1_050b.tif -23 -16 -23 -16 -23 -16 
subject1_051a.tif subject1_051b.tif 7 -12 7 -12 7 -12 
subject1_052a.tif subject1_052b.tif 31 3 31 3 31 3 
subject1_053a.tif subject1_053b.tif -37 -9 -37 -9 -37 -9 
subject1_054a.tif subject1_054b.tif -13 2 -13 2 -13 2 
subject1_055a.tif subject1_055b.tif -4 -6 -4 -6 -4 -6 
subject1_056a.tif subject1_056b.tif -15 -1 -15 -1 -15 -1 
subject1_057a.tif subject1_057b.tif -29 12 -29 12 -29 12 
subject1_058a.tif subject1_058b.tif -26 -13 -26 -13 -26 -13 
subject1_059a.tif subject1_059b.tif -3 5 -3 5 -3 5 
subject1_060a.tif subject1_060b.tif -2 35 -2 35 -2 35 
subject1_061a.tif subject1_061b.tif 32 13 32 13 32 13 
subject1_062a.tif subject1_062b.tif 2 -16 2 -16 2 -16 
subject1_063a.tif subject1_063b.tif -9 -28 -9 -28 -9 -28 
subject1_064a.tif subject1_064b.tif -7 -9 -7 -9 -7 -9 
subject1_065a.tif subject1_065b.tif 35 15 35 15 35 15 
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Table A.5 Comparison of estimated shifts using SIFT & SURF Algorithm_2 
applied to 51 simulated images, with the actual shifts applied. Images in 
the second column are first column images with 10% of Gaussian 
added noise and with random shifts along the x and y axes 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results of  
applied SIFT 
Algorithm 
Results of 
applied SURF 
Algorithm  
Full process took 164.725841 Sec. 42.432253 Sec. 
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_015a.tif subject1_015b.tif -7 -35 -7 -35 -7 -35 
subject1_016a.tif subject1_016b.tif 5 -8 5 -8 5 -8 
subject1_017a.tif subject1_017b.tif 3 9 3 9 3 9 
subject1_018a.tif subject1_018b.tif -16 -1 -16 -1 -16 -1 
subject1_019a.tif subject1_019b.tif -5 -9 -5 -9 -5 -9 
subject1_020a.tif subject1_020b.tif 4 -11 4 -11 4 -11 
subject1_021a.tif subject1_021b.tif -26 -27 -26 -27 -26 -27 
subject1_022a.tif subject1_022b.tif -3 15 -3 15 -3 15 
subject1_023a.tif subject1_023b.tif 6 -43 6 -43 6 -43 
subject1_024a.tif subject1_024b.tif -14 -4 -14 -4 -14 -4 
subject1_025a.tif subject1_025b.tif 13 -6 13 -6 13 -6 
subject1_026a.tif subject1_026b.tif 17 7 17 7 17 7 
subject1_027a.tif subject1_027b.tif 19 -36 19 -36 19 -36 
subject1_028a.tif subject1_028b.tif 28 -33 28 -33 28 -33 
subject1_029a.tif subject1_029b.tif 12 9 12 9 12 9 
subject1_030a.tif subject1_030b.tif -18 -44 -18 -44 -18 -44 
subject1_031a.tif subject1_031b.tif 14 -21 14 -21 14 -21 
subject1_032a.tif subject1_032b.tif -3 14 -3 14 -3 14 
subject1_033a.tif subject1_033b.tif -2 -9 -2 -9 -2 -9 
subject1_034a.tif subject1_034b.tif 2 -35 2 -35 2 -35 
subject1_035a.tif subject1_035b.tif -4 15 -4 15 -4 15 
subject1_036a.tif subject1_036b.tif 1 -1 1 -1 1 -1 
subject1_037a.tif subject1_037b.tif -46 6 -46 6 -46 6 
subject1_038a.tif subject1_038b.tif -6 36 -6 36 -6 36 
subject1_039a.tif subject1_039b.tif -4 -15 -4 -15 -4 -15 
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Continued 
Table A.5 Comparison of estimated shifts using SIFT & SURF Algorithm_2 
applied to 51 simulated images, with the actual shifts applied. Images in 
the second column are first column images with 10% of Gaussian added 
noise and with random shifts along the x and y axes. 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results of  
applied SIFT 
Algorithm 
Results of  
applied SURF 
Algorithm  
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_040a.tif subject1_040b.tif -2 -8 -2 -8 -2 -8 
subject1_041a.tif subject1_041b.tif -23 2 -23 2 -23 2 
subject1_042a.tif subject1_042b.tif -13 17 -13 17 -13 17 
subject1_043a.tif subject1_043b.tif -7 17 -7 17 -7 17 
subject1_044a.tif subject1_044b.tif 2 32 2 32 2 32 
subject1_045a.tif subject1_045b.tif 19 -7 19 -7 19 -7 
subject1_046a.tif subject1_046b.tif -15 18 -15 18 -15 18 
subject1_047a.tif subject1_047b.tif -1 -14 -1 -14 -1 -14 
subject1_048a.tif subject1_048b.tif 21 -1 21 -1 21 -1 
subject1_049a.tif subject1_049b.tif 8 15 8 15 8 15 
subject1_050a.tif subject1_050b.tif 15 -40 15 -40 15 -40 
subject1_051a.tif subject1_051b.tif 12 30 12 30 12 30 
subject1_052a.tif subject1_052b.tif -14 15 -14 15 -14 15 
subject1_053a.tif subject1_053b.tif -49 -5 -49 -5 -49 -5 
subject1_054a.tif subject1_054b.tif 11 6 11 6 11 6 
subject1_055a.tif subject1_055b.tif -18 16 -18 16 -18 16 
subject1_056a.tif subject1_056b.tif 6 -11 6 -11 6 -11 
subject1_057a.tif subject1_057b.tif 9 16 9 16 9 16 
subject1_058a.tif subject1_058b.tif 11 -14 11 -14 11 -14 
subject1_059a.tif subject1_059b.tif 27 -21 27 -21 27 -21 
subject1_060a.tif subject1_060b.tif -15 12 -15 12 -15 12 
subject1_061a.tif subject1_061b.tif -12 -18 -12 -18 -12 -18 
subject1_062a.tif subject1_062b.tif -7 -26 -7 -26 -7 -26 
subject1_063a.tif subject1_063b.tif -25 25 -25 25 -25 25 
subject1_064a.tif subject1_064b.tif -7 -16 -7 -16 -7 -16 
subject1_065a.tif subject1_065b.tif 10 -5 10 -5 10 -5 
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Table A.6 Comparison of estimated shifts using SIFT and SURF 
Algorithm_2 applied to 51 simulated images, with the actual shifts applied. 
Images in the second column are first column images with 20% of 
Gaussian added noise and with random shifts along x and y axes 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results of  
applied SIFT 
Algorithm 
Results of 
applied SURF 
Algorithm  
Full process took 201.896987 Sec. 80.430940 Sec. 
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_015a.tif subject1_015b.tif -9 -33 -9 -33 -9 -33 
subject1_016a.tif subject1_016b.tif -28 -16 -28 -16 -28 -16 
subject1_017a.tif subject1_017b.tif 15 5 16 5 15 5 
subject1_018a.tif subject1_018b.tif -11 -14 -12 -14 -11 -14 
subject1_019a.tif subject1_019b.tif 13 14 13 14 13 14 
subject1_020a.tif subject1_020b.tif 1 51 0 51 1 50 
subject1_021a.tif subject1_021b.tif -15 -28 -16 -28 -15 -28 
subject1_022a.tif subject1_022b.tif 27 -14 27 -13 27 -13 
subject1_023a.tif subject1_023b.tif -28 -28 -28 -28 -28 -28 
subject1_024a.tif subject1_024b.tif -3 59 -3 59 -3 59 
subject1_025a.tif subject1_025b.tif 38 24 38 24 38 24 
subject1_026a.tif subject1_026b.tif 8 -1 8 -1 8 -1 
subject1_027a.tif subject1_027b.tif 12 11 12 11 13 12 
subject1_028a.tif subject1_028b.tif 7 -9 7 -8 8 -9 
subject1_029a.tif subject1_029b.tif 27 28 27 28 27 28 
subject1_030a.tif subject1_030b.tif 1 -11 2 -11 2 -11 
subject1_031a.tif subject1_031b.tif 18 -5 18 -5 18 -5 
subject1_032a.tif subject1_032b.tif -41 2 -41 3 -41 3 
subject1_033a.tif subject1_033b.tif 8 -12 8 -12 8 -13 
subject1_034a.tif subject1_034b.tif -20 6 -21 6 -20 5 
subject1_035a.tif subject1_035b.tif -28 -19 -28 -20 -28 -19 
subject1_036a.tif subject1_036b.tif -1 5 -1 5 -2 5 
subject1_037a.tif subject1_037b.tif -25 23 -25 23 -26 23 
subject1_038a.tif subject1_038b.tif -10 -12 -11 -12 -10 -12 
subject1_039a.tif subject1_039b.tif 17 6 17 7 17 6 
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Continued 
Table A.6 Comparison of estimated shifts using SIFT & SURF Algorithm_2 
applied to 51 simulated images, with the actual shifts applied. Images in 
the second column are first column images with 20% of Gaussian added 
noise and with random shifts along the x and y axes. 
Name of first 
Image 
Name of 
second Image 
The shifts 
applied to the 
first image to 
give the second 
Results of  
applied SIFT 
Algorithm 
Results of  
applied SURF 
Algorithm  
Shift X Shift Y Shift X Shift Y Shift X Shift Y 
subject1_040a.tif subject1_040b.tif 3 17 3 17 4 17 
subject1_041a.tif subject1_041b.tif 9 -12 8 -11 9 -13 
subject1_042a.tif subject1_042b.tif -16 3 -16 3 -16 3 
subject1_043a.tif subject1_043b.tif 25 24 25 24 25 24 
subject1_044a.tif subject1_044b.tif -24 -38 -24 -38 -24 -38 
subject1_045a.tif subject1_045b.tif 5 -23 6 -23 6 -23 
subject1_046a.tif subject1_046b.tif -10 28 -10 28 -10 28 
subject1_047a.tif subject1_047b.tif -41 -19 -41 -19 -40 -19 
subject1_048a.tif subject1_048b.tif -12 16 -12 16 -12 16 
subject1_049a.tif subject1_049b.tif -20 -3 -20 -3 -20 -3 
subject1_050a.tif subject1_050b.tif 22 -14 23 -14 22 -14 
subject1_051a.tif subject1_051b.tif -36 -10 -36 -10 -36 -10 
subject1_052a.tif subject1_052b.tif -2 -2 -2 -3 -3 0 
subject1_053a.tif subject1_053b.tif 11 -12 11 -12 12 -12 
subject1_054a.tif subject1_054b.tif -4 -35 -4 -35 -4 -34 
subject1_055a.tif subject1_055b.tif -14 -33 -13 -33 -14 -33 
subject1_056a.tif subject1_056b.tif 20 -1 21 -2 19 -1 
subject1_057a.tif subject1_057b.tif -6 -11 -6 -11 -6 -11 
subject1_058a.tif subject1_058b.tif -20 10 -20 10 -21 9 
subject1_059a.tif subject1_059b.tif 26 5 26 5 26 5 
subject1_060a.tif subject1_060b.tif 30 -2 30 -2 30 -2 
subject1_061a.tif subject1_061b.tif -42 -14 -42 -14 -42 -14 
subject1_062a.tif subject1_062b.tif 11 34 11 34 11 33 
subject1_063a.tif subject1_063b.tif 2 -24 2 -24 2 -24 
subject1_064a.tif subject1_064b.tif 14 -5 14 -5 14 -5 
subject1_065a.tif subject1_065b.tif 8 32 8 32 9 32 
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APPENDIX B. CONTENTS OF ENCLOSED CD-ROM 
 
The CD-ROM attached to this thesis contains useful resources related to the 
addressed research work. The following is an index of the attached CD-
ROM: 
Folder  Contents  
Source Code 
This folder includes the source code for all methods 
presented in the thesis, Including the package for the 
CORNEASYS system. 
  
DATA 
 
 
This folder contains images captured at the Glasgow eye 
Hospital with a ConfoScan 4 confocal microscope, without 
Z-ring adaptor, set at 40X magnification and saved in TIF 
format. 
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APPENDIX C. SAMPLES OF AUTHOR’S 
PUBLICATIONS 
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