Abstract. We study the first homology group H 1 (F, C) of the Milnor fiber F of sharp arrangements A in P 2 R . Our work relies on the minimal complex C * (S(A)) of the deconing arrangement A and its boundary map. We describe an algorithm which computes possible eigenvalues of the monodromy operator h 1 of H 1 (F, C). We prove that, if a condition on some intersection points of lines in A is satisfied, then the only possible non trivial eigenvalues of h 1 are cubic roots of the unity. Moreover we give sufficient conditions for just eigenvalues of order 3 or 4 to appear in cases in which this condition is not satisfied.
Introduction
Let A in P 2 R be a projective line arrangement, A in R 2 be its deconing and M (A) = C 2 \ ∪ H∈A H C be the complement of the complexified arrangement. The Milnor fiber
of A is the smooth affine hypersurface defined as preimage of 1 by the defining polynomial Q of A. Consider the geometric monodromy action on F, given by the multiplication by λ = exp(2iπ/n + 1), where n + 1 is the cardinality of A. This automorphism induces the monodromy operators in homology
It is known that we have the following equivariant decomposition
where each β q,d is the multiplicity of an eigenvalue of h q with order d, and ϕ d is the cyclotomic polynomial of degree d. The computation of the eigenspaces of the monodromy operators, i.e. the cyclic modules [C[t, t −1 ]/ϕ d ] β q,d appearing in (1), is a difficult question which has been intensively studied the last decades and approached by different techniques such as nonresonant conditions for local systems (see for intance [6, 7] ), multinets ( [16, 30] ), minimality of the complement( [28, 32, 34, 36] ), graphs ([1], [27] ), and also mixed Hodge structure ( [3, 4, 5, 11, 12, 13, 15] ). Many progress have been done for braid arrangements ( [29] ), graphic arrangements ( [20] ) and real line arrangements ( [33, 35] ). Notice that we can reduce to study h 1 , since the eigenspaces of h 1 determine the eigenspaces of h 2 in view of the formula of the Zeta function of the monodromy, see for instance [10, Proposition 4.1.21 ]. Although we know that the monodromy operators and their eigenspaces are closely related with the multiplicities of the intersection points of the arrangement (see among others [2, 9, 19, 24, 33] ), the role of these multiplicities in the determination of the eigenspaces is obscure and many questions are still open, even for q = 1. We mention here some of them that motivated the work presented in this paper:
(1) it is yet unknown whether the (co)homology groups of the Milnor fiber are combinatorial; (2) it is unknown whether the (co)homology groups of the Milnor fiber with Z coefficients are torsion free (but partial results as in [31] ); (3) it is still yet not known wether a cyclic module [C[t, t
−1 ]/ϕ d ] appears or not in the decomposition of H q (F, C) for a given d. In particular it is not known, in general, wether a non trivial monodromy d appears or not; (4) even more specifically, it is not yet known whether the monodromy operator h 1 can have eigenvalues which are not roots of unity of order 3 or 4 (see [24] ). In case no non trivial eigenvalues appear, the arrangement A is said to be amonodromic. Several conjectures have been made on the (co)homology groups of the Milnor fiber. Among others the four following ones this paper focuses on: The purpose of this paper is farther investigate those four conjectures in case of sharp arrangements, that is arrangements A for which it exists a sharp pair (H, H ′ ) of hyperplanes that satisfies the condition that all intersection points lie on H, H ′ or in the same region of P 2 R delimited by H and H ′ . In particular, in case of sharp arrangements, Conjecture 1.2 is direct consequence of a more general conjecture which states that d-monodromy appears if and only if d-multinets appear. Indeed by [13, Theorem 3 .1 (i)] and [16, Theorem 3.11] it is known that if a d-multinet on A appears for some d ≥ 3, then β 1,d ≥ d − 2. While by [33, Theorem 3.21 ], if d = 1 then β 1,d ≤ 1. That is on sharp arrangements at most 3 multinets can exist.
In this paper we study H 1 (F, C) by mean of a minimal complex C * (S(A)) homotopically equivalent to the complement M (A), builded in [28] by M. Salvetti and the second author. We give an alternative algorithm to compute H 1 (F, C) to the one given in [33] by M. Yoshinaga and we prove that if a certain condition on some intersection points of lines in A is satisfied, then the only possible non trivial monodromy for the fiber F has order d = 3. Moreover if this condition is not satisfied, then we give sufficient conditions for monodromy to have order d = 3 or 4. More in detail, if A is a sharp arrangement and A is the affine arrangement obtained by removing one of the two lines in the sharp pair (H, H ′ ) ( e.g. H = H ∞ line at infinity), then lines in A and intersection points in each line have a natural order, both denoted by ✁, given as follows. The other line in the sharp pair (e.g. H ′ ) is the line H 1 by an epsilon in the direction of the half plane with no intersection point (see Figure 3 ). Finally, in each line, intersection points are ordered naturally from the first point which is the intersection with H P0 1 (= H ′ ) to the last real point which is the last real intersection before the point at infinity (intersection with H). Lines passing trough P 0 are oriented as H ,last,min does not contain any cycle of length l as the one in Figure 10 such that:
• H ✄ H ′ and l is odd
Here A (0,3) and A (0, 3, 4) are the sub-arrangements of A defined, respectively, in equations (16) and (18) , G A ′ (0, 3, 4) ,last,min is the graph defined in 5.22 and vertices and edges in G A ′ (0, 3, 4) ,last,min and in cycle in Figure 10 are drawn as described in Figure  1 . The above theorems partially answer to Conjecture 1.1 as it has been proved in [1] by the first author that if the non trivial monodromies of the fiber F have order a power of a prime, then Conjecture 1.1 holds. Moreover the algorithm described to prove theorems above can be applied, more in general, to study a-monodromicity of A. The paper is organized as follows. In Section 2 we recall the building foundation which are used throughout this paper. In Section 3 we describe a new graph based on the boundary map defined in [18] and we give fundamental Lemma's that state relation between cycles in this graph and Gauss operations to triangularize the boundary map. In Section 4 we introduce main simplification that holds for boundary map when the arrangement A is sharp and, finally, in Section 5 we define special graphs associated to the graph defined in Section 3 and we use them to prove Theorem 1.5 and Theorem 1.6, stated as Theorem 5.12 and Theorem 5.26. In the last Section we give examples to illustrate how our algorithm can be applied also to immediately state a-monodromicity. Many questions are left open as, for instance, if there are conditions that allow to further simplify our algorithm to finally get Conjecture 1.2 in case of sharp arrangements and, of course, what can be said if we extend it also to non sharp arrangements. This will be object of further studies.
Minimal complex for real line arrangements
In this section we will recall the complex defined in [28] in the special case of line arrangements (see also [18] ) and we will also introduce notations and definitions useful in the rest of the paper.
Let us denote by L(A) the lattice of intersection of A and by S(A) the stratification of R 2 into facets induced by the arrangement.
2.1. Minimal complex and boundary map. In [28] Salvetti and the second author described a minimal complex C * (A) homotopically equivalent to the complement M (A) of a real complexified arrangement A. Their construction is based on three main ingredients:
(1) a polar order on the stratification S(A) induced by an A-generic polar system of coordinates; (2) the Salvetti's complex introduced in [26] ; (3) the discrete Morse theory. In order to fix a polar system of coordinates in R 2 , an origin V 0 and a line V 1 containing V 0 are needed; then the polar coordinates of a point will be determined by the distance from V 0 and the rotation angle of the line V 1 inside R 2 . In order for this polar system to be A-generic, V 0 has to lie in an unbounded chamber C 0 of S(A) and the line V 1 containing V 0 has to intersect all hyperplanes H i ∈ A once in an unbounded facet F i ⊂ H i of the stratification S(A). Let us remark that, with this choice of polar system, all the points P ∈ L(A) lie on the same side of V 1 . We will denote by ✁ the polar order induced on the stratification S(A) of R 2 by the polar system of coordinates (V 0 , V 1 ). This restricts to an order on the hyperplanes of A given by the distance from V 0 of their intersection with V 1 . Let us now recall that the k-cells of the Salvetti's complex are pairs [C ≺ F k ] in which C and F k are, respectively, a chamber and a k−facet of the stratification S(A) such that F k is contained in the closure of C. More in general if F, G ∈ S(A) we write G ≺ F if F is contained in the closure of G. The cells of the minimal complex are the cells of the Salvetti's complex which are critical with respect to a suitable discrete Morse function. Explicitely in case of line arrangement:
• the critical 2−cells are the pairs [C ≺ P ] such that the point P is maximal with respect to the polar ordering, among the facets of S(A) contained in the closure of C; • the critical 1−cells are the pairs [C ≺ F ] such that C ✁ F and F is a 1-dimensional facet intersected by V 1 ; • the only critical 0−cell is the pair
In [18] Gaiffi and Salvetti gave, in case of line arrangements, a simplified version of the boundary map defined in [28] . Following their notations, for any point P ∈ L 2 (A), denote by S(P ) := {H ∈ A | P ∈ H} the set of hyperplanes containing P. For a given critical 2-cell [C ≺ P ], there are two lines in S(P ) which bound C. Denote by H C (resp. H C ) the one which has minimum (resp. maximum) index. Let Cone(P ) be the closed cone bounded by the minimum and the maximum lines of S(P ), having vertex P and whose intersection with V 1 is bounded. Then define
Consider a line V P that passes through the points V 0 and P . This line intersects all the lines H ∈ A in points P H and, if θ(P H ) is the length of the segment V 0 P H , then define the set
Then the map ∂ 2 in [18] is given by
where l ∈ L is an abelian local system, |F i | = H i is the affine subspace spanned by F i , and [C → |F i |) are the subsets of S(P ) defined by
, the boundary map ∂ 1 can be easily computed:
Notice that computing the (co)homology of the Milnor fiber with integer coefficients is equivalent to set, in the above boundary map, all the elements t H ∈ Aut(L) equal to the same t ∈ Aut(L).
Remark 2.1. Notice that each entry of the boundary matrix given by formula (2) above is divisible by 1 − t, by minimality of the complex C * (A).
Polar ordering and indexation of the lattice L(A)
. In this subsection we will list definitions and notations useful in the rest of the paper. Let L 2 (A) be the set of rank 2 elements in the intersection lattice L(A), i.e. intersection points of lines in A.
1. It is an obvious remark that the critical 1-cells [C ≺ F ] are in one to one correspondence with the hyperplanes H = |F | of the arrangement. Hence in the rest of the paper we will simply use H instead of [C ≺ F ].
2. The second boundary map defined in equation (2) is the sum of two addends, one is a summation on the lines belonging to S(P ), the second one a summation on the lines belonging to the set U (P ) which are in the Cone of P . Given a point P ∈ L 2 (A) let's then define the Upper Cone of P as the set of lines 3. Given a point P ∈ L 2 (A), we will denote the hyperplanes in S(P ) by
, where m(P ) is the multiplicity of P in A and the hyperplanes H P i are ordered following the order ✁ in A. 4. Given a point P ∈ L 2 (A) and following the previous notation for the lines in S(P ), we denote by C P j the unique chamber C P j ✁ P with walls facets F and
. 5. Given a line H, the order ✁ on the stratification S(A) induces a local order on the intersections points
In particular in the rest of the paper we will denote by last(H) the last point in the above order and by min(H) the second one. (This latter notation will be clearer in the following of the paper).
Remark 2.3. The description of the set U (P ) (and hence U(P )) can be given in terms of the intersection lattice simply using the order in (5). Indeed, for example, if P = P H i is a point in H, a line H ′ ✁ H will be in U (P ) if and only if H ′ ∩ H = ∅ is a point P H j with j < i. 2.3. The Milnor Fibre of line arrangements. Let Q : C 3 → C be the defining polynomial (of degree n + 1) of the projective line arrangement A. Then the Milnor Fiber is defined as F = Q −1 (1) with geometric monodromy
that induces the monodromy operator h q : H q (F, A) → H q (F, A), A being any unitary commutative ring. Let R := A[t, t −1 ] and R t be the ring R endowed with the π 1 (M (A))-module structure given by the abelian representation
taking a generator β j into t-multiplication. Then it is a well know fact that
where t-multiplication on the left corresponds to the monodromy action on the right. Consider now A = C, R = C[t, t −1 ], then H * (M (A); R t ) decomposes into cyclic modules either isomorphic to R or to 
Remark that if A is a-monodromic A is (the converse is not true in general).
Homology graph of line arrangements
Let M at(∂ 2 ) be the second boundary matrix defined by the map in equation (2) . For the sake of simplicity, we will denote by i) H the row corresponding to the critical 1−cell [C ≺ F ], |F | = H; ii) c P the columns block relative to the critical 2−cells [C ≺ P ].
More in detail, following the local notations in subsection 2.2, we will denote by c Notation 3.1. Given a point P ∈ L 2 (A) and a line H ∈ S(P ), if e(H, c) denotes the entry of M at(∂ 2 ) corresponding to row H and column c, then
where α 1 and the α i are positive integers. Hence we denote by c P H the column of the block c P such that
otherwise, in such a way that e(H, c P H ) has the form t α (1 − t).
Our goal is to diagonalize the matrix M at(∂ 2 ). In order to do it we introduce the homology graph G(A) defined as follows: i) vertices are couples (H, P ), with H ∈ A and P ∈ L 2 (A) such that P ∈ H; ii) two vertices (H, P ) and ( Figure 1) and
For simplicity, we will sometimes denote by [(H, P ), (H ′ , P ′ )] the edge from (H, P ) to (H ′ , P ′ ) when the order between H and H ′ is not needed.
, S(P ) set of lines containing P and U(P ) defined in (3).
Given the matrix M at(∂ 2 ), the graph G(A) defines operations on M at(∂ 2 ) as follows. The edge
H being the column defined in Notation 3.1. Notice that ϕ ′ exists as e(H, c
. We will say that we perform operations along a subgraph in G(A) if we perform all the rows operations O
The following definition will be used often in the rest of the paper. Remark 3.3. Let us remark that if H is removed by operations along a subgraph δ, then using simple columns operations, the row H can be reduced to a row with all entries 0 but e(H, c P H ) = 1 − t without changing the entries e(H ′ , c
Hence if we can find a subgraph of G(A) that allows us to remove all hyperplanes of A at once, then the matrix M at(∂ 2 ) can be triangularized with pivots 1 − t and rows ordered following the polar order, that is A is a-monodromic.
From now on we will assume that operations along the graph are performed following the polar order, that is performing all operations O P,P ′ H,H ′ for all H ′ ✄ H, where each H is fixed step by step following the polar order. In order to find a suitable graph δ to remove all hyperplanes at once, we need to study how the entry e(H, c
is changed when we perform row operations along δ to remove H ✁ H. It is an easy remark on Gauss reduction that we can keep removing hyperplanes H ✁ H along the graph δ following the row (i.e. polar) order, without affecting entry e(H, c P H ) = t α (1 − t) until we get the following submatrix (where the symbol * means a non zero entry)
Indeed, in this case, in order to simplify the entry e(H, c
′ , where ϕ satisfies e(H, c
. Then the entry e(H, c P H ) = t α (1 − t) is changed and, in general, we don't know if it will keep the form t β (1 − t).
Lemma 3.4. If performing row operations along a subgraph δ of G(A)
to triangularize the matrix M at(∂ 2 ), we get the submatrix (7) in the Gauss transformed matrix, then there exists a cycle in δ as the one in Figure 2 that contains (H, P ) and (H ′ , P ′ ).
(H, P )
Proof. Since we get the submatrix (7) it means that e(H, c
, where the symbol = 0 means that the entry became non zero after having performed previous rows operations on M at(∂ 2 ). Let us study these cases separately.
(a) corresponds to the existence of the edge [( Figure 2 ; (b) corresponds to existence of H ✁ H with e(H, c P ′ H ′ ) = 0 and a chain of operations with starting vertex H and ending vertex H corresponding to the edges
Note that we can have either H✁H ′ and the corresponding edge is [( Figure 2 ; (d) corresponds to existence H ✁H ′ with e( H, c P H ) = 0 and a chain of operations with starting vertex H and ending vertex H ′ corresponding to the edges
Note that in this case it is clear that H ✁ H since H ✁ H ′ ✁ H, and we have the edge [(H, P ), ( H, P ), ✄].
Remark 3.5. Condition in Lemma 3.4 is not sufficient in general to say that the matrix can not be triangularized. Indeed, it could exist another more suitable point P ′′ ∈ H ′ such that we have the submatrix
can be simplified without changing H, or it can happen that even if we perform H − ϕH ′ , still e(H, c P H ) is of the form t β (1 − t). But anyway, Lemma 3.4 is sufficient to say that if no cycle appears in a suitable subgraph δ ⊂ G(A), then the submatrix M ′ whose rows H and columns c P H correspond to the vertices (H, P ) of δ can be triangularized. Then in particular, if we can find a suitable subgraph δ with as many vertices (H, P ) as the hyperplanes of A and such that for any two vertices (H, P ) = (H ′ , P ′ ) ∈ δ, H = H ′ and P = P ′ , then cycles as in Figure 2 of δ give informations on the monodromy of A. For example, if δ has no cycle it means that we have a submatrix M ′ with as many rows as M at(∂ 2 ) that can be reduced to diag(1 − t), that is A is a-monodromic.
In the following sections we will study the monodromy of the Milnor fiber of a special family of line arrangements, the so called sharp arrangements, studying the homology H 1 (M (A); R t ) via suitable subgraphs of the graph G(A).
Sharp arrangements and their boundary map
In the following of this paper we will deal with a special category of line arrangements, the so called sharp arrangements. Definition 4.2. We say that A in R 2 is a sharp arrangement if it is the deconing of an arrangement A in P 2 R with respect to the hyperplane at infinity H ∞ , where
Let A be a sharp arrangement, (H, H ′ ) the sharp pair, P 0 = H ∩ H ′ be the point at infinity, and m(P 0 ) the multiplicity of P 0 in A. Then keeping the notation (4) we define H = H ∞ = H P0 m(P0) and
We choose the pair (V 0 , V 1 ) as follows: V 0 lies in the unbounded chamber with wall the hyperplane H ′′ ∈ S(P 0 ) such that the induced polar order in S(P 0 ) is
where H ′ is the second line in the sharp pair (see Figure 3 ).
Remark 4.3. The choice of notation P 0 for the point at infinity will be clearer in the next section. Indeed it turns out to be the most natural choice to agree with the properties on all the other points in the sharp line H P0 1 . Denote by
1 } the set of all affine points belonging to the sharp line H P0 1 . As H P0 1 ∪P 0 = H ′ in the sharp pair (H, H ′ ) of A, it is an easy remark that for any point P ∈ P, U(P ) = ∅, as any other point P ′ ∈ L 2 (A)\P has to lie in the same side of H P0 m(P0)−1 with respect to H P0 1 (see Figure 3) . As in Figure 3 , we will index points P 1 ✁ · · · ✁ P m in P following the order induced by 1 } is a subarrangement of A and it is a simple remark that the complex C * (S(A 1 )) is a subcomplex of C * (S(A)). Then the map
is a well defined inclusion of algebraic complexes. It defines an exact sequence of algebraic complexes
is the quotient complex C * (S(A))/C * (S(A 1 )) with the induced boundary map. This exact sequence (9) gives rise to a long exact sequence in homology
that is we have the same cyclic modules
It is an easy remark that the inclusion (8) is equivalent to remove the row corresponding to H P0 1 from the second boundary matrix. 4.2. On the matrix M at(∂ 2 ) for sharp arrangements. Following section 4.1, we denote by M the submatrix of M at(∂ 2 ) obtained removing the row H P0 1 . We denote by M 1 the submatrix of M with columns blocks c P , P ∈ P, and by M 2 the submatrix with columns c P , P ∈ L 2 (A)\P :
We denote by ∂ 2 (S(P )) the sub-matrix of M with columns c P and rows H ∈ S(P ). Similarly, we denote by ∂ 2 ( U(P )) the sub-matrix of M with column block c P and rows H ∈ U(P ).
Performing
where the last row is obtained simplifying each entry by elementary columns operations with the last one. Since for any P ∈ P, U(P ) = ∅, the following lemma holds:
, and entries corresponding to rows H P0 k , 1 < k < m(P 0 ), are all zeros. Remark 4.5. Since the monodromy has to divide |A| + 1, if P ∈ P is a point such that m(P ) is coprime with |A|+1, then 1−t m(P ) cannot appear in the diagonal form of M , that is there exist columns operations on M such that D(P ) = diag(1 − t),
1 }) two subsets corresponding to rows of M and by M p and M cp the submatrices of M corresponding, respectively, to rows H ∈ A p an H ∈ A cp . Then the rows of M can be re-ordered as follows:
Let's now consider only the columns of M p M cp corresponding to the columns of the matrix M 1 in equation (10) . After diagonalization process of M 1 in Lemma 4.4, the matrix D(M 1 ) can be re-ordered to keep the diagonal form as
where the first block corresponds to submtarix of rows H ∈ A p \ {H P0 k } 1<k<m(P0) , the zero block (0 0) to rows in {H P0 k } 1<k<m(P0) and the last block to rows H ∈ A cp . Then for any fixed row H ∈ A p of the matrix M p , the operations O Remark 4.5 allows to immediately retrieve the following Libgober's result (see [19] ). Theorem 4.6. Let A in R 2 be a sharp arrangement with Milnor fiber F and order n = |A|. If gcd(m(P ), n + 1) = 1, for all P ∈ P, then A is a-monodromic.
With more non trivial computations on M, it is also possible to retrieve the following Yoshinaga's result proved in [33, 35] and also in [31] .
Theorem 4.7. Let A in R 2 be a sharp arrangement with Milnor fiber F and order n = |A|. Assume that P contains exactly one point P such that gcd{m(P ), n + 1} = 1. Then A is a-monodromic.
In the end of this section we describe the effect of the diagonalization of M 1 on the right part M 2 of M. Denote by D(M 2 ) the new matrix obtained from M 2 after diagonalization of M 1 .
, P ∈ P, change the matrix M 2 as follows:
(1) the zero entries in the row H P i become entries of the form t −1 S(P ′ ) in the columns corresponding to the block c
, become all zeros except the rows corresponding to H ∈ {max ✁ S(P )∩ U(P ′ ) | P ∈ P} and to H P0 k , 1 < k < m(P 0 ). All other entries are unchanged.
Proof. Using usual notation, P will denote a point in P and P ′ a point in L 2 (A)\P. Recall that given a row H, the entries in the column block c P ′ are non zero if and only if H ∈ S(P ′ ) ∪ U(P ′ ). Let us now prove 1., 2. and 3. separately.
(1) Let's the entries of row H P i and H P i+1 be respectively zero and not zero in the block c
, that is if and only if H 
With these notations we can express the U(P ′ ) addendum in formula (2) of ∂ 2 (l.e [C P ′ j ≺P ′ ] ) as follows:
. We deduce directly that the entries e(H
In view of the new non zero coefficients of type 1. in Theorem 4.8 that appear when we diagonalize M 1 , define for any P ′ ∈ L 2 (A)\P:
is either the empty-set or contains just one line.
4.3.
On rows H P0 k in the matrix M . It is an easy remark that lines of the form H P0 k are never in Cone(P ), unless P belongs to one of them (see for instance points P and P ′ in Figure 3 ). On the other hand, if they belong to the cone of P , by our choice of polar coordinates, they also belong to the upper of P . More precisely, if P ∈ L 2 (A), the following holds:
The first part of the following Lemma is then proved. (2); ii) the entry e(H P0 k , c P 1 ) will be in the U(P ) addendum of formula (2) and we get: (11) e(H P0 m(P0)−1 , c 
Remark 4.11. The columns c P H are key columns in the diagonalization process. Then we are interested in studying and simplifying the non zero entries on those columns. Clearly by Lemmas 4.9 and 4.10 performing operations
we have that for any point P and line H ∈ S(P ), H = H P0 k , 1 < k < m(P 0 ) − 1, the entries e(H Definition 4.12. Let P ∈ L 2 (A)\P be an affine point. We define the upper cone maximal of P as the set
where max ✁ U(P )∩S(P i ) is the maximal hyperplane with respect to the order ✁ in each S(P i ) which also belongs to the upper cone U(P ), and H 0 (P ) is the following subset of S(P 0 ) ∩ U(P ) : h ∈ S(P ), the condition H 0 (P ) = ∅ is equivalent to the existence of an h = m(P 0 )−1 such that H P0 h ∈ S(P ). Hence after we performed operation in equation (13) , the only non zero entries of rows H P0 k are in the column blocks c P such that H P0 k ∈ S(P ) ∪ U Max (P ). That is, any row operation H − ϕH P0 k leaves the entry e(H, c P H ) unchanged for any point P such that H P0 k / ∈ S(P ) ∪ U Max (P ).
We will use this Remark 4.13 in section 5.1 (respectively 5.2) in order to simplify the rows H P0 k , 1 < k < m(P 0 ) − 1 (respectively H P0 k , 2 < k < m(P 0 ) − 1).
Graph and monodromy of the Milnor fiber
In this section, we study special graphs obtained from G(A) in order to study the monodromy of A. In Section 4 we essentially proved the following facts: i) the line H 1) ), we have that e(H, c
(see Theorem 4.8 and Remark 4.11). Since the only possible monodromies have to divide both |A|+1 (by the equivariant decomposition in equation (1) ) and m(P 0 ) ( see [33, 3.21 (ii)]), it follows from i) and ii) that the hyperplanes (14) A r = {H P i ∈ A|P ∈ P and gcd(m(P ), |A|+1) = 1 or gcd(m(P ), m(P 0 )) = 1 or i = m(P )} can all be removed in the sense of Definition 3.2 by the same argument than in Remark 4.5. Notice that i = m(P ) includes the case of double points, i.e. m(P ) = 2. Then in order to study the monodromy of A we can reduce to study the graph G A ′ defined as follows:
(1) vertices of G A ′ are vertices (H, P ) of G(A) such that H ∈ A ′ = A \ A r and P ∈ L 2 (A) \ P; (2) two vertices (H, P ) and (H ′ , P ′ ) are connected by an edge from (H, P ) to (H ′ , P ′ ) if and only if H ′ ∈ S(P ) ∪ U Max (P ) ∪ N (P ).
Let us remark that G A ′ has lesser vertices than G(A) and all edges [(H, P ), (H ′ , P ′ )] for which H ′ ∈ U(P ) \ U Max (P ) disappear. Remark that G A ′ is not properly a subgraph of G(A) since new edges [(H, P ), (H ′ , P ′ )] corresponding to H ′ ∈ N (P ) appear. Graph G A ′ is more informative than G(A) but still too big. It can be highly reduced as we will show in the two next subsections. 5.1. The subgraph G A0,last of G A ′ . Recall that given a line H we call last(H) ∈ L 2 (A)\P (resp. min(H) ∈ L 2 (A)\P) the last point (resp. the second point) in H with respect to the order induced by the polar order ✁ of A. (1) for any
Notation 5.1. Denote by
Lemma 5.4. Rows {H 
Our goal is to show that, under special conditions, in order to study the monodromy of A it is enough to study the graph G A0,last . Let's start by observing that since A is sharp, all intersections lie in the same side of H P0 1 , and then for any line Figure 3) . By this we get the following important remark on edges of G A0,last .
Remark 5.7. By A being a sharp arrangement, the following facts hold for last(H), H ∈ A 0 , which allows us to list all the possible edges appearing in G A0,last . As usual let P i , 1 ≤ i ≤ |P|, denote points in P with H Pi ✁ H Pj if and only if i < j: 
and we finished. This last condition will play an important role in our main Theorem.
By Remark 5.7 we get that all possible edges in G A0,last are the one in Figure 5 . In particular the two following propositions hold. has to be the last minus one line in its point P i or P j , which implies m(P i ) = 3 or m(P j ) = 3. If k = m(P j ) − 1, then by Remark 5.7 2. the biggest between H Pj m(Pj )−1 and H Pi 2 has to be the second line in its point, while the smallest one has to be the last minus one. This directly imply points 1. and 2. In many situations, it happens that the graph G A0,last has cycles. We will see that these cycles involve points P i ∈ P of multiplicity 3. Hence, let's now define (16) A (0,3) = A 0 \{H Pi h | P i ∈ P and m(P i ) = 3}. By above Propositions 5.8, 5.9 and 5.10 it follows that if, for hyperplanes in A (0,3) and, more in general, for hyperplanes in A 0 strictly depends on the chosen polar coordinates system (V 0 , V 1 ). Indeed the only requirement is that lines (H ∞ , H P0 1 ) are sharp pair. This is equivalent to say that sufficient condition for (17) to hold is that it exists a polar coordinates system (V 0 , V 1 ) with lines (H ∞ , H P0 1 ) sharp pair such that (17) holds for this system. In particular for any sharp pair there are four different natural choices that are the two different ways we can choose the line at infinity, that is if (H, H ′ ) is the sharp pair we can have
). The other two options depend on the choice of the origin V 0 that can be i. in the chamber in the bottom left corner as in Figure 3 ii. or in the chamber in the upper left corner as in Figure 14 . It is not difficult to check that for a given choice (V 0 , V 1 ) of the polar coordinates system such that (H ∞ , H P0 1 ) is sharp pair, the following four conditions on hyperplanes of A are equivalent to (17) with respect to the four different natural choices described above. ii. can only fail for points P j such that m(P j ) = 2.
Example 5.14. Let A be a sharp arrangement such that condition (17) is satisfied for at least one choice of polar coordinate system (V 0 , V 1 ) among those that are described in Remark 5.13. Then with Theorem 5.12 we have that:
Such arrangement is given in Example 6.1. Note that Lemma 5.17 essentially states that the only edges involved in a cycle are edges of the form E 1 for k = 2, m(P i ) − 1, and E 2 (see Figure 5 ).
Proof. Let us consider the cycle γ in Figure 2 . By Remark 5.7 we know that any edge [H 
) and, by i < j, we are in case Remark 5.
Similarily, the existence of the edge [H, H, ✄] implies by Remark 5.
, we get the cycle in Figure 6 from the one in Figure 2 , recalling that we denote vertices of G A0,last only by hyperplanes H omitting points in H as they are always of the form last(H). 
in Figure 6 , that is P j ′ = P j has multiplicity 3.
Note that in the above cases H = H Pj 2 . Let us study cases A and B separately:
The first configuration is an absurd since in this case last(H) = last(H ′ ). In the second configuration, the fact that H ′ ∈ Cone(last(H)) implies the existence of a line
It is obvious that H ′′ has to be parallel with
, that is m(P i ) − 1 = 2 and m(P i ) = 3. B. This case corresponds to the cycle in Figure 7 and we have the following two cases: 
On the other hand, the edge [H, H, ✁] means that H ∈ S(last(H)) and since H ′ ✁ H we easily see that either H H ′ and
Let us remark that in Proposition 5.11 and Theorem 5.12 we focused on the arrangement A (0,3) ⊂ A 0 since our main goal is to show Conjecture 1.2. But above Lemma's are true more in general if condition (17) holds in A 0 . Hence our algorithm also provides a way to show a-monodromicity directly via the following result. ′ such that k = 2. Then the following are easy geometric remarks on sharp arrangements:
With usual notations, for points min(H), H ∈ A ′ , we have the following facts, consequence of A being a sharp arrangment: ,last,min can be diagonalized in diag(1 − t).
The following main Theorem, stated in Introduction, follows from previous Proposition, by Remarks 5.2 and 3.5. ,last,min does not contain any cycle of length l as the one in Figure 2 such that:
When the assumptions of Theorem 5.26 are satisfied, we can deduce, as in previous section, the a-monodromicity of A from the connectivity of Γ(A). ,last,min does not contain any cycle of length l as the one in Figure 2 such that: Figure 2 , then h = 2 or m(P i ) − 1 or m(P i ) − 2, the latter being only possible if i > 0. More precisely we have cycles as the one in Figure 10 . Proof. By Remarks 5.7 and 5.24 (see also Figure 9 ), we know that edges [H, Figure 9 ). More precisely we have: for the subsequent vertex in the cycle in Figure 10 (see E 1 ); 
) and we get cycles as the one in Figure 10 . ). Finally remark that, by construction, if γ, γ 1 and γ 2 have lengths, respectively, l, l 1 and l 2 then l = l 1 + l 2 + 2, that is if l is even then l 1 and l 2 have to be both even or odd, while if l is odd l 1 and l 2 have to be one odd the other even.
We can now prove the following final result. • H ✄ H ′ if l is odd • H ✁ H ′ if l is even, then G A ′ 0 ,last,min is an oriented forest and A is a-monodromic. Example ?? shows that our algorithm is non trivial, that is it shows a-monodromicity of arrangements for which other known results and algorithms cannot provide answers.
Examples and Applications
In this section we will illustrate a couple of interesting examples to show how our algorithm can be applied to study monodromy of line arrangements. In particular we will also study the case of simplicial arrangements.
Example 6.1. Figure 13 R is a triangle. Grünbaum in [17] presents a catalogue of known simplicial arrangements up to 37 lines (see [8] for additional informations). In [33] Yoshinaga uses his algorithm to study the monodromy of the simplicial arrangement A(6m, 1) obtained taking 3m lines determined by the sides of the 3m-gon together with the 3m lines of symmetry of that 3m-gon. He proved that it is 3-monodromic (or pure-tone using Yoshinaga definition). Yoshinaga also conjectured that those are the only simplicial arrangements with non trivial monodromy and that, more in general, if monodromy appears in a simplicial arrangements, it can only be equal to 3. It is part of a work in progress to prove that if a simplicial arrangement contains three hyperplanes H, H ′ , H ′′ such that (H, H ′ ) and (H ′ , H ′′ ) are sharp pairs then the only non trivial monodromy that can appear is 3. In the following we give an example of how our algorithm reduces difficulty on computation to study a-monodromicity in simplicial arrangements.
In the simplicial arrangement depicted in Figure 15 (known to be a-monodromic), (H P0 1 , H ∞ ) is a sharp pair of lines, since there is no intersection points contained between them. With this choice of sharp pair we get that multiplicities m(P 0 ) = 3 and m(P 2 ) = m(P 4 ) = m(P 6 ) = 4 are coprime and P 3 and P 5 are double points. Hence the set A 0 = A ′ 0 defined in Notation 5.1 is
• min(H 
