Abstract. The joint numerical range W (F ) of three hermitian 3-by-3 matrices F = (F 1 , F 2 , F 3 ) is a convex and compact subset in R 3 . We show that W (F ) is generically a three-dimensional oval. Assuming dim(W (F )) = 3, every one-or two-dimensional face of W (F ) is a segment or a filled ellipse. We prove that only ten configurations of these segments and ellipses are possible. We identify a triple F for each class and illustrate W (F ) using random matrices and dual varieties.
Introduction
We denote the space of complex d-by-d matrices by M d , the real subspace of hermitian matrices by M For n = 2, identifying R 2 ∼ = C, the set W (F 1 , F 2 ) is the numerical range { x, Ax | x ∈ C d , x, x = 1} of A := F 1 + i F 2 . The numerical range is convex for all d ∈ N by the Toeplitz-Hausdorff theorem [55, 29] . Similarly, for n = 3 and all d ≥ 3 the joint numerical range W (F 1 , F 2 , F 3 ) is convex [2] . However, W (F ) is in general not convex for n ≥ 4, see [45, 41, 26] .
Let d, n ∈ N be arbitrary and call F ∈ (M h d ) n unitarily reducible if there is a unitary U ∈ M d such that the matrices U * F 1 U, . . . , U * F n U have a common block diagonal form with two proper blocks. Otherwise F is unitarily irreducible.
The shape of the numerical range (n = 2) is well understood. The elliptical range theorem [40] states that the numerical range of a 2-by-2 matrix is a singleton, segment, or filled ellipse. Kippenhahn [36] proved for all d ∈ N and F ∈ (M h d )
2 that W (F ) is the convex hull of the boundary generating curve defined in Remark 1.3. He showed for 3-by-3 matrices (d = 3) that if F is unitarily reducible, then W (F ) is a singleton, segment, triangle, ellipse, or the convex hull of an ellipse and a point outside the ellipse. If F is unitarily irreducible, then W (F ) is an ellipse, the convex hull of a quartic curve (with a flat portion on the boundary), or the convex hull of a sextic curve (an oval). Kippenhahn's result for 3-by-3 matrices was expressed in terms of matrix invariants and matrix entries of F 1 + i F 2 , see [35, 49, 47, 54] . The boundary generating curve was also used [16] to find a classification of the numerical range of a 4-by-4 matrix. Another result [31, 30] is that a subset W of C is the numerical range of some d-by-d matrix if and only if it is a translation of a) Ex. 6.2, s = 0, e = 1 b) Ex. 6.4, s = 0, e = 3 c) Ex. 6.5, s = 0, e = 4 d) Ex. 6.6, s = 1, e = 0 e) Ex. 6.7, s = 1, e = 1 f) Ex. 6.8, s = 1, e = 2 g) s = e = 0 h) s = ∞, e = 0 i) s = ∞, e = 1 Figure 1 . 3D printouts of exemplary joint numerical ranges of triples of hermitian 3-by-3 matrices from random density matrices: s denotes the number of segments, e the number of ellipses in the boundary.
the polar of a rigidly convex set of degree less than or equal to d, see Corollary 3 of [30] . We omit the details of this last description as we will not use it.
Despite the long history of the problem [8, 37, 14, 15, 12] , a classification of the joint numerical range of triples of matrices (n = 3) is unknown even in the case d = n = 3. Our motivation to tackle this problem is quantum mechanics, as we explain in Section 2. The link to physics is that for arbitrary d, n ∈ N and F ∈ (M [19] . The state space consists of d-by-d density matrices, that is positive semi-definite matrices of trace one, which represent the states of a quantum system.
Until further notice let d = n = 3, where L(F ) = W (F ) holds. One of us used random matrices to compute exemplary joint numerical ranges [59] . Photos of their printouts on a 3D-printer are depicted in Figure 1 . The printout shown in Figure 1f ) was the starting point of this research. As a result we present a simple classification Figure 2 . Possible configurations of large faces of a joint numerical range without corner points for d = n = 3. Circles (resp. segments) denote large faces which are filled ellipses (resp. segments). Dots denote intersection points between large faces. of W (F ) in terms of exposed faces. An exposed face of W (F ) is a subset of W (F ) which is either empty or consists of the maximizers of a linear functional on W (F ). Lemma 4.3 shows that the non-empty exposed faces of W (F ) which are neither singletons nor equal to W (F ) are segments or filled ellipses. We call them large faces of W (F ) and collect them in the set L(F ) := {G is an exposed face of W (F ) | (1.1) G = W (F ) and G is a segment or a filled ellipse}.
Let e (resp. s) denote the number of filled ellipses (resp. segments) in L(F ). We recall that a corner point of W (F ) is a point which lies on three supporting hyperplanes with linearly independent normal vectors.
3 . If W (F ) has no corner point, then the set L(F ) of large faces of W (F ) has one of the eight configurations of Figure 2 .
Proof: It is easy to see that large faces intersect mutually (Lemma 5.1). Since W (F ) has no corner point, no point lies on three mutually distinct large faces (Lemma 5.2). Hence the union of large faces contains an embedded complete graph with one vertex at the centroid of each large face (Lemma 5.3). Now, a well-known theorem of graph embedding [48] shows e + s ≤ 4. We observe that s = 0, 1 holds, because for s ≥ 2 the set W (F ) has a corner point (Lemma 5.4). We exclude the case (e, s) = (3, 1) by noting that for s ≥ 1 the embedded complete graph has a vertex on a segment. Then the graph has vertex degree at most two which implies e+s ≤ 3.
Section 6 shows three-dimensional examples of W (F ) without corner points for all configurations of Figure 2 . We are unaware of earlier examples of (e, s) = (1, 0), (2, 0), (3, 0) , and (0, 1).
Ovals, where (e, s) = (0, 0), are studied in [37] . An example of (e, s) = (4, 0) is in [32] , one of (e, s) = (1, 1) is in [15] , and one of (e, s) = (2, 1) is in [9] .
If dim(W (F )) = 3 and W (F ) has corner points, then Lemma 4.10 shows that W (F ) is the convex hull of an ellipsoid and a point outside the ellipsoid, where (e, s) = (0, ∞), or the convex hull of an ellipse and a point outside the affine hull of the ellipse, where (e, s) = (1, ∞). Examples are depicted in Figure 1h ) and 1i).
If dim(W (F )) = 2 then e = 0. By projecting to a plane, W (F ) corresponds to the numerical range of a 3-by-3 matrix. Notice that W (F ) belongs to one of four classes of 2D objects characterized by the number of segments s = 0, 1, 2, 3. The classification of W (F ) in terms of this number s is courser than that explained above [36] . An object with s = 0 can be an ellipse or the convex hull of a sextic curve.
Remark 1.2 (Limits of extreme points
3 solve a problem posed in [57] . A limit of extreme points of M d , d ∈ N, is again an extreme point and the question is whether the analogue holds for projections of M d . This doubt is dispelled by observing for (e, s) = (0, 1), (1, 1), (2, 1) that any point in the relative interior of the segment in L(F ) is a limit of extreme points of W (F ) but no extreme point itself, see Figure 4 . The problem was already solved in Example 6 of [9] and discussed in Example 4.2 of [50] with an example of (e, s) = (2, 1). A simpler example, with larger matrices, is ,
is the convex hull of the union of the unit disk in the x-y-plane with the points (1, 0, ±1).
Remark 1.3 (Real varieties)
. For arbitrary d, n ∈ N we consider the hypersurface in the complex projective space P n , defined as the zero locus
An analysis of singularities of S F for d = n = 3 shows that W (F ) has at most four large faces which are ellipses [14] . This estimate also follows from our classification. The dual variety S * F ⊂ P n * is the complex projective variety which is the closure of the set of tangent hyperplanes of S F at smooth points [22, 28, 24] . The boundary generating hypersurface [15] of F is the real affine part of the dual variety,
is called boundary generating curve, and Kippenhahn [36] showed that the convex hull of S * F (R) is the numerical range W (F 1 , F 2 ). A more detailed proof is given in [15] . For d = n = 3, Chien and Nakazato [15] discovered that S Section 4 studies exposed faces. One result is that the joint numerical range of
3 is generically an oval, that is a compact strictly convex set with interior points and smooth boundary. More generally, Theorem 4.2 shows that L(F ) = conv(W (F )) is generically an oval for all d ≥ 2 and n ≤ 3, using the von Neumann-Wigner non-crossing rule [44, 26] and results about normal cones developed in Section 3. Using the crossing rule [23] , Lemma 4.7 shows that W (F ) is no oval for d = 3, n ≥ 6. Among real matrices, ovals are generic for d ≥ 2 and n ≤ 2, but do not appear for d = 3 and n ≥ 4. We also point out in Section 4 that the discriminant vanishes at normal vectors of large faces. This gives an easy to check condition for the (non-) existence of large faces, because a sum of squares decompositions of the modulus of the discriminant [33] can be used. 
Quantum states
Our interest in the joint numerical range is its role in quantum mechanics where the hermitian matrices M h d are called Hamiltonians or observables, see e.g. [7] , and they correspond to physical systems with d energy levels or measurable quantities having d possible outcomes.
Usually a (complex) C*-subalgebra A of M d is considered as the algebra of observables of a quantum system [1] . If a ∈ M d is positive semi-definite then we write a 0. The physical states of the quantum system are described by d-by-d density matrices which form the state space of A,
It is well-known that M(A) is a compact convex subset of M h d , see for example Theorem 4.6 of [1] . We are mainly interested in
is, as we recall in Sec. 4, an exposed face of M d , see [1, 56] . The state space M 2 is a Euclidean ball, called Bloch ball, but M d is not a ball [7] for d ≥ 3. Although several attempts were made to analyze properties of this set [34, 6, 52, 38, 25] , its complicated structure requires further studies.
We use the inner product a, b := tr(a * b), a, b ∈ M d . For any state ρ ∈ M d and Hamiltonian a ∈ M h d , the real number ρ, a is the expectation value of possible outcomes of measurements of a. The state ρ is a pure state if ρ is a rank-one projection. The pure state which is the projection onto the span of a unit vector x ∈ C d is denoted by ρ = |x x| and ρ, a = |x x|, a = x, ax . 
is the set of the expectation values of measurements of two hermitian operators F 1 and F 2 performed on two copies of the same mixed quantum state. In other words, W (F 1 , F 2 ) is a projection of M d onto a two-plane [19, 46] . The Dvoretzky theorem [20] implies that for large dimension d a generic 2D projection of the convex set M d is close to a circular disk, so that the numerical range of a non-hermitian random matrix of the Ginibre ensemble typically forms a disk [17] .
In this work we analyze joint numerical ranges of triples of hermitian matrices of size three. These joint numerical ranges are convex and can be interpreted as sets of expectation values of three hermitian observables performed on three copies of the same mixed quantum state. They form projections of the 8D set of density matrices of size three into a three-plane [27] .
An example of projection into high-dimensional planes is the map from the states of a composite system to marginals of subsystems. The geometry of three-dimensional projections of two-party marginals was recently studied [58, 10, 11] to investigate many-body quantum systems.
To formalize the discussion of expectation values and projections of the set M d we consider arbitrary d, n ∈ N and n hermitian matrices
We will use the linear map
The set L(F ) was called joint algebraic numerical range [43] , also convex support [56] in analogy with statistics [4] . The compact convex set L(F ) is the convex hull of the joint numerical range
Proofs of equation (2.3) can be found in [43, 27] . We recall that L(F ) = W (F ) holds for n = 3 and d ≥ 3 where W (F ) is convex. In what follows, we will work mostly with L(F ) rather than W (F ). Some of the 3D images shown in Figure 1 are generated using random samplingthis method is simple conceptually and produces objects which are accurate enough for use in printing. In this numerical procedure, which we implemented in Mathematica, we calculate a finite number (of order of 10 5 ) of points inside W (F ),
where S is the set of points sampled from the uniform distribution on the unit sphere of C d (this step is realized by sampling points from complex d-dimensional Gaussian distribution and normalizing the result). A convex hull of generated points is then calculated using ConvexHullMesh procedure and exported to an .stl file, which contains a description of the 3D object recognized by the software used in printing. The final objects were made with PIRX One 3D printer.
Normal cones and ovals
We show that joint algebraic numerical ranges have in a sense many normal cones. We prove that this property allows to characterize ovals in terms of strict convexity.
A face of a convex subset C ⊂ R m , m ∈ N, is a convex subset of C which contains the endpoints of every open segment in C which it intersects. An exposed face of C is defined as the set of maximizers of a linear functional on C. If C is non-empty and compact, then for every u ∈ R m the set
is an exposed face of C. By definition, the empty set is also an exposed face (then the set of exposed faces forms a lattice). It is well-known that every exposed face is a face. If a face (resp. exposed face) is singleton, then we call its element an extreme point (resp. exposed point). A face (resp. exposed face) of C which is different from ∅, C is called proper face (resp. proper exposed face).
Let C ⊂ R m be a convex subset and x ∈ C. The normal cone of C at x is
Elements of N (x) are called (outer) normal vectors of C at x. It is well-known that there is a non-zero normal vector of C at x if and only if x is a boundary point of C. In that case x is smooth if C admits a unique outer unit normal vector at x. The normal cone of C at a non-empty face G of C is well-defined as the normal cone N (G) := N (x) of C at any point x in the relative interior of G (the relative interior of G is the interior of G with respect to the topology of the affine hull of G). See for example Section 4 of [57] about the consistency of this definition, and set N (∅) := R m . The convex set C is a convex cone if C = ∅ and if x ∈ C, λ ≥ 0 implies λx ∈ C. A ray is a set of the form {λ · u | λ ≥ 0} ⊂ R m for non-zero u ∈ R m . An extreme ray of C is a ray which is a face of C.
We denote the set of exposed faces and normal cones of C by E C and N C , respectively. Each of these sets is partially ordered by inclusion and forms a lattice, that is the infimum and supremum of each pair of elements exist. A chain in a lattice is a totally ordered subset, the length of a chain is the cardinality minus one. The length of a lattice is the supremum of the lengths of all its chains. Lattices of faces have been studied earlier [3, 42] , in particular these of state spaces [1] , and linear images L(F ) of state spaces [56] . By Proposition 4.7 of [57] , if C is not a singleton then
is an antitone lattice isomorphism. This means that the map is a bijection and for all exposed faces G, H we have
What makes a joint algebraic numerical range C special is that all non-empty faces of its normal cones are normal cones of C, too, as we will see in Lemma 3.1. For twodimensional C ⊂ R 2 this means that a boundary point of C is smooth unless it is the intersection of two one-dimensional faces of C, as one can see from the isomorphism (3.2). That property is well-known [5] for the numerical range W (F 1 , F 2 ) of a matrix
For example, the half-moon {z ∈ C : |z| ≤ 1, (z) ≥ 0} is not the numerical range of any matrix. This also follows from Anderson's theorem [13] which asserts that if W (F 1 , F 2 ) is included in the unit disk and contains d + 1 distinct points of the unit circle, then W (F 1 , F 2 ) is the unit disk.
To prove the lemma we introduce the Definitions 6.1 and 7.1 of [57] for the special case of a non-empty, compact, and convex subset C ⊂ R m . Let u ∈ R m be a nonzero vector. Then u is called sharp normal for C if for every relative interior point x of the exposed face F C (u) the vector u is a relative interior point of the normal cone of C at x. The touching cone of C at u is defined to be the face of the normal cone of C at F C (u) which contains u in its relative interior [53] . The linear space R m and the orthogonal complement of the translation vector space of the affine hull of C are touching cones of C by definition. We point out that every normal cone of C is a touching cone of C. Proof: Propositions 2.9 and 2.11 of [56] prove that every non-zero hermitian d-by-d matrix is sharp normal for the state space M d . Therefore, Proposition 7.6 of [57] shows that every touching cone of M d is a normal cone of M d . Corollary 7.7 of [57] proves that L(F ), being a projection of M d , has the analogous property that every touching cone of L(F ) is a normal cone of L(F ). The characterization of touching cones as the non-empty faces of normal cones, given in Theorem 7.4 of [57] , completes the proof.
We define an oval as a convex and compact subset of R m with interior points each of whose boundary points is a smooth exposed point. Notice that ovals are strictly convex. For the following class of convex sets strict convexity implies smoothness.
Lemma 3.2. Let C ⊂ R m be a convex and compact subset of R m with interior points, such that every extreme ray of every normal cone of C is a normal cone of C. Then C is an oval if and only if all proper exposed faces of C are singletons.
Proof: We assume first that C is an oval. By definition, the boundary of C is covered by extreme points. Since C is the disjoint union of the relative interiors of its faces, see for example Theorem 2.1.2 of [53] , this shows that all proper faces of C are singletons.
Conversely, we assume that all proper exposed faces of C are singletons. Since C has full dimension, the proper faces of C cover the boundary ∂C. Every proper face lies in a proper exposed face, see for example Lemma 4.6 of [57] , so ∂C is covered by exposed points. Let x be an arbitrary exposed point of C. We have to show that x is a smooth point. As dim(C) = m, the normal cone N (x) contains no line and so it has at least one extreme ray which we denoted by r (see e.g. Theorem 1.4.3 of [53] ). By assumption, r is a normal cone of C. So
is a chain in the lattice N C of normal cones. Thereby the inclusion {0} ⊂ r is proper. By the antitone isomorphism (3.2), there is an exposed face F with normal cone r, C ⊃ F ⊃ {x} ⊃ ∅ is a chain in the lattice E C of exposed faces, and the inclusion C ⊃ F is proper. By assumption, all proper exposed faces of C are singletons. So F = {x} follows. Using the isomorphism (3.2) a second time gives r = N (x), that is x is a smooth point.
Exposed faces
This section collects methods to study exposed faces of the joint algebraic numerical range L(F ). We start with the well-known representation of exposed faces in terms of eigenspaces of the greatest eigenvalues of real linear combinations of F 1 , . . . , F n . This allows us to show that the generic shape of L(F ) is an oval for n = 1, 2, 3 (n = 1, 2 for real symmetric F i 's). For 3-by-3 matrices we discuss the discriminant of the characteristic polynomial and the sum of squares decomposition of its modulus. We further discuss pre-images of exposed points. This allows us to prove that L(F ) is no oval for d = 3 if n ≥ 6 (n ≥ 4 for real symmetric matrices). Finally we address corner points.
Let d, n ∈ N be arbitrary. As before we write
By (2.2) the joint algebraic numerical range L(F ) is the image of the state space M d under the map E F . So all subsets of L(F ) are equivalently described in terms of their pre-images under the restricted map E F | M d . In particular, the exposed face
, in the notation from (3.1), has the pre-image (4.1)
See for example Lemma 5.4 of [57] for this simple observation. The equation (4.1) offers an algebraic description of exposed faces of L(F ).
is the state space of the algebra pM d p where p is the spectral projection of a corresponding to the greatest eigenvalue, see [1] or [56] . Therefore (4.1) shows
where p is the spectral projection of F (u) corresponding to the greatest eigenvalue.
Remark 4.1 (Spectral representation of faces). A proof is given in Section 3.2 of
is the greatest eigenvalue of F (u). This result goes back to Toeplitz [55] for n = 2. The same conclusion follows also from (2.3) and (4.2), in particular
The generic joint algebraic numerical range of at most three hermitian matrices is an oval. Let us now focus on 3-by-3 matrices (d = 3). As explained earlier in this section, every proper exposed face of the state space M 3 = M(M 3 ) is the state space M(pM 3 p) of the algebra pM 3 p for a projection p ∈ M 3 of rank one or two. In the former case M(pM 3 p) is a singleton and in the latter case a three-dimensional Euclidean ball. Hence (4.1) shows that every proper exposed face of L(F ) is a singleton, segment, filled ellipse, or filled ellipsoid. Lemma 4.3. Let F be an n-tuple of hermitian 3-by-3 matrices. Then every proper face of L(F ) is a singleton, segment, filled ellipse, or filled ellipsoid. If that face is no singleton then it is an exposed face of L(F ).
Proof: Every proper face G of L(F ) lies in a proper exposed face H of L(F ) (see for example Lemma 4.6 of [57]), hence G ⊂ H is a face of H. As mentioned above, H is a singleton, segment, ellipse, or ellipsoid. Therefore G = H holds if G is no singleton.
The next aim is to provide a method to certify that all large faces, defined in (1.1) for d = n = 3, were found. To this end we use the discriminant and a sum of squares decomposition of its modulus.
, is a large face, then its pre-image
) is necessarily no singleton. As we pointed out in (4.2) this means that the greatest eigenvalue of F (u) is degenerate, which is equivalent to a vanishing discriminant as we see next.
Let
The discriminant δ(A) of a 3-by-3 matrix A ∈ M 3 is the discriminant of the characteristic polynomial det(A − λ1). So, A has a multiple eigenvalue if and only if δ(A) = 0. Let Z ∈ M 3 be a normal 3-by-3 matrix, that is Z * Z = ZZ * . The entries of the matrices Z 0 = 1, Z 1 = Z, and Z 2 = ZZ can be combined into a 9-by-3 matrix Z * by choosing an ordering of {1, 2, 3} ×2 = {1, 2, 3} × {1, 2, 3}. The i-th column of Z * is defined to be equal to Z i in that ordering for i = 0, 1, 2. Now the absolute value of the discriminant δ(Z) is [33] 
where the sum extends over the 84 subsets ν ⊂ {1, 2, 3} ×2 of cardinality three and where M ν is the 3-by-3 minor of the rows of Z * which are indexed by ν. The theory of discriminants or (4.3) show that |δ(Z)| is homogeneous of degree six. It is worth noting that the discriminant of a real symmetric 3-by-3 matrix can be decomposed into a sum of five squares [18] .
For 3-by-3 matrices, a vanishing discriminant is not only necessary (Remark 4.4) but also almost sufficient for the existence of large faces, with the exception of special Euclidean balls. To describe this problem more precisely, let d, n ∈ N be arbitrary. We define an equivalence relation on 
Joint algebraic numerical ranges are fixed under these maps, L(U * F U ) = L(F ). The statement (4.5) means that the equivalence classes are invariant under the action of the affine group of R n . More precisely, let A = (a i,j ) ∈ R n×n be an invertible matrix and b ∈ R n . There are two affine transformations
and (4.8)
In other words, joint algebraic numerical ranges and n-tuples of hermitian matrices transform equivariantly under the affine group of R n . We call
are orthonormal with respect to the Euclidean scalar product which is the real part of the standard inner product of C 2 .
, and assume that the pre-image of some exposed point of L(F ) under E F | M 3 is no singleton.
Then D ≤ 5 and F is equivalent modulo (4.6) and (4.8) to G = (G 1 , . . . , G n ) where (1, 0, . . . , 0) is a three-dimensional Euclidean ball and the pre-images of all other exposed points of L(G) are singletons.
Proof: Let x be an exposed point of L(F ) with multiple pre-images, say u ∈ R n is a unit vector and {x} = F L(F ) (u). Applying a rotation (4.8) of R n we take u := (1, 0, . . . , 0). By (4.2) the pre-image of x is E F | −1 M 3 (x) = M(pM 3 p) where p is the spectral projection of F (u) = F 1 corresponding to the greatest eigenvalue of F 1 . Since
it follows that p has rank two. Notice that pF 1 p, . . . , pF n p are scalar multiples of p. Otherwise there will be ρ 1 , ρ 2 ∈ M(pM 3 p) and an index i ∈ {1, . . . , n} such that ρ 1 , F i = ρ 2 , F i , but this contradicts the assumption that {x} = E F (M(pM 3 p)) is a singleton. A unitary similarity (4.6) and another affine map (4.8) transform F into the tuple G defined in (4.9).
The real (D − 1)-frame χ := (v 2 , . . . , v D ) may be transformed into an orthogonal real frame using the unitary group U (2) and the general linear group GL 4 (R) acting on C 2 ∼ = R 4 . More precisely, a unitary V ∈ U (3) which acts on G via (4.6) and which keeps G 1 fixed has the form V = U 0 0 e − i φ for some unitary U ∈ U (2) and φ ∈ R. The action of V on G 2 , . . . , G D is
An affine map (4. is the greatest eigenvalue of G(u) = u 1 G 1 + · · · + u n G n . An easy computation shows that if u is a unit vector then the matrix G(u) has eigenvalues {−1, u 1 , 1}. So h(u) = 1 holds for all unit vectors u ∈ R n and this shows that L(G) is the unit ball B n . Let v := (1, 0, . . . , 0) ∈ R n . The pre-image
is a three-dimensional ball since the greatest eigenvalue of G 1 is degenerate (4.2). As we point out in Remark 4.4, to see that v is the unique exposed point of L(G) with multiple pre-image points, it suffices to show that the discriminant δ(G(u)) is non-zero for unit vectors u ∈ R n which are not collinear with v. But this follows from the formula
which is readily verified.
It is worth to remark on unitary (ir-) reducibility in the context of pre-images.
n , and let L(F ) have an exposed point with multiple pre-images under While L(F ) is generically an oval for d ≥ 2 and n ≤ 3 (by Theorem 4.2), we now exclude ovals for d = 3 and large n.
Proof: Since n ≥ D holds, the bound on D implies n ≥ 4 (resp. n ≥ 3 for real symmetric matrices). Thus, Theorem D (resp. Theorem B) of [23] proves that there is a non-zero u ∈ R n such that F (u) = u 1 F 1 + · · · + u n F n has a multiple eigenvalue. So the greatest eigenvalue of F (v) is degenerate, either for v = u or for v = −u. As we see from (4.2), this means that the exposed face F L(F ) (v) has multiple preimage points under We finish the section with an analysis of corner points of a convex compact subset
We recall that K • is a closed convex cone and K = (K • )
• , see for example [53] .
Lemma 4.8. Let C ⊂ R m be a convex compact subset and x ∈ C. Then x is a conical point of C if and only if x is a corner point C.
Proof: For any point x ∈ C, the smallest closed convex cone containing C − x is the polar N (x)
• of the normal cone N (x) of C at x, see for example equation (2.2) of [53] . So for an arbitrary closed convex cone
The observation that K contains no line if and only if K • has full dimension m then proves the claim.
The existence of corner points of L(F ) has strong algebraic consequences for F .
n , and let p be a corner point of L(F ). Then F is unitarily reducible and there exists a non-zero vector x ∈ C d such that F i x = p i x holds for i = 1, . . . , n.
Proof: The equivalence of the notions of conical point and corner point is proved in Lemma 4.8. The remaining claims are proved in Proposition 2.5 of [8] .
We derive a classification of corner points of L(F ) for 3-by-3 matrices.
, and let p ∈ R n be a corner point of L(F ). Then D ∈ {0, 1, 2, 3, 4} and, ignoring D = 0, 1, the joint algebraic numerical range L(F ) is the convex hull of the union of {p} • (D = 2) with a segment whose affine hull does not contain p or with an ellipse which contains p in its affine hull but not in its convex hull,
• (D = 3) with an ellipse whose affine hull does not contain p or with an ellipsoid which contains p in its affine hull but not in its convex hull,
• (D = 4) with an ellipsoid whose affine hull does not contain p.
Proof: Lemma 4.9 proves that there exists a unitary U ∈ M 3 such that U * F U has the block-diagonal form
is the convex hull of the union of L(G) and {p}. Since L(G) is a singleton, a segment, a filled ellipse, or a filled ellipsoid, only the cases listed above do occur.
Arguments for the classification
Details of Theorem 1.1 are discussed concerning intersections of large faces, a graph embedding, and corner points.
We consider the joint numerical range L(F ) of a triple
of hermitian 3-by-3 matrices. We recall from (1.1) that a large face of L(F ) is a proper exposed face of L(F ) which is no singleton. Equivalently, a large face is an exposed face of L(F ) of the form of a segment or of the form of an ellipse, but different from
denote the projection onto the x 1 -x 2 -plane.
, and let G 1 = G 2 . Then G 1 and G 2 intersect in a unique point which is an extreme point of G 1 and of G 2 . There is a rotation α of R 3 in the notation of (4.7) and a corresponding map β defined in (4.8), such that α(L(F )) = L(β(F )) and such that P (α(G 1 )) and
Proof: The pre-image of G i is of the form
where p i ∈ M 3 is a projection of rank two (4.2). Since L(F ) = E F (M 3 ) and since the images of p 1 and p 2 intersect in a one-dimensional subspace of C 3 , we have
is a face of G 1 and of G 2 . Large faces being ellipses or segments, G 1 ∩ G 2 is an extreme point of G 1 and G 2 .
Let v i be a unit vector which exposes G i , i = 1, 2. By this we mean, in the notation of (3.
We choose an orthogonal transformation α, defined in (4.7), which rotates U into the x 1 -x 2 -plane and we put G i := α(G i ), i = 1, 2. Using the map β corresponding to α, defined in (4.8), we put F = (F 1 , F 2 , F 3 ) := β(F ). Then G 1 and G 2 are distinct intersecting large faces of L(F ). Since G 1 and G 2 are exposed by vectors in the x 1 -x 2 -plane, the projected large faces P (G 1 ) and P (G 2 ) are intersecting proper exposed faces of L(
is impossible, from which the claim follows.
Next we study L(F ) without corner points. Mutually distinct large faces G 1 , G 2 , G 3 of L(F ) satisfy the assumptions of Lemma 5.2.
Lemma 5.2. Let C ⊂ R 3 be a convex subset without corner point. Let G 1 , G 2 , G 3 be proper exposed faces of C, none of which is included in any of the others. Then
Proof. By contradiction, we assume that
Since L(F ) has no corner points, the normal cone of G has non-maximal dimension dim(N (G)) ≤ 2. As G is strictly included in G i for i = 1, 2, 3, the antitone lattice isomorphism (3.2) shows that N (G i ) is strictly included in N (G). Proposition 4.8 of [57] 1, 2, 3 . Since the G i are proper exposed faces of L(F ) we have dim(N (G i )) ≥ 1. Summarizing the dimension count, we have dim(N (G i )) = 1 for i = 1, 2, 3 and dim(N (G)) = 2. But this is a contradiction, as a two-dimensional convex cone cannot have three one-dimensional faces.
A complete graph with vertex set L(F ) can be embedded into the relative boundary of L(F ).
3 , let L(F ) have no corner point, and let k be the number of large faces of L(F ). Then the complete graph on k vertices embeds into the union of large faces with one vertex at the centroid of each large face.
Proof: For each G ∈ L(F ) we denote by c(G) the centroid of G and take c(G) as a vertex of the graph to be embedded. Let G, H ∈ L(F ) be distinct. We would like to embed the edge {c(G), c(H)} connecting c(G) and c(H) into the union of large faces as the curve which is the union of two segments 3 and let there be two distinct segments in L(F ). Then the two segments intersect in a corner point of L(F ).
Proof: Lemma 5.1 proves that, after applying an affine transformation, if necessary, the two segments in L(F ) project onto the x 1 -x 2 -plane to two one-dimensional faces of L(F 1 , F 2 ). The classification of the numerical range of a 3-by-3 matrix [36, 35] shows that either L(F 1 , F 2 ) is a triangle or the convex hull of an ellipse and a point outside the ellipse.
First, let L(F 1 , F 2 ) be a triangle. Another affine transformation allows us to take
where the triangle L(F 1 , F 2 ) has vertices (0, 0), (0, −1), and (−1, 0). Our strategy is to describe F 3 based on the assumption that the pre-image
is a segment itself. Another way of saying that
is a segment is to say that the vectors v, v 1 span the eigenspace of F 1 corresponding to the largest eigenvalue and that v,
where A| X denotes the compression to a subspace X ⊂ C 3 of the linear map defined by A ∈ M 3 in the standard basis. In particular,
Similarly v 2 , F 3 v = 0. Since v 1 and v 2 span the orthogonal complement of v, we find F in block diagonal form
3 . Since L(G) projects to the segment
Second, let L(F 1 , F 2 ) be the convex hull of an ellipse and a point outside the ellipse. We have to distinguish a family of affinely inequivalent numerical ranges. Lemma 5.1 of [54] proves that there is a real b > 1 such that (F 1 , F 2 ) is equivalent modulo transformations (4.6) and (4.8) to (F 1 , F 2 ), where Another affine transformation allows us to take F 1 and F 2 of the form
Following the same strategy as in the first case of a triangle, we put v := (1, 0, 0),
We obtain v 1 , F 3 v = 0 because v and v 1 span the eigenspace of F 1 corresponding to the maximal eigenvalue b > 1 (the other eigenvalue of
Similarly v 2 , F 3 v = 0 follows and shows that F has block diagonal form 
Examples
We analyze three-dimensional examples of joint algebraic numerical ranges without corner points, one for each configuration of Figure 2 . Some of the examples are depicted using a heuristic algebraic drawing procedure.
For all examples we write down the outer normal vectors u ∈ R 3 of all large faces and we provide hermitian squares as witnesses that there are no other large faces. The details are explained in Example 6.2 and are omitted later on. We also omit the explicit verification that u exposes a large face, since this is an easy computation with 2-by-2 matrices (4.2): If the spectral projection of the greatest eigenvalue of F (u) is p then the exposed face F L(F ) (u) is the joint numerical range of the compressions of F 1 , F 2 , F 3 to the range of p. 
, the dual variety S * F ⊂ P n * , and the boundary generating hypersurface S *
Since S F is a hypersurface, S * F is the Gauss image [28] of S F . We compute a Groebner basis 1 of the ideal of polynomials vanishing on S * F by eliminating the variables u 0 , u 1 , u 2 , u 3 from the ideal generated by
In the following examples, the ideal of S * F is generated by a polynomialq(x 0 , x 1 , x 2 , x 3 ) and the boundary generating surface of F is F 2 ) is the convex hull of S * F (R), the analogue is wrong for n = 3 because the boundary generating surface can contain lines [15] . The drawings of Figure 3 and 4 were generated with Mathematica. They show pieces of S * F (R) for which parametrizations were obtained. The joint algebraic numerical range L(F ) seems to be accurately reproduced by the convex hull of these pieces. Pieces of S * F (R) which do not touch the boundary of L(F ) were excluded from the drawings.
We discuss examples for the configurations of Figure 2 with the exception of ovals. Examples of ovals are the Euclidean balls in Lemma 4.5. More general ovals are discussed in [37] . 3 . The greatest eigenvalue of F 1 is degenerate and a direct computation proves that F L(F ) (1, 0, 0) is an ellipse (hence F L(F ) (−1, 0, 0) is a singleton). The sum of squares 1 An algorithm to compute the dual of a variety, which may not be a hypersurface, is described in [51] . 3 . The hermitian squares corresponding to ν 1 := {(1,1), (1, 2) , (3,3)}, ν 2 := {(1,1), (1, 3) , (2,2)}, and ν 3 := {(1,1), (2, 2) , (3,3)} are
and
Thus, F L(F ) (−1, ± √ 2, 0) are the unique large faces of L(F ). The x 1 -axis lies in the boundary generating surface S * F (R). Example 6.4 ((e, s) = (3, 0), three ellipses, no segments). See Figure 1b) for a picture corresponding to the matrices (6.1). If The hermitian squares corresponding to ν 1 := {(1,1), (1, 2) , (2,2)} and ν 2 := {(1,1), (1, 2) , (3, 3) } are |M ν 1 | 2 = (1 + 2u Here the normal vectors of the three ellipses are mutually orthogonal and q is of degree six with the maximal number of 84 monomials.
Example 6.5 ((e, s) = (4, 0), four ellipses, no segments). See Figure 1c ) and 3b) for pictures. If are the unique large faces of L(F ). The boundary generating surface S * F (R) is known as the Roman surface. It contains the three coordinate axes. This example was discussed in [32] . Thus, F L(F ) (0, 1, 0) is the unique large face of L(F ). The affine hull of F L(F ) (0, 1, 0) (which is the line {x ∈ R 3 | x 1 = 0, x 2 = 1}) and the x 2 -axis lie in the boundary generating surface S * F (R). ). For λ = 1 the hermitian squares corresponding to ν 1 := {(1,1), (1, 2) , (1,3)}, ν 2 := {(1,1), (1, 3) , (2,2)}, and ν 3 := {(1,1), (2, 2) , (2,3)} are Thus, F L(F ) (1, 0, 0) and F L(F ) (0, 0, −1) are the unique large faces of L(F ). The x 1 -axis lies in the boundary generating surface S * F (R). For λ = 2, the joint algebraic numerical range L(F ) is affinely isomorphic to the example in Section 3 of [15] , where the first line in S * F (R) was discovered. Example 6.8 ((e, s) = (2, 1), two ellipses, one segment). See Figure 1f ) and 4b) for pictures. If Thus, F L(F ) (−1, 0, 0) and F L(F ) (1, ±2, 0) are the unique large faces of L(F ). The x 1 -and x 2 -axes lie in the boundary generating surface S * F (R). The joint algebraic numerical range L(F ) is affinely isomorphic to the object in Example 6 of [9] .
