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Entanglement Concentration is Irreversible
Wataru Kumagai1,2 Masahito Hayashi2,3
1Graduate School of Information Sciences, Tohoku University, Japan
2Graduate School of Mathematics, Nagoya University, Japan,
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In quantum information theory, it is widely believed that entanglement concentration for bipartite
pure states is asymptotically reversible. In order to examine this, we give a precise formulation of
the problem, and show a trade-off relation between performance and reversibility, which implies
the irreversibility of entanglement concentration. Then, we regard entanglement concentration as
entangled state compression in an entanglement storage with lower dimension. Because of the
irreversibility of entanglement concentration, an initial state can not be completely recovered after
the compression process and a loss inevitably arises in the process. We numerically calculate this
loss and also derive for it a highly accurate analytical approximation.
PACS numbers: 03.65.Aa, 03.67.Bg
Irreversibility of Entanglement Concentration: Entangle-
ment is an important resource in many quantum infor-
mation processes, and thus several types of conversion
between entangled states have been studied in the lit-
erature. One of the most typical such conversions is
entanglement concentration, which approximately trans-
forms multiple copies of a given pure state into multiple
copies of the EPR state by using local operations and
classical communication (LOCC). Another fundamental
conversion is entanglement dilution, which goes in the
opposite direction, transforming copies of the EPR state
into copies of a target pure entangled state. The opti-
mal rate of entanglement concentration is the von Neu-
mann entropy of the partial density matrix of the initial
state [2, 8], and equals the optimal rate of entanglement
dilution. Therefore, entanglement concentration for bi-
partite pure states seems to be asymptotically reversible,
as pointed out in [1–5]. If entanglement concentration
were reversible, we could use it asymptotically as lossless
entanglement compression involving only LOCC opera-
tions. That is, after compressing multiple copies of an en-
tangled pure state in a lower dimensional storage system
via entanglement concentration, the initial state could be
recovered if the storage system had large enough number
of copies of the EPR state with sufficient quality. How-
ever, this kind of reversibility has not been sufficiently
studied. To examine whether asymptotically lossless en-
tanglement compression can be realized, this paper fo-
cuses on the process of concentration and its recovery
operation, as illustrated in Fig. 1, where we transform
by LOCC a number of copies of a bipartite pure state into
copies of an approximate EPR state of an entanglement
storage system. Afterwards, we apply LOCC to recover
the initial state from that in the storage system.
For this process, we introduce two kinds of errors.
Given a concentration operation C, the concentration er-
ror is defined as
eCn(m,C|ψ) := 1− F (C(ψ⊗n),Φ⊗m)2, (1)
FIG. 1: The diagram of entanglement concentration and its
recovery operation. The initial (target) state consists of n
(m) copies of a pure (the EPR) state ψ (Φ).
where F is the fidelity, Φ is the EPR state, and m is the
number of copies of the target EPR state after applying
C. From (1), it is clear that a large concentration error
represents low performance of the operation C. The sec-
ond error we need to introduce, the minimum recovery
error, is
eRn (C|ψ) := min
D:LOCC
1− F (ψ⊗n, D ◦ C(ψ⊗n))2, (2)
where the minimization is taken over all LOCC recovery
operationsD. As the minimum recovery error gets larger,
the fidelity between the initial state and the optimally
recovered state gets smaller. In this sense, the minimum
recovery error represents the degree of irreversibility of
the concentration operation C. Complete success of each
operation gives zero error, whereas complete failure oc-
2curs when the error is 1. We note that the concentration
error approaches 0 if n is sufficiently large compared to
m and a suitable concentration operation is taken. Sim-
ilarly, the minimum recovery error is 0 when the iden-
tity is chosen as the concentration operation. Therefore,
each error can individually attain the value zero. How-
ever, those errors are not compatible with each other, as
shown below.
In order to clarify the trade-off between performance
and reversibility of entanglement concentration, we con-
sider the minimal concentration-recovery error (MCRE)
defined as
δn(ψ) := min
m∈N,C:LOCC
{
eCn(m,C|ψ) + eRn (C|ψ)
}
. (3)
We note that the same concentration operation C is in
both errors in the minimization of (3); i.e. the minimiza-
tion over C cannot be carried out independently for each
error. The MCRE obviously takes values between 0 and
2, and represents the degree of compatibility of the two
operations. In particular, if perfect reversible entangle-
ment is possible in the asymptotic limit, the concentra-
tion and the minimum recovery errors simultaneously go
to 0, and so does the MCRE. However, we show below
that δn(ψ) does not tend to 0.
Theorem 1. lim
n→∞
δn(ψ) = 1 for any bipartite pure en-
tangled state ψ that is not maximally entangled.
Theorem 1 shows a trade-off between the concentra-
tion error and the minimum recovery error, that is, the
smaller one of the errors is, the larger the other error
becomes under the constraint that their sum is 1. In
particular, when the concentration error asymptotically
goes to the minimum value 0, the minimum recovery er-
ror always goes to the worst value 1, and hence, perfect
entanglement concentration is completely irreversible.
Numerical Verification and Outline of the Proof: To nu-
merically demonstrate and analytically prove Theorem 1,
we introduce the minimum transition error from a state
ψ to another state φ as
d(ψ → φ) := min
E:LOCC
(1− F (E(ψ), φ)2).
As shown in Supplemental Material, the MCRE has the
following representation.
Proposition 2.
δn(ψ) = min
m∈N
d(ψ⊗n → Φ⊗m) + d(Φ⊗m → ψ⊗n). (4)
Since Φ is the EPR state, the first and second terms
of the right hand side of (4) have operational meaning:
the optimal errors of entanglement concentration and di-
lution for ψ in non-asymptotic settings, respectively.
Let us first focus on how to calculate the MCRE nu-
merically and verify the validity of Theorem 1. Here,
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FIG. 2: Plot of δn(ψ) vs. log2n, where ψ is the pure en-
tangled state
√
0.1|00〉+√0.9|11〉 of a two qubit system. We
note that the MCRE δn(ψ) approaches 1 as n goes to ∞.
we would like to point out that the MCRE was de-
fined by minimizing the sum of the concentration error
and the minimum recovery error over common possible
LOCC operations, and hence its numerical calculation is
highly non-trivial. Proposition 2 reduces it to the indi-
vidual minimizations of entanglement concentration and
dilution, and it enables us to numerically calculate the
MCRE (see Supplemental Material). The behavior of
the MCRE δn(ψ) as a function of log2n is shown in Fig.
2, where we see that δn(ψ) converges to 1 when n goes
to ∞, as stated in Theorem 1.
Next, we prove Theorem 1 by analyzing the asymptotic
behavior of the two kinds of errors in the right hand side
of (4). To investigate these errors, we proceed similarly
as in the analysis of classical data processing in [5, 6], and
expand the minimizer m in (4) as an + b
√
n. We focus
on the coefficients a and b, called the first and the sec-
ond order rates, respectively. The following proposition
is essential to derive Theorem 1 and, moreover, it pro-
vides a very useful asymptotic formula for the optimal
entanglement concentration and dilution errors.
Proposition 3. The following holds for any bipartite
pure entangled state ψ that is not maximally entangled:
lim
n→∞
d(ψ⊗n → Φ⊗an+b
√
n)
= 1− lim
n→∞
d(Φ⊗an+b
√
n → ψ⊗n)
=


0 if a < Sψ
G
(
b√
Vψ
)
if a = Sψ
1 if a > Sψ,
(5)
where Sψ is the von Neumann entropy of the partial state
TrBψ, Vψ := Tr
{
(TrBψ)(−log(TrBψ)− SψIA)2
}
and G
is the cumulative distribution function of the standard
normal distribution.
Propositions 2 and 3 prove Theorem 1 because the sum
of d(ψ⊗n → Φ⊗an+b
√
n) and d(Φ⊗an+b
√
n → ψ⊗n) goes
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FIG. 3: The thick line is the normal distribution function.
The left blue area is G(b/
√
Vψ) and the right red area is
1−G(b/√Vψ), and they coincide with the limits of d(ψ⊗n →
Φ⊗Sψn+b
√
n) and d(Φ⊗Sψn+b
√
n → ψ⊗n), respectively. These
two quantities always sum up to 1 for any second order rate
b.
to 1 as n tends to∞ for any a and b. In particular, when
a is the optimal rate Sψ, Proposition 3 gives a precise
description of the asymptotic behavior of both errors for
arbitrary b, which has not been given in the previous
related literature [1, 2, 7, 8]. It also states that the sum
of limits of both errors is always 1 for any b, as illustrated
in Fig. 3. In Supplemental Material, we provide the
detailed proofs of Proposition 3 and Theorem 1 as well
as some remarks, including the relation with Hayden and
Winter [8] and Harrow and Lo [7].
LOCC Compression Process: Here, we regard entangle-
ment concentration as entangled state compression in an
entanglement storage (see FIG. 1). Note that, as stated
above, the initial state can not be completely recovered
after the concentration since this process is irreversible.
In order to realize the compatibility of entanglement con-
centration and its reversibility, we accept that the num-
ber N of recovered copies of ψ after concentration is
smaller than the number n of copies of the initial state.
Our aim is to compute how many copies N of the initial
state can be recovered after concentration assuming some
error margin in the compression process. In such a sit-
uation, the irreversibility of a concentration operation C
is conveniently represented by the generalized minimum
recovery error
eRn (C,N |ψ) := min
D:LOCC
1− F (ψ⊗N , D ◦ C(ψ⊗n))2, (6)
and the error of the compression-recovery process is mea-
sured by the generalized MCRE defined as
δn(N |ψ) := min
m∈N,C:LOCC
{eCn(m,C|ψ) + eRn (C,N |ψ)}. (7)
In particular, the previous MCRE δn(ψ) in (3) coincides
with δn(n|ψ). Our purpose is to maximize the number of
recovered copies after compression with an error margin
ǫ, and thus, we consider the following quantity
Nn(ǫ|ψ) := max {N |δn(N |ψ) ≤ ǫ} . (8)
Hence, we lose at least n − Nn(ǫ|ψ) copies of ψ when
we restrict the error of entanglement compression. For
a practical use of entanglement compression, it is impor-
tant to evaluate how large the minimum loss n−Nn(ǫ|ψ)
is.
To compute Nn(ǫ|ψ), we first consider the generalized
MCRE δn(N |ψ), which can be regarded as the inverse
function of Nn(ǫ|ψ). The following proposition is a gen-
eralization of Proposition 2.
Proposition 4. for N ≤ n, one has
δn(N |ψ) = min
m∈N
d(ψ⊗n → Φ⊗m) + d(Φ⊗m → ψ⊗N ). (9)
Just as Proposition 2, Proposition 4 reduces the cal-
culation of the generalized MCRE to the individual min-
imizations over two independent operations, and so, en-
ables us to calculate the generalized MCRE and Nn(ǫ|ψ)
numerically (see Supplemental Material). The results for
Nn(ǫ|ψ) are the dots in Fig. 4. In particular, we can
see that the minimum loss n−Nn(ǫ|ψ) after compression
reaches 10% of the initial number even if the permissible
error is ǫ = 0.1. Since the rate of the loss is not so small
and cannot be ignored; we need to evaluate it for a real
implementation. Then, as shown in Supplemental Ma-
terial, the following approximation formula for Nn(ǫ|ψ)
holds.
Theorem 5. Under a permissible error 0 < ǫ < 1 and
up to order smaller than
√
n, one has the asymptotic ex-
pansion
Nn(ǫ|ψ) = n−
2
√
Vψ
Sψ
G−1
(
1− ǫ
2
)√
n+ o(
√
n).
In Fig. 4, the solid line is the approximated formula
of Theorem 5 as a function of ǫ. We can see that indeed
the line approximates Nn(ǫ|ψ) numerically.
When n-copies of an initial state are given, the mini-
mum loss after compression is asymptotically evaluated
from Theorem 5 to be
n−Nn(ǫ|ψ) ∼=
2
√
Vψ
Sψ
G−1
(
1− ǫ
2
)√
n. (10)
The coefficient of
√
n in (10) rapidly increases as ǫ gets
smaller (see Fig. 5) and, in particular, diverges to ∞ at
ǫ = 0. Therefore, unlike the case when 0 < ǫ < 1, the
loss n−Nn(0|ψ) increases faster than order
√
n, and, the
minimum loss after compression may not be ignored if ǫ
is very small. However, the minimum loss is order
√
n as
long as we accept a slight error, and the ratio of the loss
over the initial number n of copies gets smaller as n gets
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FIG. 4: Plot of Nn(ǫ|ψ) vs. ǫ for ψ =
√
0.1|00〉 +√0.9|11〉
and n = 3000. The dots are numerical values of Nn(ǫ|ψ). The
solid line is the graph of n− 2√VψS−1ψ G−1(1− ǫ/2)
√
n. We
see that the the asymptotic expansion in Theorem 5 provides
a good approximation to Nn(ǫ|ψ) if n is large enough.
larger. Therefore, for a given permissible error ǫ in the
compression operation, if n is large enough, entanglement
concentration works as the compression operation for an
entangled pure state with the slight loss shown in (10).
Summary and Conclusion: In this letter, we have ad-
dressed entanglement concentration and its recovery op-
eration for bipartite pure states. We have introduced the
MCRE to simultaneously evaluate two corresponding er-
rors in the process and derived the asymptotic trade-off
relation between them in Theorem 1. As a consequence,
it turns out that entanglement concentration is not re-
versible even in the asymptotic limit. We have analyzed
a compression process that consists of entanglement con-
centration and its recovery operation. Due to the ir-
reversibility of entanglement concentration, some of the
initial copies cannot be recovered when high quality en-
tanglement concentration is required. We have quanti-
fied the loss and obtained its analytical approximation
in (10). We have also derived Propositions 2 and 4,
which enable us to numerically calculate the (general-
ized) MCRE and the maximum number of recoverable
copies in the compression process.
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FIG. 5: The behavior of 2
√
Vψ/SψG
−1 (1− ǫ
2
)
, i.e. the
coefficient of
√
n in (10), with respect to ǫ when 2
√
VψS
−1
ψ =
1. The function dramatically increases as ǫ gets smaller. In
particular, it approaches to ∞ and 0 as the permissible error
ǫ goes to 0 and 1, respectively.
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5Appendix A: Errors of entanglement concentration
and dilution
1. Remarks on Minimal Transition Errors
For the sake of completeness, we introduce some re-
lated studies and give technical details of the minimum
transition errors for entanglement concentration and di-
lution in this and the next subsection. It has been al-
ready known that the minimum transition error d(ψ⊗n →
Φ⊗an+b
√
n) of entanglement concentration goes to 0 if the
first order rate a is strictly less than Sψ by Bennett et al.
[2], and does to 1 if the rate is strictly greater than Sψ
by Hayashi et al. [1]. Similarly, it has been also known
that the minimum transition error d(Φ⊗an+b
√
n → ψ⊗n)
of entanglement dilution goes to 0 if the first order rate
a is strictly greater than Sψ by Bennett et al. [2].
Therefore, the asymptotic behaviors of both minimum
transition errors have been sufficiently analyzed unless
a is not Sψ. On the other hand, when the first order
rate a strictly equals the optimal value Sψ, some exist-
ing studies suggest that the minimum transition errors
d(ψ⊗n → Φ⊗Sψn+b
√
n) and d(Φ⊗Sψn+b
√
n → ψ⊗n) de-
pend on the second order rate b. As related studies about
the second order asymptotics, we introduce Hayden and
Winter [8] and Harrow and Lo [7] in the following.
2. Relation with Hayden and Winter [8] and
Harrow and Lo [7]
Here, we refer the relation with Hayden and Winter
[8]. They focus on the evaluation for the classical com-
munication cost of entanglement dilution, and in order
to treat its asymptotic behavior, show the importance
of the second order rate in entanglement dilution. They
derive that a lower bound on the classical communica-
tion cost of a dilution protocol is given by the form of
b
√
n with some constant b under a fidelity constraint.
They essentially evaluate the sum of smaller eigenvalues
than 2−Sψn−b
√
n of a partial state TrBψ, which appear
as K(b|ψ) = K(b, 0|ψ) in the proof of Proposition 3, by
using the central limit theorem in a part of the discussion.
Next, we refer the relation with Harrow and Lo [7].
They show that, when n-copes of a pure entangled state
ψ can be approximately generated from m-copies of the
EPR state Φ by LOCC under an error constraint, m is
bounded below by Sψn + b
√
n with some constant b. In
addition, they represent the trade-off relation between
the classical communication cost and success probability
for a dilution protocol by using the second order rate b.
Then, they essentially give the evaluation to K(b|ψ) by
the Berry-Essee´n theorem.
From the analysis of [7] and [8], we can see that K(b|ψ)
is described by the cumulative distribution function G
of the standard normal distribution as shown in (C10) .
However, they do not clarify the relation between K(b|ψ)
and the minimum transition errors d(ψ⊗n → Φ⊗an+b
√
n)
and d(Φ⊗an+b
√
n → ψ⊗n). On the other hand, we explic-
itly represent the relation between K(b|ψ) and the min-
imum transition errors in the inequalities (C11), (C12),
(C13) and (C14) in Proof of Proposition 3.
3. Remarks on Incompatibility between
Concentration and Recovery Errors
We give an additional remark on the irreversibility of
entanglement concentration. Due to Theorem 1, both a
concentration operation and its recovery operation can
not be accurately performed. That is, there does not
exist concentration operations satisfying both
lim
n→∞
eCn(mn, Cn|ψ) = 0, (A1)
lim
n→∞ e
R
n (C
′
n|ψ) = 0, (A2)
although there exist concentration operations Cn :
S(H⊗nAB) → S(H⊗mn2 ) satisfying (A1) and C′n :
S(H⊗nAB) → S(H⊗m
′
n
2 ) satisfying (A2) with the common
first order rates limmn/n = limm
′
n/n = Sψ . The
fact may look strange, however, can be comprehended
by the argument of the second order rates. That is,
when we expand mn and m
′
n as Sψn + b
√
n + o(
√
n)
and Sψn+b
′√n+o(√n), respectively, their second order
rates b and b′ are different.
Appendix B: Numerical Calculation Algorithm
1. Calculation Algorithm for MCRE
In order to obtain the MCRE δn(ψ) and the general-
ized MCRE δn(N |ψ), one has to minimize over all LOCC
operations and ways to lead those values are non-trivial.
In the following, we provide algorithms to numerically
calculate those values by using Propositions 2 and 4.
Since the original MCRE δn(ψ) equals the generalized
MCRE δn(N |ψ) when N = n, we firstly state the algo-
rithm for the generalized MCRE and then apply it to the
original MCRE. When we invoke (C1) and (C2), Propo-
sition 4 leads the following form which is described by
6the Schmidt coefficients of ψ⊗n,
δn(N |ψ) = min
m∈N
{√ 1
2m
J
ψ⊗n,2m∑
i=1
√
p↓
ψ⊗n,i
+
√√√√√
(
1− Jψ⊗n,2m
2m
) 2m∑
j=J
ψ⊗n,2m
+1
p↓
ψ⊗n,j
+
√√√√ 2m∑
i=1
p↓
ψ⊗N ,i
}
. (B1)
Let ψ be
√
p|00〉+√1− p|11〉 with 0 < p < 1/2. When
i satisfies
l∑
k=0
(
n
k
)
≤ i <
l+1∑
k=0
(
n
k
)
, (B2)
we have
p↓
ψ⊗n,i
= pl(1− p)n−l (B3)
Then, Jψ⊗n,2m has the form of
∑l
k=0
(
n
k
)
and the l is the
maximal number under the condition that
1−∑lk=0 (nk)pl(1 − p)n−l
2m −∑lk=0 (nk) < p
l−1(1− p)n−l+1. (B4)
Moreover, we have
2m∑
i=1
p↓
ψ⊗N ,i
=
l′∑
k=0
(
N
k
)
pk(1− p)N−k (B5)
+

2m − l
′∑
k=0
(
N
k
) pl′(1− p)N−l′+1,
where l′ is the maximal number which satisfies
l′∑
k=0
(
N
k
)
≤ 2m. (B6)
Thus, we obtain the following equation
δn(N |ψ)
= min
m∈N
[√ 1
2m
l∑
k=0
(
n
k
)√
pk(1− p)n−k
+
√√√√(1− ∑lk=0
(
n
k
)
2m
)(
1−
l∑
k=0
(
n
k
)
pk(1− p)n−k
)
+
{ l′∑
k=0
(
N
k
)
pk(1− p)N−k
+
(
2m −
l′∑
k=0
(
N
k
))
pl
′
(1− p)N−l′+1
} 1
2
]
, (B7)
where l is the maximal number which satisfies (B4) and
l′ is the maximal number which satisfies (B6). Therefore,
when n and N are concretely given, the right side in (B7)
without minm∈N can be calculated for fixed m. When
the Schmidt rank of ψ is r(ψ), minm∈N in (B7) can be
replaced by min1≤m≤N⌈log
2
r(ψ)⌉ because of the remark
after Proofs of Propositions 2 and 4. Hence, δn(N |ψ)
can be calculated by minimizing it with respect to m.
By summarizing the above discussion, the procedure of
calculation of δn(N |ψ) for concrete n and N is described
as follows:
(i) Fix m = 1, ..., N⌈log2 r(ψ)⌉.
(ii) Maximize l under the condition (B4).
(iii) Maximize l′ under the condition (B6).
(iv) Calculate the right side of (B7) without min1≤m≤N
from m, l and l′, and set it δ(m)n (N |ψ).
(v) Repeat (i)-(iv) from m = 1 to m = N⌈log2 r(ψ)⌉.
(vi) Minimize δ
(m)
n (N |ψ) with respect to m.
Since
δn(N |ψ) = min
1≤m≤N⌈log
2
r(ψ)⌉
δ(m)n (N |ψ), (B8)
we can calculate δn(N |ψ) from the above procedure.
We have derived the computable form for δn(N |ψ)
from Proposition 4. Similarly, Proposition 2 leads a com-
putable form of the original MCRE as
δn(ψ)
= min
1≤m≤n
[√ 1
2m
l∑
k=0
(
n
k
)√
pk(1− p)n−k
+
√√√√(1− ∑lk=0
(
n
k
)
2m
)(
1−
l∑
k=0
(
n
k
)
pk(1− p)n−k
)
+
{ l′∑
k=0
(
n
k
)
pk(1− p)n−k
+
(
2m −
l′∑
k=0
(
n
k
))
pl
′
(1− p)n−l′+1
} 1
2
]
, (B9)
where l is the maximal number which satisfies (B4) and l′
is the maximal number which satisfies (B6) with N = n.
The calculation procedure is described by (i)-(vi) with
N = n. Then we can calculate values of δn(ψ) as shown
FIG. 2 which corresponds to the case when p = 0.1 in
(B9).
72. Calculation of Nn(ǫ|ψ)
We have explained the calculation method for δn(N |ψ).
Note that δn(N |ψ) strictly increase with respect to N .
Then, a map from N to ǫN := δn(N |ψ) is the inverse
function of Nn(·|ψ), that is, Nn(ǫN |ψ) = N holds. By
using the equation, we can dot points (ǫN , N) as in FIG.
4. Note that we firstly choose N , and then ǫN is deter-
mined by N .
Appendix C: Proofs of Propositions and Theorems
1. Proofs of Propositions 2 and 4
Because Proposition 2 coincides with Proposition 4
when N = n, it is enough to show Proposition 4. For
an arbitrary pure state ψ ∈ HAB, we denote the squared
Schmidt coefficients of ψ by pψ = (pψ,1, · · ·, pψ,M ). Let
ΦL =
∑L
i=1
√
1/L|i〉|i〉 be a maximally entangled state
with the size L on HL := CL ⊗ CL. When p↓ shows
the probability distribution which is sorted in decreasing
order for the components of p, we define the pure state
ηψ,L in HL as
ηψ,L =
Jψ,L∑
i=1
√
p↓ψ,i|i〉|i〉+
√√√√∑Mj=Jψ,L+1 p↓ψ,j
L− Jψ,L
L∑
i=Jψ,L+1
|i〉|i〉
by using
Jψ,L := max{L} ∪
{
1 ≤ j ≤ L− 1
∣∣∣
∑M
i=j+1 p
↓
ψ,i
L− j < p
↓
ψ,j
}
.
Then, there exists a suitable LOCC map to transform ψ
to ηψ,L [3], and we can obtain the following equation:
max
C:LOCC
F (C(ψ),ΦL) = F (ηψ,L,ΦL)
=
√
1
L
Jψ,L∑
i=1
√
p↓ψ,i +
√√√√(1− Jψ,L
L
) M∑
j=Jψ,L+1
p↓ψ,j (C1)
Similarly, when we define the pure state ζψ,L in HAB as
ζψ,L =
√√√√ L∑
i=1
p↓ψ,i
−1
L∑
i=1
√
p↓ψ,i|i〉|i〉,
there exists a suitable LOCC map to transform ΦL to
ζψ,L, and the following holds as shown in [4]:
max
D:LOCC
F (ψ,D(ΦL)) = F (ψ, ζψ,L) =
√√√√ L∑
i=1
p↓ψ,i. (C2)
Moreover, the following equation holds for N ≤ n
max
C,D:LOCC
F (ψ⊗N , D ◦ C(ψ⊗n))
= max
D:LOCC
F (ψ⊗N , D(Φ⊗m)), (C3)
where C : S(H⊗nAB) → S(H⊗m2 ) and D : S(H⊗m2 ) →
S(H⊗NAB ) run over LOCC maps. The equation (C3) is ob-
tained as follows. At first, the right side in (C3) is greater
than the left side since an arbitrary state in S(H⊗m2 ) in-
cluding C(ψ⊗n) is transformed from Φ⊗m by a suitable
LOCC. On the other hand, the right side in (C3) equals
F (ψ⊗N , ζψ⊗N ,2m) by (C2), and ζψ⊗N ,2m can be trans-
formed from ψ⊗n via ηψ⊗n,2m by LOCC if N ≤ n.
Due to (C3), the following inequality holds.
δn(N |ψ) ≥ min
m∈N
d(ψ⊗n → Φ⊗m) + d(Φ⊗m → ψ⊗N ).
Next, we prove the converse inequality. Let us fix an
arbitrary m ∈ N. Since there exists a suitable LOCC
map from ηψ⊗n,2m to ζψ⊗n,2m , we obtain
δn(N |ψ) ≤ d(ηψ⊗n,2m ,Φ⊗m) + d(ψ⊗N , ζψ⊗n,2m)
= d(ψ⊗n → Φ⊗m) + d(Φ⊗m → ψ⊗N ).(C4)
We used (C1) and (C2) to show the equality (C4). 
Moreover, when the Schmidt rank of ψ is r(ψ), that is,
ψ is represented as
ψ =
r(ψ)∑
i=1
√
pi|i〉 ⊗ |i〉, (C5)
where |i〉 is the orthonormal system, the minimization
minm∈N in (4) can be replaced by min1≤m≤N⌈log
2
r(ψ)⌉ as
follows. From the result of Nielsen [3], the EPR state
Φ⊗⌈log2 r(ψ)⌉ can be transform to ψ in (C5) without error
by a suitable LOCC. Thus, the second term in the right
side of (4) equals 0 for any m ≥ N⌈log2 r(ψ)⌉. Since the
first term in the right side of (4) monotonically increasing
with respect to m, the minimizer m in (4) is less than
N⌈log2 r(ψ)⌉. This fact is important in the numerical
calculation for the (generalized) MCRE in (4) and (7)
and the maximal number of recoverable copies after the
optimal compression process in (8).
2. Proof of Proposition 3
We show
lim
n→∞
d(ψ⊗n → Φ⊗an+b
√
n)
=


0 if a < Sψ
G
(
b√
Vψ
)
if a = Sψ
1 if a > Sψ,
(C6)
8and
lim
n→∞
d(Φ⊗an+b
√
n → ψ⊗n+b′
√
n)
=


1 if a < Sψ
1−G
(
b−Sψb′√
Vψ
)
if a = Sψ
0 if a > Sψ.
(C7)
Since the case when a 6= Sψ can be shown by the
theorems of the direct part [2] and the strong converse
part [1, 9] of entanglement concentration and dilution,
we show the case when a = Sψ. In order to show them,
we employ a function, which is similar to that used in [5].
At first, we introduce a notation for this purpose. For a
Hermitian matrix A and a real number c, we define the
projection {A ≤ c} as ∑aj≤c Pj , where the spectral de-
composition of A is given asA =
∑
ajPj . Then, we intro-
duce the following function for a sequence ρ = {ρn}∞n=1
of general quantum states
K(b|ρ) := lim
n→∞
Trρn{ρn ≥ 2−Sψn−b
√
n}, (C8)
A similar function was introduced in the context of the
first order asymptotics for entanglement concentration
[5]. Then, substituting a sequence {ρ⊗n+b′
√
n
ψ }∞n=1 into
ρ, we define
K(b, b′|ψ) := K(b|{ρ⊗n+b′
√
n
ψ }∞n=1), (C9)
where ρψ := TrBψ. In the following, we simply denote
K(b, 0|ψ) by K(b|ψ).
Then, the central limit theorem guarantees that
K(b, b′|ψ) = G
(
b− Sψb′√
Vψ
)
. (C10)
Using the relation (C10) in the case of K(b|ψ), Hayden
and Winter [8] and Harrow and Lo [7] roughly estimated
the accuracy of entanglement concentration and dilution
based on the fidelity. However, in order to show Proposi-
tion 3, we need the tight relation betweenK(b|ψ) and the
limit of the minimum transition errors. For this purpose,
we show the following four inequalities for an arbitrary
γ > 0
1−K(b+ γ|ψ) ≤ lim
n→∞
d(Φ⊗Sψn+b
√
n → ψ⊗n), (C11)
lim
n→∞
d(Φ⊗Sψn+b
√
n → ψ⊗n) ≤ 1−K(b|ψ), (C12)
K(b− γ|ψ) ≤ lim
n→∞
d(ψ⊗n → Φ⊗Sψn+b
√
n), (C13)
lim
n→∞
d(ψ⊗n → Φ⊗Sψn+b
√
n) ≤ K(b+ γ|ψ). (C14)
Then, (C6) follows from (C13), (C14) and (C10), and
(C7) follows from (C11), (C12) and (C10) by changing
the variable as m = Sψn+ b
√
n and b = −S
3
2
ψ b
′. Thus, it
is enough to show the inequalities (C11)-(C14).
At first, we prove (C11). By (C2), for an arbitrary
state ψ, arbitrary positive integers mn,m
′
n, and an arbi-
trary LOCC Dn, the inequality
F (ψ⊗n, Dn(Φ⊗mn))2 ≤ Trρ⊗nψ {ρ⊗nψ ≥
1
2m
′
n
}+ 2
mn
2m
′
n
holds. When mn = Sψn+ b
√
n, m′n = Sψn+ (b+ γ)
√
n
in the inequality, we obtain (C11) by taking limn→∞.
Next, we prove (C12). By (C2), for an arbitrary state
ψ and an arbitrary positive integer mn, there is a LOCC
Dn which satisfies the inequality
Trρ⊗nψ {ρ⊗nψ ≥
1
2mn
} ≤ F (ψ⊗n, Dn(Φ⊗mn))2. (C15)
When mn = Sψn+ b
√
n in the inequality, we obtain
(C12) by taking the limit n→∞.
Next, we prove (C13). By Lemmas 4 and 5 in [5], for an
arbitrary state ψ, arbitrary positive integers mn ≥ m′n,
and an arbitrary LOCC Cn, the inequality
F (Cn(ψ
⊗n),Φ⊗mn)2
≤ 1
2mn
(√
Tr{ρ⊗nψ ≥ 1/2m′n}
√
Trρ⊗nψ {ρ⊗nψ ≥ 1/2m′n}
+
√
2mn − Tr{ρ⊗nψ ≥ 1/2m′n}
√
1− Trρ⊗nψ {ρ⊗nψ ≥ 1/2m′n}
)2
holds. Substituting Sψn+ b
√
n and Sψn+ (b− γ)
√
n
into mn and m
′
n in the above inequality and taking the
limit n→∞, we obtain (C13).
Finally, we prove (C14). It is enough to prove
lim
n→∞
d(ψ⊗n → Φ⊗Sψn+b
√
n) ≤ K(b+ γ|ψ) (C16)
for an arbitrary positive real number γ. WhenK(b+γ|ψ)
is 1, the inequality is obvious. Thus, we assume K(b +
γ|ψ) < 1. For an arbitrary positive integer mn, we define
the real number xmn as a real number satisfying that⌊
1
xmn
(1− hn(xmn))
⌋
= 2mn , where hn(x) := Tr(ρ
⊗n
ψ −
x){ρ⊗nψ − x ≥ 0}. By Lemma 9 and (1) in [5], for an
arbitrary state ψ and an arbitrary positive integer mn,
there is an LOCC Cn which satisfies the inequality
1− Trρ⊗nψ {ρ⊗nψ ≥ x2mn } ≤ F (Cn(ψ⊗n),Φ⊗mn)2
≤ 1− d(ψ⊗n → Φ⊗mn).
When we choosemn asmn := Sψn+ (b+ γ)
√
n+log(1−
hn(2
−Sψn−(b+γ)
√
n)), we can take xmn = 2
−Sψn−(b+γ)
√
n.
Since
lim
n→∞
hn(2
−Sψn−(b+γ)
√
n) ≤ K(b+ γ|ρ) < 1,
the inequality Sψn+ b
√
n < mn holds for enough large
integer n. Therefore,
Trρ⊗nψ {ρ⊗nψ ≥ 2−Sψn−(b+γ)
√
n}
≥ d(ψ⊗n → Φ⊗mn)
≥ d(ψ⊗n → Φ⊗Sψn+b
√
n). (C17)
9By taking the limit n→∞ in the inequality (C17), we
obtain (C14). 
We note that the existence of a lower order term o(
√
n)
does not affect the value of K(b, b′|ψ). That is, when we
define similar functions to (C8) and (C9) as
K˜(b|ρ) := lim
n→∞
Trρn{−logρn ≤ Sψn+ b
√
n+ o(
√
n)}
and
K˜(b, b′|ψ) := K˜(b|{ρ⊗n+b′
√
n+o(
√
n)
ψ }∞n=1),
then we have
K˜(b, b′|ψ) = G
(
b− Sψb′√
Vψ
)
= K(b, b′|ψ) (C18)
because of the central limit theorem. Thus, Proposition
3 holds as the same form even if the number of copies of
Φ has a lower order term as an+ b
√
n+ o(
√
n).
3. Proof of Theorem 1
Instead of Theorem 1 itself, we show the following more
general statement for the generalized MCRE
lim
n→∞
δn(n+ b
′√n+ o(√n)|ψ)
=

 2G
(
Sψb
′
2
√
Vψ
)
if b′ < 0
1 if b′ ≥ 0.
(C19)
Since δn(ψ) = δn(n|ψ), Theorem 1 is obtained from
(C19) with b′ = 0 and o(
√
n) = 0.
We set n + b′
√
n + o(
√
n) as Nn. When b
′ < 0, the
inequality Nn ≤ n holds for large n, and thus we can use
Proposition 4. Suppose that the number mn ∈ N attains
the minimum in (9) as
δn(Nn|ψ) = d(ψ⊗n → Φ⊗mn) + d(Φ⊗mn → ψ⊗Nn)
(C20)
and that the asymptotic expansion of mn is an+ b
√
n+
o(
√
n). When a is not Sψ, either the first or the second
term in the right side of (C20) goes to 1 and the other
does to 0 as n goes to∞ by Proposition 3, and hence the
MCRE δn(ψ) goes to 1. When a is Sψ, the first and the
second term in the right side of (C20) goes to G(b/
√
Vψ)
and 1−G((b − Sψb′)/
√
Vψ), respectively, by Proposition
3. Since a function f(b) = G(b)+1−G(b−a) with a ≤ 0
attains the minimum at b = a/2 and G(−x) = 1−G(x)
for any x ∈ R,
min
b∈R
G
(
b√
Vψ
)
+ 1−G
(
b− Sψb′√
Vψ
)
= 2G
(
Sψb
′
2
√
Vψ
)
(C21)
holds. When b′ < 0, the right side of (C21) is less than
1, and thus, we have
lim
n→∞
δn(Nn|ψ)
= lim
n→∞
d(ψ⊗n → Φ⊗an+b
√
n+o(
√
n))
+d(Φ⊗an+b
√
n+o(
√
n) → ψ⊗Nn)
= 2G
(
Sψb
′
2
√
Vψ
)
. (C22)
Thus, (C19) was verified when b′ < 0.
When b′ ≥ 0, the inequality Nn ≥ n − ǫ
√
n holds for
any ǫ > 0 and large n. From (C22), we have
lim
n→∞ δn(Nn|ψ) ≥ limn→∞ δn(n− ǫ
√
n|ψ) = 2G
(
Sψǫ
2
√
Vψ
)
.
By taking the limit ǫ → 0 in the above inequality, we
have
lim
n→∞
δn(Nn|ψ) ≥ 1. (C23)
On the other hand, when Cn is the identity operation,
the recovery error is 0. Then we have
lim
n→∞ δn(Nn|ψ) ≤ limn→∞ e
C
n(mn, Cn|ψ) ≤ 1. (C24)
From (C23) and (C24), we obtain (C19) for b′ ≥ 0. 
4. Proof of Theorem 5
We expand Nn(ǫ|ψ) as aψ,ǫn+ bψ,ǫ
√
n+ o(
√
n) for 0 <
ǫ < 1. Then, in order to obtain Theorem 5, it is enough
to determine the coefficients aψ,ǫ and bψ,ǫ. In general,
the limit of δn(an+ b
√
n+ o(
√
n)|ψ) for constants a and
b ∈ R is equal to 1 for a > 1 and is equal to 0 for a < 1
by (C6) and (C7). Thus, when a permissible error ǫ is
between 0 and 1, the first order rate aψ,ǫ is 1. From
(C19), a suitable b′ ≤ 0 attains the equation
ǫ = lim
n→∞ δn(n+ b
′√n+ o(√n)|ψ) = 2G
(
Sψb
′
2
√
Vψ
)
.
(C25)
By the definition of Nn(ǫ|ψ) in (8), bψ,ǫ coincides with b′
in (C25), and thus
bψ,ǫ = −2
√
VψS
−1
ψ G
−1
(
1− ǫ
2
)
. (C26)
Therefore, Theorem 5 was verified.
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