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Abstract
We study the two-phase Muskat–Verigin free-boundary problem for el-
liptic equations with nonlinear sources. The existence of a smooth solution
and a smooth free boundary is proved locally in time by applying the
parabolic regularization of a condition on the free boundary.
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1 Statement of the problem and the main result
The present work is devoted to the study of a boundary-value problem with
unknown boundary describing the process of multidimensional nonstationary fil-
tration of two fluids in a porous medium [18, 24, 4, 5, 16, 8] under assumption
that the densities of these fluids are practically independent of the pressure and,
hence, are constant values. Namely such a situation happens, for example, in
the process of filtration of two unmixed noncompressible fluids (oil, water) at the
displacement of a fluid by a silicate solution, etc.
A mathematical model of such a problem is the evolutionary problem with
free boundary for elliptic equations.
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A three-dimensional problem of such a kind without bulk sources was consid-
ered in [8]. The goal of the present work is to generalize results in [8] to the case
of a space with any dimension and to take the effect of nonlinear bulk sources
into account. As distinct from [8], we will study the corresponding linearized
problem within the method of parabolic regularization of the condition on a free
boundary. This method taken by us from [17] was applied to the given problem
in [6, 7].
We note that the Muskat–Verigin problem для parabolic equations was stud-
ied in [3] in details and was analyzed in [1]. Moreover, with regard for the
Gibbs–Thomson condition, the Muskat–Verigin problem for parabolic equations
was considered in [25, 26, 14].
We note also that, in the case of two spatial variables (i.e., at N = 2), the
problem under study was considered in [6, 7] with the use of the same regular-
ization as in [17] and in the present work. Therefore, we will consider that the
dimension of the space RN satisfies the condition N ≥ 3 and use the method of
work [2].
Let Ω be a doubly connected domain in RN with the boundary ∂Ω = Γ+∪Γ−,
where Γ± are smooth closed surfaces without self-intersections, Γ(τ) and τ ∈
[0, T ] are smooth closed surfaces without self-intersections that lie between Γ±
and divide the domain Ω into two doubly connected domains Ω±τ . Moreover,
∂Ω±τ = Γ(τ) ∪ Γ
±, and the surface Γ(0) ≡ Γ is given.
In the domains Ω±τ , we consider the following boundary-value problem for the
unknown functions u±(y, τ) and the unknown surfaces Γ(τ) with the conditions
L0u
± ≡ △u±(y, τ) = f±(u±), y ∈ Ω±τ , (1.1)
u+|Γ(τ) = u
−|Γ(τ), (1.2)
a+(∇u+,
−→
N )|ΣT = a
−(∇u−,
−→
N )|ΣT = m cos(
−→
N , τ), (1.3)
u±|Γ±T = g
±(y, τ), (1.4)
Γ(0) = ΣT ∩ {t = 0} = Γ, (1.5)
u±(y, 0) = u±0 (y), y ∈ Ω
±. (1.6)
Here, Ω± are the domains into those Ω is divided by the initial surface Γ = Γ(0),
Γ±T = Γ
± × [0, T ], ΓT = Γ × [0, T ], f±(u), g±(y, τ), and u
±
0 (y) are the given
functions, a± and m are positive constants, ΣT = {(y, τ) : τ ∈ [0, T ], y ∈ Γ(τ)}
is a surface in RN × [0, T ],
−→
N is a normal to ΣT in the space R
N × [0, T ] that is
directed so that its projection on {t = const} is directed toward Ω+τ .
We note that condition (1.3) can be presented also in the form
a+
∂u+
∂−→n (τ)
= a−
∂u−
∂−→n (τ)
= −mVn, (1.7)
2
where Vn is the velocity of motion of the surface Γ(τ) along the normal
−→n (τ) to
Γ(τ) in the space x ∈ RN directed inward Ω+τ . We note that
−→n (0) is a normal to
the initial surface Γ denoted below simply by −→n .
We denote ΩT = Ω× (0, T ) and Ω
±
T = Ω
± × (0, T ). We will use the standard
Ho¨lder spaces H l(Ω) and H l,l/2(ΩT ) with a noninteger l > 0 that were introduced
in [11] with the norm
|u|(l)ΩT =
[l]∑
j=0
∑
2r+s=j
|DrtD
s
xu|
(0)+
∑
2r+s=[l]
〈DrtD
s
xu〉
(l−[l])
x,ΩT
+
∑
0<l−2r−s<2
〈DrtD
s
xu〉
( l−2r−s2 )
t,ΩT
,
where |DrtD
s
xu|
(0) = maxΩT |D
r
tD
s
xu| , 〈u〉
(α)
x,ΩT
and 〈u〉(α)t,ΩT are the Ho¨lder constants
of the function u (x, t) in x and in t, respectively.
We also use the following Ho¨lder spaces. Let α, β ∈ (0, 1). We define a semi-
norm (see [19])
[u]
(α,β)
ΩT
= sup
(x,t),(y,τ)∈ΩT
|u(x, t)− u(y, t)− u(x, τ) + u(y, τ)|
|x− y|α |t− τ |β
, α, β ∈ (0, 1) .
Then we define the spaces Ek+α(ΩT ), k = 0, 1, 2, 3, with a bounded norm
|u|(k+α,α)ΩT = maxt∈[0,T ]
|u(·, t)|(k+α)Ω +
k∑
|r|=0
〈Drxu〉
(α)
t,ΩT
+
k∑
|r|=0
[Drxu]
(α,α)
ΩT
. (1.8)
We note that a part of terms in definition (1.8) can be interpolated in terms of
terms of lower and higher orders. Therefore,
|u|(k+α,α)ΩT ≤ C
(
max
t∈[0,T ]
|u(·, t)|(0)Ω + 〈u〉
(α)
t,ΩT
+
∑
|r|=k
[Drxu]
(α,α)
ΩT
)
. (1.9)
We note also that norm (1.8) is equivalent to the norm
|u|(k+α,α)ΩT ∼ maxt∈[0,T ]
|u(·, t)|(0)Ω + 〈u〉
(α)
t,ΩT
+
∑
|r|=k
sup
0<h<1
〈
Drx(x, t+ h)−D
r
x(x, t)
hα
〉(α)
x,ΩT
.
(1.10)
With the use of a local parametrization, we can define smooth surfaces from
the above-indicated classes and the corresponding spaces of smooth functions on
these surfaces in the standard way.
We also define a space P k+α(ΓT ), k = 2, 3, with the norm
|u|P k+α(ΓT ) = |u|Ek+α(ΓT ) + |ut|E1+α(ΓT ). (1.11)
We made the following assumptions about data of problem (1.1)–(1.6):
Γ±,Γ ∈ H4+α, g± ∈ H4+α,
4+α
2 (Γ±T ), u
±
0 (x) ∈ H
4+α(Ω±), (1.12)
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f±(u) ∈ C3loc(R
1), (f±)′(u) ≥ ν > 0. (1.13)
In addition, we suppose that the conditions of consistency hold for problem (1.1)–
(1.6) that mean that
u±0 |Γ± = g
±(y, 0), u+0 |Γ = u
−
0 |Γ, a
+∂u
+
0
∂−→n
|Γ = a
−∂u
−
0
∂−→n
|Γ, (1.14)
△u±0 (y) = f
±(u±0 (y)), y ∈ Ω
±, (1.15)
where −→n is a normal to Γ directed toward Ω+. We note that condition (1.15)
is, in essence, the assumption for the right-hand sides f±(u) that means that
the corresponding boundary-value problem for Eq. (1.15) is solvable. We also
assume that the problem is nondegenerate, namely,
∂u±0
∂−→n
≥ ν > 0,
∂u+0
∂−→n
−
∂u−0
∂−→n
≥ ν > 0, y ∈ Γ, (1.16)
where ν is some positive constant.
In what follows, by C, b, ν, and γ, we denote all absolute constants or constants
depending only on once and for all fixed data of the problem.
In order to formulate the main result, we introduce a parametrization of the
unknown boundary with the help of some unknown function [9] and reduce the
initial problem to a problem in a fixed domain. In so doing, in a sufficiently small
neighborhood N of the surface Γ, we introduce the coordinates (ω, λ), where ω
are the coordinates on the surface Γ, λ ∈ R, and |λ| ≤ λ0 so that if x ∈ N , then
x = xΓ(ω) + λ
−→n (ω) = x(ω, λ), |λ| ≤ λ0 (1.17)
in a unique way, where xΓ(ω) ∈ Γ, and λ is a deviation of the point x from the
surface Γ along the normal −→n to Γ directed, we recall, inward Ω+.
Let ρ(ω, t) be a sufficiently small-value function defined on ΓT = Γ × [0, T ],
ρ(ω, 0) ≡ 0. Then the parametrization
x = xΓ(ω) +
−→n (ω)ρ(ω, t)
at every t ∈ [0, T ] sets some surface Γρ(t) dividing the domain Ω into two
subdomains Ω+ρ and Ω
−
ρ . We denote a surface in ΩT ≡ Ω × [0, T ] by Γρ,T ≡
∪t∈[0,T ]Γρ(t)×{t}. By Ω
±
ρ,T , we denote those domains, into those the surface Γρ,T
divides the domain ΩT . We assume (and will prove it below) that the unknown
surface ST = Γρ,T with some unknown function ρ.
Let a function χ(λ) ∈ C∞ be such that χ(0) = 1, 0 ≤ χ(λ) ≤ 1, χ(λ) ≡ 0
at |λ| ≥ λ0, |χ
′| ≤ 2/λ0, where λ0 is a number from relation (1.17). Let also
ρ(ω, t) be a function of the class S2+α(ΓT ) and such that |ρ| ≤ λ0/4. We define
the mapping (x, t)→ (y, τ) of the domain ΩT onto itself by the formula
eρ :
y =
{
xΓ(ω(x)) +
−→n (ω(x))(λ(x) + χ(λ(x))ρ(ω(x), t)) = x+−→n (ω(x))χ(λ(x))ρ(ω, t), x ∈ N ,
x, x /∈ N ,
τ = t.
(1.18)
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Thus, the spatial coordinates (ω, λ) of points y = y(x, t) and x in a neighborhood
N , where the mapping eρ differs from the identity one, are connected by the
relations
ω(y) = ω(x), λ(y) = λ(x) + χ(λ(x))ρ(ω(x), t).
It is easy to see that the mapping eρ transfers bijectively the domains Ω
±
T onto
the domains Ω±ρ,T . Moreover, since ρ(ω, 0) ≡ 0, eρ(x, 0) ≡ (x, 0). For simplicity,
we will denote the functions u± after the change of variables by the same symbol,
i.e.,
u±(x, t) ≡ u±(y, τ) ◦ eρ(x, t),
and u±(x, t) are already defined in the known fixed domains Ω±T .
Let us change the variables (y, τ) = eρ(x, t) in problem (1.1)–(1.6). We arrive
at the equivalent formulation of the problem, but already in fixed domains:
Lρu
± ≡ ∇2ρu
±(x, t) = f±(u±), (x, t) ∈ Ω±T , (1.19)
u+(x, t)− u−(x, t) = 0, (x, t) ∈ ΓT , (1.20)
ρt(ω, t) + a
±S(ω, ρ,∇ωρ)
∂u±
∂−→n
+ a±
N∑
i=1
Si(ω, ρ,∇ωρ)
∂u±
∂ωi
= 0, (x, t) ∈ ΓT ,
(1.21)
u±(x, t) = g±(x, t), (x, t) ∈ Γ±T , (1.22)
u±(x, 0) = u±0 (x), x ∈ Ω
±, (1.23)
where ∇ρ = Jρ∇, and Jρ is the matrix inverse and conjugate to the Jacobi
matrix ∂y/∂x. Here, S(ω, ρ,∇ωρ) and Si(ω, ρ,∇ωρ) are smooth functions of the
arguments. Moreover,
S(ω, 0, 0) ≡ 1,
∂S
∂ρωi
(ω, 0, 0) ≡ 0, (1.24)
and
Si(ω, 0, 0) ≡ 0, i = 1, 2, . . . , N. (1.25)
We now briefly explain the derivation of relations (1.21) and properties (1.24)
and (1.25). In the variables (y, τ) in a neighborhood ΓT , let
Φρ(y, τ) ≡ λ(y)− ρ(ω(y), τ), (1.26)
where λ(y), ω(y) are the (ω, λ) coordinates of a point y in a neighborhood of the
surface Γ. We note that the vector ∇(y,τ)Φρ is directed toward the domain Ω
+
ρ,T .
Thus, the normal
−→
N in condition (1.3) is
−→
N = ∇(y,τ)Φρ/|∇(y,τ)Φρ|. (1.27)
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Thus, condition (1.3) can be rewritten in the form
a±(∇yΦρ,∇yu
±) = m
∂Φρ
∂τ
= −mρτ (ω(y), τ). (1.28)
In relation (1.28), we pass to the variables (x, t) in correspondence with the change
(x, t) = eρ(x, t), by taking into account that Φρ(x, t) ≡ λ(x) in the variables (x, t)
in a neighborhood of Γ, since ω(y) = ω(x) and λ(y) = λ(x) + ρ(ω(x), t). Thus,
relation (1.28) takes the form
a±(Jρ∇xλ(x), Jρ∇xu
±) = −mρt(ω(x), t), (1.29)
or
a±(J∗ρJρ∇xλ(x),∇xu
±) +mρt(ω(x), t) = 0. (1.30)
Let else ∇x = R∇(ω,λ), where R is a Jacobi orthogonal matrix of the transition
x → (ω, λ) between the coordinates in a neighborhood of Γ. Since ∇xλ(x) =
−→n (ω(x)), relation (1.30) can be written in the form
a±(R∗J∗ρJρR
−→n ,∇(ω,λ)u
±) + ρt(ω, t) = 0. (1.31)
In other words, due to the smoothness of the surface Γ and, respectively, the
smoothness of the change x → (ω, λ), relation (1.31) is a relation of the form
(1.21) with some smooth functions S and Si, because
∂u±
∂λ
=
∂u±
∂−→n
.
In this case, at ρ = 0 and ρωi = 0, the matrix Jρ ≡ I, i.e., relation (1.31) takes
the form (since R∗R = R−1R = I )
a±
∂u±
∂−→n
+ ρt(ω, t) = 0, (1.32)
which yields properties (1.24) and (1.25).
Below, we formulate the main result.
Theorem 1.1 Let conditions (1.12)–(1.15) and (1.16) be satisfied. Then there
exists T > 0 such that problem (1.19)–(1.23) (and, hence, problem (1.1)–(1.6))
has the unique smooth solution at t ∈ [0, T ], and
|u±|
E2+α(Ω±T )
+ |ρ|P 2+α(ΓT ) ≤ C(u
±
0 , g
±,Γ,Γ±). (1.33)
The subsequent sections are devoted to the proof of Theorem 1.1.
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2 Linearization of problem (1.19)–(1.23)
To prove Theorem 1.1, we use the method developed in [8, 2] that presents, in
essence, a version of the Newton method for the solution of nonlinear equations.
First, we construct the “initial approximation” to the solution of the nonlinear
problem (1.19)–(1.23). By σ(ω, t), we denote a function of the class H4+α,
4+α
2 (ΓT )
such that
σ(ω, 0) = ρ(ω, 0) = 0,
∂σ
∂t
(ω, 0) = ρt(ω, 0) ≡ ρ
(1)(ω) = a±
∂u±0
∂−→n
. (2.1)
We now continue the functions u±0 through the surface Γ onto the whole
domain Ω and construct the functions w±(x, t) ∈ H4+α,
4+α
2 (ΩT ) such that
w±(x, 0) = u±0 (x), x ∈ Ω, (2.2)
∂w±
∂t
(x, 0)|Γ = −
∂u±0
∂−→n
(x)|Γρt(ω(x), 0) = −
∂u±0
∂−→n
(x)|Γρ
(1)(ω(x)). (2.3)
The procedure of construction of such functions is described in [11]. We note
that condition (2.3) implies that the complicated functions w± ◦ eσ satisfy the
relation
∂(w± ◦ eσ)
∂t
(x, 0)|Γ =
∂w±
∂t
(x, 0) +
∂w±
∂−→n
(x, 0)|Γσt(ω, 0) = 0. (2.4)
It will be used in what follows and yields, for example, ∂F3/∂t(x, 0) = 0 in (2.8)
below. (We note that we could require that a single condition,
∂w+
∂t
(x, 0)|Γ −
∂w−
∂t
(x, 0)|Γ = −
(∂u+0
∂−→n
(x)|Γ −
∂u−0
∂−→n
(x)|Γ
)
ρ(1),
be satisfied instead of conditions (2.3), which would also give the necessary result.)
We note that the principal linear part of the mapping δ ∈ P 2+α(ΓT ) →
w± ◦ eσ+δ ∈ P
2+α(ΩT ) is
lim
ε→0
w± ◦ eσ+εδ − w± ◦ eσ
ε
=
(∂w±
∂λ
◦ eσ
)
χ(λ(x))δ(ω(x), t) ≡ b±(x, t)δ.
We denote
δ(ω, t) = ρ(ω, t)− σ(ω, t), v±(x, t) = u±(x, t)− w± ◦ eσ − b
±δ. (2.5)
Since any function f(x, t) satisfies the relation
(L0f) ◦ eρ = Lρ(f ◦ eρ), (2.6)
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we present relations (1.19)–(1.23) in the form
△v±(x, t)− (f±)′(w± ◦ eσ)v
±
= {(L±0 − L
±
σ )v
±(x, t) + [f±(w± ◦ eσ + v
± + b±δ)
− (f±)′(w± ◦ eσ)(v + b
±δ)− f±(w± ◦ eσ)]
+ (f±)′(w± ◦ eσ)b
±δ + [f±(w± ◦ eσ)− (L
±
0 w
±) ◦ eσ+δ]}
+
{
L±σ
(
w± ◦ eσ+δ − w
± ◦ eσ −
(∂w±
∂λ
◦ eσ
)
χ(λ)δ
)
− (L±σ+δ − L
±
σ )
(
v± +
(∂w±
∂λ
◦ eσ
)
χδ
)
+ (L±σ+δ − L
±
σ )(w
± ◦ eσ+δ − w
± ◦ eσ)
}
≡ F±1 (x, t; v
±, δ) + F±2 (x, t; v
±, δ), (x, t) ∈ Ω±T , (2.7)
v+−v−+
(∂w+
∂−→n
−
∂w−
∂−→n
)
◦eσδ = w
+◦eσ−w
−◦eσ ≡ F3(x, t), (x, t) ∈ ΓT , (2.8)
δt+a
±∂v
±
∂−→n
+
N−1∑
i=1
(
a±
∂Si
∂ρωi
(ω, σ,∇ωσ)
∂w± ◦ eσ
∂ωi
)
δωi =
{
a±[1−S(ω, σ,∇ωσ)]
∂v±
∂−→n
−
[
σt + a
±S(ω, σ,∇ωσ)
∂w± ◦ eσ
∂−→n
+
N−1∑
i=1
a±Si(ω, σ,∇ωσ)
∂w± ◦ eσ
∂ωi
]
−S(ω, σ+δ,∇ωσ+∇ωδ)
∂2w±
∂−→n 2
δ−
N−1∑
i=1
a±Si(ω, σ,∇ωσ)
∂v±
∂ωi
−a±
N−1∑
i=1
a±Si(ω, σ,∇ωσ)
∂2w±
∂−→n ∂ωi
δ
}
+
{
− a±[S(ω, σ + δ,∇ωσ +∇ωδ)− S(ω, σ,∇ωσ)]
[∂v±
∂−→n
+
∂2w± ◦ eσ
∂−→n 2
δ
]
− a±
N−1∑
i=1
[
Si(ω, σ + δ,∇ωσ +∇ωδ)
−
N−1∑
j=1
∂Si
∂ρωj
(ω, σ,∇ωσ)δωj − Si(ω, σ,∇ωσ)
](∂v±
∂ωi
+
∂w± ◦ eσ
∂ωi
+
∂2w± ◦ eσ
∂−→n ∂ωi
δ
)
−
N−1∑
i,j=1
∂Si
∂ρωj
(ω, σ,∇ωσ)δωj
(∂v±
∂ωi
+
∂2w± ◦ eσ
∂−→n ∂ωi
δ
)}
≡ F±4 (x, t, v
±, δ) + F±5 (x, t, v
±, δ), (2.9)
v±(x, t) = g±(x, t)− w± ◦ eσ ≡ F
±
6 (x, t), (x, t) ∈ Γ
±
T , (2.10)
v±(x, 0) = 0, x ∈ Ω±, δ(ω, 0) = 0, (2.11)
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where we took into account that χ(λ) ≡ 1 in a neighborhood of Γ, and the
mappings eρ and eσ are the identity ones outside of some neighborhood of Γ.
Moreover, the procedure of construction of the functions w± and σ implies that
we search for actually the functions v± and δ such that, additionally to (2.11),
v± ∈ E˙2+α(Ω±T ), δ ∈ P˙
2+α(ΓT ),
where the dot above the symbol of a space means a subspace consisting of func-
tions vanishing at t = 0 together with all derivatives with respect to t that are
admitted by the class. Of basic importance is the circumstance that such classes
with a dot satisfy relations analogous to those for the classes H˙ l,l/2. Namely, if
u, v ∈ H˙ l,l/2, then
|u|Hl′,l′/2(ΩT ) ≤ CT
l−l′
2 |u|Hl,l/2(ΩT ) ,
|u|Sl′(ΩT ) ≤ CT
l−l′
2 |u|Sl(ΩT ) ,
l′ < l,
|u|E2+α′(ΩT ) ≤ CT
α−α′
2 |u|E2+α(ΩT ) ,
|u|P 2+α′(ΩT ) ≤ CT
α−α′
2 |u|P 2+α(ΩT )
α′ < α,
|uv|Hl,l/2(ΩT ) ≤ CT
l−[l]
2 |u|Hl,l/2(ΩT ) |v|Hl,l/2(ΩT ) . (2.12)
It is easy to see that the right-hand sides F1 − F6 of relations (2.7)–(2.11) also
vanish at t = 0 and, thus, belong to the classes with a dot.
The sense of relations (2.7)–(2.11) consists in the separation of the principal
part in the nonlinear relations (1.19)–(1.23) that is linear in v± and δ. In this
case, all “free terms” (possessing a high smoothness) and “quadratic” terms are
transferred to the right-hand side. Then, using directly the definition of the
functions Fi on right-hand sides of (2.7)–(2.11) and considering separately each
term, it is easy to verify the validity of the following proposition. We denote
H = E˙2+α(Ω+T )× E˙
2+α(Ω−T )× P˙
2+α(ΓT ), ψ = (v
+, v−, δ) ∈ H,
‖ψ‖ = |v+|
E2+α(Ω+T )
+ |v−|
E2+α(Ω−T )
+ |δ|P 2+α(ΓT ) (2.13)
and will consider the functions Fi as functions of ψ.
Lemma 2.1 Let ψ, ψ1, ψ2 ∈ H. Then∣∣F±1 (x, t;ψ)∣∣Eα(Ω±T ) ≤ C(1 + ‖ψ‖)T α/2, (2.14)
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∣∣F±1 (x, t;ψ2)− F±1 (x, t;ψ1)∣∣Eα(Ω±T )C(‖ψi‖)T α/2 ‖ψ2 − ψ1‖ , (2.15)∣∣F±2 (x, t;ψ)∣∣Eα(Ω±T ) ≤ C(‖ψ‖) ‖ψ‖2 , (2.16)∣∣F±2 (x, t;ψ2)− F±2 (x, t;ψ1)∣∣Eα(Ω±T ) ≤ C(‖ψi‖)(‖ψ1‖+ ‖ψ2‖) ‖ψ2 − ψ1‖ , (2.17)∣∣F±3 (x, t)∣∣E2+α(Γ±T ) ≤ CT α/2, (2.18)∣∣F±4 (x, t)∣∣E1+α(ΓT ) ≤ CT α/2, (2.19)∣∣F±4 (x, t;ψ2)− F±4 (x, t;ψ1)∣∣E1+α(ΓT ) ≤ CT α/2 ‖ψ2 − ψ1‖ , (2.20)∣∣F±5 (x, t;ψ)∣∣E1+α(ΓT ) ≤ C(‖ψ‖) ‖ψ‖2 , (2.21)∣∣F±5 (x, t;ψ2)− F±5 (x, t;ψ1)∣∣E1+α(ΓT ) ≤ C(‖ψi‖)(‖ψ1‖+ ‖ψ2‖) ‖ψ2 − ψ1‖ , (2.22)∣∣F±6 (x, t)∣∣E2+α(ΓT ) ≤ CT α/2, (2.23)
where the constants C(‖ψi‖) remain bounded at bounded ‖ψi‖.
We note that, while verifying inequality (2.14)–(2.23), it is necessary to con-
sider also relations (1.24) and (1.25).
3 Model problem corresponding to problem (2.7)–
(2.11)
In this section, we consider a simple problem corresponding to the essence of the
linear problem that is set by the left-hand sides of relations (2.7)–(2.11). Such a
problem follows from problem (2.7)–(2.11) by fixing the coefficients on the left-
hand sides of (2.7)–(2.11) at some point on the boundary Γ at t = 0 and by a local
straightening of the surface Γ. In addition, the boundary conditions corresponding
to conditions on the free boundary are supplemented by the regularizing term
with a small factor ε > 0 so as it was made in [17, 6, 7].
Let RN± = {x ∈ R
N : ±xN ≥ 0}, R
N
±,T = R
N
± × [0, T ], x
′ = (x1, x2, . . . , xN−1).
We now consider the problem of the determination of the unknown functions
u±(x, t) that are set on RN±,∞ = R
N
± × [0,∞), respectively, and the unknown
function ρ(x′, t) set on RN−1∞ = (R
N × [0,∞)) ∩ {xN = 0} by the conditions
−△u± = f±1 (x, t) = f
±
1 (x, t), (x, t) ∈ R
N
±,∞, (3.1)
u+(x, t)− u−(x, t) + Aρ(x′, t) = f2(x
′, t), xN = 0, t ≥ 0, (3.2)
ρt(x
′, t)− ε△x′ρ+ a
± ∂u
±
∂xN
+
N−1∑
i=1
h±i ρxi = f
±
3 (x
′, t), xN = 0, t ≥ 0, (3.3)
u±(x, 0) = 0, x ∈ RN± , ρ(x
′, 0) = 0. (3.4)
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Here, f±1 , f2, and f
±
3 are finite functions,
f±1 ∈ E˙
α(RN±,∞), f2 ∈ E˙
2+α(RN−1∞ ), f
±
3 ∈ E˙
1+α(RN−1∞ ), (3.5)
ε > 0 is a small fixed positive constant, and A, a±, and h±i are given positive
constants.
The following proposition is valid.
Theorem 3.1 Let ε ∈ (0, 1], and let condition (3.5) be satisfied. Then, for any
finite solution (u+, u−, ρ) of problem (3.1)–(3.4), the estimates
|u+|E2+α(RN+,T ) + |u
−|E2+α(RN
−,T )
+ |ρ|P 2+α(RN−1T )
+ ε|ρ|P 3+α(RN−1T )
≤ C
(
|f+1 |Eα(RN+,T ) + |f
−
1 |Eα(RN
−,T )
+ |f2|E2+α(RN−1T )
+ |f−3 |E1+α(RN−1T )
+ |f+3 |E1+α(RN−1T )
)
, (3.6)
are true, and the constant C in (3.6) is independent of ε.
The subsequent content of this section is devoted to the proof of Theorem 3.1.
In this case, we consider the continuation of all functions into the region t < 0 to
be zero since all these functions belong to classes with a dot (i.e., they vanish at
t = 0 together with their derivatives).
The proof of Theorem 3.1 is preceded by the following lemma. We now
consider the boundary-value problem in the half-space RN+,T with a parameter
ε > 0:
−∆u = f(z, t), (z, t) ∈ RN+,T , (3.7)
∂u
∂zN
(z′, 0, t) = F (z′, t), (z′, t) ∈ RN−1T , (3.8)
u(z, 0) = 0, u(z, t) ∈ E˙2+α(RN+,T ); (3.9)
where f ∈ E˙α(RN+,T ), F ∈ E˙
1+α(RN−1T ). Moreover, f and F are finite in z, or
they decrease sufficiently rapidly at infinity.
Lemma 3.2 Problem (3.7)–(3.9) has the unique smooth solution bounded at in-
finity that satisfies the estimate
|u|
E2+α(RN+,T )
≤ C(|f |
Eα(RN+,T )
+ |F |
E1+α(RN−1T )
). (3.10)
Proof. We omit a detailed proof of this lemma, since it well known in the
case where the spaces Hk+α are used instead of the spaces Ek+α and consists
in the well-known estimates of the potential of a simple layer (see, e.g., [12]
and references therein). In order to prove the lemma for the spaces Ek+α, it is
sufficient to note that the function
uh(x, t) =
u(x, t)− u(x, t− h)
hα
, h ∈ (0, 1),
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satisfies problem (3.7)–(3.9) with the change of the appropriate functions on the
right-hand side of the equation and in the boundary condition by the functions
fh(x, t) =
f(x, t)− f(x, t− h)
hα
, Fh(x, t) =
F (x, t)− F (x, t− h)
hα
.
In this case, by virtue of the assumption about data of the problem, fh ∈
Hα(RN+,T ), Fh ∈ H
1+α(RN−1T ) uniformly in t and h. Therefore,
sup
h
max
t
|uh|
(2+α) ≤ sup
h
max
t
C(|fh|
(α)+|Fh|
(1+α)) ≤ C(|f |
Eα(RN+,T )
+|F |
E1+α(RN−1T )
).
This yields, with regard for the definition of the spaces Ek+α, the assertion of the
lemma.
An analogous proposition is valid also for problem (3.7)–(3.9) if the Neumann
condition (3.8) is replaced by the Dirichlet condition
u(z′, 0, t) = F (z′, t), (z′, t) ∈ RN−1T . (3.11)
Lemma 3.3 In (3.11), let F ∈ E˙2+α(RN−1T ), and let F be finite in z or suf-
ficiently rapidly decrease at infinity. Then problem (3.7), (3.11), (3.9) has the
unique smooth solution bounded at infinity, for which the following estimate is
true:
|u|
E2+α(RN+,T )
≤ C(|f |
Eα(RN+,T )
+ |F |
E2+α(RN−1T )
). (3.12)
The proof of this lemma is identical to that of the previous lemma.
Lemmas 3.2 and 3.3 allow us, without any loss of generality, to consider
f±1 ≡ 0, f2 ≡ 0, and f
+
3 ≡ 0 in problem (3.1)–(3.4), so that only the function f
−
3
is nonzero.
To problem (3.1)–(3.4), we now apply the Laplace transformation with respect
to the variable t and the Fourier transformation with respect to the variables x′.
We denote the result of such a transformation of the function f(x′, t) by f˜(ξ, p),
i.e.,
f˜(ξ, p) = C
∞∫
0
e−pt dt
∫
RN−1
e−ix
′ξf(x, t) dx. (3.13)
As a result, problem (3.1)–(3.4) is reduced to a boundary-value problem for ordi-
nary differential equations and takes the form (we denote h± = (h±1 , h
±
2 , . . . , h
±
N−1))
d2u˜±
dx2N
− ξ2u˜± = 0, xN > 0 (xN < 0), (3.14)
u˜+ − u˜− + Aρ˜ = 0, xN = 0, (3.15)
ρ˜(p+ εξ2 − ih+ξ) + a+
du˜+
dxN
= 0, xN = 0, (3.16)
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ρ˜(p+ εξ2 − ih−ξ) + a−
du˜−
dxN
= f˜−3 , xN = 0. (3.17)
The condition additional to relations (3.14)–(3.17) is the condition of bounded-
ness at infinity, i.e.,
|u˜±| ≤ C, xN → ±∞. (3.18)
With regard for condition (3.18), Eq. (3.14) yields
u˜+(ξ, p, xN) = g˜
+(ξ, p)e−xN |ξ|, (3.19)
u˜−(ξ, p, xN) = g˜
−(ξ, p)exN |ξ|, (3.20)
where g˜±(ξ, p) = u˜±|xN=0 are some functions.
Substituting these formulas in (3.16) and (3.17), we obtain
ρ˜(p+ εξ2 − ih+ξ)− a+g˜+|ξ| = 0, (3.21)
ρ˜(p+ εξ2 − ih−ξ) + a−g˜−|ξ| = f˜−3 . (3.22)
Let us divide relations (3.21) and (3.22) by a+ and a−, respectively. Summing
these equalities and taking relations (3.15) into account, we obtain
ρ˜
[( 1
a+
+
1
a−
)
p− i
(h+
a+
+
h−
a−
)
ξ + ε
( 1
a+
+
1
a−
)
ξ2 + A|ξ|
]
= f˜−3 /a
−
or
ρ˜ =
f˜
p− iHξ + εξ2 +B|ξ|
, (3.23)
where
f˜ = f˜−3 /
[
a−
( 1
a+
+
1
a−
)]
, H =
(h+
a+
+
h−
a−
)
/
( 1
a+
+
1
a−
)
,
B = A/
( 1
a+
+
1
a−
)
.
It is obvious that
|f |E1+α(RN−1T )
= C|f−3 |E1+α(RN−1T )
. (3.24)
Thus, (3.23) gives the formula for the unknown function ρ˜ in terms of the
Fourier–Laplace transform.
We note that the denominator in (3.23) does not become zero at R(p) > 0.
By performing the inverse Laplace–Fourier transformation in (3.23), we get
ρ(x′, t) =
t∫
0
∫
RN−1
Kε(x
′ − ξ, t− τ)f(ξ, τ) dξ dτ, (3.25)
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where Kε(x, t) is the inverse Laplace–Fourier transform of the function (p−iHξ+
εξ2 +B|ξ|)−1, i.e., (a > 0)
Kε(x
′, t) = C
∫
RN−1
eix
′ξ dξ
a+i∞∫
a−i∞
dp
p− iHξ + εξ2 +B|ξ|
. (3.26)
The inverse Laplace transform of the function (p − iHξ + εξ2 + B|ξ|)−1 can
be easily calculated as
K̂ε(ξ, t) = e
iHξt−εξ2t−B|ξ|t, (3.27)
where the symbol v̂ stands for the Fourier transform of the function v. Thus,
ρ(x′, t) = C
t∫
0
dτ
∫
RN−1
eix
′ξeiHξτe−εξ
2τe−B|ξ|τ f̂(ξ, t− τ) dξ
= C
t∫
0
dτ
∫
RN−1
ei(x
′+Hτ)ξe−εξ
2τe−B|ξ|τ f̂(ξ, t− τ) dξ
=
t∫
0
dτ
∫
RN−1
Kε(y, τ)f(x
′ +Hτ − y, t− τ) dy, (3.28)
where
Kε(x
′, t) = C
∫
RN−1
eix
′ξe−εξ
2te−B|ξ|t dξ (3.29)
is the inverse Fourier transform of the function e−εξ
2te−B|ξ|t.
In view of the well-known properties of the Fourier transformation,
Kε(x
′, t) =
∫
RN−1
Γε(x
′ − y, t)G(y, t) dy = Γε ∗x G, (3.30)
where, as is known,
Γε(x
′, t) = C(εt)−
N−1
2 e−
(x′)2
4εt (3.31)
is the inverse Fourier transform of the function e−εξ
2t (that is the fundamental
solution of the heat equation with the coefficient ε), and G(x′, t) is the inverse
Fourier transform of the function e−B|ξ|t.
The function G(x′, t) can be represented explicitly. To this end, we note that
the solution V (z) of the Dirichlet problem for the Laplace equation in the half-
space {zN ≥ 0} ⊂ RN can be expressed in the form (the corresponding Green’s
function can be easily constructed, as is known, by the method of reflection)
V (z) = C
∫
RN−1
zN
[(z′ − η)2 + z2N ]
N
2
ϕ(η) dη, (3.32)
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where ϕ(z′) = V (z′, 0), z′ = (z1, . . . , zN−1). On the other hand, such Dirichlet
problem in a half-space can be solved with the use of the Fourier transformation
with respect to the variables z′ that gives, as is easily verified,
V̂ (ξ, zN) = Cϕ̂(ξ)e
−zN |ξ|. (3.33)
Comparing (3.33) and (3.32), we may conclude that the inverse Fourier transform
of the function e−zN |ξ| is CzN/(z
′2 + z2N )
N/2. In other words, by replacing zN by
Bt, we have
G(x′, t) = C
∫
RN−1
eix
′ξe−B|ξ|t dξ = C
t
(x′2 +B2t2)
N
2
, x′ ∈ RN−1. (3.34)
With regard for the well-known properties of the functions Γε(x
′, t) and the
explicitly given G(x′, t) in (3.34), we can verify that the kernel Kε(x
′, t) possesses
the properties (analogous to those of Γε(x
′, t)):∫
RN−1
DrxD
s
tKε(y, t) dy =
{
1, |r|+ s = 0,
0, |r|+ s > 0.
(3.35)
In addition, at any ε ∈ (0, 1], the derivatives of the kernel Kε(x′, t) have properties
that inherit those of the kernel G(x′, t) in (3.34). Namely, the following lemma
is valid.
Lemma 3.4 The function Kε(x
′, t) and its derivatives with respect to x satisfy
the estimates
|DrxKε(x
′, t)| ≤ C(x′2 + t2)−
N−1
2
−|r|, |r| = 0, 1, 2, (3.36)
where the constant C is independent of ε.
Proof. It is easily seen that the function G(x′, t) satisfies the estimates
|DrxG(x
′, t)| ≤ Ct((x′)2+ t2)−
N
2
−|r| ≤ C((x′)2+ t2)−
N−1
2
−|r|, |r| = 0, 1, 2. (3.37)
For simplicity, we consider only the case |r| = 1, since the remaining cases
can be studied quite analogously. Let i = 1, N − 1. Then
Kεxi(x
′, t) =
∫
RN−1
Γε(y, t)Gxi(x
′ − y, t) dy =
∫
|x′−y|≥|x′|/2
Γε(y, t)Gxi(x
′ − y, t) dy
+
∫
|x′−y|<|x′|/2
Γε(y, t)Gxi(x
′ − y, t) dy ≡ A1 + A2. (3.38)
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In view of (3.34), the estimate
|Gxi(x
′ − y, t)| ≤ C(x
′2 + t2)−
N
2
is valid for the function Gxi(x
′ − y, t) on the set |x′ − y| ≥ |x′|/2. Therefore,
|A1| ≤ C(x
′2 + t2)−
N
2
∫
RN−1
Γε(y, t) dy = C(x
′2 + t2)−
N
2 . (3.39)
Passing to the estimate of A2, we note that the quantities |y| and |x′| are equiv-
alent on the set |x′ − y| < |x′|/2. Therefore, on this set with some γ > 0, we
have
e−
y2
4εt ≤ e−γ
x
′2
εt . (3.40)
Then we consider two cases. First, let t ≥ |x′|. Then, by estimating |Gxi| ≤ Ct
−N ,
we have
|A2| ≤ C(εt)
−N−1
2 e−γ
x
′2
εt ·Measure{|x′ − y| < |x′|/2}t−N =
= C
(x′2
εt
)N−1
2
e−γ
x
′2
εt t−N ≤ Ct−N ≤ C(x
′2 + t2)−
N
2 , (3.41)
since t ≥ |x′|.
But if t < |x′|, then we apply the integration by parts and represent A2 as
follows:
A2 = −
∫
|x′−y|<|x′|/2
Γε(y, t)Gyi(x
′ − y, t) dy
= −
∫
|y−x′|= 1
2
|x′|
Γε(y, t)G(x
′ − y, t) dSy
+
∫
|y−x′|< 1
2
|x′|
Γεyi(y, t)G(x
′ − y, t) ≡ I1 + I2.
Taking the relation |x′ − y| = |x′|/2 into account, by virtue of (3.37) and
(3.40), we have
|I1| ≤ C(εt)
−N−1
2 e−γ
x′2
εt |x′|
N−2
(x′2+t2)−
N−1
2 ≤ C |x′|
−1
(x′2+t2)−
N−1
2 ≤ C(x′2+t2)−
N
2 ,
(3.42)
since t ≤ |x′|.
Analogously, in view of (3.40) and properties of the function Γεyi, we have
|I2| ≤ C(εt)
−N
2 e−γ
x′2
εt
∫
|y−x′|< 1
2
|x′|
t dy[
(x′ − y)2 + t2
]N
2
.
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Performing the change x′ − y = tz with dy = tN−1dz in the last integral, we
obtain
|I2| ≤ C(εt)
−N
2 e−γ
x′2
εt tN t−N
∫
RN−1
t dy
(z2 + 1)
N
2
≤ C
(x′2
εt
)N
e−γ
x′2
εt |x′|−N ≤ C |x′|−N ≤ C(x′2 + t2)−
N
2 . (3.43)
Thus, estimates (3.43), (3.42), (3.41), and (3.39) yield estimate (3.36) of the
lemma in the case |r| = 1.
The remaining estimates are proved analogously.
By virtue of properties (3.35) and (3.36) in the full analogy to [12, Chap. III],
we obtain the estimate of the smoothness of potential (3.28) by the variable x′:
max
t
|ρ(·, t)|(2+α)
R
N−1
T
≤ Cmax
t
|f |(1+α)
R
N−1
T
. (3.44)
Analogously to the proof of Lemma 3.2, let us consider the functions
ρh =
ρ(x′, t)− ρ(x′, t− h)
hα
, u±h =
u±(x′, t)− u±(x′, t− h)
hα
.
These functions satisfy the same problem (3.1)–(3.4) with the appropriate right-
hand sides. Therefore, we see, by completely repeating the previous reasoning,
that the function ρh(x
′, t) is potential (3.28) with the density
fh =
f(x′, t)− f(x′, t− h)
hα
instead of f. Thus, (3.44) yields
|ρ|E2+α(RN−1T )
≤ C sup
t,h
|fh|
(1+α)
RN−1 ≤ C|f |E1+α(RN−1T )
. (3.45)
We now represent relation (3.23) in the form
ρt − ε△x′ρ−B△x′(Λρ) +
N∑
i=1
Hiρxi = f(x
′, t)
or
ρt − ε△x′ρ = F (x
′, t) ≡ f +B△x′(Λρ)−
N∑
i=1
Hiρxi, (3.46)
where Λρ is the operator with the symbol |ξ|−1, i.e., Λ : ρ˜ → ρ˜/|ξ|. As is well
known (see, e.g., [23]),
Λρ(x′, t) = C
∫
RN−1
ρ(y, t)
|x′ − y|N−2
dy.
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Moreover, analogously to the standard Ho¨lder spaces with respect to x′,
|Λρ|Ek+α(RN−1T )
≤ C|ρ|Ek−1+α(RN−1T )
, k = 1, 2, 3. (3.47)
Thus, (3.47), (3.46), and (3.45) yield
|F |E1+α(RN−1T )
≤ C(|ρ|E2+α(RN−1T )
+ |f |E1+α(RN−1T )
) ≤ C|f |E1+α(RN−1T )
. (3.48)
Since f(x′, 0) = 0 and ρ(x′, 0) = ρt(x
′, 0) = 0, Eq. (3.46) yields, completely
analogously to [11, Chap. IV],
ε
〈
D3xρ
〉(α)
x,RN−1T
≤ C 〈DxF 〉
(α)
x,RN−1T
. (3.49)
In addition, with regard for the function ρh = (ρ(x
′, t)−ρ(x′, t−h))/hα, we have
ε
[
D3xρ
](α)
x,t,RN−1T
≤ C [DxF ]
(α)
x,t,RN−1T
. (3.50)
Then it follows from (3.46) that
〈Dxρt〉
(α)
x,RN−1T
+ [Dxρt]
(α)
x,t,RN−1T
≤ C
(
〈DxF 〉
(α)
x,RN−1T
+ [DxF ]
(α)
x,t,RN−1T
)
. (3.51)
By virtue of the finiteness of the function ρ(x′, t) relations (3.49)–(3.51) and
(3.48) yield
|ρ|E2+α(RN−1T )
+ ε |ρ|E3+α(RN−1T )
+ |ρt|E1+α(RN−1T )
≤ C |f |E1+α(RN−1T )
, (3.52)
where the constant C is independent of ε, i.e.,
|ρ|P 2+α(RN−1T )
+ ε |ρ|P 3+α(RN−1T )
≤ C |f |E1+α(RN−1T )
, (3.53)
which gives the required estimate for the function ρ(x′, t).
Possessing the estimate for the function ρ(x′, t), we can consider the functions
u±(x, t) as solutions of the Neumann problems in the appropriate domains with
the condition
a±
∂u±
∂xN
∣∣∣
xN=0
= F±1 = f
±
3 − ρt + ε∆x′ρ− h
±∇ρ. (3.54)
In this case, F±1 are finite, and, by virtue of (3.53), we have∣∣F±1 ∣∣E1+α(RN−1T ) ≤ C |f |E1+α(RN−1T ) . (3.55)
Then Lemma 3.2 yields ∣∣u±∣∣
E1+α(RN−1T )
≤ C |f |E1+α(RN−1T )
. (3.56)
Estimate (3.56) together with estimate (3.53) complete the proof of Theorem
3.1. 
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4 A linear problem in the domain ΩT
In this section, we prove the solvability of a linear problem corresponding to
problem (2.7)–(2.11) with the given right-hand sides from the appropriate classes.
In this case, we regularize the boundary condition on the surface Γ in the same
manner, as it was made in [17, 6, 7].
We now consider the problem of the determination of the unknown functions
u±(x, t) defined in the domains Ω
±
T , respectively, and the unknown function ρ(x, t)
defined on the surface ΓT by the conditions
−△u± + b±(x, t)u± = f±1 , (x, t) ∈ Ω
±
T , (4.1)
u+ − u− + A(x, t)ρ = f2, (x, t) ∈ ΓT , (4.2)
ρt − ε△Γρ+ a
±∂u
±
∂−→n
+
N−1∑
i=1
h±i (x, t)ρωi = f
±
3 , (x, t) ∈ ΓT , (4.3)
u±(x, 0) = 0, ρ(x, 0) = 0, (4.4)
u±(x, t) = f±4 , (x, t) ∈ Γ
±
T , (4.5)
where△Γ is the Laplace operator on the surface Γ (see, e.g., [17]), a± = const > 0,
b±(x, t) ∈ Eα(Ω
±
T ), A(x, t) ∈ E
2+α(ΓT ), h
±
i (x, t) ∈ E
1+α(ΓT ), and the conditions
ν ≤ A(x, t) ≤ C and b±(x, t) ≥ ν > 0 are satisfied. The right-hand sides fi in
relations (4.1)–(4.5) are assumed to be such that the quantities
M±T ≡ |f
±
1 |Eα(Ω±T )
+ |f2|E2+α(ΓT ) + |f
±
3 |E1+α(ΓT ) + |f
±
4 |E2+α(Γ±T ) <∞,
MT ≡M
+
T +M
−
T (4.6)
are finite, and
f±1 (x, 0) = 0, f2(x, 0) = 0, f
±
3 (x, 0) = 0, f
±
4 (x, 0) = 0, (4.7)
i.e., all functions fk belong to spaces marked with a dot.
The following theorem is valid.
Theorem 4.1 If conditions (4.6) and (4.7) are satisfied, problem (4.1)–(4.5) has
the unique solution at any ε > 0 from the space u± ∈ E˙2+α(Ω
±
T ), ρ ∈ P˙
3+α(ΓT ),
and the estimate
|u+|
E2+α(Ω
+
T )
+ |u−|
E2+α(Ω
−
T )
+ |ρ|P 2+α(ΓT ) + ε|ρ|P 3+α(ΓT ) ≤ CTMT , (4.8)
where the constant CT from (4.8) is independent of ε ∈ (0, 1], is true.
At ε = 0, problem (4.1)–(4.5) has the unique solution from the spaces u± ∈
E˙2+α(Ω
±
T ), ρ ∈ P˙
2+α(ΓT ), and estimate (4.8) with ε = 0 is valid.
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Proof. First, we prove estimate (4.8), by assuming the availability of a so-
lution of problem (4.1)–(4.5) from the appropriate class. The following lemma is
valid.
Lemma 4.2 For any solution of problem (4.1)–(4.5) from the class u± ∈ E˙2+α(Ω
±
T ),
ρ ∈ P˙ 3+α(ΓT ), estimate (4.8) is valid at ε > 0.
Proof. By using the standard Schauder technique for estimates and by con-
sidering the results of Section 3 on properties of the model problems corresponding
to points of the boundary Γ, we obtain, in the ordinary manner, the following a
priori estimate of the solution of problem (4.1)–(4.5):
|u+|
E2+α(Ω
+
T )
+|u−|
E2+α(Ω
−
T )
+|ρ|P 2+α(ΓT )+ε |ρ|P 2+α(ΓT ) ≤ CMT+C
( 〈
u+
〉(α)
t,Ω+T
+
〈
u−
〉(α)
t,Ω−T
)
.
(4.9)
Whereas |u±|(0)
Ω±T
≤ CT α 〈u±〉(α)
t,Ω±T
, the Ho¨lder constants 〈u+〉(α)
t,Ω+T
and 〈u−〉(α)
t,Ω−T
for
the functions u±(x, t) with respect to the variable t cannot be estimated by the
interpolation in the space E˙2+α(Ω
±
T ). In order to estimate these Ho¨lder constants,
we consider the functions (h ∈ (0, 1))
u±h =
u±(x, t)− u±(x, t− h)
hα
.
and estimate their modulus maximum
∣∣u±h ∣∣(0)Ω±T uniformly in h. We take into ac-
count that u±h ∈ H
2+α(Ω
±
), t ∈ [0, T ], and the space H2+α(Ω
±
) is compactly em-
bedded in the space L∞(Ω
±
) ⊂ L2(Ω
±
). Therefore, for any δ > 0 and t ∈ [0, T ],
we have the inequality (see [13])∣∣u±h ∣∣(0)Ω± ≤ δ ∣∣u±h ∣∣(2+α)Ω± + Cδ ∥∥u±h ∥∥2,Ω± , (4.10)
where
∥∥u±h ∥∥2,Ω± is the L2-norm of the functions u±h . Relation (4.10) yields∣∣u±h ∣∣(0)Ω±T ≤ δ ∣∣u±∣∣E2+α(Ω±T ) + Cδ maxt∈[0,T ]∥∥u±h ∥∥2,Ω± . (4.11)
Thus, we need to estimate the quantity maxt∈[0,T ]
∥∥u±h ∥∥2,Ω± .
Without any loss of generality, we can consider that f±4 ≡ 0, since these
functions can be extended inward Ω
±
T with the preservation of a class. Then we
can consider new unknown functions v± = u±−f±4 that satisfy the same problem
with the same estimate of the right-hand sides. Thus, by taking f±4 ≡ 0 without
any loss of generality and by subtracting relation (4.3) for the sign “−” from the
same relation for the sign “+”, we get a problem for the functions u±h :
−△u±h + b
±u±h = F
±
1 ≡ f
±
1h − b
±
h u˜
±, (x, t) ∈ Ω±T , (4.12)
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u+h − u
−
h = F2 ≡ −Aρh − Ahρ˜+ f2h, (x, t) ∈ ΓT , (4.13)
a+
∂u+h
∂−→n
− a−
∂u−h
∂−→n
= F3 ≡ f
+
3h − f
−
3h +
−→
H∇ωρh +
−→
H h∇ωρ˜, (x, t) ∈ ΓT , (4.14)
u±h = 0, (x, t) ∈ Γ
±
T , (4.15)
u±h (x, 0) = 0, x ∈ Ω
±
, (4.16)
where the lower index h of the designation of functions means the corresponding
difference relation, u˜±(x, t) = u±(x, t− h), ρ˜(x, t) = ρ(x, t− h),
−→
H = {h+i − h
−
i }.
Let us multiply Eqs. (4.12) by the functions a±u±h , respectively, and integrate
by parts over the domains Ω±. With regard for the direction of the normal −→n to
the boundary Γ, we obtain
a±
∫
Ω±
(
∇u±h
)2
dx+ a±
∫
Ω±
b±
(
u±h
)2
dx±
∫
Γ
u±h
(
a±
∂u±h
∂−→n
)
dS = a±
∫
Ω±
u±hF
±
1 dx.
(4.17)
Since the relation u+h = u
−
h + F2 is satisfied on the surface Γ relation (4.17) for
the sign ′+′ can be presented in the form
a+
∫
Ω+
(
∇u+h
)2
dx+ a+
∫
Ω+
b+
(
u+h
)2
dx+
∫
Γ
u−h
(
a+
∂u+h
∂−→n
)
dS
= a+
∫
Ω+
u+hF
+
1 dx−
∫
Γ
F2
(
a+
∂u+h
∂−→n
)
dS. (4.18)
Adding (4.18) and relation (4.17) for the sign “−” and taking conditions (4.14)
into account, we get
a+
∫
Ω+
(
∇u+h
)2
dx+ a−
∫
Ω−
(
∇u−h
)2
dx+ a+
∫
Ω+
b+
(
u+h
)2
dx+ a−
∫
Ω−
b−
(
u+h
)2
dx
= a+
∫
Ω+
u+hF
+
1 dx+ a
−
∫
Ω−
u−hF
−
1 dx−
∫
Γ
F2
(
a+
∂u+h
∂−→n
)
dS −
∫
Γ
u−hF3 dS. (4.19)
We now estimate the terms on the right-hand side of (4.19), by using the Cauchy
inequality with small parameter µ > 0:∣∣∣∣∣
∫
Ω±
u±hF
±
1 dx
∣∣∣∣∣ ≤ µ2 ∥∥u±h ∥∥22,Ω±+Cµ ∥∥F±1 ∥∥22,Ω± ≤ Cµ2 ∣∣u±∣∣2E2+α(Ω±T )+Cµ( ∣∣F±1 ∣∣(0)Ω±T )2,
(4.20)∣∣∣∣∣
∫
Γ
F2
(
a+
∂u+h
∂−→n
)
dS
∣∣∣∣∣ ≤ µ2∥∥∥∂u+h∂−→n ∥∥∥22,Γ+Cµ ‖F2‖22,Γ ≤ Cµ2 ∣∣u+∣∣2E2+α(Ω+T )+Cµ( |F2|(0)ΓT )2,
(4.21)
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∣∣∣∣∣
∫
Γ
u−hF3 dS
∣∣∣∣∣ ≤ Cµ2 ∣∣u−∣∣2E2+α(Ω−T ) + Cµ( |F3|(0)ΓT )2. (4.22)
We note also that, at T < 1,∣∣u˜±∣∣(0)
Ω±T
≤ CT α
〈
u˜±
〉(α)
t,Ω±T
≤ CT α
∣∣u±∣∣
E2+α(Ω
±
T )
,
|ρ˜|(0)ΓT + |ρh|
(0)
ΓT
≤ CT 1−α
∣∣∣∂ρ
∂t
∣∣∣(0)
ΓT
≤ CT 1−α |ρ|P 2+α(ΓT ) ,
|∇ρh|
(0)
ΓT
≤ C 〈∇ρ〉(α)t,ΓT ≤ CT
1
2 〈∇ρ〉
( 1+α
2
)
t,ΓT
≤ CT
1
2 |ρ|P 2+α(ΓT ) .
Thus, the functions F±1 , F2, and F3 in (4.12)–(4.16) satisfy the estimate∣∣F+1 ∣∣(0)Ω+T + ∣∣F−1 ∣∣(0)Ω−T + |F2|(0)ΓT + |F3|(0)ΓT
≤ CT λ
( ∣∣u+∣∣
E2+α(Ω
+
T )
+
∣∣u−∣∣
E2+α(Ω
−
T )
+ |ρ|P 2+α(ΓT )
)
+ CMT (4.23)
with some λ > 0.
We note that, by virtue of conditions (4.15), the inequality∫
Ω±
(
u±h
)2
dx ≤ C
∫
Ω±
(
∇u±h
)2
dx
is valid. Then relations (4.19)–(4.23) yield
max
t∈[0,T ]
∥∥u±h ∥∥2,Ω± ≤ C(µ+CµT λ)( ∣∣u+∣∣E2+α(Ω+T )+∣∣u−∣∣E2+α(Ω−T )+|ρ|P 2+α(ΓT ) )+CµMT .
(4.24)
By choosing firstly µ and then T to be sufficiently small and by joining estimates
(4.24), (4.11), and (4.9), we obtain that estimate (4.8) is satisfied on some interval
[0, T ] independent of the values of the right-hand sides of the problem.
By moving now upward along the axis t step-by-step, as it was made in [11,
Chap. IV], we prove estimate (4.8) on any finite time interval [0, T ].
Thus, Lemma 4.2 and estimate (4.8) are proved.
Let us continue the proof of Theorem 4.1. We write problem (4.1)–(4.5) in
the form
−△u± + b±(x, t)u± = f±1 , (x, t) ∈ Ω
±
T , (4.25)
u+ − u− = −A(x, t)ρ + f2, (x, t) ∈ ΓT , (4.26)
a+
∂u+
∂−→n
− a−
∂u−
∂−→n
= f+3 − f
−
3 +
−→
H∇ρ, (x, t) ∈ ΓT , (4.27)
u± = f±4 , (x, t) ∈ Γ
±
T , (4.28)
22
u±(x, 0) = 0, x ∈ Ω
±
, (4.29)
ρt − ε△Γ ρ = f
+
3 − a
+∂u
+
∂−→n
−
∑
i
h+i ρωi , ρ(ω, 0) = 0. (4.30)
It follows from results in [10, 20] that, for the given function ρ ∈ E2+α(ΓT )
on the right-hand sides of relations (4.25)–(4.28), the problem of conjugation
(4.25)–(4.28) has the unique solution that satisfies the estimate∣∣u+∣∣
E2+α(Ω
+
T )
+
∣∣u−∣∣
E2+α(Ω
−
T )
≤ CMT + C |ρ|E2+α(ΓT ) , (4.31)
so that ∣∣∇u+∣∣
E1+α(Ω
+
T )
≤ CMT + C |ρ|E2+α(ΓT ) . (4.32)
We note that the results in [10, 20] concern the spaces H2+α(Ω), but the transition
to the spaces E2+α(ΩT ) is realized simply by the consideration of the appropriate
problem for the functions u±h = (u
±
h (x, t)− u
±
h (x, t− h))/h
α.
Thus, we have correctly defined the operator Lε : ρ → Lερ that puts each
function ρ ∈ E2+α(ΓT ) given on the right-hand sides of relations (4.25)–(4.28)
and (4.30) in correspondence with the function Lερ that is the solution of the
Cauchy problem (4.30) with the function ρ and the function ∂u+/∂−→n determined
by ρ that are given on the right-hand side of (4.30).
Relations (4.31) and (4.32) and results in [17] yield
|Lερ|P 3+α(ΓT ) ≤ Cε
( ∣∣∇u+∣∣
E1+α(Ω
+
T )
+ |∇ρ|E1+α(ΓT ) +
∣∣f+3 ∣∣E1+α(ΓT ) )
≤ Cε
( ∣∣f+3 ∣∣E1+α(ΓT ) + |ρ|E2+α(ΓT ) ), (4.33)
and, in addition, for ρ1,ρ2 ∈ E
2+α(ΓT ),
|Lερ2 − Lερ1|P 3+α(ΓT ) ≤ Cε |ρ2 − ρ1|E2+α(ΓT ) . (4.34)
It follows from results in [15, 21, 22] about the interpolation in Ho¨lder spaces
that the quantity [
D2xρ
](α, 1
2
+α)
x,t,ΓT
≤ C |ρ|P 3+α(ΓT ) (4.35)
is finite. Hence, since ρ(x, 0) = 0, ρt(x, 0) = 0, we have[
D2xρ
](α,α)
x,t,ΓT
≤ CT
1
2
[
D2xρ
](α, 1
2
+α)
x,t,ΓT
≤ CT
1
2 |ρ|P 3+α(ΓT ) . (4.36)
Analogous inequalities with the factor T λ are valid also for other terms in the
definition of the norm ρ in the space E2+α(ΓT ). For ρ1,ρ2 ∈ E2+α(ΓT ), this result
and relation (4.34) yield
|Lερ2 − Lερ1|E2+α(ΓT ) ≤ CεT
λ |ρ2 − ρ1|E2+α(ΓT ) . (4.37)
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Thus, by choosing T to be sufficiently small, we obtain that the operator Lε is
a contraction one on E2+α(ΓT ) and, hence, has the single fixed point. Together
with (4.33), this yields a solution of problem (4.1)–(4.5) on some interval [0, T ]
independent of the values of the right-hand sides of the problem. By moving
upward along the axis t, as it was made in [11, Chap. IV], we obtain the solution
of problem (4.1)–(4.5) from the required class an any finite time interval. The
estimate of the solution was proved above in Lemma 4.2.
Thus, we prove the assertion of the theorem for ε > 0. We now transit to the
limit as ε → 0. We note that, by virtue of estimate (4.8), the sequence u±ε , ρε
is compact in the spaces E2+β(Ω
±
T ) and P
2+β(ΓT ) with any β < α. Hence, we
can separate a subsequence u±εn → u
±, ρεn → ρ that converges in these spaces,
and the functions u± and ρ present the solution of problem (4.1)–(4.5) at ε = 0.
Indeed, in view of the available estimate, the limit transition is possible in each
of the relations. In addition, the limiting functions will belong to the same spaces
E2+α(Ω
±
T ) and P
2+α(ΓT ), because, by virtue of the estimate uniform, for example,
in ε, ∣∣∣D2xu+εn(x+−→l , t)−D2xu+εn(x, t)∣∣−→l ∣∣α
∣∣∣ ≤ CMT ,
we can transit to the limit in this inequality as εn → 0 due to the uniform
convergence of the functions D2xu
+ on Ω
+
T . This yields〈
D2xu
+
εn(x, t)
〉(α)
x,Ω
+
T
≤ CMT .
The remaining estimates are analogous.
Eventually, the uniqueness of the solution that was obtained by the limit
transition follows directly from estimate (4.8).
Thus, Theorem 4.1 is proved.
5 A nonlinear problem: the proof of Theorem 1.1
The proof of Theorem 1.1 is based on Theorem 4.1 and a representation of the
problem under consideration in the form (2.7)–(2.11). We now define a nonlinear
operator F(ψ), ψ = (v+, v−, δ) in (2.7)–(2.11) that puts every given ψ on the
nonlinear right-hand sides of relations (2.7)–(2.11) in correspondence with the
solution of the linear problem determined by the left-hand sides of these relations.
In this case, Theorem 4.1 and Lemma 2.1 imply that the operator F(ψ) possesses
the following properties on a ball Br = {ψ : ‖ψ‖ ≤ r} ⊂ H:
‖F(ψ)‖H ≤ C(T
α/2 + r)‖ψ‖H, (5.1)
‖F(ψ1)− F(ψ2)‖H ≤ C(T
α/2 + r)‖ψ1 − ψ2‖H. (5.2)
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It is easy to see that relations (5.1) and (5.2) imply that, at sufficiently small T
and r, the operator F(ψ) maps the closed ball Br into itself and is a contraction
operator there. The single fixed point of this operator gives the solution of the
initial nonlinear problem with free boundary that is related to Theorem 1.1.
Thus, Theorem 1.1 is proved.
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