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A Realization of an Autonomous Knowledge Acquisition and a 
Machine Learning Mechanism 
(An Application to the Robot Task Planning) 
川 上 敬
Takashi KAWAKAMI 
ABSTRACT 
207 
In this study, we attempt to realize an autonomous solving mechanism for a task plan-
mng problem by a machine l巴呂mingsystem. As the one of robot task planning problems, 
the block stacking problem is treated. It is wel known that how to get the solution of this 
problem is said to be the one of the most difficult problem. Given an initial state匂1da 
goal state of blocks, a solution of the problem is to be given as an optimal sequence of op-
erations by which the given goal state isachieved with minimum cost. In our problem set-
ting, each block is painted with one of given alternative colors and single block manipula-
tor is assumed. To realize an autonomous planning mechanism, a Classifier System is ap-
plied to this problem. The classifier system is a general purpose machine learning system. 
In this system, rules that should be learned are called classifiers, and classifiers are used to 
induce the strategies of the system. In machine learning with a classifier system, a set of 
the classifiers evolves for the given probl巴m from an initial state to an adapted state 
through autonomous evolutional mechanisms. In this approach, a classifier coresponds to 
a production rule that instructs the next operation when its conditional part is fuly matched 
for a current state. On the basis of the proposed approaches, some numerical experiments 
are caried out and some successful results are obtained. 
I緒言
現在の発達した技術社会では，人々 に様々な能力が要求される中で，推論や分析，問題解決
などの分野で，様々な高次元の技術をよりよく実現していくことが重要な課題となっている。
とりわけコンピュータはその使用法いかんにより大きな可能性を持つものである事は周知の事
実である。すなわち，人間の負担をさらに軽減するための，コンピュータによる高度情報処理
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システムの構築などがこれにあたる。しかしその構築にあたって現在でも幾つかの困難な問題
に直面しているのも事実である。つまり人闘が行う推論や問題解決の認知過程が非常に複雑な
ため，いままでのプログラムに基づいたシステムでは満足の行く結果が得られていない。そこ
でどのように知識が獲得され，ぞれをどのように学習させるのかといった問題を含んだ機械学
習の研究が非常に重要になってくる。この分野ではこれまで， AIや人工ニューラルネットワー
クやジェネティックアルゴリズムの研究などが盛んに行われてきたが， まだまだ解決すべき課
題が多く残っている。
そこで本研究では，コンビュータ内に学習や進化の機構を実現し，機械（コンビュータ）が
自ら考え，進歩し，最終的に問題を解決するようなシステムの実現を目指し，その適用問題と
してブロックスタッキング問題を扱う。このブロックスタッキング問題は，ロボッ卜タスクプ
ランニング問題の lつとして知られ，従来より多くの AI的なアフローチがなされてきた代表
的な計画問題で，問題が複雑な場合には解決困難な問題である。この問題は， 与えられた初期
状態から目標状態を実現するための最適なオペレーションシーケンスを求める問題である。
本論ではこの問題に対して機械学習によるアプローチを試み，自律的プランニングメカニズ
ムの実現を行う。すなわち， ブロックスタッキング問題における各オペレ シーョ ンをある問題
領域上の既知の知識として表現し，その知識群 （オペレーション群）を連結し，組合わせるこ
とにより生成される知識シーケンスを，問題を解決可能とするマクロ知識として獲得する。そ
れにより与えられた問題上で初期状態から目標状態へと導くような解が示される。
Figure 1. A problem solving by recombining local knowledge 
A Set of Local Knowlec:培e
園田・4・P
この自律的プランニングメカニズム実現のために強力な機械学習システムの実現手法として
提案されているクラシファイアーシステム ［Hol86］を適用し，幾つかの数値実験によりそ
の有用性を検証する。このクラシファイアーシステムとは，任意の環境において，何らかの戦
略を誘導する為のプロダクショ ン・ルールを学習するような機械学習システムであり，ある問
題を解くための知識の正しいシー ケンスがクラシファイアーシステムにより学習される。また，
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クラシファイアーシステムにおけるjレールの強化則としてパケットブリゲードアルゴリズムを
採用する。さらに，学習済みの知識を蓄積することによりクラシファイアーシステムの学習性
能を向上させる試みとジェネティックアルゴリズムを付加することによる未知の知識の発見に
関しでも議論する。
I ブロックスタッキング問題
ここで扱うブロックスタッキング問題 Figure 2. A block stacking problem 
とは人工知能の分野で問題解決の例題と an的it加lsta台 α量制'USi加rLe
して広く用いられるもので，与えられた 3 
初期状態から目標状態に達するためのオ j 自 2 同国 園田ベレーション列を求める問題である。本 －ーーー報告では，［Zlo91 ］と同様の問題設定 1 
を適用する（図 2）。 1 2 3 1 2 3 
本問題設定では，テーブル上に同じ形 Slots 
のブロックの集合があり，各ブロックは有限色のうちの1色でペイン卜されている。 1つのブ
ロックはテーブルまたは他のブロックの上に配置可能で，積み上げる高さに制限はないが，テー
ブル上でブロックを配置可能な位置（スロット）はあらかじめ決まった位置のみとする。つま
りこの問題は以下のようにモデル化される。
B = I b;,i EI l, (1) 
c = I c;;iεII' (2) 
P（ん）= ( S;' Z; ), (3) 
where S；εs, (4) 
l; E三L. (5) 
ここでBは与えられたブロックの集合で， Iは各ブロックの添字の集合である。またCはブ
ロックをペイントする色の集合で， P（ん）により各ブロックの位置が表現される。この問題
空間上で2種類のオペレーションが適用される。すなわち，
Pick Up（の：スロットz上の最上部に配置されているブロックを持ち上げる。
PutDown（の：現在把持しているブロックをスロットz上の最上部に配置する。
このオペレーションを行うロボッ卜は 1台のみとし， 1度には1つのブロックしか持ち上げ
られないものとする。また 1つのオペ
レーションにつき等しくコスト 1がかか
る。このオペレーションの正しいシーケ
ンスによりコストを最小にするような解
が示される。すなわちこの例題の場合は，
[ Pick up(2) , Put Down(l) , 1 
Figure 3. Operations in this problem domam 
宙開日間
2 3 1 2 3 
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Pick up(3), Put Down(2), Pick up(l), Put Down(2)] 
というシーケンスが得られる。
m クラシファイアーシステムの適用
プロックスタッキング問題におけるオペレーションシーケンスの決定問題を機械学習により
解くためにクラシファイアーシステムを適用する。クラシファイアーシステムは単純かっ強力
な学習能力を持つ機械学習システムで，エキスパートシステムで用いられるプロダクション
ルールベースと類似の特徴を持っている。ある状態における知識はクラシファイアーと呼ばれ
るストリ ングルールによって表現され，このクラシファイアーの有限個の集合により全ての実
行が制御される。又，各クラシファイアーには，問題解決への貢献度に応じて増減される“強
度”が割り当てられ， システムは，学習回数を重ねるごとにクラシファイア一群を問題に適応
するように進化させ， この進化したクラシファイア一群により システムは解を導出する。
クラシファイアーシ
ステムは幾つかの構成
要素から構成されてお
り， その中心としてク
ラシファイアーの集合
が存在する（図4）。
Figure 4. Components of a classifier system and its environment 
1つのクラ シファイ
アー ザzは，条件部分
Qと行為部分 a；から
構成されるストリ ング
ルールで次のように表
現される。
ENVIRONMENT 
Actions 
お1ESSAGELIST 
ぷ＝(c;, a;) (6) 
また，条件部と行為部はそれぞれ次のように固定長の整数列で表現される。
c;={int}1c, (7) 
a;= { int} la, (8) 
ここで， le, laはそれぞれ， 問題によって予め決められた，条件部と行為部のス トリ ング長
である。これをブロックスタッキング問題に適用する場合，Qは現在のブロックの状況とマッ
チングされ， a；によりオペレーションが指示される。本アフローチではクラシファイアーの
C；との条件マッチングを行うため，現在の状況を次のルールによりスト リングEにコード化
される。
= ( e1，の，…，en) (9) 
iの：その位置にフ守ロックちが存在する場合
i l O：それ以外 (10) 
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ここで要素数 nは与えられたブロック数とスロット数によって決まるブロッ クの配置可能位
置数である。したがってた＝nに設定される。
システムの行動は，環境からの情報と各クラシファイアーの条件部とのマッチングの結果，
条件を満たしたクラシファイアーが活性化する事により，その行為部に従って次のオペレー
ションが実行される。ここでは laニ 2とし，それぞれの値引，のにしたがって， Pick均
(a1）と PutDown ( a2）が実行され，ブロックの状態が変化する。このような動作を目標状態を
達成するまで繰り返す。
Figure 5. Implementation of the classifier system 
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この条件マッチングにおいて，複数のクラシファイアーが同時に活性化した場合には，クラ
シファイア一間の競合により，その勝者を決定する。この競合は各クラシファイアーに対応す
る強度を基にして計算される指値と呼ばれる値により行われ，より高い強度を有するクラシ
ファイアーがより高い確率で選ばれる。すなわち高い強度を持ったクラシファイアーの連鎖に
より初期状態から目標状態への状態遷移が導かれる。
N パケットブリゲードアルゴリズム
ここで，各クラシファイアーの強度をその問題解決への貢献度に応じて変化させるルールの
強化則が必要となる。すなわち，あるルールにより採られた戦略の結果をフィ ードパックさせ，
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最終的な成功に貢献したルールにはより大きな強度を持たせ， 役に立たないルールには小さな
強度を与える機構が必要である。しかしある動作がルールの連鎖により表現される場合には，
各クラシファ イアーのシステムへの貢献度の判断は困難である。そこでここでは，ルール列に
対する局所的な強化則であるパケッ トブリゲードアルゴリズム ［Hol86］を採用する。これ
は各クラシファイアーの強度に基づいた指値Bの支払いにより行われる（図6）。すなわち，
今メッセージを発しているクラシファイアーに対してマッチした他のクラシファ イアーが競合
の為に指値をさしだす。そのうちで勝者となったクラシファイアーの指値が，メッセージを発
していたクラシファイアーに支払われる。そして勝者となったクラシファイアーが自らのメッ
セージを発生し，後続のクラシファイアーから支払を受け，ルール連鎖の最後のクラシファイ
アー は環境から報酬を受取る。 したがって， 時刻tに戦略として選択されたクラシファイア－
cf；の強度は次式により変更される。
S ( cf; , t + 1) = S ( cf; , t) B ( cf；，の ＋R（互｛；， t + 1）。（1)
ここでS(cf;, のと B(cf;,のはそれぞれ， cf；の時刻 tにおける強度と指値の値である。そ
してR(cf;,t+ 1）は時刻 t+ 1に後続のクラシファイアーから受け取る報酬である。
Figure 6. The bucket brigade algorithm 
Time t Time t+l Time t+2 Time t+3 Time n 
Strength 
achieving the 
goal state 
パケットブリゲー ドアルゴリズムにより現存のルール中の有効なルールを発見できるが，ク
ラシファイアーの集合中にすべての可能なルールを登録することは不可能であるため，何等か
の方法により作成された初期集団に対して学習が行われる。そこで，さらに良い解を獲得する
ために，ジェネティックアルゴリズムによる新ルールの生成が可能となる。クラシファイアー
システムにおいてはルールが単純な記号により表現されるため，簡単に新しいルールが生成で
きる。ただし本アプローチのコード化手法に対して，一般的なジェネティックオペレーターを
適用すると不当なストリングを生成する可能性があるため，ここでは問題向きに修正されたオ
ペレータを使用する。
V 計算機実験
上述の構成に基づき計算機上にクラシファイアーシステムを構築し，図7に示す例題への適
用実験を行った。本実験においてクラシファイアーの初期集団は乱数により作成し，重複を含
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Figure 7. Given experimental tasks. 
w 
R 
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まない500本のルールで構成される。この時，各クラシファイアーの持つ初期強度値はすべて
同じ値を設定し，各クラシファイアーの指値は強度に定数α（0 ＜α＜ 1）を乗じた値とした。
またルール競合において同強度のクラシファイアーが複数活性化した場合にはランダムに勝者
を選択した。またジェネティックアルゴリズムによる新ルールの生成は学習回数10回につき 1
度行われるように設定した。
Figure 8. Learning curves of given experimental tasks 
図8にこの時の学習結果を
示す。図中，縦軸はオベレー
一一骨一一Example1 
一一宇一一Example2 
200 
ション終了時のコスト，横軸 ???
は学習回数を示している。こ
のグラフから分かるように，
100 問題の解はかなり振動しなが
ら学習を進め，次第に収束し，
その後は何度繰り返しでも，
同じオペレーションシーケン
0 
0 
スを示す。つまり学習を進め
200 
Learning Times 
100 
高い強度値を有るに従って，
するクラシファイアーが抽出
Figure 9. Strength values of learned classifiers 
Example 1 
園田園目目
??
?
〉
? ? ? ?
』??
それらの連鎖により間
題が効率的に解決されている
され，
事が分かる。そして図9は，
例題1に対して学習を行った
後の各クラシファイアーの強
度の値を示したものである。
このグラフからも，イ也のクラ
固
シファイアーよりも高い強度
を持つ有効なクラシファイ
500 
Classifier No. 
。アーが抽出されている事が分
かる。
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また，ジェネティックアルゴリ
ズムによる新しい知識の発見能力
を検証するために， 例題1の場合
に，通常の実験で高い強度を持つ
ことが分かっている，すなわち，
問題解決に有効なクラシファ イ
アーを l本取り除いた初期集団を
Figu『e10. A discovery of a new classifier by GA 
200 
100 
Example 1 
???
一-a-- BBA 
一－＋－－ BBA+GA 
用いて，ジェネティックアルゴリ
ズムを作用させた場合とさせない
場合の学習結果を比較した結果を
図10に示す。両者は同じ初期集団
。
100 , 200 Learning Times 
を用いているため，ほぼ同じ学習
曲線を描くが，ある時点で有効な知識が生成されたことを示している。
最後に，学習した知識 （クラシファイア一群）の有効利用に関する実験を行った結果を図11
に示す。ここで与えた例題3は例題2と同じ初期状態をもっ問題である。 この例題に対して学
習を行い，その後で例題2の学習を試みた結果が右のグラフになる。グラフ中の値は， 全く知
識のない状態から学習を行った場合と，例題3を学習済みのクラシファイアーシステムにより
学習を行った場合の解収束までの学習回数を示している。これにより，知識を蓄積することに
よる学習性能の向上が期待される。
Figure 11. An additional experimental task and the improvement of learning performances through a 
knowledge accumulation 
200 
Exαmple3 lyl 
-~ 
156 • without any prior 
knowledge 
ト 図 withknowledge 
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¥I 結 言
クラシファイアーシステムをタスクフランニング問題の一つであるブロックスタッキング問
題に適用し，機械学習による自律的な問題解決機構の実現を試みた。提案したアプローチに基
づき，幾つかの数値実験を行い， その有効な学習性能が示された。さらにジェネティックアル
ゴリズムによる新ルールの生成や知識の蓄積による学習性能の向上に関する実験を行い， その
効果についても検討を加えた。なお，本研究は平成5年度北海道女子短期大学特別研究費より
援助を受けた。記して謝意を表す。
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