Abstract. The relation between algebraic shifting and join which was conjectured by Nevo [8] is studied. Let σ * τ denote a join of two simplicial complexes σ and τ . Let ∆(σ) denote the exterior algebraic shifting of a simplicial complex σ.
Introduction
Algebraic shifting is an operator which associate with each simplicial complex σ another simplicial complex ∆(σ) with special conditions. It was introduced by Kalai. Although algebraic shifting has two main variants, i.e., exterior algebraic shifting and symmetric algebraic shifting, we only consider an exterior algebraic shifting.
Nevo [8] proved some properties of algebraic shifting with respect to basic constructions of simplicial complex, such as union, cone and join. About union and cone, algebraic shifting has nice behaviors. However, in the case of join, Nevo find that algebraic shifting does not have such a nice behavior.
Let σ be a simplicial complex on {1, 2, . . . , k}, τ a simplicial complex on {k + 1, k + 2, . . . , n}, and let σ * τ denote its join, in other words, σ * τ = {S ∪ R : S ∈ σ and R ∈ τ }.
Kalai conjectured ∆(σ * τ ) = ∆(∆(σ) * ∆(τ )). However, Nevo [8] find a counter example. We note his example. Let Σ(σ) denote the suspension of σ, i.e., the join of σ with two points. Then ∆(Σ({{1, 2}, {3, 4}})) = {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 2, 6}} and ∆(Σ(∆({{1, 2}, {3, 4}}))) = {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 3, 4}}.
Let < L denote the lexicographic order with 1 < 2 < · · · < n. In other words, for
Also, let < RL denote the reverse lexicographic order with 1 > 2 > · · · > n. In other words, S< RL R if and only if R< L S.
Let σ be a simplicial complex on [n] = {1, 2, . . . , n},
where σ ≤ L τ iff for all d > 0 the lexicographically first symmetric difference between σ d and τ d belongs to σ d . (In the example above, symmetric difference is {{1, 2, 6}, {1, 3, 4}}.) In the present paper, we will prove more general fact. Let
Corollary 3.2. Let σ be a simplicial complex on {1, 2, . . . , k}, τ a simplicial complex on {k + 1, k + 2, . . . , n}. Then
More generally, we prove the following theorem. (The definition of ∆ ϕ (σ) is given in §3.)
To prove this theorem, we need tools of generic initial ideals which have a close connection with algebraic shifting.
Let K be an infinite field. Let V be a K-vector space with basis e 1 , e 2 , . . . , e n , and let E = n d=0 d V be the exterior algebra. For a graded ideal J ⊂ E, we write Gin < (J) for the generic initial ideal of J with respect to a monomial order <. For every monomial e S = e s 1 ∧ e s 2 ∧ · · · ∧ e s d ∈ E and for every monomial order <, we write m ≤e S (J) = |{e R ∈ J : |R| = |S| and e R ≤ e S }|.
We need the following proposition for the proof of Theorem 3.1.
Proposition 2.4. Let J ⊂ E be a graded ideal. Then for any monomial e S and for any monomial order < and < ′ , we have
In the case of generic initial ideal of the polynomial ring, the same property of Proposition 2.4 was proved by Conca [3] .
In §1, we will give a definition and basic properties of generic initial ideals. In §2, the proof of Proposition 2.4 will be given. In §3, the proof of Theorem 3.1 will be given and some corollaries are considered.
Generic initial ideals for exterior algebra
Let K be an infinite field. Let V be a K-vector space with basis e 1 , e 2 , . . . , e n , and let E = n d=0 d V be the exterior algebra.
Let [n] = {1, 2, . . . , n} and write
We refer the reader to [1] for the foundation on the Gröbnar basis theory in the exterior algebra. In the present paper, for f = S∈(
Let GL n (K) denote the general linear group with coefficients in K. For ϕ = (x ij ) ∈ GL n (K) and for f (e 1 , . . . , e n ) ∈ E, we define
x in e i ).
Then for any ideal J ⊂ E and for any ϕ ∈ GL n (K) gives an isomorphism ϕ(J) = {ϕ(f ) : f ∈ J}. The theory of generic initial ideal is following.
This monomial ideal in < (ϕ(J)) is called a generic initial ideal of J with respect to a monomial order < and will be denoted Gin < (J).
First, we note some properties of generic initial ideal. Given an arbitrary graded
. Fix a monomial order <. Then for each S ∈ Since following properties are easy, we refer the reader for the proof.
. Then one has e S ∈ (Gin < (J)) d if and only if rank(M <S (J)) < rank(M ≤S (J)).
, is independent of the choice of ϕ ∈ GL n (K) for which Gin < (J) = in < (ϕ(J)) together with a K-basis f 1 , . . . , f m of J d . Lemma 1.4 ([9, Corollary 2.3]). Let J ⊂ E be a graded ideal and ψ ∈ GL n (K). Then one has rank(M ≤S (J)) = rank(M ≤S (ψ(J))) for all S ∈ , one has m ≤e S (Gin < (J)) = rank(M ≤S (J)).
proof of proposition 2.4
In the present section, we will follow the basic technique developed in [5] . See also [4 1 , d 2 , . . . , d n such that for any e S , e R ∈ S, e S < e R if and only if k∈S d k < k∈R d k .
For any ideal J ⊂ E, a subset G = {g 1 , . . . , g m } ⊂ J is called a Gröbnar basis of J for a monomial order < iff {in < (g 1 ), . . . , in < (g m )} generates in < (J). Gröbnar basis always exists and is actually a generator of J ([1, Theorem 1.4]).
Lemma 2.2. Let K[t]
be the polynomial ring with deg(t) = 0. For any graded ideal J ⊂ E and for any monomial order <, there is a subset
is a Gröbnar basis of J(t 0 ) for < and there is an isomorphism ϕ t 0 ∈ GL n (K) such that ϕ t 0 (J) = J(t 0 ), where J(t 0 ) is an ideal generated by G(t 0 ).
Proof. Let G = {g 1 , g 2 , . . . , g m } be a Gröbnar basis of J. Let M ⊂ E be the set of monomials. Since M is a finite set, Lemma 2.1 says there exist positive integers d 1 , d 2 , . . . , d n such that for every e S , e R ∈ S, e S < e R if and only if
Denote e S i = in < (g i ). Let
and let G(t) = {g 1 (t), . . . , g m (t)}. By (1), we have g i (0) = in < (g i (t)) = in < (g i ).
For t 0 ∈ K, we write J(t 0 ) ⊂ E for the ideal generated by G(t 0 ). Since G is a Gröbnar basis, G(0) generates in < (J), therefore, the condition (ii) is satisfied. On the other hand, for t 0 = 0 ∈ K an isomorphism ϕ t 0 : E → E with ϕ t 0 (e i ) = t 0 d i e i satisfies ϕ t 0 (J) = J(t 0 ). Recall that J and in < (J) have a same Hilbert function, i.e., dim
) for all t 0 = 0 and J(0) = in < (J), we have in < (J(t 0 )) = J(0). Thus G(t 0 ) is a Gröbnar basis of J(t 0 ) for all t 0 = 0. Corollary 2.3. Let J ⊂ E be a graded ideal. For every t 0 ∈ K, let J(t 0 ) ⊂ E denote the ideal which is given in Lemma 2.2. Then for all d > 0 there is a subset
Proof. By Lemma 1.5, we have
and
be a subset given in Lemma 2.3 with respect to a monomial order < ′ . Then there is an isomorphism ϕ t 0 ∈ GL n (K) such that ϕ t 0 (J) = J(t 0 ) for t 0 = 0. Thus Lemma 1.4 says that, for all t 0 = 0, we have
Let A ⊂ K be a finite set with 0 ∈ A and assume |A| is sufficiently large. Theorem 1.1 says there exists ϕ ∈ GL n (K) such that Gin(J(a)) = in < (ϕ(J(a))) for all a ∈ A. Write each ϕ(g i (t)), 1 ≤ i ≤ m, of the form
≤S (J(t)) = (α R i (t)) 1≤i≤m, R≤S . Since Lemma 1.3 says rank(M ≤S (J(t 0 ))) is independent of the choice of basis, we can substitute t by any element t 0 ∈ K. Also, by the construction, for every a ∈ A, we have
Recall that the rank of matrix is equal to the maximal size of non zero minor. In this case, minors of M ≤S (J(t)) is finite. These numbers do not depend on A. Since |A| is sufficiently large, there exists a 0 = 0 ∈ A such that f (a 0 ) = 0 for every minor
≤S (J(t 0 ))) for all t 0 ∈ K. Thus, by (2) and (3), we have
as desired.
proof of Theorem 3.1
Let σ be a simplicial complex on [n] . An exterior face ideal of σ is the ideal J σ of E generated by monomials e S with S ∈ σ. Note that if J ⊂ E is a monomial ideal, then there is a unique simplicial complex σ with J = J σ .
For ϕ ∈ GL n (K) and for a simplicial complex σ, a simplicial complex ∆ ϕ (σ) is defined by J ∆ϕ(σ) = in < RL (ϕ(J σ )). An exterior algebraic shifted complex of σ is the simplicial complex ∆(σ) with J ∆(σ) = Gin < RL (J σ ).
Proof. By the definition and by Lemma 1.4,
). Since we consider < L with e 1 < · · · < e n and < RL with e 1 > · · · > e n , for every
we have
On the other hand, Proposition 2.4 says
Corollary 3.2. Let σ be a simplicial complex on {1, 2, . . . , k}, τ a simplicial complex on {k + 1, k+, 2, . . . , n}. Then
Proof. Assume σ 0 = [k], τ 0 = {k + 1, . . . , k + l} and k + l = n. Then there is ϕ ∈ GL k (K) and ψ ∈ GL l (K) such that ∆ ϕ (σ) = ∆(σ) and ∆ ψ (τ ) = ∆(τ ). We extend ϕ ∈ GL k (K) toφ ∈ GL n (K) bȳ ϕ(e i ) = ϕ(e i ) if i ∈ [k], e i else.
We extend ψ toψ by the same way. Then we have ∆φ(∆ψ(σ * τ )) = ∆φ(σ * ∆(τ )) = ∆(σ) * ∆(τ ).
Thus by Theorem 3.1, we have m ≤ L S (∆(σ * τ )) ≥ m ≤ L S (∆(∆φ(∆ψ(σ * τ )))) = m ≤ L S (∆(∆(σ) * ∆(τ ))), as desired.
[Remark]. Let S = {S 1 , S 2 , . . . , S m } ⊂ Proof. This immediately follows from Corollary 3.2.
