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Abstract
Microbes in nature are constantly subject to environmental fluctuations on varying
timescales, and have developed a host of strategies for dealing with environmental
stress. In particular, variation in nutrient levels is believed to impact community
function and drive a dynamic equilibrium between planktonic and aggregated micro-
bial populations in liquid environments. Although models of population dynamics
cannot be adequately designed or tested in the absence of precise quantitative data,
experiments quantitatively documenting the dynamics of large microbial populations
in response to fluctuating environments with high-frequency measurement over long
timescales are rare, with most studies relying on non-quantitative measurement tech-
niques, measurements with low temporal resolution, or small population sizes.
We develop a custom continuous-culture device coupled to an epifluorescence mi-
croscope, permitting high-throughput (> 107 objects per system per experiment)
quantitative fluorescence measurements of macroscopic populations of bacteria at
the single-cell level with measurements as frequent as once per minute. Our design
is stable over many weeks of operation and has fully automated control allowing us
to perturb bacterial communities and measure the resulting dynamics. We find that
populations of Escherichia coli propagated at slow but non-zero growth form large,
free-floating cell aggregates, and that subjecting these populations to cycles of nu-
trient abundance (feast) and scarcity (famine) results in history-dependent dynamics
whereby the planktonic populations appear to achieve increasing resilience to pertur-
bation, as measured by the maximum apparent growth rate during periods of feast.
By varying the frequency and amplitude of feasts we find a strong dependence of the
maximum planktonic growth rate on both variables.
We find that these transiently high planktonic population growth rates do not
result from cell division, but from patterns of aggregation and dispersal from aggre-
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gated populations of E. coli which exhibit both history-dependence and sensitivity to
nutrient levels. We present a simple model that accurately describes the majority of
our data in terms of these aggregation dynamics, and confirm the model with mea-
surements of aggregate sizes and control experiments in conditions similar to batch
culture, in which aggregates do not form. We present additional results demonstrat-
ing a history-dependent effect whereby the lag phase of individual cells decreases with
increasing amplitude or frequency of feasts.
Finally, we briefly present work involving modification of our custom continuous-
culture devices to enable future experiments in our lab examining the dynamics
of complex phototroph-heterotroph communities exhibiting fluorescence in multiple
channels.
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Chapter 1
Introduction
Microbial communities in nature are constantly subject to environmental fluctuations
over a wide range of timescales [1, 2], from seconds to days, months, or even years.
These fluctuations may be regular and predictable, such as varying water levels in
intertidal zones [3], varying temperatures and light levels over the course of a day [4],
or longer-term patterns such as weather and temperature cycles over the course of
months [5, 6]. They also include perturbations which may be sudden, dramatic, or
unpredictable, such as the rapid inflow of nutrients or toxins into a local ecosystem
[7] or competitive invasion by a foreign species [8]. As a result, natural organisms
have evolved a wide range of strategies to maximize their chances for survival in
changing environments. Large perturbations such as nutrient pulses are also known
to impact community function and structure [9], but little quantitative data exists
exploring precisely how such perturbations drive population responses, particularly
when the response is history-dependent [10]. In this work, we use cyclic perturbations
(feast-famine cycles) in continuous-culture to explore the amplitude- and frequency-
dependent population dynamics and community structure of Escherichia coli.
1.1 Fluctuating environments
Even in a controlled laboratory setting, fully eliminating environmental fluctuations
is nearly impossible. For example, common techniques for propagation of microbial
species include growth on plates, in batch culture, and in constant-flow continuous-
culture devices (chemostats). Growth on plates and batch culture necessarily in-
volves nutrient depletion as the direct result of microbial feeding and reproduction,
ultimately triggering stress responses [11] and eventually starvation [12]. The de-
gree of the environmental change experienced is magnified in the presence of multiple
1
substrates for growth, such as the presence at inconsistent concentrations of the
many amino acids in the commonly used lysogeny broth (LB) growth medium, as
microbial populations deal not only with time-varying nutrient concentrations, but
also changes in the metabolic machinery required to process different substrates or
metabolites [13,14]. While constant-flow continuous-culture conditions mitigate these
effects, experiments have demonstrated that even clonal populations rapidly differen-
tiate into subpopulations with competitive advantages over the initiating strain [11]
or distinct ecological niches [15]. To the extent that new strains and subpopulations
modify their own environment [15], the long-term maintenance of constant chemical
or environmental conditions is not possible even in chemostats.
A large body of research studying these effects already exists. Specifically in LB
growth medium, the order in which E. coli preferentially consumes different substrates
is known [16], and a larger, more general body of work examines bacterial stress re-
sponse [17, 18], the basic biological parameters determining growth rates [19, 20],
and commonly observed effects, such as the existence of lag phase, resulting from
successive growth in nutrient-limited and nutrient-rich conditions [21, 22]. As men-
tioned above, numerous studies exist characterizing long-term mutation and differen-
tiation in chemostats. However, because fluctuations in these conditions are driven
in large part by microbial growth or are otherwise poorly controlled, such studies
cannot always fully characterize the response of microbial populations in response
to externally-imposed fluctutations. For example, the existence of a lag phase in
growth of E. coli under diauxie on growth medium containing both glucose and lac-
tose has long been known [14]. However, more recent work by Lambert and Kussell
with direct, externally-imposed control over environmental fluctuations has demon-
strated that this well-known effect disappears under conditions of nutrient cycling
between glucose and lactose [23]. This work demonstrated phenotypic adaptation to
the controlled fluctuating conditions, owing both to shorter-term dynamic ‘memory’
whereby regulatory networks continue to respond to experienced external stimuli for
some time even after their removal, and to cross-generational effects where stable pro-
teins created in response to the stimuli are passed on to daughter cells which have not
directly experienced them. Fine external control over environmental parameters has
therefore proven extremely valuable in characterizing and understanding microbial
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responses to environmental fluctuation and perturbation.
Even where such control exists, however, previous work frequently focuses not
on population-level strategy and response, but on phenomena over much shorter or
much longer timescales. For example, the immediate response of of microbes or ge-
netic networks in response to perturbation may be considered - common in studies
of chemotaxis [24], where decisions occur on the timescale of seconds. Alternatively,
other work often focuses specifically on evolution under conditions of environmental
fluctuation; for example, Richard Lenski has done work characterizing the fitness
of strains of E. coli evolved for 2000 generations under daily alternating tempera-
ture conditions [25]. This work successfully demonstrated the long-term evolution
of increased fitness over the ancestral strain at both alternated temperatures [26];
however, no data characterizing the populations exists for timescales below one day,
and relative fitnesses could only be assessed via direct competition and plating. In
such experiments, while potentially interesting population-level response occurs, the
lack of instrumentation recording it, and the fact that data which was recorded may
be incomplete or non-quantitative, means the population dynamics frequently either
cannot be adequately understood or even studied at all. As a result, commonly-used
models of populations in continuous-culture conditions frequently neglect history-
dependent effects and are generally inadequate for accurately predicting community
dynamics and behavior outside of steady-state conditions [10]. High-resolution quan-
titative data is therefore expected to help improve our models of population dynamics
in fluctuating systems [27].
1.2 Microbial response to environmental fluctuation
Microbes have a wide array of strategies for dealing with stress and environmental
perturbations, ranging from individual-level responses [23, 28, 29] to environmental
change to strategies with greater advantages at the population level, such as bet-
hedging [30]. In general, predicting the population response to changes is difficult;
for example, the rpoS stress response network in E. coli affects processes through-
out the cell, and the result of the interplay between this general response and the
physical or chemical changes brought on by specific changes in the environment is
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not obvious [17,18]. In some species it is also theoretically possible that an artificial
environmental change could trigger a specific evolved response irrelevant to the labo-
ratory environment. Furthermore, some of the better understood microbial responses,
such as those governing chemotaxis [31], are unlikely to be relevant in our particular
study, due to rapid mixing in our experiments eliminating clear nutrient gradients.
However, regardless of the sometimes opaque underlying mechanics, a number of mi-
crobial behaviors possibly relevant to nutrient-level perturbations are common across
many species and have plausible explanations.
For example, lag phase, the delay in growth of microbial species upon introduc-
tion to nutrients, is well-studied though not fully understood. A phenomenological
model developed by Baranyi [32], positing lag phase as a waiting period for cells to
accumulate or produce sufficient amounts of an unknown critical substance limiting
growth, has proved useful in various contexts and can be modified easily to accord
with the observation that duration of lag phase is correlated with the duration of
starvation [21]. Work also exists suggesting that lag phase following prolonged star-
vation - and a concomitant reduction in cell size - has to do with the accumulation of
biomass [22], and evidence that bacterial cells must reach a certain ribosome-protein
ratio to achieve steady-state growth [19, 20] but inactivate and degrade ribosomes
during slow growth and starvation [33, 34] provides a possible mechanism. As a re-
sult, various lag-related effects may be expected to impact bacterial growth under
fluctuating nutrient conditions.
Phenotypic switching may also be expected to be relevant. For example, ‘per-
sisters’ - slow-growing, near-dormant cells which show enhanced resistance to envi-
ronmental stressors such as antibiotics and can stochastically revert to ‘normalcy’ -
are known to occur at 100- to 1000-fold higher abundance in stationary-phase cul-
tures [35], and therefore may be expected to be more prevalent in general under
conditions of nutrient deprivation [30, 36, 37]. Because persisters grow little if at all,
high abundances of persisters could theoretically confound population-level growth
rate measurements due to the difficulty in quickly distinguishing a subpopulation of
persisters from normal cells without destructive or invasive treatment. Separately,
changes in the population supporting more rapid switching between phenotypic states
suited either for feast or famine conditions could increase population resilience to fluc-
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tuations, as was demonstrated in the case of glucose-lactose nutrient cycling [23].
Finally, cellular aggregation may be expected to play an important role in population-
level responses. Microbes, including E. coli, are known to commonly aggregate both
into free-floating cell assemblages [38] and dense biofilms [39]. While cells in biofilms,
like persisters, tend to grow slowly and resemble stationary-phase cells [40], they are
also shielded from a variety of environmental stressors [41] and may benefit from
various cellular products, such as metabolites, excreted from neighboring cells [42].
In continuous-culture systems, or any system where microbial washout can occur -
including the mammalian gut that serves as one of E. coli ’s natural habitats [1] -
biofilm formation can also provide a selective advantage by allowing cells to avoid
washout and remain near food sources. As a result, selection for biofilm formation
is a known consequence of long-term chemostat operation [43, 44]. However, in Vib-
rio cholerae, recent work has demonstrated that while strains which constitutively
form biofilm have a competitive advantage on surfaces over strains which can regulate
biofilm production, under perturbations which vary nutrient flow and seed new envi-
ronments with the planktonic component of an old environment - conditions intended
to simulate the natural environment of Vibrio - wild-type strains which are plastic in
their ability to form biofilm retain a competitive advantage over constitutive biofilm
producers [45]. As E. coli also experiences experiences sharply varying nutrient con-
centrations in the mammalian gut and also faces potential disturbance and introduc-
tion to new environments [1], plasticity in biofilm production can also be expected
to play a significant role early on in E. coli continuous-culture population dynamics
under nutrient variation, although the specific response we ultimately observe in E.
coli - aggregation in response to nutrient deprivation - is the opposite of the strategy
employed by Vibrio [45]. More generally, it is believed that particulate nutrient con-
centrations, along with other environmental factors, may drive a dynamic equilibrium
between planktonic and aggregated populations in natural ecosystems [46]. However,
a lack of quantitative data characterizing the nature of this dynamic equilibrium ren-
ders modeling the exact relationship difficult, particularly as a dynamic response over
short timescales.
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1.3 History of continous-culture devices
In 1950, Novick and Szilard presented the first description of a chemostat [47] - a
continuous-culture device designed to propagate bacteria indefinitely under constant
chemical conditions by maintaining steady flow of fresh media into, and bacterial
culture out of, a fixed volume. While most laboratory bacterial studies measure
growth on a fixed supply of nutrients, such as plates or batch culture - possibly with
successive inoculations into new plates or flasks, as in the Lenski long-term E. coli
evolution experiment [48] - the continuous-culture experimental framework permits
studying microbial growth and behavior under conditions that would be difficult or
impossible to achieve in batch culture. As a result, the number of continuous-culture
designs and their range of applications has increased dramatically since 1950, permit-
ting not only the study of microbial populations under constant chemical conditions,
but also under conditions of constant growth in a turbidostat [49], constant antibiotic
inhibition in a morbidostat [50], or a host of other environments in continuous-culture
chambers ranging in size from microfluidic devices [51,52] to large bioreactors [53].
Due to the flexibility of continous-culture systems and an already long history
of using real-time environmental feedback in response to measurements, the idea
of perturbing microbial communities propagated in continuous-culture is not new.
For example, microfluidic devices with nutrient switching have been used in targeted
metabolic studies [23], and results-oriented civil engineering studies have used bioreac-
tors to demonstrate variable nutrient loading schedules provide a selective advantage
to the floc-forming bacteria used in wastewater treatment [53]. Continuous-culture
propagation of photosynthetic organisms with artificial day/night cycles [54–56] rep-
resents one of the clearest and most common examples of cyclic perturbation of a
continuous-culture system. Our own continuous-culture design differs from such ex-
isting designs primarily due to its measurement capabilities.
Most experiments in continuous-culture devices, especially those housing macro-
scopic populations, have long relied on measurement techniques which are non-
quantitative or suffer from poor time resolution. For decades the primary method of
measuring continuous-culture dynamics was manual sampling, followed by techniques
like plating, filtration, or other techniques to estimate population abundance [57–59].
Manual sampling is labor-intensive and demands infrequent measurement - typically
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on the timescale of many hours for long experiments [57], or tens of minutes for short,
targeted measurements of specific events [58] - and is difficult to scale up to many
systems. These techniques have been used to make long-term observations such as
changes in the frequency of bacteriophage T5-resistant E. coli [15], and even some
dynamical observations, such as apparent predator-prey cycles in E. coli -T4 commu-
nities [57] and the failure of the Monod equation for bacterial growth to adequately
describe growth rates following nutrient up-shift in bioreactors [58]. However, the
poor time resolution and high noise in these measurements makes predictive model-
ing of population dynamics difficult and interpretation of data ambiguous (see, for
instance, Fig. 1 of Ref. [15]). More recently, fully online measurements have come
into use, such as optical density measurement, now commonly used in systems with
automatic feedback like turbidostats or the morbidostat developed in the Toprak
lab [50, 60]. Optical density measurements allow rapid estimates of microbial den-
sity and growth rates and are therefore extremely useful - our own systems output a
record of optical density - but are affected by a host of factors beyond actual popu-
lation size, such as cell size and morphology. Critically, the spatial structure of the
microbial population is likely to be either invisible to this measurement or difficult
to separate out from the rest of the signal. Our own experiments found optical den-
sity measurement at constant planktonic cell density to be inconsistent over periods
of days, and found the measurement to be strongly correlated during early growth
to real abundances of planktonic cells, rather than the true population abundance,
which includes cells in large free-floating cell aggregates which potentially make up
more than half the biomass of our communities.
At the other end, existing continuous-culture designs that do permit quantitative
measurement usually suffer from other drawbacks. For example, there has recently
been a proliferation in advanced microfluidic continuous-culture designs, such as the
‘mother machine’ developed by the Jun lab [61] to observe an E. coli bacterium in
a channel inheriting the old pole of its mother cell over hundreds of generations, the
‘chemoflux’ device used by Lambert and Kussell [23] to observe population dynamics
under glucose-lactose nutrient cycling, and the chip-based bioreactor developed by the
Quake lab [51] which enables the long-term observation of semicontinuous planktonic
growth by using a complex system of valves and tubes to isolate and clean small
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segments of biofilm. These designs permit observation of population dynamics at the
single-cell level and have already been used to produce high-quality quantitative data;
however, the microbial population size under consideration in microfluidic devices is
orders of magnitude smaller than in a standard macro-scale chemostat or bacterial
community in nature, may be subject to greater noise, and complex microfluidic
devices - particularly those made from Polydimethylsiloxane (PDMS), which have a
typical lifespan on the order of 50-100 hours - often suffer from aging effects. Other
quantitative measurement techniques which do not rely on microfluidic devices also
have downsides; for example, flow cytometry [62] is expensive and challenging to
automate, and digital holography [63, 64] is computationally expensive and cannot
separate fluorescently labeled strains.
Our own solution - custom, coupled epi-fluorescence microscopes - is cheap and
straightforward enough to permit operating complete replicate systems in parallel, has
the capacity to observe properties such as spatial structure and motility which can
be invisible to other measurement techniques, and can readily be modified to support
imaging of multiple fluorescent proteins at differing magnifications. Our design has
proven robust to long-term operation over a period of many days or weeks, and is
capable of automated high-throughput quantitative measurements at the single-cell
level - with at least 107 fluorescent objects directly imaged on average per system
in each experiment - despite maintaining a macroscopic population of ∼ 109 cells.
Most importantly, it has allowed us to successfully investigate some of the questions
raised in the preceding sections, including the nature of history-dependent population
dynamics in cycles of feast and famine, and the impact of aggregated subpopulations
on such dynamics as they undergo regular patterns of accumulation and dispersal.
1.4 Summary of contents
A brief outline of the structure of the dissertation follows. First, in Chapter 2, we
present a detailed description of our continuous-culture systems, including the mea-
surement capabilities of our continuous-culture devices and the specifications of our
microscopes. We also provide an overview of the software powering our systems, and
a description of the algorithms used to generate and analyze our abundance time
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series. In Chapter 3, we introduce the washout event perturbation used in our ex-
periments, and present results from a preliminary series of experiments designed to
test the long-term stability of our systems under operation both under steady-state
chemostat operation and feast-famine cycles with washout events. We demonstrate
a history-dependent effect where the planktonic population’s apparent resilience to
washout from the system - as measured by its ability to rapidly recover - increases with
the number of successive washout events, and show that both the onset and extent of
aggregation in our systems is correlated to slow but non-zero growth. We also present
the results of control experiments demonstrating that our measured planktonic abun-
dances in the microscope are directly proportional to cell densities as measured by
plating, and showing that the aggregation we observe does not depend on the muta-
tions introduced in our strain or on the presence of the antibiotic used in our media.
These experimental results and the bulk of the work presented in these chapters were
first published in Scientific Reports in 2016 [65].
In Chapter 4, we present the main experimental work of this project - cyclic feast-
famine experiments driving frequency- and amplitude-dependent population dynam-
ics - demonstrating that apparent planktonic population growth rates far in excess
of biologically plausible values in our media are caused by the presence and dispersal
of aggregated populations of cells. We present a model of aggregation and disper-
sal which sufficiently explains the majority of our data through the accumulation
and maturation of free-floating cell aggregates and biofilm during slow growth under
famine conditions, coupled with the rapid dispersal of aggregated populations into
planktonic cells under feast conditions. We confirm the predictions of this model by
analyzing the size distributions of cell aggregates under different experimental con-
ditions, and with control experiments under ‘repeated batch culture’ (basal dilution
rate D = 0) conditions. The experimental results and model presented in this chapter
were first published in Physical Review Letters in 2018 [66].
Finally, in Chapter 5, we outline the planned direction of future experiments,
and briefly summarize the work done to expand the capabilities of our systems in
anticipation of these experiments. We additionally include a number of detailed
technical appendices intended to allow others to expand on our continous-culture
designs and reliably reproduce our experimental results.
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Chapter 2
Custom continuous-culture device
This chapter contains material from published work by Jason Merritt and Seppe
Kuehn1, used with permission of the authors.
This work was partially supported by the Center for the Physics of Living Cells,
the National Science Foundation Physics Frontier Center (PHY 0822613 and PHY
1430124), the Carl R. Woese Institute for Genomic Biology, and the Department of
Physics at the University of Illinois at Urbana-Champaign. The dissertation author
was the primary experimental investigator of this work.
Contributions: Seppe Kuehn and Jason Merritt contributed to the design of the
apparatus, and the analysis and interpretation of the experimental results. Jason
Merritt constructed the apparatus and wrote the custom software used in the exper-
iment.
Acknowledgements: Bacterial strain under study was created by Doeke Hekstra
at Rockefeller University. Morbidostat design from Erdal Toprak’s lab [60] provided
inspiration for continuous-culture device design.
2.1 Introduction
To carry out experiments in fluctuating conditions, we constructed custom, low-cost
continuous-culture devices capable of propagating macroscopic (∼ 109 cells) cultures
of E. coli for periods of weeks while automatically sampling, imaging, and segmenting
cells via a coupled epifluorescence microscope. As discussed in Section 1.3, the key
advantage of these systems over existing designs is the ability to sustain long-term,
high-throughput quantitative measurements of large populations at the level of single
cells, while also being able to make observations of spatial structure in the form of
1Merritt, J and Kuehn, S. Quantitative high-throughput population dynamics in continuous-culture by automated
microscopy. Scientific Reports 6, 33173 (2016).
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free-floating cell aggregates.
We present an overview of our continuous-culture design, followed by more detailed
specifications of the custom hardware and software involved in running our exper-
iments. We also provide details of the algorithms used in segmenting fluorescent
cells in images taken by our microscopes, and automatically converting this data into
time series. A detailed set of appendices at the end of the main text, referenced in
this chapter, provide additional technical information needed to construct additional
systems.
2.2 Overview of continuous-culture device
We constructed six replicate continuous-culture devices (Fig. 2.1(a)). Each system
houses a 20 mL culture in a glass vial in a custom machined aluminum block. The con-
tinuous dilution of the culture is accomplished by two computer-controlled peristaltic
pumps which add fresh media and remove organisms and spent media. The volume of
the culture is fixed by the height of the outflow line relative to the bottom of the vial.
The culture vial is in thermal contact with the aluminum block, which is temperature
controlled via computer-controlled PID feedback to a thermoelectric heating-cooling
element (Peltier). The optical density of the culture is monitored using an infrared
light-emitting diode (LED) and photodetector mounted in the aluminum block. A
magnetic stir bar and commercial inductive stir plate mix the culture.
During continuous-culture, a third peristaltic pump draws samples once per minute
from the culture vial and passes it through a micron-scale glass capillary (Fig. 2.1(a)).
A custom single-color epi-fluorescence microscope images cells as they pass through
the capillary before being returned to the culture vial. Within the imaging volume,
the sample is illuminated by filtered light from a high-power LED. The resulting
fluorescence is captured by a 20x objective and imaged by a charge-coupled device
(CCD) image sensor. We found glass capillaries connected directly to silicone tubing
with medical epoxy to be far more robust than PDMS microfluidic devices. Metal
extrusions supporting tubes that pass samples from the culture vial to the microscope
were necessary to damp vibrations. Bubbles infiltrate our imaging line, but only
transiently remain in the capillary and the system remains resilient to their presence
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Figure 2.1: Microscope-coupled continuous-culture device. (a) Continuous-culture device and as-
sociated epi-fluorescence microscope. System temperature is set by a Peltier element and feedback
to a thermometer (not shown), and optical density is measured by an infrared LED and photo-
diode in an absorbance geometry. The culture vial is stirred with an inductive stir plate, fed by
a nutrient inflow line, and the culture volume is set by the outflow line. A separate microscope
imaging line pumps culture samples into a thin rectangular glass capillary (inset) centered on the
microscopes focal plane for imaging. The fluorescence microscope uses an epi-fluorescence geometry
with a high-powered LED, dichroic mirror, objective, and CCD camera. (b) Example image from
device during operation, showing single cells and large cell aggregates or clumps from E. coli consti-
tutively expressing red fluorescent protein (dTomato). Contrast and brightness have been increased
to show out-of-focus as well as in-focus objects. (c) Segmented image showing regions determined
to be in-focus cells (blue) and clumps (red) by our custom image segmentation software (see Section
2.4).).
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over periods of weeks. The total volume of the tubing between the culture vessel and
the capillary is small (∼0.5 mL) to minimize the population held outside the vial and
facilitate rapid sampling of cells from the culture.
Image acquisition occurs after a short pulse from the peristaltic pump passes a fresh
sample through the capillary. When fluid flow slows (approximately 20 seconds) we
acquire 5 images in one second with an exposure time of 25-150 ms depending on
the experiment. The images are segmented in real-time by custom software (Fig.
2.1(b),(c)). To segment the images, a difference of Gaussians filter (http://scikit-
image.org/) detects bright objects, followed by local thresholding in a small region
around each object and a region growing technique modified from Lindebergs blob
detection algorithm [67]. The segmentation routines cannot distinguish between in-
focus and out-of-focus objects, so segmented objects are further classified using a
support vector machine (SVM) trained on a manually-classified set of in-focus and
out-of-focus cells. Separately, objects much too large to be individual cells including
filamentous cells and large cell aggregates are detected by global moments-preserving
thresholding [68] on the entire image (https://github.com/fiji/Auto Threshold). Fi-
nally, low-quality images are rejected automatically by thresholding on statistical
properties of the spatial distributions of objects in the imaging volume (see Section
2.4.4).
2.3 Custom hardware
2.3.1 Machined parts, system mounting, and measurement electronics
Custom machined parts (eMachineShop) designed to fit our culture vials were used
to mount our systems to optical tables (Fig. 2.2), with additional parts machined
separately for mounting various other pieces of equipment to the systems. For tem-
perature measurement, we used EI1034 Temperature Probes with signal amplification
from LJTick-InAmps (LabJack). Thermometers were independently calibrated us-
ing a high-accuracy digital thermometer. For optical density measurements, we used
absorption geometry with TSAL6100 infrared (IR) emitters and BPV10NF IR pho-
todiodes (Digi-Key) epoxied into nylon screws and mounted in our machine parts.
Full details of machined parts are available in Appendix A, and complete electronics
13
Figure 2.2: Continuous-culture device setup. Primary structural elements are holder (Fig. A.1),
connector (Fig. A.2), and plate (Fig. A.3), with modifications to plate highlighted. A peltier heat
pump, heatsink, fans, and temperature probe (opposite, not shown) provide temperature control,
and IR LED/photodiode screw attachments in the sides provide an OD measurement via transmis-
sion through culture. Cimarec i Mono inductive stir plate provides constant stirring and Watson
Marlow 400F/A peristaltic pumps control liquid flow through the system. Lines supported by T-
slotted aluminum extrusions (Fig. A.4(d)) draw bacterial culture into path of microscope (Fig. 2.4).
3D printed part produced by Illinois MakerLab added to systems later, to house a white LED for
growth of photosynthetic organisms.
box schematics are available in Appendix B.
2.3.2 Continuous-culture device control
Interfacing between a computer and control electronics was accomplished using a Lab-
Jack U3-LV DAQ device (LabJack) mounted along with related electronics systems in
a custom electronics box (Fig. 2.3). All systems except the camera were controlled by
custom Python software using LabJackPython. Control of pumps and LEDs was ac-
complished through a low-cost 8-channel relay module (Kootek). Heating and cooling
for thermal control of the culture was accomplished by driving a 12711-5L31-03CQ
thermoelectric heating cooling element (Custom Thermoelectric) with a power supply
and a VNH2SP30 motor driver (Pololu). Camera control was managed by directly
interfacing with the camera using the FlyCapture software development kit (SDK,
Point Grey).
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Figure 2.3: Electronics box for continuous-culture devices, with power supplies, relay modules,
custom circuit board and LabJack DAQ devices.
2.3.3 Liquid handling and stirring
Our continuous-culture device design is similar to that of Toprak et al. [50], and we
used 40 mL CG-4902-08 glass vials (ChemGlass) to house the 20 mL culture. All
liquid connections to the cultures (inflow, outflow, microscope imaging lines) used
combinations of 1 mm ID platinum-cured silicone tubing (VWR), 1.6 mm OD PEEK
tubing (Fisher Scientific), and plastic connectors and luer fittings (Nordson Medical).
Tubes were mounted into the culture vials using a custom 3D-printed autoclavable
nylon ‘cap’ (Stratasys). We use 400F/A single-channel peristaltic pumps (Watson-
Marlow) with relay modules to control liquid flow, with custom ‘tube elements’ to fit
the pumps: 1.02 mm ID silicone tube elements for liquid inflow, 1.42 mm ID silicone
tube elements for outflow, and 0.76 mm ID silicone tube elements for the microscope
imaging line. Full details for the design and construction of caps and tube elements is
available in Appendix C. At an acquisition frequency of once per minute the 0.5 mL
microscope line is completely replenished at least every 10 minutes, a timescale short
compared to the dilution rate of the continuous-culture device. For stirring, we used
motor-free inductive Cimarec i Mono Direct stir plates (Fisher Scientific) calibrated
using a custom Hall probe. All cultures were stirred at 800 rpm.
15
Figure 2.4: Single-color epifluorescence microscope design. Glass capillary containing imaging vol-
ume is attached to a capillary insert (Fig. D.1(e)) mounted on a machined capillary block (Fig.
A.4(a)) at the end of the microscope. High-power Thorlabs M565D2 lime LED is mounted to LED
mount shown in Fig. A.4(b).
2.3.4 Microscope design
Six identical custom single-color epi-fluorescence microscopes (Fig. 2.4) were con-
structed using Thorlabs optomechanics, lenses and stages in a 30 mmcage system
mounted to an optical table, with an MA845 20x, 0.65 NA objective (Meiji Techno)
mounted in an SM1Z linear stage (Thorlabs) for focusing. The field of view was ap-
proximately 240 µm×160 µm. Excitation illumination was provided by a high-power
lime M565D2 LED (Thorlabs) controlled by a relay module and filtered using 49004
dTomato-appropriate filter-dichroic sets (Chroma). Illumination from the LED was
collimated using a 0.79 NA ACL25416U-A aspheric condenser lens, and images were
produced from the infinity corrected objective using an AC254-200-A-ML achromatic
doublet (Thorlabs). Images were captured by mono-color CM3-U3-13S2M-CS CCD
cameras (Point Grey/FLIR) controlled over USB 3.0.
2.3.5 Microscope imaging line vibration damping
Imaging problems caused by rapid micron-scale liquid oscillations in the microscope
imaging line were solved by allowing the lines to sit slightly stretched along aluminum
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T-slotted extrusion frames (visible in Figs. 2.2, 2.4) mounted to the optical table using
special fasteners (McMaster-Carr) and optical posts.
2.3.6 Microscope imaging volume: capillary design
All capillaries used were borosilicate rectangular 5015 VitroTubes (inner cross-section:
0.05×1.00 mm, VitroCom). Capillaries were shortened with a diamond scribe and
affixed to a black-anodized machined aluminum plate using OD2002 medical epoxy
(Epoxy Technology) cured in an oven at 150 ◦C. Additional OD2002 epoxy was used
to secure the capillary ends to the inside of standard silicone tubing and cured at the
same temperature, followed by using a layer of 730 medical epoxy (Epoxy Technology)
cured at 121 ◦C to ensure the tube-capillary-plate joint remained rigid to prevent
the capillary from snapping. Capillaries were robust to repeated autoclaving. The
aluminum plate was affixed to the microscope by mounting on a machined Thorlabs
part of the correct dimensions to fit the microscope’s 30 mm cage system. A complete
protocol for capillary insert production is available in Appendix D.
2.4 Custom software
We developed substantial custom software for controlling the continuous-culture de-
vices and analyzing their output, a diagram of which is presented in Fig. 2.5. The vast
majority of this software runs under Python 2.7, with control over the continuous-
culture devices themselves entirely controlled by calls to the LabJack DAQ device
through LabJackPython. Control over the microscope cameras was handled through
launching small C applications with device access through the FLIR/Point Grey Fly-
Capture SDK, and spline fitting (discussed in Chapter 3) was carried out using the
R splines package via method calls from the rpy2 Python interface.
2.4.1 Experimental control and data acquisition software
The primary continuous-culture control software relies on the LabJackPython soft-
ware for hardware control and a Python port of the Arduino PID Library developed
by Brett Beauregard for temperature control. The program allows the user to define
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Figure 2.5: Flow of software (solid lines) and input/output data (dashed lines).
18
simple looping control patterns for pump control (dilution rate) as well as temper-
ature, although our experiments ran at a constant 30 ◦C. The program requires
basic system-level calibration information for temperature control - specifically, PID
constants, the temperature probe voltage corresponding to 30 ◦C, and the local volt-
age/temperature slope near 30 ◦C - and outputs a record of this information and all
user-defined control settings. Furthermore, once a minute the program updates a
CSV file with information about the system, such as optical density and tempera-
ture readings, and about the control signals being sent to the hardware, such as the
PWM output setting the heat pump duty cycle and the location in the pump and
temperature control cycles. Regardless of user settings, the pumps controlling liquid
inflow and outflow have assigned maximum duty cycles (87 % for the input pump,
97 % for the output pump) to ensure the output pump always runs longer than the
input pump, and to ensure the optical density measurement each minute occurs when
no liquid is being added to or removed from the system.
The continuous-culture control software automatically launches several additional
processes. At the beginning of each experiment, a C program is launched performing
a soft reset of the camera and passing it user-defined initialization settings. Once a
minute, when the microscope LEDs are turned on, a separate C program is launched
which triggers the rapid acquisition of the 5 images (or ‘frames’) which will consti-
tute that minute’s microscope data. Finally, several minutes after the start of the
experiment, a separate image segmentation process is launched and automatically
begins analyzing the recorded images to generate preliminary datasets. The image
segmentation code uses an SVM relying on a hand-labeled training set of previously-
detected objects, and is run simultaneously with the experiment because the data
analysis takes time comparable to the data acquisition rate. The image segmenta-
tion code includes its own built-in timer to prevent it from running ahead of the
camera output. A version of the image segmentation code without this built-in de-
lay, as well as the associated image quality analysis programs, is available online at
https://github.com/JMerrittSci/ChemostatImageProcessing/.
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2.4.2 Feature detection and cell segmentation preparation
Using the scikit-image and NumPy packages, all images from the microscope are
passed through a nearest-neighbor median filter to remove hot pixels, followed by a
bilateral mean filter to smooth the image while preserving sharp boundaries between
regions of different brightness. Images are then passed through a difference of Gaus-
sians filter to detect the locations of bright, cell-sized objects. Local subimages of
the image are isolated around each detected object. The bottom third of the inten-
sity range of each subimage is discarded as noise, and the remainder of the intensity
range is divided into 14 equal-width intensity bins (Fig. 2.6). 14 binary masks are
constructed, corresponding to pixels with intensity values that fall within each bin.
These masks are subjected to a binary erosion to remove isolated pixels, followed by a
binary dilation to smooth edges. Next, all the masks for a subimage are layered, with
higher-intensity masks on top, to generate a new 15-color subimage representing a
simplified, smoothed approximation of the subregion’s object. Finally, the subimage
is divided into regions of connected equal-intensity pixels, and each region is assigned
a list of all neighboring regions.
2.4.3 Subimage analysis and cell identification
The 15-color subimage analysis follows a modified form of Lindeberg’s algorithm [67].
Regions from each subimage which are local maxima, defined as being adjacent to
no regions of greater brightness, are designated as blob ‘seeds.’ Any seeds located
on the border of the subregion are viewed as representing objects other than those
detected by the difference of Gaussians filter, and are treated the same as other seeds
for the remainder of the subimage analysis but ultimately discarded. Seeds form
blobs by flooding outwards, absorbing neighboring, lower-intensity regions, starting
with the brightest regions in the image and ending with those 1 intensity value above
background. Regions which would be absorbed by two separate blobs are assigned
competitively to whichever initial blob seed is closer to the region’s centroid. After
this process finishes, masks are made of each blob other than those with seeds on the
image border, and applied against the original image.
A series of features for machine learning are calculated for each blob, including
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Figure 2.6: Subimage segmentation of detected features in images. (a) Real subimage data, having
undergone a median filter and bilateral mean filter for smoothing. (b) Individual and composite
masks representing different brightness thresholds. Each individual mask separately undergoes a
binary erosion and dilation to remove small features and smooth edges. (c) Composite mask, with
black dots indicating centers of blob seeds. (d) Blob seeds expanded to create blob masks (black
dots indicate mask centroids).
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blob size, shape, and intensity. Using scikit-learn, a support vector machine (SVM)
fed with a previously-generated hand-curated training set containing thousands of
detected objects reads in the blob features and assigns each blob a label as noise,
a single cell, or, more rarely, two cells. ‘Two cell’ labels represent situations in
which partly overlapping cells could not be distinguished as different objects during
the subimage analysis, but can still be distinguished from single-cell objects on the
basis of their combined spatial features. Our SVM uses a radial basis function (RBF)
kernel with empirically-determined fitting parameters C = 105 and γ = 10−3, and the
training set - incorporating images from all growth stages from all replicate systems -
was found by cross-validation to have at minimum 90 % accuracy in label assignment
at all growth stages except from the first day of each experiment, when cells are too
dim to detect reliably. Because the first washout event in each experiment starts at
the beginning of the third day, the reduced SVM accuracy during the first day does
not affect our results.
2.4.4 Image quality control: cell spatial distribution analysis
To evaluate the quality of individual images, we calculate the center of mass (µx, µy)
of all the cells in-frame and assume cell locations are uncorrelated and uniformly
distributed along both the x and y axes. For a uniform distribution of N cells along
the x dimension in an image of width W the expected standard error of the mean
is σx,theory(N) ≡
√
W 2
12N
. If we assume the center of the image to be the origin
and use the Q-function to approximate the odds of having the mean be located
at least a distance |∆µx| from the center (in either direction) along the x-axis we
calculate an approximate probability Px(µx, N) = 1−erf [ |∆µx|σx,theory(N)∗√2 ]. Calculating
the probability along the y-axis the same way, the total probability of getting an
image with the center of mass of the cells as far from the center of the image as we
actually get is approximated by P = PxPy. Under this approximation, we discard
images with a result extreme enough to have a probability below 0.0001 %. This is a
lenient threshold; only 1 in 1 million images would be expected to yield a result this
extreme based on chance alone. Therefore, images rejected under this threshold alone
are nearly always faulty in some way, most often due to containing large bubbles that
significantly skew the distribution of cells.
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2.4.5 Minute data quality control: frame-to-frame variance analysis
Because the spatial distribution analysis only rejects images with poor quality due to
skewed distributions of cell positions, we do an additional quality control pass over
each minute’s worth of data to check internal consistency. All frames taken within
the same minute should be of a slow-moving sample and acquired over the span of
approximately one second; as a result, we expect to detect similar numbers of cells
in each image.
We denote the number of cells detected in image j of the ith minute of the exper-
iment as N ji , where j ∈ {0 . . . 4}. We discard all N ji if more than two images in the
image set from minute i − 1 were discarded or if σ2j (N ji ) > a〈Ni〉j where σ2j denotes
the variance in N ji for all j for a given minute i, and 〈Ni〉j denotes the average across
j. The factor a was determined empirically and was set to 3.2. Although σ2j (N
j
i )
should not be Poisson-distributed due to temporal correlation, acceptable variances
due to counting noise still depend on 〈Ni〉j, and were determined empirically by plot-
ting σ2j (N
j
i ) against 〈Ni〉j for all i as shown in Fig. 2.7. The large-variance images
removed by this step tend to have suffered image segmentation failure, often due to
fast-moving, poorly-imaged samples in the microscope.
2.4.6 Abundance time variation quality control: Poisson variance
comparison
Because the image and minute data quality control steps listed above are conservative,
we additionally check the quality of an individual minute’s data by comparing it
to data from previous images, under the assumption that the actual density of a
bacterial culture cannot change quickly on the timescale of minutes. This processing
step removes time points that were not excluded in previous processing steps but
where imaging failed. As above, 〈Ni〉j denotes the average cell counts of all frames
j taken during a minute i. Starting with the first five minutes, we keep a rolling set
Si of five average counts from five earlier minutes which passed the criteria specified
below, defined as Si = {〈Nk1〉j, 〈Nk2〉j, 〈Nk3〉j, 〈Nk4〉j, 〈Nk5〉j} for minutes indexed by
k1, k2, k3, k4, k5 < i.
Each minute’s average counts 〈Ni〉j are compared against Si as described below
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Figure 2.7: Distribution of cell count variances in individual minutes. As frames within minutes
are correlated, variance is generally lower than Poisson counting variance (black line). Minutes
with variances higher than the red line are rejected as low quality data, with threshold chosen
conservatively to include points near the primary cloud of data.
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and combined with the elements of Si (removing the earliest element of Si in the
process) to create the new set Si+1. If a minute’s data fails to pass the criteria
stipulated below it is discarded. To prevent rejecting data for long stretches of time,
a minute’s average abundance 〈Ni〉j is allowed into Si+1 regardless of whether it passes
the criteria defined below if the oldest element of Si is from at least ten minutes earlier
(e.g. 〈Ni−10〉j).
〈Ni〉j is compared to mean of the elements of Si and the theoretical Poisson stan-
dard deviation expected from that mean, σi =
√
mean(Si). 〈Ni〉j is retained if
|〈Ni〉j −mean(Si)| < 3σi or, if previous image quality control steps determined the
minute’s data met the slightly stricter threshold of σ2j (N
j
i ) < 2.9〈Ni〉j, the slightly
more lenient condition |〈Ni〉j −mean(Si)| < 4σi. In a typical experiment, <5 % of
the minutes in an experiment are discarded during this step, as shown in Fig. 2.8.
Note that because this algorithm still allows some poor quality data through, par-
ticularly when many recent minutes’ worth of data had already been discarded, the
final data sets are checked by hand. Rapid and apparently impossible density fluctu-
ations (such as a very high cell density dropping to zero in two minutes) are checked
by direct comparison to images from the original experiment, and minutes containing
images with clear problems such as large but undetected bubbles are discarded to
create the final time series. In a typical experiment, fewer than ten such questionable
fluctuations need to be checked by hand. A description of this manual time series
cleanup, as well as a description of the imaging problems demanding it, is available
in Appendix E.
2.4.7 Cell aggregate image segmentation
Because cell aggregates are large and bright enough to be dominant features of the
images in which they appear, image segmentation for aggregates is significantly faster
and simpler than segmentation and quality checking for cells. Using a free implemen-
tation of Tsai’s statistical moment-preserving threshold [68], a binary mask of the
entire image is constructed preserving statistically important objects, including ag-
gregates wherever they appear. Disconnected regions of this mask are collected as
possible cell aggregates or ‘clumps,’ and small objects which should be detected as
cells are immediately discarded by a size threshold. Next, suspected aggregates are
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Figure 2.8: Counting error minute-level quality assessment. All points represent a minute of data
from a full dataset, with the y-axis showing the actual distance of that minute’s detected number of
cells from the mean of the last 5 known ‘good’ points. Blue points correspond to minutes accepted
having a deviation from the mean low enough to realistically follow previous time points. Black
points correspond to rejected minutes, with the apparent ‘curve’ of black points representing minutes
where counts suddenly dropped to zero after the sudden appearance of a bubble in the imaging
volume. Red squares correspond to points which have deviations from the mean high enough to
be rejected, but are provisionally included in the time series due to no other points recently being
accepted into the time series.
26
checked against locations and properties of detected cells, and aggregates which sub-
stantially overlap with cells are discarded as being locally-dense collections of cells.
Because the vast majority of aggregates are large, dense objects, very few aggre-
gates are discarded during this step. Finally, intensity information corresponding to
remaining clump candidates is collected and any objects meeting set intensity thresh-
olds are initially counted as aggregates, which has the effect of discarding unusually
bright single cells which appeared large due to being out of focus. During the last
step, aggregates from minutes of data which were already discarded in the cell seg-
mentation quality checking steps as low quality are also ignored. Finally, remaining
aggregates can be used to generate statistical information, such as distributions of
clump sizes, as well as time series of clump abundances.
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Chapter 3
Preliminary experiments
This chapter contains material from published work by Jason Merritt and Seppe
Kuehn1, used with permission of the authors.
This work was partially supported by the Center for the Physics of Living Cells,
the National Science Foundation Physics Frontier Center (PHY 0822613 and PHY
1430124), the Carl R. Woese Institute for Genomic Biology, and the Department of
Physics at the University of Illinois at Urbana-Champaign. The dissertation author
was the primary experimental investigator of this work.
Contributions: Seppe Kuehn and Jason Merritt contributed to the conception and
design of the experiment, the design of the apparatus, the analysis and interpretation
of the experimental results, and the creation and review of the manuscript. Jason
Merritt constructed the apparatus, carried out the experiments, and wrote the custom
software used in the experiment.
Acknowledgements: Bacterial strain under study was created by Doeke Hekstra
at Rockefeller University. Morbidostat design from Erdal Toprak’s lab [60] provided
inspiration for continuous-culture device design. Preliminary work relied on generous
use of space and equipment by Thomas Kuhlman’s lab.
3.1 Introduction
In this chapter we present results from preliminary experiments designed to test the
capabilities of the custom continuous-culture devices described in detail in Chapter
2, as well as laying the groundwork for the frequency- and amplitude-varying exper-
iments discussed in Chapter 4. The experiments confirm the long-term stability of
our systems and demonstrate a relationship between slow, but non-zero, growth and
1Merritt, J and Kuehn, S. Quantitative high-throughput population dynamics in continuous-culture by automated
microscopy. Scientific Reports 6, 33173 (2016).
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the appearance of free-floating cell aggregates in E. coli. A set of control experiments
confirm that our results are independent of the presence of the antibiotic used and
the exact mutations in our constructed fluorescent strains, and confirm the relia-
bility of our planktonic cell counts with independent measurements of cell density
from plating. Finally, we present an overview of the spline-based algorithms used
to analyze the recovery of planktonic abundances following the population reduction
accompanying our basic applied perturbation, the washout event.
The washout events in our systems, discussed in more detail below, result in most of
the bacterial culture being replaced with fresh media, causing both a significant drop
in bacterial population size and a rapid upshift in glucose concentration. Variable
nutrient levels are believed to impact community function [9], and cyclic nutrient
upshifts and downshifts are present in a variety of contexts, such as concentrations of
dissolved organic carbon shifting in relation to water level in intertidal zones [3], and
concentrations of glucose and other sugars in the mammalian gut varying over the
course of the day in response to host feeding [69, 70] and release of stomach content
into the intestine [69]. The washout events in our experiments also specifically mimic
flushing, a process where water flows in nature rapidly flush accumulated dissolved
organic carbon in soil into bodies of water [71]. We show the cyclic application of
washout events in our systems results in a history-dependent population response,
where planktonic cell abundance recovers more rapidly from washout over successive
washout events.
3.2 Chemostat stability experiment
We first tested the long-term stability of our continuous-culture system and imaging
apparatus by running three replicate systems at a constant dilution rate (chemostat
operation, D = 0.08 h−1) for 550 hours. We performed these experiment in M63
minimal media with low glucose concentrations (0.04 % w/v, 2.2 mM) and chloram-
phenicol at 12.5 µg mL−1, using a strain of E. coli expressing red fluorescent protein
(dTomato) constitutively from the chromosome. These and other experiments were
carried out with temperature control at 30 ◦C in a room also environmentally con-
trolled at 30 ◦C (Darwin Chambers). Full experimental protocols for chemicals used
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Figure 3.1: Long-term steady-state chemostat experiment. (a) Single-cell abundances, not including
aggregates, from image segmentation in three replicate steady-state chemostat (D = 0.08 h−1) over
a 23-day experiment. Data shown is smoothed by a rolling average with a one-hour window. One
system was stopped after ∼16 days due to imaging problems. (b) Clump (cell aggregate) abundances
for three replicate systems during the same experiment shown in (a). Data shown is smoothed by a
rolling average with a one-hour window.
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and experiment setup are available in Appendix F. We found the abundance dynamics
across replicates to be reproducible (Fig. 3.1), demonstrating the long-term stability
of our continuous-culture devices and microscopy.
3.3 “Washout event” perturbation
We next moved to use these systems to study long-term abundance dynamics in
communities of E. coli in fluctuating nutrient conditions, where the population al-
ternates between periods of chemostat operation at the basal dilution rate (famine
conditions [11] at D =0.08 h−1, doubling time td =8.66 h) and rapid “washout events”
where 90-99 % of the population is replaced with fresh medium over the course of one
to two hours (feast conditions). Washout events simultaneously reduce the popu-
lation by a factor of 10 to 100, depending on the amplitude, and increase the sub-
strate (glucose) concentration from a few micromolar [72] to approximately 2 mM,
resulting in periods of rapid growth as the population recovers to its steady state
abundance (Fig. 3.2(a)). Immediately after the washout event the dilution rate of
the continuous-culture device returns to 0.08 h−1.
Throughout the cycles of feast and famine we performed automated imaging once
per minute on samples drawn from the growing bacterial population. During periods
of famine we observed both planktonic (single-cell) populations and aggregated cells
(Fig. 2.1(b)). From the size of the aggregates (discussed in more detail in Chapter
4; see Fig. 4.14) we estimate that, at steady state, the numbers of planktonic and
aggregated cells are of the same order (1× 108 mL−1). During washout events the
planktonic population declines by 10- to 100-fold and the number of aggregates falls
to nearly undetectable levels. Subsequently, with the continuous-culture device op-
erating at the basal dilution rate, the planktonic population rapidly returns to its
steady state value. The population of aggregates remains low (<0.1 per image) un-
til the planktonic population growth rate declines below 0.2 h−1 and then begins to
recover (Fig. 3.2(d)).
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Figure 3.2: Long-term 24 h-period experiment with 1 h washout events. (a) Single-cell abundances,
not including aggregates, from image segmentation in three replicate continuous-culture devices over
a 26-day experiment. Data shown is smoothed by a rolling average with a one-hour window. Each
dashed vertical line represents a washout event where ∼90 % of the culture is pumped out and
replaced with fresh media. (b) Cell aggregate or ‘clump’ abundances for three replicate systems
during the same experiment shown in (a). Data shown is smoothed by a one-hour rolling average.
(c) Peak population recovery rates (Fig. 3.7) increase quickly after the first washout event, but
eventually decline. Peak growth rates are calculated during single-cell population recovery (see
Section 3.7) following the washout events shown in (a). Error bars from fit are smaller than markers.
(d) Following a washout event, aggregate abundances remain low until the specific growth rate of
the single-cell population slows to approximately 0.2 h−1. Graph shows data from recovery after
all washout events in one system, before the next washout event begins, sorted into equal-width
growth rate bins. Shaded region show central two-thirds of aggregate abundance data in each bin.
(e) Separate experiments were carried out to determine aggregate abundances after a population
reaches steady state at a constant dilution rate, rather than during recovery after a washout event.
Data represents a time average of aggregate abundances between 40 and 48 hours after a populations
introduction to constant dilution conditions, and error bars show the standard error of the mean for
data in this period.
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3.4 Feast-famine stability experiment
We formalized a basic experimental protocol for feast-famine experiments, also fol-
lowed in our later experiments, where bacteria in the continuous-culture devices are
initially exposed to a 48-hour acclimatization period at the basal dilution rate (D =
0.08 h−1) before perturbation with washout events begins. In our first experiment in
fluctuating conditions, we applied washout events every 24 hours for a period of 26
days in three replicate continuous-culture devices.
We observed that the resilience of the population to the perturbation, defined as
the maximum rate of recovery from washout events (Fig. 3.7), depends on the history
of past perturbations (Fig. 3.2(c)). In particular, the resilience of the population
increases approximately 50 % over the first 34 washout events. Since the nutrient
concentrations must be nearly identical after each washout event, this behavior cannot
be ascribed to variable nutrient concentrations in the culture during the recovery.
Further, this increasing resilience is apparent after just 16 generations (120 hours)
which is very likely too fast for a mutation to fix. For example, a mutant with a
selection coefficient s = rm−rWT
rWT
= 1.4 (where rm and rWT are the mutant and wild-
type growth rates respectively) would reach a relative abundance of approximately 0.5
on this timescale. A selection coefficient of 1.4 is 10 to 100 times larger than typically
observed for bacterial chemostats [44]. Previous studies of E. coli under glucose
starvation conditions have shown that rpoS mutants can reach high abundance on
the timescale of 10 generations, but such mutants do not arise in the MG1655 genetic
background used here [73]. However, at long times (>200 h), genetic diversity likely
becomes significant [73], and this diversity may account for the decline in resilience
and increasing variation across replicate communities we observe at longer times (Fig.
3.2(c)).
Therefore, we conclude the time-dependent resilience we observe over the first 6
days of the experiment is driven by non-genetic changes in the population. Such
changes may include metabolic adaptation to the fluctuating environment that is
uniform across the population such as history dependent lag-phase [74]. Another
possibility is the presence of a slow-growing subpopulation, such as persisters [30,
36]. If a large fraction of the population is slow-growing prior to the first washout
event, and subsequently declines with repeated washout events this could account
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for increasing resilience [36]. Finally, the dynamics could be driven by patterns of
dispersal from aggregated populations. Discriminating between these possibilities
required measurements at the single-cell level and further experiments documented
and discussed in Chapter 4.
3.5 Growth rate dependence of aggregation
Our instrument also reveals growth rate dependent aggregation (Fig. 2.1(b)). To
our knowledge the presence of aggregates in slow-growing populations of E. coli has
not been previously reported, likely due to the difficulty in discerning their presence
using standard techniques such as plating and optical density measurements. These
cell aggregates or ‘clumps’ typically contain at least tens of cells and can make up
approximately half of the biomass present in a community (see Section 4.6.1). We
observe surprising aggregation dynamics over the course of a washout event (Fig.
3.2(b),(d)). Immediately after a washout event aggregates remain at low abundance
as the planktonic cell abundances increase rapidly (growth rates >0.3 h−1). When
the growth rate of single cells declines to approximately 0.2 h−1, we observe a rapid
rise in the presence of aggregates (Fig. 3.2(d)).
We performed additional short-term experiments to investigate the growth rate
dependence of aggregation. In a chemostat the growth rate must equal the dilution
rate at steady state [44]. We operated the continuous-culture devices as chemostats
at different dilution rates (growth rates): D = 0 (batch culture), 0.08 h−1 (td =8.6 h),
0.16 h−1 (td = 4.3 h) and 0.28 h−1 (td =2.5 h) without applying washout events and
quantified the abundance of cell aggregates after the abundance of single cells reached
steady state (40-48hours, Fig. 3.3). These measurements revealed a surprising non-
monotonic dependence of aggregation on growth rate (Fig. 3.2(e)). We observe no
aggregation as a batch culture enters stationary phase (zero growth), a peak in the
number of aggregates at D =0.08 h−1 and a steady decline in the number of aggregates
in the chemostat up to D =0.28 h−1 (for description of control experiments see Figs.
3.3, 3.4).
Cellular aggregation in the form of attached biofilms or wall growth has been widely
observed in chemostats [44]. It is possible that the aggregates we observe result from
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Figure 3.3: Cell aggregation in batch culture vs. chemostat conditions. Cell aggregation of E. coli
expressing dTomato constitutively from the chromosome or a plasmid in batch culture and chemostat
conditions (D = 0.08 h−1, Fig. 3.1). Cell aggregates almost never form in batch culture even after
four days, and most of the few aggregates detected in batch culture are likely false positives due to
overlap and exceptionally bright planktonic cells.
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the release of attached biofilms; however, the aggregates in our experiments manifest
within the first generation, are suppressed at higher growth rates (where adhesion is
more likely [44]), and decline in abundance over time, making wall growth an unlikely
source. Also, for the experiment in Fig. 3.2(a) we observe minimal adherence to the
vial walls, tubing and capillary after 26 days of continuous culture. We performed
additional experiments to show that aggregates formed at slow growth rates with
or without selective antibiotics (our dTomato expressing strain is chloramphenicol
resistant) and mutants with reduced adhesion (∆fimA, ∆flu18; see Fig. 3.4). We
conclude that aggregation is triggered by the onset of very slow but non-zero growth
rates (Fig. 3.2(e)).
Aggregates constitute surprising spatial structure present even in clonal popula-
tions under controlled environmental conditions. This structure has a complex, non-
monotonic dependence on the growth rate of the population (Fig. 3.2(e)) and likely
has important ecological implications since clusters of cells have elevated antibiotic
resistance [41] and resemble stationary-phase cells [40].
3.6 Density calibration
To relate the number of cells per image (Fig. 3.2(a), Fig. 3.1) to the density of cells
in the continuous-culture device, a culture of E. coli expressing dTomato (CmR)
constitutively from the chromosome was grown to stationary phase in M63 minimal
media with 0.06 % glucose and 12.5 µg mL−1 chloramphenicol. Samples of this culture,
which did not contain aggregates, were diluted to varying concentrations over an
approximately 200-fold range in phosphate-buffered saline. A small portion of each
sample was plated, with the remainder of the sample put in the continuous-culture
device and imaged for 30 minutes. The colonies on the plates were counted 24 hours
later, then again after another 24 hours to check for the presence of slow-growing
cells. Finally, the number of colonies converted to cell density was plotted against
the 30-minute average of the number of cells detected by image processing (Fig. 3.5)
and a linear regression was performed on these data which yielded an estimate of the
imaging volume: 2.96± 0.03× 10−7mL.
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Figure 3.4: Cell aggregation dependence on antibiotic and genotype. All strains used are chloram-
phenicol resistant (Cmr). “dTomato Cmr” denotes MG1655, HK022 att::(cat PλR-dTomato) hsdR.
In all repeated washout experiments the medium contained chloramphenicol to reduce the risk of
contamination. Here we confirm that the presence of this antibiotic did not induce aggregation, and
that the ∆flu and ∆fimA mutations did not cause aggregation. Estimates of average aggregate
abundance per image determined by averaging across the last 8 hours of a 2 day period of constant
dilution at D = 0.08 h−1. We do not see a significant change in the amount of cell aggregation de-
pending on the presence of Cm (Welch’s t-test, p = 0.28) or the ∆flu and ∆fimA mutations (prob-
ability of observing number of aggregates at least as far from the mean as in dTomato Cmr + Cm
given the observed number of aggregates in ∆flu, ∆fimA dTomato Cmr + Cm is 0.48, two-tailed
test). The plasmid strain (MG1655 ∆fimA, ∆flu PZS*3R dTomato) produces a similar number
of aggregates in the same conditions (Fig. 3.2(e)), but is not shown here because the increased
brightness of the strain artifically raises the number of detected aggregates if the same thresholds
are used. The outlier in the ∆fimA ∆flu + Cm condition was caused by a sudden drop in the
number of detected aggregates in one system after ∼30 hours (shown in Fig. 3.3).
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Figure 3.5: Density measurement calibration. Calibration curve to convert cells/image to ac-
tual culture density. Counts per image for samples taken from cultures with densities deter-
mined by plating. By linear regression we calculate a conversion factor of 3.375 ± 0.027 x 106
(cells/mL)/(counts/image).
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3.7 Growth rate spline analysis
To recover the growth rate data reported above, we defined n(ti) = 〈Ni〉j, the aver-
age over all images j taken during minute i. Growth rates are determined by fitting
log(n(t)) using smoothing cubic spline functions from the splines package of R, ac-
cessed from Python via rpy2. To obtain accurate instantaneous growth rate estimates,
the dilution rate D(t) must be added back in; however, because D(t) changes instan-
taneously in our experiments at the start and end of washout events, the derivative
of n(t) does not exist at those points, making smoothing splines a poor choice for
directly fitting the data. Instead, to get a smooth curve for spline fitting, we subtract
the effect of dilution out of our data by instead fitting to log(n(t)) +
∫ t
0
D(t)dt (Fig.
3.6(a)), which is equivalent to modeling our population as growing to arbitrarily high
density, rather than continuously being diluted out of the system. However, naively
changing D(t) when the dilution rate changed in the experiment was also found to
introduce significant artifacts into our fits (Fig. 3.6, left column) resulting from a
delay between the dilution rate changing in the experiment and the change in dilu-
tion rate being detectable in the microscope due to the minutes-long delay between
cells being sampled from the system and reaching the microscope imaging volume.
Accounting for this delay resulted in the removal of these artifacts (Fig. 3.6, right
column).
To determine appropriate fits, for each washout event, the counts data was split
into 10 cross-validation sets, with the fits using spar (R smoothing parameter) values
ranging from 0.5 to 1.0 performed on training sets composed of 90 % of the total data
and tested against the remaining 10 %. If the spline fit is defined by s(t), the quality
of each fit was determined using the cost function C(spar) =
∑
(n(t) − s(t))2 +
0.04
∑
(s′′(t))2, and the spar value resulting in the mean lowest value of C over each
of the cross-validation sets was recorded. This entire process was repeated a total of
10 times, with the final value of spar saved for the washout event being the average
optimum value over all 10 runs.
Finally, bagging (bootstrap aggregation) using the value of spar found above was
used to generate the final spline fits. Specifically, 100 random bootstrap training sets
were constructed from the washout event’s data, and the final bagged fit value was
taken to be the average predicted value at each time point over all bootstrap fits.
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Figure 3.6: Spline fitting and imaging delay correction. Left column: uncorrected spline fits. Right
column: spline fits corrected to account for delay between cells being drawn from culture and
arriving in microscope imaging volume. (a) Actual spline fits to data, with data adjusted to remove
effect of dilution. Dashed lines correspond to washout event start and end, in experiment time. (b)
Calculated growth rates based on spline fits, with visible distortion in calculated growth rates when
dilution rate changes in uncorrected fits. Horizontal dashed line corresponds to the basal dilution
rate outside of washout events. (c) Spline fits with effect of dilution added back in and plotted
against actual cell counts from data.
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The means and variances over the bagged spline fits was also used to estimate the
time-dependent specific growth rate r(t) during the recovery from each washout event
as shown in Fig. 3.7, and subsequently to estimate the number of generations up to
time T in an experiment by Ng(T ) =
1
ln(2)
∫ T
0
r(t)dt.
3.7.1 Optical density spline analysis
In instances where cells are too dim to image reliably, optical density data can also be
used to generate estimates planktonic population growth rates. Our spline analysis
of optical density data is largely identical to our analysis of single-cell data, and as
optical density measurements occur simultaneously with changes in system dilution
rate, artifacts due to time-delayed measurements are never present. However, optical
density data suffers from more complicated problems. Because growth rate estimation
depends on a logarithm, data used for growth rate estimation cannot be ‘floating’;
specifically, growth rate estimation is sensitive to the value corresponding to zero
density. However, focusing the microscope in our systems requires a high minimum
density of cells to start an experiment, making measurement of this value at the
beginning of an experiment impossible. Furthermore, the voltage corresponding to
‘zero density’ appears to change over the course of the experiment as the vial is moved
to check for overflow and possibly due to confounding factors such as wall growth.
To work around these issues, we assume that the ‘zero density’ voltage changes
slowly - at least over the course of many hours - and use the effect of the washout
events to estimate the zero density voltage. Specifically, because there is a delay be-
fore the population growth rate of cells changes following nutrient upshift, the mea-
sured optical density during a washout event roughly approximates exponential decay
towards zero population. Fitting to this curve therefore gives us a locally-accurate es-
timate of the ‘zero density’ at the end of each washout event. The difference between
this voltage value and our actual measured optical density during recovery therefore
allows us to accurately estimate growth rates. The maximum recovery growth rates
found via this method, as discussed in Chapter 4, closely approximate planktonic
population growth rates determined from microscope images in experiments where
cells were bright enough to image, allowing us to use optical density growth rates as
a proxy for planktonic growth rates in experiments where cells are too dim to detect.
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Figure 3.7: Peak recovery growth rate estimation using bootstrap aggregation. (a) Natural log
of number of detected single cells, not including aggregates, per image from a continuous-culture
device just after a washout event occurred (Washout event ends at time t = 0). The red line is a
spline fit determined by bootstrap aggregation. (b) Note that for exponentially growing populations
dln(N(t))
dt = r where r is the growth rate. The spline regression results in an estimate of
dln(N(t))
dt
for the fit shown in (a). The shaded region shows the standard error of the distribution of spline fit
derivatives at each point. The basal dilution rate of the chemostat (the growth rate at steady state)
is shown by the blue line.
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Chapter 4
Frequency and amplitude
dependent population dynamics
during cycles of feast and famine
This chapter contains material from published work by Jason Merritt and Seppe
Kuehn1, used with permission of the authors.
This work was partially supported by the Center for the Physics of Living Cells,
the National Science Foundation Physics Frontier Center (PHY 0822613 and PHY
1430124), the Carl R. Woese Institute for Genomic Biology, and the Department of
Physics at the University of Illinois at Urbana-Champaign. The dissertation author
was the primary experimental investigator of this work.
Contributions: Seppe Kuehn and Jason Merritt contributed to the conception and
design of the experiment, the analysis and interpretation of the experimental results,
and the creation and review of the manuscript. Seppe Kuehn determined the model
and parameters used to explain the results. Jason Merritt carried out the experiments
and wrote the custom software used in the experiment.
Acknowledgements: Plate imaging systems used to measure lag-times by time to
colony appearance were designed and constructed by David T. Fraebel. Bacterial
strain under study was created by Doeke Hekstra at Rockefeller University. Experi-
mental preparation relied on generous use of equipment by Thomas Kuhlman’s lab.
4.1 Introduction
It is believed that nutrient concentrations drive a dynamic equilibrium between plank-
tonic and aggregated populations in nature [46], and studies have demonstrated that
plasticity in biofilm production plays a significant role in the overall population dy-
namics of bacteria [45]. With the large aggregated bacterial populations observed
during slow but non-zero growth in the preliminary experiments described in Chapter
1Merritt, J and Kuehn, S. Frequency- and amplitude-dependent microbial population dynamics during cycles of
feast and famine. Physical Review Letters 121, 098101 (2018).
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3, it is possible for the dynamics of aggregation and dispersal of aggregate popula-
tions to dominate the population response to shifts in nutrient levels before significant
growth occurs. Through cyclic application of periods of nutrient excess (feast) and
starvation (famine), we confirm that the dynamics of E. coli under slow growth are
primarily determined by growth and history-dependent patterns of aggregation and
dispersal.
We vary the frequency and amplitude of the nutrient fluctuations and observe
a strong dependence of the abundance dynamics on both variables. We find that
nutrient fluctuations with higher frequency and amplitude drive faster abundance
dynamics in planktonic populations. Further, populations subjected to nutrient fluc-
tuations on timescales shorter than 2 days exhibit memory on a timescale that exceeds
a generation time. We present a simple model in agreement with our data showing
that these phenomena arise from history and substrate dependence in the dispersal
of aggregated or adherent bacterial populations. We confirm this model with size
measurements of free-floating cell aggregates observed in our microscopes and by
showing the observed history-dependent dynamics disappear in the absence of aggre-
gation. Finally, we document a concomitant frequency and amplitude dependence in
the lag-phase duration of bacterial populations, as measured by growth of colonies
on LB-agar plates.
Our results confirm the importance of the role aggregated cells play in microbial
communities, with the ability to both persist under famine conditions and act as cell
reservoirs under feast conditions, rapidly dispersing to the fast-growing planktonic
phenotype. Furthermore, the unique capabilities of our systems provide insight into
dynamic bacterial spatial structure that would be invisible using standard continuous-
culture measurement techniques.
4.2 Results
Our epi-fluorence microscope-coupled continuous-culture devices continue to image
fluorescently labeled E. coli at the single-cell level under cycles of feast and famine
(Fig. 4.1(a)). We use the same strains and growth conditions described in Chapter
3: a strain of E. coli expressing dTomato constitutively from the chromosome grown
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Figure 4.1: E. coli abundance dynamics in fluctuating nutrient conditions. (a) Example epi-
fluorescence image showing single cells (blue) and aggregates (red) detected by image processing.
(b) Number of planktonic cells (blue points) and cell aggregates (red line) detected per image by
automated measurement, with aggregate abundances smoothed by a 1 hour rolling average. Dashed
vertical lines indicate regions of time where a washout event occurred (1 hour duration). Black lines
indicate spline estimates of planktonic population abundances. (c) Instantaneous growth rate for
planktonic population estimated from the spline fits shown in (b). Green dots indicate maximum
growth rate during recovery.
in M63 minimal medium at 30 ◦C with low levels of carbon (0.04 % w/v, 2.2 mM
glucose), acclimated to the conditions of slow but continuous growth at D = 0.08 h−1
(doubling time τd = 8.66 h) for 48 hours prior to the application of the first washout
event. We operate six continuous-culture devices in parallel.
During recovery from washout we measure the instantaneous growth rate of the
planktonic population. We find this time dependent growth rate exhibits a peak early
in the recovery (Fig. 4.1(c)) and report this maximum recovery growth rate (green
points in Fig. 4.1(c)).
To study the frequency dependence of the observed abundance dynamics we per-
formed 1 hour washout events which reduced the population by 10-fold with periods
ranging from every 72 h to every 24 h from the start of one washout event to the next.
We find that the rate of recovery of the planktonic population following a washout
event increases the more frequently washout events occur (Fig. 4.2(a)). The change
in recovery rate occurs rapidly (by the second washout event), so we conclude that
the change in population dynamics is the result of phenotypic processes rather than
genetic mutations sweeping through the population (see Chapter 3).
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Figure 4.2: Frequency and amplitude dependent abundance dynamics. (a) Maximum growth rates
of planktonic populations observed during recovery from a washout event for washouts that occurred
every 72 hours (black), 48 hours (green) and 24 hours (blue) with durations varying from 1 hour
(1/10 dilution, left panel), 1.5 hour (1/30 dilution, middle panel) and 2 hour (1/100 dilution, right
panel). For each condition three independent replicates are shown. Legend in left panel applies to
all panels in (a). (b) Example per-image abundances of planktonic populations (N) and aggregates
(A) for systems experiencing washouts every 24 hours with amplitudes of 1 (left), 1.5 (middle) and
2 (right) hours respectively. Each abundance time series is smoothed with a 1 hour rolling average.
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We next performed a series of experiments where the amplitude of the washout
event was varied. Washout events of larger amplitude occur over a longer period of
time, resulting in a larger fraction of the population being washed out and a modestly
higher final substrate concentration (∼2.2 mM rather than ∼2 mM). We performed
washout events with durations of 1.5 h and 2 h and periods of 24 h and 48 h. We find
that larger amplitude washout events result in substantially faster growth during the
recovery (Fig. 4.2(a)), with maximum recovery rates as high as 1.4 h−1. This rate ex-
ceeds previously measured biomass growth rates for E. coli in glucose minimal media
by at least a factor of four [19], suggesting that our measured planktonic population
growth rate cannot be the result of cell division alone. Both the frequency and am-
plitude dependent dynamics observed via imaging were corroborated by concurrent
optical density measurements (Section 4.7). Fig. 4.2(a) is the central finding of this
chapter.
One possible explanation for slow growth rates in low frequency perturbation con-
ditions is the presence of phenotypic heterogeneity in the population such as dormant
or persistent cells increasing their relative abundance with increasing famine dura-
tion [36]. To test this hypothesis we sampled continuous-culture populations every 12
hours over a 60 hour period of famine and used a previously developed assay to detect
persistent cells by measuring the time for colonies to appear on agar plates [21]. We
found no evidence of persisters in our experiment at relative abundances greater than
approximately 1 % regardless of the famine duration. Instead, the time for colonies
to form on agar plates was approximately normally distributed regardless of when we
sampled the population from the continuous-culture device. However, we did observe
a monotonic dependence of the average time to colony formation (lag time) with the
duration of the famine, as well as a decrease in the time to colony formation with
increasing washout amplitude (Figs. 4.5, 4.10). These results show that the average
time for cells to resume growth after a famine decreases with both the frequency and
amplitude of environmental perturbations.
We next considered the role cell aggregation plays in the dynamics shown in Fig.
4.2. We performed experiments where the basal dilution rate between washout events
was set to zero. In this condition populations do not continually grow between
washout events but enter stationary phase as they would in batch culture. Previ-
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ous measurements showed that in batch culture lag phase duration also increases
with starvation duration [21]. However, the maximum rate of recovery from washout
events for planktonic populations in this condition is uniformly slow (maximum re-
covery rates ∼0.3 h−1), with no frequency or amplitude dependence (Fig. 4.19).
Critically, we observe little or no aggregation in batch culture conditions, with the
entire population being planktonic (see Chapter 3 and Fig. 4.12). This result strongly
suggests that the presence of aggregated cells is necessary for the high maximum re-
covery rates shown in Fig. 4.2. Under this premise, fast recovery rates exhibited by
planktonic populations would be driven by the dispersal of aggregated or potentially
adherent cells in the community.
4.3 Discussion
In light of these results, we sought a model to describe the frequency and amplitude
dependent abundance dynamics we observe in bacterial populations growing in fluc-
tuating nutrient conditions which captured the formation and dispersal of aggregated
populations. Our model considers populations of planktonic cells N(t) and cells in
free floating aggregates or adhered to the vessel A(t). We assume planktonic cells
grow at a rate determined by the instantaneous substrate concentration S(t). Aggre-
gates have a characteristic size of approximately 100 cells which we determined from
imaging (see Section 4.6.1). Given the large difference in apparent growth rates for
planktonic populations between 1 hour and 2 hour washout events we reasoned that
the dispersal rate of A should increase with higher levels of available substrate S, an
assumption which is supported by the literature [75] and our observation that the
size of aggregates decreases after washout events (Fig. 4.15). To capture the history
dependent recovery rates we assume that the rate of dispersal also depends on the
duration of the famine, with longer famines resulting in lower dispersal rates, possi-
bly due to maturation [76]. Finally, we assume that the A population consumes no
substrate since bacteria in biofilms have been shown to be in stationary phase [40],
and consider global rates of aggregation and dispersal over the entire aggregated
population. From these assumptions we construct the following dynamical model:
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N˙ = µ(S)N −DN − α1(1− f(S))N + α2 Q
1 +Q
f(S)AYNA, (4.1)
A˙ = α1(1− f(S)) N
YNA
− α2 Q
1 +Q
f(S)A−DeffA, (4.2)
S˙ = (Sr − S)D − µ(S)
y
N. (4.3)
Here µ(S) = µmS
K+S
, D is the dilution rate of the continuous-culture device, and α1 is
the rate of A formation from planktonic cells, modulated by substrate levels via f(S).
α2 is the rate of A dispersal and is modulated by substrate levels and Q, a variable
that describes maturation of A by reducing dispersal as the duration of starvation
increases. Q increases when nutrients are replete (Q˙ = aQ for S > Sc) and decreases
when nutrients are scarce (Q˙ = aQ for S < Sc) in an autocatalytic fashion. We chose
autocatalytic dynamics for this variable because it is likely driven by a synthesized
molecular species [77] or gene products [40] but the exact nature of the dynamics
is not critical for the model. f(S) captures the increase in aggregate dispersal rate
with substrate levels and is a monotonic increasing function of S (0 ≤ f(S) ≤ 1,
f(Sr) = 1) which we take to be linear above some threshold Sth (see Section 4.9).
YNA is the characteristic size of the aggregates (∼100 cells) and y is the growth yield
for E. coli on glucose. Deff = ρD, with 0 ≤ ρ ≤ 1, provides a proxy for populations
adhered to the vessel and therefore not removed by dilution.
Our data permits us to constrain many of the model parameters, including the
rate of aggregation (α1), and the rates of accumulation and degradation of Q (a and
b), µm, K, and y have been measured previously [78]. We make analytical arguments
to estimate the dispersal rate α2 (Section 4.9). The substrate concentrations Sc and
Sth are not known, but our conclusions are not contingent on the specific values
of these parameters, and all other parameters are under experimental control. A
full description of the model and detailed reasoning for the parameters used in our
simulation is given in Section 4.9.
We numerically integrated Equations (4.1), (4.2) and (4.3) and computed the
maximum recovery rate as a function of the frequency and amplitude of nutrient fluc-
tuations. We find that the model recapitulates the core features of our experimen-
49
               
 7 L P H   G D \ V 
   
   
   
   
   
   
   
   
   
   
   
 0
 D [
   U
 H F
 R Y
 H U
 \ 
 J U
 R Z
 W K
  U D
 W H
   
  K
 
  +  Z D V K R X W
   +  S H U L R G
   +  S H U L R G
   +  S H U L R G
               
 7 L P H   G D \ V 
   
   
   
   
   
   
   
   
   
   
        +  Z D V K R X W
               
 7 L P H   G D \ V 
   
   
   
   
   
   
   
   
   
   
      +  Z D V K R X W
     
 7 L P H   G D \ V 
 
  
  
  
  
   
   
 6 L
 Q J
 O H
  F
 H O
 O  D
 E X
 Q G
 D Q
 F H
   +  S H U L R G
  +  Z D V K R X W
 6 L Q J O H  F H O O V
 $ J J U H J D W H V
     
 7 L P H   G D \ V 
 
  
  
  
  
   
       +  S H U L R G
    +  Z D V K R X W
     
 7 L P H   G D \ V 
 
  
  
  
  
   
       +  S H U L R G
  +  Z D V K R X W
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 $ J
 J U
 H J
 D W
 H 
 D E
 X Q
 G D
 Q F
 H
  D 
  E 
Figure 4.3: Simulated abundance dynamics. Numerical integration of a model describing planktonic
(N) and aggregated or adherent (A) population dynamics. Panels are identical to Fig. 4.2. (a) Shows
the maximum growth rate of planktonic populations computed during recovery from a washout
event for washouts that occurred every 72 hours (black), 48 hours (green) and 24 hours (blue) with
durations varying from 1 hour (1/10 dilution, left panel), 1.5 hour (1/30 dilution, middle panel) and
2 hour (1/100 dilution, right panel). (b) Simulated abundance dynamics of planktonic populations
(N) and aggregates (A) for systems experiencing washouts every 24 hours with amplitudes of 1
(left), 1.5 (middle) and 2 (right) hours respectively.
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tal observations, namely the frequency and amplitude dependence of the planktonic
population abundance dynamics (Fig. 4.3). The model shows that the dispersal of
aggregated or adherent populations can drive the very high planktonic population
growth rates we observe experimentally.
We have shown that aggregation or adherent populations respond to increases in
nutrient concentrations in a frequency and amplitude dependent fashion. In contrast
to recent studies of chemotaxis driven aggregation [77], the dynamics we observe
occur despite the fact that our strain lacks the flu gene which encodes an adhesion
factor (Ag43 ) known to drive aggregation at 37 ◦C. We suspect that the adhesion
dynamics are driven by curli-mediated cell-cell adhesion, which is known to occur at
the lower temperature used in this study (30 ◦C) [77,79].
It is increasingly clear that non-planktonic bacterial populations are central to
metabolic [41], evolutionary [80] and ecological processes [81] in a range of habitats.
Our study demonstrates that the statistical properties of environmental fluctuations
have strong impacts on the lifestyle of bacterial populations which in turn drive rapid
changes in abundance dynamics. In the future, it will be important to investigate the
eco-evolutionary origins of the frequency and amplitude dependent dynamics observed
here.
4.4 Strains and growth conditions
All liquid media used was M63 minimal media with 0.04% (w/v) glucose and 12.5 µg mL−1
chloramphenicol. Plates were lysogeny broth (LB) plates, also with 12.5 µg mL−1
chloramphenicol. Every phase of each experiment was carried out at 30 ◦C. Initial
flask cultures were grown in shakers operating at 200 rpm, and all continuous-culture
devices were constantly stirred at 800 rpm.
Our E. coli strain was created by D. Hekstra at Rockefeller University: MG1655
∆fimA, ∆flu, HK022 att:: (catPλR-dTomato) hsdR.
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4.5 Lag-time measurement
To measure the lag-time for populations growing in our continuous-culture devices
we followed a method described elsewhere [21]. Briefly, cells were sampled from
continuous-culture and plated on LB agar plates. Plates were then incubated and
continuously imaged. Image processing was used to determine the time to colony
formation and the rate of colony growth.
4.5.1 Plate preparation protocol
We initially recorded considerable variability in our plating data due to the sensitivity
of E. coli colonies to the conditions of the plate, such as initial temperature and water
content due to evaporation and condensation. To standardize our methodology and
ensure the consistency of our results, we developed the following protocol for preparing
plates for imaging.
LB-agar (1.5 % w/v, with chloramphenicol) is poured at 50 ◦C into 100 mm di-
ameter plates 10 days before the first plate is imaged, using a sterilized graduated
cylinder to measure out 18 mL per plate. Shortly after solidifying, plates are inverted
and left on a lab bench top at room temperature for 2 days, then individually sealed
in parafilm and transferred to a refrigerator at 4 ◦C for 7 days, by which time the
plates are assumed to have reached an environmental steady state. Starting on the
7th day, plates are taken out of the refrigerator as needed 24 hours before they are
scheduled to be imaged. The plates taken from the refrigerator have their parafilm
removed and are placed in an incubator at 30 ◦C to thermalize at the temperature
of the experiment for 24 hours. Finally, samples from the continuous-culture devices
are spread onto these plates, and the plates are grown and imaged at 30 ◦C.
Plates were imaged every 5 or 10 minutes for 24 hours using a commercial webcam
housed in a light tight box. An LED strip controlled by a relay was used to illuminate
the plates only during imaging (∼1 second for each acquisition).
4.5.2 Colony image processing
Depending on the experiment, an image of each plate was taken every 5 or 10 minutes.
Circular regions of interest (ROIs) were determined by hand for each imaged plate
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Figure 4.4: Plate imaging technique. (a) Schematic of the measurement. Cells are sampled
manually from a continuous-culture device and plated. A webcam images plates housed in an
environmental chamber maintained at 30 ◦C. (b) Circular regions of interest (ROIs) from images of
three example plates. Note that intensity increases towards plate boundaries due to plates being lit
from the sides by LED strips. (c) Background-subtracted versions of the images shown in (a). (d)
Thresholded versions of the images shown in (b), showing detected colonies.
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(Fig. 4.4(b)). These ROIs were background-subtracted using a median filter on at
least 10 images, taken over a period of 100 minutes, before the first colonies appeared
in any experiment (Fig. 4.4(c)), and were then globally thresholded using a fixed value
across all experiments (Fig. 4.4(d)). ROI size was controlled by hand to exclude light
reflection artifacts near the edge of each plate without excluding any colonies on the
plates.
For each thresholded image, scikit-image functions were used to find and record
all information about all connected regions above the threshold (including both
colonies and artifacts). Next, detected objects appearing in the same location were
associated across sequentially acquired images to allow size tracking in time. Since
imaging artifacts do not persist across multiple images they are filtered out at this
step. Finally, only colonies which did not merge with other colonies during growth
are included in the final analysis, because colonies very near each other on the plate
affect each others’ growth. However, for colonies evenly distributed on a plate, previ-
ous work by Levin-Reisman et al. [21] showed no effect on the growth of neighboring
colonies as long as the total number of colonies on the plate remained below 200. We
stay below this threshold in our experiment.
The first image in which a colony appeared was used to define its ‘time to colony
appearance’ (Fig. 4.5(b)), which we found generally followed a normal distribution
(Fig. 4.6). Our data indicated that colony area increased linearly in time over the
first 70 minutes of detection (Fig. 4.7); therefore, the colony rate of area increase
(Fig. 4.5(c)) was determined by a linear fit to the colony’s size over the first 70
minutes after its appearance.
Because our plate illumination results in a background brightness gradient in-
creasing radially from the center of the plate (Fig. 4.4(b)), we checked the time to
colony appearance and colony growth rate in our experiment against the background
brightness of their location on the plate (Fig. 4.8(a)) and found an increase in time
to colony appearance and a decrease in colony growth rate for colonies growing in
regions where the background intensity of the plate exceeds a pixel intensity of 100.
Our reported qualitative trends for these variables, shown in Fig. 4.5, remain intact
with these colonies discarded (Fig. 4.8(c)).
Total numbers of colonies were also counted by hand from the physical plates for
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Figure 4.5: Lag-phase duration depends on washout event frequency. (a) Single cell abundance
(cells per image) time series for four primary data sets. Dashed lines indicate washout events,
and arrows indicate time points when sampling occurred. (b) Mean time to colony appearance for
populations experiencing 1 h washout events at periods from 72 h to 24 h as a function of time since
the first washout events. The legend indicates (period, replicate number). Experiment ‘24 (3)’ ended
before the final time sampling point due to computer failure, and experiment ‘48 (2)’ was performed
before the plate preparation protocol was finalized and exhibited some signs of resulting aberrations
in data due to plates losing moisture through evaporation. Uncertainties indicate standard error of
the mean. (c) Mean colony growth rate measurement, using colony rate of area increase over the
first 70 minutes of colony detection in webcam images (Fig. 4.7) as a proxy. Error bars in all panels
indicate standard error of the mean.
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Figure 4.6: Lag-phase duration is normally distributed. Quantile-Quantile (qq) plots of time to
colony appearance for plates from various time points and experiments in Fig. 4.5. Each panel
includes colonies from two plates. Theoretical distributions are in each case normal distributions
with the sample mean and standard deviation from the associated experimental dataset. The black
line is a reference representing an experimental distribution perfectly matching a normal distribution;
points show the real quantiles of the experimental dataset matched to the quantiles of the theoretical
distribution. In each graph, quantiles are evenly spread over the range 0.05 to 0.95.
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Figure 4.7: Colony growth rate measurement. Growth in colony area following initial detection of
colony on plates in webcam images for four representative colonies. Colony growth is roughly linear
in time over the first 70 minutes.
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Figure 4.8: Effect of background brightness and colony position on measured colony parameters.
(a) Time to colony appearance and colony growth rate plotted against background plate brightness
at colony location. When the local background brightness exceeds a pixel intensity of 100 it begins
to affect the accurate detection and measurement of colonies. Linear fits shown are calculated only
over colonies with a background brightness of less than 100, and yield slopes of (4.45± 1.33)× 10−3
h (pixel intensity)−1 (left) and (4.78 ± 7.99) × 10−5 pixels min−1 (pixel intensity)−1 (right). (b)
Time to colony appearance and colony growth rate plotted against distance from center of plate.
The location of colonies on the plate has a minor effect on the measured parameters when colonies
growing at bright locations are separated out. Linear fits shown are calculated over only colonies
with a background brightness of less than 100, and yield slopes of (2.02 ± 0.65) × 10−3 h pixels−1
(left) and (1.11 ± 0.39) × 10−4 min−1 (right). (c) Modified versions of primary data sets from
Fig. 4.5(b),(c) using only colonies below the plate brightness threshold in (a), showing that the
qualitative trends are unaffected.
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Figure 4.9: Cell viability as a function of starvation duration. (a) Average number of colonies
counted over three plates by hand from the data sets in Fig. 4.5(b) plotted with solid lines. The
number of colonies per plate in our experiment corresponds to colony-forming units in a 100 µL
sample from a 5× 105-fold dilution of our system cultures into phosphate-buffered saline. Counts
shown here include additional plates not imaged by webcam, as well as additional time points. Note
that the total cell abundance in the continuous-culture device is also varying in time as shown in (b)
and Fig. 4.5, and the low number of colonies at the 6 hour time point is predicted by the smaller
population in the continuous-culture device at that time. The high number of colonies at 30 hours
is attributed to a single plate (not imaged by webcam) with over 4 times the expected number of
colonies, possibly the result of inadvertently spreading a cell aggregate over the plate. Uncertainties
shown assume Poisson counting error in colony counts. (b) Predicted number of colonies at the
sampling time points based on cells per image in microscope data and earlier calibration (Section
3.6) yielding a conversion factor of 1.48 cells per image corresponding to 1 colony per plate. (c)
Relative viability of cells over time, defined as the measured number of colonies divided by the
number of colonies predicted by the number of cells per image, showing no decline in cell viability
until at least 60 hours after the first washout event.
59
           
 : D V K R X W  G X U D W L R Q   K 
    
    
    
    
    
    
    
    
    
 0
 H D
 Q 
 W L P
 H 
 W R
  F
 R O
 R Q
 \ 
 D S
 S H
 D U
 D Q
 F H
   K
 
 ( [ S H U L P H Q W  
 ( [ S H U L P H Q W  
 ( [ S H U L P H Q W     S O D W H  U H P R Y H G 
Figure 4.10: Lag-phase duration depends on amplitude of washout events. All cells were sampled
12 h following the start of the first washout event in a system which experienced a washout event with
duration between 1 h and 2 h. The ‘plate removed’ data point refers to the removal of a single plate
which appeared to have a dramatically different distribution of times to appearance as compared to
other plates from the same experiment, most likely due to unexpected evaporation of the plate. Note
that due to substantial modifications to the imaging apparatus between experiments, quantitative
comparisons to Fig. 4.5(b) are not valid.
statistics on cell viability over time (Fig. 4.9).
4.5.3 Lag-time measurements: frequency dependence
Lag-time measurements were carried out as described above in continuous-culture
devices with 1 h washout events at washout schedules of 24 h, 48 h, and 72 h, with
multiple sampling times over a period of 72 h following the first washout event (Fig.
4.5(a)). We observe an increase in lag-time - as measured via average time to colony
appearance - with increasing duration of starvation (Fig. 4.5(b)).
4.5.4 Lag-time measurements: amplitude dependence
Lag-time measurements were also carried out at a single point, 12 hours after the be-
ginning of the first washout event, in systems undergoing 1 h, 1.5 h, and 2 h washout
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Figure 4.11: Number of aggregates prior to washout event plotted against spline-estimated maxi-
mum growth rate during recovery in 1 h washout event conditions. The number of aggregates prior
to a washout event is estimated by an average over 15 minutes of data immediately before the
washout event.
events (Fig. 4.10). These experiments were carried out in a modified imaging ap-
paratus that permitted higher throughput plate imaging. This resulted in different
illumination profiles of the plates and therefore quantitative changes in the minimum
detectable colony size. As a result, direct numerical comparisons to Fig. 4.5(b) are
not possible, but the average times to colony appearance from this set of experiments
indicates a decrease in lag time with increasing washout amplitude (Fig. 4.10).
4.6 Cell aggregation measurements
Our systems exhibit complex dynamics in the form of cell aggregation into large
free-floating aggregates following the recovery after a washout event (see Chapter 3).
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Figure 4.12: Dynamics of cell size. Per-image single cell abundance, aggregate abundance, mean
cell size (in pixels) and mean cell brightness (in pixel intensity) plotted for (a) a population growing
in batch culture (D = 0) and (b) a continuous-culture system with a washout event schedule of 72
hours. Axis label colors correspond to colors of traces. Single cell and aggregate abundances are
each smoothed with a 1 hour rolling average. Cell size decreases in batch culture but increases in
continuous-culture even in starvation conditions; a cell size of 100 pixels corresponds roughly to an
area of 3.1 µm2 in the focal plane. Pixel intensity is in the range 0-255, and the population mean
cell brightness is calculated as a population average over the mean brightness of each individual cell.
Note that the apparent spike in cell abundance prior to T = 1 d as the pixel intensity increases above
50 is an artifact due to population brightness increasing to the point all cells are detected. Prior to
this sudden increase, only bright cells are counted; after the increase, cells remain bright enough to
be correctly segmented for the remainder of the experiment in all continuous-culture conditions.
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Figure 4.13: (a) Single cell and aggregate per-image abundances during the 72 h experiment shown
in Fig. 4.5(a). Single cell and aggregate abundance are each smoothed with a 1 hour rolling
average. Black arrows indicate sampling times. (b) Number of aggregates vs. mean single-cell
lag time, using time to colony appearance on plates in webcam images as a proxy for lag time.
Number of aggregates shown is averaged over one hour of data centered on the sampling time.
The time to colony appearance is monotonic increasing with sampling time, and the variation in
aggregate abundance shows the growth and decline of the aggregate population following recovery
from a washout event, similar to the experiment shown in (Fig. 4.12(b)). Indicated uncertainties
are standard error of the mean.
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Statistics on aggregate abundances are complicated by very low abundances (∼1 per
image), and our estimated measured aggregate abundances do not appear to have
a simple relationship with population recovery rates (Fig. 4.11), individual cell size
(Fig. 4.12), or lag-phase (Fig. 4.13).
4.6.1 Distributions and dynamics of aggregate sizes
We studied the distribution of object sizes for all objects detected by our image
processing algorithm. We constructed binned probability histograms of the size of
all objects detected during the 9 day experiment window, with logarithmic bins of
object area and each bin normalized by the total number of objects. These histograms
contained two peaks, one corresponding to planktonic cells and one corresponding
to aggregates (Fig. 4.14). From these histograms we note that the characteristic
cross-sectional area of aggregates in our images is approximately 29 times greater
than that of single cells - the latter have an average size (in the plane of focus) of
approximately 4.15 µm2 (135 pixels), with aggregates having a size of approximately
121 µm2 (3910 pixels). This gives an estimate of the number of cell volumes contained
in an aggregate volume of ( 121
4.15
)1.5 = 157 cell volumes per aggregate. Assuming a
packing fraction (fraction of aggregate volume that is cells) of about 0.64 - typical
for a close random packing of spheres - yields our rough estimate of approximately
100 cells per aggregate. These histograms also corroborate our claim that the batch-
culture conditions (D = 0 between washout events) result in little or no aggregation.
We next studied the dynamics of aggregate sizes over time. To do this we con-
structed distributions of aggregate area in the plane of focus for non-overlapping 3
hour time windows throughout the time series for all experiments. We then plotted
the average of these distributions as a function of time and found that the aver-
age aggregate size decreased after washout events in all conditions (Fig. 4.15). We
demonstrate that even following the first washout event, aggregates from systems un-
dergoing higher amplitude washout events experience a greater decline in the mean
size of aggregates (Fig. 4.16). These observations strongly support our modeling
assumption that increases in nutrient levels drive aggregate dispersal.
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Figure 4.14: Binned probability histograms of sizes of all objects detected during image segmen-
tation under different experimental conditions over the 9 day experiment window, with logarithmic
bins of object area and each bin normalized by the total number of objects. Two distinct peaks in
the distribution are clear under continuous-culture conditions, corresponding to the most common
size ranges for single cells and aggregates, whereas in a batch experiment no higher mode of the
distribution is observed. We note that to prevent double-counting of bright cells, because the tail
of the distribution of single-cell sizes drops off rapidly by approximately 500 pixels (indicated by
the dashed line), the aggregate image segmentation routine does not detect objects below 500 pixels
in size. As a result, all objects shown here in unshaded regions are classified in abundance time
series as single cells, and the vast majority of objects shown here in shaded regions are classified as
aggregates.
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Figure 4.15: Aggregates decrease in size after washout events. Binned time series (3 hour windows)
of average aggregate sizes across different experimental conditions, showing a rapid decrease in
aggregate size following a washout event, followed by a steady increase, with additional dynamics
present in systems with long washout periods. Shaded regions indicate washout events, and an
average aggregate size of zero indicates the absence of aggregates. Note that the increase in aggregate
size in the ‘batch’-style experiment from between days 5 and 6 correlates to the rise in aggregate
population in that experiment shown in Fig. 4.19(b) and a rise in the observed maximum recovery
rate by optical density as shown in Fig. 4.19(c).
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Figure 4.16: Change in average aggregate size before and after the first washout event in communities
experiencing different washout event amplitudes. We compute the mean size of all aggregates
detected in a six hour window before the first washout event (42 to 48 hours after start of the
experiment) over all communities experiencing a particular washout event amplitude. Second, the
average size of all aggregates in all communities for a given washout event amplitude is computed
in a six hour window beginning three hours after the washout event begins (51 to 57 hours after
the start of the experiment). Using these averages, we compute the fractional change in average
aggregate sizes before and after washout events. Error bars show standard error of the mean. The
increase in dispersal for populations experiencing larger amplitude washout events holds even if we
disaggregate the data by community (data not shown).
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4.6.2 Time series of aggregate abundances
For completeness, we present representative aggregate abundance time series (smoothed
with a rolling average) under 48 h washout periods (at washout durations of 1 h, 1.5 h,
and 2 h) and a 72 h washout period (at a washout duration of 1 h) in Fig. 4.17. Repre-
sentative aggregate abundance time series under 24 h washout periods for all washout
durations are presented in Fig. 4.2(b).
4.7 Recovery rate estimation
Spline fits are used to provide smoothed curves for estimating maximum growth rates
during recovery (Figs. 4.1(c), 4.2(a)). Spline estimates for N(t), the cell abundances
recorded by the microscope as a function of time, were computed as detailed in Section
3.7, with spline estimates performed on raw (not rolling average) single-cell counts.
Cubic splines returned an estimate of the number of single cells per image which we
denote Nˆ(t). We performed these spline fits after each washout event for all of the
data shown in Fig. 4.2. To estimate the instantaneous growth rate we computed
dlnNˆ(t)
dt
.
4.7.1 Measurements of system dynamics by optical density
Our devices also record transmitted light intensity in real time during each experi-
ment using a photodiode and infrared LED pair. These data permit us to measure
abundance dynamics indirectly, and to corroborate our findings of frequency and
amplitude dependent dynamics (Fig. 4.18(a)). However, our optical density mea-
surement is complicated by a varying optical density value for ‘zero’ abundance -
the expected measurement if the vial were filled with water. This value fluctuates
over the course of each experiment, most likely due both to changes in the density of
biofilm on the vial walls and physical disturbance of the vial itself, which can rotate
somewhat freely and is periodically lifted from the system during operation to check
for system failure.
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Figure 4.17: Example per-image abundance dynamics of single-cell populations and aggregates
under washout conditions not shown in Fig. 4.2. Single-cell and aggregate abundances are each
smoothed with a 1 hour rolling average. Shaded regions indicate washout events.
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Figure 4.18: Frequency and amplitude dependent dynamics measured by optical density. (a)
Estimated maximum population growth rates during recovery for 1 h, 1.5 h and 2 h washouts, based
on optical density measurements alone, at different washout frequencies. (b) Representative optical
density time series for one replicate each from experiments with 1 h, 1.5 h, and 2 h washouts, all
with a 24 h washout period. Dashed lines indicate the decaying exponential fits to washout data
used to determine the system ‘zero’ for optical density during the following recovery. Shaded regions
indicate washout events.
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4.7.2 Analysis of optical density data
To calculate the optical density recovery data shown in Fig. 4.18(a), we add an
additional step to the spline-based recovery rate estimation mentioned above. Be-
cause growth during washout events is in general slow following hours of steady-state
growth, we assume an exponential decay of the population during the brief washout
period, and therefore use a decaying exponential fit during each washout to estimate
the ‘zero’ abundance value the photodiode reading is asymptotically approaching
(Fig. 4.18(b)). This ‘zero’ abundance value is subtracted from the recovery imme-
diately following the washout event to generate an adjusted time series that can be
used to estimate recovery growth rates. Splines are then applied to these adjusted
time series to estimate maximum rates of recovery via the same analysis used for
single-cell counts.
This measurement corroborates the central claim of this chapter with a measure-
ment which is completely independent of our image acquisition and analysis, as shown
by the similarity between Fig. 4.18(a) and Fig. 4.2(a).
4.8 Additional experiments
4.8.1 Repeated batch culture experiments
In addition to our standard continuous-culture experiments, consisting of standard
chemostat operation interrupted by periods of rapid washout, we also performed sev-
eral ‘batch’-style experiments. These repeated batch experiments, which can roughly
be interpreted as simulating repeated inoculations from one batch culture to another,
are identical to our standard experiments, but with a basal dilution rate of zero out-
side of the scheduled washout event periods. As aggregates do not typically form in
our systems in when D = 0 (batch culture conditions) (Fig. 4.12(a)), we view these
experiments as a test on the role of cell aggregates and the history-dependent recov-
ery dynamics we observe when D > 0 between washout events. However, cells are
too dim in these conditions for our image segmentation to reliably detect during all
stages of growth. Because we found optical density recovery dynamics (Fig. 4.18(a))
displayed the same trends as single-cell abundance recovery dynamics (Fig. 4.2(a)),
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Figure 4.19: Batch-style experiment show no frequency or amplitude dependence. (a) Optical
density time series of ‘batch’-style experiments (D = 0 between washout events). Shaded regions
indicate washout events. (b) Cell aggregate abundance (per image) time series, as determined by
standard image processing. As the camera exposure time was increased substantially for these
experiments, the brightness threshold for detection of aggregates was slightly increased to filter out
uncommonly bright single cells. We note the eventual appearance of aggregates in the 2 h washout
condition, correlated with a size increase in detected aggregates as shown in Fig. 4.15. (c) Maximum
optical density recovery rates based on data shown in (a). We note that these do not show the strong
frequency-dependence and amplitude-dependence of our continuous-culture experiments, shown in
Fig. 4.18(a) and Fig. 4.2(a), but that the recovery rate does eventually begin to increase in the 2 h
washout condition, correlating in time with the appearance of aggregates.
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Figure 4.20: High frequency abundance dynamics. (a) Maximum recovery rates from 1 h washout
experiments, with high-frequency 12 h washout period included. (b) Single-cell and aggregate abun-
dance (per image) time series, each smoothed with a 1 hour rolling average, from a 12 h washout
period replicate. Shaded regions indicate washout events. Fast recovery washouts are maintained
despite the low abundance of detected cell aggregates.
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Figure 4.21: Simulations do not capture maximum per-hour recovery rate dynamics expected from
experiment (Fig. 4.20(a)) in high frequency 12 h washout schedule with 1 h washout duration.
we instead relied on optical density measurements to analyze these ‘batch’-style ex-
periments, which were carried out with 1 h and 2 h washout events at a 24 h washout
period, and 1 h washout events at a 48 h washout period (Fig. 4.19(a)).
Unlike our standard continuous-culture experiments, the expected frequency- and
amplitude-dependence in recovery dynamics are essentially absent, except in the 2 h
washout condition (Fig. 4.19(c)), where a fast recovery appears to correlate to the
eventual arrival of aggregates in the system after 5 days (Fig. 4.19(b)).
These results show that the presence of aggregates are a necessary condition for
the observation of fast recovery rates. They also suggest that higher average dilution
rates drive aggregation, since we observe the formation of aggregates at late times in
the 2 h condition. Our model does not include this phenomenon.
4.8.2 High frequency washout events: 12 hour data
We also carried out a high-frequency washout continuous-culture experiment, with
1 h washouts every 12 h, chosen to be roughly the same amount of time it takes one
of our continuous-culture populations to fully recover following a 1 h washout event.
Our preliminary work (detailed in Chapter 3) indicates the appearance of aggregates
following a washout event is correlated to the onset of slow growth occurring when the
population of single-cells nears maximum density. Consistent with this, the aggregate
abundances we detect fail to reach appreciable levels during the 9-day experimental
window, as the appearance of cell aggregates is also immediately cut off by the next
washout event (Fig. 4.20(b)). However, the systems still maintain a fast growth rate
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during recovery (Fig. 4.20(a)), possibly due to sources of aggregation not visible to
our microscope, e.g. wall growth. Our model cannot capture the dynamics at these
very high frequencies (Fig. 4.21) for the simple reason that there is insufficient time
for aggregates to form when washout events occur at high frequency. One possible
reason for this discrepancy is that high frequency washout events may drive more
substantial and rapid adhesion to the culture vessel itself (e.g., decrease ρ). At
present we cannot quantitatively test this conjecture.
4.9 Model parameters
Here we recapitulate the model presented in the Section. 4.3 and provide motivation
for the parameter values chosen in the numerical simulation presented in Fig. 4.3.
The model is as follows:
N˙ = µ(S)N −DN − α1(1− f(S))N + α2 Q
1 +Q
f(S)AYNA, (4.4)
A˙ = α1(1− f(S)) N
YNA
− α2 Q
1 +Q
f(S)A− ρDA, (4.5)
S˙ = (Sr − S)D − µ(S)
y
N, (4.6)
Q˙ =
aQ S ≥ Sc−bQ S < Sc , (4.7)
f(S) =
0 S ≤ SthS−Sth
Sr−Sth S > Sth
, (4.8)
µ(S) =
µmS
K + S
. (4.9)
N is the abundance of planktonic cells, A is the abundance of aggregated or adher-
ent cells, S is the substrate (glucose) concentration, YNA is the number of cells per
aggregate, D is the dilution rate of the continuous-culture device, α1 is the rate of
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formation of aggregates, α2 is the rate of dispersal of aggregates, 0 ≤ ρ ≤ 1 simu-
lates the role of adherent populations not washed out of the system, y is the yield of
bacteria on the substrate, Sc and Sth are parameters.
Note that in the simulation we set y = 1 and Sr = 100 without loss of generality.
Experimentally, Sr = 2.2mM which yields a maximum cell density of approximately
5× 108 cells/mL. We perform simulations over a range of Sc, Sth, and ρ to test the
sensitivity of our conclusions to these unknown parameters. The results are shown in
Fig. 4.22. We find little sensitivity of our conclusions to changes in Sc and Sth, but
stronger sensitivity to the value of ρ.
Below we present the value of each parameter used in the simulation and a justi-
fication.
Parameter value justification
µm 0.3 h
−1 [19]
K 45 µM [78]
α1 0.04 h
−1 inferred
α2 0.125 h
−1 see below
YNA 100 cells/aggregate Fig. 4.14
a 0.07 h−1 see below
b 0.0275 h−1 see below
Sc 0.22 mM see below
Sth 1.5 mM see below
ρ 0.1 see below
Table 4.1: Model parameter values
4.9.1 Bounds on α1 and α2
Direct measurement of aggregation/adherence and dispersal rates in our experiment
is not possible. However, from general considerations we can place some bounds on
what these rates (α1 and α2) should be. We begin by considering the limit where
S << Sth. In this case, growth is slow and the equations describing N and A become
N˙ = µ(S)N − (D + α1)N, (4.10)
A˙ = α1
N
YNA
− ρDA. (4.11)
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Aggregation then acts to increase the effective planktonic dilution rate by α1. This
reduces the steady state abundance of planktonic cells in the system (N∗), which is
a declining function of D. Experimentally we observe a decline in the planktonic
abundances as the aggregation process proceeds after a washout event (for example,
see Fig. 4.1 and Fig. 4.12(b)). This decline is on the order of 20 % of the maximum
planktonic abundances we observe. By simulating the S << Sth limit we find that
for D = 0.08 h−1, α1 = 0.04 h−1 results in a roughly 20 % decline in steady state
planktonic abundances due to aggregation. We therefore fix α1 to 0.04 h
−1 for all
simulations presented here (Table 4.1).
Next we consider the limit where f(S) = 1 (S → Sr) and ask how big an effect on
the planktonic population growth rate the dispersal of A can have. To estimate this
we consider the case where f(S) = 1 and Q >> 1:
N˙ = µmN −DN + α2AYNA. (4.12)
Rewriting the density of the A population by NA = AYNA and dividing through by
N we get
dln(N)
dt
= µm −D + α2NA
N
. (4.13)
For dispersal to have an appreciable impact on the planktonic population growth
rate we require that µ(S) ≈ α2NAN which requires either an A population which
dramatically exceeds N or a dispersal rate that is of the same order as µm. From our
measurement of the aggregate densities (Fig. 4.1) and the average size of aggregates
(Fig. 4.14) we assume that the ratio NA
N
is of order 1 to 10, which suggests that
the dispersal rate must be of order µm. We choose a value for this parameter which
satisfies this constraint (Table 4.1).
4.9.2 Values of Sc and Sth
Sth sets the substrate level controlling dispersal. We note that neither of these pa-
rameters are known. However, we do know that aggregation appears to increase
substantially as growth rates slow during a recovery (see Chapter 3). Further, given
the amplitude dependence of the recovery rate we observe in experiment (Fig. 4.2(a))
the dispersal rate of A should be sensitive to the substrate concentration in the neigh-
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Figure 4.22: Simulations of maximum per-hour recovery rates with variable parameters. Three
parameters were systematically varied to determine the sensitivity of our conclusions to chosen
parameter values. Each row corresponds to a different parameter: Sc (top), Sth (middle), ρ (bottom).
Each column corresponds to a washout event duration: 1 h (left), 1.5 h (middle) and 2 h (right).
Within each panel blue traces correspond to a 24 h washout event schedule and green traces to a
48 h washout event schedule. Different symbols (, ◦ etc) correspond to different parameter values
as denoted by the legends in the left column. Green and blue traces with the same symbols are
simulations with the same value of the relevant parameter. For example, in the lower right panel
the blue and green traces plotted with ◦ are 24 and 48 hour conditions with ρ = 0.05. The values
of Sth and Sc should be considered relative to the reservoir glucose concentration, Sr = 2.2mM.
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borhood of 2 mM. Within these constraints we find that a wide range of values for
Sth recapitulate our observations (Fig. 4.22).
Although the processes regulating biofilm maturation in E. coli are complex, gene
expression levels suggests the presence of effectively starved, stationary-phase cells
may be necessary for biofilm maturation, and that penetration of nutrients into
biofilms may directly hinder their formation [40]. For our model, we extend this
idea to external substrate levels - assuming the amount of substrate penetrating into
biofilms rises in proportion to rising external substrate levels - through the parameter
Sc, which explicitly sets the substrate level at which the maturation process proceeds
(or degrades). Sc is chosen to be substantially smaller than Sth as it is assumed
to directly relate to nutrient limitation, but a similarly wide range of values of Sc
reproduce our results (Fig. 4.22).
4.9.3 Value of ρ
In our model ρ is a proxy for the reduced effect of dilution on aggregated cells due to
adherence to the wall; ρ = 1 would indicate a fully free-floating aggregate population,
and ρ = 0 would indicate an entirely adherent population. While we cannot measure
ρ directly, simulations over a range of values show that our results are sensitive to
the choice of ρ (Fig. 4.22). We note that at ρ ≈ 1 we fail to observe the strong
amplitude and frequency dependence in simulation that we observed in experiment,
and therefore conclude that some adherent populations are necessary to account for
our results. Past this, ρ was chosen as a free parameter; however, as discussed
above, our model cannot capture the experimental dynamics at very high frequencies
(Fig. 4.21), which may imply a decrease in ρ (increased adherence) in rapid washout
conditions.
4.9.4 Dynamics of Q: rates a and b
In our model of abundance dynamics the frequency dependence results from a de-
clining rate of dispersal for the A population as the duration of famine increases.
This process - biofilm maturation - is described by the variable Q. When Q is small
(long periods of S < Sc) the dispersal rate is proportional to Q. Conversely, when
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Q is large, dispersal is independent of this internal variable. The dynamics of Q are
assumed to be autocatalytic (see Section 4.3) with rates a and b. In the 72 hour
condition long periods of famine result in small Q and limited dispersal and there-
fore slow recoveries. In the 24 hour condition we observe fast recoveries driven by A
dispersal because Q >> 1. Therefore, we set the values of a and b in our simulation
(Table 4.1) such that Q < 1 for a 72 hour cycle and Q >> 1 for a 24 hour cycle.
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Chapter 5
Multi-species dynamics in complex
phototroph-heterotroph
communities
This chapter contains descriptions of unpublished work by Kaumudi Prabhakara,
Harry Mickalide, Jason Merritt and Seppe Kuehn.
This work was partially supported by the Center for the Physics of Living Cells,
the National Science Foundation Physics Frontier Center (PHY 0822613 and PHY
1430124), the Carl R. Woese Institute for Genomic Biology, and the Department of
Physics at the University of Illinois at Urbana-Champaign.
Contributions and Acknowledgements: Seppe Kuehn and Kaumudi Prabhakara
conceived the direction for future research. Kaumudi Prabhakara contributed ma-
terial and writing to the introduction of this chapter. Harry Mickalide developed
the schematics and designs for the continuous-culture device adaptations made to
enable growth of photosynthetic organisms. Kaumudi Prabhakara and Jason Merritt
designed and tested the microscope adaptations for two-color imaging with multi-
ple species. Jason Merritt developed the new software and performed machining
and construction of system adaptations. YFP -fluorescent bacterial strain referenced
was received from Suckjoon Jun’s lab. Algal strain referenced was received from the
UTEX Culture Collection of Algae.
5.1 Introduction
Recently, it has been found that communities in similar environments differ in their
taxonomic composition, but are similar in their metagenome – the genetic material of
the entire community [82,83]. Analysis of these ecosystems revealed that although the
populations and identities of the species and families present in similar environments
were diverse, the functional capabilities of the communities - such as fermentation,
nitrogen fixation, and respiration - were conserved in similar environments, although
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information about these capabilities could only be inferred from genetics. We seek
to understand whether taxonomically diverse but metagenomically similar commu-
nities also exhibit similar dynamics. While the relation between the structure and
dynamics of communities has been the subject of many studies, these have resulted
in contradictory conclusions; while some works [84, 85] find that the structure and
dynamics of the communities in similar environments are variable despite the net
function being stable, Tyson et al. [86] find both deterministic dynamics and similar
function in different communities. The continuous-culture devices built in our lab are
ideal tools to investigate these questions in ecosystems.
In the future, our lab will isolate samples from natural environments such as soils
or lakes. Some isolated species may be naturally fluorescent, which could be used to
trace their dynamics in our systems. We can also insert additional fluorescent species
such as naturally fluorescent algae and YFP -labelled E. coli and trace their dynamics
along with that of the isolates. After perturbing the communities via the automatic
addition of chemicals, such as excess nitrogen or phosphorous, the response of the
system can be efficiently studied by imaging the tracer species’ response. Samples
collected from our systems can be further analyzed to check for chemical consump-
tion, providing a quantitative measure of the community function - ability to degrade
nitrogen and phosphorous - that does not rely on genomic data. In this chapter, we
briefly present preliminary work in adapting our systems to carry out experiments
measuring simultaneous population dynamics in YFP -labeled E. coli - which is signif-
icantly brighter than our dTomato-labeled strain - and chlorophyll-containing algae,
which can be measured with the same excitation source.
5.2 Strains
Before we begin collecting natural isolates, our prototype systems will be propagating
organisms other than the dTomato-labeled strains of E. coli used in the experiments
presented in previous chapters. By using cells expressing YFP rather than dTomato,
it is possible to simultaneously excite fluorescent protein in bacterial cells and chloro-
phyll in photosynthetic organisms with cyan light, obviating the need for complex
designs with moving parts. For testing our systems, we use the YFP -labeled SJ102
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Figure 5.1: 3D-printed part for system photosynthetic growth adaptation. Circular cutout and
channel in bottom provide room for LED and path for wiring. Square cutout provides room for
thin transparent acrylic strip to support culture vial. Inner holes match hole spacing on bottom of
machined holder part (see Fig. A.1); outer holes are not used in this design.
strain of E. coli, received from SuckJoon Jun’s lab, and the UTEX2244 strain of
the alga Chlamydomonas reinhardtii, received from the UTEX Culture Collection of
Algae.
5.3 Adaptations for photosynthetic growth
A design already used in our lab for growing photosynthetic organisms in culture
propagation devices similar to the continuous-culture devices described in this work
was adapted for integration into our systems. Key features of this design include
the addition of a CREEXPE2-740-1 white LED for growth of fluorescent organisms
(mounting modification described in Appendix A), driven by a newly added on-wire
350 mA BuckPuck LED driver with a connection to the LabJack for dimming (Fig.
B.3). A custom 3D-printed part (produced by Illinois MakerLab), shown in Fig. 5.1
and visible mounted in Fig. 2.2, is used to allow the the LED to illuminate the culture
vial from below, with space for insertion of a slip of transparent acrylic to support the
vial and a CL211 ND 0.9 neutral density filter sheet to further dim the high-power
LED output.
5.4 Adaptations for two-color imaging
After exciting our YFP -labeled E. coli and algae with the same cyan light source,
we can image them separately using two cameras behind different optics allowing for
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Figure 5.2: Images from two-color microscope design. a) Reflected 20x images of YFP -labeled E.
coli using a 2 mm dichroic mirror, showing only minor aberration. b) Transmitted 10x images of
chlorophyll signal of C. reinhardtii.
different image magnifications. To this end, we replaced our fluorescence illumination
source with a ThorLabs M505D2 505 nm high-power LED, and our dTomato filter
set with a Chroma 39003 YFP filter set, and added a AC254-100-A-ML achromatic
doublet for imaging algae at a lower (10x) magnification.
By splitting the sample emission spectrum just above the range of the YFP emis-
sion filter (AT540/30m), it is possible to split most of the significantly brighter chloro-
phyll emission spectrum away from the YFP camera. The T565lpxr dichroic mirrors
from our dTomato filter sets split at 565 nm and were therefore added to the micro-
scope using a custom part to mount two ThorLabs CM1-DCH filter cubes in sequence
(Fig. A.4(e)). However, dramatic aberration in the reflected (YFP -fluorescent E.
coli) image resulting from curvature in the dichroic surface necessitates the replace-
ment of existing mirrors with Chroma 2 mm UF (‘ultra-flat’) variants meeting a <0.5
wavelengths/inch curvature specification (see Fig. 5.2 for representative images, and
Fig. 5.3 for microscope design).
Finally, camera control code was updated with the optional capacity to reference
cameras by serial number, enabling image capture from multiple cameras attached to
the same computer for multi-color fluorescent imaging in the same experiment. To
ensure system ease of use for future experimenters, a Python (TkInter) GUI was added
to allow direct component control of continuous-culture devices, and all FlyCapture
SDK C camera control code was ported to the PyCapture (Python) SDK.
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Figure 5.3: Chlorophyll/YFP epifluorescence microscope (functional prototype). Excita-
tion/objective design is identical to that of original microscope design, Fig. 2.4. Bacterial (YFP)
imaging path is identical to that of original design, rotated vertically to receive YFP signal, split
from chlorophyll signal by ultra-flat dichroic mirror connected to setup with custom machined part
(Fig. A.4(e)). Achromatic doublet with shorter focal length (f = 100 mm) permits lower magnifica-
tion at detector of added algae camera. Bacterial imaging path design physically blocks excitation
light from reaching algae camera.
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Appendix A
Machined parts
Because the continuous-culture device and microscope used in our experiments were
custom-designed, many structural elements had to be custom-machined for our needs.
The bulk of the structural elements constituting the continuous-culture device itself
were manufactured by the CNC machining service eMachineShop. These include:
• The custom “holder” part (Fig. A.1), which houses the culture vial and basic
measurement equipment, including the temperature probe used for temperature
control and the IR LED and photodiode used for density measurements. The
holder itself is also the direct object of the temperature control used in the
experiments, with thermal contact to the culture vial increased by adding strips
of copper tape to the vial hole (visible in Fig. 2.2) for a tighter fit.
• The custom “connector” part (Fig. A.2), which is used to mount the peltier
heat pump used for temperature control to the holder, and which connects to a
large heat sink at the other end. The length of this part is set by the distance
from the holder to fans mounted to the optical table, which requires projecting
some distance past the edge of the stir plates.
• The custom “plate” part (Fig. A.3), which provides support for the otherwise
unbalanced holder-connector system and mounts directly to the optical table.
After centering the stir plate, screwing the plate down on top also helps clamp
the stir plate into plate. Later modifications to this part (described in the figure
caption and highlighted in Fig. 2.2(c)) allow for direct mounting of the inflow
and outflow peristaltic pumps, and easier measurement of the stir plate rpm
with a Hall probe.
We machined a number of additional parts ourselves, primarily for the microscope.
These include the parts shown in Fig. A.4 (see caption for detailed descriptions) and
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Figure A.1: Custom “holder” machined part manufactured by eMachineShop. Holder houses vial
houses Chemglass CG-4902-08 40 mL vial containing bacterial culture, with 1/2”-13 mounting holes
for measurement components in the sides. Temperature control is achieved using a Peltier heat pump
mounted on the back and a temperature probe mounted in a 1/2”-13 nylon screw in thermal contact
with the holder mounted in front. Side 1/2”-13 mounting holes allow attachment of a matched IR
LED-photodiode pair for optical density measurement. 6/32 holes at bottom mount to machined
“plate” part.
the thin capillary insert whose design is outlined in Appendix D. Most of these parts
are for mounting equipment, but the T-slotted aluminum extrusions stabilize imaging
by damping vibrations in the flexible tubes leading to the microscope.
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Figure A.2: Custom “connector” machined part manufactured by eMachineShop. Connector func-
tions as a heat conductor from one side of a Peltier heat pump to a Wakefield-Vette 401A heat sink
affixed via 10-24 holes at the end. Through-holes at base allow connecting to the machined ”holder”
part housing the vial, with the Peltier element held between the two by compression.
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Figure A.3: Custom “plate” machined part manufactured by eMachineShop. Counterbored holes at
center allow mounting custom “holder” part at top, and 8-32 clearance holes on sides allow mounting
plate over stir plate onto optical table using optical posts. Later modifications to this part include
increasing counterbore depth to the 0.15” measurement shown in the figure, and additional features
circled in Fig. 2.2, which include mounting holes for peristaltic pumps matching the pattern shown
in Fig. A.4(c), and a 3/16” trench milled through to the center to enable fast measurement of stir
plate rpm with a Hall probe. Two tapped 6-32 holes were additionally added at center 13/16” apart
to allow mounting a white LED for photosynthetic organisms.
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Figure A.4: Various custom structural machined parts. (a) Capillary block. Two tapped 4-40 holes
added to a Thorlabs CP02T cage plate allow mounting capillary inserts in front of the microscope
objective. Milled trench for tubing attached to capillary insert allows capillary insert to lay fully
flat. (b) LED mount. Two 1-64 clearance holes drilled into a Thorlabs CP01 plate allow mounting
the high-power microscope color LED. (c) Optical table pump mount. 1/4”-20 through hole allows
mount to attach to inverted optical post, and M4 clearance holes enable mounting of Watson-Marlow
400F/A pump. Suspending this pump above the optical table is necessary to reduce dead volume
of microscope lines. (d) T-slotted aluminum extrusions function as support for microscope lines, as
shown in (f). Without this part, vibrations in unsupported microscope lines prevent reliable imaging.
Due to the complex geometry of T-slotted extrusions, cut edges must be deburred carefully to prevent
cutting into microscope lines. (e) Dichroic cube connector. Not part of original microscope design;
added later to allow directly mounting two separate Thorlabs CM1-DCH dichroic cage cubes for
simultaneous imaging of algae and bacteria. #2 drill holes are structurally unimportant, but allow
dichroic mirrors to be unscrewed and replaced without disassembling microscope. (f) Image showing
proper use of T-slotted aluminum extrusions from (d), leading from continuous-culture device to
pump mounted on machined part shown in (c) and capillary block shown in (a).
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Appendix B
Electronics box schematics
A custom electronics box was designed to house the electronics used to control each
continuous-culture device. The electronics box itself was cut out of 4.5 mm acrylic
(Fig. B.1) by the laser cutting company Ponoko, with mounting tabs tapped by hand
and epoxied in place to allow the sides to be connected with screws. The electronics
box holds five main components:
• A LabJack U3-LV DAQ device for control of other circuitry and internal parts,
with attached CB15 terminal board for additional outputs.
• A custom circuit board (Fig. B.6) which contains the circuits used for temper-
ature control, OD measurement, and the microscope LED driver. The motor
driver controlling the Peltier heat pump also mounts directly to this part.
• A low-cost 8 channel relay module, controlled by the LabJack, for switching
pumps and LEDs on and off. Our modules were Kootek-branded, but use a
design common to many other companies (e.g. SainSmart, JBtek). Although
the electronics box design includes optional mounts for an additional module,
only one relay module was used in the experiments.
• A high-current VDRS-100-12 12 V power supply which powers most of the basic
parts used in the continuous-culture device, including the peltier heat pump,
fans, pumps, and high-power LEDs. To work properly with the LabJack-driven
motor driver, the power supply output must be manually grounded by connecting
ground to the low voltage output.
• A low-current LS25-12 12 V power supply totally isolated from all other com-
ponents to provide a stable voltage to the IR LED used for optical density
measurement. This power supply output is also manually grounded in our de-
sign.
91
BACK
TOP
FRONTSIDE A
SIDE B
BOTTOM
MULTI-CONNECTOR CUTOUTS
BANANA PLUG CUTOUTS
WALL POWER CUTOUT
USB CUTOUT
MOUNTING TAB HOLE CUTOUTS
DIN RAIL MOUNTING HOLE
DIN RAIL CUTOUT
MOUNTING TAB FEET CUTOUTS
MOUNTING TABS
CIRCUIT 
BOARD
LABJACK
   AND
  CB15
POWER 
SUPPLY
POWER 
SUPPLY
  RELAY
MODULE
  RELAY
MODULE
8-32 tapped holes
1
3
.3
5
4
"
15.354"
15.354"
4
.3
5
4
"
4
"
13"
Figure B.1: Electronics box laser cutting schematics. Basic layout of components inside electronics
box presented at top left, missing an on-wire LED driver added to the system as a modification
for enabling growth of photosynthetic organisms. The top right relay module mounting holes are
optional and unused in the electronics boxes used in experiment. Laser cut parts produced by
Ponoko in 4.5 mm acrylic sheets.
Because the internals of the electronics box are fairly complex (Fig. 2.3), we
provide separate schematics for the primary internal circuits: pump control (Fig.
B.3), high-power LED control (Fig. B.3), optical density measurement (Fig. B.4),
and temperature control (Fig. B.5). We also present a diagram of the custom circuit
board used in the experiment (Fig. B.6).
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Figure B.2: Schematic for fan and pump wiring inside electronics box. Fans are always on, pumps
are switched via LabJack signals to relay modules.
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Figure B.3: Schematic for LED power inside electronics box. Both LEDs are controlled by relay
module. Microscope LED operates at constant brightness through LED driver mounted on circuit
board; “algae LED” for photosynthetic organisms uses on-wire LED driver with dimming controlled
by analog output from LabJack.
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Figure B.4: Schematic for optical density measurement wiring inside electronics box. IR LED is
switched through relay module, and a simple circuit allows measuring output voltage from photo-
diode.
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Figure B.5: Schematic for temperature control wiring inside electronics box. LabJack signals to
motor driver control direction of Peltier heat pump, with PWM signal controlling Peltier duty
cycle. The difference between the output of a voltage divider and the reading from a temperature
probe is amplified to obtain an accurate temperature measurement from the continuous-culture
device.
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Figure B.6: Continuous-culture device custom circuit board. Left: final revision of circuit board
schematic, with minor changes including improved hole arrangement and added holes for mounting
voltage divider resistors in parallel. Right: actual circuit board appearance as used in experiments.
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Appendix C
Custom caps and tube elements
C.1 3D-printed vial caps
To connect the various tubing needed to flow liquid in and out of the culture vial in a
continuous-culture experiment, we designed a custom vial cap (Fig. C.1(a)) and had
it 3D-printed in autoclavable Nylon 12 PA by Stratasys. The cap itself is designed
to support up to 7 rigid ∼1.6 mm OD PEEK tubing connections, and the cap holes
have a nominal 2 mm inner diameter, but imprecision in the 3D-printing process often
results in holes too small for the PEEK tubing to be inserted. In these cases, a thin
metal implement (such as a needle or pin) is used to scrape material off the inner
surface of the holes until the PEEK tubing can fit. PEEK tubing is affixed with to
the cap with OD2002 epoxy from Epoxy Technology, with 730 epoxy used to cover
unused holes. Both epoxies are cured at 121 ◦C to avoid exposing the 3D-printed cap
to higher temperatures than it would experience in the autoclave. As shown in Fig.
C.1(c), the PEEK tubing sticking out the top of the cap can be directly connected
to 1 mm ID silicone tubing, and as shown in Fig. C.1(d), the 3D-printed cap can be
mounted on our culture vials with a Chemglass CG-4910-04 open top screw cap. The
five PEEK tubing connections used in our experiments (shown in Fig. C.1(b)) are
cut with a specialized PEEK tubing cutter producing flat edges, and have lengths,
inner diameters and functions as follows:
• A 0.04” ID PEEK tubing section extending ∼3/8” into the vial, providing an
tube hooked up to an autoclavable 0.1 µm filter for gas exchange.
• A 0.04” ID PEEK tubing section extending ∼21
8
”into the vial for liquid outflow
to the waste bottle. This section sets the liquid level in the water; as the only
way for liquid to leave the vial, the culture level cannot drop below it, and as
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Figure C.1: Autoclavable 3D-printed Nylon 12 PA vial cap. (a) Vial cap specifications sent to
Stratasys. (b) Vial cap supports 1.6 mm (1/16”) OD PEEK tubing descending into culture vial.
(c) Flexible 1 mm ID silicone tubing attaches directly to PEEK tubing on cap top. (d) Chemglass
CG-4910-04 open top screw caps mount 3D printed cap to 40 mL CG-4902-08 culture vials.
long as the output pump removes any excess liquid, the culture level cannot rise
above it. As a result, the actual length for this segment is set by using a scale
to add 20 mL of water to a vial and lowering the PEEK tubing until it touches
the surface of the liquid.
• A 0.03” ID PEEK tubing section extending ∼1/4” into the vial, for liquid inflow
of fresh growth medium. To reduce the risk of contamination, this connection
terminates highest and is located at the center (farthest from the culture vial
walls).
• A 0.03” ID peek tubing section extending ∼2 5
16
” into the vial. This tube al-
ways terminates below the liquid level, and is used to sample culture into the
microscope line.
• A 0.03” ID peek tubing section extending ∼7/8” into the vial, for returning
culture to the system as it exits the microscope line.
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C.2 Media bottle caps
Special custom media bottle caps are used to connect tubes to and from the 1 L media
bottles used for media input to and waste output from our culture vials. The input cap
uses rigid PEEK tubing of length matched to the 1 L media bottles and connected with
OD2002 and 730 epoxy from Epoxy Technology, and the output cap directly affixes
flexible 1 mm silicone tubing with Red Devil heat-resistant silicone to optionally allow
for culture sampling with a syringe. Culture sampling was performed rarely in our
experiments, typically only for plating experiments, and was carried out by manually
activating the output pump (by briefly connecting the output pumps plugs to the
always-on fan outputs) to nearly empty the output line (placing the freshest culture
nearest to the output cap), affixing a syringe to a female Luer attached to the silicone
tubing, opening the output pump to release the pressure holding liquid in the line
in place, and extending the syringe to draw in the culture sample before closing the
output pump and returning the fan and pump wiring to normal.
C.3 Tube elements
The Watson-Marlow 400F/A pumps used in our experiments operate at a fixed rate of
26 rpm, but are capable of achieving different flow rates via the use of different “tube
elements.” Tube elements are small sections of tubing, held in place via attached luers
or stoppers, inserted into the pump and acted on by the peristaltic rollers. Because
tube elements are under a great deal of stress and the part of our continous-culture
systems most prone to failure they must be replaced on a semi-regular basis to avoid
leaks and experiment failure. Unfortunately, manufacturer-produced tube elements
are expensive and very few kinds of tubing are suitable for use as tube elements
in 400F/A pumps. To avoid the expense of repeatedly purchasing individual tube
elements, we developed a protocol to make new tube elements ourselves (Fig. C.3).
• Inflow tube elements determine the overall dilution rate of the system. 5 cm
sections of Universal Biologicals 070497-10-F tubing (1.02 mm ID, 2.72 mm OD)
are suitable for use as tube elements in our systems, with resulting flow rates
of approximately 0.81 mL min−1 under constant pump operation. To lock the
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Figure C.2: Custom media bottle caps. (a) Custom media bottle caps consist of two tubes passing
through machined holes, one for liquid flow and one attached to a 0.1 µm autoclavable filter for gas
exchange. Input/media caps consist of rigid PEEK tubing attached to silicone tubes with Epoxy
Technology OD2002 epoxy, secured to the cap itself with 730 epoxy. Output/waste caps use Red
Devil heat-resistant silicone. (b) Input bottle caps use rigid internal PEEK tubing to reach the
bottom of 1 L media bottles. (c) Internal PEEK tubing is notched at the end to prevent suction
onto bottle surfaces. (d) Output bottle caps have short flexible internal silicone tubing, which can
be attached to a female Luer to allow sterile sampling mid-experiment with a syringe.
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tube elements in place we use the original plastic components supplied to us
by Watson-Marlow, which connect to 2 mm ID tubing, requiring the use of a
Luer lock to connect back to our standard silicone tubing. This is in part to
make different tube elements distinguishable immediately on visual inspection,
but the Watson-Marlow component uses an identical barb style to our standard
Nordson Medical 500 series 1/16” tubing luer barbs (as used on our outflow tube
elements) and can be easily replaced.
• Outflow tube elements were originally identical to inflow tube elements, with
volume control handled by having output pumps run longer every minute and
by having systematically faster pumps handling output. However, we found that
after several years, under extreme circumstances, outflow pumps could rarely
pass less volume per minute than inflow pumps, so we switched to larger ID
tubing for our tube elements. 5 cm sections of Universal Biologicals 070497-
13-F tubing (1.42 mm ID, 3.12 mm ID) - the largest tubing appropriate for use
in our pumps - theoretically pass nearly twice the volume per minute as our
inflow tube elements, and can be attached to our systems using Luer locks with
Nordson Medical 500 series 1/16” tubing barbs.
• Microscope tube elements must run substantially slower than other tube ele-
ments to avoid over-pressurizing the tube leading to the capillary, which is small
enough to strongly resist the flow of liquid. An additional concern is that Luer
locks are not suitable for attaching to microscope tube elements, as they add
substantial dead volume to the line - resulting in slower measurements. As a re-
sult, we can use Universal Biologicals 070497-08-F tubing (0.76 mm ID, 2.46 mm
OD) - which theoretically passes roughly half the volume per minute as our in-
flow tube elements - combined with low-dead-volume Nordson Medical AA-6005
“straight-through” fittings for tube elements. However, the longer Nordson Med-
ical classic series barbs on these fittings slightly interfere with pump operation,
requiring these tube elements be cut to a slightly longer 5.5 cm.
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Figure C.3: Custom tube element design. (a) Inflow tube element (1.02 mm ID tubing). (b) Outflow
tube element (1.42 mm ID tubing). (c) Microscope pump tube element (0.76 mm ID tubing).
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Appendix D
Capillary insert design
The design and careful construction of the unique capillary inserts we use is extremely
important to our overall experimental design. PDMS microfluidic devices suffer from
aging effects and tend to quickly delaminate from glass under the high pressures
used in our experiments, and other potentially suitable microfluidic designs (such as
clamped glass microfluidic devices) are costly and difficult to produce. In contrast,
our capillary inserts are cheap, simple to make, can be repeatedly bleached, washed,
and autoclaved for re-use without noticeable aging or degradation, and typically last
for years before needing to be replaced. As a result we present a detailed protocol
for the design and construction of these capillaries.
Our complete capillary system uses VitroCom 5015 rectangular glass capillaries
(nominal 1 x 0.05 mm internal dimensions), 1 mm ID silicone tubes, 6062K1 black-
anodized 2” x 0.04” aluminum stock, a ThorLabs CP02T cage mount (“capillary
block”) with custom machining to mount the capillary inserts, and OD2002 and 730
epoxy from Epoxy Technology. The basic capillary insert structural element (Fig.
D.1(a), shaded part) is produced by the following protocol:
1. The 6062K1 aluminum stock is cut into ∼11/16” strips on a bandsaw, and the
edges of each strip are filed down.
2. A 3/16” trench is milled through the strip, with the mill traveling a minimum
1.5” distance. Although the hole spacing on the capillary block only mandates a
∼1.3”-length trench, the additional length reduces the accuracy needed to later
mount the capillary. Note that tightening the clamp too far can cause the part
to snap, and during milling the thin 6062K1 stock nearly always suffers from
some amount of small buckling.
3. Both the outside and inside edges must be carefully filed down to remove any
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burrs. The edges must be particularly smooth near the center of the milled
trench, where the capillary attaches; even tiny raised burrs can tilt the capillary,
making it useless for imaging, or in the worst case actually cut through the
0.05 mm capillary wall.
4. The part is put into a steel clamp and flattened to ameliorate the buckling that
occurs during milling.
5. Using a ruler and diamond scribe, a thin line is etched across the black-anodized
surface over the center of the trench, as shown and explained in Fig. D.1(a).
This serves as a guide for attaching the capillary, as shown in Fig. D.1(b).
With the capillary insert plate machined, the capillary itself is produced and at-
tached as follows:
1. VitroCom 5015 capillaries are cut into 1” lengths as shown in Fig. D.1(a) (the
nominal 50 mm 5015 stock length can be cut in half to produce two capillaries
suitable for use). Attempting to the cut the capillary directly will cause it to
shatter; instead, we use a diamond scribe to carefully and gently etch a thin
notch across the capillary at the 1” mark. Wetting the notch with a drop of
water and bending the capillary away from it will cause it to cleanly cleave in
two.
2. The capillary is centered on the guide notched in the capillary insert plate.
OD2002 epoxy from Epoxy Technology is mixed (1:20 mass ratio between com-
ponents A and B), and gently spread over the top of the capillary - carefully
avoiding touching the capillary itself with whatever implement is used to spread
the epoxy - on both sides of the trench in thin strips. As shown in the picture in
Fig. D.1(b), this layer of epoxy must be spread out until it is very thin. The ac-
tual epoxy layer thickness cannot typically be measured, but must be ∼0.6 mm
at most because the working distance of our microscope objective is 0.7 mm and
the capillary walls are themselves ∼0.05 mm thick. Epoxy should not actually
reach the edges of the capillary insert plate, because it will spread outwards over
the imaging volume if too close to the inner edges, and tends to complicate later
steps if too close to the outer edges. After applying the epoxy, the capillary
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Figure D.1: Capillary insert design. (a) Capillary mounting components, including capillary block
(Fig. A.4(a)), black anodized capillary insert, and the capillary itself. Milled trench through capil-
lary insert intentionally off-center of insert to show relevant center line is center of trench. (b) In the
first capillary assembly step, capillary is laid over center line and affixed with very thin (<0.6 mm)
layer of Epoxy Technology OD2002 epoxy. (c) In the second capillary assembly step, small amounts
of additional OD2002 epoxy are used to affix 1 mm ID silicone tubing to capillary ends. (d) In
the final capillary assembly step, Epoxy Technology 730 epoxy is used to reinforce tube-capillary
connections. (e) Appearance of finished capillary insert. (f) Capillary insert mounted to capillary
block. Once correctly positioned, entire assembly can be autoclaved together.
106
insert is cured in an oven at 150 ◦C for ∼24 hours. Note that whenever curing
epoxy, we use small tabs to slightly elevate the insert above whatever surface it
rests on to prevent the epoxy from gluing the insert to the surface.
3. After the capillary insert cools to room temperature, OD2002 epoxy is mixed
again, and two small beads are applied to the top surface only of the capillary
just off both ends of the plate as shown in Fig. D.1(c). Actually measuring the
size of these beads is difficult, but a good rule of thumb is using the minimal
amount necessary to cover the top surface from the edge of the plate to the mid-
point of the capillary’s extension away from the plate. Next, sections of 1 mm
silicone tubing are slowly inserted over the capillaries, deliberately rotating the
tubes in one direction to spread the epoxy to the lower half of the capillary. The
tubes should not be removed after this point, as they will draw epoxy towards the
capillary opening, which results in epoxy drawn into the capillary blocking the
entrance. The inserts are again cured at 150 ◦C for 24 hours, with the transfer
to the oven carried out carefully - usually in a glass Petri dish - as the long,
heavy tubes can easily slip off the capillary ends or cause the capillary ends
to snap. Note that capillary action at this stage draw can draw excess epoxy
outside the tube inside it and, with enough epoxy supplied, into the capillary
itself. In contrast, applying too little epoxy will result in an incomplete seal and
leaks.
4. After the capillary inserts cool to room temperature, water is pushed through
the tubes from both ends using a syringe with a Luer attached. If the capillary
is blocked by epoxy, water cannot flow through, and if the seal is incomplete, the
capillary will immediately leak. An improperly made capillary cannot generally
be fixed, and while in theory the capillary and epoxy can be scraped from the
plate to make a new one, in practice the metal pushed up by this process tends
to ruin new inserts made using the same plate. A properly made capillary insert
can withstand surprisingly high pressures; in years of use of many capillaries,
the capillary-tube interface has never directly been a point of failure. However,
at this stage the capillary insert must be handled extremely carefully, as the
tube-plate ‘joint’ is extremely weak and can cause the capillary itself to snap.
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5. To strengthen the joint, Epoxy Technology 730 epoxy (mixed at a 1:1 mass ratio
between components A and B) is applied liberally to the joint as shown in Fig.
D.1(d). The epoxy should be applied in bulk on all sides of the joint, including
the empty space to the sides of the tube along the plate edge. Because the
capillary insert is centered over a large hole, epoxy can be applied in bulk to the
bottom of the plate near the tube (see Fig. D.1(e)); however, epoxy should only
be applied for a small distance away from the edge on the top of the plate, to
avoid the issues with the objective working distance mentioned in step 2. While
730 epoxy is recommended to be cured at 100 ◦C, to ensure it could endure
repeated autoclaving without substantially changing, we cure 730 epoxy in this
step at 121 ◦C for 24 hours.
6. The capillary insert is attached to the capillary block with 4-40 screws, aligning
the silicone tubes with the milled trenches in the block and centering the capillary
itself on the center of the hole. While centering the capillary requires careful
placement, it can usually be successfully centered on the first or second try.
However, it must be tested in the microscope itself before being used in an
experiment.
7. Once correctly centered and verified as appropriate for imaging, the capillary
insert never needs to be removed from the capillary block until it needs to be
replaced. The two parts can be moved and autoclaved together as a single unit.
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Appendix E
Manual time series cleanup
Images in our experiments are automatically segmented and labeled, and the result-
ing data is automatically run through several quality-checking programs designed
to remove low-quality data, culminating in the generation of a ‘final’ automatically-
generated time series (see Fig. 2.5 and Section 2.4.6). However, to preserve as much
data as possible, the thresholds for automatically throwing out data are intentionally
chosen conservatively, and data from seriously flawed images may still make it into
this ‘final’ automatic time series. Therefore, the automatically-generated time series
are manually examined for anomalies, which are typically easily visible by eye, and
low-quality data is stripped out by hand (see Fig. E.1) before growth rate estimation
is attempted. To confirm that apparent anomalies in the time series are actually due
to low-quality or irrelevant data, images from the seemingly-anomalous region are
examined to confirm the presence of one or more of the following five problems:
1. Bubbles in the imaging volume. While extremely large bubbles seriously distort
the spatial distribution of cells, the thresholds chosen for automatic detection of
this problem are so conservative that smaller bubbles are frequently not detected.
Bubbles in the imaging volume can persist for many minutes (in rare cases,
several hours), and images containing all but the smallest bubbles can generally
be discarded as they can easily lower cell counts by over half. This is by far the
most common problem in images discarded by hand, accounting for well over
half of anomalous regions discarded from time series.
2. Extremely large bubbles near the imaging volume (Fig. E.2). In some cases,
bubbles are not visible in the imaging volume, but their presence can be inferred
by the distorted flow of cells around them. Typically this also results in a re-
duction in apparent cell counts as cells will be moving too fast near the bubble
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Figure E.1: Manual removal of poor data from computer-generated time series. All time points are
present in computer-generated time series. Red time points were removed by hand due to imaging
problems apparent on manual inspection of time series and microscope images, but not properly
handled by the conservative automatic quality assessment algorithms.
to be properly segmented, but in some cases bubbles can cause a spike in the
apparent number of cells detected, as some cells may become stuck in or near
the liquid-air interface, without the void in the imaging volume when the bub-
ble actually appears within it. This problem makes up most of the remaining
anomalous regions in automatically-generated time series.
3. An immediate, dramatic spike in cell density, populated by extremely bright
cells. The exact cause of this problem is not known, but because cells ad-
hered to the vial walls or tubes are expected to be in or near stationary-phase
and extremely bright, and because these events are extremely localized in time
(sometimes characterized by cells entering and leaving the imaging volume in
a near-opaque ‘sheet’ over the course of several minutes), we suspect they are
caused by the sudden breakup or ‘release’ of wall growth in the tubes. Smaller-
scale versions of this problem can generally be confirmed by the presence of a
large subpopulation of extremely bright cells over a brief period of time, along
with rapid increase then drop in cell density.
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Figure E.2: Example image from first anomalous time series section removed by hand in Fig. E.1.
Image contains both a large bubble temporarily trapped in the imaging volume and a large cluster
of aggregated cells wedged between the capillary walls and the liquid-air interface of the bubble.
Presence of bubble and cell aggregate dramatically reduced measured abundance of planktonic cells
(Fig. E.1), but disturbance persisted long enough for data to be included in automatically-generated
time series (Section 2.4.6).
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4. Rarely, cell aggregates can get ‘stuck’ in the imaging volume (Fig. E.2). De-
pending on the structure and placement of the cell aggregate, this can cause
a drop in the number of detected cells as the aggregate saturates the detector
over a large region, or a spike in the number of detected cells as other cells get
stuck at the aggregate boundary. In several instances an aggregate has become
permanently attached to the capillary, effectively ending the experiment so that
the capillary can be bleached to remove it.
5. Rarely, imaging quality overall may drop for unexplained reasons for an extended
period of time, as vibrations in the line result in cells moving so fast they cannot
be detected, or causing them to oscillate in place, resulting in an apparent ‘dou-
bling’ in some cell counts. While this problem likely occurs with some regularity
on the scale of one or two minutes, it makes up a small portion of anomalous
regions removed by hand because it is uncommon for it to persist long enough
or have an effect dramatic enough to be apparent by looking at a time series.
However, a random sampling of images taken in each experiment confirms that
this problem is not present in the vast majority of images, and the potential
impact of scattered, individual low-quality images on our results is minimal.
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Appendix F
Experimental protocols
F.1 Media preparation protocol
1. The following solutions are prepared ahead of time:
• 10x (NH4)2SO4 stock solution (20 g L−1, autoclaved, stored at room temper-
ature)
• 10x KH2PO4 stock solution (136 g L−1, titrated to pH 7 with KOH, au-
toclaved, stored at room temperature; only Fisher Scientific KH2PO4 was
used as other nominally equivalent brands were found to precipitate out of
solution over time)
• 1M MgSO4·7H2O stock solution (autoclaved, stored in refrigerator)
• FeSO4·7H2O stock solution (500 mg/200 mL, filter-sterilized, made fresh ev-
ery time M63 media was made)
• 20 % w/v glucose stock solution (filter-sterilized, stored in refrigerator)
• 25 mg mL−1 chloramphenicol stock solution in ethanol (filter-sterilized, stored
in -20 ◦C freezer)
2. Due to the large quantity of media used in each experiment, M63 media was
prepared in 1 L bottles. The final mixing quantities added were in order:
• 800 mL autoclaved Millipore water
• 100 mL (NH4)2SO4 stock solution (final concentration: 15 mM)
• 100 mL KH2PO4 stock solution (final concentration: 100 mM)
• 1 mL MgSO4·7H2O stock solution (final concentration: 1 mM)
• 0.2 mL FeSO4·7H2O stock solution (final concentration: 0.5 mg L−1)
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• 2 mL glucose stock solution (final concentration: 0.04 % w/v)
• 0.5 mL chloramphenicol stock solution (final concentration: 12.5 µg mL−1)
3. Media was vigorously mixed after each liter was prepared, and placed in the
environmental room at least one day in advance of use to thermalize to 30 ◦C.
F.2 Continuous-culture experiment setup protocol
1. For each system being run, the following are prepared:
• One sterilized 1 L media bottle with sterile M63 media, thermalized to 30 ◦C
in the environmental room at least one day in advance of the experiment
start date.
• One sterilized 1 L media bottle with cleaned input bottle cap, with a tube
terminating in a male Luer attached to an inflow pump tube element wrapped
in aluminum foil.
• One sterilized 1 L media bottle with cleaned output bottle cap, with a tube
terminating with a female Luer and no tube element, also wrapped in alu-
minum foil.
• One sterilized 40 L Chemglass CG-4902-08 vial, containing one cleaned 15 mm
× 4.5 mm SBM-15045-PLA stir bar and covered with a plastic flask cap. Al-
though Chemglass sells nominally autoclavable solid screw caps for the vials,
they were found to degrade after many rounds of autoclave sterilization.
• One sterilized 40 mL CG-4902-08 vial, with attached custom 3D-printed cap
and cleaned tubing and capillary, with two open tube ends covered in foil: a
tube terminating in a male Luer attached to an outflow pump tube element,
and a tube terminating in a female Luer and no tube elements. Terminating
the tubes in different Luer types ensures the correct bottle (input or output)
is attached to the correct line.
In addition, a separate sterilized media bottle with identically-prepared sterile
M63 media, referred to as the inoculation media bottle, is also allowed to ther-
malize to 30 ◦C in the environmental room at least one day in advance of flask
culture inoculation.
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2. Three days prior to experiment start, frozen E. coli stock is streaked onto LB
plates and placed in an incubator at 30 ◦C.
3. Two days prior to experiment start, single colonies are taken from the LB plates
and used to inoculate two flasks filled with 75 mL of inoculation media each.
The flasks are placed in a 30 ◦C shaker operating at 200 rpm, in which 2 days
should be sufficient time for the cultures to grow to be optically dense by eye. If
the culture is not visibly optically dense, the density of bacteria in the culture
is typically too low to observe in the microscope. Temperature control code on
the continuous-culture control computers is activated to make sure the systems
start near 30 ◦C on the day of the experiment.
4. On the day of the experiment, at least one of the flask cultures should be optically
dense. For each sterilized vial containing a stir bar, 10 mL of sterile inoculation
media is added, followed by 10 mL of culture from the optically dense flask, with
the 2-fold dilution intended to ensure the cells aren’t in the process of entering
stationary phase at the beginning of the experiment. These 6 vials are taken
into the environmental room and placed in the continuous-culture devices with
pumps already operating at 800 rpm, so that the separate vials stay at 30 ◦C
and under identical conditions for as long as possible.
5. One at a time, vials are taken out of the environmental room, and the custom
cap (and associated tubing) from the separate sterile vial are swapped with the
cap on the vial containing bacterial culture. The outside of the culture vial is
rinsed with isopropyl alcohol and wiped with a Kimwipe to make it as clear as
possible for optical density measurement, then the culture vial (and tubes and
capillaries) are returned to its system in the environmental room. The capillary
is temporarily affixed to the microscope to reduce the odds of it breaking. The
remaining vial, which is now empty but still sterile, is kept until the end of the
experiment.
6. One at a time for each system, the following tasks are completed:
• The input media bottle cap is switched with the cap on the media bottle
containing actual M63 media (although contamination did not occur in any
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experiment, this step is performed so late to reduce the odds and impact of
accidental contamination and subsequent growth in the media bottle).
• The tube ends from the input and output media bottle caps are attached to
the tube ends from the culture vial.
• The input pump is manually activated to draw media from the input bottle
to the input vial before being stopped, to ensure that when the pump first
activates in the experiment it is already adding media to the culture.
• The microscope pump is manually activated to draw bacterial culture into
the capillary.
7. The microscopes are focused on the center of the capillary. First, the microscope
LED is turned on and FlyCapture GUI software is activated to show video from
the microscope cameras. The capillary blocks are slowly moved by hand until
cells or debris on the capillary exterior are visible, at which point the capillary
block is screwed into place, with the Z stage controlling objective position care-
fully adjusted to keep objects visible in the camera. Once the capillary block is
fully screwed in place, the center of the capillary is brought into focus by using
the micron-scale knob on the objective Z stage to find both inside edges of the
capillary, then returning to the midpoint. Note that this procedure is only pos-
sible in the presence of fluorescent cells, as the edges of the capillary can only
be detected by the presence of physically stationary or very slow-moving cells.
8. When all systems have been fully set up, camera software is closed and the
continuous-culture control code is run on all systems simultaneously, beginning
the experiment. Initial images saved from the microscope are checked for poten-
tial problems before the experiment is allowed to run unattended.
9. Experiment vials, input and output bottles, and recent microscope images are
checked daily for problems. Direct optical observation of the experiment vials
requires lifting them out of the continuous-culture device for a few seconds.
This disrupts the optical density measurement, but is necessary to avoid rare
but serious problems (such as culture overflow, leaks in tubes, etc.).
10. At the end of the experiment, if desired, the sterile vial caps from the leftover
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vials can be used again to cap the final bacterial culture for transfer out of the
environmental room to take samples for freezing.
F.3 Equipment cleaning protocols
1. After an experiment finishes, the input media bottle is removed and all three
pumps are manually activated until all liquid is emptied from the lines (typically
3 minutes of operation).
2. Leftover culture in attached vial is bleached and discarded, then the vial is filled
with 40 mL of at least 20 % bleach solution, and the microscope and output
pumps are manually activated for 10 minutes to sterilize the inside of the con-
taminated tubing. Attempting this step with ethanol solution was found early
on to be inappropriate as it does not break up accumulated biofilm on the walls
of the tubes. Afterwards, all liquid is emptied from the lines again, and the
bleach solution remaining in the vial is discarded.
3. Vials and input bottles are filled with 30-50 mL each of Millipore water, and all
three pumps are manually activated for 15 minutes to rinse the tubing of various
salts, leftover bleach, etc. Afterwards, all liquid is emptied from the lines again.
4. Media bottles and vials are washed in the lab dishwasher. Stir bars are too small
for this step, and are cleaned by hand via scrubbing with bleach, followed by
ethanol, followed by Millipore water.
5. Immediately prior to sterilization for an experiment, all surfaces except tube
interiors undergo a final cleaning step. Glassware is rinsed with Millipore water
to remove any residue left behind by tap water from the dishwasher. Stir bars
are scrubbed again with ethanol and Millipore water. Finally, the PEEK tubing
attached to the input bottle and custom vial caps, which is in direct contact
with media or bacterial culture, is cleaned by rinsing with ethanol and wiping
with a Kimwipe, followed by rinsing with Millipore water.
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