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Uka´zˇeme, zˇe brownovsky´ loka´ln´ı cˇas je vhodny´m na´strojem pro vysˇetrˇova´n´ı neˇktery´ch
vlastnost´ı trajektori´ı Brownova pohybu. Pro vy´sˇe zmı´neˇne´ procesy odvod´ıme pravdeˇpodob-
nostn´ı rozdeˇlen´ı jejich loka´ln´ıch cˇas˚u. Vhodneˇ zvolenou na´hodnou procha´zkou aproximu-
jeme Brown˚uv pohyb a Brown˚uv most a nalezneme vztah mezi pravdeˇpodobnostn´ım
rozdeˇlen´ım na´hodne´ procha´zky a jej´ıho loka´ln´ıho cˇasu. Uka´zˇeme, zˇe s pravdeˇpodobnost´ı 1
posloupnost loka´ln´ıch cˇas˚u konverguje stejnomeˇrneˇ v t k brownovske´mu loka´ln´ımu cˇasu.
Na za´veˇr se budeme veˇnovat statisticky´m aplikac´ım brownovske´ho loka´ln´ıho cˇasu.
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Abstract: In this paper we introduce Brownian local time (Lt(x), t ≥ 0, x ∈ R) of a stan-
dard Brownian motion, Brownian bridge and Brownian motion with non-zerou drift. We
show that Brownian local time can be used for investigating some properties of Brownian
motion paths. We give explicit formulas for probability distributions of the local time
of all the above mentioned processes. We approximate Brownian motion and Brownian
bridge by suitably chosen random walk and find uniquely determined relation between
random walk and its local time. Then a sequence of local times of a proper sequence of
simple, symmetric random walks uniformly converge on bounded intervals to Brownian
local time, with probability 1. Finally we show some statistical applications of Brownian
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1 U´vod
Tato pra´ce ma´ za c´ıl prozkoumat vlastnosti a mozˇnosti uplatneˇn´ı loka´ln´ıho cˇasu pro
gaussovske´ procesy. Konkre´tneˇ se zameˇrˇ´ıme na brownowsky´ loka´ln´ı cˇas, tj. loka´ln´ı cˇas
odvozeny´ od Brownova pohybu, poprˇ´ıpadeˇ Brownova mostu. Nejdrˇ´ıve uvedeme prˇ´ıklad,
ktery´ motivuje zaveden´ı brownovske´ho loka´ln´ıho cˇasu.
Chceme-li si vyja´drˇit pravdeˇpodobnostn´ı rozdeˇlen´ı na´hodne´ho procesu integrovane´ho
Brownova pohybu, mu˚zˇeme pouzˇ´ıt metodu zalozˇenou na vhodneˇ zvolene´ soustaveˇ linea´rn´ıch
stochasticky´ch diferencia´ln´ıch rovnic. Prˇedpokla´dejme, zˇe ma´me soustavu rovnic tvaru
dI(t) = B(t) dt
dB(t) = dW (t)
s pocˇa´tecˇn´ımi podmı´nkami B(0) = 0 a I(0) = 0, kde {W (t),FWt , t ≥ 0} je standardn´ı
Wiener˚uv proces. Soustavu lze zapsat ve tvaru
d
(
I(t)
B(t)
)
=
(
0 1
0 0
)(
I(t)
B(t)
)
dt+
(
0
1
)
dW (t) (1)
Oznacˇ´ıme-li si
X(t) =
(
I(t)
B(t)
)
A =
(
0 1
0 0
)
σ =
(
0
1
)
,
pak lze soustavu (1) cha´pat jako linea´rn´ı stochastickou diferencia´ln´ı rovnici tvaru
dX(t) = AX(t) dt+ σ dW (t),
kterou umı´me rˇesˇit metodou variac´ı konstant pro stochasticke´ diferencia´ln´ı rovnice. Rˇesˇen´ı
je tvaru
X(t) = Φ(t)
[
X(0) +
∫ t
0
Φ−1(r)σ(r) dW (r)
]
, (2)
kde Φ(t) = eAt je fundamenta´ln´ı matice. Nen´ı teˇzˇke´ oveˇrˇit, zˇe
eAt =
(
1 t
0 1
)
Da´le v´ıme, zˇe inverzn´ı matice k exponencia´ln´ı matici vzˇdy existuje a je tvaru
Φ−1(t) =
(
1 −t
0 1
)
.
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Dosad´ıme-li do (2) dostaneme(
I(t)
B(t)
)
=
(
1 t
0 1
)∫ t
0
(
1 −r
0 1
)(
0
1
)
dW (r) =
(
1 t
0 1
)(− ∫ t
0
r dW (r)
W (t)
)
.
Je-li pocˇa´tecˇn´ı podmı´nka gaussovska´, kde prˇipousˇt´ıme i degenerovany´ prˇ´ıpad, kdy pocˇa´tecˇn´ı
podmı´nka je Pr-s.j. konstantn´ı, pak i rˇesˇen´ı je gaussovsky´ proces. Pokud tedy chceme
spocˇ´ıst pravdeˇpodobnostn´ı rozdeˇlen´ı I(t) = W (t) − ∫ t
0
r dW (r), stacˇ´ı spocˇ´ıst prvn´ı a
druhy´ moment I(t). Cˇlen
∫ t
0
r dW (r) je L2-martingal, proto
E
[∫ t
0
r dW (r)
]
= 0 a E
∣∣∣∫ t
0
r dW (r)
∣∣∣2 = ∫ t
0
r2 dr =
t3
3
.
Pak
var I(t) = t2varW (t)− 2tcov
[
W (t),
∫ t
0
r dW (r)
]
+ var
[∫ t
0
r dW (r)
]
= t3 − 2tE
[∫ t
0
1 · dW (r) ·
∫ t
0
r dW (r)
]
+
t3
3
= t3 − 2tE
〈∫ ·
0
1 · dW (r),
∫ ·
0
r dW (r)
〉
t
+
t3
3
= t3 − 2t
∫ t
0
r dr +
t3
3
=
t3
3
.
Spojen´ım prˇedchoz´ıch vy´sledk˚u dohromady dostaneme, zˇe pravdeˇpodobnostn´ı rozdeˇlen´ı
integrovane´ho Brownova pohybu
∫ t
0
B(s) ds je norma´ln´ı s nulovou strˇedn´ı hodnotou a
rozptylem t
3
3
.
Prˇedchoz´ı prˇ´ıklad demonstruje, zˇe i vy´pocˇet pravdeˇpodobnostn´ıho rozdeˇlen´ı
∫ t
0
B(s) ds
vyzˇaduje urcˇity´ trik. Pokud bychom chteˇli j´ıt da´le a spocˇ´ıst pravdeˇpodobnostn´ı rozdeˇlen´ı
na´hodne´ velicˇiny
∫ ·
0
1(r,∞)Bs pomoc´ı prˇedchoz´ıho postupu, zjistili bychom, zˇe takto po-
stupovat nemu˚zˇeme, protozˇe prvn´ı diferencia´ln´ı rovnost prˇejde v dI(t) = 1(r,∞)
(
B(s)
)
ds
a to jizˇ nelze prˇeve´st na soustavu linea´rn´ıch stochasticky´ch diferencia´ln´ıch rovnic. V te´to
pra´ci zadefinujeme 2-dimenziona´ln´ı pole {Lt(x), x ∈ R, t ≥ 0}), ktery´ budeme nazy´vat
loka´ln´ı brownovsky´ cˇas a mimo jine´ bude vhodny´m na´strojem pro vysˇetrˇova´n´ı chova´n´ı
rˇady funkciona´l˚u odvozeny´ch od Brownova pohybu.
V prvn´ı kapitole uka´zˇeme, zˇe trajektorie Brownova pohybu na omezeny´ch intervalech
indukuj´ı prˇirozeny´m zp˚usobem mı´ru, ktera´ meˇrˇ´ı cˇas stra´veny´ trajektori´ı v borelovske´
mnozˇineˇ. Uka´zˇeme, zˇe tato mı´ra je Pr-s.j. absolutneˇ spojita´ vzhledem k Lebesgueoveˇ
mı´ˇre a definujeme brownovsky´ loka´ln´ı cˇas jako jeji spojitou verzi Radon-Nykod´ımovy
derivace. Pak zformulujeme a doka´zˇeme Tanakovu formuli, ktera´ je specia´ln´ım prˇ´ıpadem
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zobecneˇne´ Itoˆovy formule pro konvexn´ı funkce. V odstavci 2.3 uvedeme modern´ı zp˚usob,
jak lze definovat brownovsky´ loka´ln´ı cˇas, ktery´ je zalozˇen na identiteˇ z Tanakovy formule
Lt(x) = |Wt − x|+ |x|+
∫ t
0
sgn(Ws − x) dWs
Pomoc´ı Kolmogorovy-Cˇencovovy veˇty A.4 uka´zˇeme, zˇe existuje verze loka´ln´ıho cˇasu, ktera´
je spojita´ v (t, x). V odstavci 2.4 uvedeme a doka´zˇeme vlastnosti brownovske´ho loka´ln´ıho
cˇasu jako funkce cˇasu prˇi pevneˇ zvolene´ hladineˇ. Odstavec 2.5 je veˇnova´n jizˇ zmı´neˇne´
zobecneˇne´ Itoˆovy formuli pro konvexn´ı funkce. V odstavci 2.6 uka´zˇeme, zˇe brownovsky´
loka´ln´ı cˇas je vhodny´m na´strojem pro vysˇetrˇova´n´ı vlastnost´ı integrovany´ch funkciona´l˚u
Brownova pohybu.
C´ılem druhe´ kapitoly je naj´ıt pravdeˇpodobnostn´ı rozdeˇlen´ı brownovske´ho loka´ln´ıho
cˇasu odvozene´ho od standardn´ıho Brownova pohybu, Brownova mostu na intervalu [0, 1]
startuj´ıc´ıho i koncˇ´ıc´ıho v nule a driftovane´ho Brownova pohybu. Na´sˇ postup bude zalozˇen
na prˇechodu od loka´ln´ıho cˇasu definovane´ho pro symetrickou na´hodnou procha´zku k
brownovske´mu loka´ln´ımu cˇasu. Nejdrˇ´ıve v odstavci 3.2 zkonstruujeme specia´ln´ı typ sy-
metricke´ na´hodne´ procha´zky metodou Twist and Shrink. Du˚vodem konstrukce takove´
specia´ln´ı na´hodne´ procha´zky je, zˇe s.j. konverguje k Wienerovu procesu stejnomeˇrneˇ v˚ucˇi
t ∈ [0,∞), cozˇ je mnohem silneˇjˇs´ı vy´sledek nezˇ zna´me Donskerovy veˇty. V odstavci
3.3 zkonstruujeme posloupnost loka´ln´ıch cˇas˚u odpov´ıdaj´ıc´ı posloupnosti symetricky´ch
na´hodny´ch procha´zek zkonstruovany´ch v prˇedchoz´ı cˇa´sti a uvedeme veˇtu, ktera´ tvrd´ı,
zˇe tato posloupnost vhodneˇ linea´rneˇ interpolovany´ch loka´ln´ıch cˇas˚u konverguje s.j. stej-
nomeˇrneˇ v (t, x) k brownovske´mu loka´ln´ımu cˇasu. V odstavci 3.4 budeme hledat vztah
mezi pravdeˇpodobnostn´ım rozdeˇlen´ım symetricke´ na´hodne´ procha´zky a jej´ıho loka´ln´ıho
cˇasu. Pak totizˇ aplikac´ı centra´ln´ı limitn´ı veˇty budeme schopni urcˇit pravdeˇpodobnostn´ı
rozdeˇlen´ı brownovske´ho loka´ln´ıho cˇasu i jeho momenty. Analogicky´m postupem odvod´ıme
v odstavci 3.5 pravdeˇpodobnostn´ı rozdeˇlen´ı pro Brown˚uv most startuj´ıc´ı i koncˇ´ıc´ı v
nule. V odstavci 3.6 pomoc´ı Le´vyho veˇty 3.6 prˇedvedeme dalˇs´ı mozˇnost, jak odvodit
pravdeˇpodobnostn´ı rozdeˇlen´ı brownovske´ho loka´ln´ıho cˇasu. Nav´ıc z´ıska´me neˇkolik uzˇitecˇ-
ny´ch podmı´neˇny´ch rozdeˇlen´ı, ktere´ pak pouzˇijeme prˇi odvozova´n´ı pravdeˇpodobnostn´ıho
rozdeˇlen´ı pro driftovany´ Brown˚uv pohyb. Na za´veˇr kapitoly pomoc´ı Girsanovovy veˇty A.6
a znalosti pravdeˇpodobnostn´ıho rozdeˇlen´ı brownovske´ho loka´ln´ıho cˇasu pro standardn´ı
Brown˚uv pohyb odvod´ıme v odstavci 3.7 pravdeˇpodobnostn´ı rozdeˇlen´ı brownovske´ho
loka´ln´ıho cˇasu pro driftovany´ Brown˚uv pohyb.
Ve trˇet´ı kapitole se budeme veˇnovat statisticky´m aplikac´ım brownovske´ho loka´ln´ıho
cˇasu. Nejprve se zameˇrˇ´ıme na statisticky´ test, ktery´ ma´ rozhodnout, zda-li zkoumana´
trajektorie pocha´z´ı z Wienerova procesu. Budeme se zaby´vat proble´mem, jak odhadnout
loka´ln´ı cˇas v prˇ´ıpadeˇ, kdy ma´me k dispozici celou trajektorii, i prˇ´ıpadem, kdy ma´me
pozorova´n´ı pouze v urcˇity´ch cˇasech.
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V cele´ te´to pra´ci pracujeme s 1-dimenziona´ln´ı Wienerovy´m procesem {Ww0t ,Ft, 0 ≤
t <∞} definovany´m na kanonicke´m pravdeˇpodobnostn´ım prostoru (Ω,F ,Prw0)w0∈R, kde
Ω
def
= C([0,∞]) a Prw0 je Wienerova mı´ra, prˇi ktere´ projektivn´ı zobrazen´ı Ww0t (ω) def=
ω(t), 0 ≤ t < ∞, je standardn´ı 1-dimenziona´ln´ı Wiener˚uv proces splnˇuj´ıc´ı Prw0{Ww00 =
w0} = 1 pro w0 ∈ R. Filtrace Ft def= σ{σ(Ws; 0 ≤ s ≤ t)∪Nw0}, kde Nw0 je mnozˇina vsˇech
Prw0-nulovy´ch mnozˇin a F def= F∞. Filtrace {Ft, t ≥ 0} splnˇuje tzv. Usual conditions.
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2 Brownovsky´ loka´ln´ı cˇas
V te´to cˇa´sti navrhneme zp˚usob, jak meˇrˇit cˇas, ktery´ stra´v´ı trajektorie Wienerova pro-
cesu v bodeˇ x ∈ R. Vy´sledkem bude definice na´hodne´ho pole, ktere´ nazveme brownovsky´
loka´ln´ı cˇas. Uvazˇujme nejprve, zˇe ma´me Wiener˚uv proces {W (s), 0 ≤ s ≤ t} na intervalu
[0, t], kde t > 0 je pevneˇ dane´. Z vlastnost´ı brownovsky´ch trajektori´ı v´ıme, zˇe existuje
mnozˇina Ω∗ ∈ F takova´, zˇe Pr{Ω∗} = 1 a pro libovolne´ pevne´ ω ∈ Ω∗ plat´ı
λ{0 ≤ s ≤ t : W (s, ω) = x} = 0 ∀x ∈ R. (3)
Necht’ pro zbytek te´to cˇa´sti plat´ı, zˇe ω ∈ Ω∗ je pevneˇ zvoleno. Pak pro dvojici mnozˇin
T ∈ B([0, t]), B ∈ B(R) definujme mnozˇinovou funkci
Γ(B, T )(ω)
def
= λ{s ∈ T : W (s, ω) ∈ B} =
∫
T
1B
(
W (s, ω)
)
ds.
Snadny´m d˚usledkem spojitosti trajektorie W (·, ω) je, zˇe mnozˇinova´ funkce Γ(·, T )(ω) je
konecˇna´ regula´rn´ı borelovska´ mı´ra na (R,B(R)). Pro kazˇde´ pevneˇ zvolene´ T ∈ B([0, t])
plat´ı, zˇe mı´ra Γ(·, T )(ω) je absolutneˇ spojita´ v˚ucˇi Lebesguoveˇ mı´ˇre, cozˇ da´le budeme
zapisovat na´sledovneˇ Γ(·, T )(ω) ¿ λ(·). Protozˇe pro kazˇde´ T ∈ B([0, t]) stejnomeˇrneˇ
vzhledem k B ∈ B(R) plat´ı
Γ(B, T )(ω) ≤ Γ(B, [0, t])(ω),
stacˇ´ı tedy uka´zat, zˇe Γ(·, [0, t])(ω) ¿ λ(·). Z vlastnosti (3) snadno plyne na´sleduj´ıc´ı im-
plikace:
∀² > 0 ∃δ > 0 ∀r > 0 takove´, zˇe λ{B(x, r)} < δ ⇒ Γ(B(x, r), [0, t])< ²,
cozˇ je postacˇuj´ıc´ı podmı´nka pro absolutn´ı spojitost mı´ry Γ vzhledem λ, kde B(x, r) je
otevrˇena´ koule o polomeˇru r a strˇedu x. Podle veˇty A.1 v´ıme, zˇe pro kazˇde´ T ∈ B([0, t])
pevne´ existuje hustota mı´ry Γ(·, T ) v˚ucˇi Lebesguoveˇ mı´ˇre, tj. borelovsky meˇrˇitelna´, neza´por-
na´ funkce fΓ(x, T )(ω) : R→ R splnˇuj´ıc´ı
Γ(B, T )(ω) =
∫
B
fΓ(x, T )(ω) dx ∀B ∈ B(R),
kde
fΓ(x, T )(ω) = lim
r→0+
Γ
(
B(x, r), T
)
(ω)
λB(x, r)
x ∈ R. (4)
Pozna´mka 1. Z prˇedchoz´ıho vy´kladu je zrˇejme´, zˇe absolutn´ı spojitost mı´ry Γ vzhledem λ
je pro na´s kl´ıcˇova´. Pokud bychom vsˇak nemeˇli trajektorie Wienerova procesu, ale neˇjake´ho
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obecne´ho semimartingaluX, nemus´ı jizˇ platit, zˇe Γ(·, T )¿ λ(·). Stacˇ´ı totizˇ, aby existovala
mnozˇina A ∈ F kladne´ mı´ry takova´, zˇe pro kazˇde´ ω ∈ A existuje xω ∈ R a interval [aω, bω]
takovy´, zˇe λ{T∩[aω, bω]} > 0 aX
(
[aω, bω]∩T, ω
)≡ xω, pak Γ(B(xω, r), T∩[aω, bω])(ω) > 0
pro kazˇde´ r > 0, a proto
lim inf
r→0+
Γ
(
B(x, r), T ∩ [a, b])(ω)
λB(x, r)
=∞ ∀ω ∈ A. (5)
Mı´ra Γ je jako sˇita´ na mı´ru trajektori´ı Wienerova procesu. Ptejme se tedy, pro jake´ typy
trajektori´ı je Γ¿ λ. Nen´ı tezˇke´ uka´zat, zˇe jsou-li trajektorie zkoumane´ho procesu loka´lneˇ
lipschitzovske´, pak limita ve vy´razu (5) naby´va´ hodnoty 0 nebo +∞. Poznamenejme, zˇe do
trˇ´ıdy loka´lneˇ lischitzovsky´ch funkc´ı patrˇ´ı funkce spojiteˇ diferencovatelne´ i spojite´ funkce
s konecˇnou tota´ln´ı variac´ı. Zkoumejme nyn´ı trˇ´ıdu vsˇech spojity´ch loka´ln´ım martingal˚u.
Necht’ {Mt,Ft, t ≥ 0} je spojity´ loka´ln´ı martingal, pro ktery´ plat´ı, zˇe lim
t→∞
〈M〉t = ∞ Pr-
s.j. Polozˇ´ıme-li T (s) = inf{t > 0 : 〈M〉t > s}, pak DDS veˇta tvrd´ı, zˇe Ws = M
(
T (s)
)
je
FT (s)-Wiener˚uv proces a Mt = W〈M〉t . Proto plat´ı: je-li λ{s ≤ t : Ws(ω) ∈ B} = 0, pak i
λ{s ≤ t : Ms(ω) ∈ B} = λ{s ≤ t : W〈M〉s(ω) ∈ B} = 0.
To znamena´, zˇe ΓM ¿ λ, je-li M spojity´ loka´ln´ı martinagal s lim
t→∞
〈M〉t = ∞ Pr-s.j. Pro
spojite´ loka´ln´ı martingaly, pro ktere´ plat´ı lim
t→∞
〈M〉t < ∞ Pr-s.j., je situace odliˇsna´. Je-li
lim
t→∞
〈M〉t <∞, pak existuje N1 ∈ F0 s Pr{N1} = 0 tak, zˇe
∀ω ∈ NC1 ∀² > 0 ∃t0(ω) ≥ 0 ∀t, s ≥ t0(ω) je |〈M〉t − 〈M〉s| < ². (6)
Z veˇty A.2 a z (6) v´ıme, zˇe existuje N2 ∈ F0 s Pr{N2} = 0 tak, zˇe pro kazˇde´ ω ∈ (N1∪N2)C
existuj´ı t(ω) > 0 a x(ω) ∈ R tak, zˇe M(·, ω) ≡ x(ω) na intervalu [t(ω),∞). Vol´ıme-li
interval T tak, aby λ{T ∩ [t(ω),∞)} > 0, je limita ve vy´razu (5) rovna +∞.
Vratmeˇ se k trajektori´ım Wienerova procesu. Pro kazˇde´ T ∈ B([0, t]) pevne´ je funkce
fΓ(x, T )(ω) Radon-Nikody´movou derivac´ı, ktera´ je urcˇena jednoznacˇneˇ azˇ na mnozˇinu
Lebesgueovy mı´ry nula. Existuje tedy mnoho verz´ı fΓ(x, T )(ω). Definujme
Ls(x, ω) = fΓ(x, [0, s])(ω) 0 ≤ s ≤ t.
Doposud v´ıme, zˇe takova´ funkce Lt(x, ω) existuje. Na za´veˇr pozˇadujeme, aby funkce
Lt(x, ω) byla spojitou funkc´ı promeˇnny´ch (t, x). Takto postupujeme pro vsˇechny ω ∈ Ω∗,
neboli prˇi nasˇ´ı definici kanonicke´ho pravdeˇpodobnostn´ıho prostoru, pro Pr-sk.vsˇ. trajekto-
rie Wienerova procesu na intervalu [0, t]. T´ımto zp˚usobem dostaneme na´hodne´ pole , ktere´
je Pr-s.j. urcˇeno trajektoriemi Wienerova procesu. Prˇedesˇle´ u´vahy shrneme v na´sleduj´ıc´ım
odstavci prˇi definice brownovske´ho loka´ln´ıho cˇasu.
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2.1 Definice brownovske´ho loka´ln´ıho cˇasu
Definice 1 (Loka´ln´ı brownovsky´ cˇas). Prˇedpokla´dejme, zˇe ma´me 2-parametricke´ na´hodne´
pole L = {Lt(x, ω)} : R+ × R× Ω→ R+, ktere´ splnˇuje na´sleduj´ıc´ı vlastnosti:
(i) ∀(t, x) ∈ R+ × R je na´hodna´ velicˇina Lt(x) Ft-meˇrˇitelna´,
(ii) ∃Ω∗ ∈ F tak, zˇe Pr(Ω∗) = 1 a ∀ω ∈ Ω∗ je zobrazen´ı (t, x)→ Lt(x, ω) spojite´ a plat´ı
Γt(B,ω) =
∫
B
Lt(x, ω) dx 0 ≤ t <∞, B ∈ B(R), (7)
kde Γt(B,ω)
def
= λ{0 ≤ s ≤ t : Ws(ω) ∈ B}, pak 2-dimenziona´ln´ı na´hodne´ pole L zveme
loka´ln´ı brownovsky´ cˇas.
Pozna´mka 2. Na´hodny´ proces Γt(B) z prˇedchoz´ı definice zveme cˇas stra´veny´ v mnozˇineˇ
B. Proces Γt(B) je zrˇejmeˇ adaptovany´, neklesaj´ıc´ı, spojity´, tedy proces s konecˇnou tota´ln´ı
variac´ı. Nen´ı teˇzˇke´ oveˇrˇit, zˇe zobrazen´ı (x, (t, ω)) → Lt(x, ω) je B(R) ⊗ M meˇrˇitelne´,
kde M def= M(Ft) je σ-algebra Ft-progresivneˇ meˇrˇitelny´ch mnozˇin. V te´to pra´ci tento
prˇedpoklad nen´ı nikde zapotrˇeb´ı, stejneˇ ho zde uvedeme, protozˇe je nutny´m prˇedpokladem
pro integrand ve Fubiniho veˇteˇ pro stochasticke´ integra´ly.
Pozna´mka 3. Rovnost (7) v definici brownovske´ho loka´ln´ıho cˇasu lze ekvivalentneˇ na-
hradit na´sleduj´ıc´ım vztahem. Pro kazˇdou neza´pornou, borelovsky meˇrˇitelnou funkci f s
kompaktn´ım nosicˇem plat´ı∫
f(x)Γt( dx, ω) =
∫ t
0
f(Ws(ω)) ds =
∫
R
f(x)Lt(x, ω) dx. (8)
Du˚vod, procˇ klademe zrovna takove´ pozˇadavky na funkci f , pochop´ıme, azˇ budeme mı´t
k dispozici zobecneˇnou Itoˆovu formuli.
Doposud jsme se nezaby´vali, zda-li loka´ln´ı brownovsky´ cˇas ve smyslu nasˇ´ı definice
v˚ubec existuje. Trotter ve sve´ pra´ci [7] doka´zal, zˇe brownovsky´ loka´ln´ı cˇas existuje a
Tanaka navrhnul, jak ho lze pocˇ´ıtat. Pro zjednodusˇen´ı za´pisu definujme funkci sgn(x)
na´sledovneˇ
sgn(x) =
{
1 pro x > 0,
−1 pro x ≤ 0.
Veˇta 2.1 (Tanakova formule). Prˇedpokla´dejme, zˇe existuje brownovsky´ loka´ln´ı cˇas ve
smyslu definice 1. Pak pro kazˇde´ a ∈ R pevne´ je brownovsky´ loka´ln´ı cˇas L(a) = {Lt(a),Ft; 0 ≤
t <∞} neza´porny´, spojity´ a splnˇuje na´sleduj´ıc´ı rovnosti
(i) 1
2
Lt(a) = (Wt − a)+ − (w0 − a)+ −
∫ t
0
1(a,∞)(Ws) dWs 0 ≤ t <∞,
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(ii) 1
2
Lt(a) = (Wt − a)− − (w0 − a)− +
∫ t
0
1(−∞,a](Ws) dWs 0 ≤ t <∞,
(iii) Lt(a) = |Wt − a| − |w0 − a| −
∫ t
0
sgn(Ws − a) dWs 0 ≤ t <∞,
kde prˇedchoz´ı rovnosti plat´ı Prw0-s.j. pro vsˇechna w0 ∈ R.
Tanakova formule pro loka´ln´ı brownovsky´ cˇas a Doob˚uv-Meyer˚uv rozklad submartingalu
na´m pomu˚zˇe identifikovat dalˇs´ı vlastnost loka´ln´ıho brownovske´ho cˇasu. Nejdrˇ´ıve ale za-
vedeme pojem rostouc´ıho procesu.
Definice 2. Adaptovany´ na´hodny´ proces {At,Ft} zveme rostouc´ı, pokud existuje Ω∗ ∈ F
takova´, zˇe Pr(Ω∗) = 1 a pro ∀ω ∈ Ω∗ plat´ı
(i) A0(ω) = c, kde c ∈ R,
(ii) zobrazen´ı t→ At(ω) je neklesaj´ıc´ı, zprava spojite´ s EAt <∞ pro ∀t ≥ 0.
Proces {(Wt− a)+,Ft} je spojity´, neza´porny´ submartingal. Doob-Meyer˚uv rozklad tvrd´ı,
zˇe existuje spojity´ martingal {Mt(a),Ft} a rostouc´ı proces {At(a),Ft}, tak zˇe lze sub-
martingal {(Wt − a)+,Ft} psa´t ve tvaru
(Wt − a)+ = (w0 − a)+ +Mt(a) + At(a) 0 ≤ t <∞, (9)
kde tento rozklad je Prw0-s.j. jednoznacˇny´. Porovna´n´ı Tanakovy formule, prˇ´ıpad (i), s (9)
dosta´va´me
At(a) = Lt(a) Mt(a) =
∫ t
0
1(a,∞)(Ws) dWs Prw0-s.j. (10)
V Tanakoveˇ formuli se vyskytuje stochasticky´ integra´l Z(t, a) :=
∫ t
0
sgn(Ws − a) dWs.
Zrˇejmeˇ jde o spojity´, adaptovany´, L2-martingal s kvadratickou variac´ı 〈Z(t, a)〉t = t,
nebot’ 〈∫ ·
0
sgn(Ws − a) dWs
〉
t
=
∫ t
0
sgn2(Ws − a) d 〈W 〉s = 〈W 〉t = t
E
[∫ t
0
sgn(Ws − a) dWs
]2
= E
∫ t
0
sgn2(Ws − a) ds = t <∞
Le´vyho veˇta tvrd´ı, zˇe pro kazˇde´ a ∈ R je {Z(t, a),Ft} Wiener˚uv proces.
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2.2 Du˚kaz Tanakovy formule
Tato cˇa´st se skla´da´ pouze z d˚ukazu veˇty 2.1. Tanakova formule je pro na´s kl´ıcˇova´, protozˇe
ji v dalˇs´ı cˇa´sti pouzˇijeme k definici loka´ln´ıho brownovske´ho cˇasu, ktera´ je ekvivalennt´ı s
definic´ı 1, ale lze pohodlneˇ rozsˇ´ıˇrit na obecneˇjˇs´ı procesy. Stacˇ´ı doka´zat jen prˇ´ıpad (i),
nebot’ prˇ´ıpad (ii) snadno plyne ze symetrie a prˇ´ıpad (iii) dostaneme secˇten´ım prˇedchoz´ıch
dvou vzorc˚u.
D˚ukaz. veˇty 2.1 Na funkci f(x) = (x−a)+ nemu˚zˇe pouzˇ´ıt Itoˆovu formuli, protozˇe f nema´
spojitou prvn´ı, natozˇ druhou derivaci v bodeˇ a. Definujme funkci f ∈ C∞(R) takto
f(x)
def
=
{
c exp
{
1
(x−1)2−1
}
0 < x < 2
0 jinak,
kde konstantu c ∈ R vol´ım tak, aby ∫R f(x) dx = 1. Da´le zkonstruujeme posloupnost
funkc´ı fn(x) ∈ C∞(R), n = 1, 2, . . . , ktere´ aproximuj´ı Diracovu funkci δ0 v nule. Zavedeme
na´sleduj´ıc´ı transformaci fn(x)
def
= nf(nx), tedy
fn(x) = cnn exp
{
1
n2[(x− 1/n)2 − 1/n2]
}
,
kde konstanty cn vol´ım tak, aby funkce fn byly pravdeˇpodobnostn´ı hustoty. Da´le definujme
posloupnost C∞(R) funkc´ı {un(x), n = 1, 2, . . . } takto
un(x)
def
=
∫ x
−∞
∫ y
−∞
fn(z − a) dz dy.
Funkce un(x) jsou voleny tak, aby meˇly na´sleduj´ıc´ı vlastnosti
lim
n→∞
u′′n(x) = δa(x)
lim
n→∞
u′n(x) = 1(a,∞)(x)
lim
n→∞
un(x) = (x− a)+,
kde pro na´sledne´ pouzˇit´ı Itoˆovy formule si vyja´drˇ´ıve derivace
u′n(x) =
d
dx
∫ x
−∞
∫ y
−∞
fn(z − a) dz dy =
∫ x
−∞
fn(z − a) dz
u′′n(x) =
d
dx
∫ x
−∞
fn(z − a) dz = fn(x− a).
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Na funkce un(x) jizˇ mu˚zˇeme pouzˇ´ıt Itoˆovu formuli a dosta´va´me
un(Wt)− un(w0) =
∫ t
0
u′n(Ws) dWs +
1
2
∫ t
0
u′′n(Ws) ds
=
∫ t
0
u′n(Ws) dWs +
1
2
∫ t
0
fn(Ws) ds Pr
x-s.j.
(11)
Nyn´ı vyuzˇijeme identity (8), kde polozˇ´ıme f(x) := fn(x), pak dosta´va´me, zˇe∫ t
0
fn(Ws) ds =
∫
R
fn(x− a)Lt(x) dx n→∞−−−→ Lt(a),
kde jsme vyuzˇili spojitost funkc´ı fn(x) a Lt(x) v promeˇnne´ x. Da´le na´m zby´va´ uka´zat, zˇe∫ t
0
u′n(Ws) dWs
Pr-s.j.−−−→
∫ t
0
1(a,∞)(Ws) dWs pro ∀t ≥ 0. (12)
K tomu pouzˇijeme Lenglartovu nerovnost A.3. Funkce u′n(x) jsou spojite´, omezene´ pro
kazˇde´ n ∈ N, proto posloupnost (∫ t
0
u′n(Ws) dWs, t ≥ 0) je posloupnost dobrˇe definovany´ch
L2-martingal˚u. Da´le polozˇme
At =
∣∣∣∫ t
0
u′n(Ws)− 1(a,∞)(Ws) dWs
∣∣∣
Ct =
∫ t
0
(u′n(Ws)− 1(a,∞)(Ws))2 ds.
Zrˇejmeˇ A,C jsou neza´porne´ procesy se spojity´mi trajektoriemi a A0 = C0 = 0. Mus´ıme
uka´zat, zˇe C dominuje A. Necht’ tedy τ je omezeny´ markovsky´ cˇas. Pak
EAτ = E
∣∣∣∫ τ
0
u′n(Ws)− 1(a,∞)(Ws) dWs
∣∣∣ ≤ [E [∫ τ
0
u′n(Ws)− 1(a,∞)(Ws) dWs
]2] 12
=
[
E
∫ τ
0
(
u′n(Ws)− 1(a,∞)(Ws)
)2
ds
] 1
2
=
[
ECτ
] 1
2 .
Lenglartova veˇta tvrd´ı, zˇe pro kazˇde´ ² > 0 a δ > 0 a pro kazˇdy´ markovsky´ cˇas γ, ktery´
mu˚zˇe by´t i neomezeny´, plat´ı
Pr
{
sup
t≥0
∣∣∣∫ γ∧t
0
u′n(Ws)− 1(a,∞)(Ws) dWs
∣∣∣ > ²}
≤ Pr
{
sup
t≥0
∫ γ∧t
0
(
u′n(Ws)− 1(a,∞)(Ws)
)2
ds > δ
}
+
δ
²2
= Pr
{∫ γ
0
(
u′n(Ws)− 1(a,∞)(Ws)
)2
ds > δ
}
+
δ
²2
.
(13)
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Proto stacˇ´ı doka´zat, zˇe
Pr
{∫ γ
0
(
u′n(Ws)− 1(a,∞)(Ws)
)2
ds > ²
}
n→∞−−−→ 0. (14)
Z neza´pornosti integrandu v (14) plyne, zˇe stacˇ´ı uka´zat, zˇe druhy´ moment na´hodne´ velicˇiny∫ t
0
(
u′n(Ws)− 1(a,∞)(Ws)
)2
ds konverguje k nule. Tedy
E
∫ t
0
((u′n(Ws)− 1(a,∞)(Ws))2 ds ≤
∫ t
0
Pr{|Ws − a| ≤ 2/n} ds n→∞−−−→ 0,
kde posledn´ı nerovnost plyne z toho, zˇe u′n(x) je neza´porna´ distribuce dana´ hustotou fn(x)
s koncentrac´ı v bodeˇ a, cˇili integrand je nenulovy´ jen na okol´ı B(a, 1/n). Q.E.D.
Pozna´mka 4. Prˇedpoklad v Lenglartoveˇ veˇteˇ je prˇesneˇ formulova´n takto: necht’ pro kazˇdy´
omezeny´ markovsky´ cˇas τ plat´ı, zˇe
EAτ ≤ ECτ .
My jsme ale jen uka´zali, zˇe EAτ ≤
[
ECτ
] 1
2 . V nasˇem prˇ´ıpadeˇ to vsˇak nevad´ı, protozˇe
pouzˇ´ıva´me slabsˇ´ı cˇa´st Lenglartovy nerovnosti.
2.3 Modern´ı definice brownovske´ho loka´ln´ıho cˇasu
Modern´ı definice brownovske´ho loka´ln´ıho cˇasu spocˇ´ıva´ na pra´veˇ doka´zane´ Tanakoveˇ
formuli, ktera´ vneˇ Pr-nulove´ mnozˇiny jednoznacˇneˇ urcˇuje neklesaj´ıc´ı, spojity´ proces, ktery´
pak zveme brownovsky´ loka´ln´ı cˇas. Tento prˇ´ıstup poskytuje dveˇ vy´hody.
(i)Vı´me, zˇe takovy´ proces opravdu existuje.
(ii) Definice lze snadno rozsˇ´ıˇrit na prˇ´ıpad spojity´ch semimartingal˚u.
Vsˇe zformulujeme v na´sleduj´ıc´ı veˇteˇ, ktera´ se pro na´s stane novou definic´ı loka´ln´ıho brow-
novske´ho cˇasu. Nav´ıc uka´zˇeme, zˇe brownovsky´ loka´ln´ı cˇas existuje. Je d˚ulezˇite´ zmı´nit, zˇe
na´sleduj´ıc´ı definice brownovske´ho loka´ln´ıho cˇasu je ekvivalentn´ı s p˚uvodn´ı definic´ı 1. To
vsˇak budeme schopni uka´zat azˇ v odstavci 2.5.
Veˇta 2.2. Pro kazˇde´ x ∈ R existuje na´hodny´ proces L(x) := {Lt(x), t ∈ R+} se spojity´mi
trajektoriemi, ktery´ je rostouc´ı ve smyslu definice 2 a splnˇuje vneˇ Pr-nulove´ mnozˇiny
|Wt − x| = |x|+
∫ t
0
sgn(Ws − x) dWs + Lt(x). (15)
Nav´ıc cele´ na´hodne´ pole L je spojite´ ve smyslu (t, x) → Lt(x). Proces {Lt(x), t ∈ R+}
zveme brownovsky´ loka´ln´ı cˇas.
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D˚ukaz. Platnost rovnosti (15) jsme jizˇ uka´zali. Zby´va´ uka´zat, zˇe takto definovany´ proces
ma´ spojitou verzi v (t, x). Proces |Wt− x| − |x| je spojity´ v (t, x). Stacˇ´ı doka´zat spojitost
procesu {∫ t
0
sgn(Ws−x) dWs, t ∈ R+} v (t, x). K tomu pouzˇijeme Kolmogorovu-Cˇencovovu
veˇtu A.4, jejizˇ zneˇn´ı je uvedeno v dodatku. Pro zjednodusˇen´ı za´pisu polozˇme Z(t, x) :=∫ t
0
sgn(Ws − x) dWs. Zvolme T > 0 libovolneˇ. Pro kazˇde´ m ≥ 1,m ∈ N, 0 ≤ s < t ≤ T a
x < y plat´ı
E |Z(t, x)− Z(s, y)|2m ≤ 22m−1E |Z(t, x)− Z(t, y)|2m + 22m−1E |Z(t, y)− Z(s, y)|2m
= 22m−1E
[
2
∫ t
0
1(x,y](Ws) dWs
]2m
+ 22m−1E
[∫ t
s
sgn(Wu − x) dWu
]2m
,
(16)
kde posledn´ı rovnost plyne z toho, zˇe prˇi nasˇ´ı definici je funkce sgn x zleva spojita´, a proto∫ t
0
[
sgn(Ws − x)− sgn(Ws − y)
]
dWs = 2
∫ t
0
1(x,y](Ws) dWs.
Procesy {∫ t
0
1(x,y](Ws) dWs, t ≥ 0} a {
∫ t
0
1(x,y](Ws) dWs, t ≥ s} jsou L2-martingaly se
spojity´mi trajektoriemi, ktere´ zacˇ´ınaj´ı v nule. Pak Bulkholderova-Davisova-Gundyho ne-
rovnost tvrd´ı, zˇe existuje konstanta Cm > 0 takova´, zˇe (16) je shora omezena vy´razem
22m−1CmE
[〈∫ ·
s
sgn(Wu − x) dWu
〉
t
]m
+ 22m−1CmE
[〈
2
∫ ·
0
1(x,y](Ws) dWs
〉]m
= 22m−1Cm
{
E
[∫ t
s
sgn2(Wu − x) du
]m
+ 4mE
[∫ t
0
1(x,y](Wu) du
]m}
.
(17)
Pro prvn´ı cˇlen plat´ı, zˇe
E
[∫ t
s
sgn2(Wu − x) du
]m
≤ (t− s)m.
Zameˇrˇme se na druhy´ cˇlen. Integrand je neza´porny´, omezeny´. Z Fubiniho veˇty plyne, zˇe
E
[∫ t
0
1(x,y](Wu) du
]m
=
∫ t
0
∫ t
0
. . .
∫ t
0
E
[
1(x,y](Wt1)1(x,y](Wt2) . . . 1(x,y](Wtm)
]
dt1 dt2 . . . dtm
=
∫ t
0
∫ t
0
. . .
∫ t
0
Pr{(Wt1 ,Wt2 , . . . ,Wtm) ∈ (x, y]m} dt1 dt2 . . . dtm
= m!
∫ t
0
∫ t
t1
. . .
∫ t
tm−1
Pr{(Wt1 ,Wt2 , . . . ,Wtm) ∈ (x, y]m} dt1 dt2 . . . dtm.
(18)
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V odhadu prˇedchoz´ıho integra´l˚u potrˇebujeme, aby se vyskytoval cˇlen |y − x|m. Proto
zkusme pro u > t ≥ 0
Pr{Wu ∈ (x, y]|Wt = z} ≤ Pr
{
Wu ∈ (x, y]
∣∣∣Wt = x+ y
2
}
=
1√
2pi(u− t)
∫ y
x
e−
z2
2(u−t) dz
=
1√
2pi
∫ y−x√
u−t
0
e−
v2
2 dv ≤ 1√
2pi
· y − x√
u− t
(19)
Vyuzˇijeme-li odhadu (19), tak postupny´m podminˇova´n´ım mu˚zˇeme odhadnout (18) vy´razem
C˜m|y − x|m
∫ T
0
∫ T
t1
. . .
∫ T
tm−1
1√
t1(t2 − t1) . . . (tm−1 − tm)
dt1 dt2 . . . dtm = Km|y − x|m,
kde C˜m = m!
(
1√
2pi
)m
. Pro m > 1 dosta´va´me, zˇe
E |Z(t, x)− Z(s, y)|2m ≤ 22m−1max{Cm, 4mKm}
(|t− s|m + |y − x|m). (20)
Pro m ≥ 3 jsou splneˇny prˇedpoklady Kolmogorovy-Cˇencovovy veˇty A.4, proto v´ıme, zˇe
existuje modifikace na´hodne´ho pole L takova´, zˇe zobrazen´ı (t, x)→ Lt(x, ω) je spojite´ pro
Pr-sk.vsˇ. ω. Q.E.D.
Pozna´mka 5. Tento postup mu˚zˇeme pouzˇ´ıt jen na T < ∞, nebot’ jinak na´m posledn´ı
integra´l diverguje. Kdybychom chteˇli rozumny´m zp˚usobem definovat na´hodnou velicˇinu
L∞(x) pro x ∈ R, nezby´va´ nic jine´ho, nezˇ-li polozˇit L∞(x) = ∞ pro x ∈ R, protozˇe
pro x = 0 plat´ı lim
t→∞
Lt(0) = lim
t→∞
max
s≤t
Ws = +∞ Pr-s.j. Prˇ´ıpad x 6= 0 plyne z rekurence
Wienerova procesu a silne´ markovske´ vlastnosti.
Pozna´mka 6. Nav´ıc z prˇedchoz´ıho d˚ukazu lze usoudit, zˇe trajektorie L(x) jsou γ-ho¨lde-
rovske´ pro γ ∈ (0, 1
2
), nebot’ |Wt − x| − |x| i
∫ t
0
sgn(Ws − x) dWs maj´ı γ-ho¨lderovske´
trajektorie pro γ ∈ (0, 1
2
).
2.4 Vlastnosti loka´ln´ıho brownovske´ho cˇasu
V te´to cˇa´sti se budeme veˇnovat dalˇs´ım vlastnostem loka´ln´ıho brownovske´ho cˇasu L(a) =
{Lt(a),Ft; 0 ≤ t < ∞} z pohledu cˇasove´ promeˇnne´. Hladina a ∈ R bude pevneˇ dana´.
Na´hodny´ proces {Lt(a),Ft} je spojity´, rostouc´ı proces ve smyslu definice 2, pro ktery´
plat´ı L0(a, ω) = 0 pro kazˇde´ ω ∈ Ω∗. Oveˇrˇen´ı vlastnosti (ii) v definici 2 lze snadno
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nahle´dnout prˇes alternativn´ı vyja´drˇen´ı brownovske´ho loka´ln´ıho cˇasu dane´ limitou (4).
Nyn´ı pro Pr-sk.vsˇ. ω ∈ Ω∗ lze definovat integra´l ∫∞
0
1R\{a}(Wt) dLt (a, ω) ve Lebesgue-
Stieltjesoveˇ smyslu.
Lemma 2.1. Necht’ a ∈ R je libovolne´ pevne´. Necht’ {Lt(a),Ft} je brownovsky´ loka´ln´ı
cˇas, pak existuje Ω̂ ∈ F takova´, zˇe Pr(Ω̂ ∩ Ω∗) = 1 a pro kazˇde´ ω ∈ Ω̂ ∩ Ω∗ je∫ ∞
0
1R\{a}(Wt) dLt(a, ω) = 0. (21)
D˚ukaz. Nejprve oznacˇme Lω(a) = {0 ≤ t < ∞ : Wt(ω) = a}. Pak existuje mnozˇina
Ω̂ ∈ F s Pr{Ω̂} = 1 tak, zˇe pro kazˇde´ ω ∈ Ω̂ ∩ Ω∗ je mnozˇina Lω(a) je uzavrˇena´, protozˇe
je vzorem uzavrˇene´ mnozˇiny {a} prˇi spojite´m zobrazen´ı W·(ω). Nav´ıc je Lω(a) borelovsky
meˇrˇitelna´ mnozˇina s Lebesgueovou mı´rou nula. Vı´me tedy, zˇe existuje spocˇetne´ pokryt´ı
otevrˇene´ mnozˇiny LCω (a), kde LCω (a) je komplement mnozˇiny Lω(a). Tedy existuj´ı rea´lne´
posloupnosti {αj} a {βj} takove´, zˇe LCω (a) =
⋃
j∈N(αj, βj). Stacˇ´ı uka´zat, zˇe ∀j ∈ N je∫
(αj ,βj)
dLt(a, ω) = 0. Vezmeme libovolne´ j ∈ N pevne´, pak pro kazˇde´ s ∈ (αj, βj) je
|Ws(ω)−a| > 0. Vı´me, zˇe spojita´ funkce na kompaktn´ım intervalu naby´va´ sve´ho minima,
proto pro kazˇde´ n > 2
βj−αj plat´ı, zˇe min
s∈[αj+ 1n ,βj− 1n ]
|Ws(ω)− a| > 0. Polozˇme
2²(n) := min
s∈[αj+ 1n ,βj− 1n ]
|Ws(ω)− a|.
Zrˇejmeˇ plat´ı, zˇe 0 ≤ ²(n+1) ≤ ²(n) pro kazˇde´ n > 2
βj−αj . Nerostouc´ı, omezena´ posloupnost
ma´ limitu. Protozˇe αj, βj ∈ Lω(a), tak lim
n→∞
²(n) = 0. Kdyby existovalo n0 >
2
βj−αj takove´,
zˇe pro kazˇde´ n ≥ n0 je ²(n) = ²(n0) pak mus´ı existovat s ∈
[
αj +
1
n0
, βj − 1n0
]
takove´, zˇe
W (s, ω) = a a to je spor s (αj, βj) ∈ LCω (a). Proto pro dostatecˇneˇ male´ ² > 0 plat´ı, zˇe
λ{0 ≤ s ≤ αj + 1
n
: |Ws(ω)− a| ≤ ²} = λ{0 ≤ s ≤ βj − 1
n
: |Ws(ω)− a| ≤ ²},
a tedy z (4) plyne, zˇe Lαj+ 1n
(a, ω) = Lβj+ 1n
(a, ω). Z toho plyne, zˇe
∫
[αj+
1
n
,βj− 1n ]
dLt(a, ω) =
0. K dokoncˇen´ı d˚ukazu stacˇ´ı jizˇ jen n → ∞ a vyuzˇ´ıt spojitosti loka´ln´ıho cˇasu v cˇasove´
promeˇnne´. Q.E.D.
Nen´ı nikterak prˇekvapuj´ıc´ı, zˇe brownovsky´ loka´ln´ı cˇas bude deˇdit neˇktere´ vlastnosti
Wienerova procesu. V prˇedchoz´ım jsme uka´zali, zˇe zobrazen´ı t→ Lt(a) je Pr-s.j. singula´rn´ı
vneˇ mnozˇiny Lω(a). Nyn´ı se zameˇrˇ´ıme na body r˚ustu funkce t→ Lt(a).
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Lemma 2.2. Pro Pr-sk.vsˇ. ω a a ∈ R plat´ı
(i) Lt(0, ω) > 0 ∀t > 0,
(ii) ∀t ∈ Lω(a) ∀q, r ∈ R+ : q < t < r =⇒ Lq(a, ω) < Lr(a, ω).
D˚ukaz.(i) Pouzˇijeme Tanakovu formuli (2.1) prˇ´ıpad (iii) pro a = 0, neboli
|Wt| =
∫ t
0
sgn(Ws) dWs + Lt(0) Pr-s.j.
Protozˇe leva´ strana je neza´porna´, mus´ı by´t i prava´ strana neza´porna´. Nyn´ı vyuzˇijeme,
zˇe jsme uka´zali, zˇe na´hodny´ proces {Z(t, 0) := ∫ t
0
sgn(Ws) dWs,Ft; 0 ≤ t < ∞} je Ft-
Wiener˚uv proces, pro ktery´ plat´ı Pr{Z(0, 0) = 0} = 1. K dokoncˇen´ı d˚ukazu pouzˇijeme
na´sleduj´ıc´ı vlastnost Wienerova procesu.
Necht’ {Wt, t ≥ 0} je Ft-Wiener˚uv proces, pak pro Pr-sk.vsˇ. ω plat´ı
∀² > 0 ∃δ > 0 ∃{α²j}∞j=1, {β²j}∞j=1 ∈ (0, ²) : 0 < α²1 < β²1 < α²2 < β²2 < . . .
a plat´ı W ²αj(ω) > δ ∧ W ²βj(ω) < −δ,
pak mus´ı platit L²(0, ω) > 0.
(ii) Ze spojitosti Lt(a) v promeˇnne´ t stacˇ´ı uvazˇovat jen prˇ´ıpady q, r ∈ Q. Necht’ ma´me
q < r ∈ Q. Polozˇme τa,q = inf{t ≥ q : Wt = a}. Ze za´kona iterovane´ho logaritmu
v´ıme, zˇe τa,q je Pr-s.j. konecˇny´ markovsky´ cˇas a silna´ markovska´ vlastnost tvrd´ı, zˇe Bt =
Wt+τa,q −Wτa,q = Wt+τa,q − a je opeˇt Wiener˚uv proces s Pr{B0 = 0} = 1. Aplikujeme-li
prˇ´ıpad (i) na Bt dostaneme, zˇe plat´ı-li τa,q(ω) < r pak Lτa,q(a, ω) < Lτa,q+t(a, ω) pro
Pr-sk.vsˇ. ω a ∀t > 0. K dokoncˇen´ı d˚ukazu stacˇ´ı polozˇit t = r − τa,q(ω). Q.E.D.
2.5 Zobecneˇna´ Itoˆova formule pro konvexn´ı funkce
U Tanakovy formule se na´m podarˇilo vyja´drˇit si spojity´ submartingal jako soucˇet
stochasticke´ho integra´lu a brownovske´ho loka´ln´ıho cˇasu tak, zˇe jsme funkce (x − a)± a
|x− a|, ktere´ nemaj´ı spojite´ prvn´ı ani druhe´ derivace, aproximovali dostatecˇneˇ hladky´mi
funkcemi tak, abychom mohli pouzˇ´ıt Itoˆovu formuli. Mu˚zˇeme tedy na ni pohl´ızˇet jako na
zobecneˇn´ı Itoˆovy formule pro funkce (x − a)± a |x − a|. Spolecˇny´m rysem teˇchto funkc´ı,
kromeˇ jejich nespojite´ derivace, je konvexita. Ota´zkou je, zda-li lze rozsˇ´ıˇrit Itoˆovu formuli
pra´veˇ o tuto trˇ´ıdu funkc´ı. Touto problematikou se zaby´val Meyer ve sve´ pra´ci [3].
Du˚vody, procˇ jsme si vybrali trˇ´ıdu konvexn´ıch funkc´ı, jsou na´sleduj´ıc´ı:
(i) Existuje jen spocˇetneˇ mnoho bod˚u, kde konvexn´ı funkce f : R→ R nema´ derivaci.
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(ii) Oznacˇ´ıme-li D−f(x), (resp. D+f(x)) derivaci zleva, (resp. derivaci zprava), pak D−f
je zleva spojita´, D+f je zprava spojita´ a obeˇ jsou neklesaj´ıc´ı. To umozˇnˇuje zave´st
loka´lneˇ konecˇnou borelovskou mı´ru µf danou prˇedpisem:
µf ([a, b))
def
= D−f(b)−D−f(a) ∞ < a < b <∞, (22)
kterou budeme nazy´vat mı´rou druhe´ derivace.
Pozna´mka 7. Mı´ra druhe´ derivace µf je konecˇna´, pokud lim
x→−∞
D−f(x) i lim
x→∞
D−f(x)
jsou konecˇne´.
Pozna´mka 8. Pokud existuje f ′′ v bodeˇ x, mus´ı se prˇ´ır˚ustek mı´ry druhe´ derivace µ v
bodeˇ x shodovat s f ′′(x). Symbolicky budeme psa´t, zˇe f ′′(x) dx = µf ( dx).
Prˇ´ıklad 1. Pro funkci f(x) = (x− a)+ dosta´va´me zcela intuitivn´ı vy´sledek
µf ( dx) = lim
h→0+
D−f(x+ h)−D−f(x) = lim
h→0+
1(a,∞)(x+ h)− 1(a,∞)(x) = δa(x).
Veˇta 2.3 (Zobecneˇna´ Itoˆova formule pro konvexn´ı funkce). Necht’ funkce f : R → R je
konvexn´ı a necht’ mı´ra druhe´ derivace µf je da´na prˇedpisem (22), pak Pr-s.j. plat´ı
f(Wt) = f(W0) +
∫ t
0
D−f(Ws) dWs +
1
2
∫
R
Lt(x)µf ( dx) 0 ≤ t <∞. (23)
Pro funkce (x − a)± a |x − a| dosta´va´me stejny´ vy´sledek jako v Tanakoveˇ formuli. Z
rovnosti (8) a pozna´mky 8 plyne, zˇe ve veˇteˇ 2.3 se jedna´ opravdu o zobecneˇn´ı Itoˆovy
formule, tedy vzorec (23) je platny´ pro kazˇdou funkci f ∈ C2(R). Prˇedcha´zej´ıc´ı veˇta lze
zobecnit na funkci f , ktera´ je linea´rn´ı kombinac´ı konvexn´ıch funkc´ı. Rozd´ıl je jen v tom,
zˇe mı´ra druhe´ derivace µf se sta´va´ loka´lneˇ konecˇnou zname´nkovou mı´rou.
Veˇta 2.4. Necht’ funkce f : R → R je konecˇnou linea´rn´ı kombinac´ı konvexn´ıch funkc´ı a
necht’ mı´ra µ je da´na prˇedpisem (22), pak mı´ra µ je loka´lneˇ konecˇna´ zname´nkova´ mı´ra a
vzorec 23 z˚usta´va´ v platnosti.
Prˇ´ıklad 2. V tomto prˇ´ıkladeˇ uvedeme mozˇnost, kdy je mozˇno funkci f : R → R zapsat
jako linea´rn´ı kombinaci konvexn´ıch funkc´ı. Prˇedpokla´dejme, zˇe f ′ ∈ ACloc(R). Pak v´ıme,
zˇe existuje f ′′(x) pro λ-sk.vsˇ. x ∈ R. Proto mu˚zˇeme psa´t∫ x
0
∫ y
0
f ′′(z) dz dy =
∫ x
0
[
f ′(y)− f ′(0)] dy = ∫ x
0
f ′(y) dy − f ′(0)x = f(x)− f(0)− f ′(0)x.
Tedy funkci f lze psa´t jako
f(x) = f(0) + f ′(0)x+
∫ x
0
∫ y
0
f ′′(z) dz dy.
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Hlavn´ı mysˇlenka je, zˇe si nyn´ı funkci f ′′(z) nap´ıˇseme jako rozd´ıl dvou neza´porny´ch funkc´ı
a vyuzˇijeme linearity integra´lu. Tedy polozˇme f1(z) = f
′′(z)+, f2(z) = f ′′(z)−. Pak f1 a
f2 jsou obeˇ neza´porne´ a f
′′(z) = f1(z)− f2(z). Polozˇme da´le
g1(x) = f(0) + f
′(0)x+
∫ x
0
∫ y
0
f1(z) dz dy,
g2(x) =
∫ x
0
∫ y
0
f2(z) dz dy.
Funkce u(y) =
∫ y
0
f1(z) dz je neklesaj´ıc´ı, a proto funkce v(x) =
∫ x
0
u(y) dy je konvexn´ı.
Funkce g1 je tedy soucˇtem 3 konvexn´ıch funkc´ı. Analogicky postupujeme pro funkci g2.
Celkoveˇ dosta´va´me, zˇe funkci f lze zapsat jakou soucˇet 4 konvexn´ıch funkc´ı a lze tedy
pouzˇ´ıt prˇedchoz´ı veˇtu 2.4.
Na za´veˇr tohoto odstavce splat´ıme dluh, ktery´ ma´me z odstavce 2.3, kde jsme tvr-
dili, zˇe modern´ı definice brownovske´ho loka´ln´ıho cˇasu zalozˇena´ na Tanakoveˇ formuli je
ekvivalentn´ı s definic´ı 1.
Lemma 2.3. Necht’ na´hodny´ proces {Lt(x), t ≥ 0} je jako ve veˇteˇ 2.2, pak pro kazˇdou
neza´pornou, borelovsky meˇrˇitelnou funkci f s kompaktn´ım nosicˇem vneˇ Pr-nulove´ mnozˇiny
plat´ı ∫ t
0
f(Ws(ω)) ds =
∫
R
f(x)Lt(x, ω) dx. (24)
D˚ukaz. Bez u´jmy na obecnosti prˇedpokla´dejme, zˇe funkce f ∈ C∞(R), protozˇe pro kazˇdou
neza´pornou borelovsky meˇrˇitelnou funkci f s kompaktn´ım nosicˇem existuje posloupnost
funkc´ı {fn, n ∈ N} z C∞(R) takovy´ch, zˇe fn w−→ f , kde w znacˇ´ı slabou konvergenci funkc´ı.
Necht’ je tedy funkce f ∈ C∞(K), kde K ∈ R je kompaktn´ı. Pak existuje spojita´, konvexn´ı
funkce F : R → R, ktera´ pro kazˇde´ x ∈ K splnˇuje F ′′(x) = f(x). Funkce F je spojita´ a
ma´ spojitou prvn´ı i druhou derivaci, mu˚zˇeme tedy pouzˇ´ıt klasickou Itoˆovo formuli, tedy
plat´ı
F (Wt) = F (W0) +
∫ t
0
F ′(Ws) dWs +
1
2
∫ t
0
f(Ws) ds.
Da´le v´ıme, zˇe funkce F je konvexn´ı a F ′′(x) dx = f(x) dx = µf ( dx), proto ze zobecneˇne´
Itoˆovy formule v´ıme, zˇe plat´ı
F (Wt) = F (W0) +
∫ t
0
F ′(Ws) dWs +
1
2
∫ t
0
f(x)Lt(x) dx.
Rovnost (24) ve smyslu Pr-s.j. dostaneme odecˇten´ım prˇedchoz´ıch dvou rovnost´ı. Q.E.D.
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2.6 Vlastnosti trajektori´ı Wienerova procesu
V te´to cˇa´sti uka´zˇeme, zˇe brownovsky´ loka´ln´ı cˇas mu˚zˇe by´t vhodny´m na´strojem pro
charakterizaci vlastnost´ı trajektori´ı Wienerova procesu. Jako prˇ´ıklad uvedeme na´sleduj´ıc´ı
tvrzen´ı.
Veˇta 2.5. Pro Ft-Wiener˚uv proces plat´ı
Pr
{
ω ∈ Ω :
∫ t
0
ds
|Ws(ω)|α <∞; ∀0 ≤ t <∞
}
=
{
1 α < 1
0 α ≥ 1 (25)
D˚ukaz. K d˚ukazu veˇty pouzˇijeme na´sleduj´ıc´ı lemma.
Lemma 2.4. Necht’ funkce f : R → [0,∞) je borelovsky meˇrˇitelna´ a loka´lneˇ integrova-
telna´, pak
Pr
{∫ t
0
f(Ws) ds <∞; ∀0 ≤ t <∞
}
= 1
D˚ukaz. Vezmeˇme ω ∈ Ω∗, kde Ω∗ je stejna´ jako v definici 1 a polozˇmeMt(ω) := max
s≤t
Ws(ω)
amt(ω) := min
s≤t
Ws(ω). Nejdrˇ´ıve si uveˇdomı´me, zˇe pro pevne´ (t, ω) ∈ R×Ω∗ plat´ı, zˇe pokud
x /∈ [mt(ω),Mt(ω)], pak |Ws(ω)−x| > 0 pro kazˇde´ s ≤ t a tedy Lt(x, ω) = 0. Uka´zali jsme,
zˇe pro pevna´ (t, ω) je nosicˇem zobrazen´ı x → Lt(x, ω) uzavrˇeny´ interval [mt(ω),Mt(ω)].
Pak
∫ t
0
f(Ws(ω)) ds =
∫
R
f(x)Lt(x, ω) dx =
∫ Mt(ω)
mt(ω)
f(x)Lt(x, ω) dx
≤ max
mt(ω)≤x≤Mt(ω)
Lt(x, ω)
∫ Mt(ω)
mt(ω)
f(x) dx <∞.
Posledn´ı nerovnost plyne z loka´ln´ı integrovatelnosti funkce f , nebot’ spojitost trajektori´ı
W•(ω) na´m implikuje, zˇe mnozˇina [mt(ω),Mt(ω)] je kompaktn´ı pro kazˇde´ t ≥ 0 a omeze-
nost max
mt(ω)≤x≤Mt(ω)
Lt(x, ω) plyne ze spojitosti L. Q.E.D.
K dokoncˇen´ı d˚ukazu veˇty 2.5 stacˇ´ı pouzˇ´ıt prˇedcha´zej´ıc´ı lemma na funkci f(x) = 1|x|α .
Mus´ıme tedy zjistit, kdy je funce f loka´lneˇ integrovatelna´. Vı´me, zˇe pro ∀² > 0 je∫ ²
−²
1
|x|α <∞ ⇐⇒ α < 1 a
∫ ²
−²
1
|x|α =∞ ⇐⇒ α ≥ 1,
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cozˇ jsou jedine´ dva krajn´ı prˇ´ıpady, protozˇe na intervalu (−∞,−²] ∪ [²,∞) je funkce f
spojita´ a omezena´. Q.E.D.
Du˚lezˇity´m prˇedpokladem ve veˇteˇ 2.4 je, zˇe horn´ı mez je konecˇna´. Pro neomezenou
horn´ı mez a dodatecˇny´ch podmı´nka´ch na funkci f naopak plat´ı, zˇe integra´l bude Pr-s.j.
nekonecˇny´. Vsˇe formulujeme v na´sleduj´ıc´ı veˇteˇ.
Veˇta 2.6. Necht’ f je neza´porna´, borelovsky meˇrˇitelna´ funkce, ktera´ nav´ıc splnˇuje, zˇe
existuje souvisla´ otevrˇena´ mnozˇina G ∈ B(R), na ktere´ je funkce f kladna´. Pak
Pr
{
ω ∈ Ω :
∫ ∞
0
f(Ws(ω)) ds =∞
}
= 1.
D˚ukaz. V tomto d˚ukazu vyuzˇijeme velmi zaj´ımave´ vlastnosti Wienerova procesu a to, zˇe
pro Pr-sk.vsˇ. ω ∈ Ω je mnozˇina Lω(0) = {0 ≤ t <∞ : Wt(ω) = 0} husta´ v R+. Pak totizˇ
mu˚zˇeme definovat posloupnost {τj}∞j=1
τ1 = inf{t ≥ 1 : Wt = 0},
τj+1 = inf{t ≥ τj + 1 : Wt = 0} j ≥ 2.
Pak pro kazˇde´ j ∈ N je τj Pr-s.j. konecˇny´ markovsky´ cˇas, a proto mu˚zˇeme polozˇit Bt =
Wτj+t−Wτj = Wτj+t. Vı´me, zˇe Bt je opeˇt Wiener˚uv proces, ktery´ zacˇ´ına´ v nule. Protozˇe je
Lω(0) = {0 ≤ t <∞ : Wt(ω) = 0} husta´ v R+, tak {τj, j ≥ 1} je nekonecˇna´ posloupnost
markovsky´ch cˇas˚u, pro ktere´ plat´ı {τj} ↗ ∞ Pr-s.j. Pak bez u´jmy na obecnosti stacˇ´ı
prˇedpokla´dat, zˇe existuje ² > 0 tak, zˇe {x ∈ R : f(x) > 0} ⊇ (−², ²). Polozˇme ∆ =
max
j∈N
|τj+1 − τj|. Ze spojitosti L∆(·) a Lt(0) > 0 pro ∀t > 0, je min
x∈(−²,²)
L∆(x) > 0 po
prˇ´ıpadne´m zmensˇen´ı ². Pak vneˇ Pr-nulove´ mnozˇiny plat´ı∫ ∞
0
f(Ws) ds =
∞∑
j=1
∫ τj+1
τj
f(Ws) ds =
∞∑
j=1
∫ τj+1−τj
0
f(Bs) ds
=
∞∑
j=1
∫ ²
−²
f(x)Lτj+1−τj(x) ≥
∞∑
j=1
min
x∈(−²,²)
f(x) min
x∈(−²,²)
L∆(x) =∞.
Q.E.D.
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3 Rozdeˇlen´ı loka´ln´ıho brownovske´ho cˇasu
3.1 Teorie symetricke´ na´hodne´ procha´zky a jej´ı aplikace
V te´to cˇa´sti uvedeme neˇkolik zna´my´ch veˇc´ı z teorie symetricke´ na´hodne´ procha´zky, ktere´
budeme potrˇebovat v neˇkolika na´sleduj´ıc´ıch odstavc´ıch. Vycha´zel jsem prˇedevsˇ´ım z knihy
[1]. Jde na´m zejme´na o vyja´drˇen´ı pravdeˇpodobnostn´ıho rozdeˇlen´ı na´hodne´ velicˇiny prvn´ıho
vstupu do zvolene´ hladiny a pochopen´ı principu reflexe, ktery´ bude kl´ıcˇovy´m na´strojem
prˇi odvozova´n´ı pravdeˇpodobnostn´ıho rozdeˇlen´ı pocˇtu prˇechod˚u na´hodne´ procha´zky prˇes
pevneˇ zvolenou hladinu. Pomoc´ı teˇchto na´stroj˚u se na´m podarˇ´ı odvodit pravdeˇpodobnostn´ı
rozdeˇlen´ı brownovske´ho loka´ln´ıho cˇasu pro Brown˚uv pohyb a Brown˚uv most.
Definice 3 (Symetricka´ na´hodna´ procha´zka). Necht’ {Xn, n ∈ N} je posloupnost neza´vis-
ly´ch stejneˇ rozdeˇleny´ch na´hodny´ch velicˇin takovy´ch, zˇe Pr{Xn = 1} = Pr{Xn = −1} = 12 .
Polozˇ´ıme-li S0 = 0 a Sn =
∑n
j=1Xj. Pak na´hodnou posloupnost {Sn, n ∈ N} zveme
symetricka´ na´hodna´ procha´zka.
Da´le uvedeme vlastnosti ty´kaj´ıc´ı se symetricke´ na´hodne´ procha´zky, ktere´ budeme da´le
mlcˇky pouzˇ´ıvat.
(i) Je-li n liche´, pak Pr{Sn je liche´} = 1.
(ii) Je-li n sude´, pak Pr{Sn je sude´} = 1.
(iii) Ma´-li n stejnou paritu jako m, kde n ∈ N,m ∈ Z, cozˇ budeme da´le znacˇit n par∼ m,
pak plat´ı
Pr{Sn = m} =
(
n
n+m
2
)
1
2n
|m| ≤ n. (26)
Da´le oznacˇme Pn := card{ j ≤ n : Xj = 1} a Nn := card{ j ≤ n : Xj = −1}, pak
Pn = (n+ Sn)/2, cozˇ plyne ihned po secˇten´ı dvojice rovnic
Sn = Pn −Nn
n = Pn +Nn.
Du˚lezˇite´ bude odvozen´ı rozdeˇlen´ı cˇasu prvn´ıho vstupu do hladiny a. Oznacˇme τa =
inf{n ≥ 1 : Sn = a}, kde a par∼ n a |a| ≤ n. Odvod´ıme prˇ´ıpad a > 0. Pak
Pr{τa = n} = Pr{Sn = a, τa > n− 1} = 1
2
Pr{τa > n− 1, Sn = a− 1} = I(a, n) 1
2n
,
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kde I(a, n) je pocˇet trajektori´ı, ktere´ se do cˇasu n − 1 nedotknou hladiny a a skoncˇ´ı v
cˇase n− 1 na hladineˇ a− 1, neboli
I(a, n) := card{ {x1, . . . , xn−1} ∈ {−1, 1}n−1 :
l∑
i=1
xi ≤ a− 1 ∀l ≤ n− 1,
n−1∑
i=1
xi = a− 1}.
Oznacˇ´ıme-li I ′(a, n) pocˇet trajektori´ı, ktere´ se do cˇasu n − 1 dotknou hladiny a a take´
skoncˇ´ı v cˇase n− 1 na hladineˇ a− 1, neboli
I ′(a, n) := card{ {x1, . . . , xn−1} ∈ {−1, 1}n−1 : ∃l ≤ n− 1 :
l∑
i=1
xi ≥ a,
n−1∑
i=1
xi = a− 1}.
Pak plat´ı
I(a, n) =
(
n− 1
n+a
2
− 1
)
− I ′(a, n).
Hodnotu indexu I ′(a, n) umı´me spocˇ´ıst, protozˇe pocˇet trajektori´ı, ktere´ se dotknou hladiny
a a skoncˇ´ı v cˇase n − 1 na hladineˇ a − 1 je stejny´ jako pocˇet trajektori´ı, ktere´ skoncˇ´ı v
cˇase n− 1 na hladineˇ a+ 1, tedy
I ′(a, n) =
(
n− 1
n+a
2
)
.
Celkoveˇ dosta´va´me, zˇe
I(a, n) =
(
n− 1
n+a
2
− 1
)
−
(
n− 1
n+a
2
)
a tedy
Pr{τa = n} =
[(
n− 1
n+a
2
− 1
)
−
(
n− 1
n+a
2
)]
1
2n
=
a
n
(
n
n+a
2
)
1
2n
=
a
n
Pr{Sn = a}. (27)
V dalˇs´ı cˇa´sti budeme take´ potrˇebovat zna´t vztah pro konvoluci na´hodny´ch velicˇin τa a
τb pro a > 0, b > 0. Nejprve polozˇme τ
a
b = inf{n > τa : Sn = a + b}. Pak τa a τ ba jsou
neza´visle´ na´hodne´ velicˇiny, proto mu˚zˇeme psa´t
Pr{τa+b = m} =
m∑
j=a
Pr{τa = j, τa+b = m} =
m−b∑
j=a
Pr{τa = j, τ ab = m− j}
=
m−b∑
j=a
Pr{τa = j}Pr{τab = m− j} =
m−b∑
j=a
Pr{τa = j}Pr{τb = m− j}.
(28)
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3.2 Specia´ln´ı konstrukce na´hodne´ procha´zky metodou twist
C´ılem tohoto odstavce bude uka´zat konstrukci specia´ln´ı posloupnosti symetricky´ch
na´hodny´ch procha´zek {Sm(n),m ≥ 0, n ≥ 1}, kde nyn´ı doln´ı index u Sm(n) oznacˇuje, zˇe se
jedna´ o m-ty´ prvek posloupnosti {Sm(n),m ≥ 0}. Pak z posloupnosti {Sm(n),m ≥ 0, n ≥
1} zkonstruujeme posloupnost vza´jemneˇ se zjemnˇuj´ıc´ıch na´hodny´ch procha´zek {Bm(t), t ≥
0,m ∈ N}, kde kazˇda´ na´hodna´ procha´zka bude zjemneˇn´ım prˇedchoz´ı. Zjemnˇova´n´ı je
definova´no podle na´sleduj´ıc´ıho vzorce
Bm
(
k
22m
)
=
1
2m
S˜m(k). (29)
Necht’ Xm(k),m ≥ 0, k ≥ 1 jsou neza´visle´ stejneˇ rozdeˇlene´ na´hodne´ velicˇiny naby´vaj´ıc´ı
hodnot 1 a −1 s pravdeˇpodobnost´ı 1
2
. Serˇad’me je do nekonecˇne´ matice takto

X0(1) X0(2) X0(3) . . .
X1(1) X1(2) X1(3) . . .
X2(1) X2(2) X2(3) . . .
...
...
...
. . .

Necht’ pro kazˇde´ m ≥ 0 je Sm(n),m ≥ 0, symetricka´ na´hodna´ procha´zka, ktera´ vznikla
z na´hodny´ch velicˇin Xm(k), k = 1, . . . , n, tj. Sm(n) =
∑n
i=1Xm(i). Na´hodne´ procha´zky
Sm(n),m ≥ 0, vznikly z r˚uzny´ch rˇa´dk˚u, ktere´ jsou vza´jemneˇ neza´visle´, proto i Sm(n),m ≥
0, jsou vza´jemneˇ neza´visle´. Metoda, kterou pouzˇijeme k modifikaci posloupnosti {Sm(n),m ≥
0, n ≥ 1}, je zna´ma pod na´zvem twist and shrink a lze se o n´ı v´ıce docˇ´ıst v pra´ci [6].
Metoda Twist
Nejdrˇ´ıve polozˇ´ıme S˜0(n) = S0(n) pro n ≥ 1 a S˜m(0) = 0 pro m ≥ 0. Pak konstruujeme
na´hodnou procha´zku S˜m(n),m ≥ 1, rekurentneˇ podle na´sleduj´ıc´ıho prˇedpisu. Necht’ S˜m(t)
jizˇ zna´me. Definujme na´hodnou velicˇinu
Tm+1(0) = 0,
Tm+1(k) = inf
{
n > Tm+1(k − 1) :
∣∣Sm+1(n)− Sm+1(Tm+1(k − 1))∣∣ = 2} k ≥ 1.
Budeme modifikovat na´hodnou procha´zku Sm+1(n) tak, aby po zjemneˇn´ı dane´ vzorcem
(29) na´hodna´ procha´zka Bm+1(n) navsˇt´ıvila v cˇasech 4n, n ≥ 1, stejne´ hladiny jako
zjemneˇna´ na´hodna´ procha´zka Bm(n) odvozena´ od na´hodne´ procha´zky Sm(n). Demon-
strujme si to na konktre´tn´ım prˇ´ıkladeˇ.
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Obra´zek 1: Levy´ graf zobrazuje na´hodnou procha´zku S˜m(4) a pravy´ graf zobrazuje
na´hodnou procha´zku Sm+1(18).
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Obra´zek 2: Na prvn´ıch trˇech grafech (zleva doprava) je zobrazen postup konstrukce
na´hodne´ procha´zky S˜m+1(18) z na´hodne´ procha´zky Sm+1(18). Na posledn´ım grafu, pravy´
doln´ı, je plnou cˇa´rou oznacˇena p˚uvodn´ı na´hodna´ procha´zka Sm+1(18) a cˇa´rkovanou cˇa´rou
na´hodna´ procha´zka S˜m+1(18).
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Prˇ´ıklad 3. Necht’ na´hodna´ procha´zka S˜m(4), ktera´ je zobrazena na obra´zku 1, prosˇla
postupneˇ hladinami 1→ 0→ 1→ 2. Chceme modifikovat na´hodnou procha´zku Sm+1(18)
tak, aby pak S˜m+1(18) jako prvn´ı sude´ cˇ´ıslo navsˇt´ıvila 2, jako druhe´ sude´ cˇ´ıslo 0. Prˇedt´ım
nezˇ vstoup´ı do 0 mu˚zˇe se do 2 vra´tit, jen nesmı´ vstoupit do 4. Jako trˇet´ı sude´ znovu 2
a jako cˇtvrte´ sude´ 4. Vsˇe je patrne´ z obra´zku 2. Pokud prvn´ı sude´, ktere´ Sm+1(t) navsˇt´ıv´ı
je −2, pak reflektuji trajektorii azˇ do cˇasu Tm+1(1). Tedy polozˇ´ıme X˜m+1(k) = −Xm+1(k)
pro 0 < k ≥ Tm+1(1). Je-li prvn´ı sude´ 2, pak polozˇ´ıme X˜m+1(k) = Xm+1(k) pro 0 < k ≥
Tm+1(1). Da´le pokracˇujeme analogicky u´sekem
(
Tm+1(1), Tm+1(2)
]
, nebot’ jsme ve stejne´
situaci jako v prn´ım kroku. Jen pokud jsme reflektovali prvn´ı cˇa´st trajektorie, tak mus´ıme
Sm+1(k) o 4 d´ıly posunout nahoru.
Vsˇe lze zapsat na´sleduj´ıc´ım algoritmem.
Pro j = 1, 2, . . . a pro Tm+1(j) < k ≤ Tm+1(j + 1) polozˇme
X˜m+1(k) =
{
Xm+1(k) je-li Sm+1(Tm+1(j + 1))− Sm+1(Tm+1(j)) = 2X˜m(j + 1)
−Xm+1(k) jinak
a polozˇme S˜m+1(k) = S˜m+1(k − 1) + X˜m+1(k).
Lze uka´zat, zˇe pro kazˇde´ m ≥ 0 plat´ı X˜m(1), X˜m(2), . . . jsou neza´visle´ stejneˇ rozdeˇlene´
na´hodne´ velicˇiny a Pr{X˜m(k) = 1} = Pr{X˜m(k) = −1} = 12 pro k ≥ 1. Tedy {S˜m(t),m ≥
0} je posloupnost symetricky´ch na´hodny´ch procha´zek. Nav´ıc z konstrukce je zrˇejme´, zˇe
mezi na´hodny´mi procha´zkami S˜m+1 a S˜m plat´ı na´sleduj´ıc´ı vztah
S˜m+1(Tm+1(k)) =
k∑
j=1
S˜m+1(Tm+1(j))− S˜m+1(Tm+1(j − 1)) =
k∑
j=1
2Xm(j) = 2S˜m(k).
(30)
Metoda Shrink
Prˇi zjemnˇova´n´ı na´hodne´ procha´zky budeme kla´st d˚uraz na to, abychom zachovali nulo-
vost strˇedn´ıch hodnot, a aby se prˇi kazˇde´m zjemneˇn´ı nezmeˇnila vzda´lenost dana´ euklidov-
skou metrikou od pocˇa´tku vzhledem k p˚uvodn´ı na´hodne´ procha´zce S0(k). Euklidovskou
metrikou zde mı´n´ıme metriku indukovanou L2-normou na pravdeˇpodobnostn´ım prostoru
(Ω,F ,Pr), kde jsou i definova´ny na´hodne´ velicˇiny Xm(k), m ≥ 0, k ≥ 1. Nejdrˇ´ıve zod-
pov´ıme na´sleduj´ıc´ı ota´zku. Kolikra´t ma´me zmeˇnit prostorovou promeˇnnou, pokud cˇasovou
promeˇnnou na jednotkove´m intervalu rozdeˇl´ıme na n stejneˇ velky´ch d´ıl˚u.
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K tomu si zavedeme na´hodne´ velicˇiny Zj, j = 1, . . . , n, ktere´ naby´vaj´ı jen dvou hod-
not x a −x se stejnou pravdeˇpodobnost´ı. Vı´me, zˇe √EX20 (1) = 1. Proto po rozdeˇlen´ı
jednotkove´ho intervalu na n stejny´ch d´ıl˚u mus´ı platit
1 =
[
E
[ n∑
j=1
Z2j
]] 12
=
√
n
√
EZ21 .
Tedy mus´ı platit EZ21 =
1
n
. Da´le z definice na´hodne´ velicˇiny Z1 snadno spocˇteme, zˇe
EZ21 = x
2
[
Pr{Z1 = x}+ Pr{Z1 = −x}
]
= x2.
Spojen´ım prˇedchoz´ıch vy´sledk˚u dostaneme, zˇe x = 1√
n
. Tedy chceme-li zmensˇit zmeˇnu
hladiny na polovinu, mus´ıme rozdeˇlit cˇasovou promeˇnnou na 4 stejne´ d´ıly. Obecneˇ pro
m ≥ 1, zmensˇ´ıme-li m-kra´t zmeˇnu hladiny, cˇasovou promeˇnnou mus´ıme rozdeˇlit na 22m
stejny´ch d´ıl˚u. Proto je zjemnˇova´n´ı definova´no vzorcem (29). Na za´veˇr provedeme linea´rn´ı
interpolaci zjemneˇne´ na´hodne´ procha´zky.
Du˚vod, procˇ jsme konstruovali posloupnost {S˜m(n),m ≥ 0}, kterou jsme pozdeˇji
pouzˇili k vytvorˇen´ı posloupnosti {Bm(n), t ≥ 0,m ≥ 0} je na´sleduj´ıc´ı veˇta, ktera´ tvrd´ı, zˇe
posloupnost linea´rneˇ interpolovany´ch na´hodny´ch procha´zek {Bm(t),m ≥ 0} konverguje
s.j. k Wieneroveˇ procesu stejnomeˇrneˇ v˚ucˇi t ∈ [0,∞), cozˇ je mnohem silneˇjˇs´ı vy´sledek
nezˇ zna´me z Donskerovy veˇty. Nav´ıc druha´ cˇa´st veˇty ukazuje, zˇe rychlost konvergence je
velmi vysoka´. Du˚kaz je uveden v jizˇ zmı´neˇne´m cˇla´nku [6].
Veˇta 3.1. Necht’ {Bm(t), t ≥ 0,m ≥ 0} je posloupnost linea´rneˇ interpolovany´ch na´hodny´ch
procha´zek, ktera´ vznikla metodou twist and shrink. Necht’ {W (t), t ≥ 0} je standardn´ı Wie-
ner˚uv proces. Pak plat´ı
(i) Bm(·) s.j.−−→ W (·) stejnomeˇrneˇ vzhledem t ∈ [0,∞),
(ii) ∀C ≥ 3
2
∀K > 0 ∃m0(C,K) ∀m ≥ m0(C,K) plat´ı
Pr
{
max
0≤t≤K
|W (t)−Bm(t)| ≥ m
2m/2
}
≤ 6(K22m)1−C . (31)
Pozna´mka 9. V prˇedchoz´ı veˇteˇ v bodeˇ (ii) polozˇmeAm =
{
max
0≤t≤K
|W (t)−Bm(t)| ≥ m2m/2
}
pro m ≥ 1. Zvolme C = 3
2
, K > 0 pevneˇ libovolneˇ. Pak z prˇedchoz´ı veˇty v´ıme, zˇe existuje
m0(C,K) takove´, zˇe plat´ı na´sleduj´ıc´ı odhad
∞∑
m=1
Pr{Am} ≤ m0 +
∞∑
m=m0+1
Pr{Am} = m0 + 6√
K
∞∑
m=m0+1
1
2m
= m0 +
6√
K
1
2m0
<∞.
Borelova-Cantelliho veˇta tvrd´ı, zˇe po odstraneˇn´ı Pr-nulove´ mnozˇiny je nerovnost max
0≤t≤K
|W (t)−
Bm(t)| ≥ m2m/2 platna´ jen pro konecˇneˇ mnoho m.
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3.3 Loka´ln´ı cˇas zjemnˇuj´ıc´ı se na´hodne´ procha´zky
V te´to cˇa´sti zkonstruujeme posloupnost loka´ln´ıch cˇas˚u {lm,m ≥ 0} odpov´ıdaj´ıc´ıch
posloupnosti symetricky´ch na´hodny´ch procha´zek {Bm(t),m ≥ 0} zkonstruovany´ch me-
todou twist and shrink. Na za´kladeˇ vlastnost´ı na´hodny´ch procha´zek S˜m uka´zˇeme vztah,
ktery´ je mezi po sobeˇ jdouc´ımi loka´ln´ımi cˇasy, cozˇ je kl´ıcˇova´ u´vaha v d˚ukazu stejnomeˇrne´
konvergence v promeˇnny´ch (t, x) ∈ R+×R linea´rneˇ interpolovany´ch loka´ln´ıch cˇas˚u k brow-
novske´mu loka´ln´ımu cˇasu.
Z definice 1 brownovske´ho loka´ln´ıho cˇasu a vztahu (4) v´ıme, zˇe brownovsky´ loka´ln´ı cˇas
mu˚zˇeme psa´t jako
Lt(x) = lim
²→0+
λ{s ≤ t : x− ² ≤ Wt ≤ x+ ²}
2²
, (32)
Da´le vyuzˇijeme silne´ho vy´sledku z veˇty 3.1, ze ktere´ho plyne, zˇe pro dostatecˇneˇ velke´
m ∈ N mu˚zˇeme ve (32) s dostatecˇnou prˇesnost´ı pouzˇ´ıt aproximaci Wienerova procesu
{W (t), t ∈ K}, kdeK je kompaktn´ı podmnozˇina R+. K posloupnosti na´hodny´ch procha´zek
{S˜m(k),m ≥ 0} chceme definovat posloupnost loka´ln´ıch cˇas˚u {lm(k, x), k ∈ N, x ∈ Z,m ≥
0}, kde k ma´ vy´znam cˇasu a x oznacˇuje hladinu. Pro k = 0 am ≥ 0 definujme lm(0, x) = 0
pro x ∈ Z. Pokud v integra´ln´ı rovnosti (7) nahrad´ıme Lebesgueovu mı´ru mı´rou cˇ´ıtac´ı, do-
staneme pro mnozˇinu K ∈ Z
Γm(K) = card{j < k : S˜m(j) ∈ K} =
∑
x∈K
card{j < k : S˜m(j) = x}.
Proto pro k ≥ 1 definujeme
lm(k, x) = card{j : 0 ≤ j < k, S˜m(j) = x} x ∈ Z.
Zaj´ıma´ na´s, zda-li existuje neˇjaky´ vztah mezi velicˇinami lm a lm+1. Z vlastnosti (30) a z
definice (29) mus´ı platit na´sleduj´ıc´ı vztah
Bm
(
Tm(k)
22m
)
=
S˜m
(
Tm(k)
)
2m
=
S˜m−1(k)
2m−1
= Bm−1
(
k
22(m−1)
)
. (33)
Zaj´ıma´ na´s tedy, jaka´ je vzda´lenost mezi cˇasy Tm(k)
22m
a k
22(m−1) =
4k
22m
. Lze uka´zat, zˇe
∀C > 1 ∀K > 0 ∃m0(C,K) ∈ N ∀m ≥ m0(C,K) plat´ı
Pr
{
max
0≤ k
22m
≤K
∣∣∣∣Tm+1(k)22(m+1) − 4k22(m+1)
∣∣∣∣ ≥
√
6CK log∗m
2m+1
}
< 2(K22m)1−C m→∞−−−→ 0,
kde log∗K = max{1, logK}.
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Zde znovu ocen´ıme vlastnosti konstrukce posloupnosti na´hodny´ch procha´zek {S˜m,m ≥ 0},
protozˇe kromeˇ toho, zˇe aproximace Bm+1 navsˇt´ıv´ı stejne´ body x =
j
2m
, j ∈ Z, ve stejne´m
porˇad´ı jako Bm, tak i cˇasy, ve ktery´ch tyto body navsˇt´ıv´ı se s rostouc´ım m prˇiblizˇuj´ı. Toho
vyuzˇijeme v na´sleduj´ıc´ı u´vaze, kde vy´razem am ∼ bm oznacˇujeme lim
m→∞
|am − bm| = 0.
lm(k, x) = card{j : 0 ≤ j < k, S˜m(j) = x} = card
{
j : 0 ≤ j < k, 2mBm
( j
22m
)
= x
}
= card
{
j : 0 ≤ j < k,Bm
( j
22m
)
=
x
2m
}
= card
{
j : 0 ≤ j < Tm+1(k), Bm+1
(
Tm+1(j)
22(m+1)
)
=
x
2m
}
∼ 1
2
card
{
j : 0 ≤ j < Tm+1(k), Bm+1
(
j
22(m+1)
)
=
x
2m
}
∼ 1
2
card
{
j : 0 ≤ j < 4k,Bm+1
(
j
22(m+1)
)
=
x
2m
}
=
1
2
card
{
j : 0 ≤ j < 4k, 2m+1Bm+1
(
j
22(m+1)
)
= 2x
}
=
1
2
card
{
j : 0 ≤ j < 4k, S˜m+1(j) = 2x
}
=
1
2
lm+1(4k, 2x).
Indukc´ı podle m snadno z´ıska´me na´sleduj´ıc´ı vyja´drˇen´ı
l0(k, x) = card{j : 0 ≤ j < k,B0(j) = x} ∼ 1
2m
card
{
j : 0 ≤ j < 22mk,Bm
(
j
22m
)
=
x
2m
}
.
Pro m-tou aproximaci Bm je z prˇedchoz´ıho prˇirozene´ definovat loka´ln´ı cˇas Lm pro k ∈ N
a x ∈ Z takto
Lm(k, x) = 1
2m
lm(k2
2m, x2m). (34)
V na´sleduj´ıc´ı cˇa´sti budeme hledat vztah mezi pravdeˇpodobnostn´ımi rozdeˇlen´ımi na´hodne´
velicˇiny lm a na´hodne´ procha´zky S˜m. Le´pe se na´m bude pracovat s jednostranny´mi verzemi
loka´ln´ıch cˇas˚u lm, ktere´ definujeme takto
l±m(k, x)
def
= card{j : 0 ≤ j < k, S˜m(j) = x± 1, S˜m(j + 1) = x}. (35)
Zrˇejmeˇ plat´ı lm(k, x) = l
+
m(k, x)+l
−
m(k, x). Pro posloupnost l
+
m lze prove´st naprosto stejnou
u´vahu jako pro lm, proto pro m-tou aproximaci Bm definujeme jednostranny´ loka´ln´ı cˇas
L+m pro k ∈ N a x ∈ Z takto
L+m(k, x) =
1
2m
l+m(k2
2m, x2m). (36)
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V te´to chv´ıli ma´me zadefinova´n loka´ln´ı cˇas Lm ve 2-dimenziona´ln´ı s´ıti bod˚u
(
i
22m
, j
2m
)
,
kde (i, j) ∈ N × Z. Vı´me, zˇe brownovsky´ loka´ln´ı cˇas je spojity´ v (t, x), proto provedeme
linea´rn´ı interpolaci Lm a prˇitom pro zjednodusˇen´ı za´pisu ponecha´me oznacˇen´ı Lm. Pro
m ≥ 1 se na´m rozdeˇl´ı polorovina R+×R na s´ıt’ obdeln´ık˚u [ti, ti+1]× [xj, xj+1]. Interpolaci
prova´d´ıme postupneˇ po slozˇka´ch. Vnitrˇn´ı body obdeln´ıku [ti, ti+1] × [xj, xj+1] rozdeˇl´ıme
do dvou skupin.
Levy´ horn´ı troju´heln´ık, tj. mnozˇina A =
{
(t, x) ∈ [ti, ti+1]× [xj, xj+1] : x−xj2 ≥ t− ti
}
Pravy´ doln´ı troju´heln´ık, tj. mnozˇina B =
{
(t, x) ∈ [ti, ti+1]× [xj, xj+1] : x−xj2 < t−ti
}
Pro (t, x) ∈ A polozˇ´ıme
Lm(t, x) = Lm(ti, xj) + t− ti
ti+1 − ti
[
Lm(ti+1, xj+1)− Lm(ti, xj+1)
]
+
x− xj
xj+1 − xj
[
Lm(ti, xj+1)− Lm(ti, xj)
]
.
Pro (t, x) ∈ B polozˇ´ıme
Lm(t, x) = Lm(ti, xj) + t− ti
ti+1 − ti
[
Lm(ti+1, xj)− Lm(ti, xj)
]
+
x− xj
xj+1 − xj
[
Lm(ti+1, xj+1)− Lm(ti+1, xj)
]
.
Stejneˇ postupujeme prˇi interpolaci jednostranne´ko loka´ln´ıho cˇasu L+m.
Na za´veˇr si uvedeme veˇtu, ktera´ tvrd´ı, zˇe na´mi zvolena´ posloupnost interpolovany´ch
loka´ln´ıch cˇas˚u L+m konverguje s.j. stejnomeˇrneˇ v (t, x) k brownovske´mu loka´ln´ımu cˇasu,
cozˇ bude pro na´s kl´ıcˇove´ v na´sleduj´ıc´ıch dvou cˇa´stech. Du˚kaz na´sleduj´ıc´ı veˇty je uveden
v pra´ci [6].
Veˇta 3.2. Necht’ {L+m(t, x),m ≥ 1} je posloupnost loka´ln´ıch cˇas˚u jako ve (36), pak
(i) pro libovolne´ K > 0 plat´ı, zˇe posloupnost {2L+m(t, x),m ≥ 1} konverguje s.j. pro
m → ∞ stejnomeˇrneˇ vzhledem (t, x) ∈ [0, K] × R k brownovske´mu loka´ln´ımu cˇasu
Lt(x).
(ii) ∀C > 1 ∀K > 0 ∃m0(C,K) ∈ N tak, zˇe ∀m ≥ m0 plat´ı
Pr
{
sup
(t,x)∈[0,K]×R
∣∣1
2
Lt(x)− L+m+1(t, x)
∣∣ ≥ 50CK 14∗ (log∗K) 34 m 34
2
m
2
}
≤ 30
1− 41−C
(
K22m
)1−C
,
kde K∗ = max{1, K} a log∗K = max{1, logK}.
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3.4 Explicitn´ı vy´pocˇet loka´ln´ıho brownovske´ho cˇasu
Stejneˇ jako v prˇedchoz´ıch odstavci budeme pracovat se symetrickou na´hodnou procha´zku
{Sn, n ∈ N}, ktera´ vznikla konstrukc´ı twist. Nasˇ´ı c´ılem bude naj´ıt jednoznacˇny´ vztah
mezi pravdeˇpodobnostn´ım rozdeˇlen´ım jednostranne´ho loka´ln´ı cˇasu na´hodne´ procha´zky a
pravdeˇpodobnostn´ım rozdeˇlen´ım na´hodne´ procha´zky.
Pro kladnou hladinu a zachova´me oznacˇen´ı jednostrane´ verze loka´ln´ıho cˇasu z prˇedchoz´ı
cˇa´sti. Pro za´pornou hladinu a zmeˇn´ıme definici tak, aby byla symetricka´ s kladnou hladi-
nou, tedy definujeme
l+(n, a) := card{ j ≤ n : Sj−1 = a− 1, Sj = a} a ≥ 1, n ∈ N,
l+(n,−a) := card{ j ≤ n : Sj−1 = −a+ 1, Sj = −a} a ≥ 1, n ∈ N.
Da´le zaved’me jednotlive´ cˇasy prˇechod˚u pomoc´ı
ηa(1) := inf{n ≥ 1 : Sn−1 = a− 1, Sn = a}
ηa(2) := inf{n > ηa(1) : Sn−1 = a− 1, Sn = a}
...
ηa(k + 1) := inf{n > ηa(k) : Sn−1 = a− 1, Sn = a},
a nakonec doby mezi prˇechody z a− 1 do a oznacˇme
T1(a) := ηa(1), T2(a) := ηa(2)− ηa(1), T3(a) := ηa(3)− ηa(2), . . .
Veˇta 3.3. Pro libovolne´ k ∈ N plat´ı, zˇe za podmı´nky η1(a) <∞, η2(a) <∞, . . . , ηk(a) <
∞, jsou na´hodne´ velicˇiny T1(a), T2(a), . . . , Tk(a) vza´jemneˇ neza´visle´. Nav´ıc plat´ı, zˇe na´hodne´
velicˇiny T2(a), T3(a), . . . , Tk(a) jsou stejneˇ rozdeˇlene´.
Veˇta 3.3 je uvedena a doka´za´na v [4] na straneˇ 29. Pro symetrickou na´hodnou procha´zku je
prˇedpoklad η1(a) < ∞, η2(a) < ∞, . . . , ηk(a) < ∞ splneˇn pro libovolne´ a ∈ Z. Pozname-
nejme, zˇe zde je d˚ulezˇite´, zˇe pracujeme se symetrickou na´hodnou procha´zkou. Z prˇedchoz´ı
veˇty tedy v´ıme, zˇe pro libovolne´ k ≥ 1 jsou na´hodne´ velicˇiny T1(a), T2(a), . . . , Tk(a)
neza´visle´. Nav´ıc nen´ı teˇzˇke´ zjistit, zˇe pravdeˇpodobnostn´ı rozdeˇlen´ı na´hodny´ch velicˇin
T1(a), T2(a), . . . , Tk(a) mus´ı splnˇovat
T1(a)
D
= τa
Tk(a)
D
= τ2 k ≥ 2,
(37)
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kde stejneˇ jako v odstavci 3.1 je τa = inf{n ≥ 0 : Sn = a}. Druha´ rovnost v distribuci v
(37) plyne z na´sleduj´ıc´ıch rovnost´ı. Bez u´jmy na obecnosti uvazˇujme, zˇe a je sude´. Pak
Pr{Tk+1(a) = 2j | ηa(k) = 2m} =
= Pr{ inf{n > 0 : S(ηa(k) + n− 1) = a− 1, S(ηa(k) + n) = a} = 2j| ηa(k) = 2m}
= Pr{ inf{n > 0 : S(2m+ n− 1) = a− 1, S(2m+ n) = a} = 2j| ηa(k) = 2m}
= Pr{ inf{n > 0 : S(2m+ n− 1)− S(2m) = −1, X2m+n = 1} = 2j| ηa(k) = 2m}
=
Pr{ inf{n > 0 :∑2m+n−1j=2m+1 Xj = −1, X2m+n = 1} = 2j, ηa(k) = 2m}
Pr{ηa(k) = 2m}
(1)
= Pr{ inf{n > 0 :
2m+n−1∑
j=2m+1
Xj = −1, Xn = 1} = 2j}
= Pr{ inf{n > 0 : S(n− 1) = −1, Xn = 1} = 2j}
= Pr{ inf{n > 0 : S(n− 1) = 1, Xn = 1} = 2j} = Pr{τ2 = 2j},
kde rovnost (1) plyne z neza´vislosti na´hodne´ho vektoru (X2m+1, X2m+2, . . . , X2m+n) a
na´hodne´ velicˇiny ηa(k), protozˇe na´hodna´ velicˇina ηa(k) za´vis´ı jen na na´hodny´ch velicˇina´ch
X1, . . . , X2m.
Da´le budeme cht´ıt nale´zt vztah mezi pravdeˇpodobnostn´ımi rozdeˇlen´ımi na´hodny´ch velicˇin
l+(n, a) a Sn. Pocˇ´ıtejme tedy
Pr{l+(n, a) > 1} = Pr{T1(a) + T2(a) ≤ n} =
n∑
k=a+2
Pr{T1(a) + T2(a) = k}
=
n∑
k=a+2
k−2∑
j=a
Pr{T1(a) = j}Pr{T2(a) = k − j}
(1)
=
n∑
k=a+2
k−2∑
j=a
Pr{τa = j}Pr{τ2 = k − j}
(2)
=
n∑
k=a+2
Pr{τa+2 = k} = Pr{τa+2 ≤ n}
(3)
= Pr{Sn ≥ a+ 2}+ Pr{Sn > a+ 2},
(38)
kde rovnost (1) plyne z (37), rovnost (2) z (28) a rovnost (3) plyne z principu reflexe po
prvn´ım vstupu do hladiny a+2, a to bud’ v cˇase n pro prvn´ı cˇlen, nebo prˇed cˇasem n pro
druhy´ cˇlen.
Necht’ nyn´ı je k > 1 a oznacˇme k-tou konvolucˇn´ı mocninu na´hodny´ch velicˇin T2 vy´razem
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(T2)
∗k. Analogicky´m postupem jako (38) dostaneme
Pr{l+(n, a) > k} = Pr{T1(a) + · · ·+ Tk+1(a) ≤ n} =
n∑
j=a+2k
Pr{T1(a) + · · ·+ Tk+1(a) = j}
=
n∑
j=a+2k
j−2k∑
i=a
Pr{T1(a) = i}Pr{T ∗k2 (a) = j − i}
=
n∑
j=a+2k
j−2k∑
i=a
Pr{τa = i}Pr{τ ∗k2 = j − i}
=
n∑
j=a+2
Pr{τa+2k = j} = Pr{τa+2k ≤ n}
= Pr{Sn ≥ a+ 2k}+ Pr{Sn > a+ 2k} a ≥ 1.
(39)
Zvla´sˇteˇ mus´ıme vysˇetrˇit prˇ´ıpad k = 0
Pr{l+(n, a) = 0} = Pr{τa > n} = 1− Pr{τa ≤ n} = 1− Pr{Sn ≥ a} − Pr{Sn > a}
= 1− Pr{Sn ≥ a} − Pr{Sn < −a} = Pr{Sn < a} − Pr{Sn < −a}
= Pr{−a ≤ Sn < a}.
(40)
Prˇ´ıpad a < 0 nemus´ıme vysˇetrˇovat, protozˇe prˇi nasˇ´ı definici l+(n, a) plat´ı l+(n, a)
D
= l+(n,−a).
V na´sleduj´ıc´ı cˇa´sti se zameˇrˇ´ıme na momenty l+(n, a). Budeme cht´ıt vyuzˇ´ıt vyja´drˇen´ı ze
(39), rozep´ıˇseme si tedy
[
l+(n, a) = k
]
=
[
l+(n, a) > k − 1] \ [l+(n, a) > k] k = 2, . . . ,⌊n− a
2
⌋
.
Pro j ≥ 1 dosta´va´me
E
[
l+(n, a)
]j
=
n∑
k=0
kj Pr{l+(n, a) = k} =
bn−a2 c∑
k=1
kj Pr{l+(n, a) = k}
=
bn−a2 c∑
k=1
kj
[
Pr{l+(n, a) > k − 1} − Pr{l+(n, a) > k}
]
.
(41)
Da´le mus´ıme rozliˇsit prˇ´ıpady, kdy n − a je sude´ a kdy je liche´. Je-li n − a sude´, pak
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pokracˇujeme ve (41), kde prvn´ı rovnost plyne z (39). Tedy
=
bn−a2 c∑
k=1
kj
[
Pr{Sn ≥ a+ 2(k − 1)}+ Pr{Sn > a+ 2(k − 1)} − Pr{Sn ≥ a+ 2k}
− Pr{Sn > a+ 2k}
]
=
bn−a2 c∑
k=1
kj
[
Pr{Sn = a+ 2(k − 1)}+ Pr{Sn = a+ 2k}
]
=
1
2j
bn−a2 c∑
k=1
(2k)j
[
Pr{Sn − a = 2(k − 1)}+ Pr{Sn − a = 2k}
]
=
1
2j
{
E
[
(Sn − a)+
]j
+ E
[
(Sn − a+ 2)+
]j}
.
(42)
Dosta´va´me tedy na´sleduj´ıc´ı d˚ulezˇitou identitu
E
[
2l+(n, a)
]j
= E
[
(Sn − a)+
]j
+ E
[
(Sn − a+ 2)+
]j
. (43)
Analogicky´m postupem pro prˇ´ıpad n− a liche´ dojdeme k identiteˇ
E
[
2l+(n, a)
]j
= 2E
[
(Sn − a)+
]j
. (44)
K odvozen´ı loka´ln´ıho brownovske´ho cˇasu v cˇase t = 1 stacˇ´ı polozˇit v (39) a :=
⌊
a
√
n
⌋
a
k :=
⌊
x
√
n
2
⌋
. Dostaneme
Pr
{
2l+(n, ba√nc)√
n
> x
}
= Pr
{
Sn√
n
≥ a+ x
}
+ Pr
{
Sn√
n
> a+ x
}
. (45)
Centra´ln´ı limitn´ı veˇta tvrd´ı, zˇe
lim
n→∞
Pr
{
Sn√
n
≥ a+ x
}
= 1− Φ(x+ a).
Da´le ve shodeˇ s oznacˇen´ım v (36), kde cˇas k = 1, hladina x := a a veˇtou (3.2) ma´me
l+(n, ba√nc)√
n
=
l+(1 · (√n)2, ba√nc)√
n
= L+
log2
√
n
(1, a)
s.j.−−→ 1
2
L1(a), (46)
proto tedy spojen´ım vy´sledk˚u (45) a (46) celkoveˇ dostaneme, zˇe pro a > 0 plat´ı
Pr{L1(a) > x} = lim
n−→∞Pr
{
2l+(n, ba√nc)√
n
> x
}
= 2
(
1− Φ(x+ a)). (47)
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Prˇedchoz´ı vy´sledek ma´ neˇkolik d˚usledk˚u. Pro prˇ´ıpad x = 0 je Pr{L1(a) > 0} = 2(1−Φ(a)),
a tedy pro a = 0 je Pr{L1(0) > 0} = 1. Z monotonie funkce Φ plyne, zˇe Pr{L1(a) > 0} je
neklesaj´ıc´ı funkc´ı v promeˇnne´ a > 0.
Vhodnou volbou hladiny a a pocˇtu pr˚uchod˚u k ≥ 1 v (39) lze odvodit rozdeˇlen´ı brow-
novske´ho loka´ln´ıho cˇasu Lt pro libovolny´ cˇas t ∈ R+. Neboli
Pr
{
2l+
(
t
(√
n
t
)2
,
⌊
a
√
n
t
⌋)√
n
t
> k
}
= Pr
{
2l+
(
tn
t
,
⌊
a
√
n
t
⌋)√
n
t
> k
}
= Pr
{
2l+
(
n,
⌊
a
√
n
t
⌋)√
n
t
> k
}
= Pr
{
2l+
(
n,
⌊
a
√
n/t
⌋)
> k/2
√
n/t
}
= Pr
{
Sn ≥ a
√
n/t+ k
√
n/t
}
+ Pr
{
Sn > a
√
n/t+ k
√
n/t
}
= Pr
{√
t
Sn√
n
≥ a+ k
}
+ Pr
{√
t
Sn√
n
> a+ k
}
−−−→
n→∞
2
[
1− Φ((k + |a|)/√t)] ,
(48)
kde v limitn´ım prˇechodu jsme vyuzˇili faktu, zˇe
√
t Sn√
n
D−→ N [0, t]. Da´le pokracˇujeme stejneˇ
jako v (46), kde k = t a dosta´va´me, zˇe
2l+
(
t
(√
n
t
)2
,
⌊
a
√
n
t
⌋)√
n
t
s.j.−−−→
n→∞
Lt(a). (49)
Spojen´ım vy´sledk˚u z (48) a (49) dostaneme
Pr{Lt(a) > x} = 2
[
1− Φ((x+ |a|)/√t)] , (50)
proto hustota loka´ln´ıho brownovske´ho cˇasu ma´ tvar
Pr{Lt(a) ∈ dx} = 2√
2pit
exp
{
−(x+ |a|)
2
2t
}
dx x > 0. (51)
Vra´t´ıme se jesˇteˇ k situaci, kdy pocˇet prˇechod˚u hladiny a je nulovy´. Pak totizˇ z vyja´drˇen´ı
(40) jsme schopni spocˇ´ıtat pravdeˇpodobnost, kdy je loka´ln´ı cˇas nulovy´. Jako bonus z´ıska´me
pravdeˇpodobnostn´ı rozdeˇlen´ı na´hodne´ velicˇiny sup
t≤1
Wt.
Pr
{
2l+
(
n, ba√nc)√
n
= 0
}
= Pr{l+(n, ba√nc) = 0} = Pr{−a < Sn√
n
≥ a
}
. (52)
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Stejneˇ jako v prˇedchoz´ıch prˇ´ıpadech vyuzˇijeme toho, zˇe
Pr
{
2l+
(
n, ba√nc)√
n
= 0
}
−−−→
n→∞
Pr{L1(a) = 0}
a centra´ln´ı limitn´ı veˇty na
Pr
{
−a < Sn√
n
≥ a
}
−−−→
n→∞
∫ a
−a
1√
2pi
exp
{
−y
2
2
}
dy =
2√
pi
∫ a√
2
0
e−y
2
dy,
proto dosta´va´me na´sleduj´ıc´ı identitu
Pr
{
sup
t≤1
Wt < a
}
= Pr{L1(a) = 0} = 2√
pi
∫ a√
2
0
e−y
2
dy.
Prˇedchoz´ı vy´pocˇet lze prove´st pro obecny´ cˇas t ∈ R+. Postupovali bychom u´plneˇ ana-
logicky jako prˇi odvozen´ı rozdeˇlen´ı brownovske´ho loka´ln´ıho cˇasu v (48). Vy´sledek bude
uveden na konci tohoto paragrafu ve veˇteˇ 3.4.
Na za´veˇr te´to cˇa´sti se vra´t´ıme k moment˚um l+(n, a). Nejprve uka´zˇeme, zˇe pro do-
statecˇneˇ velke´ n neza´lezˇ´ı, zda-li zvol´ıme vzorec (43) nebo (44), tj. neza´lezˇ´ı, zda-li n− a je
liche´ nebo sude´.
Lemma 3.1. Necht’ j ≥ 1, pak E [(Sn − a+ 2)+ − (Sn − a)+]2j −−−→
n→∞
0.
D˚ukaz. Vezmeˇme j ≥ 1, pak
E
[
(Sn − a+ 2)+ − (Sn − a)+
]2j ≤ E [(Sn − a+ 2)+ − (Sn − a)+]2
= 22Pr{|(Sn − a+ 2)+ − (Sn − a)+| = 2} ≤ 4Pr{Sn = 0}
= 4
(
2n
n
)
1
2n
= 2
(2n)!
n!
1
2n
≤ C√
2pin
−−−→
n→∞
0,
kde posledn´ı nerovnost plyne ze Stirlingovy formule n! ∼ nne−n√2pin. Q.E.D.
Nyn´ı polozˇ´ıme ve (44) a := a
√
n > 0
E
[
L1(a)
]j
= lim
n→∞
E
[
2l+(n, ba√nc)√
n
]j
= lim
n→∞
2E
[(
Sn√
n
− a
)+]j
= 2E
[
(W1 − a)+
]j
.
Nejd˚ulezˇiteˇjˇs´ı vy´sledky tohoto odstavce si zformulujeme v na´sleduj´ıc´ı veˇteˇ.
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Veˇta 3.4. Necht’ Lt je brownovsky´ loka´ln´ı cˇas pro Wiener˚uv proces. Pak pro a ∈ R a
j ≥ 1 plat´ı
(i) hustota na´hodne´ velicˇiny ÃLt(a) je pro x > 0 tvaru
Pr{Lt(a) ∈ dx} = 2√
2pit
exp
{
−(x+ |a|)
2
2t
}
dx x > 0,
(ii) E
[
L1(a)
]j
= 2E
[
(W1 − |a|)+
]j
,
(iii) Pr
{
sup
s≤t
Ws < a
}
= Pr{Lt(a) = 0} = 2√pi
∫ a√
2t
0 e
−y2 dy.
3.5 Explicitn´ı vyja´drˇen´ı rozdeˇlen´ı loka´ln´ıho cˇasu pro Brown˚uv
most
Prˇi odvozova´n´ı rozdeˇlen´ı loka´ln´ıho brownovske´ho cˇasu pro Brown˚uv most, ktery´
oznacˇ´ıme L(B), budeme postupovat podobneˇ jako v prˇedcha´zej´ıc´ı cˇa´sti. Necht’ {Sn, n ∈ N}
opeˇt znacˇ´ı symetrickou na´hodnou procha´zku. Pro kazˇde´ n ∈ N budeme pocˇ´ıtat prˇechody
z hladiny a−1 do a na intervalu [0, 2n] za podmı´nky, zˇe S2n = 0. Necht’ τa, T1(a), T2(a), . . .
maj´ı stejny´ vy´znam jako v prˇedchoz´ım odstavci. Pak pro dosti velke´ n ∈ N plat´ı
Pr{τa <∞} = 1 ∀a ∈ Z,
τa
D
=T1(a),
τ2
D
=Tk(a) k ≥ 2.
Nasˇ´ım c´ılem bude nale´zt podmı´neˇne´ rozdeˇlen´ı (l+(2n, a)|S2n = 0). K tomu na´m stacˇ´ı urcˇit
sdruzˇene´ rozdeˇlen´ı (l+(2n, a), S2n), nebot’
Pr{l+(2n, a) > k|S2n = 0} = Pr{l
+(2n, a) > k, S2n = 0}
Pr{S2n = 0} . (53)
Pocˇet prˇechod˚u z hladiny a − 1 do a mus´ı by´t mensˇ´ı nebo roven n − a, protozˇe kazˇdy´
prˇechod se mu˚zˇe realizovat minima´lneˇ ve dvou kroc´ıch a alesponˇ 2a krok˚u potrˇebujeme
na prvn´ı vstup do a a na´sleduj´ıc´ı sestup do 0. Tedy pro a ≥ 1, k ≥ 1 a n ≥ 1 pocˇ´ıtejme
Pr{l+(2n, a) > k, S2n = 0} =
n−a∑
j=k
Pr
{
T1(a) + · · ·+ Tk+1(a) = a+ 2j,
2n∑
i=a+2j+1
Xi = −a
}
=
n−a∑
j=k
Pr{T1(a) + · · ·+ Tk+1(a) = a+ 2j}Pr
{ 2n∑
i=a+2j+1
Xi = −a
}
,
(54)
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kde jsme vyuzˇili, zˇe na´hodny´ vektor (X1, X2, . . . , Xa+2j) je neza´visly´ s na´hodny´m vektorem
(Xa+2j+1, Xa+2j+2, . . . X2n). Protozˇe pracujeme se symetrickou na´hodnou procha´zkou, tak
se (54) rovna´
n−a∑
j=k
Pr{T1(a) + · · ·+ Tk+1(a) = a+ 2j}Pr{S2n−a−2j = a}
=
n−a∑
j=k
Pr{τa+2k = a+ 2j}Pr{S2n−a−2j = a},
(55)
kde jsme vyuzˇili stejne´ u´vahy jako v (39). Chceme naj´ıt vztah mezi posledn´ım cˇlenem
v (55) a pravdeˇpodobnost´ı, ktera´ za´vis´ı jen na S2n. Protozˇe uvazˇujeme prˇ´ıpad a ≥ 1 a
k ≥ 1 mus´ı na´hodna´ procha´zka, ktera´ skoncˇ´ı v cˇase 2n na hladineˇ 2a+2k, proj´ıt hladinou
a+ 2k. Z veˇty o u´plne´ pravdeˇpodobnosti plyne, zˇe
Pr{S2n = 2a+ 2k} =
n−a∑
j=k
Pr{τa+2k = a+ 2j, S2n = 2a+ 2k}
=
n−a∑
j=k
Pr
{
τa+2k = a+ 2j,
2n∑
i=a+2j+1
Xi = a
}
=
n−a∑
j=k
Pr{τa+2k = a+ 2j}Pr{S2n−a−2j = a},
cozˇ je pra´veˇ posledn´ı cˇlen v (55). Celkem tedy dosta´va´me, zˇe
Pr{l+(2n, a) > k|S2n = 0} = Pr{S2n = 2a+ 2k}. (56)
Dosad´ıme-li prˇedchoz´ı vy´sledek do (53), dostaneme
Pr{l+(2n, a) > k, S2n = 0} = Pr{S2n = 2k + 2a}
Pr{S2n = 0} =
(
2n
n+a+k
)(
2n
n
) = (n!)2
(n+ a+ k)!(n− a− k)! .
(57)
Na (57) pouzˇijeme Stirling˚uv odhad n! ∼ nne−n√2pin, ktery´ splnˇuje ∣∣n!−nne−n√2pi ∣∣ −−−→
n→∞
0, a limitn´ım prˇechodem s a :=
⌊
a
√
2n
⌋
a k =
⌊
x
√
2n
2
⌋
z´ıska´me c´ılove´ rozdeˇlen´ı L
(B)
1 .
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Pocˇ´ıtejme tedy
lim
n→∞
(n!)2(
n+
√
n
(
2a+x√
2
))
!
(
n−√n(2a+x√
2
))
!
=
lim
n→∞
n2n(
n+
√
n
(
2a+x√
2
))n+√n( 2a+x√
2
)(
n−√n(2a+x√
2
))n−√n( 2a+x√
2
)×
× 1√(
n+
√
n
(
2a+x√
2
))(
n−√n(2a+x√
2
)) =
lim
n→∞
1(
1 +
(
2a+x√
2n
))n+√n( 2a+x√
2
) (
1− (2a+x√
2n
))n−√n( 2a+x√
2
)√
1− (2a+x)2
2n
= exp
{
−(2a+ x)
2
}
,
kde jsme vyuzˇili, zˇe plat´ı
lim
n→∞
√
1− (2a+ x)
2
2n
= 1,
a taky, zˇe
lim
n→∞
[(
1 +
(
2a+ x√
2n
))√n ] 2a+x√2
= exp
{
2a+ x√
2
} 2a+x√
2
= exp
{
(2a+ x)2
2
}
lim
n→∞
[(
1−
(
2a+ x√
2n
))√n ]− 2a+x√2
= exp
{
−2a+ x√
2
}− 2a+x√
2
= exp
{
(2a+ x)2
2
}
lim
n→∞
[(
1 +
(
2a+ x√
2n
))(
1−
(
2a+ x√
2n
))]n
= lim
n→∞
(
1− (2a+ x)
2
2n
)n
= exp
{
−(2a+ x)
2
2
}
.
Na za´veˇr te´to cˇa´sti se budeme veˇnovat moment˚um E l+(2n, a) a jejich limitn´ıho chova´n´ı.
K z´ıska´n´ı j-te´ho momentu vyuzˇijeme prvn´ı rovnosti ve vztahu (57) tak, zˇe obeˇ rovnosti
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na´sob´ıme postupneˇ k = 1, 2, . . . , n− a a secˇteme prˇes k. Dostaneme na´sleduj´ıc´ı vy´ja´drˇen´ı
Pr{S2n = 0}E
[[
l+(2n, a)
]j|S2n = 0] = n−a∑
k=1
Pr{S2n = 0}kjPr{l+(2n, a)(a) = k|S2n = 0} =
=
n−a∑
k=1
kj
[
Pr{S2n = 0}Pr{l+(2n, a) > k − 1|S2n = 0}
− Pr{S2n = 0}Pr{l+(2n, a) > k|S2n = 0}
]
=
n−a∑
k=1
kj
22n
[(
2n
n+ a+ k − 1
)
−
(
2n
n+ a+ k
)]
=
1
22n
n−a∑
k=0
[
(k + 1)j − kj]( 2n
n+ a+ k
)
Zameˇrˇ´ıme se na nejednodusˇsˇ´ı prˇ´ıpad j = 1. Mohli bychom postupovat analogicky jako
v prˇedchoz´ı cˇa´sti, kde jsem pouzˇili Stirlingovu formuli a limitn´ı prˇechod. Zde je ale snazˇsˇ´ı
vyuzˇ´ıt centra´ln´ı limitn´ı veˇtu pro symetrickou na´hodnou procha´zku. Jen mus´ıme vyja´drˇit
E l+(2n, a) pomoc´ı rozdeˇlen´ı podmı´neˇne´ symetricke´ na´hodne´ procha´zky {S2n|S2n = 0, n ∈
N}.
Pr{S2n = 0}E
[
l+(2n, a)|S2n = 0
]
=
n−a∑
k=0
1
22n
(
2n
n+ a+ k
)
=
n−a∑
k=0
Pr{S2n = 2a+ 2k}
= Pr{S2n ≥ 2a}.
(58)
Vol´ıme-li ve (58) a := ba√2nc a rozsˇ´ıˇr´ıme 2√
2n
dostaneme
E
[
2l+
(
2n, ba√2nc)√
2n
]
=
2√
2n
Pr{S2n ≥ 2ba
√
2nc}
Pr{S2n = 0} .
Ze Stirlingova odhadu dostaneme, zˇe pro dostatecˇneˇ velke´ n lze Pr{S2n = 0} nahradit
1√
npi
. Limitn´ım prˇechodem pro n→∞ dosta´va´me
lim
n→∞
E
[
2l+
(
2n, ba√2nc)√
2n
]
= lim
n→∞
√
2pi
2
Pr
{
S2n√
2n
≥ 2a
}
=
√
2pi
2
(
1− Φ(2a)) = √2pi
2
(
Φ(−2a)).
Ze symetrie Brownova mostu, ktery´ zacˇ´ına´ i koncˇ´ı v nule, plyne, zˇe prˇedesˇle´ u´vahy muzˇeme
zopakovat pro a < 0 a dostaneme stejne´ vy´sledky. Jen mus´ıme pracovat s prˇechody z a+1
do a. Hlavn´ı vy´sledky tohoto odstavce zformulujeme v na´sleduj´ıc´ı veˇteˇ
Veˇta 3.5. Necht’ a ∈ R a L(B)1 (a) je loka´ln´ı cˇas pro Brown˚uv most, pak plat´ı
(i) Pr{L(B)1 (a) > x} = lim
n→∞
Pr
{
2l+(2n,a)
(
ba√2nc
)
√
2n
> x
}
= exp
{
− (2|a|+x)2
2
}
,
(ii) E
[
L
(B)
1 (a)
]
=
√
2pi
2
(
Φ(−2|a|)).
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3.6 Rozdeˇlen´ı loka´ln´ıho brownovske´ho cˇasu pomoc´ı Le´vyho veˇty
V te´to cˇa´sti vyuzˇijeme vy´sledek P. Le´vyho, ktery´ zformulujeme v na´sleduj´ıc´ı veˇteˇ, k
tomu, abychom mohli odvodit pravdeˇpodobnostn´ı rozdeˇlen´ı loka´ln´ıho brownovske´ho cˇasu
{Lt(x), x ∈ R} v cˇase t = 1.
Veˇta 3.6 (Paul Le´vy). Oznacˇme Mt := max
0≤s≤t
Ws, pak sdruzˇena´ rozdeˇlen´ı na´hodne´ho
procesu {(Mt −Wt,Mt); 0 ≤ t <∞} a procesu {(|Wt|, Lt(0)); 0 ≤ t <∞} jsou shodna´.
Da´le vyuzˇijeme sdruzˇene´ hustoty na´hodne´ho vektoru (Mt,Mt−Wt) pro t ≥ 0 pevne´, ktera´
je uvedena naprˇ. v knize [2] na straneˇ 95, tvrzen´ı 8.1 a je tvaru
Pr{Mt ∈ dy,Mt −Wt ∈ db} =
√
2
pit
(
b+ y
t
)
exp
{
−(b+ y)
2
2t
}
dy db y > 0, b > 0.
(59)
Chceme zjistit podmı´neˇne´ rozdeˇlen´ı Pr{L1(0) > y|W1 = b} pro b ∈ R, proto polozˇ´ıme v
(59) t = 1 a integrujeme prˇes prvn´ı promeˇnnou, pak pro y > 0 dosta´va´me
Pr{M1 > y,M1 −W1 ∈ d|b|} = 2√
2pi
∫ ∞
y
(|b|+ z) exp
{
−(|b|+ z)
2
2
}
dz
=
2√
2pi
∫ − (|b|+y)2
2
−∞
ez dz =
2√
2pi
exp
{
−(|b|+ y)
2
2
}
.
Aplikac´ı veˇty 3.6 a principu reflexe dostaneme
Pr{M1 > y,M1 −W1 ∈ d|b|} = Pr{L1(0) > y, |W1| ∈ d|b|}
= 2Pr{L1(0) > y,W1 ∈ d|b|} = 2Pr{L1(0) > y,W1 ∈ db}.
Spojen´ım prˇedchoz´ıch dvou vy´sledk˚u z´ıska´me na´sleduj´ıc´ı identitu
Pr{L1(0) > y|W1 = b} = 1
2
Pr{L1(0) > y,W1 ∈ db}
Pr{W1 ∈ db} =
exp
{
− (|b|+y)2
2
}
exp
{
b2
2
}
= exp
{
− [(|b|+ y)
2 − b2]
2
}
,
(60)
cozˇ je podmı´neˇne´ rozdeˇlen´ı loka´ln´ıho brownovske´ho cˇasu v cˇase 1 a hladineˇ 0 pro Brown˚uv
most, ktery´ zacˇ´ına´ v 0 a koncˇ´ı v cˇase 1 v hodnoteˇ b. Da´le uka´zˇeme, zˇe lze prˇedchoz´ı vy´sledek
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rozsˇ´ıˇrit na libovnou hladinu x ∈ R. Nejdrˇ´ıve se budeme zaby´vat prˇ´ıpadem x > 0. Polozˇme
τx = inf{t ≥ 0 : Wt = x}, pak pro y > 0 a b ∈ R ma´me
Pr{L1(x) > y,W1 ∈ db} = Pr{τx < 1, L1(x) > y,W1 ∈ db}
+ Pr{τx = 1, L1(x) > y,W1 ∈ db}
+ Pr{τx > 1, L1(x) > y,W1 ∈ db},
kde
Pr{τx = 1, L1(x) > y,W1 ∈ db} ≤ Pr{τx = 1} = 0
a da´le
Pr{τx > 1, L1(x) > y,W1 ∈ db} = 0,
protozˇe na mnozˇineˇ {τx > 1} je L1(x) = 0 a y > 0. Proto se stacˇ´ı zaby´vat pouze prvn´ım
cˇlenem. Da´le si rozep´ıˇseme W1 = W1−τx+τx = W
x
1−τx + x, kde {W xt := Wτx+t− x; t ≥ 0} je
d´ıky silne´ markovske´ vlastnosti Wienerova procesu opeˇt Wienerovy´m procesem s Pr{W x0 =
0} = 1, ktery´ je nav´ıc neza´visly´ s markovsky´m cˇasem τx. Oznacˇme Mxt = max
0≤s≤t
W xs a L
x
1
loka´ln´ı brownovsky´ cˇas vzhledem {W xt ,Fτx+t; t ≥ 0}.
Pr{τx < 1, L1(x) > y,W1 ∈ db}(i)=Pr{τx < 1, Lx1−τx(0) > y,W x1−τx + x ∈ db}
(ii)
= Pr{τx < 1}Pr{Lx1−τx(0) > y,W x1−τx ∈ d|b− x|}
= Pr{τx < 1}1
2
Pr{Lx1−τx(0) > y, |W x1−τx | ∈ d|b− x|}
(iii)
=
1
2
Pr{τx < 1}Pr{Mx1−τx > y,Mx1−τx −W x1−τx ∈ d|b− x|}
(iv)
=
1
2
Pr{τx < 1,M1 > x+ y,M1 −W1 ∈ d|b− x|}
=
1
2
Pr{L1(0) > x+ y, |W1| ∈ d|b− x|}
= Pr{L1(0) > x+ y,W1 ∈ d|b− x|},
kde rovnost (i) plyne z toho, zˇe v cˇase τx jsme prvneˇ vstoupili do hladiny x, proto je
Lτx(x) = 0. Zby´vaj´ıc´ı cˇas do cˇasu t = 1 je 1 − τx. Aplikac´ı silne´ markovske´ vlastnosti
z´ıska´me na mnozˇineˇ {τx < 1} rovnost jev˚u {L1(x) > y} = {Lx1−τx(0) > y}. V rovnosti (ii)
jsme vyuzˇili dvou fakt˚u:
(a)Na´hodny´ vektor (Lx1−τx ,W
x
1−τx) a na´hodna´ velicˇina τx jsou sdruzˇeneˇ neza´visle´.
(b)Wiener˚uv proces startuj´ıc´ı v nule ma´ symetricka´ rozdeˇlen´ı vzhledem k nule, tj.
Pr{Wt > a} = Pr{Wt < −a}.
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V rovnosti (iii) pouzˇ´ıva´me Le´vyho veˇtu 3.6 na (Lx1−τx , |W x1−τx |) a v rovnosti (iv) ekvivalenci
jev˚u
{Mx1−τx > y} ⇐⇒ {M1 > x+ y},
a take´ invariance na posunut´ı na´hodne´ velicˇiny M1−τx − W1−τx na mnozˇineˇ {τx < 1}.
Shrneme-li prˇedcha´zej´ıc´ı vy´sledky, dosta´va´me na´sleduj´ıc´ı identitu
Pr{L1(x) > y,W1 ∈ db} = Pr{L1(0) > x+ y,W1 ∈ d|b− x|}.
Nyn´ı dosad´ıme do (60) za b := |b− x| a y := y + x a dostaneme
Pr{L1(x) > y|W1 = b} = exp
{
− [(|b− x|+ x+ y)
2 − b2]
2
}
x > 0.
Analogicky bychom postupovali pro x < 0. Celkem dostaneme, zˇe
Pr{L1(x) > y|W1 = b} = exp
{
− [(|b− x|+ |x|+ y)
2 − b2]
2
}
x ∈ R. (61)
Jako snadny´ d˚usledek dostaneme z prˇedchoz´ı rovnosti (61) nepodmı´neˇnou hustotu loka´ln´ıho
brownowske´ho cˇasu. Nejdrˇ´ıve si ale mus´ıme vyja´drˇit sdruzˇenou hustotu (L1(x),W1). Tedy
Pr{L1(x) ∈ dy,W1 ∈ db} = ∂
∂y
Pr{L1(x) ≤ y|W1 = b}Pr{W1 ∈ db}
=
1√
2pi
exp
{
−b
2
2
}
∂
∂y
(1− Pr{L1(x) > y|W1 = b})
=
1√
2pi
(|b− x|+ |x|+ y) exp
{
− [(|b− x|+ |x|+ y)
2]
2
} (62)
Nejdrˇ´ıve si spocˇteme hustotu na´hodne´ velicˇiny L1(x = 0), kterou z´ıska´me integrac´ı
prˇedchoz´ı funkce vzhledem k promeˇnne´ b.
Pr{L1(0) ∈ dy} = 1√
2pi
∫
R
(|b|+ y) exp
{
− [(|b|+ y)
2]
2
}
db dy
=
2√
2pi
∫ − y2
2
−∞
ez dz =
2√
2pi
exp
{
−y
2
2
}
dy y > 0.
Uveˇdomı´me-li si, zˇe hustota tvaru
f(y) =
2√
2pi
exp
{
−y
2
2
}
(63)
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je za´rovenˇ hustotou na´hodne´ velicˇiny |W1|, ktera´ je uvedena naprˇ. [2] na straneˇ 96,
z´ıska´va´me rovnost v distribuci, ktera´ je tvaru L1(0)
D
=|W1|. Pokracˇujeme pro x ∈ R+.
Pocˇ´ıtejme
Pr{L1(x) ∈ dy} = 1√
2pi
∫
R
(|b− x|+ |x|+ y) exp
{
− [(|b− x|+ |x|+ y)
2]
2
}
db dy
=
2√
2pi
∫ − (x+y)2
2
−∞
ez dz =
2√
2pi
exp
{
−(x+ y)
2
2
}
dy y > 0.
Analogicky pro x < 0 dostaneme
Pr{L1(x) ∈ dy} = 2√
2pi
exp
{
−(−x+ y)
2
2
}
dy y > 0.
Konecˇneˇ pro x ∈ R libovolne´
Pr{L1(x) ∈ dy} = 2√
2pi
exp
{
−(|x|+ y)
2
2
}
dy y > 0,
cozˇ je za´rovenˇ hustota pro na´hodnou velicˇinu (|W1| − 2|x|)+, tak zˇe vy´sledna´ rovnost v
distribuci je tvaru
(L1(x))
D
=(|W1| − 2|x|)+. (64)
Poznamenejme, zˇe z (64) je dobrˇe patrne´, zˇe na´hodna´ velicˇina L1(x) pro x = 0 je smeˇs´ı
absolutneˇ spojite´ho a diskre´tn´ıho rozdeˇlen´ı. Uvedeme proto jeˇsˇteˇ
Pr{L1(x) = 0} = Pr{(|W1| − 2|x|)+ = 0} = Pr{|W1| ≤ 2|x|} =
∫ 2|x|
0
2√
2pi
e−
b2
2 db,
cozˇ je ve shodeˇ s vy´sledkem z odstavce 3.4 z veˇty 3.4.
V na´sleduj´ıc´ı cˇa´sti se budeme zaby´vat pravdeˇpodobnostn´ım rozdeˇlen´ım brownovske´ho
loka´ln´ıho cˇasu pro driftovany´ Wiener˚uv proces. K tomu budeme potrˇebovat zna´t
Pr{L1(x) = 0,W1 ∈ db} = Pr{L1(x) = 0|W1 ∈ db}Pr{W1 ∈ db}
= Pr{W1 ∈ db}
[
1− Pr{L1(x) > 0|W1 ∈ db}
]
=
1√
2pi
exp
{
−b
2
2
}
− 1√
2pi
exp
{
−(|b− x|+ |x|)
2
2
}
.
(65)
Specia´lneˇ je tato pravdeˇpodobnost nulova´ pro b > x.
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3.7 Rozdeˇlen´ı loka´ln´ıho cˇasu pro driftovany´ Wiener˚uv proces
V te´to cˇa´sti odvod´ıme pravdeˇpodobnostn´ı rozdeˇlen´ı brownovske´ho loka´ln´ıho cˇasu pro
driftovany´ Wiener˚uv proces. Prˇedpokla´dejme, zˇe ma´me Wiener˚uv proces {Wt, 0 ≤ t ≤
1} definovany´ na pravdeˇpodobnostn´ım prostoru (Ω,F ,Pr). Vyuzˇijeme znalosti hustoty
(62) sdruzˇene´ho rozdeˇlen´ı (L1(x),W1). Pro µ ∈ R oznacˇme driftovany´ Wiener˚uv proces
{W µt , 0 ≤ t ≤ 1}, kde W µt = Wt + µt. Da´le polozˇme
Z1 = exp
{−µW1 − 1
2
µ2
}
= exp
{−µ(W1 + µ) + 1
2
µ2
}
= exp
{−µW µ1 + 12µ2}
a definujme pravdeˇpodobnostn´ı mı´ru
Prµ{A} =
∫
A
Z1 dPr ∀A ∈ F .
Podle Girsanovovy veˇty A.6 je {W µt , 0 ≤ t ≤ 1}Wiener˚uv proces na (Ω,F ,Prµ). Oznacˇme
{Lµt (x), (t, x) ∈ [0, 1]×R} brownovsky´ loka´ln´ı cˇas vzhledem k {W µt , 0 ≤ t ≤ 1}. Pak tedy
z (62) a (65) v´ıme, zˇe pro y > 0 a x ∈ R je
Prµ{Lµ1(x) ∈ dy,W µ1 ∈ db} =
1√
2pi
(|b− x|+ |x|+ y) exp
{
− [(|b− x|+ |x|+ y)
2]
2
}
db dy
a pro y = 0 a x ∈ R
Prµ{Lµ1(x) = 0,W µ1 ∈ db} =
1√
2pi
exp
{
−b
2
2
}
− 1√
2pi
exp
{
−(|b− x|+ |x|)
2
2
}
db.
Uvazˇujme libovolnou borelovskou funkci f : R× R→ R. Pak
E
[
f(Lµ1(x),W
µ
1 )
]
= Eµ
[
f(Lµ1(x),W
µ
1 )
Z1
]
= Eµ
[
f(Lµ1(x),W
µ
1 ) exp
{
µW µ1 −
1
2
µ2
}]
=
∫ ∞
y=0
∫
b∈R
f(y, b) exp
{
µW µ1 −
1
2
µ2
}
Prµ{Lµ1 (x) ∈ dy,W µ1 ∈ db}.
Samozrˇejmeˇ, zˇe plat´ı i
E
[
f(Lµ1 (x),W
µ
1 )
]
=
∫ ∞
y=0
∫
b∈R
f(y, b)Pr{Lµ1(x) ∈ dy,W µ1 ∈ db}.
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Prˇedchoz´ı rovnosti plat´ı pro libovolnou borelovskou funkci f , pak pro y > 0 a x ∈ R mus´ı
platit, zˇe
Pr{Lµ1(x) ∈ dy,W µ1 ∈ db} = exp
{
µb− µ
2
2
}
Prµ{Lµ1(x) ∈ dy,W µ1 ∈ db}
= exp
{
µb− µ
2
2
}(|b− x|+ |x|+ y)√
2pi
exp
{
− [(|b− x|+ |x|+ y)
2]
2
}
=
1√
2pi
(|b− x|+ |x|+ y) exp
{
− [µ
2 − 2µb+ (|b− x|+ |x|+ y)2]
2
}
(66)
Stejneˇ i pro y = 0 a x ∈ R
Pr{Lµ1(x) = 0,W µ1 ∈ db} = exp
{
µb− µ
2
2
}
Prµ{Lµ1(x) = 0,W µ1 ∈ db}
=
1√
2pi
exp
{
−(b
2 − 2µb+ µ2)
2
}
− 1√
2pi
exp
{
− [µ
2 − 2µb+ (|b− x|+ |x|)2]
2
}
.
(67)
Hustotu na´hodne´ velicˇiny Lµ1(x) z´ıska´me integrac´ı (66) prˇes promeˇnou b ∈ R. Podrobneˇ
proberem prˇ´ıpad x > 0, y > 0, µ > 0.∫
R
1√
2pi
(|b− x|+ |x|+ y) exp
{
− [µ
2 − 2µb+ (|b− x|+ |x|+ y)2]
2
}
db
=
∫ x
−∞
1√
2pi
(2x− b+ y) exp
{
− [µ
2 − 2µb+ (2x− b+ y)2]
2
}
db
+
∫ ∞
x
1√
2pi
(b+ y) exp
{
− [µ
2 − 2µb+ (b+ y)2]
2
}
db = I1 + I2
Vy´pocˇet intergra´l˚u provedeme tak, zˇe vy´raz v exponencia´le dopln´ıme na cˇtverec tam,
kde se vyskytuj´ı cˇleny s b a pak identifikujeme distribucˇn´ı funkci norma´ln´ıho rozdeˇlen´ı.
Zacˇneme s integra´lem I1. Uprav´ıme
µ2 − 2µb+ (2x− b+ y)2 = (b− 2x− µ− y)2 − 2µ(2x+ y)
a polozˇme c1 = exp{µ(2x+ y)}. Pak
I1 = c1
∫ x
−∞
1√
2pi
(2x− b+ y) exp
{
−(b− 2x− µ− y)
2
2
}
db = −c1
∫ −(x+µ+y)
−∞
(µ+ z)√
2pi
e−
z2
2 dz
= −c1µ
∫ −(x+µ+y)
−∞
1√
2pi
e−
z2
2 dz − c1µ√
2pi
∫ −(x+µ+y)
−∞
ze−
z2
2 dz = −c1µΦ(−x− µ− y)
+
c1√
2pi
∫ − (−x−µ−y)2
2
−∞
ev dv = −c1µΦ(−x− µ− y) + c1√
2pi
exp
{
(−x− µ− y)2
2
}
,
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kde ve trˇet´ı rovnosti jsme pouzˇili transformaci ϕ1 : z → − z22 . Podobneˇ spocˇteme integra´l
I2. Nejdrˇ´ıve uprav´ıme
µ2 − 2µb+ (b+ y)2 = (b− µ+ y)2 + 2µy
a polozˇme c2 = exp{2µy}. Pak
I2 = c2
∫ ∞
x
1√
2pi
(b+ y) exp
{
−(b− µ+ y)
2
2
}
db = c2
∫ ∞
x−µ+y
(z + µ)√
2pi
e−
z2
2 dz
=
c2√
2pi
∫ ∞
x−µ+y
ze−
z2
2 dz + c2µ
∫ ∞
x−µ+y
e−
z2
2 dz.
V prvn´ım integra´lu chceme opeˇt pouzˇ´ıt transformaci ϕ2 : z → − z22 . Mus´ıme by´t ale
obezrˇetn´ı, protozˇe zobrazen´ı ϕ2 nen´ı proste´ na intervalu [x− µ+ y,∞) pro y < µ ∧ x <
µ− y. Vyuzˇijeme toho, zˇe funkce ze− z22 je licha´, a proto∫ ∞
x−µ+y<0
ze−
z2
2 dz =
∫ ∞
−x+µ−y>0
ze−
z2
2 dz.
Zobrazen´ı ϕ2 je sude´, proto plat´ı ϕ2(x−µ+ y) = ϕ2(−x+µ− y). Pokracˇujme ve vy´pocˇtu
I2. Tedy
I2 =
c2√
2pi
∫ − (x−µ+y)2
2
−∞
ev dv + c2µ
[
1− Φ(x− µ+ y)]
=
c2√
2pi
exp
{
−(x− µ+ y)
2
2
}
+ c2µΦ(µ− x− y).
Spojen´ım prˇedchoz´ıch vy´sledk˚u dosta´va´me, zˇe hustota loka´ln´ıho brownovske´ho cˇasu pro
driftovany´ Wiener˚uv proces je pro x > 0, µ > 0, y > 0 tvaru
Pr{Lµ1(x) ∈ dy} =
1√
2pi
exp
{
−
[
(−x− y − µ)2 − 2µ(2x+ y)]
2
}
− µΦ(−x− µ− y) exp{µ(2x+ y)}
+
1√
2pi
exp
{
−
[
(x− µ+ y)2 + 2µy]
2
}
+ µΦ(µ− x− y) exp{−µy}.
(68)
Stacˇ´ı jizˇ jen vysˇetrˇit prˇ´ıpad, kdy x < 0 a µ > 0, nebot’ hustota pro prˇ´ıpad x < 0 a µ < 0
mus´ı by´t ze symetrie stejna´ jako pro x > 0 a µ > 0. Postup pro x < 0 a µ > 0 je zcela
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analogicky´ jako v prˇ´ıpadeˇ x < 0 a µ > 0. Dostaneme hustotu pro y > 0 tvaru
Pr{Lµ1(x) ∈ dy} =
1√
2pi
exp
{
−
[
(y − x− µ)2 − 2µ(2x− y)]
2
}
− µΦ(µ+ x− y) exp{µ(2x− y)}
+
1√
2pi
exp
{
−
[
(x− µ− y)2 − 2µy]
2
}
+ µΦ(x− µ− y) exp{µy}.
(69)
Pozna´mka 10. Pro x 6= 0 na´hodna´ velicˇina Lµ1(x) nepocha´z´ı ze trˇ´ıdy spoj´ıty´ch rozdeˇlen´ı,
protozˇe Pr{Lµ1(x) = 0} > 0. Kdybychom integrovali (68) prˇes y > 0 dostaneme pra´veˇ
1 − Pr{Lµ1(x) = 0}. My ale pouzˇijeme stejny´ postup jako prˇi odvozen´ı hustoty (68),
protozˇe ma´me v (67) vyjadrˇenou Pr{Lµ1(x) = 0,W µ1 ∈ db}.
Znovu uvazˇujme specia´ln´ı prˇ´ıpad x > 0 a µ > 0. Plat´ı
Pr{Lµ1(x) = 0} =
∫
R
Pr{Lµ1(x) = 0,W µ1 ∈ db} db =
1√
2pi
∫
R
e−
(b−µ)2
2 db
− 1√
2pi
∫
R
exp
{
−
[
µ2 − 2µb+ (|b− x|+ |x|)2]
2
}
db.
Protozˇe
1√
2pi
∫
R
e−
(b−µ)2
2 db = 1,
stacˇ´ı spocˇ´ıst jen druhy´ integra´l. Tedy
1√
2pi
∫
R
exp
{
−
[
µ2 − 2µb+ (|b− x|+ |x|)2]
2
}
db
=
1√
2pi
∫ x
−∞
exp
{
−
[
µ2 − 2µb+ (2x− b)2]
2
}
db
+
1√
2pi
∫ ∞
x
exp
{
−(µ
2 − 2µb+ b2)
2
}
db = I1 + I2.
Nejdrˇ´ıve si spocˇ´ıtejme I1. Upravme
µ2 − 2µb+ (2x− b)2 = (b− µ− 2x)2 − 4xµ
a polozˇme c1 = e
2µx. Pak
I1 =
c1√
2pi
∫ x
−∞
exp
{
−(b− µ− 2x)
2
2
}
db =
c1√
2pi
∫ x
−∞
e−
z2
2 dz = c1Φ(−µ− x),
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I2 =
1√
2pi
∫ ∞
x
e−
(b−µ)2
2 db = 1− Φ(x− µ) = Φ(µ− x).
Spojen´ım prˇedchoz´ıch vy´sledk˚u dosta´va´me
Pr{Lµ1(x) = 0} = 1− e2µxΦ(−µ− x)− Φ(µ− x). (70)
Stejneˇ jako pro nedriftovany´ Wiener˚uv proces plat´ı Pr{Lµ1(x) = 0} = Pr{ sup
0≤s≤1
W µs < x}.
V na´sleduj´ıc´ı veˇteˇ si zformulujeme nejd˚ulezˇiteˇjˇs´ı vy´sledky toho odstavce.
Veˇta 3.7. Necht’ Lµ1(x) je loka´ln´ı brownovsky´ cˇas pro driftovany´ Wiener˚uv proces {W µt , 0 ≤
t ≥ 1}. Pak plat´ı
(i) hustota na´hodne´ velicˇiny Lµ1(x) pro x > 0, µ > 0 i x < 0, µ < 0 a y > 0 je tvaru
Pr{Lµ1 (x) ∈ dy} =
1√
2pi
exp
{
−
[
(−x− y − µ)2 − 2µ(2x− y)]
2
}
− µΦ(−x− µ− y) exp{µ(2x− y)}
+
1√
2pi
exp
{
−
[
(x− µ+ y)2 + 2µy]
2
}
+ µΦ(µ− x− y) exp{−µy},
(ii) hustota na´hodne´ velicˇiny Lµ1(x) pro x < 0, µ > 0 a y > 0 je tvaru
Pr{Lµ1(x) ∈ dy} =
1√
2pi
exp
{
−
[
(y − x− µ)2 − 2µ(2x− y)]
2
}
− µΦ(µ+ x− y) exp{µ(2x− y)}
+
1√
2pi
exp
{
−
[
(x− µ− y)2 − 2µy]
2
}
+ µΦ(x− µ− y) exp{µy},
(iii) Pr
{
sup
0≤s≤1
W µs ≥ x
}
= 1− Pr{Lµ1(x) = 0} = e2µxΦ(−µ− x) + Φ(µ− x).
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4 Loka´ln´ı cˇas a testova´n´ı hypote´z
C´ılem tohoto paragrafu bude prozkoumat statisticke´ aplikace brownovske´ho loka´ln´ıho
cˇasu. Nejprve se zameˇrˇ´ıme na statisticky´ test, podle ktere´ho budeme schopni rozpoznat,
zda-li zadana´ spojita´ trajektorie pocha´z´ı ze standardn´ıho Wienerova procesu. Test chceme
zalozˇit na loka´ln´ım cˇase, proto chceme nale´zt vlastnosti loka´ln´ıho cˇasu, ktere´ by na´m
k tomuto u´cˇelu mohli slouzˇit. Vı´me, zˇe pro pevnou hladinu x ∈ R, lze pomoc´ı loka´ln´ıho
cˇasu zkoumat dobu mezi jednotlivy´mi na´vraty procesu do hladiny x. Toto plyne z vlast-
nosti (ii) lemmatu 2.2 z prvn´ı kapitoly. Na druhou stranu loka´ln´ı cˇas nebude vhodny´m
na´strojem pro rozliˇsen´ı proces˚u, jejichzˇ trajektorie mohou procha´zet neˇjaky´mi hladinami
x ve stejny´ch cˇasech, zejme´na by na´m vadil prˇ´ıpad x = 0, ale prˇitom jejich tvar je na-
prosto odliˇsny´. Formulujme nyn´ı prˇesneˇ na´sˇ test. Nulova´ hypote´za tvrd´ı, zˇe zkoumana´
trajektorie pocha´z´ı ze standardn´ıho Wienerova procesu. Alternativn´ı hypote´za bude ne-
gac´ı nulove´ hypote´zy, tedy tvrd´ı, zˇe trajektorie nepocha´z´ı ze standardn´ıho Wienerova
procesu. Ma´me-li k dispozici celou trajektorii, vyuzˇijeme toho, zˇe jsme v prˇedchoz´ı ka-
pitole odvodili pravdeˇpodobnostn´ı rozdeˇlen´ı na´hodne´ velicˇiny Lt(x). Stacˇ´ı tedy jen naj´ıt
zp˚usob, jak lze z trajektorie odhadnout Lt(x) a pak z´ıskany´ odhad porovnat s teoreticky´m
rozdeˇlen´ım Lt(x). Kvantily pro prˇ´ıpad t = 1 jsou uvedeny v appendixu. Soustrˇed´ıme se
tedy na odhad Lt(x). K tomu bude pro x = 0 dobre´ vyuzˇ´ıt vztah, ktery´ je uveden v [5]
na straneˇ 485, tvrzen´ı 2.9. Nejdrˇ´ıve ale budeme muset zave´st na´sleduj´ıc´ı velicˇinu. Necht’
W (·, ω) je trajektorie Wienerova procesu na intervalu [0, T ]. Rˇekneme, zˇe e(x, [t0, t1], ω)
je brownovska´ exkurze trajektorie W (·, ω) de´lky t1 − t0 na hladineˇ x, pokud pro kazˇde´
t ∈ (t0, t1) je bud’ W (t, ω) > x nebo W (·, ω) < x. Pak pocˇet brownovsky´ch exkurz´ı tra-
jektorie W (·, ω) na hladineˇ x do cˇasu t, jejichzˇ de´lka je veˇtsˇ´ı nezˇ ² budeme oznacˇovat
ηx[0,t](², ω). Pro brownovsky´ loka´ln´ı cˇas Lt(0) plat´ı
Pr
{
lim
²→0+
√
pi²
2
η0[0,t](²) = Lt(0) ∀t ∈ R+
}
= 1. (71)
Pozna´mka 11. Pokud nema´me k dispozici celou trajektorii, ale jen s´ıt’ bod˚u, tak i pro
dosti jemnou s´ıt’ bod˚u je obt´ızˇne´ spra´vneˇ urcˇit η0[0,t](²) pro male´ ². Vı´me totizˇ, zˇe za
platnosti nulove´ hypote´zy pro Pr-sk.vsˇ. trajektorie plat´ı, zˇe dosa´hne-li trajektorie v cˇase
t0 hodnoty 0, pak pro kazˇde´ δ > 0 plat´ı, zˇe na intervalu [t0, t0 + δ) projde trajektorie
hodnotou 0 nekonecˇneˇkra´t. Proto je d˚ulezˇite´ zna´t neˇjaky´ postup, jak optima´lneˇ volit ² > 0.
I kdyzˇ to na prvn´ı pohled nevypada´, naj´ıt takove´ optima´ln´ı ² > 0 je dosti komplikovane´
a my se t´ımto proble´mem zaby´vat nebudeme. Budeme da´le prˇedpokla´dat, zˇe jizˇ takove´ ²
ma´me.
V na´sleduj´ıc´ım testu budeme potrˇebovat jednu specia´ln´ı vlastnost loka´ln´ıho cˇasu, ktera´
spolu se silnou markovskou vlastnost´ı umozˇn´ı prˇeve´st odhad loka´ln´ıho cˇasu na nenulove´
hladineˇ na odhad loka´ln´ıho cˇasu na hladineˇ nula. Formulujme ji v na´sleduj´ıc´ım lemmatu.
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Lemma 4.1. Necht’ {Wt, t ≥ 0} je standardn´ı Wiener˚uv proces a necht’ Lt(x,W ) je loka´ln´ı
cˇas odvozeny´ od procesu, jezˇ je druhy´m parametrem v za´vorce, tedy v nasˇem prˇ´ıpadeˇ od
W . Necht’ τx = inf{t ≥ 0 : Wt = x} pro x ∈ R a polozˇme Wτx(t) = Wτx+t −Wτx. Pak pro
kazˇde´ t ≥ 0 vneˇ Pr-nulove´ mnozˇiny plat´ı
Lτx+t(x,W )− Lτx(x,W ) = Lt(0,Wτx) (72)
D˚ukaz Du˚kaz je velmi prˇ´ımocˇary´. Kl´ıcˇem je si rozepsat pravou i levou rovnost v (72)
pomoc´ı limity v (4). Tedy
Lτx+t(x,W )− Lτx(x,W ) = lim
²→0+
1
²
λ{τx ≤ s ≤ τx + t : x ≤ W (s) < x+ ²}
= lim
²→0+
1
²
λ{0 ≤ s ≤ t : x ≤ W (τx + s) < x+ ²}
= lim
²→0+
1
²
λ{0 ≤ s ≤ t : 0 ≤ W (τx + s)− x < ²}
= lim
²→0+
1
²
λ{0 ≤ s ≤ t : 0 ≤ Wτx(s) < ²} = Lt(0,Wτx)
Q.E.D.
Nyn´ı prˇedveme, jak lze z´ıskat ze zadane´ trajektorie na´hodny´ vy´beˇr z loka´ln´ıho cˇasu
na hladineˇ nula. Prˇedpokla´dejme, zˇe ma´me realizaci neˇjake´ho spojite´ho procesu X na
intervalu [0, T ]. Zvolme n ∈ N a polozˇme ti = iTn pro i = 1, . . . , n a rozdeˇlme interval
[0, T ] na n stejny´ch d´ıl˚u s deˇl´ıc´ımi body ti, i = 1, . . . , n. Prˇedpokla´dejme, zˇe ma´me op-
tima´ln´ı ²opt > 0 z prˇedchoz´ı pozna´mky 11. Chceme zjistit, zda-li nasˇe zkoumana´ trajektorie
pocha´z´ı ze standardn´ıho Wienerova procesu. Na´sˇ test zalozˇ´ıme na identiteˇ (71). Budeme
postupovat tak, zˇe na kazˇde´m intervalu [ti, ti+1] spocˇteme
√
pi²opt
2
ηx[ti,ti+1](²opt), kde x = Wti
a pouzˇijeme prˇedchoz´ı lemma 4.1. Pomoc´ı vlastnost´ı Wienerova procesu vytvorˇ´ıme z jedne´
realizace Wienerova procesu na intervalu [0, T ] n neza´visly´ch stejneˇ rozdeˇleny´ch realizac´ı
Wienerova procesu na intervalu [0, T/n]. T´ım z´ıska´me na´hodny´ vy´beˇr z loka´ln´ıho cˇasu
na hladineˇ nula o rozsahu n, ktery´ pak porovna´me s teoreticky´m rozdeˇlen´ım loka´ln´ıho
cˇasu LT/n(0). Aby bylo jasne´, jak postupujeme, vsˇe podrobneˇ pop´ıˇseme v na´sleduj´ıch 4
bodech.
1. Spocˇteme
√
pi²opt
2
η0[0,t1](²opt).
2. Pokracˇujeme na intervalu [t1, t2]. Polozˇme x(1) = Wt1 . Pak W
x(1)
t = Wt1+t −Wt1 =
Wt1+t − x(1) je Ft1+t-Wiener˚uv proces na intervalu [0, t1] s Pr{W x(1)0 = 0} = 1 a
spocˇteme
√
pi²opt
2
η0[0,t1](²opt) pro W
x(1)
t .
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3. Pokracˇujeme na intervalu [t2, t3]. Polozˇme x(2) = Wt2 . Pak W
x(2)
t = Wt2+t −Wt2 =
Wt2+t − x(2) je Ft2+t-Wiener˚uv proces na intervalu [0, t1] s Pr{W x(2)0 = 0} = 1 a
spocˇteme
√
pi²opt
2
η0[0,t1](²opt) pro W
x(2)
t .
4. Pokracˇujeme postupneˇ intervaly [ti, ti+1] pro i = 3, . . . , n− 1 stejneˇ jako v bodech 2
a 3.
Na´sleduj´ıc´ım postupem z´ıska´me na´hodny´ vy´beˇr z loka´ln´ıho cˇasu, ktery´ za platnosti nulove´
hypote´zy pocha´z´ı z pravdeˇpodobnostn´ıho rozdeˇlen´ı dane´ho hustotou
Pr
{
LT
n
(0) ∈ dx
}
=
2
√
n√
2piT
exp
{
−nx
2
2T
}
, x > 0.
Da´le se budeme zaby´vat prˇ´ıpadem, kdy ma´me k dispozici pozorova´n´ı jen v urcˇity´ch
cˇasech {t1, . . . , tn}. Tedy pracujeme se souborem dat {Wt1 , . . . ,Wtn}. Budeme cht´ıt od-
hadnout, kolikra´t proces, ktery´ prosˇel body Wtj , j = 1 . . . , n, prosˇel hodnotou 0. Pokud
bychom pocˇ´ıtali jen sousedy se stejny´mi zname´nky, dostali bychom odhad znacˇneˇ za´porneˇ
vy´chy´leny´. Potrˇebujeme naj´ıt zp˚usob, jak urcˇit, zˇe dosˇlo k pr˚uchodu 0 mezi body se
stejny´mi zname´nky. Pro a > 0, b > 0 pocˇ´ıtejme
Pr{∃s ∈ (t0, t1) : Ws = 0|Wt0 = a,Wt1 = b} = Pr
{
inf
t0≤s≤t1
Ws ≤ −a|Wt1−t0 = b− a
}
= Pr
{
sup
t0≤s≤t1
Ws ≥ a|Wt1−t0 = b− a
}
=
Pr
{
sup
t0≤s≤t1
Ws ≥ a,Wt1 ∈ d(b− a)
}
Pr{Wt1 ∈ d(b− a)}
= exp
{
−(a+ b)
2 − (a− b)2
2(t1 − t0)
}
= e
− 2ab
t1−t0 ,
(73)
nebot’ pro a > b a a > 0 plat´ı
Pr
{
sup
0≤s≤t
Ws ≥ a,Wt ∈ db
}
=
∂
∂b
Pr
{
sup
0≤s≤t
Ws ≥ a,Wt < b
}
=
∂
∂b
Pr{Wt > 2a− b}
=
∂
∂b
∫ ∞
2a−b
1√
2pit
e−
x2
2t dx =
1√
2pit
exp
{
−(|b− a|+ a)
2
2t
}
,
(74)
kde jsme ve druhe´ rovnosti pouzˇili princip reflexe. Nyn´ı je velmi prˇirozene´ tvrdit, zˇe
nastal pr˚uchod prˇes nulu, pokud pravdeˇpodobnost dana´ (73) prˇesa´hne zvolenou hodnotu
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p ∈ (0, 1). Volba hodnoty p bude za´viset na tom, zda-li na´m v´ıce vad´ı pr˚uchod, ktery´
jsme neidentifikovali, nebo identifikovany´ pr˚uchod, ktery´ nenastal. Prˇedcha´zej´ıc´ı u´vahy
na´s motivuj´ı k zaveden´ı testove´ statistiky η̂tn = η̂
+
tn + η̂
−
tn , kde
η̂−tn = card{ j ≤ n : sgn (Wtj−1) 6= sgn (Wtj)}
η̂+tn = card{ j ≤ n : sgn (Wtj−1) = sgn (Wtj) ∧ detekovali jsme prˇechod nuly}
Vy´pocˇet testove´ statistiky η̂+tn je zalozˇen na na´sleduj´ıc´ı u´vaze. Necht’ xi, i = 1, . . . , n jsou
body, ktery´mi trajektorie prosˇla. Pak ji mu˚zˇeme cha´pat jako trajektorii, ktera´ vznikla z
posloupnosti vza´jemneˇ neza´visly´ch brownovsky´ch most˚u {(Wt|Wti = xi,Wti+1 = xi+1), t ∈
(ti, ti+1)}n−1i=1 . Z toho plyne, zˇe pro i 6= j jsou jevy[
inf
ti−1≤s≤ti
Ws ≤ 0|Wti−1 = xi−1,Wti = xi
]
a
[
inf
tj≤s≤tj+1
Ws ≤ 0|Wtj = xj,Wtj+1 = xj+1
]
vza´jemneˇ neza´visle´. Proto pro spocˇten´ı statistiky η̂+tn stacˇ´ı pro pevneˇ zvolenou hladinu
p ∈ (0, 1) poscˇ´ıtat prˇ´ıpady, kdy ve dvojici se stejny´mi zname´nky je pravdeˇpodobnost (73)
veˇtsˇ´ı nezˇ p.
Pozna´mka 12. Prˇi testova´n´ı hypote´z je d˚ulezˇite´ urcˇit pravdeˇpodobnostn´ı rozdeˇlen´ı tes-
tove´ statistiky za platnosti nulove´ hypote´zy i za platnostni alternativn´ı hypote´zy pro
stanoven´ı optima´ln´ıch kriticky´ch hodnot s ohledem na s´ılu testu. Na´sˇ test je tzv. test
proti vsˇemu. Tak zˇe se na´s ty´ka´ pouze zjiˇsteˇn´ı pravdeˇpodobnostn´ıho rozdeˇlen´ı za plat-
nosti nulove´ hypote´zy. Uveˇdomı´me si, zˇe kazˇdy´ na´mi identifikovany´ pr˚uchod nuly znamena´
konec jedne´ exkurze a zacˇa´tek nove´. Pokud bychom chteˇli pouzˇ´ıt postup jako v prˇedchoz´ım
prˇ´ıpadeˇ pro spojitou trajektorii, tak zjist´ıme, zˇe neumı´me urcˇit de´lku jednotlivy´ch exkurz´ı
a to je za´sadn´ı proble´m.
4.1 Odhad loka´ln´ıho cˇasu
Prˇedpokla´dejme, zˇe ma´me pozorova´n´ı {Wt1 , . . . ,Wtn}, ktera´ pocha´zej´ı z Wienerova
procesu {Wt, t ∈ [0, T = tn]}. C´ılem je naj´ıt co nejprˇesneˇjˇs´ı odhad loka´ln´ıho cˇasu Lt(x).
Polozˇme nejprve H def= σ{Wt1 , . . . ,Wtn}. Idea´ln´ı by bylo vyuzˇ´ıt vesˇkere´ dostupne´ infor-
mace, proto je prˇirozene´ volit
L̂T (x) = E
[
LT (x)|H
]
.
Rozdeˇl´ıme-li si interval [0, T ] na intervaly [ti, ti+1], i = 1, . . . , n−1, pak LT (x) =
∑n
i=1 Lti+1(x)−
Lti(x). Proto by stacˇilo umeˇt spocˇ´ıtat E
[
Lti+1(x)−Lti(x)|H
]
. Bohuzˇel i toto rozdeˇlen´ı je
obt´ızˇne´ obecneˇ vyja´drˇit. Je ale zrˇejme´, zˇe na´hodna´ velicˇina Lti+1(x)−Lti(x) za´vis´ı nejv´ıce
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na na´hodny´ch velicˇina´ch Wti a Wti+1 , proto polozˇ´ıme
L̂nT (x) =
n−1∑
i=1
E
[
Lti+1(x)− Lti(x)|Wti ,Wti+1
]
. (75)
To uzˇ spocˇ´ıtat umı´me. Ve druhe´ kapitole v odstavci 3.6 jsme si vyja´drˇili ve vzorci (62)
sdruzˇenou hustotu Pr{L1(x) ∈ dy,W1 ∈ db}. Obdoby´m postupem jako v odstavci 3.6 lze
uka´zat, zˇe pro libovolny´ cˇas t ≥ 0, y > 0, b ∈ R plat´ı
Pr{Lt(x) ∈ dy,Wt ∈ db} = 1
2
√
pi
(|b− x|+ |x|+ y)
t
exp
{−(|b− x+ |x|+ y|)2
2t
}
dy db
a tedy
Pr{Lt(x) ∈ dy|Wt = b} = Pr{Lt(x) ∈ dy,Wt ∈ db)}
Pr{Wt ∈ db}
=
(|b− x|+ |x|+ y)
t
exp
{
(b− a)2 − (|b− x|+ |x|+ y)2
2t
}
dy.
Pro zjednodusˇen´ı za´pisu polozˇme t = ti+1 − ti a pro a, b ∈ R ma´me
E
[
Lti+1(x)− Lti(x)|Wti = a,Wti+1 = b
]
= E
[
Lti+1(x− a)− Lti(x− a)|Wti = 0,Wti+1 = b− a
]
= E
[
Lti+1−ti(x− a)|Wti+1−ti = b− a
]
=
∫ ∞
0
yPr{Lti+1−ti(x− a) ∈ dy|Wti+1−ti = b− a}
=
∫ ∞
0
y
(y + |x− a|+ |b− x|)
t
exp
{
(b− a)2 − (y + |x− a|+ |b− x|)2
2t
}
dy
= e
(b−a)2
2t
∫ ∞
|x−a|+|b−x|√
t
(
√
ty − |a| − |b|) y√
t
e−
y2
2 dy
= e
(b−a)2
2t
[∫ ∞
|x−a|+|b−x|√
t
y2e−
y2
2 dy − (|x− a|+ |b− x|)/√t
∫ ∞
|x−a|+|b−x|√
t
ye−
y2
2 dy
]
.
(76)
Per-partes z´ıska´me na´sleduj´ıc´ı identitu, kterou potrˇebujeme k vy´pocˇtu prvn´ıho integra´lu.∫
y2e−
y2
2 dy = −ye− y
2
2 +
√
2pi
[
1− Φ(y)]. (77)
Pokracˇujme ve vy´pocˇtu (76)
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= e
(b−a)2
2t
[
−(|x− a|+ |b− x|)/√te− |x−a|+|b−x|2√t +
√
2tpi
[
1− Φ
(
(|x− a|+ |b− x|)/√t
)]
+ (|x− a|+ |b− x|)/√te− |x−a|+|b−x|2√t
]
= e
(b−a)2
2t
√
2tpi
[
1− Φ((|x− a|+ |b− x|)/√t)].
(78)
Dosad´ıme-li prˇedchoz´ı vy´sledek do (75), dostaneme explicitn´ı vyja´drˇen´ı L̂T (x), tedy
L̂T (x) =
n∑
i=1
√
2pi(ti − ti−1)Φ
[
1− |Wti − x|+ |Wti−1 − x|√
ti − ti−1
]
exp
{
(Wti −Wti−1)2
2(ti − ti−1)
}
.
(79)
Z definice L̂T (x) je zrˇejme´, zˇe E
[
L̂T (x) − LT (x)
]
= 0, tedy odhad je nestranny´. Da´le se
zameˇrˇ´ıme na podmı´neˇny´ rozptyl
var
[
L̂T (x)− LT (x)|H
]
= E
[[
L̂T (x)− LT (x)− E [L̂T (x)− LT (x)|H]
]2∣∣H]
= E
[[
LT (x)− E [LT (x)|H]
]2∣∣H] = var [LT (x)|H]
= var
[ n∑
i=1
Lti(x)− Lti−1(x)|H
]
≤
n∑
i=1
var
[
Lti(x)− Lti−1(x)|H
]
≤
n∑
i=1
var
[
Lti(x)− Lti−1(x)|Wti ,Wti−1
]
,
kde jsme ve druhe´ rovnosti vyuzˇili, zˇe plat´ı E
[
L̂T (x)|H
]
= L̂T (x) Pr-s.j., nebot’ na´hodna´
velicˇina L̂T (x) jeH-meˇrˇitelna´. Posledn´ı cˇlen uzˇ umı´me spocˇ´ıtat. Zvolme libovolneˇ a, b ∈ R.
var
[
Lti(x)− Lti−1(x)|Wti = b,Wti−1 = a
]
= E
[
Lti(x)− Lti−1(x)|Wti = b,Wti−1 = a
]2
−
[
E
[
Lti(x)− Lti−1(x)|Wti = b,Wti−1 = a
]]2
.
Stacˇ´ı spocˇ´ıtat druhy´ cˇlen, protozˇe prvn´ı cˇlen ma´me vyja´drˇen v (76). Vy´pocˇet je podobny´
jako v (76), proto ho zkra´t´ıme. Pro zjednodusˇen´ı za´pisu polozˇme c := e−
(b−a)2
2t a t :=
ti+1 − ti, pak
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E
[
Lti(x)− Lti−1(x)|Wti = b,Wti−1 − a
]2
= E
[
Lti+1−ti(x− a)|Wti+1−ti = b− a
]2
=
∫ ∞
0
y2Pr{Lti+1−ti(x− a) ∈ dy|Wti+1−ti ∈ db− a}
= c
∫ ∞
0
y2
( |b− x|+ |x− a|+ y
t
)
exp
{
−(|b− x|+ |x− a|+ y)
2
2t
}
dy
= c
∫ ∞
|b−x|+|a−x|√
t
(
√
ty − |b− x| − |a− x|)2ye− y
2
2 dy
= ct
∫ ∞
|b−x|+|a−x|√
t
y3e−
y2
2 dy − 2c√t(|b− x|+ |a− x|)
∫ ∞
|b−x|+|a−x|√
t
y2e−
y2
2 dy
+ c(|b− x|+ |a− x|)2
∫ ∞
|b−x|+|a−x|√
t
ye−
y2
2 dy.
K vy´pocˇtu prvn´ıho integra´lu opeˇt pouzˇijeme per-partes. Dostaneme
∫
y3e−
y2
2 dy = −y2e− y
2
2 − 2e− y
2
2 .
Na druhy´ integra´l pouzˇijeme (77). Celkem dostaneme
E
[
Lti(x)− Lti−1(x)|Wti = b,Wti−1 − a
]2
=2tc exp
{
−(|b− x|+ |x− a|)
2
2t
}
+c
√
2pi
[
1− Φ(|b− x|+ |a− x|)/√t].
Spojen´ım prˇedchoz´ıch vy´sledk˚u dostaneme odhad pro podmı´neˇny´ rozptyl, ktery´ je tvaru
var
[
L̂T (x)− LT (x)|H
] ≤ n∑
i=1
e
− (Wti−Wti−1 )
2
2(ti−ti−1)
[
exp
{
−(|Wti − x|+ |Wti−1|)
2
2(ti − ti−1)
}
+
√
2pi
[
1− Φ((|Wti − x|+ |Wti−1 − x|)/√ti − ti−1)]
]
− e−
(Wti
−Wti−1 )
2
ti−ti−1 2pi(ti − ti−1)
[
1− Φ(|Wti − x|+ |Wti−1 − x|)√
ti − ti−1
]
.
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5 Za´veˇr
V te´to pra´ci jsme se zaby´vali brownovsky´m loka´ln´ım cˇasem {Lt(x), t ≥ 0, x ∈ R}.
Doka´zali jsme jeho existenci a popsali jeho za´kladn´ı vlastnosti. Uka´zali jsme, jak lze pouzˇ´ıt
brownovsky´ loka´ln´ı cˇas k vysˇetrˇova´n´ı neˇktery´ch vlastnost´ı integrovany´ch funkciona´l˚u
Brownova pohybu. Hlavn´ım vy´sledkem te´to pra´ce je odvozen´ı pravdeˇpodobnostn´ıho rozdeˇ-
len´ı brownovske´ho loka´ln´ıho cˇasu pro Brown˚uv pohyb, Brown˚uv most a Brown˚uv pohyb
s driftem. Na za´veˇr jsme nasˇli nestranny´ odhad brownovske´ho loka´ln´ıho cˇasu a navrhli
statisticky´ test, ktery´ na za´kladeˇ brownovske´ho loka´ln´ıho cˇasu testuje, zda-li zkoumana´
trajektorie pocha´z´ı z Wienerova procesu.
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A Dodatek
Veˇta A.1 (Lukesˇ, Maly´, 28.7). Bud’ µ Radonova mı´ra na Rn a λ Lebesgueova mı´ra. Je-li
x ∈ Rn, definujme
Dµ(x) : = lim sup
r→0+
µB(x, r)
λB(x, r)
Dµ(x) : = lim inf
r→0+
µB(x, r)
λB(x, r)
,
pokud Dµ(x) = Dµ(x), znacˇ´ıme tuto spolecˇnou hodnotu Dµ(x) a na´sleduj´ıc´ı vy´roky jsou
ekvivalentn´ı:
(i) µ¿ λ,
(ii) µB =
∫
B
Dµ dλ pro kazˇdou borelovskou mnozˇinu b ⊂ Rn,
(iii) Dµ je Radon-Nikody´mova derivace µ vzhledem k λ,
(iv) Dµ <∞ pro µ−skoro vsˇechna x ∈ Rn.
Veˇta A.2. Necht’ {Mt,Ft, t ≥ 0} je spojity´ loka´ln´ı martingal. Pak existuje N ∈ F0 s
Pr{N} = 0 takova´, zˇe pro ω ∈ NC a pro libovolne´ 0 ≤ a < b < ∞ plat´ı na´sleduj´ıc´ı
ekvivalence
M(·, ω) je konstantn´ı na [a, b]⇔ 〈M〉a(ω) = 〈M〉b(ω). (80)
Veˇta A.3 (Lenglart). Necht’ A,C jsou neza´porne´, adaptovane´ procesy se spojity´mi tra-
jektoriemi. Necht’ δ0 = sup
ω∈Ω
C(ω). Prˇedpokla´dejme, zˇe pro kazˇdy´ omezeny´ markovsky´ cˇas τ
plat´ı
EAτ ≤ ECτ .
Pak pro kazˇde´ ² > 0, δ > δ0 a pro kazˇdy´ markovsky´ cˇas γ plat´ı
Pr{sup
t≥0
At∧γ > ²} ≤ Pr{sup
t≥0
Ct∧γ > δ}+ 1
²2
E
[
δ ∧ sup
t≥0
Ct∧γ
] ≤ Pr{sup
t≥0
Ct∧γ > δ}+ δ
²2
.
Veˇta A.4 (Kolmogorov-Cˇentsov). Necht’ dvou-dimenziona´ln´ı na´hodne´ pole L = {L(t, x), (t, x) ∈
R+ × R} splnˇuje pro neˇjaka´ α, β, C > 0
E
[∣∣L(t, x)− L(s, y)∣∣]α ≤ C||(t, x)− (s, y)||2+β, (81)
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pak existuje spojita´ modifikace L˜ = {L˜(t, x), (t, x) ∈ R+ × R}, ktera´ nav´ıc ∀γ ∈ (0, β
α
)
splnˇuje
Pr
{
ω ∈ Ω : sup
0<||(t,x)−(s,y)||<h(ω)
∣∣L˜(t, x;ω)− L˜(s, y;ω)∣∣
||(t, x)− (s, y)||γ ≤ δ
}
= 1,
kde h je s.j. kladna´ na´hodna´ velicˇina a δ > 0.
Veˇta A.5 (Bulkholder-Davis-Gundy). Necht’ M je m-dimenziona´ln´ı spojity´ loka´ln´ı mar-
tingal, pak pro kazˇde´ p ∈ (0,∞) existuj´ı cp, Cp ∈ (0,∞), tak zˇe pro kazˇdy´ markovsky´ cˇas
τ plat´ı
cpE 〈M〉
p
2
τ ≤ E sup
t≥0
||Mt∧τ ||p ≤ CpE 〈M〉
p
2
τ
Veˇta A.6 (1-dimenziona´ln´ı Girsanov). Necht’ {Wt,Ft, 0 ≤ t ≤ T}, kde T ∈ R+, je
Wiener˚uv proces na pravdeˇpodobnostn´ım prostoru (Ω,F ,Pr) a necht’ µt je Ft-adaptovany´
proces splnˇuj´ıc´ı
E Pr exp{1
2
∫ T
0
µ2(t) dt} <∞ Novikovova podmı´nka
Polozˇme
W µt =
∫ t
0
µ(u) du+Wt
Zt = exp{−
∫ t
0
µ(u) dWu − 1
2
∫ t
0
µ2(u) du}
a definujme pravdeˇpodobnostn´ı mı´ru
Prµ(a) =
∫
A
ZT dPr ∀A ∈ F ,
pak {W µt ,Ft, 0 ≤ t ≤ T} je Wiener˚uv proces na pravdeˇpodobnostn´ım prostoru (Ω,F ,Prµ).
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B Dodatek
V prvn´ı tabulce je uvedena Pr{L1(x) = 0}, kterou oznacˇujeme symbolem l0(x) pro hladiny
x = 0.1, 0.2, . . . , 1. Ve druhe´ a trˇet´ı tabulce jsou uvedeny kvantily brownovske´ho loka´ln´ıho
cˇasu lα, ktere´ pocˇ´ıta´me pomoc´ı α = Pr{L1(x) ≤ lα(x)} =
∫ lα(x)
0
Pr{L1(x) ∈ dy} +
Pr{L1(x) = 0} pro stejne´ hladiny x jako v prvn´ı tabulce.
x 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
l0(x) 0.079 0.158 0.235 0.311 0.383 0.451 0.516 0.576 0.632 0.678
α
x 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
0 0.063 0.1256 0.1891 0.2533 0.3186 0.2853 0.4538 0.5244 0.5978 0.6745
0.1 † 0.0257 0.0891 0.1533 0.2186 0.2853 0.3538 0.4244 0.4978 0.5745
0.2 † † † 0.0533 0.1186 0.1853 0.2538 0.3244 0.3978 0.4745
0.3 † † † † 0.0186 0.0853 0.1538 0.2244 0.2978 0.4554
0.4 † † † † † † 0.054 0.1244 0.1978 0.2744
0.5 † † † † † † † 0.0244 0.0978 0.1745
0.6 † † † † † † † † † 0.0745
α
x 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95
0 0.7554 0.8416 0.9346 0.10364 1.1504 1.2816 1.4395 1.6448 1.9600
0.1 0.6554 0.7416 0.8346 0.9364 1.0504 1.1816 1.3396 1.5449 1.8599
0.2 0.5554 0.6416 0.7349 0.8364 0.9503 1.0815 1.2395 1.4448 1.7599
0.3 0.4554 0.5416 0.6345 0.7364 0.8503 0.9815 1.1395 1.3448 1.6599
0.4 0.3554 0.4416 0.5345 0.6364 0.7503 0.8815 1.0395 1.2448 1.5599
0.5 0.2554 0.3416 0.4345 0.5364 0.6503 0.7815 0.9395 1.1448 1.4599
0.6 0.1554 0.2416 0.3346 0.4364 0.5503 0.6815 0.8395 1.0449 0.3599
0.7 0.0554 0.1416 0.2345 0.3364 0.4503 0.5815 0.7395 0.9448 1.2599
0.8 † 0.0416 0.1346 0.2364 0.3503 0.4815 0.6395 0.8448 1.1599
0.9 † † 0.0345 0.1364 0.2503 0.3815 0.5395 0.7448 1.0599
1.0 † † † 0.0364 0.1503 0.2815 0.4395 0.6448 0.9599
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