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1. INTRO~LJCT~~N 
The object of this study is to obtain information on the classification of 
the solutions (according to their asymptotic behavior) of the &h-order 
functional differential equation 
(r(t) x("-l" Cf))“ - ( fi Ix(gj(f))lDi) 
j=l 
?q- I 
x F(t, x2( g*(t)) ,..., -r’(g,(t))) n en x( gj,Cr)) = 0 CD) 
k=l 
by a scheme similar to the ones given in [3-5, 71. It has been pointed out in 
[5 ] that a classification of the solutions of (D) as carried out here is of 
significance in the qualitative theory of differential equations. Moreover, 
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since (D) is a generalization of the well-known Thomas-Fermi equation, the 
behavior of its solutions is of considerable interest in applications. A 
summary of the history and applications of the Thomas-Fermi equation has 
been given by Taliaferro [7]. 
Although there are some results in the literature of the same genera1 type 
as those given here, our results are different from those peviously obtained in 
the type of integral conditions imposed. e.g., conditions (6), (7), and 
(20)-(22). as well as in the generality of Eq. (D). 
2. A CLASSIFICATION THEOREM 
In order to expedite the writing of proofs we will first give the details of 
the proof for a simplified version of (D) indicating later in the paper the 
extension to Eq. (D). To this end we consider the equation 
(r(f) dnpL” (t))“” -p(r) I x( g(t))l” sgn ?c( g(f)) = 0. (1) 
where r, p, g: [r, , cg ) -+ R are continuous, r(t) > 0, p(t) > 0, a is a positive 
constant, g(t) -+ co as t + co. and 1 < I’< n - 1. Our results pertain only to 
the nontrivial continuable solutions x(t) of (l), i.e.. ?c(r) is defined on an 
interval of the form [t,, co) and for every T in [t,, co) 
sup{]x(t)]: t > T} > 0. 
Such a solution is said to be oscillatory if its set of zeros is unbounded above 
and nonoscillatory otherwise. It should be pointed out that the function g(l 
is a deviating argument, i.e., it may be retarded, advanced, or otherwise. 
We will further assume that 
(_= [ l/r(s)] ds = 00; 
trl 
(2 
p(f) f 0 on any interval of the form [T, co); (3) 
and that there exists a nondecreasing continuous function 
h: [to, co) + (0, co) which satisfies 
h(t) = f$(min{s, g(s)}), t > Ill (4) 
and 
h(t)+co as I-1 co. (5) 
The proofs of the results presented here make use of the following three 
lemmas which are due to Gtammatikopoulos [ 1, 2). 
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LEMMA I. Let u be a positive (n - v)-times continuously differentiable 
function on the interval [a, w ) and let p be a positive continuous function on 
[a. co) such that 
Ia [l/p(t)] dt = 00 
and the function IV = ,~uu(~-“’ is v-times continuously differentiable on [a. co). 
Moreover. let 
If (o,,(t) = w”“(t) is of constant sign and not identically zero for all large t. 
then there exist t, 2 a and an integer 1, 0 < I,< n, with n + 1 even for w, 
nonnegative or n + 1 odd for co, nonpositice, and such that for eveql t > t, 
1 > 0 implies wk(t) > 0 (k = 0, l,..., I- I) 
I< n - 1 implies (-l)‘+k uk(t) > 0 (k = 1, 1 + l,..., n - 1). 
LEMMA 2. If the functions u, p, w and ok are as in Lemma 1 and for 
some k = 0, l,..., n - 2 
‘,iz uk(t) = c, cER, 
+ 
then 
lim q+,(t) = 0. 
1-a 
LEMMA 3. If the functions u, ,u, w, and wk are as in Lemma 1 and 
w,(t) co” ,(t) = w’“‘(t) id”- ” (I) < 0 for every t > a, with w,(t) = w’“‘(t) not 
identically zero for all large t, then there exists T > a and positive constants 
K, and K, such that for each t > T 
6) Iw,-,W > 0: 
(ii) if lim,+, am-,. # 0, then 
q,(t) = u(t) 2 K, Iw,- ,W J(T,PU, t), 
(iii) if lim,_, w, Jt) = 0, then 
w,(t) = u(t) 2 K, Iw,- ,(t)l JK i;, t), 
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and 
It will be convenient to utilize the following notation in the remainder of 
this paper. For all T > lo and all t > T we let 
z(t) = r(t) xtn -“‘(t), 
and 
wk(l) = i 
x(k) (0, O<k<n-v- 1 
Z(k-fl+d(t), n-v,<k<n, 
wo = ,7;:, r(s). 
II . 
S( T, r, I) = 1’ [(t - s)“- ’ s”-“-‘/r(s)] ds/(v - l)!. 
-T 
We now prove our principal result. 
THEOREM 1. Let conditions (2~(5) be satisfied. In addition, suppose 
that for all suflciently large T 
(‘irS(T,r,s)p(s)ds=co (6) 
and 
ice (J(T, M, h(s)))” p(s) ds = 00. (7) 
If n is eoen, then every solution x(t) of Eq. (1) satisfies exactly one of the 
folio wing: 
I. x(t) is oscillatory; 
II. cok(t) + 0 monotonically as t + 03 for k = 0, I,..., n - 1; or 
III. cok(t) + 00 or wk(t) -+ --oo monotonically as t-+ 00 for k = 0, I...., 
n- 1. 
If n is odd, then x(t) satisfies either I or III. 
Proof. Let x be a nonoscillatory solution of (1). Since --x is also a 
solution of (l), it suffkes to do the proof for the case x(t) > 0 for 
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t > T’, = max{r,, l}. Let I, > T, be such that g(r) > r, for la f,. Then from 
(1) we have 
P(f) > 0, tat,, (8) 
and from (3) we see that Z”“(I) is not identically zero for all large f. We may 
assume that f, is large enough so that Lemma 1 implies that wk(f) has fixed 
sign on [I,, co) for k = 0, l,..., n - 1. This, together with (8), shows that each 
mk(t) is monotonic on [t,, co) for 0 < k < n - 1. In particular, w,(f) E x(f) is 
monotonic and hence either converges to some nonnegative number or 
increases without bound as t -+ co. 
Suppose first that x(t) --t 2c, > 0 as t+ 00. Then there exists ?‘, > t, so 
that 
Cl < X(f) < 3c, (9) 
for f > T,. Moreover, Lemma 2 implies that a,(f) -+ 0 for each k satisfying 
1 < k < n - 1. Also it is easy to verify that since x(f) is bounded, the integer 
I assigned to the solution x by Lemma 1 satisfies I < 2. Thus, in view of (8), 
I = 0 for n even and 1 = 1 for n odd. So we have 
n even implies (-l)k Wk(t) > 0 
and 
n odd implies (-l)k+‘~k(f) > 0 (11) 
for k = 1, 2,..., n - 1. Now multiplying Eq. (1) by S(T,, r, t) and integrating 
over [T,, r] yields 
1.’ S(T, , r, s)p(s) xa(s) ds = 1” S(T, , r, s) z(I’)(s) ds, 
. Tl _ Tl 
and then integrating the right-hand side by parts gives 
= S( T, , r. f) z(“- “(f) - S’(T, , r, f) zcr’-“(f) -t .. . 
+ (-1)“-1s (“-“(T,, r, t) z’(f) + (-1)” fn-r’-‘x(n-L’)(f) 
+ *a* + (-1)“+‘x(t) +c, 
for some constant c2. But (10) and (11) imply that the right member of the 
last equation is bounded above on [T,, co), which, together with (8), 
contradicts (6). Therefore either x(t) + co as t -+ 00 or x(t) + 0 as I + co. 
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For the case x(t)-+ 0 it is clear from (11) that n is even. Therefore if 
x(t) + 0 as t + co, then x(t) satisfies part II of the conclusion of the theorem. 
To complete the proof we examine the case x(t) + cc as t + co. First 
suppose that z”‘-‘)(f) > 0 and recall that (8) implies that z’+“(t) is 
nondecreasing. Now if there exists a constant L > 0 such that Z”‘-“(I) + 2L 
as t + co, then we have from Lemmas 1 and 2 that o,(f) + co monotonically 
as f + co for k = 0, l,..., n - 2. Notice that this is also the case with 
Jck’(f,, r, f) for k = 0, l,..., n - 17, and therefore successive applications of 
I’Hdpital’s rule yields 
E lim Ir(f) P-“’ 
I-cc 
(f)/f“-’ ) SE ‘,Lir [z(f)/rc’-’ 1 
= ‘,!2 [z’(f)/fr-2j/(v - 1) = ... 
= (l/(r - l)!) lim z“- ‘(f) = c3 > 0, 
I-rK 
where c) is a constant. Hence there exists T > f, and a constant cJ > 0 such 
that x( g(f)) > cjJ(t,, r, g(f)) for f > T. Integrating (1) we have 
zcL. - “(f) > )‘r p(s) P( g(s)) ds 
-r 
> c: ) (JO,, r, g(s)))” P(S) ds, 
-r 
which contradicts (7). Thus we conclude that z”‘-“(f) -+ 03 as f -+ co and the 
proof is complete in case z’“-“(f) > 0. 
Now suppose that z(‘-‘) (f) < 0. Then x(f) > 0 and (8) together imply that 
z”‘-“(f) -+ 0 as f + co. Therefore from Lemma 3(iii) and conditions (4) and 
(5), there exists T > f, and K, > 0 so that for f > T 
x@(t)) > K, Iz’“-l’(t)1 J(T, M, h(t)). (12) 
Next notice that z”‘-” is a bounded nonoscillatory solution of the lirst-order 
retarded equation 
Y’(f) - p(f) Y(W)) = 0, (13) 
where 
P(f) =p(t)x”(g(r))/Jz”‘-“(h(f))l”. 
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It follows from [6, Theorem 11 that (13) having a bounded nonoscillatory 
solution implies 
.x 
) P(s) ds < 00. (14) 
Now .Y is increasing and h(l) <g(t), so from (12) we have 
P(f) >p(t) x”(h(r))/lz”‘-“(t)la 
> KY p(f)(J(K M, h(t))” 
which contradicts (7). This completes the proof of the theorem. 
3. EXTENSIONS AND APPLICATIONS 
The classification of the solutions of Eq. (1) obtained in Theorem 1 can be 
extended to the solutions of the equation 
(r(t)x("-") t'))"" - (f1 Ix(gj(r))lDi) 
j=l 
?q-I 
X (F(f7 Cx'( gj(f>)))) 11 w x( gj,(f)) = 0, 
k=l 
0) 
where each gj: [to, co) + R is continuous, each pj is a nonnegative constant 
with I:=, pj = 1, ~7 is a positive integer such that 2q - 1 < m, (y) = 
CY ,,..., Y,,), F: If,, 00) x (0, co)" -+ (0, co) is continuous, and r, v and n are 
as before. We shall also ask that the function G defined by 
G(f, (~)) = i ~ ( ~j)‘ji’ i F(t, (u)) 
I 1 
satisfy 
G is continuous on the set U = [to, co) x [0, a~)~ (15) 
and 
W W)> g 0 for all large f, (16) 
where (u(t)) = (ur(t),..., u,(f)) is any vector such that each uj(f) > 0 on 
[I,,, co). Furthermore we will assume that for each j 
gj(f)+ co as f + co, (17) 
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and that there exist continuous functions hj: [I,, co) -+ (0, co) satisfying 
h,(t) = ~;~(minls,g,(s))) (18) 
and 
h,(t)+ co as t+co. (19) 
Following the definitions in [l-3], we will say that Eq. (D) is 
(i) g-distorted superlinear if for any fixed t 2 t, the function F(t, (~1)) 
is nondecreasing with respect to (J) on (0, a~)~, and 
(ii) g-distorted sublinear if for any fixed t > t, the function F(t, (y)) is 
nonincreasing with respect to (1’) on (0. 00)~. 
Now define h(t) = min(hj(t)} and H(t) = max{ gi(t)} for 1 <j< n and 
t > t,. Furthermore for any given constant c > 0 and vector u = (u, ,.... u,) 
let F(t, (c)) = F(t, c ,..., c) and F(t, (cu)) = F(t. cur ,..., cu,). We then have: 
THEOREM 2. Let Eq. (D) be either g-distorted super-linear or g-distorted 
sublinear and let conditions (2) and (Is)-( 19) be satisfied. If, in addition, for 
et?ery positiue constant c and all large T 
I-m S(T, r, s) F(s, (c)) ds = co (20) 
and 
1.X (fl J”j( T, M, g,(s))) F(s, (c)) ds = co (21) 
j=l 
hold when (D) is superlinear. and (20) and 
j F(s, (cJ’(T, r, gj(s))>) ds = 00 (22) 
hold when (D) is sublinear, then the solutions of(D) sati@ the conclusions 
of Theorem 1. 
Proof. Let x be a nonoscillatory solution of (D). The proof proceeds 
essentially as the proof of Theorem I until the point where it is assumed that 
z”‘-“(t) < 0. We only note that in obtaining the required inequalities on F 
up to this point that the upper bounds obtained for x(t) are used when (D) is 
superlinear, whereas the corresponding lower bounds for x(t) are used when 
(D) is sublinear. The other necessary alterations in the proof to this point are 
obvious. 
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Assuming that z”-“(f) < 0 we have, as in the proof of Theorem 1, that 
z”‘- “(f) + 0 as f -+ co and z(“- ‘j(t) z’“‘(f) < 0. Thus Iz”‘-“([)I decreases 
monotonically to zero as f+ co. Moreover, Lemma 3 ensures that there 
exists T > I, and a constant Kz > 0 so that x( gj(f)) > K, 1~“‘-I)( gj(f))l x 
J( T, M, gj(t)) for f > T. Recalling that x7=, pj = 1 and the definition of H(f), 
we see that 
~“‘~“(H(t))l > K, fi .Pj(T, M, gi(f)). (23) 
j= I 
Notice also that after n - 1 integrations of z”-‘)(r) < 0 we obtain 
x(gj(t)) < K,J’(T, r. g&r)) < K,J(T, r, gj(t)) (24) 
for some constant K, > 0. We next observe that z”‘-‘) is a solution of the 
linear equation 
where 
Y(f) - QO, y(W)) = 0, 
Q(t) = ( fi *v“j( gj([))) F(t, (x2( gj(t>)))llz”‘- “(fJ([))l* 
j=l 
Since zL’-’ is a bounded nonoscillatory solution of this linear equation, it 
follows from [6, Theorem 1 ] that 
. ‘x 
i Q(s) ds < ~0. (25) 
But from (23) we have 
Q(f) > K2 
( 
fi J”j(K Mv S,(f))) F(t, (x2( gj(t)))). 
j=l 
If (D) is superlinear we use the fact that x(t) > 0 is increasing to obtain that 
there exists c5 > 0 so that 
which, together with (25). contradicts (21). When (D) is sublinear we use 
(24) to obtain 
Q(f) > K2 ( fl J”‘(T, M, g,(r))) F([v (K:J’(T rr gj(t)))) 
j=l 
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which coupled with (25) contradicts (22). This completes the proof of the 
theorem. 
Theorem 2 applies to a number of equations that have received a great 
deal of study in recent years. As an example, consider the equation 
(r(t) AT’“-“) (t))““ -mu-(-~(&))) = 07 (26) 
where p, r, n, and v are as in Theorem 1,f: R -+ R is continuous, JY( y) > 0 if 
,r # 0, f( J)/J is either nondecreasing or nonincreasing. and (2) and 
(17)-(19) hold withj- 1. H(t)=g,(t)~g(t), and h,(t)=h(t). If (20) and 
(2 1) hold when f( J)/Y is nondecreasing ((20) and (22) when f(~l)/~ is 
nonincreasing) with yF(t, y*) = ~(tlf(~j). then Theorem 2 implies that all 
solutions of (26) satisfy the conclusion of Theorem 1. 
With different hypotheses, Grammatikopoulos et al. [3. Theorem 51 have 
obtained similar conclusions to those in Theorem 2 for the equation 
P’(t) - (f\ 1x( g,(t)p) (Qt. (,C(g,#))))) @((~~‘(r,(t))j,.... 
j=l 
?q- I 
< [x ‘+‘)(7,-,(t))l*:)) rI sgn-u(g,,(t)) = 0. 
k-1 
which reduces to Eq. (D) with r(t) = 1 when @(~,,J’~,...,J~) = 1. To see that 
their results do not include the results obtained here even when r(t) = 1, we 
need only consider the example 
x”(f) - (3/4t?) x”“(t) ,?;3(t/2) = 0, t> 1, 
which has the solution x(t) = t “*. By taking p, = l/3, pz = 2/3, g,(t) = t, 
g*(t)= t/2, and F(t,s’) = 3/4t’, it is easy to see that the hypotheses of 
Theorem 2 are satisfied for both the superlinear and sublinear cases. 
However in order for the hypotheses of Theorem 5 in [3] to be satisfied, the 
inequality 
lim sup (1 [(s - t/2)/?] ds > I 
I-cc . 02 
would have to hold, which is clearly not the case. 
Two other examples to which Theorem 2 apply while [ 3, Theorem 5 ] is 
not applicable are 
(t”4x’(t))’ - (9/8t7j6) I~(t’:~)l”’ <v2;3(tI;4) X2(f1;6) sgn XI:3(fli3) = 0 
and 
= 0. 
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In both examples we take p, = l/3. pz = 2/3, p3 = 0, g,(t) = L”~, g*(t) = tliJ, 
and gJ(f) = t . w In the first examp le F(t, x’) = (9/817’6) x2 while in the second 
F(t, x2) = (9/8f’9!24) 1~1’~‘. Clearly [3, Theorem 51 does not apply in either 
case since r(t) = t”4 in each example. Notice also that the first example is 
superlinear, the second is sublinear, and that x(i) = f3!* is a solution of both 
equations. 
As a final example, observe that the equation 
x”(r) - Cf--*,KyP) = 0. t> 1 (27) 
satisfies the hypotheses of Theorem 1 when c is a positive constant and CI is 
the quotient of odd positive integers. Notice that if k is a negative constant 
and c = k(k - 1). then x(t) = t” is a solution of (27) satisfying part II of the 
conclusion of Theorem 1, whereas if k is a constant satisfying k > I and 
c = k(k - 1), then x(t) = t” is a solution of (27) satisfying part III of the 
conclusion of Theorem 1. For example if k = -l/2 or k = 3/2, then c = 3/4 
and -u,(t) = I-“* and <u?(t) = I“,” are both solutions of (27) satisfying II and 
III, respectively. 
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