A general Computer program is described that will compute asymptotic standard errors and carry out significance tests for an endless variety of (standard and) nonstandard large-sample statistical problems, without requiring the statistician to derive asymptotic standard error formulas. The program assumes that the observations have a multinormal distribution and that the null hypothesis to be tested has the form xi = 0 where xi is some function (to be specified by the user) of means, variances, and covariances. Only minor programming is required to replace either or both of these assumptions. The package performs the automated hypothesis testing and consists of amain program and six subroutines. 
Introduction
A general computer program can be written that will compute asymptotic standard errors and carry out significance tests for an endless variety of (standard and) nonstandard large-sample statistical problems, witftout requiring the statistician to derive asymptotic standard ',tor formulas.
This report describes one such computer program (currently available from the writer).. The program, written by M. Stocking, is described starting on page 10.
As presently implemented, the program assumes that the observations have a multinormal distribution and that the null hypothesis to be tested has the form t = 0 where t is some function (to be specified by the user) of means, variances, and covariances. As will be pointed out, only minor reprogramming is required to replace either or both of these assumptions.
The present program is not set up to deal with vector hypotheses of the form g = 0 . Possible program changes to accommodate vector hypotheses will be obvious to the statistician (see Moran, 1970 , section 3).
Without user action, the program accommodates two samples, each composed of any number of observations on a maximum of 10 random variables.
More samples (up to 20) with fewer random variables can be accommodated if the user sets all population covariances between variables from different samples equal to zero.
In addition, the maximum of 10 random variables per sample can be increased, if desired.
*Research reported in this paper has been supported by grant GB-32781X from National Science Foundation. Shenton, Bowman, and Sheehan (1971) desc77ibe computer procedures much more powerful and more versatile than those described here, with the exception that their program deals with univariate problems only.
Asymptotic Hypothesis Testing
Consider a sample consisting of a matrix X of observations drawn from the distribution f (XI g,e) where A is a vector of "nuisance" parameters mathematically independent of t and of each other. We wish Uhder regularity conditions (Cramer, 1946, section 33.3) , this distribution is normal with zero mean and unit variance.
In a well-defined sense (Wald, 1943; Moran, 1970) , the test just described is asymptotically optimal (locally asymptotically most powerful).
If i and 0 are consistent estimators but not maximum likelihood esti--mators, the test will have the same significance level, but the power of the test (locally) may be low. A regularity condition worth noting is that g = 0 must not be a boundary of the range of E .
Input
In the present implementation two alternative methods are provided for data input.
If the sample means m s fin ) and the sample variance--covariance matrix S e IIsij11 are available, these may be used as input.
Otherwise, the raw observations are input and m and S automatically computed.
In 
}
where N is the number of observations, and either aii = sib or else an arithmetic assignment statement defining a. has been provided in (2) the program by the statistician.
If some parameters and statistics other than means, variances, and covariances are to be used and some distribution other than multinormal is to be assumed, it is only necessary to provide appropriate formulas for computing the maximum likelihood estimates and to insert appropriate formulas for sampling covariances in place of (2).
Illustrative Problems
The computer program has been checked out by applying it to numerical examples testing some two dozen different null hypotheses for which the numerical answers could be verified. 
Computation of Partial Derivatives
The partial derivatives are computed numerically. All elements in are held constant except one. This element is increased by some increment, and a value for I is computed; the element is then decreased from its original value by the same increment, and another value of E is computed.
The derivative is approximated as the difference between these two values of I divided by twice the increment.
In computations with fixed word length, the optimum size of the increment is not known. A repetitive procedure is used in which the size of the increment is decreased up to the point where the difference between two successively computed approximations to the derivative increases (due to truncation error). The first value used for the increment is 0.001.
In successive repetitions, this is decreased by a factor of 10, up to a maximum of five times. If the differeAces between successive approximations do not increase, the last derivative computed is used.
3.
Input, Output, Program Messages for User

Input
The description of the input for one or two samples with a maximum of 10 variables each is simple, and will be discussed first. The description for more samples with fewer variables is more complex and will be discussed later. The following is a description of the input cards required. The user must follow the normal FORTRAN convention of right-adjusting all values within the specified fields. 
NSAMP
The number of independent samples of data.
Must be one or two. In this case, we would treat this as two ( N11011°= 2) samples, each with 10 variables. The sample variance-covariance matrix would be similar for each sample--the main diagonal would contain the variances, and all off-diagonal elements would be zero.
Output
The output from the program is largely self-explanatory. A title is printed at the top of the first page. The number of samples (NSAMP) is also printed, and will be either one or two. It will not reflect the actual number of samples if the user has taken advantage of the facilities described in the input section to expand the number of samples. Also, the time and date of the run are printed (see section 6). In addition, the partial derivativesof g with respect to the means and variance-covariance matrices are printed for each sample. 
Messages
The program detects two conditions that will result in the printing of a message:
1.
If NSAMP is greater than two, the actual value of NSAMP that the user supplied is printed and the program exits.
2.
The program uses the value of the last derivative computed as the partial derivative, and continues on to the computation of the next partial derivative. If a derivative is obtained from computation with the smallest increment, a message is printed.
4.
Subroutine XIHAT Subroutine XIHAT is the subroutine in which the user inserts coding for his specific null hypothesis g = 0 . If the user wishes to specify estimates other than sample means and variance-covariances, he also inserts the coding in this subroutine. 
XIHAT
The value of computed in this subroutine
