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RESUMO – A tecnologia se desenvolve rapidamente em diferentes áreas 
do conhecimento, uma destas áreas é a medicina. Este trabalho 
apresenta uma proposta de automatização de diagnóstico de patologias 
utilizando técnicas e métodos classificadores de Aprendizagem de 
Máquina (AM). Através dos métodos que serão explanados e 
implementados, as informações contidas nas bases de dados serão 
analisadas e classificadas, gerando resultados.   Com a utilização dessas 
técnicas, através de máquinas para o diagnóstico médico, patologias 
poderão ser detectadas num estágio menos avançado da doença e com 
maior precisão, quando comparado a diagnóstico inteiramente humano 
sofre influências de fatores externos, o que pode afetar no diagnóstico 
do paciente. Neste trabalho busca-se analisar dados e classifica-los de 
acordo com os métodos à serem citados, e por fim pode ser definido o 
método aplicado mais viável e eficaz. 
Palavras-chave: aprendizagem de máquina; diagnóstico; patologias; 
classificadores; base de dados. 
 
ABSTRACT – Technology develops rapidly in different areas of 
knowledge, one of these areas is medicine. This paper presents a 
proposal for the automation of diagnosis of pathologies using 
techniques and methods of Machine Learning (AM) classification.  
Through the methods that will be explained and implemented, the 
information contained in the databases will be analyzed and classified, 
generating results.  With the use of techniques for medical diagnosis, 
pathologies are detected at the less advanced stage of the disease and 
more accurately, when compared to a fully human diagnosis it is 
influenced by external individuals, which can affect any diagnosis of the 
patient. This work seeks to analyze data and classify according to the 
methods to be cited, and finally can be defined the most feasible and 
effective applied method. 
Keywords: machine learning; diagnosis; pathologies; classifiers; 
database. 
  
Recebido em:03/04/2017 
Revisado em: 20/08/2017 
Aprovado em: 04/10/2017 
79 
Colloquium Exactarum, v. 10, n.1 , Jan-Mar. 2018, p. 78 – 90. DOI: 10.5747/ce.2018.v10.n1.e225 
1. INTRODUÇÃO 
O Aprendizado de Máquina (AM) é 
uma subárea da Inteligência Artificial (IA), 
que estuda o desenvolvimento de métodos 
capazes de extrair informações e 
conhecimento a partir de amostras de dados. 
São utilizados uma vasta gama de algoritmos 
diferentes com a capacidade de classificar 
conjuntos de elementos. Por classificação 
entende-se o processo de atribuir a um 
determinado dado, o rótulo da classe à qual 
ele pertence. Neste sentido, as técnicas de 
AM são empregadas na indução, a partir de 
um conjunto de exemplos de um 
classificador, que deve ser capaz de prever a 
classe de novos dados quaisquer do domínio 
em que ele foi treinado (ESTEVES et al., 
2009). 
As técnicas de Aprendizado de 
Máquina empregam um princípio de 
inferência denominado indução, o 
aprendizado indutivo que pode ser dividido 
em duas formas básicas de AM: Aprendizado 
Supervisionado e Não Supervisionado 
(LORENA et al., 2007).  
No aprendizado supervisionado um 
agente externo informa um conjunto padrão 
de entradas que contém suas respectivas 
saídas, a resposta fornecida pelo método é 
então verificada e comparada à resposta 
esperada. Se houver qualquer erro o método 
utilizado irá fazer reajustes para evitar 
discrepâncias.  
Ao contrário, no aprendizado não 
supervisionado, não é necessário um agente 
externo para comparação de resultados 
finais. O método utilizado processa as 
entradas e analisa suas regularidades e 
características de modo a definir um padrão 
e os classifica automaticamente (FERNEDA, 
2006).  
A área de aprendizagem de máquina 
possui métodos que se baseiam em um 
pequeno conjunto de dados para a detecção 
de um padrão, possibilitando a classificação 
dos dados. Essas abordagens podem ser 
utilizadas para prever diagnósticos e 
consequentemente mitigar os erros médicos 
(BENNET et al., 2013). Assim, permite-se 
precisão no diagnóstico de uma determinada 
doença, e em qual estagio ela se encontra, o 
que possibilita a realização de um tratamento 
mais adequado (NEILL, 2013). 
Diversas doenças patológicas 
dependem de um diagnóstico médico, para 
detectar e identificar seu estágio de 
desenvolvimento. Com o aprendizado de 
máquina aplicado ao diagnóstico patológico 
pode-se identificar a presença de uma 
patologia através dos métodos 
classificadores de dados. 
O ser humano é amplamente 
influenciado por fatores externos, decorrente 
disso, pode-se afirmar que o médico está 
sujeito a tais influências, e 
consequentemente, seus diagnósticos. Dois 
médicos com mesma formação, expostos a 
ambientes diferentes, terão diagnósticos com 
um grau de discrepância para um mesmo 
caso analisado. Enquanto que um 
computador devidamente ensinado a 
diagnosticar, fornecerá o mesmo resultado. 
Visto que uma máquina realiza a análise sem 
influência do emocional e com ausência da 
cognição humana, pautado exclusivamente 
em algoritmos, assim qualquer erro presente 
no diagnóstico, será proveniente de falhas na 
programação. 
O diagnóstico automatizado envolve a 
detecção pelo computador de padrões 
equivalentes nos dados, que auxilia o médico 
no diagnóstico de uma patologia. Assim 
quando diagnosticado algo de errado com o 
paciente, este deverá realizar um exame 
especifico. A automação de diagnósticos, 
propicia a detecção da doença num estágio 
menos avançado, através de técnicas e 
métodos computacionais, onde dados serão 
analisados e classificados, indicando se o 
paciente contém alguma patologia.  
A aplicação das técnicas e métodos de 
Aprendizado de Máquina nas bases de dados 
médicas geram resultados que podem ser 
utilizados para o auxílio de diagnósticos. 
Assim o diagnóstico médico será realizado 
com maior precisão e a patologia detectada 
em menor tempo. 
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Este documento está organizado em 6 
seções. A seção 2 apresenta a declaração dos 
objetivos deste trabalho. Uma breve revisão 
bibliográfica é apresentada na seção 3. A 
seção 4 traz a apresentação de trabalhos 
relacionados. Na seção 5 são apresentadas as 
metodologias relativas a este trabalho. Os 
resultados e conclusões são apresentados na 
seção 6. E por fim a seção 7 apresenta as 
referências bibliográficas utilizadas. 
 
2. OBJETIVOS 
 Através da base de dados de doenças 
patológicas, os métodos da AM extraem as 
informações das bases de dados pré-
processadas para classifica-las pós analise. Os 
métodos ou classificadores propostos a ser 
comparados são: SVM (Support Vector 
Machine ou Máquina de Vetores de Suporte), 
Redes Neurais (Neural Network), OPF 
(Optimum-Path Forest), KNN (K Nearest 
Neighbor) e Bayes. 
Este trabalho tem como objetivo realizar o 
estudo comparativo da aplicação destes 
métodos no contexto da medicina. Os 
resultados dos métodos aplicados serão 
analisados comparativamente, evidenciando 
o mais eficaz na extração de dados das 
regiões de interesse da base de dados. 
3. REVISÃO BIBLIOGRAFICA 
3.1. Métodos de Aprendizado 
Supervisionados  
3.1.1. Support Vector Machine  
As Maquinas de Vetores de Suporte 
(SVM, do inglês Support Vector Machine), é 
um dos métodos mais utilizados na 
Aprendizagem de Máquina. Possui uma 
teoria mais complexa em relação aos outros 
podendo ser utilizado de diferentes formas 
para diversas aplicações (JUNIOR, 2010). Essa 
teoria estabelece conceitos a serem seguidos 
para a obtenção de classificadores, definindo 
sua capacidade de prever a classe de novos 
dados (LORENA et al., 2007). 
O SVM constrói um classificador de 
acordo com um conjunto de padrões 
identificados por ele. 
Figura 1: contém um conjunto de 
classificadores ou hiperplanos que dividem 
duas classes, azul (bolinha) e vermelha (x). Os 
classificadores laranjas são as possibilidades 
de separação que existe entre as duas classes 
e o classificador verde representa o 
hiperplano com margem máxima, que é 
considerado ótimo. 
 
 
Figura 1. Possíveis hiperplanos de separação (linha laranja e mais fina) e hiperplano ótimo (linha 
verde e mais grossa), onde se encontra duas classes (bolinha azul e x vermelho). 
 
 
Fonte: Autor 
 
 Figura 2: é mostrado dois hiperplanos 
que separam duas classes (azul e vermelha). 
O hiperplano (a) apresenta uma margem 
pequena de divisão de classes, ao contrário 
do hiperplano (b) que mostra uma margem 
máxima, considerada ótima. 
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Figura 2. (a) Hiperplano com margem pequena. (b) Hiperplano com margem máxima. 
 
Fonte: (JUNIOR, 2010). 
 
Funcionamento: sobre um conjunto de dados 
pertencentes as classes, o SVM define um 
hiperplano que separe esses dados de forma 
que a maioria dos dados de uma mesma 
classe estejam do mesmo lado (MARINS, 
2008). Ele pode utilizar três tipos de Kernel: 
RBF, Sigmoid e o Linear. 
 
3.1.2. Neural Network  
  As Redes Neurais Artificiais (ANN, do 
inglês Artificial Neural Network) são 
conhecidas como métodos conexionistas, por 
se basear no cérebro humano e seu 
funcionamento. As redes conexionistas são 
formas de representação do conhecimento, 
que estão relacionadas a conexão entre os 
neurônios e na comunicação por meio de 
ligações. Os conhecimentos da rede são 
representados por valores numéricos que 
descrevem as conexões e o comportamento 
da rede (OSÓRIO et al., 2000). 
  Neurônio Artificial (Figura 3): Através 
da lógica e matemática o neurônio artificial 
faz a simulação do comportamento e funções 
de um neurônio biológico. Onde os dentritos 
são as entradas, e as sinapses são ligações 
chamadas peso, as entradas são então 
processadas pela função de soma e o limiar 
de disparo passa a ser uma função de 
transferência (BRUMATTI, 2005). 
 
 
Figura 3. Neurônio Artificial. 
 
Fonte: (OSÓRIO et al., 2000). 
 
3.1.3. Classificadores Bayes 
  Um classificador Bayesiano é 
uma rede simples Bayesiana que tem a 
função de classificação. Ele possui um nó C 
que representa a classe de características e 
um nó Xi para cada uma delas. A rede 
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Bayesiana permite a computação da 
probabilidade P (C = ck|X = x) de uma 
amostra pertencer a qualquer uma das 
classes existentes, através de uma instancia x 
dada, para cada classe ck dela (Sahami et. al., 
1998). Ou seja, P (C = ck|X = x) é a 
probabilidade de P (C = ck) ocorrer contando 
que a probabilidade de P (X = x) tenha 
ocorrido de antemão (SILVA, 2006). 
 
𝑃(𝑋 = 𝑥) =  
𝑃(𝐶=𝑐)𝑃(𝐶=𝑐𝑘)
𝑃(𝑋=𝑥)
   (1) 
 
  As Redes Bayesianas misturam a 
teoria dos grafos com a teoria da 
probabilidade, ela é composta de uma parte 
qualitativa e outra quantitativa (OLIVEIRA et 
al., 2003). 
 
3.1.4. Optimun Path Forest 
  A classificação baseada em floresta de 
caminhos ótimos ou como é conhecida OPF 
(do inglês, Optimum-Path Forest), faz a 
modelagem das amostras utilizando nós em 
grafos, onde os nós são amostras 
representadas pelos seus atributos, e os 
arcos fazem a relação entre as amostras, que 
podem ter aplicação de diversas funções de 
custo sobre eles, e consequentemente o 
grafo pode ser dividido em uma árvore com 
possíveis caminhos ótimos (QUINTA et al., 
2012).  
  Um caminho da árvore é uma 
sucessão de dados de amostras n, e a cada 
caminho n, o custo é dado por uma função f 
(n). O caminho n é dito ótimo se a função de 
n for menor ou igual à função de qualquer 
caminho T, denotado como f (T), no qual n e 
T terminam na mesma amostra (FREITAS et 
al., 2010): 
𝑓𝑚𝑎𝑥 (〈𝑠〉) = {0 𝑠𝑒 𝑠 ⊂ 𝑆 + ∞ 𝑐𝑎𝑠𝑜 𝑐𝑜𝑛𝑡𝑟á𝑟𝑖𝑜 (2) 
𝑓𝑚𝑎𝑥(𝜋.〈𝑠,𝑡〉) = 𝑚𝑎𝑥{𝑓𝑚𝑎𝑥(𝜋, 𝑑(𝑠, 𝑡))} (3) 
  O OPF faz a interpretação de um grafo 
completo, considerando as distâncias entre 
os nós de atributos, e atribui a qualquer 
caminho o peso máximo do arco ao longo 
deste. Cedido uma base de dados de 
treinamento com amostras de várias classes, 
um conjunto de recursos representa cada 
amostra (PAPA et al., 2012). 
 
3.1.5. K-Nearest Neightbors (KNN) 
  Para a classificação de um novo 
elemento, o KNN busca K elementos vizinhos 
mais próximos a ele. É então verificada a 
classe dos vizinhos mais próximos ao 
elemento, a classe com maior quantidade de 
vizinhos mais próximos é atribuída ao 
elemento sem classe. A distância dos k-
vizinhos pode ser calculada a partir de uma 
dessas equações: Euclidiana, Manhattam e 
Minkowski (SILVA et al., 2005): 
 
𝑑(𝑥, 𝑦) =
 √(𝑥1 − 𝑦1)2 + (𝑥1 − 𝑦1)2 + ⋯ + (𝑥𝑛 − 𝑦𝑛)2  
(4) 
 
𝑑(𝑥, 𝑦) = |𝑥1 − 𝑦1| + |𝑥2 − 𝑦2| + ⋯ + |𝑥𝑛 −
𝑦𝑛| (5) 
 
𝑑(𝑥, 𝑦) =  (|𝑥1 − 𝑦1|
𝑞 + |𝑥2 − 𝑦2|
𝑞 + ⋯ +
|𝑥𝑛 − 𝑦𝑛|
𝑞)1/𝑞  (6) 
 
3.2. Métodos de Aprendizado Não-
Supervisionados  
3.2.1. Hierarquical Clustering 
  Hierachical Clustering realiza o 
agrupamento de dados em clusters através 
da variável de distância entre os dados 
obtidos na base de dados. Através de um 
método implementado ele calcula a menor 
distância entre os dados e vai agrupando-os 
de modo a formar uma árvore hierárquica 
(METZ, 2006). 
  Para a implementação deste 
algoritmo podem ser usados várias técnicas, 
onde elas se diferenciam nos métodos para 
identificar os pares de cluster mais similares 
e a heurística a ser escolhida para otimizar os 
resultados. Um conjunto de dados contém 
diversos clusters e estes podem possuir sub-
clusters que ainda podem ser formados por 
outros sub-clusters (agrupamento de clusters 
pequenos). E para a representação gráfica 
desses agrupamentos e sub-agrupamentos 
de clusters é utilizado um Dendrograma 
(Figura 4), uma representação em uma 
estrutura de árvore (METZ, 2006). 
83 
Colloquium Exactarum, v. 10, n.1 , Jan-Mar. 2018, p. 78 – 90. DOI: 10.5747/ce.2018.v10.n1.e225 
Figura 4. Dendograma. 
 
Fonte: (Metz, 2006). 
 
3.2.2. DBSCAN 
  Do inglês Density Based Spatial 
Clustering of Application with Noise 
(Clusterização Espacial Baseada em 
Densidade de Aplicações com Ruído), é um 
método significativamente efetivo para 
identificar clusters de formato arbitrário, 
diferentes tamanhos, identificar e separar os 
ruídos dos dados e detectar clusters 
“naturais” e seus arranjos dentro do espaço 
de dados sem qualquer informação sobre o 
conjunto de dados. O algoritmo se aplica 
para espaços euclidianos de duas e três 
dimensões, ele é aplicável a qualquer base de 
dados com função de distância para pares de 
objetos, podendo ser qualquer função de 
distância a ser utilizada, sendo ela escolhida 
de acordo com a sua aplicação (ESTER et al., 
1996). 
Figura 5: existe um raio e um número mínimo 
de pontos, onde um cluster é formado pelo 
número mínimo de amostras dentro desse 
raio, e existem também os ruídos que são as 
amostras que não puderam ser agrupados 
por não estar dentro desses dois parâmetros 
de agrupamento. 
 
Figura 5. Exemplo DBSCAN. 
 
Fonte: Autor 
 
  Ruído: Tendo um conjunto de C 
clusters em uma base de dados D, em relação 
ao raio e ao número mínimo de pontos, é 
definido como ruído objetos de D que não 
estão agrupados em nenhum dos clusteres 
de C é dito ruído (CASSIANO, 2014). 
 
3.2.3. KMEANS 
  O K-Means é um dos métodos de 
agrupamento de dados não hierárquico, que 
tenta minimizar a distância entre os dados de 
um dataset e um centro escolhido ou dado 
por um valor aleatório. O algoritmo do K-
Means pode ser descrito da forma (LINDEN, 
2009): 
a. Escolher valores distintos ou 
gerar valores aleatórios para 
ser o centro dos grupos. 
b. Relaciona cada ponto ao 
centro mais próximo. 
c. Realizar um cálculo para 
definir os novos centros. 
d. Repetir os passos b-c até que 
não tenha mais pontos 
mudando de lugar. 
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  O referido algoritmo é extremamente 
veloz, em poucas iterações ele faz o 
agrupamento até que se obtenha uma 
estabilidade, no qual não haja elementos 
pertencentes a um cluster onde o seu centro 
não é o mais próximo dele. Figura 6: r pode 
ser visto um exemplo da execução do 
algoritmo do K-Means (LINDEN, 2009): 
 
Figura 6. Exemplo de execução do algoritmo de K-Means. (a) Cada elemento foi designado para 
um dos três grupos aleatoriamente e os seus centros representados pelos círculos maiores na 
figura, foram calculados para gerar outros centros (b) Os elementos foram direcionados para os 
grupos cujos centros calculados na etapa (a) estão mais próximos (c) Os centros foram 
recalculados e os grupos já estão em sua forma final, pois todos os elementos já estão agrupados 
e se não estivesse as etapas (b) e (c) seriam executados até que que estivessem. 
 
Fonte: (LINDEN, 2009). 
 
4. TRABALHOS RELACIONADOS 
4.1 Câncer 
  O câncer é uma doença que pode 
ocorrer em diferentes partes do corpo, sendo 
assim existem vários tipos de câncer, onde as 
células do corpo crescem e se multiplicam 
descontroladamente. Para a detecção do 
câncer são utilizados sistemas automatizados 
de diagnósticos, onde os pacientes com 
câncer são classificados através de um 
classificador não linear usando o SVM ou 
Máquina de Vetores de Suporte (SWEILAM et 
al., 2010). 
 
4.2 Nefrite Aguda 
  A Nefrite Aguda tem origem pelve 
renal com ocorrência maior em mulheres, 
seu primeiro sintoma é uma febre imediata 
que possui alto grau e calafrios, e dores 
lombares muito fortes. Os dados recebidos 
são os sintomas da doença que são utilizados 
para montar a Rede Neural, que irá executar 
o diagnóstico da patologia, onde o 
classificador faz a distinção entre a pessoa 
infectada e não infectada (AL-SHAYEA, 2011). 
 
4.3 Parkinson 
  Parkinson é uma doença que 
atualmente afeta muitas pessoas, onde 
ocorre um pouco a perda de movimentos. É 
realizado o diagnóstico automatizado através 
de técnicas baseadas em visão 
computacional aplicadas em um conjunto de 
dados de vários pacientes. Esses conjuntos 
de dados são compostos de escritas de 
pacientes, que são analisados pelo 
Processamento de Imagens e métodos de 
Aprendizagem de Máquina (PEREIRA et al., 
2015).  
 
4.4 Pterígio 
  O Pterígio é uma doença ocular, que 
ainda não possui uma causa exata, podendo 
levar a cegueira. É aplicado o OPF 
juntamente com outras técnicas de AM 
buscando a identificação do Pterígio. O 
dataset é dividido em duas partes: 50% para 
treinamento e 50% para a classificação, num 
ciclo repetido 10 vezes onde a cada ciclo é 
gerado aleatoriamente conjuntos de 
treinamento e classificação (PAGNIN, 2011).  
 
4.5 Clusters de fatores de risco cardiovascular 
e a ocorrência de hipertensão arterial em 
adultos 
  Muitas pessoas hoje são sedentárias, 
o que faz com que elas estejam mais 
propensas a doenças cardiovasculares, 
obesidade e doenças metabólicas. Sendo 
assim com uma grande quantidade de 
amostras de adultos sedentários foram 
coletados e analisados atributos relacionados 
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a doenças cardiovasculares. Como resultados 
foram obtidos que não houve muita 
diferença entre ambos os sexos (CARVALHO 
et al., 2013). 
 
5. METODOLOGIA 
Para análise e comparação de avanços 
nos resultados dos dados, através do método 
k-Fold Validação Cruzada houve a aplicação 
dos métodos supervisionados sobre os 
arquivos gerados de cada base de dados, 
onde o código foi executado 10 vezes sobre o 
arquivo, gerando assim 10 arquivos 
decorrente de teste e treinamento de 10%, 
20%, 30%, 40%, 50%, 60%, 70%, 80% e 90%, 
calculando a Acurácia, Precisão e Revocação, 
onde essa variação tem como função a 
verificação de uma possível otimização nos 
resultados dos métodos. 
O k-Fold Validação Cruzada (ou, do 
inglês k-Fold Cross Validation), é uma técnica 
que utiliza todos os dados disponíveis como 
exemplo de treinamento e teste, fazendo o 
treinamento repetidamente k vezes (Stone, 
1974). 
As bases de dados de patologias 
utilizadas estão disponíveis na UCI - Machine 
Learning Repository, os dados deste acervo 
tiveram a aplicação dos métodos descritos e 
assim classificados de acordo com os padrões 
de cada técnica. 
O método utilizado Hold-Out divide o 
conjunto de dados em dois subconjuntos, um 
utilizado para o treinamento e o outro para 
teste (KOHAVI, 1995). O Hold-Out apresenta 
uma taxa de erro do conjunto de teste que 
aproxima a taxa de erro verdadeira (BATISTA, 
1998). 
Foi aplicado também às bases de 
dados os métodos de Seleção de Atributos, 
esses métodos fazem uma seleção dos 
atributos considerados mais relevantes de 
acordo com o que cada método especifica. 
Os métodos aplicados foram: 
a. Variance Threshould: Ele remove 
todos os atributos que não estão 
abaixo de um limiar definido, caso 
o limiar não seja definido, por 
padrão ele elimina atributos que 
não tenham variância de valores. 
b. KBEST: É definido um valor K, 
onde são então selecionados K % 
atributos que possuírem maior 
pontuação entre todos. Foi 
utilizado o KBEST com 25%, 50% e 
75% dos atributos. 
Tabela 1: representa as características 
de algumas das bases selecionadas da UCI - 
Machine Learning Repository. 
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Tabela 1. Bases. 
Patologias Classes Atributos Instancias 
Arrhythmia 16 279 452 
Audiology (Standardized) 24 69 226 
Breast Cancer Wisconsin (Diagnostic) 2 32 569 
Breast Cancer Wisconsin (Original) 2 10 699 
Contraceptive Method Choice 3 9 1473 
Dermatology 6 33 366 
Liver Disorders 2 7 345 
Lung Cancer 3 56 32 
Pima Indians Diabetes 2 8 768 
Post-Operative Patient 3 8 90 
Statlog (heart) 2 13 270 
Fonte: Autor 
 
6. RESULTADOS E CONCLUSÕES 
  Este trabalho realizou a análise e 
comparação dos resultados utilizando métodos 
de Aprendizagem de Máquina (AM) para o 
diagnóstico médico de patologias, métodos 
supervisionados e não supervisionados.  
  Na tentativa de melhores resultados foram 
aplicados junto aos métodos de AM o método de 
clareamento Whitening, onde os dados foram 
pré-processados para um melhor agrupamento, 
porém não houve diferenças nos resultados. 
Após essa tentativa, foram criados dados 
estendidos que são a aplicação dos métodos 
supervisionados sobre os resultados gerados 
pelos métodos não supervisionados (combinação 
de classificação com agrupamento), assim 
verificou-se resultados com uma leve melhoria, 
porém não sendo ainda os resultados desejados.  
  Foram aplicados às bases de dados os 
métodos de Normalização, Seleção de Atributos e 
a combinação da Seleção de Atributos com a 
Normalização. Os métodos de Seleção de 
Atributos utilizados foram: Variance Threshould, 
KBEST com 25%, 50% e 75% dos atributos da base 
de dados. A normalização aplicada trouxe um 
pequeno avanço nos resultados, e a aplicação da 
Seleção de Atributos e Seleção de Atributos com 
a Normalização melhorou bastante em relação a 
somente aplicação da Normalização, porém dos 
dois métodos de Seleção de Atributos que foram 
aplicados, o Variance Threshold não foi tão bom 
quanto o KBEST. Da Seleção de Atributos e 
Seleção de Atributos com Normalização o KBEST 
50, KBEST 50 Normalizado e KBEST 75 
Normalizado foram os que obtiveram resultados 
melhores em relação aos outros métodos.  
  As bases de dados foram treinadas com 9 
faixas de treinamento, em que a faixa de 10% na 
maioria das bases teve um resultado melhor de 
acurácia e a faixa de 80% e 90 % foi pior devido 
ao overfitting, onde o método se ajusta 
demasiadamente ao padrão do conjunto de 
treino da base de dados. Dos métodos aplicados 
de classificação, analisando os resultados em 
média, o KNN foi o que alcançou melhores 
resultados em relação aos outros métodos e o 
SVM não trazia alterações em relação a 
classificação com a aplicação das metodologias 
estudadas. 
  Pode-se verificar que os métodos entre si 
fazem uma classificação utilizando diversos 
parâmetros, portanto são geradas algumas 
classificações diferentes entre eles, onde uma 
tem mais eficácia ou não que a outra, e as base 
de dados que foram aplicados esses métodos 
também pode afetar os resultados. 
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Gráfico 1. Média OPF. 
 
Fonte: Autor 
 
 
Gráfico 2. Média SVM (RBF). 
 
Fonte: Autor 
 
Gráfico 3. Média SVM (Sigmoid). 
 
Fonte: Autor 
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Gráfico 4. Média Bayes. 
 
Fonte: Autor 
 
Gráfico 5. Média KNN. 
 
Fonte: Autor 
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