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ABSTRACT 
Investigating and Improving Bridge Management System Methodologies 
 
under Uncertainty 
 
 
by 
 
 
Minwoo Chang, Doctor of Philosophy 
 
Utah State University, 2016 
 
 
Major Professor: Dr. Marc Maguire 
Department: Civil and Environmental Engineering 
 
This dissertation presents a novel procedure to select explanatory variables, 
without the influence of human bias, for deterioration model development using National 
Bridge Inventory (NBI) data. Using NBI information, including geometric data and 
climate information, candidate explanatory variables can be converted into normalized 
numeric values and analyzed prior to the development of deterministic or stochastic 
deterioration models. The prevailing approach for explanatory variable selection is to use 
expert opinion solicited from experienced engineers. This may introduce human 
influenced biases into the deterioration modeling process. A framework using Least 
Absolute Shrinkage and Selection Operator (LASSO) penalized regression and 
covariance analysis are combined to compensate for this potential bias. Additionally, the 
cross validation analysis and solution path is used as a standard for the selection of 
minimum number of explanatory variables.  
The proposed method is demonstrated through the creation of deterministic 
iv 
deterioration models for deck, superstructure, and substructure for Wyoming bridges and 
compared to explanatory variables using the expert selection method. The comparison 
shows a significant decrease in error using the presented framework based on the L2 
relative error norm. 
The final chapter presents a new method to develop stochastic deterioration 
models using logistic regression. The relative importance amongst explanatory variables 
is used to develop a classification tree for Wyoming bridges. The bridges in a subset are 
commonly associated with several explanatory variables, so that the deterioration models 
can be more representative and accurate than using a single explanatory variable. The 
logistic regression is used to introduce the stochastic contribution into the deterioration 
models. In order to avoid missing data problems, the binary categories condition rating, 
either remaining the same or decreased, are considered for logistic regression. The 
probability of changes in bridges’ condition rating is obtained and the averages for same 
condition ratings are used to create transition probability matrix for each age group.  
The deterioration model based on Markov chain are developed for Wyoming 
bridges and compared with the previous model based on percentage prediction and 
optimization approach. The prediction error is analyzed, which demonstrates the 
considerable performance of the proposed method and is suitable for relatively small data 
samples. 
(224 pages) 
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PUBLIC ABSTRACT 
Investigating and Improving Bridge Management System Methodologies 
 
under Uncertainty 
 
 
by 
 
 
Minwoo Chang, Doctor of Philosophy 
 
Utah State University, 2016 
 
This dissertation presents a novel procedure to select explanatory variables, 
without the influence of human bias, for deterioration model development using National 
Bridge Inventory (NBI) data. Using NBI information, including geometric data and 
climate information, candidate explanatory variables can be converted into normalized 
numeric values and analyzed prior to the development of deterministic or stochastic 
deterioration models. The prevailing approach for explanatory variable selection is to use 
expert opinion solicited from experienced engineers. This may introduce human 
influenced biases into the deterioration modeling process. A framework using Least 
Absolute Shrinkage and Selection Operator (LASSO) penalized regression and 
covariance analysis are combined to compensate for this potential bias. Additionally, the 
cross validation analysis and solution path is used as a standard for the selection of 
minimum number of explanatory variables.  
The proposed method is demonstrated through the creation of deterministic 
deterioration models for deck, superstructure, and substructure for Wyoming bridges and 
compared to explanatory variables using the expert selection method. The comparison 
vi 
shows a significant decrease in error using the presented framework based on the L2 
relative error norm. 
The final chapter presents a new method to develop stochastic deterioration 
models using logistic regression. The relative importance amongst explanatory variables 
is used to develop a classification tree for Wyoming bridges. The bridges in a subset are 
commonly associated with several explanatory variables, so that the deterioration models 
can be more representative and accurate than using a single explanatory variable. The 
logistic regression is used to introduce the stochastic contribution into the deterioration 
models. In order to avoid missing data problems, the binary categories condition rating, 
either remaining the same or decreased, are considered for logistic regression. The 
probability of changes in bridges’ condition rating is obtained and the averages for same 
condition ratings are used to create transition probability matrix for each age group.  
The deterioration model based on Markov chain are developed for Wyoming 
bridges and compared with the previous model based on percentage prediction and 
optimization approach. The prediction error is analyzed, which demonstrates the 
considerable performance of the proposed method and is suitable for relatively small data 
samples. 
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 CHAPTER 1
INTRODUCTION 
General 
 Every four years, the American Society of Civil Engineers issues the America’s 
Infrastructure Report Card that provides a comprehensive assessment of the nation’s 
major infrastructures. An Advisory Council consisting of ASCE members assigns the 
grades according to the following eight criteria: capacity, condition, funding, future need, 
operation and maintenance, public safety, resilience, and innovation. The investigation 
reported that one in nine of the nation’s bridges are rated as structurally deficient, and the 
average age of the nation’s 607,380 bridges is currently 42 years. The Federal Highway 
Administration (FHWA) estimates the expected annual maintenance cost as $20.5 billion, 
while only $12.8 billion is being spent and the grade of 2013 was marked C+ (Herrmann 
2013).  
The goal of infrastructure preservation is to improve asset performance cost-
effectively and efficiently, as measured by attributes such as service life (US DOT 1999). 
Current bridge management systems use deterministic, Markov chain, or semi-Markov 
processes to predict future performance and service life. Many states have successfully 
developed deterioration models for their inventory (Cesare et al. 1992; Frangopol et al. 
2004; Agrawal 2010). Determining the effectiveness of one method (e.g., deterministic 
versus Markov based) was the focus of several research projects (Morcous et al. 2002; 
Thomas 2011; Sobanjo et al. 2010; Agrawal et al. 2010). The development of these 
models requires information regarding the past performance of the assets to be compiled 
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and analyzed.  
The efforts to maintain structural performance and to establish the roadmap for 
bridge maintenance stimulates Wyoming to develop an effective bridge management 
system. According to the statistical investigation for Nation’s bridges (Davis et al. 2013), 
Wyoming is one of the 15 states where the number of deficient bridges has increased by 
4.4 % since 2011. The amount of traffic on deficient bridges is recorded as 871,031. 
These statistic results also increase the demand for effective bridge management that 
promises reliable service life of bridge systems.  
Data regarding Wyoming bridge inspections consisting of their geometry, 
function, environment, and condition is readily available. The purpose of this research is 
to develop statistical relationships between gathered bridge data tailored for bridge 
management. Although previous research has successfully developed deterioration 
models for other inventories, several challenges are left for effective deterioration model 
estimation. The selection of explanatory variables is based on engineering judgment such 
that several design variables are considered significant factors affecting bridge 
performance directly. The manually selected candidates may or may not always be 
effective for various states and could possibly exclude potentially important factors. 
Several variables provide duplicated information that should be eliminated or combined 
to represent structural deficient effectively.  
 
Research Objectives 
 The studies for the life cycle management to accomplish long term Structural 
Health Monitoring (SHM) and Non-Destructive Evaluation (NDE), have suggested the 
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reliability based lifetime approach by developing an optimum inspection and repair 
strategy (Katsuki and Frangopol 1994; Frangopol et al. 1997). The recent research for 
bridge monitoring system has focused on the development of deterioration models, and 
suggested the manual for long term monitoring (Catbas et al. 2013; Hatami and Morcous 
2011).  
The increasing demand for the SHM has raised the importance on the 
development of monitoring systems for maintaining the structural performance of service 
life. Accordingly, the framework for the life-cycle cost (LCC) assessment of civil 
infrastructures needs to be established. The recent study for structural identification (St-
ID) also pointed out the importance of bridge management. These tasks are positioned in 
the first and last procedures of St-ID as illustrated in Figure 1-1. The decision makers’ 
participation is required to process these tasks. 
 As a part of asset management and the establishment of effective Bridge 
Management Systems (BMS), this study aims to develop deterioration models 
representing general bridges in Wyoming. Annually inspected bridge data is used to 
determine the representative bridge model using deterministic and stochastic based 
approaches. The suggested framework is based on several statistical methods and aims to 
determine optimal sets for the estimation of deterioration model. NBI data accumulated 
for more than two decades are analyzed to confirm the reliability. Additionally, average 
temperature, elevation, and precipitation information for each bridge in Wyoming was 
included for the analysis.  
 The relative significance of explanatory variables is used to establish the ranking 
system for the development of both deterministic and stochastic deterioration models. 
4 
Wyoming bridge inspection data is split into multiple subsets so that the accurate 
deterioration models can be developed. The error analysis between prediction and 
inspection of condition rating is investigated to demonstrate the effectiveness of 
suggested framework for the development of deterioration modes.  
 
 
Figure 1-1 Structural Identifiction (St-Id) states (ASCE SEI committee 2011) 
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Organization of Dissertation 
 The thesis presents a procedure to develop deterioration models for bridges in 
Wyoming. A set of NBI data archived by Wyoming Department of Transportation 
(WYDOT) is investigated to derive a set of bridge deterioration models that can be 
classified as deterministic and stochastic models.  
Chapter 2 analyzes the condition rating data and describes the applied filters to 
confine bridge inventory. Chapter 3 describes the candidate variables that can be used to 
develop deterioration models. A total of 27 NBI inspection data and additional 
information from 1983 to 2014 are analyzed and their distribution is investigated. 
Chapter 4 presents a framework to determine explanatory variables amongst the 
candidates. Statistical methods, including covariance analysis and penalized regression, 
are applied to eliminate human influence from selection of important/explanatory 
variables. Chapter 5 shows the deterministic deterioration models for deck, superstructure, 
and substructure using the explanatory variables for Wyoming bridges. Chapter 6 
presents the stochastic deterioration models using Markov chain. Traditional approaches, 
including percentage prediction and optimization based approach, are used to estimate 
transition probability matrix.  Chapter 7 introduces a new approach to estimate the 
transition probability matrix using logistic regression. The performance of proposed 
method is compared to the traditional methods. The report ends with brief conclusions 
and the direction of future research to monitor bridges effectively. 
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   CHAPTER 2
DATA ANALYSIS 
General 
 In order to assess the performance of bridges in the United Sates, standardized 
criteria have been provided by US Department of Transportation (USDOT). The 
performance state is specified by ten indicators as shown in Table 2-1 so that the decision 
makers, and engineers, are able to prepare an appropriate maintenance plan according to 
the condition ratings. The Recording and Coding Guide for Structure Inventory and 
Appraisal of the Nation’s Bridges have been revised over time to provide specific 
instructions for bridge monitoring (USDOT 1995).  
 
Table 2-1 Description of condition ratings for bridge elements 
z Description 
N Not Applicable 
9 Excellent Condition 
8 Very Good Condition 
7 Good Condition 
6 Satisfactory Condition 
5 Fair Condition 
4 Poor Condition 
3 Serious Condition 
2 Critical Condition 
1 “Imminent” Failure Condition 
0 Failed Condition 
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Data Filtering 
 Although the inspection data is digitalized into the numeric values or string 
variables, the missing information exists due to human errors, inspection uncertainties, 
insufficient inspection equipment, and so forth. In order to implement the reliable data 
only for the development of deterioration models, the bridge inspection belonging to the 
following list is removed. 
 Not applicable and blank data 
 Non-bridge data 
 Bridges with unrecorded major inspection data 
 Bridges with unrecorded major maintenance actions 
Based on the 2014 inspection data, WyDOT monitored the 3,127 bridges that were 
narrowed down to 2,202 by removing the bridge information belonging to the above list. 
Matlab® (MathWorks. 2014) commands are used for the filtering of which the specific is 
described as follows. 
1) Not Applicable and Blank Data 
The NBI data is inspected to count the number of element for each condition rating. 
Table 2-2 and Table 2-3 are analysis results for 1998 and 2014 NBI data, which indicates 
21% of 1998 and 15% of 2014 condition ratings are N (not applicable) or blanked. These 
tables represent the example of the potential inconsistencies in the NBI data from year to 
year. For each year, the bridge information corresponding to ‘N’ and the blanked is 
removed. 
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Table 2-2 Number of bridge components at each condition rating for Year Built of 2014 
Condition Rating Deck Superstructure Substructure 
N 480 476 476 
9 7 5 5 
8 42 171 48 
7 807 1048 1348 
6 950 1045 894 
5 567 380 273 
4 165 435 60 
3 83 43 22 
2 22 4 1 
1 4 0 0 
0 0 0 0 
Blank 0 0 0 
Total 3,127 3,127 3,127 
 
 
Table 2-3 Number of bridge components at each condition rating for Year Built of 1998 
Condition Rating Deck Superstructure Substructure 
N 395 400 396 
9 5 486 4 
8 102 276 87 
7 1,037 892 1,200 
6 750 380 1,007 
5 543 435 263 
4 145 121 55 
3 36 43 24 
2 11 4 1 
1 13 0 1 
0 0 0 0 
Blank 294 294 293 
Total 3,331 3,331 3,331 
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2) Non-Bridge Data 
There are cases that the culverts, tunnels, or miscellaneous structures are listed in 
database. These are mostly classified as inspection data for culverts that are duplicated 
with bridge records. Table 2-4 shows the number of non-bridge records in each 
inspection year since 1983. 
 
Table 2-4 Number of non-bridge records in each inspection year 
Year All Records Non-Bridge Data Year All Records Non-Bridge Data 
1983 3,139 299 1999 3,413 667 
1984 3,118 303 2000 3,421 680 
1985 3,108 304 2001 3,387 681 
1986 3,106 305 2002 3,392 695 
1987 3,084 311 2003 3,356 703 
1988 3,101 332 2004 3,352 707 
1989 3,104 342 2005 3,344 705 
1990 2,833 336 2006 3,345 712 
1991 2,787 335 2007 3,349 715 
1992 3,142 582 2008 3,355 720 
1993 3,160 594 2009 3,355 738 
1994 3,177 600 2010 3,358 741 
1995 3,294 612 2011 3,367 749 
1996 3,110 440 2012 3,400 762 
1997 3,302 623 2013 3,099 474 
1998 3,331 644 2014 3,127 494 
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3) Bridges with Unrecorded Major Inspection Data 
A framework has been developed for the appropriate selection of explanatory variables 
(Chang et al. 2016). This framework considers all variables which are believed to affect 
bridge performance amongst the NBI inspection data. 40 items are selected as a 
candidate, for which all bridges have to contain appropriate information. The bridges 
with insufficient inspection data are removed and the number of bridges shown in Table 
2-5 are actually investigated for the analysis. The detail of candidate variables and the 
suggested framework are explained in the Chapter 4.  
 
Table 2-5 Number of bridges used for analysis in each inspection year 
Year All Records # for Analysis Year All Records # for Analysis 
1983* 3,139 2,282 1999 3,413 1,886 
1984* 3,118 2,287 2000 3,421 1,891 
1985* 3,108 2,272 2001 3,387 2,361 
1986* 3,106 2,272 2002 3,392 2,374 
1987* 3,084 2,274 2003 3,356 2,363 
1988* 3,101 2,280 2004 3,352 2,360 
1989* 3,104 2,286 2005 3,344 2,347 
1990* 2,833 2,314 2006 3,345 2,339 
1991* 2,787 2,314 2007 3,349 2,339 
1992* 3,142 1,839 2008 3,355 2,200 
1993* 3,160 1,846 2009 3,355 2,203 
1994* 3,177 1,914 2010 3,358 2,221 
1995* 3,294 1,943 2011 3,367 2,225 
1996* 3,110 1,913 2012 3,400 2,222 
1997 3,302 1,885 2013 3,099 2,209 
1998 3,331 1,891 2014 3,127 2,202 
The years with * symbol denote several inspection variables are excluded due to missing 
data.  
11 
4) Bridges with Unrecorded Major Maintenance Actions 
Most bridges have undergone maintenance, repair, and reconstruction actions during their 
service life, but this information is not fully recorded in NBI inspection data. In order to 
account the absence of maintenance history, a fifty year window is used for each 
condition rating, and the outliers are filtered out (Hatami and Morcous 2011). 
Specifically, each condition rating uses the following bounds (Table 2-6) to accept as 
inventory data. 
 
Table 2-6 Number of bridges with unrecorded major maintenance actions 
Condition 
Rating 
Age Reconstructed (if exists) # of Bridges (# of Outliers) 
Min (years) Max (years) Deck Superstructure Substructure 
9 0 30 7 (1) 0 (0) 5 (0) 
8 0 40 42 (7) 5 (0) 48 (9) 
7 0 50 807 (241) 171 (31) 1,348 (334) 
6 10 60 950 (106) 1,048 (385) 894 (122) 
5 20 70 567 (46) 1,045 (168) 273 (45) 
4 30 80 165 (20) 282 (52) 60 (16) 
3 40 90 83 (28) 74 (23) 22 (4) 
2 50 100 22 (13) 25 (9) 1 (0) 
1 60 110 4 (3) 1 (0) 0 (0) 
Total · · 2647 (465) 2651 (668) 2651 (530) 
 
 
Analysis Procedure 
 In Wyoming, NBI data has been accumulated and archived since 1983 for 
convenient use. Based on the previously presented filtering, the bridge data with 
insufficient information and duplicates are removed, which results in 2,000 more or less 
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bridges for each year.  
 CHAPTER 3
CLASSIFICATION PARAMETERS 
General 
The deterioration model for bridge elements can be defined as various functions 
associated with bridge design, major material, structure types, traffic, and other 
circumstances. Since the NBI data provides more than 100 items/information, it is a 
challenge to determine a set of significant variables to develop deterioration models 
accurately. Previous research has normally used the engineering judgment without 
sufficient explanation to determine explanatory variables, which potentially causes 
exclusion to significant variables, and results in inaccurate deterioration models.  
As part of the study to develop deterioration models, this chapter presents the 
parametric study of candidate variables for unbiased determination of explanatory 
variables. The authors considered all variables into a set of candidates that are believed to 
directly affect the bridge performance. Amongst the NBI data, 27 variables are included 
in the candidate set. Additionally, precipitation, average temperature, and elevation 
information were included for the analysis as retrieved from X and interpolated using the 
geographical coordinates of each bridge. In this chapter, the general statistical 
information for Wyoming bridges is discussed. 
 
Highway Agency District 
The Highway Agency District distinguishes the location of bridges which are 
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distinguished by five districts excluding Yellowstone National Park area. Figure 3-1 
illustrates the district map of Wyoming that includes three interstates, 15 US and 191 
Wyoming Highways, and numerous local roads. The number of bridges in each district is 
distributed as shown in Table 3-1. Districts 2 and 4 contain a bit more bridges compared 
to other districts. 
 
 
Figure 3-1 District map of Wyoming (retrieved from 
https://www.dot.state.wy.us/home/news_info/district_news_info.default.html on May 1st, 
2015) 
 
Table 3-1 Distribution of bridges in Wyoming 
Highway Agency Frequency Percentage 
District 1 369 16.76% 
District 2 520 23.61% 
District 3 381 17.30% 
District 4 536 24.34% 
District 5 396 17.98% 
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Total 2,202 100% 
Route Signing Prefix 
The Route Signing Prefix is a subcategory under Inventory Route and 
distinguishes the class of route with eight variations, as presented in Table 3-2. Almost 40 
% of bridges are located on interstate highways, 
 
Table 3-2 Distribution of route signing prefix 
Route Prefix Frequency Percentage 
1 Interstate Highway 863 39.19% 
2 U.S. Highway 340 15.44% 
3 State Highway 383 17.39% 
4 County Highway 470 21.34% 
5 City Street 88 4.00% 
6 Federal Lands Road 28 1.27% 
7 State Lands Road 0 0% 
8 Other 30 1.36% 
Total 2,202 100% 
 
 
Base Highway Network 
The Base Highway Network is a Boolean operator which distinguishes whether 
the inventory route is on the base network or not. Amongst 2,202 bridges, 1,275 (57.90 
%) are on the base network whereas the rest of them are not. 
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Maintenance Responsibility 
The NBI classifies the maintenance agency(s) responsible for the structure with 
29 variations and is presented in Table 3-3. More than 95 % are under the maintenance of 
State and county highway agencies. 
 
Table 3-3 Distribution of Maintenance responsibility 
Agency Frequency Percentage 
01 State Highway Agency 1,627 73.89% 
02 County Highway Agency 454 20.62% 
03 Town or Township Highway Agency 51 2.32% 
04 City or Municipal Highway Agency 28 1.27% 
11 State Park, Forest, or Reservation Agency 1 0.05% 
12 Local Park, Forest, or Reservation Agency 0 0% 
21 Other State Agencies 1 0.05% 
25 Other Local Agencies 0 0% 
26 Privates (other than railroad) 0 0% 
27 Railroad 0 0% 
31 State Toll Authority 0 0% 
32 Local Toll Authority 0 0% 
60 Other Federal Government 0 0% 
61 Indian Tribal Government 0 0% 
62 Bureau of Indian Affairs 19 0.86% 
63 Bureau of Fish and Wildlife 0 0% 
64 U.S. Forest Service 0 0% 
66 National Park Service 18 0.82% 
67 Tennessee Valley Authority 0 0% 
68 Bureau of Land Management 0 0% 
69 Bureau of Reclamation 0 0% 
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Agency (continued) Frequency Percentage 
70 Corps of Engineers (Civil) 0 0% 
71 Corps of Engineers (Military) 0 0% 
72 Air Force 3 0.14% 
73 Navy / Marines 0 0% 
74 Army 0 0% 
75 NASA 0 0% 
76 Metropolitan Washington Airports Service 0 0% 
80 Unknown 0 0% 
Total 2,202 100% 
 
 
Functional Classification of Inventory Route 
The Functional classification of Inventory Route is distributed into six for rural 
and another six for urban areas as shown in Table 3-4. The rural area contains nearly 86 
% of total bridges. 
 
Year Built 
The Year Built is the most important keyword to describe the deterioration model 
for bridges. Four digits indicated the year of construction that can be converted into the 
age. In this study, reconstruction is unused due to the inaccuracy about which part is 
replaced or where is rebuilt. The oldest bridge in the inventory was built in 1903. Since 
then, the Year Built is discretized for every two decades. Nearly 90 % of total bridges are 
built in 1941 – 2000 as presented in Table 3-5.  
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Table 3-4 Distribution of functional classification of inventory route 
Functional Classification Frequency Percentage 
Rural 01 Principal Arterial – Interstate 712 32.33% 
 02 Principal Arterial – Other 250 11.35% 
 06 Minor Arterial 126 5.72% 
 07 Major Collector 230 10.45% 
 08 Minor Collector 113 5.13% 
 09 Local 470 21.34% 
Urban 11 Principal Arterial – Interstate 151 6.86% 
 12 Principal Arterial – Other 4 0.18% 
 14 Other Principal Arterial 52 2.36% 
 16 Minor Collector 30 1.36% 
 17 Collector 34 1.54% 
 19 Local 30 1.36% 
Total 2,202 100% 
 
 
Table 3-5 Distribution of year built 
Year Built Frequency Percentage 
1901 – 1920 8 0.36% 
1921 – 1940 71 3.22% 
1941 – 1960 338 15.35% 
1961 – 1980 1,132 51.41% 
1981 – 2000 475 21.57% 
2001 – 2015 178 8.08% 
Total 2,202 100% 
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Lanes on the Structure 
The Lanes on the Structure is the sub category of item 28 (Lanes on and under the 
Structure) and potentially duplicates with the width of the bridge. For Wyoming bridges, 
the number of lanes is varied between one to five (mostly two lanes) and the distribution 
is shown in Table 3-6. 
 
Table 3-6 Distribution of lanes on the structure 
Number of Lanes Frequency Percentage 
1 94 4.27% 
2 2,056 93.37% 
3 13 0.59% 
4 34 1.54% 
5 5 0.23% 
Total 2,202 100% 
 
 
 Lanes under the Structure 
The Lanes under the Structure is the sub category of item 28 (Lanes on and under 
the Structure) and potentially duplicates with the width of the bridge. For Wyoming 
bridges, the number of lanes is varied between zero to five (mostly zero or two lanes) and 
the distribution is shown in Table 3-7. 
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Table 3-7 Distribution of lanes under the structure 
Number of Lanes Frequency Percentage 
0 1,654 75.11% 
1 19 0.86% 
2 442 20.07% 
3 2 0.09% 
4 79 3.59% 
5 4 0.18% 
6 2 0.09% 
Total 2,202 100% 
 
 
Average Daily Traffic 
The amount of traffics passing through each bridge has been count and recorded 
in the units of tens or hundreds for the Average Daily Traffic. It includes average daily 
truck traffic as well. More than 97 % of bridges carry less than 10,000 of daily traffics as 
presented in Table 3-8. 
 
Table 3-8 Distribution of average daily traffic 
Average Daily Traffic Frequency Percentage 
0 – 5,000 1,790 81.29% 
5,001 – 10,000 357 16.21% 
10,001 – 15,000 40 1.82% 
15,001 – 20,000 12 0.54% 
20,001 - 3 0.14% 
Total 2,202 100% 
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Design Load 
The Design Load is translated into code from zero to nine to indicate the live load 
that the structure was originally designed and is presented in Table 3-9. 
 
Table 3-9 Distribution of design load 
Design Load Code Frequency Percentage 
1 M 9 7 0.32% 
2 M 13.5 72 3.27% 
3 MS 13.5 22 1.00% 
4 M 18 71 3.22% 
5 MS 18 838 38.06% 
6 MS 18+Mod 816 37.06% 
7 Pedestrian 0 0% 
8 Railroad 0 0% 
9 MS 22.5 117 5.31% 
0 Other/Unknown 259 11.76% 
Total 2,202 100% 
 
 
Skew 
The Skew is the angle between the centerline of a pier and a line normal to the 
roadway centerline. A skew is normally less than 15°, and only approximately 30 % 
bridges are constructed with a skew angle larger than 15° as presented in Table 3-10. 
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Table 3-10 Distribution of skew 
Skew Angle Frequency Percentage 
0 – 15 1,565 71.07% 
15 – 30 296 13.44% 
30 – 45 250 11.35% 
45 – 60 83 3.77% 
60 – 75 8 0.36% 
Total 2,202 100% 
 
 
Type of Service on Bridge 
The Type of Service on Bridge is a sub-category of item 42 (Type of Service) and 
describes the type of service on the bridge with ten variations. As shown in Table 3-11, 
95% of bridges play a role of highway or overpassing structure. 
 
Table 3-11 Distribution of type of service on bridge 
Type of Service Frequency Percentage 
1 Highway 1,774 80.56% 
2 Railroad 0 0% 
3 Pedestrian-Bicycle 0 0% 
4 Highway-Railroad 0 0% 
5 Highway-Pedestrian 108 4.90% 
6 Overpass/2nd Level 318 14.44% 
7 3rd Level 2 0.09% 
8 4th Level 0 0% 
9 Building/Plaza 0 0% 
0 Other 0 0% 
Total 2,202 100% 
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Type of Service under Bridge 
The Type of Service under Bridge is a sub-category of item 42 (Type of Service) 
and describes the type of service under the bridge with ten variations. As shown in Table 
3-12, more than 60% of bridge are supposed to pass through waterway. 
 
Table 3-12 Distribution of type of service under bridge 
Type of Service Frequency Percentage 
1 Highway 513 23.30% 
2 Railroad 108 4.90% 
3 Pedestrian-Bicycle 0 0% 
4 Highway-Railroad 24 1.09% 
5 Waterway 1,337 60.72% 
6 Highway-Waterway 11 0.50% 
7 Railroad-Waterway 11 0.50% 
8 Highway-Waterway-Railroad 0 0% 
9 Building/Plaza 0 0% 
0 Other 198 8.99% 
Total 2,202 100% 
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Kind of Material and/or Design 
The types of material used for bridge superstructure are distinguished from 0 to 9 which 
are listed in Table 3-13. 
 
Table 3-13 Distribution of kind of material and/or design 
Material Type Frequency Percentage 
1 Concrete 104 4.72% 
2 Concrete Continuous 751 34.11% 
3 Steel 344 15.62% 
4 Steel Continuous 777 35.29% 
5 PS Concrete 157 7.13% 
6 PS Concrete Continuous 10 0.45% 
7 Wood/Timber 59 2.68% 
8 Masonry 0 0% 
9 Aluminum/Cast Iron/Wrought Iron 0 0% 
0 Other 0 0% 
Total 2,202 100% 
 
 
Type of Design and/or Construction 
The Type of Design and/or Construction indicates the predominant type of design and/or 
type of construction amongst 23 variations. As presented in Table 3-14, three major 
structure types are Slab, Stringer/multi-beam or girder, and Tee beam, which account for 
almost 95% of total bridges. 
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Table 3-14 Distribution of type of design and/or construction 
Structure Type Frequency Percentage 
01 Slab 430 19.53% 
02 Stringer / multi-beam or girder 1,260 57.22% 
03 Girder and floor beam system 24 1.09% 
04 Tee beam 379 17.21% 
05 Box beam or girders – Multiple 34 1.54% 
06 Box beam or girders – Single or spread 2 0.09% 
07 Frame (except frame culverts) 22 1.00% 
08 Orthotropic 0 0% 
09 Truss – Deck 2 0.09% 
10 Truss – Thru 40 1.82% 
11 Arch – Deck 1 0.05% 
12 Arch – Thru 0 0% 
13 Suspension 0 0% 
14 Stayed girder 0 0% 
15 Movable – Lift 0 0% 
16 Movable – Bascule 0 0% 
17 Movable – Swing 0 0% 
18 Tunnel 0 0% 
19 Culvert (includes frame culverts) 0 0% 
20 Mixed types 0 0% 
21 Segmental box girder 0 0% 
22 channel beam 7 0.32% 
00 Other 1 0.05% 
Total 2,202 100% 
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Number of Spans in Main Unit 
The Number of Spans in Main Unit is mostly less than six as shown in Table 3-15.  
 
Table 3-15 Distribution of number of spans in main unit 
Number of Spans Frequency Percentage 
1 – 2 469 21.30% 
3 – 4 1,472 66.85% 
5 – 6 218 9.90% 
7 – 8 28 1.27% 
9 – 10 6 0.27% 
11 – 12 3 0.14% 
13 – 14 3 0.14% 
15 – 16 1 0.05% 
17 –18 2 0.09% 
Total 2,202 100% 
 
 
Inventory Route, Total Horizontal Clearance 
The Inventory Route, Total Horizontal Clearance defines the clear distance between 
restrictions of the route on or under the structure, and the distribution of this parameter is 
presented in Table 3-16. When no restriction exists, it represents the roadway surface and 
shoulders. According to the NBI guideline, the purpose of this item is to provide the large 
available clearance for the movement of wide loads.  
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Table 3-16 Distribution of inventory route, total horizontal clearance 
Number of Spans Frequency Percentage 
0 – 5 103 4.68% 
5 – 10 795 36.10% 
10 – 15 1,223 55.54% 
15 – 20 51 2.32% 
20 – 25 26 1.18% 
25 – 30 4 0.18% 
Total 2,202 100% 
 
 
Length of Maximum Span 
The Length of Maximum Span is measured from the centerline of the bridge. The 
mean and standard deviation of length of maximum span is 17. 27m and 10.54m. The 
length of maximum span is shorter than 40m for 95% of bridges and the specific 
distribution is presented in Table 3-17.  
 
Table 3-17 Distribution of length of maximum span 
Length (m) Frequency Percentage 
0 – 20 1,597 72.52% 
20 – 40 514 23.34% 
40 – 60 76 3.45% 
60 – 80 12 0.54% 
80 – 3 0.14% 
Total 2,202 100% 
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Structure Length 
The distribution of Structure Length, which is measured between inside faces of 
exterior walls, is presented in  
Table 3-18. Most bridges (95%) are less than 100m and only 13 bridges are longer 
than 200 m. The mean and standard deviation of structure length is the 42.32m and 
38.39m. 
 
Table 3-18 Distribution of structure length 
Length (m) Frequency Percentage 
0 – 50 1,638 74.39% 
50 – 100 452 20.53% 
100 – 150 76 3.45% 
150 – 200 23 1.04% 
200 – 13 0.59% 
Total 2,202 100% 
 
 
Bridge Roadway Width (Curb to Curb) 
The Bridge Roadway Width represents the minimum distance between curbs, or 
rails, on the structure roadway. Its distribution, presented in Table 3-19, is similar to 
Inventory Route, Total Horizontal Clearance. The mean and standard deviation of 
structure length is the 10.55m and 2.98m. 
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Table 3-19 Distribution of bridge roadway width (curb-to-curb) 
Width (m) Frequency Percentage 
0 – 5 102 4.63% 
5 – 10 790 35.88% 
10 – 15 1,227 55.72% 
15 – 20 51 2.32% 
20 – 25 26 1.18% 
25 – 30 6 0.27% 
Total 2,202 100% 
 
 
Deck Width (Out to Out) 
The Deck Width measures the out-to-out width of structures and is presented in 
Table 3-20. Similar distribution with slightly longer values is also observed when it is 
compared to Inventory Route, Total Horizontal Clearance and Bridge Roadway Width. 
The mean and standard deviation of structure length is the 11.56m and 3.44m. 
 
Table 3-20 Distribution of deck width (out-to-out) 
Width (m) Frequency Percentage 
0 – 5 74 3.36% 
5 – 10 505 22.93% 
10 – 15 1,472 66.85% 
15 – 20 91 4.13% 
20 – 25 36 1.63% 
25 – 30 24 1.09% 
Total 2,202 100% 
 
29 
Deck Structure Type 
Eight types of code are used to classify bridges using Deck Structure Type. Table 
3-21 reveals that a concrete cast-in-place is widely used in Wyoming bridges. 
 
Table 3-21 Distribution of deck structure type 
Type Code Frequency Percentage 
1 Concrete Cast-in-Place 1,850 84.01% 
2 Concrete Precast Panels 136 6.18% 
3 Open Grating 0 0% 
4 Closed Grating 0 0% 
5 Steel Plate 0 0% 
6 Corrugated Steel 108 4.90% 
7 Aluminum 0 0% 
8 Wood/Timber 108 4.90% 
9 Other 0 0% 
Total 2,202 100% 
 
 
Type of Wearing Surface 
The Type of Wearing Surface distinguishes eight wearing materials, as presented 
in Table 3-22. More than 40% of bridges are in bare deck condition. The latex concrete 
and bituminous are widely used as a wearing material. 
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Table 3-22 Distribution of type of wearing surface 
Wearing Surface Type Frequency Percentage 
1 Monolithic Concrete 16 0.73% 
2 Integral Concrete 3 0.14% 
3 Latex Concrete/Similar 584 26.52% 
4 Low Slump Concrete 0 0% 
5 Epoxy Overlay 53 2.41% 
6 Bituminous 532 24.16% 
7 Wood/Timber 46 2.09% 
8 Gravel 63 2.86% 
9 Other 11 0.50% 
0 None 894 40.60% 
Total 2,202 100% 
 
 
Type of Membrane 
The Type of Membrane is defined by six descriptions in which more than 90% are 
constructed of built-up type as presented in Table 3-23. 
 
Table 3-23 Distribution of type of membrane 
Membrane Type Frequency Percentage 
1 Built-up 0 0% 
2 Preformed Fabric 172 7.81% 
3 Epoxy 0 0% 
8 Unknown 3 0.14% 
9 Other 18 0.82% 
0 None 2,009 91.24% 
Total 2,202 100% 
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Deck Protection 
The Deck Protection defines what reinforcing, or protection, is applied to the deck 
of the bridge amongst nine options. The distribution of deck protection is presented in 
Table 3-24. Only 15% of total bridges are protected, mostly using epoxy coated 
reinforcing. 
 
Table 3-24 Distribution of deck protection 
Protection Type Frequency Percentage 
1 Epoxy Coated Reinforcing 287 13.03% 
2 Galvanized Reinforcing 0 0% 
3 Other Coated Reinforcing 4 0.18% 
4 Cathodic Protection 1 0.05% 
6 Polymer Impregnated 0 0% 
7 Internally Sealed 1 0.05% 
8 Unknown 16 0.73% 
9 Other 19 0.86% 
0 None 1,874 85.10% 
Total 2,202 100% 
 
 
Average Daily Truck Traffic 
The Average Daily Truck Traffic (ADTT) is a percentage proportion of Average Daily 
Traffic. The Average Daily Truck Traffic distribution is presented in Table 3-25. Nearly 
70% of bridges carry less than 20% of total traffic in a day. 
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Table 3-25 Distribution of average daily truck traffic 
ADTT (%) Frequency Percentage 
0 – 10 729 33.11% 
10 – 20 801 36.38% 
20 – 30 347 15.76% 
30 – 40 52 2.36% 
40 – 50 209 9.49% 
50 – 64 2.91% 
Total 2,202 100% 
 
 
Designated National Network 
The Designated National Network is a Boolean operator used to distinguish the 
structure, whether it is a part of the national network for trucks or others. Amongst 2,202 
bridges, 1,244 (56.49%) of bridges belong to the national network for trucks. 
 
Precipitation 
The Precipitation is interpolated based on the local rainfall data and location of 
the bridges (PRISM Climate Group 2004). The precipitation distribution is presented in 
Table 3-26. The annual precipitation in Wyoming is around 400mm, which is 
significantly less than the national average (767mm). The mean and standard deviation of 
2014 precipitation data are calculated as 358mm and 140mm. 
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Table 3-26 Distribution of precipitation 
Precipitation (mm) Frequency Percentage 
0 – 200 192 8.72% 
200 – 400 1,512 68.66% 
400 – 600 468 21.25% 
600 – 800 25 1.14% 
800 – 1,000 4 0.18% 
1,000 – 1,200 1 0.05% 
Total 2,202 100% 
 
 
Average Temperature 
The Average Temperature is interpolated based on the local temperature data and 
location of the bridges (PRISM Climate Group 2004). The Average Temperature 
distribution is presented in Table 3-27. The annual average temperature in Wyoming is 
around 8°C, which is ranked at 46th among states in US. The mean and standard 
deviation of 2014 average temperature are calculated as 6.6°C and 1.7°C. 
 
Elevation 
The Elevation for existing bridges is stationary information (PRISM Climate 
Group 2004). Due to the geographical properties, most bridges are constructed at 
relatively high elevation, as presented in Table 3-28. The mean and standard deviation of 
2014 elevation data are calculated as 1.7km and 0.39km. 
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Table 3-27 Distribution of average temperature 
Temperature (°C) Frequency Percentage 
-2 – 0 4 0.18% 
0 – 2 19 0.86% 
2 – 4 127 5.77% 
4 – 6 408 18.53% 
6 – 8 1,274 57.86% 
8 – 10 370 16.80% 
Total 2,202 100% 
 
 
Table 3-28 Distribution of elevation 
Elevation (km) Frequency Percentage 
0 – 0.5 0 0% 
0.5 – 1.0 1 0.05% 
1.0 – 1.5 942 42.78% 
1.5 – 2.0 772 35.06% 
2.0 – 2.5 475 21.57% 
2.5 – 3.0 12 0.54% 
3.0 – 3.5 0 0% 
Total 2,202 100% 
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 CHAPTER 4
EXPLANATORY VARIABLE SELECTION WITHOUT ANTHROPOGENIC BIAS 
General 
In order to design accurate bridge deterioration models, vast volumes of 
inspection data have to be analyzed to extract statistically meaningful information. The 
selection of explanatory variables aims to conduct data analysis efficiently and to capture 
the statistically significant factors for the development of deterioration models, which 
supports policy makers’ decisions for effective bridge monitoring systems. 
This chapter presents a framework to determine explanatory variables that can be 
used to develop deterioration models representing general bridges in Wyoming and other 
states. Biennially inspected bridge inspection data followed by the NBI is used to extract 
the representative bridge model. A framework, based on the several statistical methods, is 
used to determine optimal sets for the deterioration model development. 
 
Framework to Determine Explanatory Variables 
The framework starts from the data normalization so that the bias due to scale 
cannot affect the analysis. In order to eliminate the duplicated variable selection, a 
covariance analysis is conducted and a covariance matrix, containing all considered 
variables, is constructed for each year. Each element of the covariance matrix is the 
measurement of correlation between associated random variables so the higher value 
becomes the evidence to compromise multiple variables into the most representative one. 
When two or more variables are highly correlated, duplicated variables are eliminated by 
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investigating the correlation with condition ratings so that the variable with higher 
correlation remains in the candidate group.  
The regression model is established to determine which variable is relatively 
important, and how many of them are most likely required, for which penalized 
regression is investigated. Least Absolute Shrinkage and Selection Operator (LASSO) is 
a well-known function to model a penalty into the regression model and automate the 
explanatory variable selection process. Cross validation schemes are used to optimize the 
number of variables. As a result, they produce a solution path depending on the minimal 
number of significant variables and ranks variable importance. The entire framework is 
illustrated in Figure 4-1.  
 
 
Figure 4-1 Framework for selection of explanatory variables 
 
Candidate Variables 
 Data Analysis, Normalization 
 
Explanatory Variables 
Regression Model 
 Object: Create Solution Path 
 Design Variable: Determine Significant Factor 
 Constraint: Number of Variables 
Covariance Matrix 
 Object: Eliminate Duplicated Variables 
 Design Variable: Covariance b/w Candidate Variables 
 Constraint: Covariation Threshold 
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1) Covariance Matrix 
Covariance is a measurement used to quantify the correlation of two random 
variables. For a set of data 𝐗 ∈ ℜ!×! , which is normalized from the 𝑚 number of 
original inspection bridge data with 𝑛 categories. The element of covariance matrix 𝛴!" 
corresponding to 𝑖th and 𝑗th column vectors 𝑿! and 𝑿! of 𝐗, is defined as: 
 𝛴!" = cov 𝑿! ,𝑿! = E (𝑿! − 𝜇!)(𝑿! − 𝜇!)  (4-1) 
 
In Eq. (4-1), [𝜇! , 𝜇!] are the mean of [𝑿! , 𝑿!], respectively; E ∙  denotes the 
expectation function. The diagonal element 𝛴!! indicates the variance of random vector 𝑿! and becomes unity if 𝑿! is normally distributed. In this paper, all inspection data were 
normalized for the fair comparison. Accordingly, each element of a covariance matrix 
marks a value between -1 and 1.  
 A covariance matrix is used to facilitate the decision making process when 
candidate variables are considered duplicates. When the two, or more, random variables 
are considered highly correlated, one can be selected as the representative variable. The 
covariance indices between condition rating and all associated variables are calculated 
and the highly correlated variable is chosen.  
2) Penalized Linear Regression 
A linear regression model with 𝑛 observations can be defined as 
 𝒚 = 𝐗𝜷+ 𝜺 (4-2) 
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In Eq.(4-2), 𝒚 ∈ ℜ! and denotes the normalized condition ratings for 𝑚 bridges 
and 𝜷 ∈ ℜ! is a coefficient vector which minimizes the error of regression models; 𝜺 is 
the corresponding error which is considered as a stochastic contribution with zero mean 
and non-zero covariance.  
 For the better prediction of multivariate regression model, Tibshirani (1996) 
proposed a method called Least Absolute Shrinkage and Selection Operator (LASSO) 
which is based on a penalized least square procedure. The LASSO estimator is defined as: 
 
𝜷! = argmin 𝒚− 𝐗𝜷 ⊺ 𝒚− 𝐗𝜷 + 𝜆 𝛽!!!!!  (4-3) 
 
In Eq.(4-3), 𝜆 ≥ 0 is a tuning parameter. The performance of LASSO estimator 
has been improved and compared from numerous studies (Osborne et al. 2000; Efron et 
al. 2004; Tibshirani et al. 2005; Zou et al. 2007).  
 The selection of the tuning parameter affects the accuracy of the LASSO model. 
In general, a smaller value for the tuning parameter requires more variable’ contribution 
for the estimation and requires high computational costs. Furthermore, a small value for 
the tuning parameter makes decision making process difficult due to redundant and 
duplicated information. In order to estimate the accuracy of LASSO resultants, and to 
provide a rigorous evidence for model selection, cross validation is utilized (Tibshirani 
1996).  
3) Cross Validation Procedures 
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For 𝑖th test data 𝐗, the rest (i.e. training data) is used to estimate the stationary LASSO 
coefficients. The normalized errors between LASSO models from test and training data 
are averaged and compared to the increase of tuning parameter. In practice, a candidate 
data set 𝐗 is randomly split into 𝑘 mutually exclusive subsets 𝐗 ! , 𝐗 ! , …, 𝐗 !  (k-fold) 
with almost same sample size. Throughout this research five-fold is used, for a few more 
than 400 samples in test data, and are trained over the rest of samples for five times. The 
optimal tuning parameter and the corresponding number of explanatory variables are 
determined when the mean square error is minimized. 
 
Explanatory Variables 
The LASSO function is used to estimate the prediction coefficient vector. The 
tuning parameter, 𝜆, affects the number of variables in the regression model such that the 
larger value results in the lower number of variables. The 2014 NBI data observed 3,127 
bridges in Wyoming and after eliminating duplicate, or omitted, data 2,302 remain that 
include all data required to conduct statistical analysis.  
Using by the above framework, the LASSO methodology is applied to determine 
the relative importance of candidate variables, and shows the mean squared errors versus 
tuning parameter. The number of variables minimizing the mean square error of cross 
validation are obtained as, 26, 24, and 22 for deck, superstructure, and substructure, 
respectively. These are the minimum numbers of variables to develop regression models 
for condition ratings with corresponding coefficients. Statistically, this is the optimal 
value, however, much fewer explanatory variables will be used, as discussed below. 
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1) Deck LASSO Analysis 
The solution path for deck condition rating is illustrated in Figure 4-2, showing 
that the increase of the λ results in more variable participation for the regression model. 
The first five explanatory variables are plotted with solid line and the rest are plotted with 
dots.  
 
 
Figure 4-2 Solution path for deck condition ratings by LASSO 
 
The auxiliary line around 0.92 of normalized tuning parameter indicates the 
solution to minimize the linear square error based on cross validation analysis. This 
auxiliary line corresponds to 26 explanatory variables for this tuning parameter for deck 
condition ratings. The relative importance can be determined by accounting which 
LASSO coefficients show the largest value in the solution path along with the increasing 
λ. The explanatory variables are listed and ranked in order of importance to the model 
with λ in Table 4-1, where some are classified as significant variables simultaneously. 
Year Built Type of Wearing Surface 
Structure Length Functional Classification of Inventory Route 
Average Daily Traffic 
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Table 4-1 LASSO selection of 26 explanatory variables for deck condition ratings 𝜆 # of Items Variable 
1.538E-01 2 Year Built; Type of Wearing Surface   
1.277E-01 1 Structure Length 
6.656E-02 2 Functional Classification of Inventory Route ;  Average Daily Traffic 
6.065E-02 1 Lanes on the Structure 
5.035E-02 2 Highway Agency District; Average Temperature 
4.588E-02 1 Skew 
4.180E-02 3 
Maintenance Responsibility;  
Design Load; 
Number of Spans in Main Unit 
3.809E-02 1 Precipitation  
2.625E-02 1 Lanes under the Structure 
2.180E-02 1 Deck Width (Out to Out) 
1.986E-02 2 Deck Structure Type; Kind of Material and/or Design 
1.810E-02 1 Designated National Network 
1.649E-02 2 Length of Maximum Span; Type of Membrane 
1.502E-02 1 Average Daily Truck Traffic 
1.247E-02 1 Elevation 
1.035E-02 2 Type of Design and/or Construction; Deck Protection 
8.597E-03 1 Type of Service under Bridge 
5.925E-03 1 Type of Service on Bridge 
 
LASSO regression is tested five times for condition ratings of deck element using 
cross validation technique, and minimizes the error of regression when 26 variables are 
participated. Using this many variables would be cumbersome, would give a false sense 
of accuracy, and is not recommended. The sequential order of these variables shows how 
sensitive the deck condition model is to the different parameters. Although the covariance 
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analysis eliminates the duplicated, there are many variables requiring engineering 
judgment for similar information such as [Structure Length and Length of Maximum 
Span], [Average Daily Traffic and Average Daily Truck Traffic], [Lanes on the Structure 
and Deck Width (Out to Out)], and so forth. This method provides a rigorous approach to 
choose explanatory variables for decision makers.  
The top five variables selected by LASSO regression consist of are year built, 
type of wearing surface, structure length, functional classification of inventory route, and 
average daily traffic. Many of these variables may have been selected using expert 
judgement as they “make sense”. Structure length, however, is not typically thought to 
influence the deck condition. There is anecdotal evidence from the authors and others 
(particularly from those in the SHM field) that structure length affects deterioration, 
however, it has yet to be proven. The proposed explanatory variable selection method 
was able to identify this as an important parameter (third most important) statistically 
where it was only anecdotal before. Functional classification of the inventory route, as 
discussed above, is a categorical variable indicating route type (e.g., urban, rural, arterial), 
but not truly geographical information. Whereas maintenance responsibility was used to 
define distinction in other models. According to Morcous and Hatami (2011), 
maintenance responsibility is related to ADT, but this was not shown to be the case with 
the covariance analysis. A low value of covariance analysis indicates that they are 
significantly different (statistically uncorrelated) information.  
 
2) Superstructure 
The solution path for superstructure condition rating is illustrated in Figure 4-3. 
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The first five explanatory variables are plotted with solid line and the rest are plotted with 
dot.  
The auxiliary line around 0.86 of normalized tuning parameter indicates the 
minimized linear square error based on cross validation analysis. The number of 
explanatory variables per the LASSO regression analysis is 24 for the superstructure 
condition rating. The relative importance can be determined by accounting which LASSO 
coefficients have shown in the solution path along to the increase of tuning parameter.  
 
 
Figure 4-3 Solution path for superstructure condition ratings by LASSO 
 
For the Superstructure Condition Ratings, the LASSO regression method was 
tested five times for condition ratings superstructure elements using cross validation 
technique, and minimizes the error of regression when 24 variables are participated. The 
sequential order of these variables shows how sensitively superstructure condition ratings 
is predicted. As discussed above, it is not appropriate to use so many variables, but to 
Year Built Bridge Roadway Width (Curb to 
Curb) 
Deck Structure Type 
Length of Maximum Span 
Functional Classification of Inventory Route 
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select the most impactful using the ranked importance in Table 4-2. When looking at the 
ranked list as a whole, the variables related the type of superstructure, deck structure, and 
its length are considered more sensitive than traffic and climate variables.  
 
Table 4-2 LASSO selection of 24 explanatory variables for superstructure condition 
ratings λ # of Items Variable 
3.196E-01 1 Deck Structure Type 
2.203E-01 1 Year Built 
1.519E-01 1 Bridge Roadway Width (Curb to Curb) 
9.537E-02 2 Functional Classification Of Inventory Route; Length of Maximum Span 
8.689E-02 1 Type of Design and/or Construction;  
7.214E-02 1 Structure Length 
4.972E-02 1 Maintenance Responsibility 
2.845E-02 2 Deck Protection; Average Temperature  
2.593E-02 1 Type of Service on Bridge  
2.362E-02 1 Kind of Material and/or Design  
1.628E-02 1 Type of Membrane  
1.484E-02 1 Precipitation 
1.352E-02 1 Number of Spans in Main Unit 
1.232E-02 2 Route Signing Prefix; Type of Wearing Surface  
1.122E-02 4 
Lanes on the Structure; 
Lanes under the Structure; 
Skew; 
Designated National Network 
1.023E-02 1 Highway Agency District 
9.317E-02 1 Type of Service under Bridge 
5.852E-02 1 Elevation 
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The top five variables per the LASSO regression are: Deck Structure Type, Year 
Built, Bridge Roadway Width (Curb-to-Curb), Functional Classification of Inventory 
Route, and Length of Maximum Span. Deck Structure Type is considered most sensitive 
to the superstructure element and Year Built is ranked second, this did not occur for the 
Deck or Substructure analyses. This is interesting as it indicates the age of the bridge is 
less important than the deck type itself. Furthermore, it is often said (anecdotally) in 
bridge engineering circles that as the deck deteriorates, the rest of the bridge begins to 
deteriorate. The results from the LASSO regression seem to confirm this, and then imply 
that the superstructure deterioration is highly related to the deck type or perhaps 
flexibility (e.g., timber versus cast-in-place concrete). 
 
3) Substructure 
 
Figure 4-4 Solution path for substructure condition ratings by LASSO 
  
Year Built Design Load 
Type of Wearing Surface Functional Classification of Inventory Route 
Bridge Roadway Width (Curb to 
Curb) 
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The solution path for substructure condition rating is illustrated in Figure 4-4. The 
first five explanatory variables are plotted with solid line and the rest are plotted with dot.  
 
Table 4-3 LASSO selection of 22 explanatory variables for substructure condition ratings Λ # of Items Variable 
2.558E-01 1 Year Built 
2.124E-01 1 Type of Wearing Surface 
1.935E-01 1 Design Load 
1.464E-01 1 Bridge Roadway Width (Curb to Curb) 
9.193E-02 1 Functional Classification of Inventory Route 
8.376E-02 1 Average Daily Truck Traffic 
5.774E-02 1 Average Temperature 
4.367E-02 2 Route Signing Prefix; Type of Membrane 
3.626E-02 1 Skew  
3.304E-02 1 Type of Service on Bridge 
3.010E-02 1 Type of Service under Bridge  
2.743E-02 3 
Highway Agency Network; 
Maintenance Responsibility; 
Kind of Material and/or Design 
2.499E-02 1 Precipitation  
2.277E-02 1 Lanes under the Structure 
2.075E-02 2 Number of Spans in Main Unit; Structure Length 
1.570E-02 1 Deck Structure Type 
1.430E-02 1 Type of Design and/or Construction 
1.187E-02 1 Deck Protection 
 
 
The auxiliary line around 0.71 of normalized tuning parameter indicates the 
solution to minimize the linear square error based on cross validation analysis. The 
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LASSO analysis results in 22 coefficients participation at least to develop a regression 
model for substructure condition ratings, which is the smallest number amongst 
investigated bridge elements. The relative importance can be determined by accounting, 
which LASSO coefficients have shown in the solution path along to the increase of 
tuning parameter.  
The LASSO regression was tested five times for the condition ratings of 
substructure element using the cross validation technique and minimized the error of 
regression when 22 variables are participated. The sequential order of these variables 
shows how sensitively substructure condition ratings are predicted. 
Year Built and Type of Wearing Surface are ranked first and second, which is the 
same with deck condition ratings. Bridge Roadway Width (Curb to Curb) is highly 
ranked, similar to the superstructure element. Functional Classification of Inventory 
Route is considered within top five explanatory variables as same as the deck and 
superstructure elements. 
 
Explanatory Variable Selection Summary 
In general, the LASSO requires almost all variables to construct an optimized 
regression model. This is not realistic for the case of bridge management and potentially 
misleading about the methods accuracy. However, it is meaningful to determine the 
sequential order of significance in inspection data pool. The deterioration models, which 
are specified in the next chapter, clearly show their own characteristic and help the 
decision making process for the efficient bridge monitoring. 
Top five explanatory variables are considered to develop deterioration models. 
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[Year Built and Functional Classification of Inventory Route] are commonly selected for 
all elements. Type of Wearing Surface is selected both for deck and substructure 
elements. Bridge Roadway Width (Curb to Curb) is selected both for superstructure and 
substructure elements. The LASSO regression coefficients for these top ranked variables 
are generally increased with λ. The decrease in these parameters indicates that the 
regression model starts to include highly correlated variables.  
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 CHAPTER 5
DETERMINISTIC DETERIORATION MODELS 
Introduction 
Deterioration is defined as a process of decline in condition ratings from normal 
operating conditions, due to the physical and chemical changes of bridge components 
(Abed-Al-Rahim and Johnston 1995). These changes are often interpreted as damage on 
structural systems and require maintenance action, but it is difficult to quantify the 
accurate amount of changes and its effect on the structural system. The deterioration 
models compensate these challenges so that the statistical approach is adopted to 
investigate the general trend of structural performance in individual elements. 
The estimation of deterioration rates for bridge elements is normally classified as 
two categories: 1) deterministic and 2) stochastic approaches. For deterministic models, 
the measure of bridge condition is expressed with deterministic values without 
probabilistic contribution, whereas stochastic approach reflects uncertainties. Although 
the stochastic approach enables the ability to design more realistic deterioration models, 
the deterministic approach is still meaningful to investigate the bridge inventory 
classification, and to design probabilistic distribution according to explanatory variables.  
In this chapter, deterministic deterioration models are developed for the first four 
explanatory variables identified in the previous chapter. For individual explanatory 
variable, the distribution according to the specific indices is investigated. The 
deterioration curves for the indices containing a sufficient number of inspection data to 
develop deterioration model using power function. 
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Deck 
The deck condition ratings for 2014 bridges are depicted versus Year Built (Age) 
and of which the mean is plotted  (Figure 5-1). The 2014 inspection for deck are mostly 
distributed between the level 3 (Serious Condition) and 7 (Good Condition), and rare 
population over 8 (Very Good Condition). Immediate maintenance and repair action is 
required for the bridges belong to 1 (“Imminent” Failure Condition ) and 2 (Critical 
Condition) (Weseman 1995). In Figure 5-1, the mean of Year Built for each condition 
rating (solid gray curve) shows an almost linear relationship for which the trend curve is 
generated (dashed line). The frequency corresponding to each condition rating is used as 
a weighing factor for regression model.  
 
 
Figure 5-1 Condition rating versus year built for bridge deck at year 2014  
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The mean of age for each condition rating is calculated and used to develop a 
general deterioration model for all deck elements (Figure 5-2). The mean of age is plotted 
with a circle for each condition rating is connected with a solid line. The power function 
is used to develop a deterioration model. The number of bridges associated with 
condition rating is used as a weighting factor and the fitting curve is forced to pass 
condition rating of nine for zero age. In the following sections, deterioration models for 
smaller subsets of bridges, based on the above LASSO analysis, will be created to predict 
the deck deterioration more accurately. 
 
 
Figure 5-2 General deterioration model for deck elements 
 
1) Type of Wearing Surface 
Type of Wearing Surface (WS) is discretized into ten indices. The distribution of 
individual indices is illustrated with a bar graph and the percentage portion is calculated. 
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Figure 5-3 shows that nearly 92 % of Wyoming bridges are bare decked (WS0, 41 %), 
latex concrete or similar additive (WS3, 27 %), and bituminous (WS6, 24 %). The bar 
graphs for each state indicate the number of bridges corresponding to the deck condition 
ratings, respectively.  
 
 
Figure 5-3 Distribution for Type of Wearing Surface 
 
 For eight types of wearing surface, the deterioration model is developed in Figure 
5-4. WS2 (Integral Concrete) and WS4 (Low Slump Concrete) are not included due to 
the insufficient number or zero proportion in Wyoming. The mean of age corresponding 
to the condition ratings are plotted with (○) symbol and connected with gray solid line. 
The deterioration model is developed for each indices using a power function. The curve 
is forced to pass through the condition rate of nine for zero age. Linear curves are 
developed for WS1, WS5, WS7, and WS9 which are uncommon types and lower portions 
(less than 3%) of total bridges. All the bridges covered with WS3 are typically old; 
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therefore, no bridge marks condition rating over eight. The mean of ages are mostly 
between 40 and 50 years and the deterioration curve drops fast when it passes this range. 
Deterioration of WS3 bridges are clearly independent of age. From the data it seems that 
latex concrete wearing surfaces are no longer produced in Wyoming, but were popular at 
one time. Because of the grouping of latex modified wearing surfaces within a ten-year 
range, the deterioration model is an exceptionally poor fit. Amongst major wearing 
surface types (WS3, WS6, and WS0), the WS6 covered bridges deteriorate slowly and 
the WS0 shows moderate levels of deterioration. Other wearing surface types (WS1, 
WS2, WS4, WS5, WS7, WS8 and WS9) have very few bridges within the subset making 
their accuracy dubious and the fits typically poor.  
 
2) Structure Length 
The solution path identifies the Structure Length (SL) is more significant 
compared to the Length of Maximum Span, concluding that the condition rating of deck 
elements is dependent more on the entire bridge, not individual spans. Figure 5-5 
illustrates the distribution of bridges that split into every 50m long up to 200m (SL1 – 
SL4) and the rest (SL5). Almost 95% of bridges are shorter than 100m long and relatively 
many bridges are evaluated higher condition ratings for SL1, compared to SL2.  
  
56 
 
Figure 5-4 Deterioration models for Type of Wearing Surface 
 
(a) WS1: Monolithic Concrete 
(c) WS5: Epoxy Overlay 
(b) WS3: Latex Concrete 
/Similar 
(d) WS6: Bituminous 
(e) WS7: Wood/Timber (f) WS8: Gravel 
(f) WS9: Other (f) WS0: None 
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Figure 5-5 Distribution for Structure Length 
 
 
Figure 5-6 Deterioration models for Structure Length 
 
74 21 3.5 1.0 0.59 
(%) 
1
2
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
91
CR9 
CR8 
CR7 
CR6 
CR5 
CR4 
CR3 
CR2 
CR1 
58 
The deterioration models for SL1 to SL4 are developed for deck condition ratings 
and illustrated in Figure 5-6, showing the faster deterioration using power function for the 
deck element of longer bridges (SL4) in general. The deterioration models for SL1 and 
SL2 are similar in shape, but SL3 and SL4 produce very different deterioration curves. If 
condition ratings below 4 were to be omitted, deterioration models would show longer 
bridges deteriorate much more rapidly than shorter bridges. 
 
3) Functional Classification of Inventory Route 
 
Figure 5-7 Distribution for Functional Classification of Inventory Route 
 
The distribution of Functional Classification of Inventory Route (FC) is plotted in 
Figure 5-7. Out of the total of 12 existing indices, only 86% of bridges are belonging to 
rural category. Only four indices contain more than 10% of total population, which are 
FC01 (Principal Arterial – Interstate), FC02 (Principal Arterial – Other), FC07 (Major 
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Collector), and FC09 (Local) under the rural category. Most bridges are older than 30 
years and only FC09 contains most recent bridges. The bridges belonging to FC01, FC02, 
FC07, and FC11 have played an important role to carry traffic for over 30 years in 
Wyoming. 
 
 
Figure 5-8 Deterioration models for Functional Classification of Inventory Route 
belonging to the rural category 
  
(a) FC01 Principal 
Arterial - Interstate 
(c) FC06 Minor Arterial 
(b) FC02 Principal 
Arterial - Other 
(d) FC07 Major Collector 
(e) FC08 Minor Collector (f) FC09 Local 
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The deterioration models are developed for rural and urban categories in Figure 
5-8 and 5-9, respectively. Rural – local bridges (FC09) have the newest set of bridges 
while the other categories contain relatively old bridges. This lack of data may play a 
significant role in the accuracy and fit of these deterioration models. 
 
 
Figure 5-9 Deterioration models for Functional Classification of Inventory Route 
belonging to the urban category 
 
(a) FC11 Principal - Interstate 
(c) FC16 Minor 
Collector 
(b) FC14 Other Principal Arterial  
(d) FC17 Collector 
(e) FC19 Local 
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4) Average Daily Traffic 
Average Daily Traffic is selected as an explanatory variable only for deck element 
condition rating. The distribution of average daily traffic is shown in Figure 5-10 where 
the number of traffic is less than 10,000 vehicles. More than 97% of bridges belong to 
ADT1 and ADT2 and the deterioration models are developed up to ADT4.  
 
 
Figure 5-10 Distribution for Average Daily Traffic 
 
Deterioration curves for ADT categories are presented in Figure 5-11. The bridges 
belonging to the ADT1, ADT2, and ADT3 categories that carry larger volume of traffic 
perform similarly at younger ages, but show significantly different behavior at older ages. 
Most of the bridges that belong to ADT2 and ADT3 are older and do not have condition 
ratings over seven, which is potentially skewing the data. The data in ADT 4 is very 
limited and shows no significant trend, but a linear model was fitted to the data. 
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Figure 5-11 Deterioration models for Average Daily Traffic 
 
Superstructure 
The superstructure condition ratings for 2014 bridges are depicted versus Year 
Built (Age) and of which the mean is plotted (Figure 5-12). The 2014 inspection results 
for superstructure are mostly distributed between the level 4 (Poor Condition) and 8 
(Very Good Condition), and few population on 9 (Excellent Condition) and 2 Critical 
Condition). The mean of Year Built for each condition rating (gray curve) is fairly close 
to linear relationship for which the trend curve is created with dashed line.  
The mean of age for each condition rating is calculated and used to develop a 
deterioration model (Figure 5-13) for the entire dataset. The mean of age plotted with 
circle for each condition rating is connected with a solid line. The cubic order polynomial 
(a) 0 ≤ ADT1 < 5K 
(c) 10K ≤ ADT3 < 15K 
(b) 5K ≤ ADT2 < 10K 
(d) 15K ≤ ADT4 < 20K 
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function is used to develop a deterioration model. The number of bridges associated with 
condition rating is used as a weighting factor, and the fitting curve is forced to pass 
through a condition rating of nine for zero age. In the following sections, deterioration 
models for smaller subsets of bridges, based on the above LASSO analysis, will be 
created to predict the superstructure deterioration more accurately. 
 
 
Figure 5-12 Condition rating versus year built for bridge superstructure at year 2014 
 
1) Deck Structure Type 
Deck Structure Type (DST) is the first explanatory variable identified by LASSO 
analysis for substructure deterioration. The distribution of Deck Structure Type for each 
condition rating is plotted in Figure 5-14. Most bridges belong to DST1 (Concrete Cast-
in-Place) and the rest are constructed with DST2 (Concrete Precast Panels), DST6 
(Corrugated Steel), and DST8 (Wood / Timber).  
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Figure 5-13 General deterministic deterioration model for superstructure elements 
 
 
Figure 5-14 Distribution for Deck Structure Type 
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The deterioration models for DST1, DST2, DST6, and DST8 are developed (Figure 
5-15). The curve fitting results for DST1 in a similar deterioration model shape to entire 
bridge set, but there are no entries with condition ratings over eight or under two. DST2 
and DST6 show faster deterioration compared to DST1 and DST8, which perform very 
well and predict 60 years before reaching a condition rating of 4.  
 
 
Figure 5-15 Deterioration models for Deck Structure Type 
 
2) Bridge Roadway Width (Curb to Curb) 
Bridge Roadway Width (Curb to Curb) is selected as the second explanatory 
variable by LASSO analysis. The bridge data is split into five groups (BRW1 – BRW5) 
with an interval of 5m. The distribution for each condition rating is plotted inFigure 5-16. 
(a) DST1 Concrete Cast-in-Place 
(c) DST6 Corrugated Steel 
(b) DST2 Concrete Precast 
Panels 
(d) DST8 
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More than 90% of bridges are belong to BRW2 (5 – 10m) and BRW3 (10 – 15m).  
 
Figure 5-16 Distribution for Bridge Roadway Width (Curb to Curb) 
 
The deterioration models are developed for all indices (Figure 5-17). The curve 
fitting using power function shows a general trend that the wider the curb-to-curb 
roadway width, the faster the deterioration. The exception is the very small datasets of 
BRW4 and BRW5, which do not contain enough data to provide a reliable comparison. 
Due to the small bridge inventory, the poor fitting is observed for BRW5. 
 
3) Functional Classification Of Inventory Route 
Functional Classification of Inventory Route (FC) is selected for the development 
of superstructure deterioration models. The percentage for indices are the same with the 
deck element, however the distribution of condition ratings for each index are varied as 
shown in Figure 5-18.  
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Figure 5-17 Deterioration models for Bridge Roadway Width (Curb-to-Curb)  
 
The deterioration models are developed for all types of Functional Classification 
of Inventory Route except FC12 in Figure 5-19. The condition rating versus the mean of 
age for FC01 (Principal Arterial – Interstate) shows inverse relationship compared to 
general deterioration models. Even though FC01 contains the most bridges, there is 
significant distortion due to the bridge age ranges present in the data. For FC01, FC14 
(Other Principal Arterial), and FC17 (Collector) the deterioration model are presented as 
(a) 0 ≤ BRW1 < 5 
(c) 10 ≤ BRW3 < 15 
(b) 5 ≤ BRW2 < 10 
(d) 15 ≤ BRW4 < 20 
(e) 20 ≤ BRW5 < 25 
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linear functions due to the poor makeup of their datasets. The remaining deterioration 
models have similar shapes, but FC11 (Principal – Interstate) and FC16 (Minor Collector) 
deteriorate the fastest. FC09 (Local) includes relatively newer bridges and shows faster 
deterioration compared to others. 
 
 
Figure 5-18 Distribution for Functional Classification of Inventory Route 
 
4) Length of Maximum Span 
The Length of Maximum Span is listed as an explanatory variable at the same 
level as Functional Classification of Inventory Route during LASSO analysis. The bridge 
data is split into LMS1 – LMS5 with an interval length of 20m. The distribution of LMS 
shows that almost 96% bridges have their maximum spans less than 40m (Figure 5-21).   
 
32 11 5.7 10 5.1 21 6.9 0.18 2.4 1.4 1.5 1.4 
(%) 
1
2
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
91
CR9 
CR8 
CR7 
CR6 
CR5 
CR4 
CR3 
CR2 
CR1 
69 
 
Figure 5-19 Deterioration models for Functional Classification of Inventory Route 
 
The deterioration models for LMS1 to LMS4 are developed as shown in Figure 
5-22. At the beginning, the mean of condition rating for new bridges is higher for LMS1 
but it deteriorates  significantly faster for older bridges (~36 years and older). It seems 
that spans in LMS2 deteriorate the slowest, whereas LMS1 and LMS3 deteriorate at a 
similar rate, although there is little data in LMS4 to truly draw this conclusion. The 
general trend in the data indicates that longer maximum spans will deteriorate the 
(a) FC01 Principal Arterial - Interstate 
(c) FC06 Minor Arterial 
(b) FC02 Principal Arterial - Other 
(d) FC07 Major Collector 
(e) FC08 Minor Collector (f) FC09 Local 
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superstructure slower if LMS3 and LMS4 are considered insignificant. 
 
 
Figure 5-20 Deterioration models for Functional Classification of Inventory Route 
 
(a) FC11 Principal - Interstate 
(c) FC16 Minor Collector 
(b) FC14 Other Principal Arterial 
(d) FC17 Collector 
(e) FC19 Local 
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Figure 5-21 Distribution for Length of Maximum Span 
 
 
Figure 5-22 Deterioration models for Length of Maximum Span 
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Substructure 
The substructure condition ratings for 2014 bridges are depicted versus Year Built 
(Age) and of which the mean is plotted  (Figure 5-23). The 2014 inspection results for 
superstructure are mostly distributed between the level 4 (Poor Condition) and 7 (Good 
Condition), and few bridge condition ratings are noted over 8 (Very Good Condition) and 
2 (Critical Condition). No data exists for 1 (“Imminent” Failure Condition). The mean of 
Year Built for each condition rating (gray curve) is almost linear relationship for which 
the tread curve is created with dashed line. 
 
Figure 5-23 Condition rating versus year built for bridge substructure at year 2014 
 
The mean of age for each condition rating is calculated and used to develop a 
deterioration model (Figure 5-24) for the entire dataset. The mean of age plotted with 
circle for each condition rating is connected with solid line. The cubic order polynomial 
function is used to develop a deterioration model. The number of bridges associated with 
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condition rating is used as a weighting factor and the fitting curve is forced to pass 
condition rating of nine for zero age. In the following sections, deterioration models for 
smaller subsets of bridges, based on the above LASSO analysis, will be created to predict 
the substructure deterioration more accurately. 
 
 
Figure 5-24 Deterioration model for substructure elements 
 
1) Type of Wearing Surface 
Type of Wearing Surface (WS) includes ten indices and their distribution is 
illustrated in Figure 5-25. For all types except WS2 and WS4, the deterioration models 
are developed (Figure 5-26). Similar to the deck deterioration models, WS3 (Latex 
Concrete/Similar) shows faster deterioration for older bridges. Due to the small number 
of data samples, the deterioration models for WS1 (Monolithic Concrete), WS5 (Epoxy 
Overlay), and WS9 (Other) show poor fitting results. The relationship between 
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substructure performance and wearing surface is unclear, but the data from LASSO, 
presented in Figure 5-26, clearly show significant disparity between categories, especially 
the three main values WS3, WS6 and WS0. 
 
 
Figure 5-25 Distribution for Type of Wearing Surface 
 
2) Design Load 
The Design Load is selected as the second explanatory variable for substructure 
condition ratings, based on the LASSO rankings in the previous chapter. Ten indices 
exist and three (DL5, DL6, and DL0) contain more than 87% of total bridge inventory 
(Figure 5-27).  
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Figure 5-26 Deterioration models for Type of Wearing Surface 
 
(a) WS1 Monolithic Concrete 
(c) WS5 Epoxy Overlay 
(b) WS3 Latex 
Concrete/Similar 
(d) WS6 Bituminous 
(e) WS7 Wood/Timber 
(c) WS9 Other 
(b) WS8 Gravel 
(d) WS0 None 
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Figure 5-27 Distribution for Design Load 
 
The deterioration models are developed for all indices except DL7 (Pedestrian) 
and DL8 (Railroad) which contain zero bridges (Figure 5-28). DL9, which can carry most 
heavy live loads are is related to very quick deterioration as all of these bridges are less 
than 20 years old, yet have a wide range of condition ratings, some very low. DL1, DL2 
and DL3 do not contain data points, and have no true trends. The linear models were fit 
to their data, however, the lack of data points make using these models dubious. The 
mean of age curve for DL6 has a huge shift in the average age for bridge CR8 to CR7 and 
lower, indicating deterioration somewhat better than DL1 – DL3. Nonetheless, this is still 
modeled with a linear fit as the trend is not blatantly clear. 
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Figure 5-28 Deterioration models for Design Load 
  
(a) DL1: M 9 
(c) DL3: MS 13.5 
(b) DL2: M 13.5 
(d) DL4: M 18 
(e) DL5: MS 18 
(g) DL9: MS 22.5 
(f) DL6: MS 18+Mod 
(h) DL0: Other/Unknown 
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3) Bridge Roadway Width (Curb to Curb) 
Bridge Roadway Width (Curb to Curb) is selected as the third explanatory 
variable by LASSO analysis. The bridge data is split into five groups (BRW1 – BRW5) 
with an interval of 5m and the distribution for each condition rating is plotted in Figure 
5-29. More than 90% of bridges are belonging to BRW2 (5 – 10m) and BRW3 (10 – 
15m).  
The deterioration models are developed for all indices (Figure 5-30). The curve 
fitting using power function results in very similar deterioration models for BRW1, 
BRW2, and BRW3. An almost linear relationship is derived for BRW4 and BRW5 where 
there are very few data points. 
 
 
Figure 5-29 Distribution for Bridge Roadway Width (Curb to Curb) 
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Figure 5-30 Deterioration models for Bridge Roadway Width (Curb to Curb)  
 
4) Functional Classification of Inventory Route 
Functional Classification of Inventory Route (FC) is selected for the development 
of substructure deterioration models. The percentage for indices are the same with the 
deck and superstructure element, however the distribution of condition ratings for each 
index are varied as shown in Figure 5-31.  
(a) 0 ≤ BRW1 < 5 
(c) 10 ≤ BRW3 < 15 
(b) 5 ≤ BRW2 < 10 
(d) 15 ≤ BRW4 < 20 
(e) 20 ≤ BRW5 < 25 
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Figure 5-31 Distribution for Functional Classification of Inventory Route 
 
The deterioration models are developed for all types of Functional Classification 
of Inventory Route except FC12 (Principal Arterial – Other) in Figure 5-32 and 5-33 for 
rural and urban categories, respectively. FC01 (Principal Arterial – Interstate) and FC16 
(Minor Collector) show slightly faster deterioration, and FC07 (Major Collector), FC09 
(Local), and FC14 (Other Principal Arterial) show similar fitting curve in their shapes. 
FC01 generally includes old bridges so the mean of age for all condition ratings is more 
than 40 years. Only FC08 and FC09 include bridges with substructure condition rating of 
nine.  
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Figure 5-32 Deterioration models for Functional Classification of Inventory Route 
 
Discussion 
In order to investigate the applicability and improvement that this method may 
provide, the data can be split into the multiple levels of subsets and also evaluated with 
respect to its fit of the available data. The bridge inventory was split into several subsets 
with multiple levels, but each subset was limited to a minimum to 5% of the total 
(a) FC01 Principal Arterial 
- Interstate 
(c) FC06 Minor Arterial 
(b) FC02 Principal Arterial - 
Other 
(d) FC07 Major 
Collector 
(e) FC08 Minor Collector (f) FC09 Local 
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inventory. If a subset contained less than the minimum, it was placed into a separate 
common subset. The deterioration models are used to predict the condition ratings for 
each subset and the errors between the prediction and inspection are examined versus the 
number of explanatory variables. The L2 relative error norm (| 𝒚− 𝒚 / 𝒚  where 𝒚 
denotes the prediction of condition ratings 𝐲) is utilized as the comparator to quantify the 
amount of errors in prediction. The smaller the L2 relative error norm comparator is, the 
more accurate the prediction is.  
 
 
Figure 5-33 Deterioration models for Functional Classification of Inventory Route 
(a) FC11 Principal - Interstate 
(c) FC16 Minor Collector 
(b) FC14 Other Principal Arterial 
(d) FC17 Collector 
(e) FC19 Local 
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The results are compared with the prediction models for deck elements using the 
first five explanatory variables used in previous studies (Mauch and Madanat 2001; 
Hatami and Morcous 2011). The lists of explanatory variables from each source are 
presented, in order of inclusion in the analysis, in Table 5-1. Figure 5-34 demonstrates 
that the proposed method is effective at condition rating prediction, by demonstrating the 
least error for all combinations of explanatory variables used. For reference, if no 
explanatory variable subsets were used and a deterministic model was generated for the 
entire dataset (i.e., power fit of all deck condition ratings versus time), the L2 relative 
error norm would be 0.96. By using the first most important explanatory variable from 
each of the three programs in Table 5-1, the mean of L2 relative error norm is 0.23 and 
when increased to four explanatory variables it drops to 0.22.  
 
Table 5-1 Lists of explanatory variables for performance comparison 
Proposed framework Mauch and Madanat 2001 Hatami and Morcous 2011 
 Type of Wearing 
Surface 
 Structure Length 
 FCIR* 
 Average Daily Traffic 
 Lanes on the Structure 
 Type of Design and/or 
Construction 
 FCIR* 
 Number of Spans in Main 
Unit 
 Lanes on the Structure 
 Average Daily Traffic 
 Type of Wearing Surface 
 Deck Protection 
 Average Daily Truck 
Traffic 
 Kind of Material and/or 
Design 
 FCIR* 
* FCIR: Functional Classification of Inventory Route 
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Figure 5-34 L2 relative error versus number of explanatory variables from proposed 
method and previous studies 
 
Interestingly, using the models generated in the previous sections on the 
appropriate subsets, Figure 5-34 demonstrates that using more than one explanatory 
variable provides tangible, but limited improvement on the overall prediction per the L2 
relative error norm. For all cases from Table 5-1, the first explanatory variables are most 
important to the group bridge inventories and the improvement for the higher levels 
classification is minor. If only one explanatory variable is to be used, then using the 
explanatory variable with the most impact on the data becomes more important.  
The deterioration models developed using this method can be used to establish the 
management plan and assign appropriate budget for maintenance or repair. Although 
these models are not sufficient to estimate the condition ratings of individual bridge, 
those are convenient to observe the general trend for subset of bridge elements without 
conducting actual inspection and bridge managers often rely on the NBI classification. 
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The explanatory variables selected contain those engineers may commonly select, like 
wearing surface, average daily traffics, design load, and type of material and construction. 
The investigated method has also identified explanatory variables like span length and 
length of maximum span of which there is anecdotal evidence to affect deterioration. 
Furthermore, using an expert selection method may assume a particular explanatory 
variable, such as type of design and construction, or material affecting the deck, when it 
may not be as important as another variable. Interestingly, environmental data (i.e., 
precipitation) included in the analysis to investigate its importance, even though it is not 
typically considered in a BMS, was not found to be important for this particular dataset. 
Environmental data is often used as explanatory variables or as a surrogate variable for 
other phenomenon in mechanistic deterioration models and may be more important for 
other datasets (Williamson et al. 2007). 
The information provided by the proposed explanatory variable selection method is not 
only valuable to bridge managers, but also guidance for new bridge designs. This type of 
information may allow bridge designers to meet and exceed future goals of 100 year 
bridge service life, for instance. Of course, for different datasets (states, municipalities, 
etc.) significantly different explanatory variables may be identified. 
 
Summary 
For deck elements, the deterioration models for [Type of Wearing Surface, 
Structure Length, Functional Classification of Inventory Route, and Average Daily 
Traffic] are developed. For superstructure element, the deterioration models for [Deck 
Structure Type, Bridge Roadway Width (Curb to Curb), Functional Classification of 
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Inventory Route, and Length of Maximum Span] are developed. For substructure element, 
the deterioration models for [Type of Wearing Surface, Design Load, Bridge Roadway 
Width (Curb to Curb), and Functional Classification of Inventory Route] are developed. 
 The deterministic deterioration models help to observe the general behavior about 
the decrease in condition rating of bridge elements intuitively. The deterioration model 
simply uses the statistical information to figure out the performance trend. The prediction 
of condition rating for individual bridges is challenging, for which the development of 
stochastic deterioration model should be conducted.  
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  CHAPTER 6
DEVELOPMENT OF STOCHASTIC DETERIORATION MODELS USING 
TRADITIONAL MARKOV CHAIN 
General 
The theory of stochastic process is widely implemented in engineering 
applications and applied sciences. In the field of infrastructure deterioration, the 
stochastic process can be used to model various types of uncertainty and randomness that 
are normally contributed significantly into the deterioration process. Amongst several 
approaches to model uncertainty, the Markov Decision Process (MDP) has been used for 
the prediction of infrastructure condition rating. MDP is convenient to implement to the 
time based deterioration models with the consideration of current and previous condition 
state information (Cesare et al. 1992; Agrawal et al. 2010; Hatami and Morcous 2011). 
Alternatively, the fuzzy logic is implemented with the consideration of structural 
importance factor for element level inspection data (Tee et al. 1988; Melhem and 
Aturaliya 1994). Each condition state is fuzzified using triangular mapping function and 
bridge ratings for deck, superstructure, and substructure are estimated. Although the 
results demonstrate the effectiveness of fuzzy logic to predict condition ratings, several 
difficulties exist to design fuzzy problem such as structural importance quantification and 
fuzzy mapping shapes. Additionally, the accuracy of NBI Translator algorithm, which 
converts element level condition ratings to NBI condition ratings, has been criticized 
(Aldemir-Bektas and Smadi 2008; Sobanjo et al. 2008).  
For the creation of future deterioration model with new inspection data, Matlab 
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based software is developed. This work is conducted by the request WyDOT who has the 
main responsibility to update the software as well as stochastic deterioration models. 
Appendix A. is about the statement for license agreement and the source codes can be 
found in Appendix B. For the quick access to the current deterioration models, Appendix 
C. provides all transition probability matrices which will be shown in this chapter. For the 
future use and modification of the codes, specific guideline is described in Appendix D. 
 
Markov Chain Based Approach 
In this study, Markov chain is used to develop stochastic deterioration models. 
According to the definition, Markov chain process formulates the probability 
characteristics of changes between different states 𝑖  and 𝑗  based on the following 
assumption that the probability of future state 𝑗 of the system depends on its entire 
history. 
 𝑃!" = Pr 𝑋!!! = 𝑗|𝑋! = 𝑖!,… ,𝑋!!! = 𝑖!!!,𝑋! = 𝑖  (6-1) 
 
If the future state is governed solely by the present state of the system, the conditional 
probability shown in Eq. (6-1) can be simply expressed as: 
 𝑃!" = Pr 𝑋!!! = 𝑗|𝑋! = 𝑖  (6-2) 
 
 Numerous studies have been conducted to estimate the transition probability to 
quantify the possible damage on the structural component and establish monitoring plan 
89 
(Estes and Frangopol 2001; Frangopol et al. 2004; Saydam et al. 2012). A typical Makov 
chain for stationary bridge deterioration considering 𝑚 discrete states can be shown as: 
 
𝑃 = 𝑝!! 𝑝!" 𝑝!" ⋯ 𝑝!!0 𝑝!! 𝑝!" ⋯ 𝑝!!0 0 𝑝!! ⋯ 𝑝!!⋮ ⋮ ⋮ ⋱ ⋮0 0 0 ⋯ 𝑝!!  (6-3) 
 
In Eq. (6-3), 𝑝!" denotes the probability of an element decaying from state 𝑖 to 𝑗 in one 
discretized time step (annual event for bridge maintenance). The elements of 𝑃 when 𝑖 < 𝑗 are zeros since the states cannot be improved without intervention. The states of the 
system are mutually exclusive and collectively exhaustive after each transition, so that 
the sum of each row in 𝑃 is unity. The Eq. (6-3) can be simplified by assuming that the 
probability of a bridge element decays only one state within two years. The typical 
transition probability matrix is defined as:  
 
𝑃 = 𝑝!! 1− 𝑝!! 0 ⋯ 00 𝑝!! 1− 𝑝!! ⋯ 00 0 𝑝!! ⋯ 0⋮ ⋮ ⋮ ⋱ ⋮0 0 0 ⋯ 1  (6-4) 
 
Using the total probability theory, the 𝑛 stage state probability 𝑞!   can be calculated as 
 𝑞! = 𝑞!!!𝑃 = 𝑞!!!𝑃! = ⋯ = 𝑞!𝑃! (6-5) 
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In Eq. (6-5), 𝑞! is the state probability vector at initial stage.  
 The elements of transition probability matrix can be is estimated by either 
minimizing the sum of prediction error, or counting the number of deficient bridges 
between two inspection. The minimization problem is can be solved by the following 
equation.  
 
𝐏 = argmin 𝑦!,! − 𝑅𝐏,!!!!!  subject to 0 ≤ 𝑝!! ≤ 1  ( 𝑖 =1, 2,⋯ , 9) (6-6) 
 
In Eq. (6-6), 𝑁 denotes the number of bridges belonging to a subset; 𝑦!,! is the 
observed condition rating at 𝑛 stage of 𝑗th bridge. For each transition probability matrix, 
eight unknowns (𝑝!!,⋯ ,𝑝!!) have to be estimated by minimizing the sum of error 
between prediction and actual inspection. Alternatively, the number corresponding to all 
elements is counted, and each row is normalized to become unity for its sum. 
A bridge deterioration model is significantly affected by age and the Year Built 
variable has been identified as the most significant factor for the decrease in the deck 
element condition rating (Chang et al. 2016). For accurate condition ratings prediction, 
the effect of bridge age is often considered using a zoning technique (Butt et al. 1987; 
Jiang et al. 1988). In this paper, a ten-year interval is used to group historical condition 
rating information and the transition probability matrix is estimated for each zone. The 
initial condition rating vector for (𝑖 + 1)th group is updated for every ten year interval 
such that 
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A bridge deterioration model is affected greatly by age (year built), and it was 
demonstrated by the results of LASSO (Chang et al. 2016). Year Built variable is 
especially identified as the most significant factor for the decrease in condition rating of 
deck element. For the accurate prediction of condition ratings, the effect of bridge age is 
considered using zoning techniques (Butt et al. 1987; Jiang et al. 1988). 
Wyoming has been operating 4,119 bridges based on the NBI report from 1991 to 
2014. There are currently 2,306 bridges functioning, which is ranked 41st amongst US 
and the number of bridges in unit area is ranked 3rd above Alaska and Nebraska. Based 
on the authors’ experience, this number is insufficient to develop a transition probability 
matrix using the optimization approach combined with zoning techniques. Due to the 
lack of information corresponding to several condition ratings (insufficient number of 
bridge data), a few diagonal elements of transition probability matrix 𝑝!! is optimized as 
zero and 𝑝!,!!! become unity. For this reason, in this report the actual numbers are 
counted and normalized to develop transition probability matrix.  
The following (Table 6-1) shows an example of transition probability model for 
an age group (less than twenty years old when inspected) from deck element of all 
bridges. The non-zero two elements in first row indicate the probability that the condition 
rating of 9 will remain in the same condition rating and decrease within next inspection 
year, respectively.  
With the five years operation, the transition probability matrix is changed into the 
following matrix (Table 6-2), which is simply obtained by taking 𝐏!!. Based on the total 
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probability theory, the sum of each row is unity. 
 
Table 6-1 Transition probability matrix for deck element 
Condition Rating 9 8 7 6 5 4 3 2 1 
9 0.89 0.11 0 0 0 0 0 0 0 
8 0 0.87 0.13 0 0 0 0 0 0 
7 0 0 0.78 0.22 0 0 0 0 0 
6 0 0 0 0.71 0.29 0 0 0 0 
5 0 0 0 0 0.26 0.74 0 0 0 
4 0 0 0 0 0 0.77 0.23 0 0 
3 0 0 0 0 0 0 0.90 0.10 0 
2 0 0 0 0 0 0 0 0.61 0.39 
1 0 0 0 0 0 0 0 0 1 
 
 
Table 6-2 Transition probability matrix for deck element 
Condition Rating 9 8 7 6 5 4 3 2 1 
9 0.574 0.322 0.082 0.019 0.003 0.001 0 0 0 
8  0.512 0.298 0.134 0.035 0.020 0.001 0 0 
7  0 0.296 0.338 0.140 0.188 0.037 0.001 0 
6  0 0 0.180 0.116 0.462 0.222 0.017 0.002 
5  0 0 0 0.001 0.385 0.514 0.074 0.025 
4  0 0 0 0 0.265 0.563 0.108 0.065 
3  0 0 0 0 0 0.575 0.179 0.246 
2  0 0 0 0 0 0 0.083 0.917 
1  0 0 0 0 0 0 0 1 
 
The probability of decreasing the condition ratings necessarily increases. the resultant 
matrix creates only zero probability for lower triangular elements, which indicates that 
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the transition probability matrix does not allow the increase of condition ratings over time. 
 
Deck 
Based on the ranking system, the first two significant factors for the deck element 
condition rating are Type of Wearing Surface and Structural Length. The minimum 
number of bridge inventory in a subset is set to 50 so that the development of stochastic 
deterioration models is mostly conducted for the combination of [WS3: Latex 
Concrete/Similar; WS5: Epoxy Overlay; WS6: Bituminous; WS7: Wood/Timber; WS8: 
Gravel; WS0: None] and [0 < SL1 < 50; 50 ≤ SL2 < 100]. The rest are combined together 
to develop a deterioration model for an extra set, and total of ten groups are generated.  
  
 
Figure 6-1 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS3 (Latex 
Concrete/Similar) and SL1 (0 – 50 m) bridges  
 
The first deterioration model is generated for WS3 and SL1 (Figure 6-1). The 
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6,806 inspection data from 393 bridges are involved to develop a deterioration model that 
decreases faster for the relatively newer bridges and slows down when it gets old. The 
maximum condition ratings are 9 (Excellent condition) which is rarely observed during 
the inspection period. The prediction model estimates the future condition rating 
accurately. For the more improvement, the year range for zoning technique has to be 
decreased.  
There are nine more deterioration models for condition rating of deck element. 
From the second deterioration model, only the significant aspect will be pointed out. The 
second deterioration model is developed for WS3 and SL2 (Figure 6-2). 2,159 inspection 
data has been used from 154 bridges. 
The third deterioration model is for WS6 and SL1 (Figure 6-3) and 9,806 
inspection data has been used from 640 bridges. The curve is very similar to the 
deterioration model for WS3-SL1 but it shows higher condition ratings when it gets old. 
The fourth deterioration model is developed for WS7 and SL1 (Figure 6-4) and 
1,028 inspection data from 110 bridges has been used.  
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Figure 6-2 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS3 (Latex 
Concrete/Similar) and SL2 (50 – 100 m) bridges 
 
 
Figure 6-3 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS6 (Bituminous) and 
SL1 (0 – 50 m) bridges 
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Figure 6-4 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS7 (Wood/Timber) and 
SL1 (0 – 50 m) bridges 
 
The fifth deterioration model is developed for WS8 and SL1 (Figure 6-5) and 
1,973 inspection data from 143 bridges has been used. The kink at the age of 30 indicates 
the transition probability matrix for the older than 30 years does not include any bridge 
with condition rating higher than 6 (Satisfactory Condition).  
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Figure 6-5 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS8 (Gravel) and SL1 (0 
– 50 m) bridges 
 
The sixth and seventh deterioration models are developed for [WS0 and SL1] and 
[WS0 and SL2], for which 11,676 and 3,466 inspection data from 697 and 269 bridges 
have been investigated, respectively. For both, no bridge is recorded as condition rating 
of 9. The bare deck condition is easy to deteriorate at the early stage of operation, 
considering its proportion. These two deterioration models also show that the longer 
bridges (SL2) deteriorate faster than shorter ones (SL1) in general. 
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Figure 6-6 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS0 (None) and SL1 (0 – 
50 m) bridges 
 
 
Figure 6-7 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS0 (None) and SL2 (50 
– 100 m) bridges 
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The eighth deterioration model is developed for WS5 using 863 inspection data 
from 55 bridges. The ninth deterioration model is developed for WS0 and SL3 to SL5 
using 863 inspection data from 65 bridges. These two are based on the relatively small 
number of subsets, but deterioration models are successfully developed. 
 
 
Figure 6-8 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS5 (Epoxy Overlay) 
and SL1 – SL5 bridges 
 
The last deterioration model is developed for the rest bridges which are excluded 
from the previous deterioration models (Figure 6-10). Total of 1,977 inspection data from 
162 bridges are used to develop deterioration model. 
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Figure 6-9 (a) Deterioration model and (b) comparison between prediction and inspection 
result in terms of number of bridges versus condition rating for WS0 (None) and SL3 – 
SL5 (150 ~ m) bridges 
 
 
Figure 6-10 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for rest bridges 
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Superstructure  
Based on the ranking system, the first two significant factors for the deck element 
condition rating are Deck Structure Type and Bridge Roadway Width. The minimum 
number of bridge inventory in a subset is set to 50 so that the development of stochastic 
deterioration models for the superstructure element is conducted for the combination of 
[WS3: Latex Concrete/Similar; WS5: Epoxy Overlay; WS6: Bituminous; WS7: 
Wood/Timber; WS8: Gravel; WS0: None] and [0 < SL1 < 50; 50 ≤ SL2 < 100]. The rest 
are combined together to develop a deterioration model for an extra set. and total of ten 
groups are generated.  
 
 
Figure 6-11 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST1 
(Concrete Cast-in-Place) and BRW2 (5 – 10 m) bridges 
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Figure 6-12 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST1 
(Concrete Cast-in-Place) and BRW3 (10 – 15 m) bridges 
 
 
Figure 6-13 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST1 
(Concrete Cast-in-Place) and BRW4 (15 – 20 m) bridges 
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The first to third deterioration models are developed for DST1 and BRW2 – 
BRW4 (Figure 6-11 ~ Figure 6-13). The numbers of inspection data are [9,534 20,954 
698] from [630 1,248 59] bridge, respectively. Due to the small number of data, the 
deterioration model for DST1 and BRW4 is not smooth compared to others. 
 The fourth deterioration model is developed for DST2 and BRW2 (Figure 6-14) 
and 3,004 inspection data from 179 bridges have been used.  
The fifth and sixth deterioration models are developed for [DST6 and BRW1] and 
[DST6 and BRW2] (Figure 6-15 and Figure 6-16) for which 688 and 1,574 inspection 
data from 72 and 105 bridges have been used. A faster deterioration is observed for the 
first 30 years period for the bridges belonging to BRW2 compared to BRW1.  
 
 
Figure 6-14 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST2 
(Concrete Precast Panels) and BRW2 (5 – 10 m) bridges 
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Figure 6-15 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST6 
(Corrugated Steel) and BRW1 (0 – 5 m) bridges 
 
 
Figure 6-16 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST6 
(Corrugated Steel) and BRW2 (5 – 10 m) bridges 
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The seventh and eighth deterioration models are developed for [DST8 and 
BRW1] and [DST8 and BRW2] (Figure 6-17 and Figure 6-18), for which 1,675 and 
1,383 inspection data from 156 and 98 bridges are used. Specifically, the deterioration 
model for [DST8 and BRW2] does not fully reflect the deficiency of superstructure over 
time. The straight line for the first 30 years is observed because there is a bridge 
corresponding condition rating of 9 and all are remained in the same stage. Accordingly, 
the first diagonal element of transition probability matrix is unity and it fails to generate a 
proper deterioration model. The small number of bridge subsets has a high chance to 
cause this insufficient number problem. However, the transition probability matrix is still 
able to predict future conditions of existing bridges fairly accurately based on the 
comparison between prediction and inspection figure. 
 
 
Figure 6-17 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST8 
(Wood/Timber) and BRW1 (0 – 5 m) bridges 
 
106 
 
Figure 6-18 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST8 
(Wood/Timber) and BRW2 (5 – 10 m) bridges 
 
The ninth deterioration model is developed for DST1 and [BRW1 or BRW5] 
(Figure 5-19), for which 844 inspection data from 74 bridges were used. These include 
relatively new bridges and many of them were inspected with the condition rating of 9. 
The tenth deterioration model is developed for the DST2 and [BRW1, BRW3, 
BRW4, or BRW5] (Figure 6-20), for which 689 inspection data from 50 bridges were 
used. Similar to the deterioration model for DST8 and BRW2, the insufficient number 
problem has occurred. Additionally, it does not reflect the deterioration for the old 
bridges. 
 The eleventh deterioration model is developed for the rest of bridges (Figure 
6-21), for which 136 inspection data from 11 bridges are used. It is actually to small 
number of inventory and causes insufficient number problems as well. 
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Figure 6-19 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST1 
(Concrete Cast-in-Place) and BRW1, BRW5 (0 – 5,  20~ m) bridges 
 
 
Figure 6-20 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for DST2 
(Concrete Precast Panels) and BRW1, BRW3 – BRW5 (0 – 5, 10~ m) bridges 
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Figure 6-21 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for rest bridges 
 
Substructure 
Based on the ranking system, the first two significant factors for the deck element 
condition rating are Type of Wearing Surface and Design Load. The minimum number of 
bridge inventory in a subset is set to 50 so that the development of stochastic 
deterioration models is mostly conducted for the combination of [WS3: Latex 
Concrete/Similar; WS6: Bituminous; WS0: None] and [DL5: MS18; DL6: MS 18+Mod; 
DL0: Other/Unknown]. The rest are combined together to develop a deterioration model 
for an extra set and total of ten groups are generated.  
 The first and second deterioration models are developed for [WS3 and DL5] and 
[WS3 and DL6] (Figure 6-22 and Figure 6-23), for which 2,421 and 7,079 inspection 
data from 141 and 428 bridges were used respectively. These two models show similar 
deterioration models and distribution in terms of condition rating. Although the 
proportion for these two subsets is relatively large, no bridge is inspected with condition 
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rating of 9. 
 
 
Figure 6-22 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS3 (Latex 
Concrete/Similar) and DL5 (MS 18) bridges 
 
 
Figure 6-23 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS3 (Latex 
Concrete/Similar) and DL6 (MS 18+Mod) bridges 
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The third to sixth deterioration models are developed for [WS6 and DL2], [WS6 
and DL5], [WS6 and DL6], and [WS6 and DL0] (Figure 6-24, Figure 6-25, Figure 6-26, 
and Figure 6-27), for which 995, 3,126, 4,134, and 1,598 inspection data from 61, 213, 
211, and 125 bridges were used, respectively. The insufficient number problem is 
observed for [WS6 and DL0].  
 
Figure 6-24 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS6 
(Bituminous) and DL2 (M 13.5) bridges 
 
The seventh deterioration model is developed for [WS7 and DL0] (Figure 6-28), 
for which 765 inspection data from 73 bridges were used. The deterioration model is 
almost linear but the decrease of condition rating from 9 to 7 is relatively fast.  
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Figure 6-25 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS6 
(Bituminous) and DL5 (MS 18) bridges 
 
 
Figure 6-26 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS6 
(Bituminous) and DL6 (MS 18+Mod) bridges 
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Figure 6-27 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS6 
(Bituminous) and DL0 (Other/Unknown) bridges 
 
 
Figure 6-28 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS7 
(Wood/Timber) and DL0 (Other/Unknown) bridges 
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 The eighth deterioration model is developed for [WS8 and DL0], for which 977 
inspection data from 67 bridges were used. 
 The ten to twelveth deterioration models are developed for [WS0 and DL5], 
[WS0 and DL6], [WS0 and DL9], and [WS0 and DL0] (Figure 6-30, Figure 6-31, Figure 
6-32, and Figure 6-33), for which 9,735, 2,055, 1,274, 1,790 inspection data from 529, 
149, 136, and 120 bridges were used. Although [WS0 and DL5] describes the largest 
subset for substructure element condition rating, the insufficient number problem is 
observed. The existence of condition rating of 9 affects the entire curve for the 
deterioration model in this particular case.  
 
 
Figure 6-29 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS8 (Gravel) 
and DL0 (Other/Unknown) bridges 
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Figure 6-30 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS0 (None) 
and DL5 (MS 18) bridges 
 
 
Figure 6-31 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS0 (None) 
and DL6 (MS 18+Mod) bridges 
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Figure 6-32 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS0 (None) 
and DL9 (MS 22.5) bridges 
 
 
Figure 6-33 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS0 (None) 
and DL0 (Other/Unknown) bridges 
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The thirteenth deterioration model is developed for WS5 and all DLs (Figure 
6-34), for which 890 inspection data from 55 bridges were used.  
 
 
Figure 6-34 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS5 (Epoxy 
Overlay) and DL0 – DL9 (all) bridges 
 
The fourteenth deterioration model is developed for WS6 and [DL1, DL3, DL4, 
DL7, DL8, or DL9] (Figure 6-35), for which 1,064 inspection data from 73 bridges were 
used. 
The fifteenth deterioration model is developed for WS8 and all DLs except DL0 
(Figure 6-36), for which 1,054 inspection data from 79 bridges were used. 
The sixteenth deterioration model is developed for WS0 and [DL1, DL2, DL3, 
DL4, DL7, or DL8] (Figure 6-37), for which 1,334 inspection data from 97 bridges were 
used. 
The last deterioration model is developed for the rest of bridges (Figure 6-38), for 
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which 1,319 inspection data from 130 bridges were used. 
 
 
Figure 6-35 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS6 
(Bituminous) and DL1 (M 9), DL3 (MS 13.5), DL4 (M 18), and DL9 (MS 22.5) bridges 
 
 
Figure 6-36 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS8 (Gravel) 
and DL1 – DL9 (all except DL0) bridges 
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Figure 6-37 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for WS0 (None) 
and DL1 -  DL4 (M 9  - M 18) bridges 
 
 
Figure 6-38 (a) Deterioration model and (b) comparison between prediction and 
inspection result in terms of number of bridges versus condition rating for rest bridges 
 
  
119 
Summary 
The stochastic deterioration models were developed using the percentage 
prediction method. The bridge data is split into multiple subsets using the ranking system 
for explanatory variables. In order to implement the effect of bridge age, the zoning 
technique is applied and the bridge inspection data is grouped for every 30 years. 
 In general, the deterioration models were successfully illustrated, but some show 
non-continuous curve and kink at the age of 30 year. It is mostly related to the 
insufficient number of sample problems. For some cases, the transition probability 
matrices failed to generate an appropriate number, which affects to the actual 
deterioration model.  
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 CHAPTER 7
STOCHASTIC DETERIORATION MODEL USING LOGISTIC REGRESSION  
General 
The purpose of a stochastic deterioration model is to capture the uncertainty 
associated with the inspection and deterioration. The Markov chain process is widely 
used to estimate the probability of condition ratings for bridge elements using the dot 
product of the transition probability matrix and a condition state vector. The components 
of a transition matrix indicate the probability of possible outcomes (i.e. transition to 
another state) between adjacent inspection years. Typically, a transition matrix (shown in 
Eq. (6-4)) specifies the conditional probability of whether the condition state of the 
bridge element will decrease or remain at the same stage based on the current state. 
Traditionally, the percentage prediction method and optimization based 
approaches have been used to estimate the transition probability matrix and many 
researchers have demonstrated their effectiveness over many years (Jiang et al. 1988; 
Cesare et al. 1992; Agrawal et al. 2010). The percentage prediction estimates the element 
of transition probability matrix by calculating the percentage proportion corresponding to 
that element. The optimization based approach minimizes the sum or absolute error 
between prediction and inspection. The challenge for small bridge inventories (e.g., 
Wyoming’s bridges) and using a classification tree to increase accuracy (Bektas et al. 
2012; De’ath and Fabricius 2000) is that the number of data can be insufficient to extract 
accurate estimation for a transition probability matrix.  
 In the statistics literature, logistic regression is typically used to model the 
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probability of binary or categorical outcomes that are dependent on predictor variables 
(Cox 1958). In the case of binary or categorical outcome, such as NBIS condition ratings, 
logistic regression is a statistically more appropriate tool for analysis than a linear 
regression technique or the optimization technique often used for transition probability 
matricies (Agrawal et al. 2010). Specifically, this new approach models the logistic 
transformation of the probability as a linear function of the predictor variables.  
This chapter presents stochastic deterioration models using logistic regression to 
estimate the transition probability matrix and compares it to the percentage prediction 
method and optimization methods (which is similar to linear regression). For the 
purposes of discussion and clarity, these deterioration models are demonstrated on the 
deck elements on Wyoming bridges. The results are compared to the traditional methods 
including percentage prediction and the optimization approach. An error analysis is 
performed to demonstrate the effectiveness of logistic regression and the accurate 
prediction for future condition ratings. 
 
Classification Tree 
A classification tree is often used to develop deterioration models for 
characterized subsets. The process splits bridge inventory into multiple subsets using the 
pre-selected explanatory variables. The logical concept of a classification tree is 
illustrated in Figure 7-1.  
For deck elements, the first explanatory variable is identified as the Type of 
Wearing Surface which includes ten indices according to NBIS. Three of them (WS3: 
Latex Concrete / Similar, WS6: Bituminous, and WS0: None) contain more than 85% of 
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total bridges and less than 50 bridges for each of Monolithic Concrete, Integral Concrete, 
Low Slump Concrete, and Other as of 2014 (Figure 5-3) for the Wyoming dataset. The 
second explanatory variables level is the Structure Length of which indices (SL1 – SL5) 
are defined for every 50 m. The distribution of 2014 NBIS is shown in Figure 5-5 where 
the proportion of bridges longer than 100 m is less than 5% of total so that the 
classification is meaningful only for SL1 and SL2. 
The next explanatory variables are Functional Classification of Inventory Route 
and Average Daily Traffic, sequentially. The proportional distribution for these 
explanatory variables are shown in Figure 5-7 and Figure 5-10, respectively. Almost 85 
% of these bridges are located in rural area focusing on Principal Arterial (FC01 and 
FC02), Major Collector (FC07), and Local (FC09). The indices for Average Daily Traffic 
are defined for every 5,000 traffic passing through bridges (ADT1 – ADT5) and the 
distribution figure illustrates that most are carrying less than 10,000 per day.  
Based on the authors’ experience, the minimum number to develop deterioration 
model is set to 50. When the number of bridges in a subset are lower than 50, 
deterioration model development has insufficient information to create the transition 
probability matrices, resulting in often obvious errors in transition probabilities. The first 
explanatory variable (Type of Wearing Surface) enables development of six unique 
deterioration models for [WS3, WS5, WS6, WS7, WS8, WS0] that contain enough data. 
The other bridges belonging to [WS1, WS2, WS4, WS9] are combined to develop an 
extra deterioration model with enough data above the threshold. The next explanatory 
variable (Structure Length) splits the bridges belonging to [WS3, WS6, WS7, WS8, 
WS0] into multiple subsets.  
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When the four explanatory variables are used, the bridge inventory is split into 24 
subsets, of which 16 specifies all four explanatory variables. For example, the first subset 
is associated with explanatory variables of [WS3: Latex Concrete / Similar, SL1: 0 < 
Structure Length < 50 (m), FC01: Rural, Principal Arterial – interstate, and ADT1: 0 < 
Average Daily Traffic < 5,000] and contains 175 bridges. For the bridges excluded from 
any subset, the deterioration model is governed by the previous level of classification. 
 
 
Figure 7-1 Concept diagram for classification tree 
Bridge Inventory 
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WS3 
Count: 586 
WS5 
Count: 55 
WS8 
Count: 146 
SL1 
Count: 393 
SL2 
Count: 154 
SL1 
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WS6 
Count: 683 
WS7 
Count: 115 
WS0 
Count: 1031 
SL1 
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SL1 
Count: 697 
SL2 
Count: 269 
WS1, WS2, WS4, 
WS9 
Count: 71 
SL3 – SL5 
Count: 65 
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Logistic Regression Based Approach 
In many engineering applications, the changes to represent condition states are 
recoded by discretized indices. The expectation for those conditions should be able to 
provide general feature of future condition rating. Consider the case of a binary outcome, 
which refers to whether the condition rating of a bridge will deteriorate to the next level 
or remain at the current level. Without loss of generality, denote by 𝜋(𝑿) the probability 
of one outcome, conditioning on the explanatory variables 𝑿 = [𝑋!,𝑋!,⋯ ,𝑋!]. Then, the 
probability of the other outcome is 1− 𝜋(𝑿). The logistic transformation of 𝜋(𝑿) is 
defined as:  
 
log 𝜋(𝑿)1− 𝜋(𝑿)  (7-1) 
 
This logistic transformation is also called “log odds”, and it plays an important 
role in the analysis of binary data. Notice that although 𝜋 𝑿 ∈ 0, 1 , its log odds ranges 
from −∞  to +∞ . This provides a sound mathematical basis for applying linear 
regression, as a linear function is unbounded. The logistic regression model is formally 
specified as:  
 
log 𝜋(𝑿)1− 𝜋(𝑿) = 𝛽! + 𝛽!𝑋! + 𝛽!𝑋! +⋯+ 𝛽!𝑋! (7-2) 
 
In Eq. (7-2), 𝛽! , (𝑗 = 0,⋯ , 𝑘) are regression coefficients. Alternatively, it is equivalent to  
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𝜋 𝑿 = exp 𝛽! + 𝛽!𝑋! + 𝛽!𝑋! +⋯+ 𝛽!𝑋!1+ exp  (𝛽! + 𝛽!𝑋! + 𝛽!𝑋! +⋯+ 𝛽!𝑋!) (7-3) 
 
For bridge deterioration modeling, 𝜋(𝑿)  is defined as the probability of an 
individual bridge to decrease in condition rating, and 𝑿 = 𝑋!,𝑋!  with 𝑋! being the 
condition rating from the previous inspection year and 𝑋! the age. Then, 𝜋(𝑿) can be 
predicted by logistic regression as  
 
𝜋 𝑿 = exp 𝛽! + 𝛽!𝑋! + 𝛽!𝑋!1+ exp 𝛽! + 𝛽!𝑋! + 𝛽!𝑋! , (7-4) 
 
In Eq.(7-4), 𝛽! is the intercept, and 𝛽! and 𝛽! are the coefficients corresponding 
to 𝑋!  and 𝑋! , respectively. A set of bridges associated with 𝑖 th condition rating at 
previous years is grouped and each element of their probability vectors, indicating 
decrease or remain, is averaged to represent the element of transition probability matrix.  
 Logistic regression is beneficial especially when focusing on a smaller data set, 
potentially enabling use of lower levels on a classification tree to further increase 
prediction accuracy. The possibility of being deficient is estimated with logistic function 
resolving some of the issues with insufficient data.  
As an example, a subset associated with [WS6, SL1, FC09, ADT1] is investigated. 
A traditional transition probability matrix can be estimated by a percentage prediction 
method (Table 7-1). The condition ratings from 9 to 7 are both associated with the 
decrease and remaining at the same level, but bridges with the condition ratings 6 and 5 
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remain at the same level as shown by the values of 1 on the diagonal. This occurs because 
bridges under ten years have mostly condition ratings 7 and 8 (90%) and only 24 bridges 
(7.1%) exist under the condition rating of 6. The optimized solution is presented in Table 
7-2 by minimizing the sum of errors between predicted and actual inspection using Eq. 
(6-6).  
The diagonal elements of Table 7-2 are estimated and total probability theory is 
applied to calculate the off-diagonal elements. Since the actual inspection data does not 
include any components corresponding to condition rating lower than 6, the optimized 
solution may provide a false sense of accuracy. Another issue with Wyoming and many 
other bridge inventories relying on the “Colorado Conversion” (Hearn et al. 1997) is that 
very few bridges are inspected with condition rating of 9. The detail will be explained in 
the next section. 
 
Table 7-1 Transition probability matrix using counting number of bridges 
CR 9 8 7 6 5 4 3 2 1 
9 0.75 0.25 0 0 0 0 0 0 0 
8 0 0.833 0.167 0 0 0 0 0 0 
7 0 0 0.966 0.034 0 0 0 0 0 
6 0 0 0 1 0 0 0 0 0 
5 0 0 0 0 1 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 
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Table 7-2 Transition probability matrix using optimization 
CR 9 8 7 6 5 4 3 2 1 
9 0.825 0.175 0 0 0 0 0 0 0 
8 0 0.351 0.649 0 0 0 0 0 0 
7 0 0 0.229 0.771 0 0 0 0 0 
6 0 0 0 0.221 0.779 0 0 0 0 
5 0 0 0 0 0.673 0.327 0 0 0 
4 0 0 0 0 0 0.608 0.392 0 0 
3 0 0 0 0 0 0 0.608 0.392 0 
2 0 0 0 0 0 0 0 0.608 0.392 
1 0 0 0 0 0 0 0 0 1 
 
Table 7-3 Transition probability matrix using logistic regression 
CR 9 8 7 6 5 4 3 2 1 
9 0.734 0.266 0 0 0 0 0 0 0 
8 0 0.856 0.144 0 0 0 0 0 0 
7 0 0 0.967 0.033 0 0 0 0 0 
6 0 0 0 0.993 0.007 0 0 0 0 
5 0 0 0 0 0.999 0.001 0 0 0 
4 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 
 
The logistic regression approach can mitigate the issues caused by insufficient 
numbers of bridge data. The proportions for being used to formulate the transition 
probability matrix are modeled with the logistic regression model associated with the 
previous condition rating and the age. The numbers for each component are used as a 
weighting factor. Table 7-3 shows the transition probability matrix for the first group of 
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the same subset, which can be used successfully to model the deficiency in condition 
ratings even though the insufficient number problem exists as demonstrated in Table 7-1. 
Since no bridge belongs to condition rating 2 to 4, logistic regression technique cannot 
estimate the probabilities for those, which results in zero values for 2-4 rows in Table 7-3. 
However, this transition probability matrix is reasonable since highly damaged/ 
deteriorated bridges under ten years old would be clear exceptions to deterioration 
modeling (almost zero possibility) and would need special consideration anyway. In 
contrast, old bridges include many samples associated with low condition rating, which 
enables allows an estimate of the probability of condition state accurately with the 
combination of zoning technique. 
 
Demonstration and Prediction Error 
Wyoming has operated 4,119 bridges based on the NBI report from 1992 to 2014 
and currently 3,127 bridges are functioning. It is ranked 41st amongst US and the number 
of bridges per unit area is ranked 3rd from the bottom above Alaska and Nebraska. 
Because of the relatively small number of bridges, using a classification tree to increase 
prediction accuracy may produce subsets that are too small, limiting the predictive power 
of such a technique. Furthermore, simply using a single explanatory variable may also 
result in very small analysis sets depending on the number of indices within that variable 
and bridges overall. Additionally, to take advantage of the zoning technique, which also 
can improve accuracy, the bridge data has to be split into multiple subsets based on the 
explanatory variables and grouped using a homogeneous interval, which may further 
create issues with insufficient bridge numbers.  
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For the following discussion, deterioration models are developed for the entire 
Wyoming data set (i.e., no explanatory variables or classification tree) using the 
percentage prediction method, logistic regression, and optimization approach and 
presented in Figure 7-2, Figure 7-3 and Figure 7-4, respectively. A ten-year interval is 
used for zoning techniques. The deterioration models using percentage prediction and 
logistic regression are similar to each other but logistic regression shows faster decrease 
for newer bridges compared to percentage prediction and vice versa for the older bridges. 
The percentage prediction method should be accurate due to the high number of bridges 
(all of them) in the dataset. Both percentage prediction and the logistic technique show 
almost bilinear decrease in condition rating over time after a fast initial drop. Due to the 
small contribution of condition rating 9, a considerable drop at the beginning of 
deterioration model is observed when the optimization approach is implemented.  
 
 
Figure 7-2 Deterioration model for deck element using percentage prediction method  
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Figure 7-3 Deterioration model for deck element using logistic regression based approach 
 
 
Figure 7-4 Deterioration model for deck element using optimization based approach  
 
The optimization based approach shows almost linear decrease in deterioration. In 
contrast to logistic regression and percentage prediction, the deterioration for the first 
interval shows almost linear decrease as same as the rest periods. There are only few data 
corresponding to the condition ratings over 8 and this results in false estimation of the 
first element of transition probability matrix. The rest of the deterioration curve is similar 
to the other methods.  
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When four explanatory variables are implemented, through a decision tree the 
bridge inventory is split into 14 subsets for the deck element deterioration model. The 
subsets with the minimum and maximum number of bridges include 1,414 samples from 
54 bridges (Subset 4 associated with WS6: Bituminous, 0 < SL1 < 50 (m), FC07: Rural-
Major Collector, 0 < ADT1 < 5,000) and 4,274 samples from 242 bridges (Subset 13 
associated with WS0: None, 0 < SL1 < 50 (m), FC09: Rural-Local, 0 < ADT1 < 5,000), 
respectively. The ten year zoning interval usually creates the total of nine or ten groups 
for the deterioration models. For example, ten age groups can be created for Subset 8, and 
the diagonal elements for ten transition probability matrices can be generated using 
logistic regression (Table 7-4). No bridge older than 20 years records condition rating of 
9 and it is the same for the condition rating of 8 when bridges are older than 70 years. 
The proportion for the last group is only 3.8 % and no condition rating change has been 
observed.  
 
Table 7-4 Transition probability for subset 13 
Group 
(# of samples) p(1) p(2) p(3) p(4) p(5) p(6) p(7) p(8) 
1 (338) 0.734 0.856 0.967 0.993 0.999 0 0 0 
2 (500) 0.822 0.889 0.949 0.957 0.978 0.997 0 0 
3 (606) 0 0.768 0.893 0.948 0.976 0 0.996 0 
4 (589) 0 0.848 0.893 0.929 0.953 0.969 0.981 0.981 
5 (493) 0 0.660 0.883 0.968 0.991 0.998 0.999 1.000 
6 (306) 0 0.970 0.961 0.962 0.963 0.966 0.965 0 
7 (141) 0 0.731 0.888 0.973 0.995 0.998 1.000 0 
8 (117) 0 0 0.910 0.922 0.931 0.936 0.949 0 
9 (54) 0 0 0.848 0.868 0.945 0.927 0.906 0 
10 (12) 0 0 1 1 0 1 0 0 
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The deterioration models are developed for all subsets Figure 7-5 illustrates the 
deterioration model for Subset 8. Interestingly, fast deterioration is observed for the 
newly constructed bridges and the less decrease as age increases. The transition 
probability matrix is used to predict 1-year-ahead condition, which was inspected with 𝑖 
for the previous year, by taking 𝑖th element of  𝐏× 9 8 ⋯ 1 ⊺. For the comparison 
the mean of the prediction of condition rating is calculated. Figure 7-5(b) shows the 
comparison between the mean of prediction and actual inspection result versus number of 
bridges for each condition rating. Figure 7-6 presents the optimization technique to 
determine the transition probability matrix and applied to Subset 8. Similar to the 
deterioration model for all data samples, the slower deterioration is observed at the early 
ages and then deterioration process becomes faster. The condition rating prediction shows 
that the optimization is better performance for the higher condition ratings but worse for 
the others. This occurs because the optimization approach evaluates a transition 
probability matrix that minimizes the sum of errors between prediction and inspection for 
a given period, but does a poor job extrapolating when there is little data present. Even 
though the errors are minimized by the optimization technique, the prediction error just 
one cycle ahead is much greater. Like most prediction methods, Markov decision 
processes are considered most accurate when not predicting too far ahead. It is expected 
the error will be even greater in further ahead forecasts. 
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Figure 7-5 (a) Logistic Based MDP Deterioration model for subset 8 and (b) comparison 
between prediction and actual inspection 
 
 
Figure 7-6 Optimization Based MDP Deterioration model for subset 8 
 
Subset Comparison and Prediction Error 
Further analysis is performed to investigate the error of condition rating 
prediction using the three methods investigated. The total sum of errors between 
prediction models and actual inspection is calculated and the result is plotted versus the 
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number of explanatory variables. The data from 1991 to 2013 is used to develop 
deterioration models and the prediction and actual inspection of 2014 condition rating is 
used to calculate the error. It is expected that better prediction of condition ratings for a 
bridge deck elements are available when the number of explanatory variables increase. 
The normalized prediction error, obtained by taking average of absolute deviations, 
converges when the explanatory variables are more than four; except when taking the 
optimization-based approach (Figure 7-7). The small subsets affect the quality of 
prediction models negatively when optimization is implemented. One can see that the 
logistic regression results in better quality to estimate condition ratings than the 
optimization method and the percentage prediction method also performs well, even with 
small subsets.  
 
 
Figure 7-7 Normalized error versus number of explanatory variables for percentage 
prediction, logistic regresssion, and optimization based approach 
 
 To investigate the error of the three methods, future predictions are compared in 
(Figure 7-8). In order to compare the methods, the data between 1991 and 2010 (as 
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outlined previously) is used to develop and then the condition rating for 2011-2015 are 
predicted. The smallest error is observed for logistic regression when a year after 
condition ratings are predicted. Due to the increase of uncertainty in the prediction model, 
the normalized error increases significantly over time. Five years later, the normalized 
errors for the investigated methods are similar to each other, indicating all methods are 
going to be inaccurate for long-term prediction.  
 
 
Figure 7-8 Nomalized error versus age increase for percentage prediction, logistic 
regresssion, and optimization based approach  
 
Case Study 
 The previous section has verified the benefit of using Logistic regression when 
the transition probability matrix is created. It can mitigate issues with missing data when 
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small data sets are available. In this section, the bridge data is classified into five groups 
based on the region information and the deterioration models are developed for multiple 
subset. The regional investigation is supposed to verify the effectiveness of using logistic 
regression for the small data. Since the main responsibility to manage bridges is often on 
the local agencies, it is important to develop an appropriate method to develop 
deterioration models. This case study aims to explore the effectiveness of logistic 
regression using small data samples and helps to decision making process of agencies 
which are responsible to manage small number of bridge asset.  
 Wyoming includes five highway agency districts for which distribution is 
illustrated both in Figure 3-1 and Table 3-1. The same ranking system, used for the entire 
bridge data, is adopted to split the data into multiple subsets. For example, District 1 
currently includes 512 bridges and 7,763 data samples from the last 23 years’ inspections. 
The District 1 data are used to develop a deterioration model for bridges in District 1 as 
shown in Figure 7-9. 
 
 
Figure 7-9 Logistic Based MDP Deterioration model for District 1 and (b) comparison 
between prediction and inspection 
Age (Year, x)
(a)
0 10 20 30 40 50 60
De
ck
 C
on
dit
ion
 R
at
ing
 (y
)
0
1
2
3
4
5
6
7
8
9
Condition Rating
(b)
1 2 3 4 5 6 7 8 9
Nu
m
be
r o
f B
rid
ge
s
0
20
40
60
80
100
120
140
Inspection
Prediction
137 
 
A ten-year interval is used for the zoning technique and the actual inspection of 2014 
condition rating is compared with the prediction calculated by the mean of the dot 
product of transition probability matrix and 2013 condition rating. The inspection result 
shows that many bridges are rated between 5 (Fair condition) and 7 (Good condition).  
 The two explanatory variables (Type of Wearing Surface and Structure Length) 
are used to split the bridge data and the classification tree is illustrated in detail (Figure 
7-10). The second level of ranking system is sufficient to group bridges in this particular 
example and five groups are considered to develop deterioration models. Due to the 
insufficient number of bridge data, the kinks are observed for several deterioration 
models and the curve is not connected smoothly. The prediction is similar to actual 
inspection in general. 
 
 
Figure 7-10 Classfication tree using two explanatory variables for District 1 bridges 
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Figure 7-11 Logistic Based MDP Deterioration model for WS3 and SL1 in District 1 and 
(b) comparison between prediction and inspection 
 
Figure 7-11 illustrates the deterioration model for bridges associated with WS3 
and S1. Most bridges are inspected with the condition rating between 5 (Fair condition) 
and 7 (Good condition). The decrease in condition rating is fast for the first 10 years and 
the deterioration process becomes linear for the rest. 
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Figure 7-12 Logistic Based MDP Deterioration model for WS6 and SL1 in District 1 and 
(b) comparison between prediction and inspection 
 
Figure 7-12 illustrates the deterioration model for bridges associated with WS6 
and SL1.  
 
 
Figure 7-13 Logistic Based MDP Deterioration model for WS0 and SL1 in District 1 and 
(b) comparison between prediction and inspection 
 
Figure 7-13 illustrates the deterioration model for bridges associated with WS0 
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and SL1. A relatively faster deterioration is observed for the first 10 years and the process 
becomes almost linear until 50 years. The model is not reliable after 50 years due to the 
insufficient sample. 
Figure 7-14 illustrates the deterioration model for bridges associated with WS3 
and SL2 – SL5. The deterioration process is almost linear for all time intervals.  
 
 
Figure 7-14 Logistic Based MDP Deterioration model for WS3 and SL2 – SL5 in District 
1 and (b) comparison between prediction and inspection 
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Figure 7-15 Logistic Based MDP Deterioration model for WS0 and SL2 – SL5 in District 
1 and (b) comparison between prediction and inspection 
 
 Figure 7-15 illustrates the deterioration model for bridges associated with WS0 
and SL2 – SL5. The deterioration model has two kinks after 40 years.  
 
 
Conclusion 
This chapter proposes a method to develop stochastic deterioration models. In 
order to achieve the accurate prediction of bridge condition rating, the bridge data is spilt 
into multiple subsets. The classification tree is adopted for this procedure. The ranking 
system of explanatory variables is used to set the level of the classification tree.  
The traditional method to estimate the transition probability matrix is difficult to 
represent in the actual ratio of the condition rating decrease when the number of samples 
is insufficient. In order to analyze categorical data, and to model the probability, logistic 
regression is introduced. The changes of condition ratings are simplified such that it 
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either remained at the same level compared to the previous inspection or decreased by 
one. The archived binary data is used for logistic regression associated with the previous 
condition rating and the age.  
The error analysis demonstrates that the proposed method using logistic 
regression enables us to predict the condition rating more accurately compared to the 
percentage prediction and optimization based approach. For the verification of using 
small size data, bridges for District 1 are grouped and the classification is processed. The 
logistic regression is successful at developing deterioration models and the transition 
probability matrix expects condition rating accurately.   
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 CHAPTER 8
SUMMARY, CONCLUSIONS, AND RECOMMENDED FUTURE RESEARCH 
General 
Both deterministic and stochastic deterioration models were developed for the 
prediction of deck, superstructure, and substructure components of Wyoming bridges. 
The yearly inspected data included regular inspection without specific description so that 
the development of individual deterioration models is challenging. A method for 
selecting explanatory variables while eliminating anthropogenic bias was developed to 
eliminate human perception from deterioration modeling. Finally, a new logistic 
regression based technique was developed to estimate Markov Chain transition 
probability matrices, which was shown to be more accurate, especially for smaller data 
sets. 
 
Summary 
 In this study, a framework based on LASSO regression and covariance analysis is 
proposed to mitigate human bias in explanatory variable selection for bridge deterioration 
modeling. The framework aims to standardize the process to develop deterioration 
models in States or municipalities, and to utilize inspection data effectively by 
eliminating redundant data contribution and selecting an informative variable set. The 
framework is mainly split into two sub-tasks which are 1) the elimination of duplicates 
using covariance analysis and 2) the selection of explanatory variables and their 
sequential order using LASSO regression.  
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The yearly inspected NBI data for all Wyoming bridges are used to check the 
year-to-year reliability, using a separate covariance correlation analysis, confirms the 
adequacy of federal inspection intervals and allows efficient use of recent inspection data. 
The correlation analysis demonstrates that biannual inspection guarantees the accurate 
prediction of deterioration models.  
The covariance analysis identifies three duplicate sets and eliminates four 
variables from the candidates for the deck, superstructure, and substructure elements. The 
LASSO regression distinguishes the optimal number of explanatory variables and ranks 
them for each element. The proposed framework is validated by developing deterioration 
models for Wyoming bridges, and comparing them to deterioration models using 
commonly selected explanatory variables. The deterioration models are developed for 
deck, superstructure, and substructure elements with the consideration of top three ranked 
explanatory variables. The multiple explanatory variables enable us to develop more 
specific deterioration models rather than using a single variable; error marginally 
improved when using more than one explanatory variable.  
For deck elements, the deterioration models for [Type of Wearing Surface, 
Structure Length, Functional Classification of Inventory Route, and Average Daily 
Traffic] are developed. For the superstructure element, the deterioration models for [Deck 
Structure Type, Bridge Roadway Width (Curb to Curb), Functional Classification of 
Inventory Route, and Length of Maximum Span] are developed. For the substructure 
element, the deterioration models for [Type of Wearing Surface, Design Load, Bridge 
Roadway Width (Curb to Curb), and Functional Classification of Inventory Route] are 
developed. 
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The deterioration models can be developed by using the ranking system of 
explanatory variables. The deterministic and stochastic deterioration models are 
successfully developed. In order to improve the quality of deterioration models, several 
statistical methods are implemented. The following is a brief conclusion, which is 
categorized for the selection of explanatory variables, and the development of stochastic 
deterioration models using logistic regression. 
 
Conclusion 
The brief conclusion has been derived from each research tasks as follows. 
1) Selection of explanatory variables 
 A combined LASSO and covariance analysis approach can eliminate or mitigate human 
bias in selecting explanatory variables. 
 Using the proposed approach can identify variables that would otherwise not be 
considered important. This information can be important to future bridge designs as 
well as BMSs. 
 Using variables from the proposed approach can improve the accuracy of deterioration 
models based on the L2 relative error norm. 
 Appropriate selection of explanatory variables is important. The inclusion of additional 
variables in a model or BMS may only result in marginal improvement of the overall 
accuracy. 
2) Development of stochastic deterioration model using logistic regression 
 A logistic regression model was successfully used to model categorical data and was 
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shown to be beneficial for a small data set. 
 Since the procedure for the classification tree and zoning technique reduce the size of 
data, logistic regression can be used effectively to estimate the transition probability 
matrix to obtain predictions that are more accurate. 
 The proposed method, based on logistic regression, can improve the accuracy of 
prediction compared to the traditional methods including the percentage prediction 
method and optimization based approach for short and long-term predictions. 
 The error between actual inspection and prediction of condition rating increases as the 
increase of prediction year due to the model uncertainty. This is true of all Markov 
Chain based methods investigated. For this reason, all deterioration models should be 
updated frequently. 
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APPENDIX A. LICENSE AGREEMENT 
This software is copyrighted by Utah State University and the Wyoming 
Department of Transportation and the State of Wyoming (2016), and distributed under 
the GPLv2 open-source license, reproduced below: 
 
Preamble 
The licenses for most software are designed to take away your freedom to share 
and change it. By contrast, the GNU General Public License is intended to guarantee 
your freedom to share and change free software–to make sure the software is free for all 
its users. This General Public License applies to most of the Free Software Foundation’s 
software and to any other program whose authors commit to using it. (Some other Free 
Software Foundation software is covered by the GNU Lesser General Public License 
instead.) You can apply it to your programs, too. 
When we speak of free software, we are referring to freedom, not price. Our 
General Public Licenses are designed to make sure that you have the freedom to 
distribute copies of free software (and charge for this service if you wish), that you 
receive source code or can get it if you want it, that you can change the software or use 
pieces of it in new free programs; and that you know you can do these things. 
 
To protect your rights, we need to make restrictions that forbid anyone to deny 
you these rights or to ask you to surrender the rights. These restrictions translate to 
certain responsibilities for you if you distribute copies of the software, or if you modify 
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it. 
 
For example, if you distribute copies of such a program, whether gratis or for a 
fee, you must give the recipients all the rights that you have. You must make sure that 
they, too, receive or can get the source code. And you must show them these terms so 
they know their rights. 
We protect your rights with two steps: (1) copyright the software, and (2) offer 
you this license which gives you legal permission to copy, distribute and/or modify the 
software. 
 
Also, for each author’s protection and ours, we want to make certain that 
everyone understands that there is no warranty for this free software. If the software is 
modified by someone else and passed on, we want its recipients to know that what they 
have is not the original, so that any problems introduced by others will not reflect on the 
original authors’ reputations. 
 
Finally, any free program is threatened constantly by software patents. We wish 
to avoid the danger that redistributors of a free program will individually obtain patent 
licenses, in effect making the program proprietary. To prevent this, we have made it 
clear that any patent must be licensed for everyone’s free use or not licensed at all. 
 
The precise terms and conditions for copying, distribution and modification 
follow. 
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Terms and conditions for copying, distribution and modification 
0. This License applies to any program or other work which contains a notice placed 
by thecopyright holder saying it may be distributed under the terms of this 
General Public License. The “Program”, below, refers to any such program or 
work, and a “work based on the Program” means either the Program or any 
derivative work under copyright law: that is to say, a work containing the 
Program or a portion of it, either verbatim or with modifications and/or translated 
into another language. (Hereinafter, translation is included without limitation in 
the term “modification”.) Each licensee is addressed as “you”. 
Activities other than copying, distribution and modification are not covered by 
this License; they are outside its scope. The act of running the Program is not 
restricted, and the output from the Program is covered only if its contents 
constitute a work based on the Program (independent of having been made by 
running the Program). Whether that is true depends on what the Program does. 
 
1. You may copy and distribute verbatim copies of the Program’s source code as 
you receiveit, in any medium, provided that you conspicuously and appropriately 
publish on each copy an appropriate copyright notice and disclaimer of warranty; 
keep intact all the notices that refer to this License and to the absence of any 
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warranty; and give any other recipients of the Program a copy of this License 
along with the Program. 
You may charge a fee for the physical act of transferring a copy, and you may at 
your option offer warranty protection in exchange for a fee. 
 
2. You may modify your copy or copies of the Program or any portion of it, thus 
forming a work based on the Program, and copy and distribute such 
modifications or work under the terms of Section 1 above, provided that you also 
meet all of these conditions: 
(a) You must cause the modified files to carry prominent notices stating that 
you changed the files and the date of any change. 
(b) You must cause any work that you distribute or publish, that in whole or in 
part contains or is derived from the Program or any part thereof, to be 
licensed as a whole at no charge to all third parties under the terms of this 
License. 
(c) If the modified program normally reads commands interactively when run, 
you must cause it, when started running for such interactive use in the most 
ordinary way, to print or display an announcement including an appropriate 
copyright notice and a notice that there is no warranty (or else, saying that 
you provide a warranty) and that users may redistribute the program under 
these conditions, and telling the user how to view a copy of this License. 
(Exception: if the Program itself is interactive but does not normally print 
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such an announcement, your work based on the Program is not required to 
print an announcement.) 
These requirements apply to the modified work as a whole. If identifiable 
sections of that work are not derived from the Program, and can be reasonably 
considered independent and separate works in themselves, then this License, and 
its terms, do not apply to those sections when you distribute them as separate 
works. But when you distribute the same sections as part of a whole which is a 
work based on the Program, the distribution of the whole must be on the terms of 
this License, whose permissions for other licensees extend to the entire whole, 
and thus to each and every part regardless of who wrote it. 
Thus, it is not the intent of this section to claim rights or contest your rights to 
work written entirely by you; rather, the intent is to exercise the right to control 
the distribution of derivative or collective works based on the Program. 
In addition, mere aggregation of another work not based on the Program with the 
Program (or with a work based on the Program) on a volume of a storage or 
distribution medium does not bring the other work under the scope of this 
License. 
3. You may copy and distribute the Program (or a work based on it, under Section 
2) in object code or executable form under the terms of Sections 1 and 2 above 
provided that you also do one of the following: 
158 
(a) Accompany it with the complete corresponding machine-readable source 
code, which must be distributed under the terms of Sections 1 and 2 above 
on a medium customarily used for software interchange; or, 
(b) Accompany it with a written offer, valid for at least three years, to give any 
third party, for a charge no more than your cost of physically performing 
source distribution, a complete machine-readable copy of the corresponding 
source code, to be distributed under the terms of Sections 1 and 2 above on a 
medium customarily used for software interchange; or, 
(c) Accompany it with the information you received as to the offer to distribute 
corresponding source code. (This alternative is allowed only for 
noncommercial distribution and only if you received the program in object 
code or executable form with such an offer, in accord with Subsection b 
above.) 
The source code for a work means the preferred form of the work for making 
modifications to it. For an executable work, complete source code means all the 
source code for all modules it contains, plus any associated interface definition 
files, plus the scripts used to control compilation and installation of the 
executable. However, as a special exception, the source code distributed need 
not include anything that is normally distributed (in either source or binary form) 
with the major components (compiler, kernel, and so on) of the operating system 
on which the executable runs, unless that component itself accompanies the 
executable. 
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If distribution of executable or object code is made by offering access to copy 
from a designated place, then offering equivalent access to copy the source code 
from the same place counts as distribution of the source code, even though third 
parties are not compelled to copy the source along with the object code. 
 
4. You may not copy, modify, sublicense, or distribute the Program except as 
expressly provided under this License. Any attempt otherwise to copy, modify, 
sublicense or distribute the Program is void, and will automatically terminate 
your rights under this License. However, parties who have received copies, or 
rights, from you under this License will not have their licenses terminated so 
long as such parties remain in full compliance. 
5. You are not required to accept this License, since you have not signed it. 
However, nothing else grants you permission to modify or distribute the 
Program or its derivative works. These actions are prohibited by law if you do 
not accept this License. Therefore, by modifying or distributing the Program (or 
any work based on the Program), you indicate your acceptance of this License to 
do so, and all its terms and conditions for copying, distributing or modifying the 
Program or works based on it. 
6. Each time you redistribute the Program (or any work based on the Program), the 
recipient automatically receives a license from the original licensor to copy, 
distribute or modify the Program subject to these terms and conditions. You may 
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not impose any further restrictions on the recipients’ exercise of the rights 
granted herein. You are not responsible for enforcing compliance by third parties 
to this License. 
7. If, as a consequence of a court judgment or allegation of patent infringement or 
for any other reason (not limited to patent issues), conditions are imposed on 
you (whether by court order, agreement or otherwise) that contradict the 
conditions of this License, they do not excuse you from the conditions of this 
License. If you cannot distribute so as to satisfy simultaneously your obligations 
under this License and any other pertinent obligations, then as a consequence 
you may not distribute the Program at all. For example, if a patent license would 
not permit royalty-free redistribution of the Program by all those who receive 
copies directly or indirectly through you, then the only way you could satisfy 
both it and this License would be to refrain entirely from distribution of the 
Program. 
If any portion of this section is held invalid or unenforceable under any 
particular circumstance, the balance of the section is intended to apply and the 
section as a whole is intended to apply in other circumstances. 
It is not the purpose of this section to induce you to infringe any patents or other 
property right claims or to contest validity of any such claims; this section has 
the sole purpose of protecting the integrity of the free software distribution 
system, which is implemented by public license practices. Many people have 
made generous contributions to the wide range of software distributed through 
that system in reliance on consistent application of that system; it is up to the 
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author/donor to decide if he or she is willing to distribute software through any 
other system and a licensee cannot impose that choice. 
This section is intended to make thoroughly clear what is believed to be a 
consequence of the rest of this License. 
 
8. If the distribution and/or use of the Program is restricted in certain countries 
either bypatents or by copyrighted interfaces, the original copyright holder who 
places the Program under this License may add an explicit geographical 
distribution limitation excluding those countries, so that distribution is permitted 
only in or among countries not thus excluded. In such case, this License 
incorporates the limitation as if written in the body of this License. 
9. The Free Software Foundation may publish revised and/or new versions of the 
General Public License from time to time. Such new versions will be similar in 
spirit to the present version, but may differ in detail to address new problems or 
concerns. 
Each version is given a distinguishing version number. If the Program specifies 
a version number of this License which applies to it and “any later version”, you 
have the option of following the terms and conditions either of that version or of 
any later version published by the Free Software Foundation. If the Program 
does not specify a version number of this License, you may choose any version 
ever published by the Free Software Foundation. 
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10. If you wish to incorporate parts of the Program into other free programs whose 
distribution conditions are different, write to the author to ask for permission. 
For software which is copyrighted by the Free Software Foundation, write to the 
Free Software Foundation; we sometimes make exceptions for this. Our decision 
will be guided by the two goals of preserving the free status of all derivatives of 
our free software and of promoting the sharing and reuse of software generally. 
No Warranty 
Because the program is licensed free of charge, there is no warranty for the 
program, to the extent permitted by Applicable law. Except when otherwise stated in 
writing the copyright holders and/or other parties provide the program ”as is” without 
warranty of any kind, either expressed or implied, including, but not limited to, the 
implied warranties of merchantability and fitness for a particular purpose. The entire risk 
as to the quality and performance of the program is with you. Should the program prove 
defective, you assume the cost of all necessary servicing, repair or correction. 
 
In no event unless required by applicable law or agreed to in writing will any 
copyright holder, or any other party who may modify and/or redistribute the program as 
permitted above, be liable to you for damages, including any general, special, incidental 
or consequential damages arising out of the use or inability to use the program (including 
but not limited to loss of data or data being rendered inaccurate or losses sustained by you 
or third parties or a failure of the program to operate with any other programs), even if 
such holder or other party has been advised of the possibility of such damages. 
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APPENDIX B. PROGRAM CODES 
Matlab is used to develop stochastic deterioration models with the consideration 
of two explanatory variables. This code is designed to simplify the process to access the 
future inspection data and to develop deterioration models consistently. In order to 
operate the actual code, Matlab compiler 8.5 (exactly same version) (© 1994-2016 The 
MathWorks, Inc) has to be installed. The code is designed to read ‘ascii code’ text file 
and its name should be ‘WYxxxx.txt’ where the ‘xxxx’ is the year of inspection.  
 
Three codes are developed which are: 1) Load_NBI_DATA_WYDOT.m, 2) 
DTR_MODEL_WYDOT.m, and 3) DTR_Plotting.m. ‘Load_NBI_DATA_WYDOT.m’ 
is aimed to load the inspection data from 1991 to the one that the user can access. It 
creates a big data file named “RAW_DATA.mat’ which includes all inspection data, 
condition ratings, and the geometry and climate information. 
‘DTR_MODEL_WYDOT.m’ is the main code to develop deterioration models. Based on 
the raking system for explanatory variables, this code splits the bridge data into multiple 
subsets which are tossed to the sub-routine code ‘DTR_Plotting.m.’ The percentage 
prediction method is used to estimate the transition probability matrix and zoning 
technique with 30 years interval is utilized. The deterioration model is developed for each 
subset and the followings are the specific code. 
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Load_NBI_DATA_WYDOT.m 
 Lines 1 – 6: The number of strings to recognize all inspection items in a line of 
inspection data is coded. The definition of items and their length is described by 
Weseman (1995).  
 Line 8: ‘FOR’ loop to load the ascii file from 1992 to 2014 inspection data. 23 
indicates the number of years for the historical data.  
 Lines 55 – 58: ‘ie’ defines a vector of indices including candidate variables, condition 
rating, and year reconstructed. The item, year reconstructed, is used to replace year 
built and to update the age of bridge when the inspection year is newer than year 
reconstructed.  
 Line 60: ‘ic’ defines the deck, superstructure, and substructure condition rating 
indices assigned for ‘ic. 
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16 
Copyright State of Wyoming, Wyoming Department of Transportation, and 
Utah State University. Licensed under PGLv2 open-source license. 
index_l = [  3; 15;  1;  1;  1;  5;  1;  2;  3;  5; 24;  1; 18; 25;  4;  7;  1; 10;  2;  8; 
             9;  3;  1;  2;  2;  2;  4;  2;  2;  6;  4;  1;  4;  1;  2;  1;  1;  1;  1;  1; 
             1;  1;  4;  5;  1;  1;  1;  1;  2;  1;  2;  3;  4;  3;  5;  6;  3;  3;  4;  4; 
             4;  1;  4;  1;  3;  3;  1;  1;  1;  1;  1;  1;  3;  1;  3;  1;  1;  1;  1;  1; 
             1;  2;  1;  6;  4;  2;  3;  3;  3;  4;  4;  4;  6;  6;  6;  4;  3;  2; 15;  1; 
             1;  1;  1;  1;  1;  4;  1;  1;  1;  1;  2;  1;  1;  1;  1;  6;  4;  4;]; 
          
for i = 23:-1:1 
    eval(['bdg_insp = dataread(''file'', ''WY' num2str(i+1991) '.txt'', ''%s'', 
''delimiter'', ''\n'');']); 
         
    if i == 23 
        for j = 1:size(bdg_insp,1) 
            indv_bdg = bdg_insp{j}; 
            bdg_name{j,1} = indv_bdg(4:18); 
            n = j; 
            m = 0; 
166 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
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            for k = 1:length(index_l)      
                bdg{j,k,i} = indv_bdg(m+1:m+index_l(k)); 
                m = m + index_l(k); 
            end 
        end 
    else 
        for j = 1:size(bdg_insp,1) 
            indv_bdg = bdg_insp{j}; 
            bdg_nt = indv_bdg(4:18); 
            k = 1; 
            while k <= n 
                bdg_comp = bdg_name{k,1}; 
                if bdg_nt == bdg_comp 
                    m = 0; 
                    for k2 = 1:length(index_l)      
                        bdg{k,k2,i} = indv_bdg(m+1:m+index_l(k2)); 
                        m = m + index_l(k2); 
                    end 
                    break;                     
                else 
                    if k < n 
                        k = k+1; 
                    else 
                        bdg_name{n+1} = bdg_nt; 
                        n = n+1; 
                        m = 0; 
                        for k2 = 1:length(index_l)      
                            bdg{n,k2,i} = indv_bdg(m+1:m+index_l(k2)); 
                            m = m + index_l(k2); 
                        end 
                        break; 
                    end 
                end 
            end 
        end 
    end         
end 
  
ie = [   4;   8;  17;  24;  26;  27;  28;  29;  30;  32; 
        35;  46;  47;  48;  49;  52;  54;  55;  56;  59; 
        60; 107; 108; 109; 110; 111; 112;  67;  68;  69; 
        106]'; 
Bdg_Candidate = zeros(size(bdg,1),length(ie)+3,size(bdg,3)); 
ic = [28 29 30]; 
  
%% Mapping precipitation, average temperature, and elevation  
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71 
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load Precip 
load TempAvg 
load Elev 
  
LongLeftLimit = -(111 + 5/48); 
LongRightLimit = -(103 + 47/48); 
LatMinLimit = 40 + 15/16; 
LatMaxLimit = 45 + 1/16; 
LatLongIncrement = 1/120; 
  
for i = 1:size(bdg,3) 
    for k = 1:size(bdg,1) 
        for j = 1:length(ie) 
            Bdg_Candidate(k,j,i) = str2double(bdg{k,ie(j),i}); 
            if ie(j) == 54 || ie(j) == 55 || ie(j) == 56 || ie(j) == 59 || ie(j) == 60                 
                Bdg_Candidate(k,j,i) = Bdg_Candidate(k,j,i)/10; 
            elseif ie(j) == 111 
                Bdg_Candidate(k,j,i) = Bdg_Candidate(k,j,i)/100; 
            end             
        end 
         
        LatitudeRaw = str2double(bdg{k,20,i}); 
        LongitudeRaw = str2double(bdg{k,21,i}); 
                 
        r = floor(LatitudeRaw/10^6); 
        s = floor((LatitudeRaw-r*10^6)/10^4); 
        t = (LatitudeRaw-r*10^6-s*10^4)/10^2; 
        LatitudeRaw = r + s/60 + t/3600; 
         
        r = floor(LongitudeRaw/10^6); 
        s = floor((LongitudeRaw-r*10^6)/10^4); 
        t = (LongitudeRaw-r*10^6-s*10^4)/10^2; 
        LongitudeRaw = -(r + s/60 + t/3600); 
         
        Bdg_Candidate(k,j+1,i) = 
interp2((LongLeftLimit:LatLongIncrement:LongRightLimit),(LatMinLimit:La
tLongIncrement:LatMaxLimit),Precip,LongitudeRaw,(LatMaxLimit + 
LatMinLimit -LatitudeRaw))./1000; 
        Bdg_Candidate(k,j+2,i) = 
interp2((LongLeftLimit:LatLongIncrement:LongRightLimit),(LatMinLimit:La
tLongIncrement:LatMaxLimit),TempAvg,LongitudeRaw,(LatMaxLimit + 
LatMinLimit -LatitudeRaw)); 
        Bdg_Candidate(k,j+3,i) = 
interp2((LongLeftLimit:LatLongIncrement:LongRightLimit),(LatMinLimit:La
tLongIncrement:LatMaxLimit),Elev,LongitudeRaw,(LatMaxLimit + 
168 
 
101 
102 
103 
104 
LatMinLimit -LatitudeRaw))./1000; 
    end     
end 
  
save RAW_DATA Bdg_Candidate 
 
 
DTR_MODEL_WYDOT.m 
 Lines 5 - 31: the candidate variable information is described with item index 
(assigned index for analysis).  
 Lines 33 -35: the condition rating information is described with item index (assigned 
index for analysis). The assigned index will be disappeared when splitting condition 
ratings as separate data.  
 Line 47: ‘Year Reconstructed’ is described with item index (assigned index).  
 Lines 39 – 40: latitude and longitude information with item index.  
 Lines 41 – 43: precipitation, average temperature, and altitude are described with 
(assigned index for analysis).  
 Lines 86 – 114: specific indices for candidate variable and the type of data are 
defined. The value for type is the interval to discretize the continuous inspection data 
when it is not unity. When it is unity, the program recognizes the candidate variable 
can use all defined indices.  
 Line 117: ‘cond_index’ denotes the target element to develop deterioration models 
such that 1) deck, 2) superstructure, and 3) substructure.  
 Line 118: ‘year’ denotes the last year of the archived inspection data.  
 ines 140 – 142: ‘ci1_set’, ‘ci2_set’, and ‘ci3_set’ are the result of raking system to 
select explanatory variables for deck, superstructure, and substructure elements.  
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Copyright State of Wyoming, Wyoming Department of Transportation, and Utah 
State University. Licensed under PGLv2 open-source license. 
clear; 
close all; 
clc 
  
%   4(01): Route Signing Prefix 
%   8(02): Highway Agency Distric 
%  17(03): Base Highway Network 
%  24(04): Maintenance Responsibility 
%  26(05): Functional Classification of Inventory Route 
%  27(06): Year Built 
%  28(07): Lanes on the Structure 
%  29(08): Lanes under the Structure 
%  30(09): Average Daily Traffic 
%  32(10): Design Load 
%  35(11): Skew 
%  46(12): Type of Service on Bridge 
%  47(13): Type of Service under Bridge 
%  48(14): Kind of Material and/or Design 
%  49(15): Type of Design and/or Construction 
%  52(16): Number of Spans in Main Unit 
%  54(17): Inventory Route, Total Horizontal Clearance 
%  55(18): Length of Maximum Span 
%  56(19): Structure Length 
%  59(20): Bridge Roadway Width (Curb to Curb) 
%  60(21): Deck Width (Out to Out) 
% 107(22): Deck Structure Type 
% 108(23): Type of Wearing Surface 
% 109(24): Type of Membrane 
% 110(25): Deck Protection 
% 111(26): Average Daily Truck Traffic 
% 112(27): Designated National Network 
  
%  67(28): Deck Condition 
%  68(29): Superstructure Condition 
%  69(30): Substructure Condition 
  
% 106(31): Reconstruction Year  
  
%  20(XX): Latitude 
%  21(XX): Logitude 
% Brg(29) Precipitation 
% Brg(30) Average Temperature 
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% Brg(31) Elevation 
  
load RAW_DATA 
% Candidate variable amongst all nbi data % 
ie = [   4;   8;  17;  24;  26;  27;  28;  29;  30;  32;  
        35;  46;  47;  48;  49;  52;  54;  55;  56;  59;   
        60; 107; 108; 109; 110; 111; 112;  67;  68;  69; 
       106]'; 
  
ic = [28 29 30]; 
  
Brd = Bdg_Candidate; 
Bcd = Bdg_Candidate(:,ic,:); 
Brd(:,ic,:) = []; 
  
% Replacing year built to reconstructed year and Converting year built into 
% age   
yb = zeros(size(Brd,1),size(Brd,3)); 
for i = 1:size(Brd,1) 
    for j = 1:size(Brd,3) 
        yb(i,j) = Brd(i,6,j); 
        if Brd(i,28,j) > yb(i,j) && Brd(i,28,j) <= 1991+j 
            yb(i,j) = Brd(i,28,j); 
        end 
    end     
end 
  
% Deterioration simplification % 
dtr = nan(size(Bcd,1),3,size(Bcd,3)-1); 
for i = 1:3 
    for j = 1:size(Bcd,3)-1 
        for k = 1:size(Bcd,1) 
            dt = Bcd(k,i,j) - Bcd(k,i,j+1); 
            if dt >= 1 && Bcd(k,i,j) >= 2 
                dtr(k,i,j) = 1; 
            elseif dt == 0 && Bcd(k,i,j) >= 1 
                dtr(k,i,j) = 0; 
            end           
        end 
    end 
end 
    
% Canditdate variable information % 
var_info.var01.index = (1:5);                           var_info.var01.type = 1; 
var_info.var02.index = (1:8);                           var_info.var02.type = 1; 
var_info.var03.index = [0 1];                           var_info.var03.type = 1; 
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var_info.var04.index = [1 2 3 4 62 66];                 var_info.var04.type = 1; 
var_info.var05.index = [1 2 6 7 8 9 11 12 14 16 17 19]; var_info.var05.type = 1; 
var_info.var07.index = (1:5);                           var_info.var07.type = 1; 
var_info.var08.index = (0:6);                           var_info.var08.type = 1; 
var_info.var09.index = (1:5);                           var_info.var09.type = 5000; 
var_info.var10.index = [1 2 3 4 5 6 7 8 9 0];           var_info.var10.type = 1; 
var_info.var11.index = (1:5);                           var_info.var11.type = 15; 
var_info.var12.index = [1 2 3 4 5 6 7 8 9 0];           var_info.var12.type = 1; 
var_info.var13.index = [1 2 3 4 5 6 7 8 9 0];           var_info.var13.type = 1; 
var_info.var14.index = [1 2 3 4 5 6 7 8 9 0];           var_info.var14.type = 1; 
var_info.var15.index = [1 2 3 4 5 6 7 9 10 22];         var_info.var15.type = 1; 
var_info.var16.index = (1:9);                           var_info.var16.type = 2; 
var_info.var17.index = (1:6);                           var_info.var17.type = 5; 
var_info.var18.index = (1:5);                           var_info.var18.type = 20; 
var_info.var19.index = (1:5);                           var_info.var19.type = 50; 
var_info.var20.index = (1:6);                           var_info.var20.type = 5; 
var_info.var21.index = (1:6);                           var_info.var21.type = 5; 
var_info.var22.index = (1:9);                           var_info.var22.type = 1; 
var_info.var23.index = [1 2 3 4 5 6 7 8 9 0];           var_info.var23.type = 1; 
var_info.var24.index = [1 2 3 8 9 0];                   var_info.var24.type = 1; 
var_info.var25.index = [1 2 3 4 6 7 8 9 0];             var_info.var25.type = 1; 
var_info.var26.index = (1:5);                           var_info.var26.type = 0.1; 
var_info.var27.index = [0 1];                           var_info.var27.type = 1; 
var_info.var29.index = (1:6);                           var_info.var29.type = 0.2; 
var_info.var30.index = (0:5);                           var_info.var30.type = 2; 
var_info.var31.index = (1:7);                           var_info.var31.type = 0.5; 
  
%% 2014 Inspection Data %% 
cond_index = 1; 
year = 2014; 
ay = year - 1991; 
 
brd = zeros(size(Brd,1)*size(Brd,3),size(Brd,2)); 
bcd = zeros(size(Bcd,1)*size(Bcd,3),size(Bcd,2)); 
dtr_bln = nan(size(dtr,1)*size(dtr,3),size(dtr,2)); 
age = nan(size(yb,1)*size(yb,2),1); 
yb_i = zeros(length(age),1); 
  
for i = 1:size(Bcd,3) 
    brd((i-1)*size(Brd,1)+1:i*size(Brd,1),:) = Brd(:,:,i); 
    bcd((i-1)*size(Bcd,1)+1:i*size(Bcd,1),:) = Bcd(:,:,i); 
    if i ~= size(Bcd,3) 
        dtr_bln((i-1)*size(dtr,1)+1:i*size(dtr,1),:) = dtr(:,:,i); 
    end 
    age((i-1)*size(yb,1)+1:i*size(yb,1),1) = i+1991 - yb(:,i);     
    yb_i((i-1)*size(yb,1)+1:i*size(yb,1),1) = i;     
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end 
  
dtr_bln = [dtr_bln; 10*ones(size(Bcd,1),size(Bcd,2))]; 
est_cnd = (1:size(bcd,1))'; 
  
ci1_set = [23 19 5 9 7 2 30 11 4 10 16 29 8 21 22 14 27 18 24 26 31 15 25 13 
12]; 
ci2_set = [22 20 5 18 15 19 4 25 30 12 14 24 29 16 1 23 7 8 11 27 2 13 31]; 
ci3_set = [23 10 20 5 26 30 1 24 11 12 13 2 4 14 29 8 16 19 22 15 25]; 
  
for k = 2:2 
  
    eval(['exp_var_set = ci' num2str(cond_index) '_set(1:k);']); 
    age_t = age; 
    brd_t = brd(:,exp_var_set); 
    bcd_t = bcd(:,cond_index); 
    dtr_bln_t = dtr_bln(:,cond_index); 
    b_index = (1:size(bcd,1))'; 
    yb_it = yb_i; 
  
    if k == 1 
        sub_info.index = 10^10; 
        sub_info.age = age_t; 
        sub_info.cr = bcd_t; 
        sub_info.dtr = dtr_bln_t; 
        sub_info.b_index = b_index; 
        sub_info.yb_it = yb_it; 
        sub_info.cond_index = cond_index; 
        [trans_mc, br_index, apdt] = DTR_Plotting(sub_info); 
        for lbi = 1:size(br_index,1) 
            est_cnd(br_index(lbi,1),2) = br_index(lbi,2); 
        end 
    end 
    final = []; 
  
    m = length(exp_var_set); 
    list_n = 1; 
    min_bdg = 50; 
    min_dtr = 200; 
  
  
    for i = 1:length(exp_var_set(1:m)) 
        eval(['temp_var= var_info.var' num2str(exp_var_set(i),'%02d') ';']); 
        int_tmp = temp_var.type; 
        if int_tmp ~= 1 
            brd_t(:,i) = floor(brd_t(:,i)/int_tmp) + 1; 
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            for j = 1:size(brd_t,1) 
                if brd_t(j,i) > max(temp_var.index) 
                        brd_t(j,i) = max(temp_var.index); 
                end 
            end 
        end 
    end 
  
    while m >= length(exp_var_set)-1 && m > 0 
        lt = zeros(1,m); 
        for i = 1:length(exp_var_set(1:m)) 
            eval(['lt(i) = length(var_info.var' num2str(exp_var_set(i),'%02d') 
'.index);']); 
        end 
  
        total_c = prod(lt); 
        n = length(lt); 
  
        list_var = zeros(total_c,n); 
        int_var = 1; 
        while n > 0 
            eval(['temp_l = var_info.var' num2str(exp_var_set(n),'%02d') '.index;']); 
            total_c = total_c / length(temp_l); 
            for i = 1:total_c 
                for j = 1:length(temp_l) 
                    list_var((i-1)*length(temp_l)*int_var+(j-1)*int_var+1:(i-
1)*length(temp_l)*int_var+j*int_var,n) = temp_l(j);         
                end 
            end 
            int_var = int_var*length(temp_l); 
            n = n-1; 
        end 
  
        bdg_cls = nan(size(brd_t,1),1); 
        for i = 1:size(brd_t,1) 
            for j = 1:size(list_var,1) 
                if norm(list_var(j,:) - brd_t(i,1:m)) == 0 
                    bdg_cls(i) = j; 
                end 
            end 
        end 
  
        eval(['temp_l = var_info.var' num2str(exp_var_set(m),'%02d') '.index;']); 
  
        for i = 1:size(list_var,1)/length(temp_l) 
            rb_cmplt = 0; 
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            for j = 1:length(temp_l) 
                tar_index = bdg_cls == (i-1)*length(temp_l)+j; 
                 
                if sum(tar_index) >= min_dtr && sum(yb_it(tar_index) == 23) >= 
min_bdg 
                    eval(['final.var' num2str(list_n,'%02d') '.cond_index = 
cond_index;']); 
                    eval(['final.var' num2str(list_n,'%02d') '.index = list_var((i-
1)*length(temp_l)+j,:);']); 
                    eval(['final.var' num2str(list_n,'%02d') '.num_bdg = 
sum(yb_it(tar_index) == 23);']); 
                    eval(['final.var' num2str(list_n,'%02d') '.age = age_t(tar_index,:);']); 
                    eval(['final.var' num2str(list_n,'%02d') '.cr = bcd_t(tar_index,:);']); 
                    eval(['final.var' num2str(list_n,'%02d') '.dtr = 
dtr_bln_t(tar_index,:);']); 
                    eval(['final.var' num2str(list_n,'%02d') '.b_index = 
b_index(tar_index,1);']); 
                    eval(['final.var' num2str(list_n,'%02d') '.yb_it = yb_it(tar_index);']);   
                     
                    eval(['sub_info = final.var' num2str(list_n,'%02d') ';']); 
                    [trans_mc, br_index, apdt] = DTR_Plotting(sub_info); 
                    eval(['final.var' num2str(list_n,'%02d') '.trans_mc = trans_mc;']); 
                     
                    eval(['output = final.var' num2str(list_n,'%02d') ';']); 
                    output = rmfield(output,'age'); 
                    output = rmfield(output,'cr'); 
                    output = rmfield(output,'dtr'); 
                    output = rmfield(output,'b_index'); 
                    output = rmfield(output,'yb_it'); 
                     
                    struct2csv(output,'output.csv'); 
                    files = dir('output.csv'); 
                    eval(['movefile(files.name, sprintf(''output' num2str(list_n,'%02d') 
'.csv'',''f''));']); 
                 
                    for lbi = 1:size(br_index,1) 
                        est_cnd(br_index(lbi,1),k+2) = br_index(lbi,2); 
                    end 
                                         
                    age_t(tar_index,:) = []; 
                    bcd_t(tar_index,:) = []; 
                    brd_t(tar_index,:) = []; 
                    dtr_bln_t(tar_index,:) = []; 
                    b_index(tar_index) = []; 
                    yb_it(tar_index) = []; 
                    bdg_cls(tar_index) = []; 
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                    list_n = list_n + 1; 
                    rb_cmplt = 1; 
                else 
                    list_var((i-1)*length(temp_l)+j,m) = 10^10; 
                    bdg_cls(tar_index) = 10^10; 
                end 
            end 
  
            if m == 1 
                tar_index = bdg_cls == 10^10; 
  
                [~,l_ind] = max(list_var((i-1)*length(temp_l)+1:i*length(temp_l),m)); 
  
                eval(['final.var' num2str(list_n,'%02d') '.cond_index = cond_index;']); 
                eval(['final.var' num2str(list_n,'%02d') '.index = list_var((i-
1)*length(temp_l)+l_ind(1),:);']); 
                eval(['final.var' num2str(list_n,'%02d') '.num_bdg = 
sum(yb_it(tar_index) == 23);']); 
                eval(['final.var' num2str(list_n,'%02d') '.age = age_t(tar_index,:);']); 
                eval(['final.var' num2str(list_n,'%02d') '.cr = bcd_t(tar_index,:);']); 
                eval(['final.var' num2str(list_n,'%02d') '.dtr = dtr_bln_t(tar_index,:);']); 
                eval(['final.var' num2str(list_n,'%02d') '.b_index = 
est_cnd(tar_index,1);']); 
                eval(['final.var' num2str(list_n,'%02d') '.yb_it = yb_it(tar_index);']);  
                 
                eval(['sub_info = final.var' num2str(list_n,'%02d') ';']); 
                 
                [trans_mc, br_index, apdt] = DTR_Plotting(sub_info); 
                eval(['final.var' num2str(list_n,'%02d') '.trans_mc = trans_mc;']); 
                 
                eval(['output = final.var' num2str(list_n,'%02d') ';']); 
                output = rmfield(output,'age'); 
                output = rmfield(output,'cr'); 
                output = rmfield(output,'dtr'); 
                output = rmfield(output,'b_index'); 
                output = rmfield(output,'yb_it'); 
                 
                struct2csv(output,'output.csv'); 
                files = dir('output.csv'); 
                eval(['movefile(files.name, sprintf(''output' num2str(list_n,'%02d') 
'.csv'',''f''));']); 
  
                for lbi = 1:size(br_index,1) 
                    est_cnd(br_index(lbi,1),k+2) = br_index(lbi,2); 
                end 
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                age_t(tar_index,:) = []; 
                bcd_t(tar_index,:) = []; 
                brd_t(tar_index,:) = []; 
                dtr_bln_t(tar_index,:) = []; 
                b_index(tar_index) = []; 
                yb_it(tar_index) = []; 
                bdg_cls(tar_index) = []; 
  
                list_n = list_n + 1; 
  
            end 
  
        end 
        m = m - 1;     
    end 
  
    num_tree = structfun(@numel,final);     
     
end 
 
 
DTR_Plotting.m 
 Line 9: ‘max_yb’ is identical to the total number of inspection years since 1992.  
 Line 12: ‘dyear’ is the interval in year for zoning technique.  
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Copyright State of Wyoming, Wyoming Department of Transportation, and 
Utah State University. Licensed under PGLv2 open-source license. 
 
function [trans_t, br_index, apdt] = DTR_Plotting(var_info) 
  
age = var_info.age; 
con_dat = var_info.cr; 
dtr = var_info.dtr; 
br_index = var_info.b_index;  
gr_num = zeros(size(age,1),1); 
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yb_it = var_info.yb_it; 
max_yb = 23; 
cond_index = var_info.cond_index; 
  
dyear = 30; 
for j = 1:size(age,1) 
    gr_num(j,1) = floor(age(j,1)/dyear);     
end 
  
for i = length(age):-1:1 
    if isnan(age(i,1)) || isnan(con_dat(i,1)) || con_dat(i,1) == 0 || isnan(dtr(i,1)) || 
yb_it(i) == max_yb 
        age(i) = []; 
        con_dat(i) = []; 
        dtr(i) = []; 
        br_index(i) = []; 
        gr_num(i) = []; 
        yb_it(i) = []; 
    end 
end 
 
for i = 1:9 
    t_in = con_dat == i; 
    if sum(t_in) < 2 || sum(t_in) == sum(dtr(t_in)) || sum(dtr(t_in)) == 0; 
        age(t_in) = []; 
        con_dat(t_in) = []; 
        dtr(t_in) = []; 
        br_index(t_in) = []; 
        gr_num(t_in) = []; 
        yb_it(t_in) = []; 
    end 
end 
 
num_trans = nanmax(gr_num) + 1;    
  
input_data = zeros(1,6); 
en = 1; 
trans_t = zeros(9*num_trans,9); 
  
for j = 1:size(age,1)     
    if gr_num(j,1) >= 0 && gr_num(j,1) <= num_trans-1 && isnan(dtr(j,1)) == 
0 && dtr(j,1) ~= 10 
        if dtr(j,1) == 1 && con_dat(j,1) >= 2 
            a = 9*gr_num(j,1)+10-con_dat(j,1); 
            b = 11-con_dat(j,1);            
            trans_t(a,b) = trans_t(a,b) + 1; 
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            input_data(en,:) = [ gr_num(j,1) con_dat(j,1) age(j,1) 1 br_index(j,1) 
yb_it(j)]; 
            en = en+1; 
        elseif con_dat(j,1) >= 1 && dtr(j,1) == 0                
            a = 9*gr_num(j,1)+10-con_dat(j,1); 
            b = 10-con_dat(j,1); 
            trans_t(a,b) = trans_t(a,b) + 1; 
            input_data(en,:) = [gr_num(j,1) con_dat(j,1) age(j,1) 0 br_index(j,1) 
yb_it(j)]; 
            en = en+1; 
        end             
    end 
end 
  
ap = zeros(size(input_data,1),2); 
  
yl = 60; 
cv_change = zeros(yl,1); 
con_init = zeros(1,9); 
init_index = 1; 
while sum(trans_t(init_index,:)) == 0 
    init_index = init_index + 1; 
end 
init_index = rem(init_index,9); 
con_init(init_index) = 1; 
  
for i = 1:num_trans 
        
    tar_index = input_data(:,1) == i-1; 
    idt = input_data(tar_index,2:3); 
    dtr = input_data(tar_index,4); 
    bu_dtr = input_data(tar_index,5); 
    yb_t = input_data(tar_index,6); 
     
    trans_mc = trans_t((i-1)*9+1:i*9,:); 
  
    for j = 1:9 
        if sum(trans_mc(j,:)) ~= 0 
            trans_mc(j,:) = trans_mc(j,:) / sum(trans_mc(j,:)); 
        end 
    end 
    trans_mc(9,9) = 1; 
     
    for j = 1:dyear 
         
        cv = con_init*trans_mc^(j-1); 
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        cv_change((i-1)*dyear+j) = cv*(9:-1:1)'; 
    end 
    con_init = cv; 
         
    apdt = zeros(length(dtr),2); 
    apdt(:,1) = idt(:,1) - dtr; 
    prediction_t = trans_mc*(9:-1:1)';     
    for j = 1:length(dtr) 
        apdt(j,2) = prediction_t(10 - idt(j,1)); 
    end 
         
    if i == 1 
        ini_ap = 1; 
    else 
        ini_ap = end_ap + 1; 
    end 
    ap(ini_ap:size(apdt,1)+ini_ap-1,:) = apdt; 
     
    end_ap = length(dtr); 
     
    trans_t((i-1)*9+1:i*9,:) =  trans_mc; 
    for j = 1:9 
        est_tar_index = idt(:,1) == j; 
        con_vec = zeros(1,9); 
        con_vec(10-j) = 1; 
        up_index = bu_dtr(est_tar_index); 
         
        for k = 1:length(up_index) 
            [~, temp_i] = sort( abs(br_index(:,1) - up_index(k)), 'ascend'); 
            br_index(temp_i(1) ,2) = con_vec*trans_mc*(9:-1:1)'; 
        end 
         
    end 
end 
  
yb_index1 = input_data(:,6) == max(yb_it)-1; 
yb_index2 = input_data(:,6) == max(yb_it); 
hist_ap = zeros(9,2); 
  
for i = 1:9 
    hist_ap(i,1) = sum(input_data(yb_index2,2) == i); 
    hist_ap(i,2) = sum(round(br_index(yb_index1,2)) == i);     
end 
  
f = figure; set(f,'position',[100 100 500 300]); 
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hold on; grid off; box on; 
set(gca,'fontname','arial','fontsize',11) 
  
cf = fit((0:length(cv_change)-1)',cv_change,'linearinterp');  
dx = 0.01; 
x = (-50:dx:100)'; 
y = cf(x); 
  
hold on; 
  
plot(x,y,'r');     
 
 
plot((0:length(cv_change)-
1),cv_change,'linestyle','none','marker','x','markeredgecolor','k','MarkerSize',5); 
  
set(gca,'ytick',(0:9)); 
axis([0 60 0 11]); 
xlabel(sprintf('Age (Year, x) ')); 
if cond_index == 1 
    ylabel('Deck Condition Rating (y)'); 
elseif cond_index == 2 
    ylabel(sprintf('\\fontname{arial narrow}Superstructure Condition Rating 
(y)')); 
elseif cond_index == 3 
    ylabel(sprintf('\\fontname{arial narrow}Substructure Condition Rating 
(y)')); 
end 
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APPENDIX C. RESULT OF TRANSITION PROBABILITY MATRIX 
For the stochastic deterioration model, the prediction of condition rating can be 
obtained by multiplying transition probability matrix to initial condition rating vector. 
The program creates output files for each subset with the extension of ‘csv.’ It contains 
the following information 
 
 cond_index: 1 for deck, 2 for superstructure, and 3 for substructure.  
 index: indices for explanatory variables.  
 num_bdg: number of bridges belonging to the corresponding subset.  
 trans_mc: two or three transition probability matrices depending on the bridge ages. 
The first (9Í9) matrix is for the bridges less than 30 years and the next (9Í9) is for 
the bridges between 30 and 60 years.  
 
The first two transition matrices for each subset are tabulated in the following section. 
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Deck element  
Table A-1. Transition probability matrices for bridges belonging to WS3 (Latex 
Concrete/Similar) and SL1 (0 – 50 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.53 0.47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.79 0.21 0 0 0 0 0 0 0 0.67 0.33 0 0 0 0 0 0 
7 0 0 0.92 0.08 0 0 0 0 0 0 0 0.88 0.12 0 0 0 0 0 
6 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.93 0.07 0 0 0 0 
5 0 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.93 0.07 0 0 0 
4 0 0 0 0 0 0.88 0.12 0 0 0 0 0 0 0 0.93 0.07 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.95 0.05 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-2. Transition probability matrices for bridges belonging to WS3 (Latex 
Concrete/Similar) and SL2 (50 – 100 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.78 0.22 0 0 0 0 0 0 0 0.75 0.25 0 0 0 0 0 0 
7 0 0 0.92 0.08 0 0 0 0 0 0 0 0.87 0.13 0 0 0 0 0 
6 0 0 0 0.91 0.09 0 0 0 0 0 0 0 0.9 0.1 0 0 0 0 
5 0 0 0 0 0.9 0.1 0 0 0 0 0 0 0 0.92 0.08 0 0 0 
4 0 0 0 0 0 0.89 0.11 0 0 0 0 0 0 0 0.92 0.08 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.92 0.08 0 
2 0 0 0 0 0 0 0 0.67 0.33 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-3. Transition probability matrices for bridges belonging to WS6 (Bituminous) 
and SL1 (0 – 50 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.85 0.15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.81 0.19 0 0 0 0 0 0 0 0.77 0.23 0 0 0 0 0 0 
7 0 0 0.94 0.06 0 0 0 0 0 0 0 0.92 0.08 0 0 0 0 0 
6 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.95 0.05 0 0 0 0 
5 0 0 0 0 0.99 0.01 0 0 0 0 0 0 0 0.95 0.05 0 0 0 
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.96 0.04 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 
2 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-4. Transition probability matrices for bridges belonging to WS7 (Wood/Timber) 
and SL1 (0 – 50 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.45 0.55 0 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 0 
8 0 0.81 0.19 0 0 0 0 0 0 0 0.66 0.34 0 0 0 0 0 0 
7 0 0 0.87 0.13 0 0 0 0 0 0 0 0.88 0.12 0 0 0 0 0 
6 0 0 0 0.9 0.1 0 0 0 0 0 0 0 0.93 0.07 0 0 0 0 
5 0 0 0 0 0.92 0.08 0 0 0 0 0 0 0 0.9 0.1 0 0 0 
4 0 0 0 0 0 0.8 0.2 0 0 0 0 0 0 0 0.92 0.08 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 
2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.93 0.07 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-5. Transition probability matrices for bridges belonging to WS8 (Gravel) and 
SL1 (0 – 50 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.86 0.14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.8 0.2 0 0 0 0 0 0 0 0.76 0.24 0 0 0 0 0 0 
7 0 0 0.93 0.07 0 0 0 0 0 0 0 0.9 0.1 0 0 0 0 0 
6 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.94 0.06 0 0 0 0 
5 0 0 0 0 0.94 0.06 0 0 0 0 0 0 0 0.91 0.09 0 0 0 
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-6. Transition probability matrices for bridges belonging to WS0 (None) and SL1 
(0 – 50 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.67 0.33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.86 0.14 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
7 0 0 0.93 0.07 0 0 0 0 0 0 0 0.87 0.13 0 0 0 0 0 
6 0 0 0 0.96 0.04 0 0 0 0 0 0 0 0.94 0.06 0 0 0 0 
5 0 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.96 0.04 0 0 0 
4 0 0 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.95 0.05 0 0 
3 0 0 0 0 0 0 0.96 0.04 0 0 0 0 0 0 0 0.92 0.08 0 
2 0 0 0 0 0 0 0 0.96 0.04 0 0 0 0 0 0 0 0.99 0.01 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-7. Transition probability matrices for bridges belonging to WS0 (None) and SL2 
(50 – 100 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.89 0.11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0.91 0.09 0 0 0 0 0 0 0 0.89 0.11 0 0 0 0 0 
6 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.93 0.07 0 0 0 0 
5 0 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.95 0.05 0 0 0 
4 0 0 0 0 0 0.96 0.04 0 0 0 0 0 0 0 0.94 0.06 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.96 0.04 0 
2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.6 0.4 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-8. Transition probability matrices for bridges belonging to WS5 (Epoxy Overlay) 
and SL1 – SL5 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.5 0.5 0 0 0 0 0 0 0 0.88 0.13 0 0 0 0 0 0 
7 0 0 0.92 0.08 0 0 0 0 0 0 0 0.88 0.12 0 0 0 0 0 
6 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.9 0.1 0 0 0 0 
5 0 0 0 0 1 0 0 0 0 0 0 0 0 0.9 0.1 0 0 0 
4 0 0 0 0 0 0.86 0.14 0 0 0 0 0 0 0 0.82 0.18 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.67 0.33 0 
2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-9. Transition probability matrices for bridges belonging to WS0 (None) and SL3 
– SL5 (100 m ~) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.88 0.13 0 0 0 0 0 0 0 0.88 0.13 0 0 0 0 0 0 
7 0 0 0.89 0.11 0 0 0 0 0 0 0 0.85 0.15 0 0 0 0 0 
6 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.93 0.07 0 0 0 0 
5 0 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.93 0.07 0 0 0 
4 0 0 0 0 0 0.88 0.13 0 0 0 0 0 0 0 0.95 0.05 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-10. Transition probability matrices for bridges belonging not to previous nine 
subsets 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.88 0.12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.75 0.25 0 0 0 0 0 0 0 0.72 0.28 0 0 0 0 0 0 
7 0 0 0.82 0.18 0 0 0 0 0 0 0 0.85 0.15 0 0 0 0 0 
6 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.91 0.09 0 0 0 0 
5 0 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.93 0.07 0 0 0 
4 0 0 0 0 0 0.96 0.04 0 0 0 0 0 0 0 0.89 0.11 0 0 
3 0 0 0 0 0 0 0.9 0.1 0 0 0 0 0 0 0 0.89 0.11 0 
2 0 0 0 0 0 0 0 0.85 0.15 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Superstructure Element  
Table A-11. Transition probability matrices for bridges belonging to DST1 (Concrete 
Cast-in-Place) and BRW2 (5 – 10 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.8 0.2 0 0 0 0 0 0 0 0.73 0.27 0 0 0 0 0 0 0 
8 0 0.94 0.06 0 0 0 0 0 0 0 0.8 0.2 0 0 0 0 0 0 
7 0 0 0.94 0.06 0 0 0 0 0 0 0 0.95 0.05 0 0 0 0 0 
6 0 0 0 0.99 0.01 0 0 0 0 0 0 0 0.98 0.02 0 0 0 0 
5 0 0 0 0 0.99 0.01 0 0 0 0 0 0 0 0.98 0.02 0 0 0 
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-12. Transition probability matrices for bridges belonging to DST1 (Concrete 
Cast-in-Place) and BRW3 (10 – 15 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.81 0.19 0 0 0 0 0 0 0 0.67 0.33 0 0 0 0 0 0 0 
8 0 0.86 0.14 0 0 0 0 0 0 0 0.78 0.22 0 0 0 0 0 0 
7 0 0 0.95 0.05 0 0 0 0 0 0 0 0.96 0.04 0 0 0 0 0 
6 0 0 0 0.99 0.01 0 0 0 0 0 0 0 0.98 0.02 0 0 0 0 
5 0 0 0 0 0.99 0.01 0 0 0 0 0 0 0 0.98 0.02 0 0 0 
4 0 0 0 0 0 0.92 0.08 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-13. Transition probability matrices for bridges belonging to DST1 (Concrete 
Cast-in-Place) and BRW4 (15 – 20 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.8 0.2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
8 0 0.93 0.07 0 0 0 0 0 0 0 0.67 0.33 0 0 0 0 0 0 
7 0 0 0.97 0.03 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 0 
6 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0.67 0.33 0 0 0 
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-14. Transition probability matrices for bridges belonging to DST2 (Concrete 
Precast Panels) and BRW2 (5 – 10 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.67 0.33 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
8 0 0.94 0.06 0 0 0 0 0 0 0 0.94 0.06 0 0 0 0 0 0 
7 0 0 0.87 0.13 0 0 0 0 0 0 0 0.98 0.02 0 0 0 0 0 
6 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 
5 0 0 0 0 0.99 0.01 0 0 0 0 0 0 0 0.99 0.01 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-15. Transition probability matrices for bridges belonging to DST6 (Corrugated 
Steel) and BRW1 (0 – 5 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.61 0.39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.84 0.16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0.86 0.14 0 0 0 0 0 0 0 0.83 0.17 0 0 0 0 0 
6 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.92 0.08 0 0 0 0 
5 0 0 0 0 0.99 0.01 0 0 0 0 0 0 0 0.99 0.01 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-16. Transition probability matrices for bridges belonging to DST6 (Corrugated 
Steel) and BRW2 (5 – 10 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.74 0.26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.75 0.25 0 0 0 0 0 0 0 0.7 0.3 0 0 0 0 0 0 
7 0 0 0.78 0.22 0 0 0 0 0 0 0 0.67 0.33 0 0 0 0 0 
6 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.99 0.01 0 0 0 0 
5 0 0 0 0 0.98 0.02 0 0 0 0 0 0 0 0.98 0.02 0 0 0 
4 0 0 0 0 0 0.95 0.05 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 0.88 0.13 0 0 0 0 0 0 0 0.96 0.04 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-17. Transition probability matrices for bridges belonging to DST8 
(Wood/Timber) and BRW1 (0 – 5 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.79 0.21 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
8 0 0.86 0.14 0 0 0 0 0 0 0 0.85 0.15 0 0 0 0 0 0 
7 0 0 0.89 0.11 0 0 0 0 0 0 0 0.89 0.11 0 0 0 0 0 
6 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.94 0.06 0 0 0 0 
5 0 0 0 0 0.94 0.06 0 0 0 0 0 0 0 0.95 0.05 0 0 0 
4 0 0 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.93 0.07 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.98 0.02 0 
2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.91 0.09 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-18. Transition probability matrices for bridges belonging to DST8 
(Wood/Timber) and BRW2 (5 – 10 m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.8 0.2 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
8 0 0.77 0.23 0 0 0 0 0 0 0 0.82 0.18 0 0 0 0 0 0 
7 0 0 0.89 0.11 0 0 0 0 0 0 0 0.89 0.11 0 0 0 0 0 
6 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.92 0.08 0 0 0 0 
5 0 0 0 0 0.91 0.09 0 0 0 0 0 0 0 0.94 0.06 0 0 0 
4 0 0 0 0 0 0.94 0.06 0 0 0 0 0 0 0 0.93 0.07 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.97 0.03 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-19. Transition probability matrices for bridges belonging to DST1 (Concrete 
Cast-in-Place) and BRW1, BRW5 (0 – 5, 20 ~  m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.82 0.18 0 0 0 0 0 0 0 0.79 0.21 0 0 0 0 0 0 0 
8 0 0.91 0.09 0 0 0 0 0 0 0 0.93 0.07 0 0 0 0 0 0 
7 0 0 0.95 0.05 0 0 0 0 0 0 0 0.94 0.06 0 0 0 0 0 
6 0 0 0 0.99 0.01 0 0 0 0 0 0 0 0.99 0.01 0 0 0 0 
5 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-20. Transition probability matrices for bridges belonging to DST2 (Concrete 
Precast Panels) and BRW1, BRW3 - BRW5 (0 – 5, 10 ~  m) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.96 0.04 0 0 0 0 0 0 0 0.92 0.08 0 0 0 0 0 0 
7 0 0 0.95 0.05 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 0 
6 0 0 0 0.85 0.15 0 0 0 0 0 0 0 0.83 0.17 0 0 0 0 
5 0 0 0 0 0.98 0.03 0 0 0 0 0 0 0 0.98 0.02 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-21. Transition probability matrices for bridges belonging not to previous ten 
subsets 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.86 0.14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.95 0.05 0 0 0 0 0 0 0 0.78 0.22 0 0 0 0 0 0 
7 0 0 0.91 0.09 0 0 0 0 0 0 0 0.95 0.05 0 0 0 0 0 
6 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.91 0.09 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Substructure Element 
Table A-22. Transition probability matrices for bridges belonging to WS3 (Latex 
Concrete/Similar) and DL5 (MS 18) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.76 0.24 0 0 0 0 0 0 0 0.6 0.4 0 0 0 0 0 0 
7 0 0 0.97 0.03 0 0 0 0 0 0 0 0.96 0.04 0 0 0 0 0 
6 0 0 0 0.98 0.02 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 
5 0 0 0 0 1 0 0 0 0 0 0 0 0 0.92 0.08 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.92 0.08 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-23. Transition probability matrices for bridges belonging to WS3 (Latex 
Concrete/Similar) and DL6 (MS 18+Mod) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.73 0.27 0 0 0 0 0 0 0 0.61 0.39 0 0 0 0 0 0 
7 0 0 0.96 0.04 0 0 0 0 0 0 0 0.95 0.05 0 0 0 0 0 
6 0 0 0 0.98 0.02 0 0 0 0 0 0 0 0.98 0.02 0 0 0 0 
5 0 0 0 0 1 0 0 0 0 0 0 0 0 0.99 0.01 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-24. Transition probability matrices for bridges belonging to WS6 (Bituminous) 
and DL2 (M 13.5)  
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.81 0.19 0 0 0 0 0 0 0 0.74 0.26 0 0 0 0 0 0 
7 0 0 0.9 0.1 0 0 0 0 0 0 0 0.92 0.08 0 0 0 0 0 
6 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.93 0.07 0 0 0 0 
5 0 0 0 0 0.83 0.17 0 0 0 0 0 0 0 0.96 0.04 0 0 0 
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.89 0.11 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-25. Transition probability matrices for bridges belonging to WS6 (Bituminous) 
and DL5 (MS 18) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.81 0.19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.83 0.17 0 0 0 0 0 0 0 0.75 0.25 0 0 0 0 0 0 
7 0 0 0.95 0.05 0 0 0 0 0 0 0 0.93 0.07 0 0 0 0 0 
6 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 
5 0 0 0 0 0.96 0.04 0 0 0 0 0 0 0 0.98 0.02 0 0 0 
4 0 0 0 0 0 0.85 0.15 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-26. Transition probability matrices for bridges belonging to WS6 (Bituminous) 
and DL6 (MS 18+Mod) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.73 0.27 0 0 0 0 0 0 0 0.7 0.3 0 0 0 0 0 0 
7 0 0 0.93 0.07 0 0 0 0 0 0 0 0.9 0.1 0 0 0 0 0 
6 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.99 0.01 0 0 0 0 
5 0 0 0 0 1 0 0 0 0 0 0 0 0 0.98 0.02 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.94 0.06 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.83 0.17 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
  
195 
Table A-27. Transition probability matrices for bridges belonging to WS6 (Bituminous) 
and DL0 (Other/Unknown) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.8 0.2 0 0 0 0 0 0 0 0.79 0.21 0 0 0 0 0 0 
7 0 0 0.91 0.09 0 0 0 0 0 0 0 0.88 0.12 0 0 0 0 0 
6 0 0 0 0.94 0.06 0 0 0 0 0 0 0 0.95 0.05 0 0 0 0 
5 0 0 0 0 0.98 0.02 0 0 0 0 0 0 0 0.95 0.05 0 0 0 
4 0 0 0 0 0 0.84 0.16 0 0 0 0 0 0 0 0.98 0.02 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-28. Transition probability matrices for bridges belonging to WS7 (Wood/Timber) 
and DL0 (Other/Unknown)  
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.69 0.31 0 0 0 0 0 0 0 0.67 0.33 0 0 0 0 0 0 
7 0 0 0.89 0.11 0 0 0 0 0 0 0 0.9 0.1 0 0 0 0 0 
6 0 0 0 0.9 0.1 0 0 0 0 0 0 0 0.91 0.09 0 0 0 0 
5 0 0 0 0 0.9 0.1 0 0 0 0 0 0 0 0.95 0.05 0 0 0 
4 0 0 0 0 0 0.93 0.07 0 0 0 0 0 0 0 0.9 0.1 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.96 0.04 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-29. Transition probability matrices for bridges belonging to WS8 (Gravel) and 
DL0 (Other/Unknown) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.74 0.26 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
7 0 0 0.89 0.11 0 0 0 0 0 0 0 0.89 0.11 0 0 0 0 0 
6 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.94 0.06 0 0 0 0 
5 0 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.97 0.03 0 0 0 
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.98 0.02 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-30. Transition probability matrices for bridges belonging to WS0 (None) and 
DL5 (MS18)  
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.83 0.17 0 0 0 0 0 0 0 0.87 0.13 0 0 0 0 0 0 
7 0 0 0.97 0.03 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 0 
6 0 0 0 0.98 0.02 0 0 0 0 0 0 0 0.98 0.02 0 0 0 0 
5 0 0 0 0 0.98 0.02 0 0 0 0 0 0 0 0.99 0.01 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-31. Transition probability matrices for bridges belonging to WS0 (None) and 
DL6 (MS 18+Mod) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0.98 0.02 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 0 
6 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 
5 0 0 0 0 0.96 0.04 0 0 0 0 0 0 0 0.99 0.01 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-32. Transition probability matrices for bridges belonging to WS0 (None) and 
DL9 (MS 22.5)  
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0          
8 0 0 0 0 0 0 0 0 0          
7 0 0 0.97 0.03 0 0 0 0 0          
6 0 0 0 0 0 0 0 0 0          
5 0 0 0 0 0.86 0.14 0 0 0 No bridge exist! 
4 0 0 0 0 0 0 0 0 0          
3 0 0 0 0 0 0 0 0 0          
2 0 0 0 0 0 0 0 0 0          
1 0 0 0 0 0 0 0 0 1          
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Table A-33. Transition probability matrices for bridges belonging to WS0 (None) and 
DL0 (Other/Unknown) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.85 0.15 0 0 0 0 0 0 0 0.92 0.08 0 0 0 0 0 0 
7 0 0 0.98 0.02 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 0 
6 0 0 0 0.97 0.03 0 0 0 0 0 0 0 0.98 0.02 0 0 0 0 
5 0 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.99 0.01 0 0 0 
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-34. Transition probability matrices for bridges belonging to WS5 (Epoxy 
Overlay) and DL0 – DL9 (all) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0 1 0 0 0 0 0 0 0 0.88 0.13 0 0 0 0 0 0 
7 0 0 0.98 0.02 0 0 0 0 0 0 0 0.96 0.04 0 0 0 0 0 
6 0 0 0 1 0 0 0 0 0 0 0 0 0.95 0.05 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
  
199 
Table A-35. Transition probability matrices for bridges belonging to WS6 (Bituminous) 
and DL1 (M 9), DL3 (MS 13.5), DL4 (M 18), and DL9 (MS 22.5) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.33 0.67 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.93 0.07 0 0 0 0 0 0 0 0.8 0.2 0 0 0 0 0 0 
7 0 0 0.96 0.04 0 0 0 0 0 0 0 0.91 0.09 0 0 0 0 0 
6 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 
5 0 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.95 0.05 0 0 0 
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.96 0.04 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-36. Transition probability matrices for bridges belonging to WS8 (Gravel) and 
DL1 – DL9 (all except DL0) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.81 0.19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.81 0.19 0 0 0 0 0 0 0 0.76 0.24 0 0 0 0 0 0 
7 0 0 0.93 0.07 0 0 0 0 0 0 0 0.93 0.07 0 0 0 0 0 
6 0 0 0 0.95 0.05 0 0 0 0 0 0 0 0.87 0.13 0 0 0 0 
5 0 0 0 0 0.98 0.02 0 0 0 0 0 0 0 1 0 0 0 0 
4 0 0 0 0 0 0.89 0.11 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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Table A-37. Transition probability matrices for bridges belonging to WS0 (None) and 
DL1 – DL4 (M 9 – M 18) 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.93 0.07 0 0 0 0 0 0 0 0.88 0.13 0 0 0 0 0 0 
7 0 0 0.95 0.05 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 0 
6 0 0 0 0.98 0.02 0 0 0 0 0 0 0 0.97 0.03 0 0 0 0 
5 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
 
 
Table A-38. Transition probability matrices for bridges belonging not to previous 16 
subsets 
CR 
Age less than 30 years Age between 30 and 60 years 
9 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 1 
9 0.77 0.23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0.75 0.25 0 0 0 0 0 0 0 0.75 0.25 0 0 0 0 0 0 
7 0 0 0.91 0.09 0 0 0 0 0 0 0 0.89 0.11 0 0 0 0 0 
6 0 0 0 0.96 0.04 0 0 0 0 0 0 0 0.96 0.04 0 0 0 0 
5 0 0 0 0 0.9 0.1 0 0 0 0 0 0 0 0.94 0.06 0 0 0 
4 0 0 0 0 0 0.9 0.1 0 0 0 0 0 0 0 0.94 0.06 0 0 
3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.94 0.06 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
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APPENDIX D. USER GUIDE 
Guidelines to run codes 
 Step 1: Download and install Matlab Runtime ver. 8.5 from 
http://www.mathworks.com/products/compiler/mcr/.  
 
 
Figure A-1. Screen Capture. Download and install Matlab runtime 8.5  
 
 Step 2: Update codes for the users/ experiment and create executable files. If 
necessary, the user can create her/his own executable file. In Matlab command 
window, type ‘deploytool’ and select ‘application compiler’, then the compiler 
toolbox pops up (Figure A-2). Specify the following information: 1) select the matlab 
main matlab code, 2) insert the basic information, 3) locate all associated files 
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(matlab automatically detects subrutines), and 4) click the package button and process 
to create executable file.  
 
 
Figure A-2. Screen Capture. Matlab compiler to create executable files for 
‘Load_NBI_DATA_WYDOT.exe’ and ‘DTR_MODEL_WYDOT.exe’ 
 
 Step 3: Place all files in the same folder and run ‘Load_NBI_DATA_WYDOT.exe’ 
which creates ‘RAW_DATA.mat’ for the development of deterioration models. It is 
the only required step when the user attempts to create first data file or update the 
contents.  
 Step 4: Run ‘DTR_MODEL_WYDOT.exe’ when the ‘RAW_DATA.mat’ file is 
created.  
① ④ 
② 
③ 
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Figure A-3. Screen Capture. Run executable files to develop deterioration models 
 
 Step 5: Run ‘DTR_MODEL_WYDOT.exe’ when the ‘RAW_DATA.mat’ file is 
created.  
 Step 6: Check the output files.  
 
The first column indicates what element is considered for the development of 
deterioration model. The possible indices are [1, 2, 3] for [deck, superstructure, 
substructure]. 
The next two columns are the specific indices for two explanatory variables. 
Table A-38 ~ Table A-41 are the specification of indices for explanatory variables when 
deck, superstructure, and substructure deterioration models are considered, respectively. 
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The fourth column explains the number of bridges in the corresponding subset. 
The rest of the output shows the deterioration models for every thirty years. For 
example, the nine rows are transition probability matrix for bridges under thirty years old. 
The number of matrices varies from one to three, but mostly two or three are generated.  
 
 
Figure A-4. Screen Capture. Output file example  
 
  
Transition 
probability 
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Table A-39. Specific description for the indices when deterioration model for deck 
element is developed 
Type of Wearing Surface Structure Length 
Index Description Index Description 
1 Monolithic Concrete 1 0 – 50 (m) 
2 Integral Concrete 2 50 – 100 (m) 
3 Latex Concrete/Similar 3 100 – 150 (m) 
4 Low Slump Concrete 4 150 – 200 (m) 
5 Epoxy Overlay 5 200 – (m) 
6 Bituminous   
7 Wood/Timber   
8 Gravel   
9 Other   
0 None   
 
 
Table A-40. Specific description for the indices when deterioration model for 
superstructure element is developed 
Deck Structure Type Bridge Roadway Width (Curb-to-Curb) 
Index Description Index Description 
1 Concrete Cast-in-Place 1 0 – 5 (m) 
2 Concrete Precast Panels 2 5 – 10 (m) 
3 Open Grating 3 10 – 15 (m) 
4 Closed Grating 4 15 – 20 (m) 
5 Steel Plate 5 20 – 25 (m) 
6 Corrugated Steel 6 25 – (m) 
7 Aluminum   
8 Wood/Timber   
9 Other   
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Table A-41. Specific description for the indices when deterioration model for 
substructure element is developed 
Type of Wearing Surface Design Load 
Index Description Index Description 
1 Monolithic Concrete 1 M 9 
2 Integral Concrete 2 M 13.5 
3 Latex Concrete/Similar 3 MS 13.5 
4 Low Slump Concrete 4 M 18 
5 Epoxy Overlay 5 MS 18 
6 Bituminous 6 MS 18+Mod 
7 Wood/Timber 7 Pedestrian 
8 Gravel 8 Railroad 
9 Other 9 MS 22.5 
0 None 0 Other/Unknown 
 
 
Guidelines to insert new data 
NBI inspection data is written by WYDOT in ascii code and is available to the 
general public from http://www.fhwa.dot.gov/bridge/nbi/ascii.cfm (FHWA 2011; 
FHWA2014). The inspection data is archived from 1992 and the most recent inspection 
data is 2015 as of May 31, 2016. Additional data has been obtained from WYDOT 
directly. If the user want to insert new data into the program, download the inspection 
data for Wyoming and save it into the folder where the program is located. For example, 
assume that the user wants to insert 2015 inspection data. The 
‘Load_NBI_DATA_WYDOT.m’ should be modified at lines 8 and 11 such that the 
number ‘23’ becomes to ’24’. In the line 118 of ‘DTR_MODEL_WYDOT.m’, the 
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variable ‘year’ should be ‘2015’ instead of ‘2014’. In the same manner, the line 8 of 
‘DTR_Plotting.m’, the variable ‘max_yb’ should be ‘24’ instead of ’23’. Then, the user 
can create executable files using ‘deploytool’ in matlab and develop new deterioration 
models reflecting 2015 inspection data. 
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