Introduction {#sec1-1}
============

The increased use of radiotherapy techniques such as intensity-modulated radiotherapy and stereotactic radiosurgery has generalized the use of small fields. Also, some treatment units as the gammaknife or the cyberknife are based on the use of small fields. It is therefore important to have methods for the precise measurement of the dose for these kinds of fields.\[[@ref1][@ref2][@ref3]\]

The measurement of the dose distributions for smalls fields have beam geometries that are quite different from the reference conditions stated in the dosimetry protocols. The radiation field does not produce constant dose volumes to encompass the volume of conventional detectors. Therefore, very small volume detectors are required to avoid volume averaging effects. This finite detector volume has been identified as the major reason for the measurement of low dose values in the non-constant dose regions.\[[@ref4]\] Moreover, the spectrum exhibits a dependence on the field size\[[@ref5]\] and the dose rate becomes smaller as the field size decreases, due to the loss of lateral electronic equilibrium.\[[@ref6]\] It is therefore necessary to use small volume dosimeters, with negligible energy and dose rate dependencies.\[[@ref7][@ref8]\] However, it is hard to find dosimeters that meet all of these requirements.\[[@ref9]\]

Ionization chambers (ICs) have a small dependency on the energy of the radiation for the range of energies found in radiotherapy. However, in order to obtain a good signal to noise ratio, small sensitive volumes are not recommended. In this way the volume effect is not negligible for small field sizes, and the measurement in these non-constant dose regions is limited in accuracy.

Given the high spatial resolution of radiochromic (RC) films,\[[@ref10][@ref11]\] the volume effect is not a concern in the dosimetry of radiotherapy beams. Its dependency on the dose rate and the beam energy is small.\[[@ref12][@ref13]\] However, the response of RC films has a poor spatial homogeneity,\[[@ref12][@ref14]\] and this may be their main drawback for dosimetric applications. Moreover, digitizing the films also introduces complex inhomogeneities. Lynch *et al.*,\[[@ref15]\] shows that important lateral inhomogeneities are introduced by a flatbed scanner, and these inhomogeneities are function of the optical density.

This work uses a method for small fields two-dimensional (2D) measurements with RC films based on the reduction of the spatial inhomogeneity of the film and the film reading. By means of averaging several measurements of a field, the heterogeneity is mostly canceled. In the same way, the calibration curve is obtained after averaging several measurements of each dose calibration value. The film pieces used for each dose value are selected from different locations of one sheet of film. In this way the uncertainty due to the spatial inhomogeneity of the film is strongly reduced. The positive characteristics of RC film are then exploited to measure output factors (OFs), dose profiles, and 2D dose distributions. The results obtained with the RC on OFs are compared with the measurements carried out with a PinPoint IC and a Semiflex IC, whereas the measured profiles are compared with profiles calculated by Monte Carlo methods.

Materials and Methods {#sec1-2}
=====================

The ICs used in this work were a 0.015 cm^3^ PinPoint thimble-type 31006 (PTW, Freiburg, Germany) and a 0.125 cm^3^ Semiflex thimble-type 31010. The RC film used was the EBT-2 film (International Specialty Products, Wayne, USA). After irradiation the films were digitized in a flatbed ScanMaker 9800XL (MicroTek, Hsinchu, Taiwan). The red channel of a 48 bits RGB digitization was then extracted and used as the digitizer reading. The resolution selected was 254 pixels per inch.

ICs and films were irradiated with 6 and 15 MV photon beams produced from a Varian 2100-DHX Linac (Varian Medical Systems). Films and ICs were placed in a PMMA phantom of size 30 × 30 × 20 cm^3^. The field sizes investigated were 0.5 × 0.5 cm^2^, 0.7 × 0.7 cm^2^, 1 × 1 cm^2^, 2 × 2 cm^2^, 3 × 3 cm^2^, 6 × 6 cm^2^, and 10 × 10 cm^2^.

OFs for fields ranging from 0.5 × 0.5 cm^2^ to 10 × 10 cm^2^, and beam profiles and 2D dose distributions for fields of sizes 0.5 × 0.5 cm^2^, 0.7 × 0.7 cm^2^, and 1 × 1 cm^2^ were measured with the secondary jaws delimiting the field size, at a depth of d~max~ (1.5 cm for the 6 MV beams and 2.5 cm for the 15 MV beams) and 100 cm source-to-surface distance (SSD).

All measurement were performed with a gantry angle of 0° and a dose rate of 300 MU/min that correspond to 3 Gy/min for a 10 × 10 cm^2^ field, at d~max~ and 100 cm SSD. The PinPoint and the Semiflex ICs were placed with their stems perpendicular to the beam axis. The maximum lengths of the sensitive volumes of both chambers are 5 and 6.5 mm, respectively; these lengths being equal or slightly larger than the smallest field lateral dimension, and larger than the constant dose region for some of the fields measured.

A number of segments of one sheet of film are used to carry out a calibration of the film response. Calibration segments of film are irradiated separately to known doses of 50, 170, 250, 320, 400, and 520 cGy. Then the segments are digitized and the readings obtained are used to fit a power function relating the digitizer reading to the dose. For each dose value 10 segments of film are read, and the readings are averaged before the curve fitting. The reading for each film calibration segment is obtained as the median of the pixel values in a ROI of 1.5 × 1.5 cm^2^ in the center of the imaged segment.

A sheet of film is cut into segments of 2 × 2 cm^2^, conforming a 2D array. The distribution of these segments is shown in [Figure 1](#F1){ref-type="fig"}. For each dose value 10 segments of film are selected, so that each pair of segments is in different columns and rows of the array. The film segments are irradiated separately and 6 h after irradiation the films are arranged in the same way before being cut and read. In this way, after averaging all the pieces belonging to a dose value the effect of the spatial inhomogeneity is minimized.

![One of the films used for the measurement of the small fields. Six calibration fields (50, 170, 250, 320, 400, and 520 cGy) together with four fields of sizes 0.5 × 0.5 cm^2^, 0.7 × 0.7 cm^2^, 1 × 1 cm^2^, and 2 × 2 cm^2^ were used (these fields can be seen, for instance, in first row and columns 7, 8, 9 and 10 respectively). Each field was used to irradiate 10 film segments, and the readings of these 10 segments are averaged to minimize film inhomogeneities](JMP-40-61-g001){#F1}

For each small field (0.5 × 0.5 cm^2^, 0.7 × 0.7 cm^2^, and 1 × 1 cm^2^), the images obtained after digitizing the pieces of films are registered. After averaging the registered images, the pixel values are converted to dose by applying the calibration curve. Then contour plots and transversal profiles are obtained.

Monte Carlo calculations of the 1 × 1 cm^2^ fields were carried out with the Penelope code\[[@ref16]\] and the spectra data for the 6 and 15 MV photon beams were taken from Daryoush and Rogers.\[[@ref17]\] A simplified simulation was carried out, aimed to simulate the effect of the collimator jaws in the penumbra of the small fields. The photon beam was modeled by a photon point source with the energy spectrum given by Daryoush and Rogers.\[[@ref17]\] The jaws and phantom materials and spatial dimensions were accurately modeled.

Results {#sec1-3}
=======

[Figure 2](#F2){ref-type="fig"} shows the calibration curve relating the readings of the films and the irradiation doses. It is a power function y = ax^b^ + c, where y stands for the dose and x stands for the normalized pixel value. The adjusted R-square of the fit is 0.9998.

![Calibration curve relating the reading of the films with the radiation doses. PV=Pixel value](JMP-40-61-g002){#F2}

[Figure 3](#F3){ref-type="fig"} shows the reduction of uncertainty when applying the method of averaging of readings. This figure shows 100 curves (solid lines), randomly chosen from 100,000 possibilities. Each curve is obtained by fitting the readings of five pieces of film to the doses 520, 400, 320, 170, and 50 cGy. The curve obtained by fitting the averaged readings is also shown (bold and dashed line). Using this curve, the dose estimation for the films irradiated to 250 cGy (averaged readings) is 249.6 cGy. On the other hand, the standard deviation for the estimation based on one single piece of film for each dose value is 19 cGy.

![Calibration curves using one piece of film for dose values (solid lines) and averaging 10film pieces for each dose value (dashed line)](JMP-40-61-g003){#F3}

[Figure 4](#F4){ref-type="fig"} shows contour plots of film measurements for the fields 0.5 × 0.5 cm^2^, 0.7 × 0.7 cm^2^, and 1 × 1 cm^2^. The isodoses shown are 80, 50, and 20% of the maximum dose for each of the 6 and 15 MV fields.

![Contour plots of film measurements for the small fields. The isodose curves represent the 80, 50, and 10% of the maximum dose in each field](JMP-40-61-g004){#F4}

[Figure 5](#F5){ref-type="fig"} shows the transversal profiles measured with films for the fields of sizes 0.5 × 0.5 cm^2^, 0.7 × 0.7 cm^2^, and 1 × 1 cm^2^, and the energies 6 and 15 MV. The dashed lines correspond to the in-plane direction (gun-target direction) and the continuous lines correspond to the cross-plane direction (transversal to the in-plane). This figure shows the differences in the shape of the dose profiles for the in-plane and the cross-plane directions. In the Clinac 2100 the jaws delimiting the field in the in-plane are closer to the target, and this fact increases the penumbra in this direction.

![Transversal profiles measured with films for the 0.5 × 0.5 cm^2^, 0.7 × 0.7 cm^2^, and 1 × 1 cm^2^ fields. The dotted lines correspond to the in-plane direction, while the solid lines correspond to the cross-plane direction](JMP-40-61-g005){#F5}

Figures [6](#F6){ref-type="fig"} and [7](#F7){ref-type="fig"} show the transversal profiles for the field of size 1 × 1 cm^2^ and the energies 6 and 15 MV, respectively. The dashed lines correspond to the Monte Carlo calculations and the continuous lines correspond to the film measurements.

![Transversal profiles for the 1 × 1 cm^2^ 6MV field. Film measurements (solid lines) and Monte Carlo calculations (dashed lines)](JMP-40-61-g006){#F6}

![Transversal profiles for the 1 × 1 cm^2^ 15 MV field. Film measurements (solid lines) and Monte Carlo calculations (dashed lines)](JMP-40-61-g007){#F7}

The measurements of the field sizes (determined as the full width half maximum) and penumbras 20--80% for the 6 and 15 MV beams are shown in Tables [1](#T1){ref-type="table"} and [2](#T2){ref-type="table"}, respectively. The Monte Carlo calculations for the field of size 1 × 1 cm^2^ are also presented.

###### 

Field sizes (full width half maximum) and penumbras 20-80% in the in-plane (IP) and cross-plane (CP) directions for the fields shown in [Figure 5a](#F5){ref-type="fig"} (6 MV beams)

![](JMP-40-61-g008)

###### 

Field sizes (full width half maximum) and penumbras 20-80% in the in-plane (IP) and cross-plane (CP) directions for the fields shown in [Figure 5b](#F5){ref-type="fig"} (15 MV beams)

![](JMP-40-61-g009)

[Figure 8](#F8){ref-type="fig"} shows the measured OFs. The right side shows the measurements for the 6 MV energy beams, while the left side shows the measurements for the 15 MV beams, the error bars in the RC film measurements correspond to 1 standard deviation. In both cases a good agreement is found between both types of chambers (Semiflex and Pinpoint) and the RC films for field sizes of 2 × 2 cm^2^ or larger. However, as the field size becomes smaller, the differences appear.

![Output factors for the 6 and 15 MV beams. The field sizes range between 0.5 × 0.5 cm^2^ and 10 × 10 cm^2^. Error bars in the RC film measurements correspond to 1 standard deviation. RC = Radiochromic, PP = Pinpoint, SF = Semiflex](JMP-40-61-g010){#F8}

The measurement of the OF for the 6 MV field of size 1 × 1 cm^2^ with the Pinpoint and Semiflex chambers are 10 and 14% lower, respectively, than the OF measured with the RC films. In the case of 15 MV, the corresponding differences are 10 and 18%, respectively. For the smallest fields the differences increase. For the 0.7 × 0.7 cm^2^, the differences with the RC measurements are 19 and 35% for the 6 MV beams and 17 and 33% for the 15 MV, respectively. In the case of the 0.5 × 0.5 cm^2^ field, the differences with the RC measurements are 38 and 52% for the 6 MV beams and 32 and 50% for the 15 MV beams, respectively.

Discussion and Conclusions {#sec1-4}
==========================

In this work a method to measure small radiotherapy fields by means of RC films has been presented. OFs, beam profiles, and 2D dose distributions are accurately measured, taking advantage of the dosimetric properties of the RC media. The small energy and dose rate dependencies shown by the RC films and their high spatial resolution are exploited for measuring small fields.

On the other hand, the method presented in this work shows how to deal with the main drawback of RC films: The spatial inhomogeneity of their response. This problem is even bigger when reading the film with a flatbed scanner. In this work, the inhomogeneity is mostly canceled by means of averaging the measurements over a number of segments taken from different parts of one sheet of film.

One advantage of using RC films is the possibility of accurately measuring the dose gradient regions. In-plane and cross-plane profiles are shown and the differences in penumbras are obtained, together with the full width at half maximum. Good agreement is found between the measured profiles and the Monte Carlo calculated profiles for the field size of 1 × 1 cm^2^.

For the fields of size 1 × 1 cm^2^ or smaller, the measurements of the OFs by means of the Pinpoint and Semiflex chambers is affected by the volume effect. The sensitive volume has a length of 5 mm for the Pinpoint chamber and of 6.5 mm for the Semiflex chamber. Those lengths are larger than the constant dose regions of the in-plane profiles \[see [Figure 5](#F5){ref-type="fig"}\]. The measurement of the ICs averages the dose on these volumes, and therefore underestimates the dose in the central axis central axis (CAX).

The results obtained for the OFs' measurements show a good agreement between RC films and the PinPoint and Semiflex chambers when the field size is 2 × 2 cm^2^. This agreement and the goodness of fit shown by the calibration curve gives confidence on the accuracy of the method.

The ICs are accurate when measuring fields of size 2 × 2 cm^2^ or larger. For these fields, the OFs measured with RC films match the OFs measured with the ICs (being the differences smaller than 1.0%). It can be argued that, for large fields, the RC films' measurements are also accurate. Moreover, as reducing the field size is not expected to change the accuracy of the RC films' measurements, as demonstrated through the extensive use of the RC films in the measurements of the OFs,\[[@ref18][@ref19]\] the accuracy of the RC film measurements can be extrapolated to the small fields. The same can be said about the measurement depth; the material media, water instead of PMMA; the collimation system, multileaf collimator (MLC) instead of jaws; or even the irradiation unit. We expect, therefore, that the presented method can be used to perform accurate measurements of small fields in a wide range of situations.
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