Abstract-The problem of robust and guaranteed stabilization is addressed for switched affine systems using sampled state feedback controllers. Based on the existence of a control Lyapunov function for a relaxed system, we propose three sampled-data controls. Global attracting sets, computed by solving a sequence of optimization problems, guarantee practical and global asymptotic stabilization for the whole system trajectories. In addition, robust margins with respect to parameters uncertainties and non uniform sampling are provided using input-to-state stability. Finally, a buck-boost converter is considered to illustrate the effectiveness of the proposed approaches.
ferred targets, named operating points, are defined as the equilibria of a relaxed system -obtained by relaxing the control domain to its convex hull. The control goal is then to steer, in average value, the state variables to these targets. Advanced control methods based on Lyapunov functions [1] , sliding modes [2] , optimal [3] , [4] and predictive controls [5] , [6] have been extensively proposed. In [7] , in the case of pulsewidth modulated systems with no common equilibrium, a systematic method for stability analysis is provided. Sufficient conditions for global and local exponential stability are stated in terms of matrix inequalities. Nevertheless, there are few results concerning the estimation of the attracting set. In [8] and into a discrete time framework, a positively invariant set [9] formed by the union of bounded ellipsoids is determined and used in a predictive control algorithm to steer the state inside. However, the method uses a LMI formulation to compute these ellipsoids which introduces some conservatism in the result. Indeed, LMIs imply that the switched system possesses a switching sequence S of a prescribed length for which a property of uniform stability w.r.t. the initial condition is satisfied. So, the computed invariants are not particularly tight around the target.
In this technical note, assuming that a continuous time Control Lyapunov Function (CLF) is known for a relaxed system, robust stability for different sampled switched strategies is investigated. Precisely, we prove that tight positive invariant sets around the targets can be obtained by solving optimization problems. The global and practical asymptotic stabilization is thus guaranteed. The robustness aspects of the proposed sampled switched strategies in case of non uniform sampling and parameter uncertainties are also studied and discussed.
The technical note is organized as follows. The system description is given and the operating points are defined in Section II. In Section III, we propose three sampled-data controls for the switched system. In Section IV, a set of optimization problems is also formulated and we prove that the solutions allow to define global attracting sets (see [9] , for definition) for the sampled switched affine system. An extension of those results in the case of parameter uncertainties and non-uniform sampling is given in Section V. The computational aspects are addressed in Section VI. A buck-boost converter is used in Section VII as illustration.
Notation
3 denotes the set of strictly positive natural numbers and a , the set fk 2 j k ag.
II. SYSTEM DESCRIPTION
In this technical note, the class of affine systems is considered
where u i (t), i = 1; . . . ; m are component values of the control u and x(t) 2 n represents the state value at time t. A i and B i are real matrices of appropriate dimensions. In the sequel, from (1), two systems are distinguished by their control set: Switched System (SS) when u(t) 2 U = f0; 1g m and Relaxed System (RS) when u(t) 2 co(U ) = [0; 1] m where co(U ) stands for the convex hull.
(SS) belongs to the class of nonsmooth systems for which the notion of solution can be properly defined and generalized in the sense given by Fillipov [10] . The link between the solutions of (SS) and (RS) is established by a density theorem in infinite time in ([11] , Theorem 1). (2) This set defines the control targets for the state of (SS).
It is worth noting that none of the controls u ref Suppose that the following assumption is satisfied:
Assumption 1: A control Lyapunov function V is known for the system (3) with a control domain relaxed to co(U).
Assumption 1 implies that a state feedback strategy u 3 (t) = (z(t)) 2 co(U) (4) exists such that the system (3) is globally asymptotically stable (GAS). From Assumption 1, we can deduce, at least, three sampled switched control strategies:
Pulse-Width Modulation Strategy: is a simple way to apply a control defined by (4) where u k = argmin u2U _ V (z k ; u)
with _ V (z k ; u) the derivative of V in the direction given by A(u)z k + B(u).
Predictive Strategy: minimizes, over a horizon NH and among a finite set of sequences, V (z k+N ) from the current position z k v(t; Ts) = 
When the chosen strategy is the predictive or the steepest descent, (7) or (9) . For the PWM strategy, the right side expression is obtained recursively since this strategy defines a piecewise constant control on each interval (t k ;t k+1 ) depending on the value u k , given in (5 
and the sublevel set sequence by:
Following the fact mentioned above that the state generated by (SS) cannot be maintained on x ref , it is clear that non-monotone decreasing sequences L k (z0), k 2 N , may exist for some z0. Intuitively and as one can expect, cyclic path is followed near the operating point x ref .
Thus, the notion of practical stability [12] seems convenient to characterize an attracting set w.r.t. the period Ts.
To get some insights: for a sequence fz 0 ;...;z N g, generated by (DTSS) from an initial condition z 0 , one can search w.r.t. z 0 , the highest level LN(z0) at the end of the sequence that can be reached from a lower level L 0 (z 0 ). Denote this optimization problem by P N P N : max
LN(z0) L0(z0):
Remark 1: For all N 1 , the constraints (14) and (15) Therefore the sequence (zpN+s)p2 fulfills lim
Since all subsequences of the form (z pN+s ) p2 , s 2 N01 , follow one of the two aforementioned cases, then the whole sequence
is a global attracting set for (DTSS). Now to prove the inclusions in the theorem statement, consider for any positive integer p, the finite sequence z k ; k 2 pN , and suppose Let I be the set of integers rendering P i , i 2 I , bounded. Then
L is the smallest attracting set given by the set of problems P.
V. ROBUST STABILIZATION
In this section the robustness of the proposed sampled-data controllers using input-to-state stability property is investigated. We invite the reader to see [12] for definitions and notions used into this section. Proof: First, we show that (DTSS) is GAS whatever the chosen switched strategy is, when Ts ! 0. For the PWM strategy, since
v(t; T s ) = u(t) = (z(t)) holds almost everywhere, the control law corresponds exactly to the feedback given by the CLF. So, from Assumption 1, the system is 0-GAS when T s ! 0.
For the N H -step predictive strategy, the best decreasing value for V (z k+N ) from V (z k ), when Ts vanishes, corresponds to the direc- Notice that the instantaneous switching law from a current position z along the trajectory is given by arg min u2U _ V (z; u). Now, if
where is a class K-function, the GAS property holds. Note that the existence of the function is deduced from the definition of a CLF. In order to prove the left side inequality of (16), observe that along the trajectory, the derivative of V is given by _ V (z(t); u) = (@V =@z T )f (z; u). For a fixed z, f (z; u) = A(u)z + B(u) is affine w.r.t. u. So, the set defined by f (z; u); u 2 co(U ) matches with the set 3 = co f (z; u); u 2 U and is a closed polyhedron. Let = (@V =@z)(z) and G its supporting hyperplane on 3. Denote u 3 = arg min u T f (z; u). Then, on the point = f (z; u 3 ), we have T = min w23 T w. Two cases must be distinguished: either is single, then is a vertex of the polyhedron 3 and u 3 2 U , or is non single, then belongs to an edge or a face of the polyhedron 3. At least one vertex exists such as 2 @3 \ G (Fig. 1) . So, a control u 3 2 U always exists such that (16) holds. , an integer N (T s ) exists such that problem P N is bounded.
Then, (DTSS) is input-to-state stable w.r.t. the class of constant input T s .
Proof: A classical result [12] states that ISS is equivalent to 0-GAS property (cf. Theorem 2) and asymptotic gain property (the solutions are ultimately bounded) i.e., lim sup An improvement can be obtained if the class of switching laws is relaxed in the following manner: define a minimum (respectively, maximum) dwell time min (respectively, max ) as the minimum (respectively, maximum) duration between two switchings. Let us define the switching time sequence t k ; k 2 , with duration constraints min < k = jt k+1 0 t k j < max (17) corresponding to the time instants where the system (3) switches from one mode to another. 
where (?) = ( k ; ; s ).
In this relaxed problem, the optimization depends on the initial condition z 0 , the switching time sequence t k and the parameter uncertainties . Notice that the set of constraints (20) is now time dependent following the integration duration k . s remains unchanged and based on the unperturbed model (3).
All the results concerning the attracting sets S 3 L remain valid since the given proofs do not depend on how the closed loop sequence (z k ) k2 is obtained from an initial guess z 0 . 
Proof:
The proof uses, as in Corollary 2, the equivalence between ISS and (0-GAS+AG) properties [12] . Taking min < max ! 0 and max ! 0, 0-GAS property expressed in Theorem 2 remains valid with this class of relaxed switching laws and bounded uncertainties. The AG property, i.e., lim sup k!1 kz k (z 0 ; ; i ; i 2 k01 )k (k(; )k 1 ) with k(;)k 1 = max (sup k k ; ), follows from the fact that the function (max; max) = sup 0< < L1(min;max; max) is bounded and non-decreasing w.r.t. max, for all max 1max and respectively max , for all max 2 max . Then, it is always possible to define a class N 0 -function by choosing for example (s) (s; s) with s = k(;)k1. 
Remark 2: The results given in Section IV concern (DTSS). For (SS), as all subsystems are Bounded-Input Bounded-State and as Ts is small compared to the dynamics, it is clear that the intersample behavior remains in a neighborhood

VI. COMPUTATIONAL ASPECTS
This section discusses some computational aspects that can be encountered when one solves the optimization problems P N . Since no assumption is made about the known CLF and since the state feedback is generally a discontinuous function of the state, the optimization problems P N are non-linear and non-smooth. Nevertheless, if the predictive or steepest descent strategy is considered, the feedback law leads to a partition of the state space w.r.t. the control values u(z) 2 U . Then, the smoothness requirement can be achieved if P N is solved separately for In this context, additional constraints related to the chosen switching strategy must be added. Precisely, for every fixed sequence 
The problem is clearly smooth in this case, if the CLF is.
• N H -predictive strategy: the sequence 3 has to verify the N constraints min 2fu g2U • PWM strategy: since the state feedback laws u(z) are generally discontinuous functions of the state, optimization problems are non-smooth. Nevertheless, there are two cases where P N can be solved without numerical issues: if u(z) is continuous or if u(z) 2 U almost everywhere and allows to define a partition of the state space. In both cases, the same previous methodology can be applied. Now, we have shown that the smoothness requirement can be met. It can be underlined that, for many practical cases, quadratic Lyapunov function candidates can be exhibited. QCQP is a wide-studied problem in the optimization literature having a large number of applications and several efficient solvers, such as GloptiPoly [13] . A comparison between the Non-Linear Solver fmincon of Matlab and the solver GloptiPoly is performed on the example given in the next section. The results are summarized for the steepest descent strategy case in Table I . Now, if parameter uncertainties and non uniform sampling are taken into account, the level set computed matches to the worst case for the dynamics. In this case, the program is not a QCQP but accurate polynomial approximations of (20) can be obtained using Taylor expansion of e (A+1A)(T +T ) where 1A and T s define the uncertainties. More accurate, a polytopic approximation of the dynamic, like in [14] , could be another way to deal with this issue. If a polytopic approximation is used then the problem becomes again a QCQP. So, the proposed solver remains adapted for both cases. 
VII. APPLICATION
A. DC-DC Converter Description
Consider a buck-boost converter (Fig. 2 ) whose state equation in continuous conduction mode (the current passing through the inductance never falls to zero) is given by starting inside the sublevel set that reaches the level. This sequence is obviously the solution of PN. In view of the evolution of the curve in Fig. 5 , an increase of N seems not to lead to a better estimation of S 1 .
B. Attracting Set Estimations for the Sampled Strategies
In Fig. 6 , the evolution of L 3 2 w.r.t. T s is drawn for both strategies.
This figure clearly illustrates the ISS property of the system. Finally, 
C. Robust Attracting Set Estimations for Sampled Strategies
Suppose now that all parameters L, R, E, C are known with 5% of uncertainties and that the sample time T s is time dependent with variation of 5% around its nominal value. The problem P N ( min ; max ; max ) gives the attracting set in the worst case. Fig. 8 shows in solid line the level sets corresponding to L 3 N for N = 1 (red line) and N = 8 (black line) and in dashed line the respective level sets for the system without uncertainties. This figure also shows two trajectories, simulated with a uniformly distributed random law for the sample time variations, and two parameters sets inside the 5% of uncertainties.
It is worthy noticing that, as expected, the attracting sets for the system with parameters variations are bigger than the ones for the nominal system. However, the boundedness of the optimization problem guarantees the stability of the perturbed system. 
VIII. CONCLUSION
In this technical note, robust stability for the class of switched affine systems has been investigated. Based on the existence of a CLF for the relaxed control problem, sampled switched strategies have been proposed to stabilize the switched affine system around an operating point.
The proposed framework allows to compute tight global attracting sets for the whole system trajectories, by solving a set of constrained optimization problems. Numerical aspects have been discussed and it has been shown that practically, the optimization problems reveal to be QCQP or non convex polynomial optimization problems for which efficient global optimization solvers exist. In addition, ISS results with respect to the sample time and the parameter uncertainties are formulated. In doing so, some stability margins are guaranteed.
The numerical illustration given on a buck-boost converter shows that quadratic CLF can be easily designed for DC-DC converters. Applying the steepest or predictive strategies, numerical results also showed that it is not necessary to consider a high order in P N to get a good accuracy in the over-approximation of S1.
