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This paper attempts to present a new methodological approach to the study of 
duality for continuous-time programming, based on the use of the Lebesgue- 
Stieltjes integral. This approach allows for a unified treatment, including cases 
when-in more classical pproach-ither the primal or the dual problem has no 
ceasible or no optimal solution, while the other one has an optimal solution. The 
continuous-time linear programming problem is discussed in more detail. 1 1986 
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1. INTRODUCTION 
Continuous programming was presented to the operations research com- 
munity when Bellman [3-5) introduced a class of continuous time linear 
programming problems. He termed them “bottleneck problems.” These 
problems were essentially in the form 
subject o 
sup i ‘A(t) X(t) df X(f) 0 
B(?)X(f)+S’K(1?s)X(s)ds~C(f), x(t)>:. 
0 
Bellman had the coefficients forthe problem constant over the time 
horizon. He also permitted generalized functions to be a constituent part of 
an optimal solution if required. 
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Since then, other have contributed to the knowledge of continuous linear 
programmes. Of these Tyndall [39-401, Grinold [15-171, Levinson [26], 
Murakami and Yamasaki [27], and Schechter [33] have done notable 
work with duality theorems. 
Generally in the latter papers the variables are now assumed to be boun- 
ded and measurable. 
There have been extensions of the basic continuous linear programming 
problem. In the first paper the objective functional was nonlinear, but the 
constraints have remained linear. Hanson [ 18, 191, Hanson and Mond 
[20], and Grinold [15] all have published in this area of research work. 
Then the constraints have been generalized toconvex by Farr and Hanson, 
[ 1 t-143, and Larson and Hanson [24]. In the latter paper the integrals in
the constraints were retained and time lags were also included. This exten- 
ded the continuous linear programming problem model with time lags 
employed by Larsen and Polack [22,23]. Dual continuous programming 
problems are also given by Hanson, Hanson, and Mond, Farr and Han- 
son, and Larson and Hanson. Grinold [ 151 considered nonlinear objective 
functionals. His results dealt with the linearization of these functionals. 
Some other recent research in the continuous programming area includes 
that of Bodo and Hanson [6]. In their work, they have extended com- 
plementary theory to continuous programming. With this theory, they are 
able to provide necessary and sufficient conditions for the simultaneous 
existence of optimal primal and dual solutions for Farr and Hanson’s [ 141 
continuous convex programming problem. These solutions are unique. 
Singh and Farr [38] have used the Farr and Hanson [14] problem. 
They have established Kuhn-Tucker and Fritz John’s saddlepoint 
optimality criteria without assuming differentiability of the functions 
involved. Singh [37] then generalized this work to weaken the con- 
vexity/concavity assumptions to quasiconvex constraints and pseudocon- 
cave objective functional; however he imposed differentiability 
assumptions. 
Kuhn-Tucker conditions (and associated material ike duality) have also 
been studied by Reiland and Hanson [31-321; Abrham and Buie [ 11; and 
Reiland [ 28-301. 
In the duality theory of previous research work, there has been problems 
with the representation of the dual variables. Inthe spaces previously used, 
conditions had to be very strong on the problem to insure the existence of 
the dual variables. Grinold’s [151 counterexample is a very simple con- 
tinuous-time linear programming problem. It has an optimal primal 
solution and feasible dual solutions, but no optimal dual solution. 
We propose here that in the dual problem, Lebesgue-Stieltjes integration 
should be employed in place of Lebesgue integration. In this way, we are 
able to obtain results analogous to classical linear and nonlinear duality 
409/I 1412-12 
470 HUE AND ABRHAM 
theory. Unfortunately the continuous nonlinear dual problems are not 
attractive. The linear case is more reasonable. Ithelps to explain enigmas 
caused by such problems as Grinold’s [151 counterexample. 
Essentially we have defined a nice dual and a standard dual for a given 
primal continuous-time linear programming problem. If conditions warrant 
it, the nice dual employing Lebesgue integration is used. Otherwise, 
LebesgueeStieltjes integration isused in the standard form of the dual. We 
illustrate ourproposed duality theory by means of several examples of con- 
tinuous-time linear programming. 
Before proceeding with the duality theory and the examples, we first give 
a brief section on the properties ofthese dual variables. We also give some 
of our motivation for investigating these properties. 
2. PROPERTIES OF THE DUAL VARIABLES 
Tyndall [39] and Grinold [IS] have provided a continuous-time linear 
programming problem which has an optimal primal solution. The dual has 
measurable feasible solutions, however, it does not have a measurable 
optimal solution. We attempt here to investigate possible characterizations 
of an optimal dual solution. 
This leads us to consider generalizing the integration used from Lebesgue 
to Lebesgueestieltjes. Thiswould appear to be a reasonable xtension of 
the problem since we have been able to show that if the primal problem 
has a finite bound, then the dual variables are of bounded variation. Our 
concept of the dual variables is somewhat different from the generally used 
one. 
If we do this, then we are able to show that the continuous time linear 
programming problem presented by Grinold [IS] does have primal and 
dual optimal solutions. 
In this paper, we were not directly motivated by the work of Segers 
[35], and his group. However, it is related to their work. In their studies of 
continuous linear programming problems, they developed an algorithm to 
systematically solve algebraically such problems. Extensive use was made 
of the Dirac d-function and the calculus of generalized functions as 
developed by Schwartz [34]. When we use Lebesgue (Riemann))Stieltjes 
integrals, we seem to have achieved essentially the same thing with our 
usual calculus. 
There have been other researchers that have used d-functions in the 
theory of continuous time linear programming problems. For example, 
Lehman [25] in his work on the continuous simplex method, employed 
the Dirac S-function as a component of an optimal solution, and so did 
Bellman [ 31. 
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We must note that we are talking about the cases where the Dirac 6- 
function occurs as part of the optimal primal and/or dual solution. Segers 
[35] and his coworkers Drews [9] and Hartberger [21] also defined 
problems where the coefficients could also be generalized functions. (These 
three papers may be found in [S]). These are other problem types which 
we are not going to deal with here. 
In the theory we develop here, we handle the general case of maximizing 
a continuous time concave objective functional subject o continuous time 
convex operator constraints. 
Definitions 
Let us formally define the problem that we are going to study. 
SUP d(x) = [h(f) & 
0 
x(t)E L,: [0, T], 
subject o Q(x)(t) 6 0, 
where 
.f: L:: CO, Tl -+ L;” t-0, Tl, 
Q: L; [0, T] + L,” [0, T]. 
Let us assume thatfand Q are continuous in x; f is concave in x, Q is con- 
vex in x. Let C[O, T] be the space of all continuous functions on the inter- 
val [0, T]. Of course L,” [0, T] is taken to be the space of all essentially 
bounded vector function (of n components) on the interval [0, T]. 
The norm that we are using is the essential supremum. Let R be the set 
of real numbers (that is, R = (- 00, co)). Let BV,[O, T] be the space of 
vector functions of bounded variation (of n components) on the interval 
IlO, Tl. 
Let us assume that there exists a finite upper bound for the problem P. 
Let us call it J.. The existence of a feasible solution x+ for problem P will 
also be assumed. (In other words, we consider an infeasible problem P to 
be unbounded.) This is our constraint qualification assumption. 
Now we require the following two sets. 
Y= ((LI, h)lcr~ R, u>E. and h~L;z [0, T] such that h(t)<O, Vttz [0, T]}, 
Z = ((u, h)lu E R, h E L,:, [0, T], and there exists an x E L,; [0, T]: 
LI d 4(x), and Q(x)(/) d min(h(t), 0) almost everywhere on [0, T] ). 
The set Y is convex and the set Z is convex if Q is convex and q’~ is con- 
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cave. Both sets are obviously nonempty and the set Z has an interior point 
(if (a, h) E Z, it suffices to put u, = a - 1, h, = h + 1 to have an interior 
point). It is also readily apparent that the sets are disjoint since there is no 
overlap on the first coordinate. We assume here that d(x) > -cc for at 
least one feasible x.
In this section we first determine the hyperplane that separates the sets Y 
and Z. Then we proceed to ascertain some of the properties of this hyper- 
plane. 
Since we have the interior of Z disjoint from the set Y, we may use the 
Hahn-Banach Theorem (see Durford and Schwartz [ 10, V. 2.81) to 
guarantee that there exists a nonzero hyperplane which separates the sets Y 
and Z. (It is a nonzero continuous linear functional.) This implies that 
there exists a 0 E R and a PE L: [0, T]* such that for (a,, h,)~ Z and 
(a,, hZ)~ Y, such that 
where (a,, b,)eZ and (a,, &)E Y. MEL: [0, T]*. 
We have used Theorem IV.9.14 from Dunford and Schwartz [lo] to 
write the separating hyperplane in an integral form. 
The vector measure p will be referred to as the dual measures. This is 
analogous to the practice of referring tothe dual variables in finite dimen- 
sional mathematical programming. We are able to demonstrate that they 
have the following properties: 
(I) e>o. 
(II) The measures p are nonnegative. 
(III) The measures p can be identified with a vector function whose 
components are monontone nondecreasing functions of bounded variation. 
(IV) If there is an optima1 solution x*, then the constraints satisfy a 
complementarity condition, specifically j: Q(x*)( t) dp( t) = 0. 
(V) (i) may be normalized (that is 8= 1). 
In fact we have 
THEOREM 1. Suppose we have problem P as defined earlier and suppose 
that the objective functional has afinite upper bound (A). Let Y, Z be the sets 
defined at the beginning of this section. Then the separating hyperplane (i) 
exists and the dual measures can be chosen as measures of bounded variation. 
The dual measures can be identified with a vector function of bounded 
variation. The separating hyperplane has the properties I to V given above. 
Proof: The existence of the separating hyperplane follows the 
arguments presented at the beginning of this section. Let us now proceed. 
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(I) First, it is easily seen that 8 > 0. To show this let x+ be feasible for 
problem P. Now take b, = 0, b2 = 0, a, =4(x+), a2 = 1+ 1. Then by sub- 
stituting into (i), it is apparent that @(x’),<fI(n + l), and since 
$(X+)-CA+ 1, we must have 82.0. 
(II) The measures p are nonnegative. To show this, assume the con- 
trary. Then there exists a set E c [0, T] such that p(E) < 0. Let b, (t) = tl or 
0 according to whether t E E or t $ E, c( > 0. Take a, = 4(x + ) for some 
feasible x +, a2 = i + 1, 6, (t) z 0. Then 
eqqx+)-a j /L(dt)<tqA+ 1) 
E 
and by increasing a we can make the left-hand side arbitrarily large. Thus p 
must be a nonnegative measure. 
Let us now demonstrate that the dual measures are of bounded 
variation. According to [lo, Sect. IV.8.161, the space L,” [0, T]* is 
isometrically isomorphic to the space ba( [0, 7’1) of bounded finitely 
additive set functions defined on the a-field of the Lebesgue measurable 
subsets of [0, r]. According to Lemma 5 in [lo, Sect. 111.1.51, the dual 
measures are of bounded variation. From [ 10, Sect. IV.12.11, it is quite 
obvious that ba( [O, T]) is isometrically isomorphic to the space 
BV,[O, r], where BV,, [0, r] c SV[O, T] and for every f~ SV,, [0, T], 
f(0 + ) = 0. We may then define (uniquely) the vector point function f
corresponding to the dual measures .U as f (t) = jb p(h). Hence we will now 
use p as a vector point function (instead of as a vector set function). We
will take ~(0 + ) =O, and will change the incremental part of the integral 
from I to &(s) to emphasize this. We are of course still using the 
Lebesgue (not Riemann) Stieltjes integral. 
Thus we have demonstrated that the dual measures may be identified 
with a vector whose components are members of the space of functions of 
bounded variation. Note we have not shown that p is fully normalized. 
(That is, we have not demonstrated that ,LL is continuous on the right.) 
However, we may show that the monotonicity property still holds. Thus we 
now have property III. 
(III) p(t) is a monotone nondecreasing function of bounded variation. 
Let us define 
h(C) = - 1 fort<<dsfort<s 
=o for 0 < 5 < t; s < 5 < T. 
Then f: h(5) &(t) = ,u(t) -p(s). If t or s is a point of discontinuity ofp, 
then we may use t-a or S-E and let E -+ 0. In view of Lemma 111.5.16 
Dunford and Schwartz [lo], we still have the same result. 
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Now let us substitute (/1-a, O)EZ and (%+ E, h(t-d))~ Y into (i) for 
&>O and d>O. Then ~(~-~)-OOf3(A+~)-J~h(~-d)dp(~) and by 
letting d -+ 0 we have 
which implies p(t) 6 p(s) for t <s as E > 0 is arbitrary. Thus we must have 
that p(t) is a monotone nondecreasing function. 
Since p is monotone nondecreasing, we have the following fact. For 
(a,,b,)EZ with b,<O, we must have that JTb,(t)dp(t)<O. 
(IV) Complementarity. If we assume that there exists an optimal 
solution x* to problem P, then the constraints satisfy a complementarity 
condition. To demonstrate this, substitute a,= 4(.x*) = 2, a, = A+ E (E > 0), 
h, = 0, and b, (t) = Q(x*)(t). Then after these are substituted into 
we have @5(x*) -JT Q(x*)(t) dp(t) d 19(&x*) + E). This implies 
{;Q(x* )(t) dp( t) 2 0 as E > 0 is arbitrary. 
In III we also showed that Jl Q(x*)(t) dp(t) 6 0 as Q(x*)(t) d 0. Thus 
we must have the complementarity condition JT Q(x*)(t) dp(t) = 0. 
(V) The separating hyperplane may be normalized. That is, 8 may be 
selected in such a way that it is unity. To show this, let us assume that 
8=0. Let h2 =O, (a,, hl)~ Z, (a,, 0)~ Y. Substituting into (i), we obtain 
-J,“b,(t)d&)=O. S’ mce b, (t) is arbitrary, then the only conclusion is 
that ,u(t) is a constant. If p(t) is a constant, then there would be no 
separating hyperplane. 
Thus we must have 0 # 0. And therefore (i) may be normalized so that 
e= I. Q.E.D. 
Now let us consider the case when the constraints are bounded by a 
nonpositive continuous function (see the definition fZ). We will redefine 
the sets Y and Z first, 
Y= {(a,b)(aeR, a>E. and bEC,[O, T] such that b(t)<O, V,‘~E [0, T]}, 
Z = {(a, b)l a E R, b E C, [0, T], and there exists an x E L; [0, T]: 
a 6 4(x), and Q(X)(Z) d min(b(t), 0) almost everywhere on [0, r] 1. 
Since b(r) E C, [0, T] instead of LF [0, T], we now have the following 
form of the separating hyperplane. (It is a nonzero continuous linear 
functional.) Specifically, there exists a 0 E R and a ,M E BP’,,, [0, r] such that 
for (a,, b,)cZ and (a,, bZ)E Y, 
(ii) ea,-J~b,(t)d~(t)Q6az-J,Tb2(f)d~(t). 
Also from Dunford and Schwartz [ 10, p. 3441, we have that the 
functions are also normalized so that ~(0) = 0 for all p satisfying (ii). Also p 
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is continuous on the right. Let NBV be the closed subspace of BP’ com- 
posed of functions with these two additional properties. Thus 
p E NW, [O, T]. 
For {or Q(x)(t) &(t) to be taken as a Riemann-Stieltjes integral, itis 
necessary that Q(x)(t) and p(t) have no common points of discontinuity. 
We will simply assume that if Q(x) E C, [0, r], then /J E NBV, [0, T] and 
Riemann-Stieltjes integration isto be used. It is also readily apparent that 
the theorem still holds for this separating hyperplane, that is, properties 
(I-V), previously established still remain valid for this case. 
Let us make a few comments as to what we have here. When we move 
from the space C[O, T] to L”[O, r], the dual space changes from regular 
bounded finitely additive set functions (rba( [0, T])) to bounded finitely 
additive set functions (ba([O, T])). (The regular bounded finitely additive 
set functions can also be extended to countably additive set functions [lo, 
111.5.14]). Thus imposing the continuity property in the primal space 
implies imposing regularity inthe dual space. The dual spaces rba( [0, r]) 
and ba( [0, T]) are isometrically isomorphic to the spaces NBV[O, T] and 
SV,,[O, T], respectively. Again, when we impose continuity on the primal 
space, we have right continuity in the dual space. 
An expanded version of this section plus a section on illustrations is 
available in [7]. 
3. THE DUALITY THEOREMS FOR THE CONTINUOUS-TIME 
PR00~Ah4Mm0 PROBLEMS 
Let us define L(x, cl) = d(x) -jr Q(x)(t) &(t). We are now able to deal 
with the existence of a saddle point for L. A pair x+, p+ with x+ EL,” and 
,u+ EBV,,, is a saddlepoint of L(x, p) if L(x, ,u+)< L(x+, ,u+)< L(x+, p) 
for all x E L,” and PE SV,,. The dual problem for continuous time 
programming problems is then defined. 
Then the duality theorems are presented. They are the Weak Duality 
Theorem, the Direct Duality Theorem, and the Converse Duality Theorem. 
Let us proceed with the saddle point problem. 
THEOREM 2. (a) Let x+ be an optimal solution for problem P. Let p+ 
be the function determined in the previous section which has the properties 
(I-V). Let XE L,“, and suppose p is any nondecreasing bounded function on 
[O, T], then L(x, p+) 6 L(x+, p”‘) d L(x+, p). 
(b) If (x+, p+) is a saddle point of L(x, p), then x+ is an optimal 
solution to P. 
Proof: (a) Choose in (ii), Section 2 (normalized so that O= l), 
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az=d(+x+)+& (&>O), h2=Q(x+)(f), a, =&x), h, =Q(x)(t). We then 
obtain 
for every E > 0 and this implies L(x, ,U +) < L(x +, ,u+ ). Furthermore, we 
have 
L(x+,~)=~(x+)-jTQ(x+,(f)d~(f),<~(x+) 0 
We have demonstrated that if x+ is optimal for problem P, then there 
exists a pLf such that (x+, p+) is a saddle point of L(x, p). Thus the 
necessary condition is proved. 
(b) Let us now deal with the sullicient condition. Let (x +, cl’) be a 
saddle point of L. Then L(x+, p+) 6 L(x+, p) implies 
We have jlQ(x+(t)d(p(t)-p+(t))<0 for any p>O, ~LEB~~/,,. Ifwe set 
p(t)=O, we obtain ~~Q(x+)(t)&+(r)>O. If we set p(t)=2p+(t) we get 
~~‘Q(x+,W/J+(WO, h ence j~Q(x+(t)d~+(t)=O and this implies 
j,“Q(x+U,dp(t)<Of or any /A. Let us assume that for some iE { 1,2 ,..., m},
Qi(x+(r)>O for tE Ez [0, T], where Qi(x+(f) is the ith component 
of Q(x+)(t). Let v be a Lebesgue measure on [O, 7’1. Let 
E= {te [0, T](Qi(x+)(t)>O}. Let vi be a measure defined as follows: 
A E [0, T) * v;(A)= v(A n E). Let p,~Bl/o correspond to vi. Let 
p = (0,O ,..., p,, 0 ,..., 0). Since we have jl Q(x f (t) &(t) < 0, we now have 
j~Qi(X+)(t)d~,(t)=jEQi(x+)( Id t vd 0. This implies v(E) = 0 and thus 
Q(x+)(f) d 0 almost everywhere (x + is feasible). If x is feasible (Q(x) < 0), 
we obtain from L(x, p+) < L(x+, ,u+) that 
I-JI:Q(x)(f)d~+(l)~)(x+) which implies $(x)<&x+). 
Thus we must have x+ optimal for problem P. Q.E.D. 
Since 4 and Q are Frechet differentiable with respect o x, then so is L. 
Thus if (x+, ,u’) is a saddle point of L, we have V.,L(x+, pLt) =O. 
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That is V.&x+)(h)(t)-J,TVxQ(x+)(h)(t) c++(t)=0 for all hi L,” 
and 1: Q(x+(t) &+(t) = 0. 
We are now prepared to define the dual to problem P. Let us call it 
problem D, and define it as min L(x, p) = h(x) -JOT Q(x)(t) &(t) subject o 
V, d(x) - jrQ(x)(t) 44t) 1 (h)(t) =0 for all h(t) E L,” 0 
and 
Let us now give three duality theorems concerning the primal problem P 
and its dual D. First, we present 
THEOREM 3. (Weak Duality Theorem). Let x, he feasible for P. Let 
(x2, p2) be feasible for problem D. Then we have 4(x,) ,< L(x,, ,u2). 
Proof See, for example, [ 1, p. 261 for a proof of this theorem. 
It is relatively simple to obtain the Direct Duality Theorem (Wolfe). It 
follows immediately from the results of the previous ection. 
THEOREM 4. (Direct Duality Theorem). Let x + be optimal for problem 
P. Then there exists ,a+ such that (x +, p + ) is optimal for D and 
fp(X+)= L(x+, p’). 
Proof Derive p + as in the previous section. Then 4(x+) = L(x+, p+) 
follows from the complementary slackness property. Q.E.D. 
The last duality theorem we are going to present is 
THEOREM 5 (Mangasarian’s Converse Duality Theorem). Let problem 
P have an optimal solution X+ and let its dual D have an optimal solution 
(x*, p*). Let L(x, p*) be strictly concave with respect to x on L,“. Then 
x+(t) =x*(t) almost everywhere and 4(x+) = L(x*, p*). 
ProoJ By the previous Theorem, there exists a ,u+ so that (x+, p+) is 
optimal for the dual D. Thus we have L(x+, p+)= L(x*, p*). Now if 
x*(t) #x’(t) on a set of positive measure, we get, by the strict concavity of 
L that 
Lo+, pL*) - L(x*, CL*) <v,L(x*, ,u*)(x+ -x*) = 0. 
Thus L(x+, p*)< L(x*, CL*)= L(x+, p+). This implies O=s,‘Q(x+)(l) 
dp+(t) <ST Q(x+)(t) dp*(t) and this is impossible. We conclude that 
x*=x+and#(x+)=L(x+,~+)=L(x*,~*). Q.E.D. 
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Let us now consider again our dual measure pLf E ba( [0, 7’1). Let us put 
G(k) = s: k &+(t) for all k(t) E L,” [0, r]. First, we will assume that m = 1. 
Then we have p+(E) = G(xE) where xE is the characteristic function of a set 
E c [0, T]. pL+ is continuous with respect o the Lebesgue measure on 
[0, T]. By Theorem IV.9.14 in [lo], there exists for every E > 0, a simple 
function g(t) (depending on E) such that 1 p+(E) - jEg(t) dt 1 < E for every 
Lebesgue measurable set Ec [0, T]. Let us put B(E) = lEg(t) dt. Since 
pLf > 0, we may assume g(t) > 0 almost everywhere on [0, r] (in the sense 
of Legesgue measure). For every k(t) E L”[O, T] we have 
k(r)dlc+(t)-~Tk(f)dB(r)l~jTlk(t)ldl~+ -Bl(f)62KE, (1) 
0 0 
where K = ess. sup I k( t)l and 1 ,u+ - B 1 is the total variation of p+ - B. 
Let {k,(t)} be a sequence from L” [0, T] such that k,(t) -+ 0 a.e. on 
[0, T] and k,+,(t)<k,(t). Then jrg(t)k,(t)dt-+O a.e. monotonely 
downwards and lr k, (t) dB( t) = jl k, (t) g(t) dt -+ 0 monotonely down- 
wards for every E > 0. 
Let us now consider the sequence {j$ k,,(t) dp+(t)}. For any E > 0, let g 
and B be as above and let us put L=limj,Tk,,(t)dp+(t) as n-+co. We 
have (as in (1)) 
k,,(t)dp+(t)-?^Tk,(t)dB(t) <IKE, where K = ess. sup k, (t), 
0 
O<tdT. (2) 
Passing in (2) to the limit for n -+ CC we obtain (L - O( 6 2Kc Hence, we 
have L=O. 
If m > 1, we apply the above procedure to every component. We are now 
able to apply the Daniel1 Representation Theorem (see Ash [Z, 
Sect. 4.2.91). This permits us to obtain a unique countably additive 
measure p such that each kc L,” [0, r] is p-measurable and 
G(k)=j,Tk(t)dp(t). S’ mce we have not normalized G, we do not obtain a 
probability measure as Ash does. 
Since p is unique and is countably additive, we may take p+ to be coun- 
tably additive also. This is required when we wish to use Fubini’s theorem 
in the next section. 
4. CONTINUOUS-TIME LINEAR PROGRAMMING PROBLEMS 
Let us define the following two continuous time linear programming 
problems: 
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i 
s T sup 41) x(t) & -lz 0 
P, = subject o x(t) 2 0, 
! B(t)x(r)+[‘K(r,s)x(s)ds<C(t) 0 
and 
s T inf w(t) C(t) & w 0 
subject o w(t) B 0, 
w(t) B(t)+)*Tw(~) K(s, t) ds>A(t). 
I 
Problem P, is generally called the primal problem. It has been studied 
by several authors in the past. Problem D1 is the dual to problem P, when 
rather strong assumptions are satisfied. The relationship between problems 
P, and D, has been extensively studied by the authors mentioned in Sec- 
tion 1. 
We would like to define the following two problems. 
i s sy T A(t) dx, (t), 0 
\ subject o X, (t), X2 (t) 2 0 monotone nondecreasing, 
P,= T 
‘9 0 
u(~)B(~)+S~U(S)K(S,I)~S dX,(l)+j-oTu(t)dX2(f) 
I 1 
s T \ = u(t) C(t) dt for all u(t) E L,” [0, T] 0 
and 
i 1 ir$ oT C(t) dW, (t), 
\ subject o W, (t), W, (t) 2 0 monotone nondecreasing, 
B(t)h(t)+~rK(f,s)h(s)ds dW,(t)-j-Th(t)dW,(t) 
0 1 0 
T 
\ = s A(t) h(t) dt for all h(t) E L,” 0 
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If P, is taken to be our primal problem, then under our duality theory, 
D2 is the form of the dual problem. Similarly, ifD, is taken to be the 
primal continuous problem, P, is the form of its dual. 
Suppose we have conditions which guarantee f+‘(t) isabsolutely con- 
tinuous so that wl(t) dt = dW( t). With the use of Fubini’s Theorem [36] 
to switch the order of integration, itis possible to reduce problem D, to 
problem D, . The same relationship exists between problems P, and P,. 
With the appropriate integrability assumptions, we may also use Fubini’s 
Theorem [36] to interchange the order of integration toobtain the follow- 
ing versions of problems P, and D,: 
subject o X(t) > 0 monotone nondecreasing, 
B(t)dX(t)+[‘K(t,s)dX(s)dt-C(t)dt GO 
0 I 
! for all u(t) E L,” and u(t) >, 0 
and 
W(t) 2 0 monotone nondecreasing, 
D2= 
t)dW(s)dt-A(t)dt (h)(t)>0 1 
\ forallh(t)EL;andh(t)>O 
The inequalities are obtained when the slack and surplus variables X,, 
W, are dropped from P, and D2, respectively. We also require that the 
directions be nonnegative to have these inequalities. The first example 
shows a problem with these variables included in the problem definition. 
We will call D, the nice form of the dual for problem P, and we will call 
D, the standard form of the dual for problem P,. To guarantee that the 
optimal solution W(t) of the dual is absolutely continuous (so that the nice 
form of the dual can be used) we require three strong conditions on the 
problem P, . These the reader may check in Tyndall’s [39] work and in the 
subsequent papers since then. 
We are going to present several examples which illustrate different 
possible relations between the primal and dual problems. 
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Type of Solutions Available 
Example p, D, p2 
I 
II 
III 
IV 
V 
VI 
VII 
VIII 
IX 
optimal 
feasible 
feasible 
feasible 
optimal 
optimal 
none 
unbounded 
feasible 
optimal 
feasible 
none 
none 
optimal 
unbounded 
none 
none 
p, =+p2 
optimal 
optimal 
optimal 
p, = p2 
PI-p2 
none 
p,*p2 
none 
optimal 
D,-Dz 
optimal 
optimal 
optimal 
D,-4 
D, -4 
none 
As Example I let us first consider Grinold’s [151 counterexample, 
I 
3 
max x2(t) & 
-lz 0 
subject o x,(t)+[ix2(s)ds- 160, 
x,(t)-3<0, 
x(t)20. 
An optimal primal solution is xi = 0 and x2 = f. When the x’s are selec- 
ted from Ly [O, 31, there is no measurable dual solution (see Grinold 
[lS]). If we select he x’s from C2 [0, 31, the duals are from SV, [0, 31. 
What happens is that we have two forms of the dual problem. For the case 
when XE LT [0,3] we have as the dual, 
mjn 1: Cwi Cl) + 3~45(f)l dt, 
subject o w,(~)+~,3~,(~)d~-l>0, 
w(t) 2 0. 
For the case when x E C2 [0,3] we will develop the dual using an 
approach similar to that of Section 3. The reason for this is that the dual 
has not been presented in a standard format such as has been done for the 
first case. Note that some form of constraint qualification assumption is 
also required. In our case, we will assume the existence of feasible primal 
and dual solutions. 
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First please observe that the constraints for the primal problem are 
I 
I 
x2(s) ds - 
0 
x2-3 
-X1 
-x2 
There are four dual variables for this case. Let us call them u, , u2, uj, 
and u4. Then the dual objective functional becomes: 
- j~MWW~+ jdxi(f)dui(l)+j~X2(f)dVq(f). 
It is subject o the following constraints: 
-j3h,(t)du,(r)+j3h2(I)dL',(t)=0, 
0 0 
j’h,(f)dt-j3 jrh2(~)dsdu&-j3h2(~)d~&)+j3h2(~)duy(~)=0. 
0 0 0 0 0 
These two constraints must hold for all h,, h2~ C[O, 31. The u’s must also 
be nonnegative. This immediately implies that the objective function sim- 
plifies to
min j3 1 do,(t)+ j3 3 du2(t). 
1’ 0 0 
Now let us analyze the two constraint equations. For v3 = u, we have the 
first equation satisfied for all h, E C[O, 31. 
For v2 = u4 = 0, we have the second equation reducing to 
j3hZ(f)dt= j; j$)dsdu,(f) 
0 
and for u1 (t) = 0, t < 3 and u, (3) = 1, we have the second equation also 
satisfied for all h, E C[O, 31. 
Thus u, (t) = 0 for t < 3, u, (3) = 1; u2 = 0: uj = u, ; and u4 = 0 is a feasible 
solution for the dual. The dual objective function evaluates to 1. From 
duality theory we know that this implies that the calculated solution is also 
an optimal one. 
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Let us define the following four problems: 
i ! 
T 
max Nt) x(t) dt, 
x 0 
A = ( subject o x(t) 2 0, 
5 
I 
x(s) ds,< a(l), 
0 
s 
T 
min o(l) u(t) 4
0 0 
subject o v(t) 3 0, 
s 
T 
4s) ds b cc(t), 
t 
! 
max s 
T 
a(t) dX(f), 
x 0 
C = subject o X(t) 2 0 and monotone nondecreasing 
s ’dX(t) 6 d , 0 
s 
T 
min a(t) dV(t), C’ 0 
subject o V(t) 2 0 and monotone nondecreasing 
s 
T 
dV(s) > a(t). 
I 
If X is absolutely continuous then x = V,X, and if V is absoltutely con- 
tinuous when v = V, V. 
If A is problem P,, then D is problem D, after Fubini’s Theorem is 
employed and some simplifications areperformed. Problems B and C are 
similarly related. We have the following combinations. 
A and C are primal with nice dual, 
A and D are primal with standard dual, 
C and A are primal with nice dual, 
C and B are primal with standard dual. 
Let us now continue with Example II. This example is one that was 
studied by Yaari [41]. Define LX(~) = T- t and o(t) = 1. Then it is apparent 
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that A has feasible solutions, but, the optimal solution is not attainable 
with a measurable function. The optimal value for problem A is T. For 
problem B, it is easily verified that v(t) = 1 is an optimal solution. The 
optimal value of the objective functional is T. If we consider problem C, 
(the standard ual for B), then it is obvious that X(O) = 0 and X(t) = T for 
t > 0 is an optimal solution for B. Of course the objective functional 
evaluates to T. 
Let us proceed with Example III. Here, we put a(t) = T- 2t and o(t) = 1. 
Again problem A has no measurable optimal solution. Problem C has an 
optimal solution which is X(0) = 0 and X(t) = T for t > 0. The objective 
functional has an optimal value of T. For problem B we may find feasible 
solutions uch as u(t) = t. However no measurable optimal solutions are 
available. We are able to determine an optimal solution for problem D. 
V(T) = T and k’(t) = 0 for t < T is optimal for the problem. The objective 
functional has an optimal value of T. We might note that the optimal 
solution has the constraint binding only at the point t = 0. Also we have 
the optimal solutions being orthogonal. 
As Example IV, let us take a(t) = 2T- t and a(t) = 1. Once again A has 
feasible, but no measurable optimal solutions at all. It is obvious that 
problem B has no feasible solutions. Problem D has V(T) = 2T and 
k’(t) = t for f < T as an optimal solution. Inthis case j:‘&(s) = 2T- t and 
the optimal value of the objective functional is 2T. For problem C, the 
solution X(0) = 0, X(t) = 2T for t > 0 is optimal. 
Now let us proceed with Example V. It is a variation on the previous 
one. In this case, the nice primal has an optimal feasible solution and the 
nice dual has no solution at all. For this example, let us take cr(t) = 2T and 
a(t) = 1. Then x(t) = l/T is optimal for problem A. Problem B has no 
solutions. Problem C then has X(t) = t/T as an optimal solution and 
V(T) = ZT, k’(t) = 0 for t < T is optimal for the standard dual. The optimal 
value of the objective functionals i 2T. 
Example VI. In the case we have a primal problem with an optimal 
solution. Its nice dual also has an optimal solution. When we increase the 
time horizon of this problem, we discover that the primal problem becomes 
infeasible. This case is dealt with as Example VII. 
subject o 
s 
T 
max x,(t)+(T-t)x>(f)dt 
-c 0 
x2(s) ds 6 3, 
x*(t)>4, 
Xl (t) 2 0. 
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It is readily apparent that both of these constraints can be satisfied 
simultaneously (for T< 3/4). The nice dual is 
subject o w, (s) ds 2 T- t, 
WI (t) 2 1, 
w*(t)>O. 
The optimal solution for it is w1 (t) = 1, and w2 (t) = 0. The optimal 
solution for the primal problem is x, (t) = 3 - 4t and x2(t) = 4. The objec- 
tive functional both evaluate to 3T. 
Now consider the standard ual of the nice dual problem in example VI. 
This problem is 
m;xj’dX,(t)+(T-t)dX,(t), 
0 
subject o 
(iii) Sor,,(t)CdX,(t)+S;,dX2(s)dt-3dt]~0 
and 
(iv) &u2(t)dXz(t)<J,T-4u2(t)dt 
for u,(t), +(t)>O, EL?. From (iv) we have dX, (t) = 4dt = d(4t). Thus 
from (iii) we have 
dX,(t)+j’4dsdt-3dt 
0 
]=jo’u,(t)[dX,(t)+4tdt-3dt]=O 
which implies dX, (t) = 3dt - 4tdt = d(3t - 2t*). Thus we have as an optimal 
solution X, (t) = 3t - 2t2 and X,(t) = 4t. The objective functional evaluates 
to 
jrd(3t-2t2)+(T-t)d4t=S73-4t+4T-4tdt=3t-4t2+4Tt16=3T. 
0 0 
This is of course what the dual objective functional yields for the optimal 
solution. One might be tempted to initially state that this solution holds for 
all T> 0. However, property III of the properties for the dual variables 
states that they are monotone nondecreasing. In this case X,(t) is 
409/l 14/2-l) 
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monotone nondecreasing only for the interval [0, 3/4]. Let us investigate 
what happens when we move outside this interval. 
For example WI, let us consider the previous example when T= 2. In 
this case we have no feasible solutions for the primal problem. Also the 
solution for the standard dual of the nice dual is not monotone non- 
decreasing. Now let us consider the solution wI (t) = 1 + 6at and 
w2 (t) = T - t + 3aT2 - 3at2 for a > 0. This is a feasible solution for all a > 0 
for the nice dual problem. The objective function evaluates to - 8 - 76~ 
which may be decreased without bounds. 
Let us now proceed with the eighth example. It is a variation on the 
previous one. In this case the nice and standard dual problems have no 
feasible solutions. The primal problem is unbounded. 
s 
T 
max -3X,(t)+4X,(t)dt, 
-x(0 0 
subject o x2(t) - 5: x, (s) ds < T- t, 
-x,(t) < 1, 
x(t) 3 0, 
is the primal problem. Its dual is 
s 
T 
min w1 (t) + (T- t) w2(t) dt 
40 0 
subject o w,(t)+ i‘, w2 (s) ds < 3, 
M..z(f)a‘$ 
WI (t) 3 0. 
It is quite apparent that for T< 3/4, both these problems have 
measurable optimal solutions. (Specifically, x,(t)=O, x2(t)= T- t, 
w,(t) =O, w*(t) =4.) However, for T> $ both the nice dual and also the 
standard dual have no feasible solutions. Ifwe take xi (t) = 1 + 6at and 
x2 (t ) = T + 3at2, u > 0 as a solution for the interval [0,3], the primal 
objective functional evaluates to (4T- 3) T- 9aT2 + 4aT3. For T= 3, this 
is 27 + 27~ which increases without bound as a -+ 00. 
Finally in example IX, we are going to present a situation in which both 
the primal and dual problems are infeasible. Let us consider the primal 
problem 
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subject o x(t) 2 0, 
x,(r)-j,T X*(J) ds6 1, 
-x,(t)+ jT Xl(S) ds6 -2, 
, 
and as its dual 
I 
T 
min ~1 (t) - 2w,(t) dt, w(t) 0
subject o w(t) > 0, 
WI (t) - w,(t) 2 2, 
s 
f 
-wI(s)+w2(d)ds>1. 
0 
By inspection, itis obvious that neither of these problems has a feasible 
solution. (Also the standard form of the dual for both problems similarly 
have no feasible solutions.) 
These last three examples would tend to indicate that if the standard 
dual has no feasible solution, then the primal problem has an unbounded 
measurable solution provided it has a feasible solution. Ifthe nice primal or 
the standard primal has no feasible solution, it would seem that the nice 
dual has an unbounded measurable solution provided it is not infeasible as
illustrated for example by example IX. (It would appear that if the nice 
primal has no solution, then the standard primal has no solutions). These 
topics will be dealt with by us in a future paper. 
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