Abstract. The Bayesian Information Criterion (BIC) estimates the order of a Markov chain (with nite alphabet A) from observation of a sample path x 1 ; x 2 ; : : :; x n , as that value k =k that minimizes the sum of the negative logarithm of the k-th order maximum likelihood and the penalty term jAj k (jAj?1) 2 log n: We show thatk equals the correct order of the chain, eventually almost surely as n ! 1, thereby strengthening earlier consistency results that assumed an apriori bound on the order. A key tool is a strong ratio-typicality result for Markov sample paths. We also show that the Bayesian estimator or minimum description length estimator, of which the BIC estimator is an approximation, fails to be consistent for the uniformly distributed i.i.d. process.
Introduction
A Markov chain is a discrete stochastic process fX n : n 1g with values in a set A, called the alphabet, of cardinality jAj < 1, for which there is a k 1 such that Prob(X n 1 = x n 1 ) = Prob(X k 1 = x k 1 )
Q(x i jx i?1 i?k ); n k; x n 1 2 A n ; (1.1) for suitable transition probabilities Q( j ). Here and in the sequel, x n m denotes the sequence x m ; x m+1 ; : : : ; x n . The class of processes such that (1.1) holds for a given k 1 will be denoted by M k , and M 0 will denote the class of i.i.d. processes. The order of a process in M = 1 k=0 M k is the smallest integer k 0 such that for somè 1, fX n : n `g is in M k 0 .
An important problem is to estimate the order of a Markov chain from observation of a nite sample path. A popular method is the so-called Bayesian Information Criterion (BIC) of 14], which gives the estimator de ned bŷ k BIC =k BIC (x n 1 ) = arg min k ? log P ML(k) (x n 1 ) + jAj k (jAj ? 1) 2 log n ; (1.2) where P ML(k) (x n 1 ) is the k-th order maximum likelihood, i.e., the largest probability
given to x n 1 by processes in M k .
In this paper we address the consistency problem for the BIC estimator, that is, the question of whetherk BIC = k 0 , eventually almost surely, for any process in M. Our principal result is that consistency holds for the subclass of irreducible processes, that is the class of processes that are i.i.d. or belong to M k for some k 1 and have the additional property that the k-blocks that occur with positive probability communicate.
The BIC consistency theorem.
For any irreducible process in M,k BIC (X n hidden assumption that there are only a nite number of model classes; formally, the minimization in (1.2) is for k k , where k is an upper bound on the order of the process. In this case, however, as noted in 8, 5] , log n can be replaced in (1.2) by something much smaller, e. g., a suitable multiple of log log n. Our theorem does not assume a nite number of model classes. The minimization in (1.2) is over all k, though, obviously, it may be restricted to k < n. We should point out that Kie er established consistency without an apriori bound on the order for the case when jAj k (jAj ? 1) is replaced in (1.2) by a more rapidly growing function of k, 9] . Kie er also raised the question which is answered by our consistency theorem. We also mention the paper of Papangelou 12] whose avor is somewhat similar to our work, although a direct relationship of results is not apparent.
In the sequel, processes will be identi ed with their distributions. Thus, if a probability measure P on A 1 is the distribution of a process in M, we will write P 2 M and say that P is a process in M. Note that to each each irreducible P 2 M there exists a stationary (i. e., shift-invariant) Q 2 M whose order and transition matrix are the same as those of P. This \stationary modi cation" of the process P is obtained by replacing Prob(X k 1 = x k 1 ) in (1.1) by the limit as n ! 1 of the arithmetic mean of the probabilities Prob(X i+k?1 i = x k 1 ); i = 1; : : : ; n. Any irreducible process in M is absolutely continuous with respect its stationary modication, hence it su ces to prove the consistency theorem for stationary irreducible processes in M.
An essential tool in proving the consistency of the BIC order estimator is a strong ratio-typicality result we establish for stationary, irreducible Markov chains, a result that appears to be of independent interest. It says, loosely, that as long as k does not grow too rapidly with sample path length, the ratio of the empirical relative frequency of each k-block to its probability is uniformly close to 1. The empirical distribution of k-blocks in x n 1 , or the k-type of x n 1 , is de ned by the formulaP n (a k 1 ) = 1 n ? k + 1 N(a k 1 jx n 1 ); a k 1 2 A k ; (1.3) where N(a k 1 jx n 1 ) = jfi 2 1; n ? k + 1]: x i+k?1 i = a k 1 gj is the number of occurrences of a k 1 in x n 1 .
The sequence x n 1 is called (k; )-typical for a process Q ifP n (a k 1 ) = 0, whenever Q(a k 1 ) = 0, and P n (a k 1 )
Q(a k 1 ) ? 1 < ; whenever Q(a k 1 ) > 0:
The typicality theorem. For any stationary irreducible process Q 2 M, there exist positive numbers and such that eventually almost surely as n ! 1, the sequence x n 1 is (k; n ? )-typical for every k log n:
Earlier typicality results in which block length grows with sample path length include the following. 1. Marton and Shields obtain large deviations bounds for the variational distance between the empirical k-block distribution and the theoretical k-block distribution that are valid for all k (log n)(H+ ), where H is the process entropy, 11]. Their results do yield our typicality theorem for k = o(log log n), but this is not su cient for our proof of the BIC consistency theorem. 2. Flajolet, Kirschenhofer, and Tichy have obtained similar results for the case when Q is the unbiased coin-tossing process, 7]. They consider longer blocks but do not give an error rate. The typicality theorem will be used to show that, eventually almost surely, k BIC (x n 1 ) cannot belong to the interval (k ; log n), where k and > 0 are constants depending on the given process. In addition to the typicality theorem, the proof of this uses a counting argument to bound probabilities, known in information theory as the method of types. For previous applications of the method of types to Markov order estimation see 6] .
A second idea, which comes from a more careful look at the Bayesian framework that underlies the BIC, will be used to show that 1 log nk BIC (x n 1 ) ! 0; a. s.
This then combines with the result of the preceding paragraph, and with the known consistency results, subject to k k in (1.2), to establish the BIC consistency theorem.
The Bayesian framework starts with a prior distribution fp k g on the possible orders, together with a prior distribution on M k , for each k; the latter de nes a mixture distribution, that is, a weighted average of the processes in M k . The Bayesian order estimator is that k for which the product of p k and the mixture probability of x n 1 is largest. We consider here the mixture of those k-th order Markov chains whose starting distribution is uniform on A k , taking as prior the jAj k -fold product of the ( 1 2 ; : : : ; 1 2 ) Dirichlet distributions put on the transition probability matrices Q( j ). This mixture distribution plays a distinguished role in the theory of universal coding, see Krichevsky and Tro mov, 10]. We denote it by KT k ; its explicit form is given later. The expression minimized in the de nition (1.2) ofk BIC (x n 1 ) is an approximation to ? log KT k (x n 1 ). We will show, however, that for large n and k, it substantially overestimates ? log KT k (x n 1 ), a fact that easily leads to the result (1.5).
In contrast to the BIC consistency theorem, for the Bayesian order estimator k KT (x n 1 ) = arg min k ? log p k ? log KT k (x n 1 ) ; (1.6) we will prove the following. then for Lebesgue almost all choices of the parameter, the estimatork KT (x n 1 ) is eventually almost surely equal to the correct order. Our inconsistency theorem shows that \for almost every choice of the parameter," is not vacuous.
We note that the MDL principle also leads to non-Bayesian estimators, replacing, e. g., mixture distributions by normalized maximum likelihoods, see 2]. In our context this means replacing KT k (x n 1 ) by
We show the inconsistency theorem also holds for the resulting order estimator.
2 Proof of the BIC consistency theorem.
The notation a k 1 2 x n 1 will mean that N(a k 1 jx n 1 ) > 0, where, as de ned earlier, N(a k 1 jx n 1 ) is the number of occurrences of a k 1 in x n 1 . Equation (1.1) can then be expressed as Prob(X n 1 = x n 1 ) = Prob(X k 1 = x k 1 ) Y a k+1 1 2x n 1 Q(a k+1 ja k 1 ) N(a k+1 1 jx n 1 ) :
For xed x n 1 2 A n , this probability is maximized if Prob(X k 1 = x k 1 ) = 1 and Q(a k+1 ja k 1 ) = N(a k+1 1 jx n 1 )=N(a k 1 jx n?1 1 ); whenever a k 1 2 x n?1 1 . Thus the logarithm of the k-th order maximum likelihood is given by the formula log P ML(k) (x n 1 ) = X a k+1 1 2x n 1 N(a k+1 1 jx n 1 ) log N(a k+1 1 jx n 1 ) N(a k 1 jx n?1 1 )
where N(a k 1 jx n?1 1 ) is replaced by n in the case when k = 0.
As noted in the introduction, if su ces to prove consistency of the BIC estimator for stationary irreducible processes in M. This will be done by establishing two propositions. In the statement of these and in the remainder of this section Q will denote a stationary irreducible process in M of order k 0 and all almost sure statements are with respect to Q.
Proposition 1
There exist positive numbers k and , both depending on Q, such thatk BIC (x n 1 ) 6 2 (k ; log n); eventually almost surely.
Proposition 2 1 log nk BIC (x n 1 ) ! 0; almost surely.
These two results, combined with the known result, see 5] , that k BIC (x n 1 ) 6 2 0; k 0 ) (k 0 ; k ]; eventually almost surely; (2.3) imply thatk BIC (x n 1 ) = k 0 , eventually almost surely, as desired. For completeness a short proof of (2.3) is given in the Appendix.
2.1
Proof of Proposition 1.
The proof of Proposition 1 uses counting arguments we now develop, together with the typicality theorem, whose proof is delayed to the next section. Recall from (1.3) that the empirical k-block distribution, or k-type, of x n 1 is the distribution on A distribution P on A k is called a k-type with path length n if it equals the k-type of some x n 1 2 A n . The type class of P, denoted by T n P , is the set of x n 1 that have k-type P. The bounds in Lemma 1 and Lemma 2, below, on the size of typical type classes and the number of typical type classes, respectively, will play a key role in the proof of Proposition 1.
For each j, let S j denote the support of the j-marginal of Q, that is , the set of all a j 1 for which Q(a j 1 ) > 0. A k-type class T n P is -typical (for the given Q) if some, and hence all, x n 1 2 T n P are (k; )-typical in the sense of (1.4), i. e., if P(a k 1 ) Q(a k 1 ) ? 1 < ; a k 1 2 S k ; P(a k 1 ) = 0; a k 1 2 A k n S k :
For convenience, we state our key lemma in terms of (k+1)-type classes rather than k. In its statement P( ja k 1 ) denotes the distribution on A de ned by P(a k+1 ja k 1 ) = P(a k+1 1 )=P(a k 1 ), and H(P( ja k 1 )) denotes the Shannon entropy (with natural logarithms) of P( ja k 1 ).
Lemma 1
There is a positive constant C = C(Q) such that
for every -typical (k + 1)-type class T n P , for all < 1=2, for all n, and for all 1 k < n. Proof Given x n 1 2 T n P , let x (a k 1 ) denote the sequence of length (n?k)P(a k 1 ) consisting of the symbols x t j that follow the occurrences of a k 1 in x n?1 1 , i. e., such that x t j ?1 t j ?k = a k 1 , k < t j n. Then x (a k 1 ) has 1-type P( ja k 1 ) and it follows that assigning to x n 1 the jS k j-tuple fx (a k 1 ): a k 1 2 S k g de nes a mapping of T n P into the Cartesian product of the sets T (n?k)P(a k 1 )
, a k 1 2 S k . Furthermore, this mapping is one-to-one when restricted to the set T n P;x k 1 consisting of all x n 1 2 T n P that start with a xed x k 1 . Hence it follows from the 1-type bound (2.4) and the support relations (2.5) that 
Lemma 2
The number of -typical (k + 1)-type classes T n P is less than jAj 2k (1 + 2 (n ? k)) jS k+1 j?jS k j .
Proof. It su ces to show that, xing x k 1 and x n n?k+1 , the number of -typical (k + 1)-type classes that could contain x n 1 is less than (1 + 2 (n ? k)) jS k+1 j?jS k j .
Note that for a (k + 1; )-typical x n 1 , among the numbers N(a k+1 1 jx n 1 ) exactly those with a k+1 1 2 S k+1 are positive, and each have less than 1+2 (n?k) possible values, because typicality implies N a k+1 1 jx n 1 ? (n ? k)Q(a k+1 1 ) < (n ? k)Q(a k+1 1 ) (n ? k):
Hence the proof will be complete if we show that, xing x k 1 and x n n?k+1 , the numbers N(a k+1 1 jx n 1 ), a k+1 1 2 S k+1 , satisfy jS k j independent linear constraints, so that jS k+1 j ? jS k j of these numbers uniquely determine the others.
Clearly, the following equations always hold: Proof of Proposition 1 continued. Put B n;k = fx n 1 :k BIC (x n 1 ) = kg: Since Q is Markov of order k 0 , we have Q(x n 1 ) P ML(k 0 ) (x n 1 ), so that for x n 1 2 B n;k , the de nition ofk BIC (x n 1 ) implies that ? log P ML(k) (x n 1 ) + jAj k (jAj ? 1) 2 log n ? log Q(x n 1 ) + jAj k 0 (jAj ? 1) 2 log n; that is, log Q(x n 1 ) log P ML(k) (x n 1 ) ? jAj k (jAj ? 1) 2 log n + jAj k 0 (jAj ? 1) 2 log n: (2.8) Let and be the positive numbers given by the typicality theorem for Q and let C = C(Q) be the number given by Lemma 1. For any (k +1)-type P with path length n the maximum likelihood formula (2.2) and the de nition of type (1.3), combine to yield (n ? k) X a k 1 2S k P(a k 1 )H(P( ja k 1 )) = ? log P ML(k) (x n 1 ); x n 1 2 T n P : ( n ?( k A? k S(1?2 ))=2 n ? k A ; since 0 k S k A, and we can assume that < 1=2, because once the typicality theorem holds for a given it holds for all smaller . If k is su ciently large, the bound n ? k A dominates the bound (2.11), since > 0, and k A = jAj k (jAj ? 1) goes to in nity. Hence, there is a k k 0 and an n such that Q(G n:k \ B n:k ) n ?2 ; n n ; k k log n; from which it easily follows that X n Q k2 k ; log n] G n:k \ B n:k < 1:
The typicality theorem implies x n 1 2 k2 k ; log n] G n:k ; eventually a.s.,
and an application of Borel-Cantelli yields Proposition 1.
2.2
Proof of Proposition 2.
Again we use the notation a k 1 2 x n 1 to mean that N(a k 1 jx n 1 ) > 0. There is a constant C depending only on the alphabet size jAj such that for every n 1 and x n 1 2 A n , log KT 0 (x n 1 ) ? X a2A N(ajx n 1 ) log N(ajx n 1 ) n + jAj ? 1 2 log n C; (2.14) and, for every k 1, log KT k (x n 1 ) ? log P ML(k) (x n 1 ) + jAj ? 1 2 X a k 1 2x n?1 1 log N(a k 1 jx n?1 1 ) CjAj k ; (2.15) and log KT k (x n 1 ) log P ML(k) (x n 1 ) ? jAj k (jAj ? 1) 2 1 + log + n jAj k ? CjAj k ; (2.16) where log + t = max(log t; 0). This completes the proof of Lemma 3.
To establish Proposition 2 we will prove the somewhat stronger assertion that for k n = loglog n log jAj ,k BIC (x n 1 ) 6 2 k n ; n]; eventually a.s.
(2.17)
Towards this end, recall equation (2.8) , that is, for x n 1 2 B n;k , we have log Q(x n 1 ) log P ML(k) (x n 1 ) ? jAj k (jAj ? 1) 2 log n + jAj k 0 jAj ? 1) 2 log n:
Adding ? log KT k (x n 1 ) to both sides and applying the bound (2.16) of Lemma 3, we obtain ? log KT k (x n 1 ) + log Q(x n 1 ) ?3 log n; k k n ; n n 0 ; x n 1 2 B n;k :
This implies that Q( n k=kn B n;k ) n ?3 n X k=kn KT k (B n;k ) n ?2 ; n n 0 ;
which, in turn, implies An application of the Borel-Cantelli theorem yields the desired result (2.17) . This completes the proof of the BIC consistency theorem.
3 Proof of the typicality theorem.
In this section Q again denotes the distribution of a stationary irreducible Markov chain fX n : n 1g of order k 0 , and, for each j, S j denotes the support of the j-th order marginal of Q, that is , the set of all a j 1 for which Q(a j 1 ) > 0.
To prove the typicality theorem, it su ces to establish the following two propositions.
Proposition 3
For any xed k there is a constant C such that P n (a k 1 )
Q(a k 1 ) ? 1 < C s log log n n ; a k 1 2 S k ; eventually a.s.
Proposition 4
If and are small enough positive numbers then, eventually almost surely, P n (a k 1 )
< n ? ; a k 1 2 S k ; k 0 < k log n:
Indeed the claim of the theorem follows for k 0 < k log n from Proposition 3 and Proposition 4 with a slightly smaller . Proof of Proposition 4. The simplest idea would be to overbound the probability that (3.1) does not hold by some n for which P n < 1, but this does not appear to be feasible. The same idea, however, works when merging \bad events" between consecutive powers of 2. We proceed by noticing rst that whenever (3.1) is violated for some n 2 ( Thus, letting B i ( ; ) be the event that (3.2) occurs for some k 2 (k 0 ; log 2 i ] and a k 1 2 S k , it is enough to show that
Prob(B i ( ; )) < 1; k , and hence our argument shows that the probability that 4 Proof of the inconsistency theorem.
In this section, Q denotes the uniform i.i.d. process, Q(x n 1 ) = jAj ?n ; x n 1 2 A n :
We prove that the Bayesian Markov order estimator with Dirichlet priors, viz.
k KT (x n 1 ) = arg min k (? log p k ? log KT k (x n 1 )) fails to put out 0, the order of Q, eventually almost surely, provided that fp k g is slowly decreasing, that is, log p k = o(k). We prove that, in fact, k KT (x n 1 ) ! 1; almost surely:
The same inconsistency will be established also for the non-Bayesian MDL estimator de ned by replacing KT k (x n 1 ) in the de nition ofk KT with the normalized maximum likelihood NML k (x n 1 ) = P ML(k) (x n 1 ) X y n 1 2A n P ML(k) (y n 1 ):
The strong inconsistency property, (4.1), is a consequence of the following two propositions.
Proposition 5
For k n = log n, with a su ciently large constant , ? log p kn ? log KT kn (x n 1 ) + log KT 0 (x n 1 ) ! ?1; a:s:
Proposition 6
For every xed k > 0, ? log KT k (x n 1 ) + log KT 0 (x n 1 ) ! 1; a:s:
Indeed, Proposition 5 implies thatk KT (x n 1 ) 6 = 0, and Proposition 6 implies that k KT (x n 1 ) 6 = k, for any xed k > 0, both eventually almost surely.
Proof of Proposition 5. Note rst that if no k-block occurs in x n?1 1 more than once then KT k (x n 1 ) = jAj ?n . This follows from the representation (2.13) of KT k (x n 1 ) since the assumption on x n?1 1 implies that exactly n ? k di erent k-blocks a k 1 occur in x n?1 1 ; to each of these there is one a k+1 2 A with a k+1 1 2 x n 1 , so that N(a k 1 jx n?1 1 ) = N(a k+1 1 jx n 1 ) = 1.
The probability that some k-block occurs in x n?1 1 more than once is less than n 2 jAj ?k . Indeed, for any`, m with 1 `< m n ? k + 1, the probability of hold. In particular, for k n = log n with = 4= log jAj, the probability that some k n -block occurs in x n?1 1 more than once is less than n ?2 . This and the previous observation gives that ? log KT kn (x n 1 ) = n log jAj; eventually a. s.
(4.3)
Next we use the fact that for any xed k 0 there is a constant K such that, j log P ML(k) (x n 1 ) + n log jAjj < K log log n; eventually a. s.; (4.4) see Proposition A.2 in the Appendix, where now log Q(x n 1 ) = ?n log jAj. Since log KT 0 (x n 1 ) ? log P ML(0) (x n 1 ) + jAj ? 1 2 log n C; by the bound (2.14) in Lemma 3, it follows that log KT 0 (x n 1 ) di ers from ?n log jAj? jAj?1 2 log n by less than (constant)log log n, eventually almost surely. This, together with (4.3), proves Proposition 5, because the hypothesis on fp k g implies that log p kn = o(log n).
Proof of Proposition 6. For xed k > 0, we have eventually almost surely n 2 jAj ?k < N(a k 1 jx n?1 1 ) < n for all a k 1 2 A k ; so that, by (2.16), ? log KT k (x n 1 ) di ers from ?P ML(k) (x n 1 ) + jAj k (jAj?1) 2 log n by less than a constant (depending on k). Hence, using (4.4), ? log KT k (x n 1 ) di ers from n log jAj+ jAj k (jAj?1) 2 log n by less than (constant)log log n, eventually almost surely. Combining this with the previous result on log KT 0 (x n 1 ) gives Proposition 6. ? log NML kn (x n 1 ) n log jAj; eventually a. s.
The latter follows because if no k-block occurs in x n?1 1 more than once then clearly P ML(k) (x n 1 ) = 1, and consequently NML k (x n 1 ) = 1 X y n 1 2A n P ML(k) (y n 1 ) jAj ?n :
5 Appendix
Here we prove, for completeness, that for a stationary process Q 2 M of order k 0 < k , k BIC (x n 1 ) 6 2 0; k 0 ) (k 0 ; k ]; eventually a.s.
Clearly, this is a consequence of the following two propositions.
Proposition A.1
In the case k < k 0 , there is a positive constant C such that ? log P ML(k) (x n 1 ) ? log P ML(k 0 ) (x n 1 ) + Cn; eventually a. s.
Proposition A.2
For any xed k > k 0 , there is a positive constant C such that ? log P ML(k 0 ) (x n 1 ) ? log P ML(k) (x n 1 ) + C log log n; eventually a. s.
where j n j (constant) log log n, eventually almost surely. Eventually almost surely, however, the last summation is over all a k+1 1 This sum is equal to 0, since summing for a k+1 with a k 1 2 S k xed gives zero. This completes the proof of Proposition A.2.
