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Abstract
We analyze the discontinuous Petrov-Galerkin (DPG) method with optimal test func-
tions when applied to solve the Reissner-Mindlin model of plate bending. We prove that
the hybrid variational formulation underlying the DPG method is well-posed (stable)
with a thickness-dependent constant in a norm encompassing the L2-norms of the bend-
ing moment, the shear force, the transverse deflection and the rotation vector. We then
construct a numerical solution scheme based on quadrilateral scalar and vector finite ele-
ments of degree p. We show that for affine meshes the discretization inherits the stability
of the continuous formulation provided that the optimal test functions are approximated
by polynomials of degree p+3. We prove a theoretical error estimate in terms of the mesh
size h and polynomial degree p and demonstrate numerical convergence on affine as well
as non-affine mesh sequences.
Keywords : plate bending; finite element method; discontinuous Petrov-Galerkin; discrete
stability; optimal test functions; error estimates
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1 Introduction
Finite element methods based on the principle of virtual displacements are the most widely
used tools for computing the deformations and stresses of elastic bodies under external loads.
However, in the modelling of thin-walled structures, the basic formulation leads to so-called
locking, or numerical over-stiffness, unless special techniques (reduced integration, nonconform-
ing elements) are applied, see [7, 11, 24, 25]. Another difficulty related to the displacement
based formulations is the stress recovery. It is well known that the accuracy of the stress field
derived from the displacement field can be much lower than that of the displacement field.
Therefore special recovery techniques are often applied to improve the accuracy of stress ap-
proximations, see [26, 33]. Practical finite element design relies heavily on heuristics, intuition,
and engineering expertise which make numerical analysis of the formulations difficult, since
the various physical and geometrical assumptions do not have obvious interpretations in the
functional analytic setting required for mathematical error analysis.
Mixed formulations where stresses are declared as independent unknowns are attractive
because they often avoid the problem of locking by construction and allow direct approximation
of the quantities of interest. However, in contrast to pure displacement formulations, mixed
finite element methods do not inherit stability from the continuous formulation, but the stability
of the discretization must be independently verified for each particular choice of finite element
spaces as in [2, 4, 5, 13, 14, 16, 30–32]. The recently introduced discontinuous Petrov-Galerkin
(DPG) variational framework provides means for automatic computation of test functions that
guarantee discrete stability for any choice of trial functions, see [17–21, 27–29, 35].
In this paper we provide an error analysis for the DPG method with optimal test functions
when applied to the Reissner-Mindlin model of plate bending. We follow the error analysis
program laid down in [19, 23]. The stability analysis utilizes a duality argument based on the
concept of optimal test space norm and is better suited to multidimensional problems than the
earlier (see [18, 20, 21, 27]) analysis technique based on deriving an explicit expression for the
generalized energy norm.
The unknowns in the (mesh-dependent) DPG formulation of the Reissner-Mindlin model are
the shear force, bending moment, transverse deflection and rotation (field variables) as well as
their suitable traces defined independently on the mesh skeleton. First, we show that the well-
posedness and stability of the ideal DPG variational formulation follows from the well-posedness
of the bending-moment formulation of the Reissner-Mindlin model which was established in [10],
see also [1, 8, 9]. We introduce then a quadrilateral finite element discretization where the field
variables are approximated by piecewise polynomial functions of degree p or p + 1 on each
element and the traces by piecewise polynomials of degree p (resultant tractions) and p + 1
(displacements) on the mesh skeleton. We prove that on affine meshes the discrete formulation
is stable in the sense of Babusˇka and Brezzi provided that the optimal test functions are
approximated by piecewise polynomials of degree p+ 3 on each element.
The stability estimate is derived using regular (mesh and thickness independent) Sobolev
norms and the estimate breaks down at the Kirchhoff limit corresponding to vanishing shear
strains. Our final error bounds are therefore inversely proportional to the slenderness of the
plate. The analysis indicates that the slenderness dependency arises from the shear stress term.
This observation is corroborated by the numerical experiments which reveal that the accuracy
of the shear stress is indeed affected by the value of the thickness while the other quantities are
rather independent of it.
2
The paper is structured as follows. The derivation of the hybrid ultra-weak variational
formulation of the Reissner-Mindlin plate bending model is presented in the next Section. The
wellposedness of the formulation is proved in Section 3. The corresponding finite element
method is introduced and analyzed in Section 4 and the results of our numerical experiments
are shown in Section 5. The paper ends with conclusions and suggestions for future work in
Section 6.
2 Reissner-Mindlin Plate Bending Model
2.1 Strong Form
Let Ω be a convex polygonal domain in R2 representing the middle surface of a plate. We take
L = diam(Ω) as the length unit and assume that the plate thickness t is small as compared with
unity, that is the plate is thin. In the Reissner-Mindlin model, the deformation of the plate is
described in terms of the transverse deflection w and the rotation vector ψ, both defined on
the middle surface Ω. In the case of linearly elastic, homogeneous, and isotropic material, the
shear force vector V and the bending moment tensor M are related to the displacements as
(see for instance [34])
V = κGt(∇w −ψ), M = Dt3 [(1− ν)ε(ψ) + ν tr(ε(ψ))I] , (1)
where I is the identity tensor and ε(ψ) = 1
2
(∇ψ + ∇ψT ) denotes the symmetric gradient.
Moreover,
G =
E
2(1 + ν)
, D =
E
12(1− ν2)
are the elastic material parameters written in terms of Young’s modulus E and Poisson’s
ratio ν while κ > 0 is an additional model parameter called the shear correction factor. The
fundamental balance laws of static equilibrium are
−∇ ·V = p, −∇ ·M−V = 0, (2)
where p represents a transversal bending load.
Upon rescaling the static quantities as
p ↪→ Gt3p, V ↪→ Gt3V, M ↪→ Gt3M,
introducing the auxiliary variable ω = 1
2
(∇ψ−∇ψT ), and inverting the definition of M in (1)
we arrive at the Reissner-Mindlin system
κ−1t2V −∇w +ψ = 0, C−1M−∇ψ + ω = 0,
−∇ ·V = p, −∇ ·M−V = 0, (3)
where
C−1τ = 6
(
τ − ν
1 + ν
tr(τ )I
)
is the two-dimensional “compliance” tensor.
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2.2 Hybrid Ultra-weak Form
We use the usual Sobolev spaces Hs(X) of scalar-valued functions defined on a domain X ⊂ R2
and boldface font for the vector- and tensor-valued analogues. As usual, H0(X) = L2(X). Ac-
cordingly, we make use of the space H(div, X) consisting of vector fields in L2(X) with diver-
gence in L2(X) and denote by H(div, X) the corresponding space of tensor-valued functions
with rows in H(div, X) (the divergence of a tensor is taken row-wise).
Let {Ωh} be a non-degenerate family of partitions of Ω into convex quadrilaterals, where h
refers to the maximum element diameter in Ωh. Integration of the system (3) by parts over a
single element K in Ωh gives
κ−1t2(V,q)K + (w,∇ · q)K − 〈w,q · n〉∂K + (ψ,q)K = 0 ∀q ∈ H(div, K)
(C−1M, τ )K + (ψ,∇ · τ )K − 〈ψ, τn〉∂K + (rJ, τ )K = 0 ∀ τ ∈H(div, K)
(V,∇z)K − 〈z,V · n〉∂K = (p, z)K ∀z ∈ H1(K)
(M,∇φ)K − 〈φ,Mn〉∂K − (V,φ)K = 0 ∀φ ∈H1(K)
(M, sJ)K = 0 ∀s ∈ L2(Ω)
(4)
where n denotes the outward unit normal on ∂K. The standard L2 inner product of scalar-,
vector- or tensor-valued functions over K and ∂K have been denoted by (·, ·)K and 〈·, ·〉∂K ,
respectively. Moreover, the vorticity has been represented as a single unknown ω = rJ, where
J =
[
0 1
−1 0
]
and the equilibrium condition M12 = M21 has been imposed weakly using the same notation.
The next step in developing the DPG formulation is to declare the traces (w,ψ,V·n,Mn)|∂K
as indepedent unknowns by rewriting the boundary terms as
〈w,q · n〉∂K ↪→ 〈wˆ,q · n〉1/2,∂K
〈ψ, τn〉∂K ↪→ 〈ψˆ, τn〉1/2,∂K
〈z,V · n〉∂K ↪→ 〈z, Vˆn〉1/2,∂K
〈φ,Mn〉∂K ↪→ 〈φ, Mˆn〉1/2,∂K
where 〈·, `〉1/2,∂K denotes the action of a functional ` in H−1/2 acting on scalar- or vector-valued
functions.
The boundary conditions for a clamped boundary are ψˆ = 0, wˆ = 0 on ∂Ω and the final
variational form of the problem is obtained by summing (4) over each K in Ωh. The problem
is to find u = (V,M, w,ψ, r, wˆ, ψˆ, Vˆn, Mˆn) ∈ U such that
B(u,v) = L(v) ∀v = (q, τ , z,φ, s) ∈ V (5)
where the functional spaces are defined formally as
U = L2(Ω)×L2(Ω)× L2(Ω)×L2(Ω)× L2(Ω)
×H1/20 (∂Ωh)×H1/20 (∂Ωh)×H−1/2(∂Ωh)×H−1/2(∂Ωh)
V = H(div,Ωh)×H(div,Ωh)×H1(Ωh)×H1(Ωh)× L2(Ω)
(6)
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and the bilinear and linear forms are given by
B(u,v) = (V, κ−1t2q +∇z − φ)Ωh + (M, C−1τ +∇φ+ sJ)Ωh
+ (w,∇ · q)Ωh + (ψ,q +∇ · τ )Ωh + (rJ, τ )Ωh − 〈wˆ,q · n〉∂Ωh − 〈ψˆ, τn〉∂Ωh
− 〈z, Vˆn〉∂Ωh − 〈φ, Mˆn〉∂Ωh
L(v) = (p, z)Ωh
(7)
Here we have adopted the notation of [23] for elementwise computations of the derivatives on
the triangulation Ωh and its skeleton ∂Ωh:
(·, ·)Ωh =
∑
K∈Ωh
(·, ·)K , 〈·, ·〉∂Ωh =
∑
K∈Ωh
〈·, ·〉1/2,∂K
The broken Sobolev spaces in (6) are defined as
H1(Ωh) = {v ∈ L2(Ω) : v|K∈ H1(K) ∀K ∈ Ωh}
H(div,Ωh) = {q ∈ L2(Ω) : q|K∈H(div, K) ∀K ∈ Ωh}
whereas the fractional Sobolev spaces H
1/2
0 (∂Ωh) and H
−1/2(∂Ωh) are interpreted as the trace
spaces of functions in H10 (Ω) and H(div,Ω) on the skeleton ∂Ωh:
H
1/2
0 (∂Ωh) = {v|∂Ωh : v ∈ H10 (Ω)}
H−1/2(∂Ωh) = {η · n|∂Ωh : η ∈H(div,Ω)}
The norms in the spaces H
1/2
0 (∂Ωh) and H
−1/2(∂Ωh) can be defined as
||uˆ||
H
1/2
0 (∂Ωh)
= inf
v∈H10 (Ω)
{||v||H1(Ω) : γ0(v) = uˆ}
||ηˆn||H−1/2(∂Ωh) = infη∈H(div,Ω){||η||H(div,Ω) : γn(η) = ηˆn}
where γ0 and γn denote the trace operators satisfying γ0(v) = v|∂Ωh and γn(η) = η · n|∂Ωh for
all v ∈ C1(Ω¯) and η ∈ C1(Ω¯), respectively.
3 Well-posedness of the Ultra-Weak Formulation
We begin with the following formulation of the Babusˇka-Lax-Milgram theorem and include the
proof for completeness.
Theorem 3.1. Assume that U and V are two Hilbert spaces and B(u,v) is a bilinear form on
U × V satisfying
B(u,v) ≤ C||u||U ||v||V ∀u ∈ U ,v ∈ V (8)
sup
u∈U
B(u,v)
||u||U ≥ α||v||V ∀v ∈ V (9)
B(u,v) = 0 ∀v ∈ V ⇒ u = 0 (10)
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If L ∈ V ′, that is L is a linear functional on V, there exists a unique u ∈ U such that
B(u,v) = L(v) ∀v ∈ V
and
||u||U ≤ ||L||
α
Proof. We show that the above assumptions guarantee that also the inf-sup condition
sup
v∈V
B(u,v)
||v||V ≥ α||u||U ∀u ∈ U (11)
holds. The assertion follows then from the Babusˇka-Lax-Milgram Theorem, see [6, Theorem
2.1]. To prove (11) we define T : U → V and T∗ : V → U through
B(u,v) = (Tu,v)V = (u,T∗v)U
It follows from (8) and the Riesz Representation Theorem that T and T∗ are continuous and
that (9) is equivalent to
||T∗v||U ≥ α||v||V ∀v ∈ V (12)
We show next that the range of T∗ is closed. Namely, if {T∗vn} ∈ U is a Cauchy sequence,
then so is {vn} ∈ V because (9) implies that
||vm − vn||V ≤ α||T∗(vm − vn)||U = α||T∗vm −T∗vn||U
Therefore {vn} converges to some v ∈ V . Because T∗ is continuous {T∗vn} converges to T∗v
which proves that T∗(V) = T∗(V).
The condition (10) implies now that T∗ is surjective. If this was not true, there would exist
a non-zero u˜ ∈ U such B(u˜,v) = (u˜,T∗v) = 0 for every v ∈ V . However, this contradicts (10)
so that we must have T∗(V) = U which together with (12) implies (11):
sup
v∈V
B(u,v)
||v||V = supv∈V
(u,T∗v)U
||v||V ≥ supv∈V
(u,T∗v)U
α−1||T∗v||U = α supw∈U
(u,w)U
||w||U = α||u||U .
3.1 Uniqueness of the Solution
Lemma 3.1. Let the spaces U ,V and the bilinear form B(u,v) be as defined in Equations (6)
and (7), respectively. If u ∈ U satisfies
B(u,v) = 0 (13)
for every v ∈ V, then u = 0.
Proof. Equation (13) implies that on every mesh element K we have
κ−1t2(V,q)K + (w,∇ · q)K − 〈wˆ,q · n〉∂K + (ψ,q)K = 0 ∀q ∈H(div, K)
(C−1M, τ )K + (ψ,∇ · τ )K − 〈ψˆ, τn〉∂K + (rJ, τ )K = 0 ∀τ ∈H(div, K)
(V,∇z)K − 〈z, Vˆn〉∂K = 0 ∀z ∈ H1(K)
(M,∇φ)K − 〈φ, Mˆn〉∂K − (V,φ)K = 0 ∀φ ∈H1(K)
(M, sJ)K = 0 ∀s ∈ L2(K)
(14)
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Testing with infinitely differentiable functions which are non-zero only on a compact subset of
K reveals that
κ−1t2V −∇w +ψ = 0
C−1M−∇ψ + rJ = 0
−∇ ·V = 0
−∇ ·M−V = 0
(15)
in every K in the distributional sense. These equations in turn imply that V ∈ H(div, K),
M ∈H(div, K) and w ∈ H1(K), ψ ∈H1(K).
We also have
w |∂K= wˆ |∂K , ψ |∂K= ψˆ |∂K and Vˆn |∂K= V · n |∂K , Mˆn |∂K= Mn |∂K (16)
This can be seen by integrating each equation in (14) by parts and using the corresponding
identity in (15) to show that
〈w − wˆ,q · n〉1/2,∂K = 0 ∀q ∈H(div, K)
〈ψ − ψˆ, τn〉1/2,∂K = 0 ∀τ ∈H(div, K)
〈z,V · n− Vˆn〉1/2,∂K = 0 ∀z ∈ H1(K)
〈φ,Mn− Mˆn〉1/2,∂K = 0 ∀φ ∈H1(K)
(17)
These equations imply that M ∈H(div,Ω), V ∈H(div,Ω), and that w ∈ H10 (Ω), ψ ∈H10(Ω)
because wˆ |∂Ω= 0 and ψˆ |∂Ω= 0.
The extra regularity allows us to set τ = M, q = V and z = w, φ = ψ in (14). Summing the
equations together and over every element, we find after integration by parts and simplification
that
κ−1t2(V,V)Ωh+〈w−wˆ,V·n〉∂Ωh+(C−1M,M)Ωh+〈ψ−ψˆ,Mn〉∂Ωh−〈w, Vˆn〉∂Ωh−〈ψ, Mˆn〉∂Ωh = 0
(18)
The second and fourth terms vanish due to (17). The last two terms vanish as well. To see this,
we use (16) and integrate by parts first locally and then globally (allowed by the regularity of
V, w,M,ψ) to find that
〈w, Vˆn〉∂Ωh = 〈w,V · n〉∂Ωh
= (∇w,V)Ωh − (w,∇ ·V)Ωh
= (∇w,V)Ω − (w,∇ ·V)Ω
= 〈w,V · n〉∂Ω
(19)
Now the global boundary condition of w ∈ H10 (Ω) implies that 〈w, Vˆn〉∂Ωh = 0. A similar
reasoning and the assumption ψ = H10(Ω) show that 〈ψ, Mˆn〉∂Ωh = 0.
Consequently, it follows from (18) that V and M must be zero. To proceed further, we recall
(see for example [12, Section VI]) that for every r ∈ L2(Ω), there exists a τ r ∈H(div,Ω) such
that ∇ · τ r = 0 and τ r12 − τ r21 = r. We select τ = τ r in the second equation of (14) and sum
over the elements to conclude as in (19) that
(r, r)Ωh = 〈ψˆ, τ rn〉∂Ωh = 〈ψ, τ rn〉∂Ω = 0
7
Thus, r = 0.
Since M and r are already known to vanish, the second equation in (15) implies that ψ
is constant. Since ψ ∈ H10(Ω) we find that ψ = 0. The first equation in (15) implies then
similarly that w = 0. Finally (16) shows that also the traces wˆ, ψˆ and Vˆn, Mˆn are zero. Thus,
all components in u are shown to vanish and the proof is finished.
3.2 Existence of the Solution
In the DPG terminology, the supremum in the condition (9) is called the optimal test space
norm:
|||v|||V = sup
u∈U
B(u,v)
||u||U .
In the current application it can be expressed in the form
|||v|||2V = ||κ−1t2q +∇z − φ||2Ωh + ||C−1τ +∇φ+ sJ||2Ωh + ||∇ · q||2Ωh + ||q +∇ · τ ||2Ωh
+ ||τ12 − τ21||2Ωh + ||[q · n]||2∂Ωh + ||[τn]||2∂Ωh + ||[zn]||2∂Ωh + ||[φn]||2∂Ωh ,
(20)
where || · ||2Ωh = (·, ·)Ωh and
||[q · n]||∂Ωh = sup
wˆ∈H1/20 (∂Ωh)
〈wˆ,q · n〉∂Ωh
||wˆ||H1/2(∂Ωh)
, ||[τn]||∂Ωh = sup
ψˆ∈H1/20 (∂Ωh)
〈ψˆ, τn〉∂Ωh
||ψˆ||H1/2(∂Ωh)
,
||[zn]||∂Ωh = sup
Vˆn∈H−1/2(∂Ωh)
〈z, Vˆn〉∂Ωh
||Vˆn||H−1/2(∂Ωh)
, ||[φn]||∂Ωh = sup
Mˆn∈H−1/2(∂Ωh)
〈φ, Mˆn〉∂Ωh
||Mˆn||H−1/2(∂Ωh)
.
It is easy to see that conditions (9) and (8) of the Babusˇka-Lax-Milgram Theorem are equivalent
to the following Lemma.
Lemma 3.2. There exist positive constants α and C, which are independent of the mesh Ωh,
such that
α||v||V ≤ |||v|||V ≤ C||v||V ∀v ∈ V . (21)
Proof. Let v = (q, τ , z,φ, s) ∈ V be given and denote by
(V,M, w,ψ, r) ∈H(div,Ω)×H(div,Ω)× L2(Ω)×L2(Ω)× L2(Ω)
the solution to the variational problem
κ−1t2(V, δV)Ω + (w,∇ · δV)Ω + (ψ, δV)Ω = (q, δV)Ω ∀δV ∈H(div,Ω),
(C−1M, δM)Ω + (ψ,∇ · δM)Ω + (rJ, δM)Ω = (τ , δM)Ω ∀δM ∈H(div,Ω),
(−∇ ·V, δw)Ω = (z, δw)Ω ∀δw ∈ L2(Ω),
(−∇ ·M−V, δψ)Ω = (φ, δψ)Ω ∀δψ ∈ L2(Ω),
(M, δrJ)Ω = (s, δr)Ω ∀δr ∈ L2(Ω),
(22)
which exists and is unique due to the wellposedness of the bending moment formulation of the
Reissner-Mindlin model. Namely, the analysis of [10] shows that the bilinear form induced by
the left hand side of (22) satisfies the inf-sup condition in a norm encompassing
t||V||L2(Ω), ||∇ ·V||L2(Ω), ||M||L2(Ω), ||∇ ·M + V||L2(Ω), ||w||L2(Ω), ||ψ||L2(Ω), ||r||L2(Ω). (23)
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Testing with infinitely smooth functions in the first two equations of (22) reveals then that
w ∈ H1(Ω), ψ ∈H1(Ω) so that the solution of (22) satisfies the estimate
t||V||L2(Ω) + ||∇ ·V||L2(Ω) + ||M||L2(Ω) + ||∇ ·M + V||L2(Ω) + ||w||H1(Ω) + ||ψ||H1(Ω) + ||r||L2(Ω)
≤ C (||q||L2(Ω) + ||τ ||L2(Ω) + ||z||L2(Ω) + ||φ||L2(Ω) + ||s||L2(Ω))
(24)
where the constant C > 0 is independent of t, q, τ , z, φ, and s.
The passage from (14) to (15) can be repeated to arrive from (22) to the system
κ−1t2V −∇w +ψ = q
C−1M−∇ψ + rJ = τ
−∇ ·V = z
−∇ ·M−V = φ
(25)
valid on each K in the distributional sense. Now integration by parts yields
||q||2L2(Ω) + ||τ ||2L2(Ω) + ||z||2L2(Ω) + ||φ||2L2(Ω) + ||s||2L2(Ω)
= (κ−1t2V −∇w +ψ,q)Ω + (C−1M−∇ψ + rJ, τ )Ω
− (∇ ·V, z)Ω − (∇ ·M + V,φ)Ω + (M, sJ)Ω
= κ−1t2(V,q)Ωh + (w,∇ · q)Ωh − 〈w,q · n〉∂Ωh + (ψ,q)Ωh
+ (C−1M, τ )Ωh + (ψ,∇ · τ )Ωh − 〈ψ, τn〉∂Ωh + (rJ, τ )Ωh
+ (V,∇z)Ωh − 〈z,V · n〉∂Ωh
+ (M,∇φ)Ωh − 〈φ,Mn〉∂Ωh − (V,φ)Ωh + (M, sJ)Ωh
Collecting terms and applying Cauchy-Schwarz inequality, we get
||q||2L2(Ω) + ||τ ||2L2(Ω) + ||z||2L2(Ω) + ||φ||2L2(Ω) + ||s||2L2(Ω)
= (V, κ−1t2q +∇z − φ)Ωh + (M, C−1τ +∇φ+ sJ)Ωh
+ (w,∇ · q)Ωh + (ψ,q +∇ · τ )Ωh + (rJ, τ )Ωh
− 〈w,q · n〉∂Ωh − 〈ψ, τn〉∂Ωh − 〈z,V · n〉∂Ωh − 〈φ,Mn〉∂Ωh
≤ ||V||L2(Ω)||κ−1t2q +∇z − φ||Ωh + ||M||L2(Ω)||C−1τ +∇φ+ sJ||Ωh
+ ||w||L2(Ω)||∇ · q||Ωh + ||ψ||L2(Ω)||q +∇ · τ ||Ωh + ||r||L2(Ω)||τ12 − τ21||L2(Ω)
+ ||[q · n]||∂Ωh ||w||H1(Ω) + ||[τn]||∂Ωh ||ψ||H1(Ω)
+ ||[z]||∂Ωh ||V||H(div,Ω) + ||[φ]||∂Ωh ||M||H(div,Ω)
≤ 2|||v|||V(||V||H(div,Ω) + ||M||H(div,Ω) + ||w||H1(Ω) + ||ψ||H1(Ω) + ||r||L2(Ω))
By using the estimate (24), we obtain
||q||2L2(Ω) + ||τ ||2L2(Ω)+||z||2L2(Ω) + ||φ||2L2(Ω) + ||s||2L2(Ω)
≤ Ct−1|||v|||V
(||q||L2(Ω) + ||τ ||L2(Ω) + ||z||L2(Ω) + ||φ||L2(Ω) + ||s||L2(Ω))
and, consequently,
||q||L2(Ω) + ||τ ||L2(Ω) + ||z||L2(Ω) + ||φ||L2(Ω) + ||s||L2(Ω) ≤ Ct−1|||v|||V . (26)
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The remaining terms constituting the norm ||v||V can be bounded from above by |||v|||V
directly or by using the triangle inequality:
||∇ · q||Ωh ≤ |||v|||V
||∇ · τ ||Ωh ≤ ||∇ · τ + q||Ωh + ||q||L2(Ω) ≤ Ct−1|||v|||V
||∇z||Ωh ≤ ||κ−1t2q +∇z − φ||Ωh + κ−1t2||q||L2(Ω) + ||φ||L2(Ω) ≤ Ct−1|||v|||V
||∇φ||Ωh ≤ ||C−1τ +∇φ+ sJ||Ωh + ||C−1τ ||L2(Ω) + 2||s||2L2(Ω) ≤ Ct−1|||v|||V
(27)
The first inequality in (21) follows now from (27) and (26) with an α proportional to t.
The proof of the second inequality is more straightforward. The integral terms || · ||Ωh can
be bounded from above by ||v||V using the triangle inequality whereas the jump terms can be
handled by integration by parts and Cauchy-Schwarz inequality:
||[q · n]||∂Ωh = sup
z∈H10 (Ω)
〈z,q · n〉∂Ωh
||z||H1(Ω) = supz∈H10 (Ω)
(∇z,q)Ωh + (z,∇ · q)Ωh
||z||H1(Ω) ≤ ||q||H(div,Ωh)
Similar arguments can be used to show that
||[τn]||∂Ωh ≤ ||τ ||H(div,Ωh)
||[z]||∂Ωh ≤ ||z||H10 (Ωh)
||[φ]||∂Ωh ≤ ||φ||H10(Ωh)
We leave the details to the reader and conclude our proof.
We have shown in Lemmas 3.1 and 3.2 that the conditions of the Babusˇka-Lax-Milgram
theorem 3.1 hold. In other words, we have established
Theorem 3.2. The ultra-weak variational formulation of the Reissner-Mindlin plate bending
problem defined by (5)–(7) is well-posed.
Remark 3.1. The proportionality of α to t, in (21), is due to the first term in (24) which
affects only the shear stress. This observation is ratified in our numerical experiments below.
4 The Approximate Problem
In order to discretize (5), we choose a finite element trial function space Uh ⊂ U and construct
a corresponding test function space Vrh = Tr(Uh) ⊂ Vr ⊂ V by solving the auxiliary problem
(Trwh,v)V = B(wh,v) ∀v ∈ Vr
for each wh ∈ Uh. The discontinuous Petrov-Galerkin approximation uh ∈ Uh is defined as the
solution to the problem
B(uh,v) = L(v) ∀v ∈ Vrh (28)
The space Vr is determined by an appropriate enrichment of the trial function space Uh. The
level of enrichment is specified so that the Fortin’s Criterion for the discrete inf-sup condition
holds:
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Lemma 4.1. (Fortin’s Criterion for DPG) Suppose that for the subspaces Vr, Uh, there exists
a bounded linear projector Πh : V → Vr such that
B(wh,v −Πhv) = 0 ∀wh ∈ Uh. (29)
If ||Πh|| ≤ c, then the finite element spaces Uh and Vrh satisfy the inf-sup condition
sup
vrh∈Vrh
B(uh,v
r
h)
||vrh||V
≥ α
c
||uh||U ∀uh ∈ Uh (30)
and the DPG approximation is uniquely defined by (28) and is a quasi-optimal approximation
of u, namely
||u− uh||U ≤ Cc
α
min
wh∈Uh
||u−wh||U (31)
Proof. See proof of Theorem 2.1 in [23].
To make Lemma 4.1 applicable in the present context, we need to construct local projectors
from H(div, K) and H1(K) to suitable finite element spaces. In [23], these projectors were
constructed for polynomial spaces on simplicial triangulations of Ω. We will use the techniques
of [3] to construct analogous projectors for quadrilateral meshes. We assume the partitions
to be shape-regular in the usual sense, that is, each angle of each K ∈ Ωh is assumed to be
bounded away from 0 and pi by an absolute, positive constant and the ratio of any two sides
on K is assumed to be uniformly bounded.
Let Kˆ be a rectangular reference element, and denote by FK : Kˆ → R2 the bilinear
diffeomorphism onto the actual element K = FK(Kˆ). We define the local bilinear quadrilateral
finite element space of degree r as
Sr(K) = {v ∈ L2(K), v = vˆ ◦ F−1K , vˆ ∈ Qr(Kˆ)}, (32)
where Qr(Kˆ) = Pr,r(Kˆ) denotes the space of polynomials of degree at most r in each variable
separately on Kˆ. We also use the local vector finite element space
Vr(K) = {q : K → R2 | q = (PKqˆ) ◦ F−1K , qˆ ∈RT r(Kˆ)}, (33)
where RT r(Kˆ) = Pr+1,r(Kˆ) × Pr,r+1(Kˆ) is the Raviart-Thomas space and PK denotes the
Piola transformation which is defined in terms of the Jacobian matrix JK = DFK as
PK(xˆ) =
JK(xˆ)
det JK(xˆ)
.
For the numerical fluxes and traces we need local polynomial spaces defined on the boundary
∂K as
Γr(∂K) = {γ ∈ L2(∂K), γ|E∈ Pr(E) for all edges E of K},
Γ˜r(∂K) = Γr(∂K) ∩ C(∂K),
where Pr(∂K) stands for polynomials of degree r on E and C(∂K) stands for the space of
continuous functions on ∂K.
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The trial space of degree p for the DPG method is defined in terms of the above spaces1 as
Uh = {(V,M, w,ψ, r, wˆ, ψˆ, Vˆn, Mˆn) ∈ U :
V|K∈ V p(K), M|K∈ V p(K), w|K∈ Sp(K), ψ|K∈ Sp(K), r|K∈ Sp(K),
wˆ|∂K∈ Γ˜p+1(∂K), ψˆ|∂K∈ Γ˜p+1(∂K), Vˆn|∂K∈ Γp(∂K), Mˆn|∂K∈ Γp(∂K) ∀K ∈ Ωh}
In the definition of the enriched test function space Vr, we may employ the space (32)
to approximate those components which belong to H1(K) or L2(K) and the space (33) to
approximate the components in H(div, K). The definition of Vr is
Vr = {(q, τ , z,φ, s) ∈ V : q|K∈ Vr(K), τ|K∈ Vr(K),
z|K∈ Sr(K), φ|K∈ Sr(K), µ|K∈ Sr(K) ∀K ∈ Ωh}.
Next we will show, that taking r = p + 3 is sufficient to guarantee the existence of the
projector needed to guarantee the best approximation property of uh in Lemma 4.1. The proof
consists of three parts and follows closely the reasoning used in [23] with small modifications.
Lemma 4.2. Let B(K) be defined as B(K) = {z ∈ Sp+2(K) : z is zero at the vertices of K}.
Then there exists a projector R0K onto B(K) ⊂ H1(K) such that
(R0Kz, v)K = (z, v)K ∀v ∈ Sp(K) (34)
〈R0Kz, γ〉∂K = 〈z, γ〉∂K ∀γ ∈ Γp(∂K) (35)
h−1K ||R0Kz||L2(K) + |R0Kz|H1(K) ≤ C(h−1K ||z||L2(K) + |z|H1(K)) (36)
for all z ∈ H1(K).
Proof. To see that R0K is well-defined, we first note that the number of conditions in (34) and
(35) is
dimSp(K) + dim Γp(∂K) = (p+ 1)
2 + 4(p+ 1) = p2 + 6p+ 5
and equals the dimension of B(K):
dimB(K) = (p+ 3)2 − 4 = p2 + 6p+ 5
Therefore, in order to show that R0Kz exists and is unique, it suffices to show that z = 0 implies
R0Kz = 0. On each edge e of ∂K, R
0
Kz has the form R
0
Kz|e= Beu where u ∈ Pp(e) and Be is a
quadratic bubble function defined on e such that 0 ≤ Be ≤ 1. Consequently, (35) implies that
R0Kz|e= 0 on each edge. This in turn means that R0Kz = BKφp, where φp ∈ Qp(K) and BK is
the biquadratic bubble function defined on K such that 0 ≤ BK ≤ 1 and BK|∂K= 0. Now (34)
implies that R0Kz = 0. The mesh regularity hypothesis and a scaling argument guarantee the
validity of (36) with a constant C independent of K.
We can now construct a projector into the enriched finite element space such that the
H1-norm is bounded by an h-independent number. This is the content of the following Lemma.
Lemma 4.3. There exists a projector RK from H
1(K) into Sp+2(K) such that
(RKz, v)K = (z, v)K ∀v ∈ Sp(K) (37)
〈RKz, γ〉∂K = 〈z, γ〉∂K ∀γ ∈ Γp(∂K) (38)
||RKz||H1(K) ≤ C||z||H1(K) (39)
for all z ∈ H1(K).
1A tensor-valued function is included in V p(K) row-wise according to the definition (33).
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Proof. RKz is defined as RKz = R
0
K(z − z¯) + z¯, where z¯ is the constant function
z¯ =
∫
K
z dK∫
K
dK
which, by a scaling argument and a variant of Friedrichs’ inequality, satisfies
||z − z¯||L2(K) ≤ ChK |z|H1(K)
It follows from the definition of RK that RKz − z = R0K(z − z¯)− (z − z¯) so that (34) and (35)
imply (37) and (38).
We have
||RKz||L2(K) ≤ ||R0K(z − z¯)||L2(K) + ||z¯||L2(K)
Lemma 4.4. There exists an operator piK : H(div, K)→ Vp+2(K) such that
(q− piKq,η)K = 0 ∀η ∈ Sp(K) (40)
〈γ, (q− piKq) · n〉∂K = 0 ∀γ ∈ Γ˜p+1(∂K) (41)
||piKq||H(div,K) ≤ C||q||H(div,K) (42)
for all q ∈H(div, K).
Proof. We start by constructing a bounded projector piKˆ : H(div, Kˆ) → Qp+2(Kˆ) for the
rectangular master element Kˆ. The construction is based on the observation that (40) and (41)
resemble closely the canonical degrees of freedom in the Raviart-Thomas space RT p+1(Kˆ) =
Pp+2,p+1(Kˆ) × Pp+1,p+2(Kˆ). Namely, if we denote by Γ⊥p+1(∂Kˆ) the L2(∂Kˆ)-orthogonal com-
plement of Γ˜p+1(∂Kˆ) in Γp+1(∂Kˆ), and define
R(Kˆ) = {qˆ ∈RT p+1(Kˆ) : 〈γˆ, qˆ · nˆ〉∂K = 0 ∀γˆ ∈ Γ⊥p+1(∂Kˆ)}
then the operator piKˆ : H(div, Kˆ)→R(Kˆ) is indeed well-defined by the conditions
(piKˆqˆ, ηˆ)Kˆ = (qˆ, ηˆ)Kˆ ∀ηˆ ∈ Pp,p+1(Kˆ)× Pp+1,p(Kˆ)
〈piKˆqˆ · nˆ, ηˆ〉∂Kˆ = 〈qˆ · nˆ, ηˆ〉∂Kˆ ∀ηˆ ∈ Γ˜p+1(∂Kˆ)
This is true because piKˆqˆ ∈ R(Kˆ) is a function in RT p+1(Kˆ) and all of its degrees of freedom
must vanish when qˆ = 0.
The corresponding projection for an arbitrary element K = FK(Kˆ) can be defined using
the Piola transform as piK = PK ◦piKˆ ◦P−1K . We have JTKηˆ ∈ Pp,p+1(Kˆ)×Pp+1,p(Kˆ) whenever
ηˆ ∈ Qp(Kˆ) so that (40) and (41) follow from the identities
(q− piKq,η)K = (JK(qˆ− piKˆqˆ), ηˆ)Kˆ = (qˆ− piKˆqˆ,JTKηˆ)Kˆ
〈(q− piKq) · n,γ〉∂K = 〈(qˆ− piKˆqˆ) · nˆ, γˆ〉∂Kˆ
To prove (42), we first assume that hK = 1 and notice that piKˆ from H(div, Kˆ) to L2(Kˆ),
PK from H(div, Kˆ) to H(div, K) and P
−1
K from H(div, K) to H(div, Kˆ) are bounded opera-
tors with bounds depending only on the shape of K. Therefore, piK is bounded from H(div, K)
to L2(K).
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To extend the L2(K)-bound to an arbitrary convex quadrilateral K, we follow [3] and
introduce the dilated element K˜ = D(K) defined by D(x) = h−1K x. We have then FK˜ = D◦FK
so that piK˜ = PK˜ ◦ piK ◦P−1K˜ and for any q ∈H(div, K), let q˜ = hKq(hKx˜). Then,
||q˜||L2(K˜) = ||q||L2(K)
||∇˜ · q˜||L2(K˜) = h2K ||∇ · q||L2(K˜) = hK ||∇ · q||L2(K)
so that we have
||piKq||L2(K) = ||h−1K piK˜qˆ||L2(K) = ||piKˆq||L2(K˜) ≤ C||q˜||H(div,K˜) ≤ C(||q||L2(K)+hK ||∇·q||L2(K))
To obtain an h-independent bound for the norm of the divergence, we use the identities
(∇ · q) ◦ FK = ∇ˆ · qˆ
det JK(xˆ)
∇ˆ · (piKˆqˆ) = Qˆp+1∇ˆ · qˆ
where Qˆp+1 denotes the L2(Kˆ)-projector onto Qp+1(Kˆ), to write
∇ · (piKq) = ∇ˆ · (piKˆqˆ)
det JK
=
Πˆp+1∇ˆ · qˆ
det JK
=
Πˆp+1[det JK(∇ · q) ◦ FK ]
det JK
In other words ∇ · (piKq) = ΛK(∇ · q), where ΛK : L2(K)→ L2(K) is defined by
ΛKf =
Πˆp+1[det(JK)(f ◦ FK)]
det(JK)
◦ F−1K
for any scalar function f . Now (42) follows because:
||ΛKf ||L2(K) ≤ C||f ||L2(K) ∀f ∈ L2(K) (43)
The bound (43) is obvious for elements with unit diameter and can be extended to elements
with arbitrary diameter with a constant depending only on the shape of K by using the dilation
x ↪→ h−1K x.
We can now state our main approximation result:
Theorem 4.1. Let u = (V,M, w,ψ, rh, wˆ, ψˆ, Vˆn, Mˆn) denote the exact solution to the Reissner-
Mindlin model and uh = (Vh,Mh, wh,ψh, rh, wˆh, ψˆh, Vˆn,h, Mˆn,h) the DPG approximation of
degree p on an affine mesh with maximum element diameter h. The approximation error
e = ||V −Vh||L2(Ω) + ||M−Mh||L2(Ω) + ||w − wh||L2(Ω) + ||ψ −ψh||L2(Ω) + ||r − rh||L2(Ω)
+ ||wˆ − wˆh||H1/2(∂Ωh) + ||ψˆ − ψˆh||H1/2(∂Ωh) + ||Vˆn − Vˆn,h||H−1/2(∂Ωh) + ||Mˆn − Mˆn,h||H−1/2(∂Ωh)
satisfies an a priori estimate
e ≤ Ct−1 (||V||Hp+2(Ω) + ||M||Hp+2(Ω) + ||w||Hp+2(Ω) + ||ψ||Hp+2(Ω)) (44)
where the constant C is independent of h and t but depends on p and Ω.
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Proof. We start by defining a global projection operator Πh : V → Vp+3 piecewise2:
(Πhv)|K= (piKτ ,piKq, RKz,RKφ, QKµ)
where piK and RK are the projectors defined in Lemmas 4.4 and 4.3 and QK is the L2-projector
onto Sp+2(K). The projectors satisfy
(k−1t2ηh + θh,q− piKq)K = 0, (vh,∇ · (q− piKq))K = 0, 〈vˆh, (q− piKq) · n〉1/2,∂K = 0,
(C−1σh + ρhJ, (τ − piKτ ))K = 0, (θh,∇ · (τ − piKτ ))K = 0, 〈θˆh, (τ − piKτ )n〉1/2,∂K = 0,
(ηh,∇(z −RKz))K = 0, 〈z −RKz, ηˆn,h〉∂K = 0,
(σh,∇(φ−RKφ))K = 0, 〈φ−RKφ, σˆn〉1/2,∂K = 0,
(σh, (s−QKs)J)K = 0
(45)
for all wh = (ηh,σh, vh,θh, ρh, vˆh, θˆh, ηˆn,h, σˆn,h) ∈ Uh. The first and third columns follow
directly from Lemmas 4.4, 4.3 and the definition of QK . The second column is proved using
the same Lemmas in conjunction with integration by parts. The first equality in the second
column holds because
(vh,∇ · (q− piKq))K = (vˆh, ∇ˆ · (qˆ− piKˆqˆ))Kˆ
= 〈vˆh, (qˆ− piKˆqˆ) · nˆ〉∂Kˆ − (∇ˆvˆh, qˆ− piKˆqˆ)K
= 0
The third equality in the second column holds because
(ηh,∇(z −RKz))K = 〈ηh · n, z −RKz〉∂K − (∇ · ηh, z −RKz)K
= 〈ηˆh · nˆ, zˆ −RKˆ zˆ〉∂Kˆ − (∇ˆ · ηˆh, zˆ −RKˆ zˆ)Kˆ
= 0
The second and fourth equality can be proven in the same way so that we have established
the condition (29) of Lemma 4.1. In other words, we have established the best approximation
property (31).
A more quantitative error estimate is obtained by using results from approximation theory.
For smooth enough vector and scalar fields V and w, there exist interpolants V˜ ∈H(div,Ωh)
and w˜ ∈ H1(Ωh) such that
V˜|K∈ Vp(K), w˜|K∈ Sp(K) ∀K ∈ Ωh,
and
||V − V˜||L2(Ω) ≤ Chp+1||V||Hp+1(Ω),
||w − w˜||L2(Ω) ≤ Chp+1||w||Hp+1(Ω).
Here w˜ is the standard interpolant of w and V˜ denotes the projection of V to the Raviart-
Thomas space, see [3, 22].
We can also construct interpolants satisfying w˘|∂Ωh∈ H1/20 (∂Ωh) and V˘ ·n|∂Ωh∈ H−1/2(∂Ωh)
such that
w˘|∂K∈ Γ˜p+1(∂K), V˘ · n|∂K∈ Γp(∂K) ∀K ∈ Ωh.
2The operator piK acts on tensors row-wise.
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Since the traces wˆ and Vˆn associated to the exact solution equal the traces of the corresponding
field variables, we are allowed to write
min
vˆh
||wˆ − vˆh||H1/2(∂Ωh) ≤ ||w − w˘||H1(Ω)
min
ηˆn,h
||Vˆn − ηˆn,h||H−1/2(∂Ωh) ≤ ||V − V˘||H(div,Ω)
Defining w˘ as the regular interpolant of w with quadrilateral elements of degree p+ 1 and V˘ as
the projection of V into the Arnold-Boffi-Falk space of index p, we obtain the error estimates
||w − w˘||H1(Ω) ≤ Chp+1||w||Hp+2(Ω),
||V − V˘||H(div,Ω) ≤ Chp+1(||V||Hp+1 + ||∇ ·V||Hp+1(Ω)).
Identical constructions can be carried out for the remaining solution components ψ, M, r,
ψˆ, and Mˆn. Hence, the estimate (44) is established.
Remark 4.1. Notice that the restriction of the proof to affine mesh sequences arises from the
terms involving ηh and σh in the first column of (45). Namely, when the mapping FK is
not affine, the use of Piola transform introduces a non-constant factor 1/ det JK violating the
orthogonality conditions established in Lemma 4.4. On an affine mesh, the same terms dictate
the enrichment degree to be three, since we need to apply Lemma 4.4 also when η ∈ V p(K).
On the other hand, the use of Piola transformation for the shear force and bending moment is
necessary in general to match the normals in Vˆn and Mˆn with the ones in V · n and Mn.
Remark 4.2. When bounding the approximation error of Vˆn and Mˆn, use of Raviart-Thomas
projector would imply loss of one power of h in the convergence rate on a general mesh, see
[3]. In the DPG approximation the resultant tractions can be extended as well to the mentioned
Arnold-Boffi-Falk space defined on the reference element as ABFp(Kˆ) = Pp+2,p(Kˆ)×Pp,p+2(Kˆ)
since the normal components of the elements of this space are also polynomials of degree p on
the edges.
5 Numerical Results
We study the convergence of the DPG method when applied to solve the model problem pro-
posed in [15]. The problem consists of a fully clamped, homogeneous and isotropic square plate
loaded by the pressure distribution
p(x, y) =
1
12(1− ν2) [12y(y − 1)(5x
2 − 5x+ 1)(2y2(y − 1)2 + x(x− 1)(5y2 − 5y + 1))
+12x(x− 1)(5y2 − 5y + 1)(2x2(x− 1)2 + y(y − 1)(5x2 − 5x+ 1))]
on the computational domain Ω = (0, 1) × (0, 1). The problem has a closed form analytic
solution than can be used to address the accuracy of numerical solution schemes.
We use the values ν = 0.3 and κ = 5/6 for the Poisson ratio and the shear correction factor,
respectively. We set p = 1 and compute the DPG solution using uniform and trapezoidal
N ×N -meshes, with N varying as N = 4, 8, 16, 32, 64, see Fig. 1.
16
(Uniform)
(Trapezoidal)
Figure 1: Uniform and trapezoidal mesh sequences.
The results for the thickness values t = 0.1 and t = 0.001 are summarized in Figs. 2 and
3, respectively. In the figures we show the relative errors in the L2 norm for all quantities of
interest: ||V −Vh||
||V|| ,
||M−Mh||
||M|| ,
||w − wh||
||w|| ,
||ψ −ψh||
||ψ||
The results show that
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Figure 2: Convergence at t = 1/10. Uniform versus trapezoidal mesh sequence.
1. Optimal quadratic convergence is attained for all quantities on both mesh sequences at
t = 1/10.
2. Convergence of the shear stress slows down at t = 1/1000 especially on the trapezoidal
mesh sequence. However, a relative error of less than 10 percent is attained also at the
16× 16 trapezoidal mesh.
17
Uniform
10-2 10-1 100
mesh size, h
10-4
10-3
10-2
10-1
100
re
la
ti
v
e
 e
rr
o
r
2
shear force
bending moments
deflection
rotations
Trapezoidal
10-2 10-1 100
mesh size, h
10-4
10-3
10-2
10-1
100
re
la
ti
v
e
 e
rr
o
r
2
shear force
bending moments
deflection
rotations
Figure 3: Convergence at t = 1/1000. Uniform versus trapezoidal mesh sequence.
Figure 4: Shear forces at t = 1/1000.
Finally, we show in Figs. 4–7 contour plots of all quantities of interest at t = 1/1000
obtained with DPG by using a fine mesh. The good approximation quality of all quantities
makes prediction of the values and the locations of maximum stresses straightforward.
6 Concluding Remarks
We have analyzed the discontinuous Petrov-Galerkin finite element method in the Reissner-
Mindlin plate bending problem. The formulation is based on a piecewise polynomial approxi-
mation using quadrilateral scalar and vector finite elements of degree p for all quantities of in-
terest (shear stress, bending moment, transverse deflection, rotation). In addition, the resultant
tractions and the kinematic variables are approximated on the mesh skeleton by polynomials
of degree p and p+ 1, respectively.
We have showed that the non-standard variational formulation underlying the DPG method
is well-posed. Based on that result, we have showed that a discretization where the test func-
tions are approximated in an enriched finite element space of degree p+ 3 is stable as well and
leads to optimal order of convergence in the L2 norm for all variables. However, the theoretical
stability estimate breaks down at the limit of zero thickness and therefore the final error bound
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Figure 5: Bending moments at t = 1/1000.
Figure 6: Rotations at t = 1/1000.
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Figure 7: Transverse deflection at t = 1/1000.
becomes amplified by the factor t−1. Our numerical results indicate that some error amplifi-
cation indeed occurs for the shear force, but the obtained stress values are relatively accurate
even on severely distorted meshes. Future work includes formulation of the algorithm for more
general geometries and an evaluation of the computational cost and robustness in comparison
with other type of formulations.
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