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OSCILLATION AND CONCENTRATION IN SEQUENCES OF
PDE CONSTRAINED MEASURES
JAN KRISTENSEN AND BOGDAN RAIT, A˘
Abstract. We show that for constant rank partial differential operators A , generalized
Young measures generated by sequences of A -free measures can be characterized by duality
with A -quasiconvex integrands of linear growth.
1. Introduction
Since their introduction in [43], Young measures have been used to effectively describe
oscillation phenomena in non-convex problems in the calculus of variations and optimal control
theory and, later, in non-linear partial differential equations [40, 42, 17]. In more general terms
[18, 3, 10, 11, 39], one can think of Young measures as wieldy tools to describe the gap between
weak and strong convergence in the interaction with non-linear functionals. More precisely,
Young measures provide the one-point statistics for oscillation and (aspects of) concentration
in a sequence and thus allows the computation of its moments.
The interaction of weak convergence and non-linear quantities represents a highly non-trivial
problem that can be investigated from many angles. The classical results in [32, 38, 9] show
that the structure of continuous functionals acting on weakly convergent sequences of gradients
is fairly rigid. The theory of compensated compactness [40, 41, 42, 33, 34] was built around
the question of characterizing the non-linear functionals that are weakly continuous when eval-
uated on sequences that satisfy certain linear partial differential constraints. One needs only
make the elementary observation that these weakly continuous quantities are necessarily poly-
nomials to see that their structure is indeed very restricted. Moreover, under the constant rank
assumption of [34] on the differential constraint, it was shown in [24] that all such polynomials
are computable and explicit examples show that weakly continuous functionals are very few.
On the other hand, it was already shown in [40] that the structure of weakly lower semi-
continuous quadratic forms is much richer. Therein, the natural question of characterizing
the functionals that are weakly lower semicontinuous when acting on constrained sequences
was asked. Of interest to us is the comprehensive answer given in [22], where it is shown
building on [32, 13, 34] that, under the constant rank condition, weak lower semi-continuity
is equivalent with A -quasiconvexity (see Section 2 for notation and terminology). Moreover,
the duality via Jensen-type inequalities of A -quasiconvex functions of p-growth and oscilla-
tion Young measures generated by weakly-Lp convergent A -free sequences was established,
extending the results in [25, 26].
Similar characterizations can account for concentration effects, as can be seen from [23, 19].
Such extensions rely on decomposition lemmas for Lp-weakly convergent sequences for 1 <
p < ∞, which highlight the decoupling of oscillation and concentration effects in this range
(see [28, 23, 29]). At the endpoint p = 1, concentration effects arising from the application of
functionals of linear growth can only be detected for sequences that converge weakly-* in the
sense of measures. In this case, the oscillation and concentration effects of an A -free sequence
may fail to display A -free features, as can be seen from the example of a single gradient
measure [1]. Consequently, the lower semicontinuity problem in this case is substantially more
difficult and has been settled in [4, 21, 30] in the case of gradient measures and in [6, 12] in
more general contexts, building on the recent fundamental results in [15, 27] (see also [7], which
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deals with the case of first order operators A , without using a rank-one type theorem [2, 15]
or the automatic convexity result in [27]).
The characterization of oscillation and concentration in the spirit of [25, 26] was extended
to the BV set-up in [31, 30], and extended to symmetrized gradient measures in [16]. A fairly
restricted class of A -free measures was considered in [8].
The purpose of the present paper is two-fold. We provide a general characterization of A -
free generalized Young measures by duality with A -quasiconvex functions of linear growth via
Jensen-type inequalities under the assumptions that the operator A has constant rank and that
its wave cone is spanning (for the definitions of these assumptions, as well as the terminology
used in the statement below, see Sections 2, 3.2). However, perhaps more importantly, our
purpose is also expository: when restricting our proof to the basic gradient case, the argument
is significantly shorter and more streamlined than the existing ones. The same can be said
about the case without concentration effects (cf. [26, 28, 29, 22]).
Recall from [37] that there exists another differential operator B such that A -quasiconvexity
is equivalent with A -B-quasiconvexity in the sense of [13, 14]; in particular, A ◦B ≡ 0. Say
that the order of B is l and let Ω ⊂ Rn be a bounded open set such that L n(∂Ω) = 0.
Theorem 1.1. Let ν be a Young measure on Ω such that λ(∂Ω) = 0 and let v ∈ M(Ω,V) be
its barycentre. Then there exist a sequence of mollifiers φj
∗
⇀ δ0 in M(Ω) and a sequence of
maps uj ∈ C
∞
c (Ω,U) such that {
φj ∗ v +Buj
Y
→ ν
‖uj‖Wl−1,1 → 0
if and only if A v = 0 and for all A -quasiconvex f : V→ R of linear growth it holds that∫
V
fdνx + λ
a(x)
∫
SV
f∞dν∞x ≥ f(νx + λ
a(x)ν∞x ) for L
n-a.e. x ∈ Ω,
where λ = λaL n Ω + λs, λs ⊥ L n, is a Radon–Nikody´m decomposition of λ.
Our argument to prove this follows the broad two-step structure that several previous proofs
have, namely to first deal with the case of homogeneous Young measures and then employ an
approximation procedure. The main conceptual novelty of this work is that our approximation
procedure is completely measure theoretic, as can be seen from Section 3.4. In particular,
we do not use any fine structure properties of A -free measures; these are only used in the
homogeneous step, see Section 3.3.
A preliminary version of our result, covering the case when the barycentre v has no singular
part, appeared in [36, Chapter 3]. As we show here, the strategy used there is flexible enough
to also deal with the interaction between the singular parts of the barycentre and concentration
measures, as we implement in Lemmas 3.12 and 3.11. We record that a similar result is asserted
in the recent preprint [5]; there, the Helmholtz-type decomposition from [22] plays a key role,
whereas here we rely on local potentials as in [37].
Finally, in Section 4 we will focus on the (diffuse) concentration angle measure. Recall that
as a consequence of the main results in [15, 27], the measures ν∞x are unconstrained for λ
s
almost every x. Here, we will present a new necessary Jensen-type inequality that ν∞x satisfies
λaL n almost everywhere if ν is A -free. Under a decoupling condition, we then show that this
inequality is also sufficient to generate ν with A -free fields.
This paper is organized as follows: In Section 2 we recall some properties of the Kantorovich
norm, linear partial differential operators, and quasiconvex and directionally convex functions.
In Section 3 we introduce Young measures with some detail on the functional analytic aspects,
as well as more technical properties. In Section 3.3 we essentially prove Theorem 1.1 in the case
of homogeneous Young measures, whereas in Section 3.4 we perform the crucial approximation
argument. In Section 4 we comment on the diffuse concentration of A -free Young measures.
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2. Preliminaries
2.1. Kantorovich norm. Let X be a compact and separable metric space. We recall that
C(X) with the supremum norm is a separable Banach space whose dual can be identified with
the spaceM(X) of signed bounded Radon measures on X. The subspace LIP(X) consisting of
all Lipschitz functions Φ: X→ R is a (non-separable) Banach space under the norm
‖Φ‖LIP = sup
x∈X
|Φ(x)| + lip(Φ).
The Kantorovich norm of a signed bounded Radon measure µ on X is here defined as
‖µ‖K = sup
{
〈µ,Φ〉 : Φ ∈ LIP(X), ‖Φ‖LIP ≤ 1
}
,
so it is the dual norm of ‖ · ‖LIP restricted to M(X). We shall be interested in its restriction
to the space M+(X) of positive bounded Radon measures that becomes a metric space under
the Kantorovich metric dK(µ, ν) = ‖µ− ν‖K. We record the useful fact that for µ ∈ M+(X)
we have
(2.1) ‖µ‖K = µ(X).
Proof. Since 1X ∈ LIP(X) and ‖1X‖LIP = 1 we clearly have ‖µ‖K ≥ µ(X). Conversely, if
Φ ∈ LIP(X) with ‖Φ‖LIP ≤ 1, then in particular maxX |Φ| ≤ 1 so using that µ is a positive
measure we get
〈µ,Φ〉 ≤ 〈µ,1X〉 = µ(X),
hence taking supremum over such Φ we arrive at the opposite inequality. 
As a subset of C(X)∗ the space M+(X) also inherits the weak∗ topology:{
O ∩M+(X) : O ∈ σ
(
C(X)∗,C(X)
)}
.
Lemma 2.1. On M+(X) the relative weak∗ topology is exactly the topology determined by the
Kantorovich metric dK.
Proof. In order to show that M+(X) ∩ O is open relative to the Kantorovich metric for each
weak∗ open O it suffices to show that for each Φ ∈ C(X) and t ∈ R the set
(2.2)
{
µ ∈ M+(X) : 〈µ,Φ〉 < t
}
is open relative to the Kantorovich metric on M+(X). To that end we fix µ0 ∈ M+(X) with
〈µ0,Φ〉 < t. Next, we employ a standard approximation scheme and put for each j ∈ N,
Φj(x) = sup
{
Φ(y)− jdX(x, y) : y ∈ X
}
.
Hereby lip(Φj) ≤ j and Φj(x)ց Φ(x) pointwise in x ∈ X (hence uniformly) as j ր∞. Select
j ∈ N so
〈µ0,Φj〉 <
t+ 〈µ0,Φ〉
2
.
If we take any positive r < (t−〈µ0,Φ〉)/2j, then we have for each µ ∈ M+(X) with ‖µ−µ0‖K <
r that
〈µ,Φ〉 ≤ 〈µ,Φj〉
≤ 〈µ− µ0,Φj〉+
t+ 〈µ0,Φ〉
2
< r.
It follows that the set defined at (2.2) is open relative to dK.
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For the opposite inclusion we fix µ0 ∈M+(X) and r > 0 and must show that the open ball{
µ ∈ M+(X) : ‖µ − µ0‖K < r
}
is weak∗ open relative to M+(X). To get started we note
that by the Arzela-Ascoli Theorem the set S =
{
Φ : ‖Φ‖LIP = 1
}
is totally bounded in C(X).
Hence for each δ > 0 we can find a finite δ-net ∆ in S. Without loss in generality we may
assume that 1X ∈ ∆. Now put, for a t ∈ R to be specified,
H∆ =
{
µ ∈M+(X) : max
Φ∈∆
〈µ− µ0,Φ〉 < t
}
and note that for µ ∈ H∆ and Ψ ∈ S we have
〈µ− µ0,Ψ〉 = min
Φ∈∆
(
〈µ− µ0,Φ〉+ 〈µ− µ0,Ψ− Φ〉
)
< t+
(
µ(X) + µ0(X)
)
δ.
In order to bound the last term we use that 1X ∈ ∆. It entails that µ(X) < t + µ0(X) and
consequently
〈µ− µ0,Ψ〉 < t+
(
2µ0(X) + t
)
δ.
We leave it to the reader to check that we may choose
t =
r
2
and then any δ ∈ (0,
r
4µ0(X) + r
)
to complete the proof. 
2.2. Linear partial differential operators. We will work with linear homogeneous partial
differential operators on Rn
A ≡
∑
|α|=k
Aα∂
α and B ≡
∑
|β|=l
Bβ∂
β,(2.3)
where Aα ∈ L (V.W) and Bβ ∈ L (U,V) for all α, β ∈ Nn0 with |α| = k and |β| = l. We write
for ξ ∈ Rn
A (ξ) ≡
∑
|α|=k
ξαAα and B(ξ) ≡
∑
|β|=l
ξβBβ.
Throughout we will assume that A has constant rank, meaning that rankA (ξ) is independent
of ξ 6= 0. Moreover, this assumption is equivalent with the existence of B as above such that
kerA (ξ) = imB(ξ) for ξ 6= 0,
see [37]. The existence of such B is assumed implicitly in what follows.
We also record the definition of the wave cone of A ,
ΛA ≡
⋃
ξ∈Sn−1
kerA (ξ).
Our core object of study will be A -free measures, for which we record the following remark-
able structure theorem from [15]:
Lemma 2.2. If v ∈M(Ω,V) satisfies A v = 0 in the sense of distributions, then
dvs
d|vs|
∈ ΛA |v
s|-almost everywhere in Ω.
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2.3. A -quasiconvex integrands. We recall from [22, Definition 3.1] that an integrand f : V→
R is said to be A -quasiconvex if
f(z) ≤
∫
X
f(z + v(x))dx
holds for all z ∈ V and all v ∈ C∞per(X,V) such that
∫
X
vdx = 0 and A v = 0. We wrote X
for the unit cube (− 12 ,
1
2 )
n. If Φ ∈ C(V) may fail to be A -qusiconvex, then one defines the
A -quasiconvex envelope Φqc of Φ as
Φqc(ξ) = inf
{∫
X
Φ(ξ + v(x))dx : v ∈ C∞per(X,V),
∫
X
v = 0, A v = 0
}
.
Lemma 2.3 ([22, Proposition 3.4]). If f ∈ C(V), then fqc is A -quasiconvex. If f is A -
quasiconvex, then it is also ΛA -convex.
We have the following elementary property for integrands of linear growth:
Lemma 2.4. Suppose that A is an operator of the form (2.3) for which the wave cone is
spanning, i.e., spanΛA = V. Let Φ ∈ C(V) have linear growth |Φ| ≤ c(| · | + 1) and be such
that its A -quasiconvex envelope satisfies
Φqc(ξ0) > −∞ for some ξ0 ∈ V.
Then Φqc is real valued, A -quasiconvex and has linear growth, |Φqc| ≤ c(| · |+ 1).
Proof. By Lemma 2.3, we have that Φqc is convex in the directions of ΛA . In particular,
whenever Φqc(η) > −∞, it is also the case that Φqc > −∞ on η + ΛA . Now let ξ ∈ V. Since
ΛA spans V, we can find vectors v1, . . . , vs ∈ ΛA such that ξ − ξ0 =
∑s
i=1 vi. By the previous
consideration, it follows that Φqc(ξ) > −∞, hence Φqc is real valued.
We choose a basis {ei}di=1 ⊂ ΛA of V, where d = dimV. Let M be a change of basis matrix
such that {M−1ei}di=1 is an orthonormal basis of V. Then Φ
qc ◦M is separately convex. Using
the facts that norms are equivalent on finite dimensional spaces and Φqc ≤ Φ, we have that
Φqc ◦M ≤ c(M)(| · |M + 1),
where | · |M denotes the Euclidean norm in the new coordinate system. By [29, Lemma 2.5],
we have that Φqc ◦M has linear growth from below. Again by norm equivalence, we have that
Φqc ≥ −c(M)(| · |+ 1).
The fact that Φqc is A -quasiconvex follows from Lemma 2.3. 
We also record the following equivalent definition of A -quasiconvex envelopes in terms of
B, which will be used to prove the characterization of homogeneous A -free Young measures:
Lemma 2.5 ([37, Corollary 5]). Let Φ ∈ C(V), X = (0, 1)n, and ε > 0. Then
Φqc(z) = inf
{∫
X
Φ(z +Bu) : u ∈ C∞c (X,U), ‖D
l−1u‖L∞ < ε
}
(2.4)
for all z ∈ V.
Finally, we also record a consequence of the main result of [27]:
Lemma 2.6. Let f : V → R be a positively 1-homogeneous and ΛA -convex integrand, where
ΛA is spanning. Then f is convex at each point of ΛA .
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3. Proof of main result
3.1. Functional set-up. Let H be the space of continuous integrands Φ: V → R of linear
growth that admit a regular recession integrand:
Φ∞(z) = lim
t→∞
Φ(tz)
t
exists locally uniformly in z ∈ V.
We recall that this is exactly the class of integrands Φ: V → R for which the transformed
integrand
zˆ 7→
(
1− |zˆ|
)
Φ
(
zˆ
1− |zˆ|
)
is bounded and uniformly continuous on the open unit ball BV(0, 1). We endow H with the
norm
‖Φ‖ = sup
z∈V
|Φ(z)|
1 + |z|
.
The mapping T : H→ C(BV) defined by
TΦ(zˆ) =
{ (
1− |zˆ|
)
Φ
(
zˆ
1−|zˆ|
)
if |zˆ| < 1
Φ∞(zˆ) if |zˆ| = 1,
is then easily seen to be an isometric isomorphism. Hence so is the dual mapping T ∗ : C(BV)
∗ →
H∗. By virtue of the Riesz representation theorem we may identify the dual space C(BV)
∗ with
the space of bounded signed Radon measures M(BV). Hence given ℓ ∈ H∗ there is a unique
µ ∈M(BV) so T ∗µ = ℓ. Consequently we have for Φ ∈ H,
ℓ(Φ) = 〈T ∗µ,Φ〉 =
∫
BV
TΦdµ
=
∫
BV(0,1)
(
1− |zˆ|
)
Φ
(
zˆ
1− |zˆ|
)
dµ(zˆ) +
∫
SV
Φ∞ dµ.
If we put S(zˆ) = zˆ1−|zˆ| for zˆ ∈ BV(0, 1) and
µ0 = S#
[(
1− |zˆ|
)
µ BV(0, 1)
]
,
µ∞ = µ SV,
then µ0 ∈ M(V) has total variation with finite first moment, that is, 〈|µ0|, | · |〉 < ∞, µ∞ ∈
M(SV), and
(3.1) ℓ(Φ) =
∫
V
Φdµ0 +
∫
SV
Φ∞ dµ∞.
In view of this representation we identify in the following each ℓ ∈ H∗ with the unique pair of
measures (µ0, µ∞) as above. We also record that
‖ℓ‖ =
∫
V
(
1 + | · |
)
d|µ0|+ |µ∞|(SV)
and that ℓ ≥ 0 when µ0 ≥ 0, µ∞ ≥ 0, so that T ∗ is a positive operator. This means that T ∗
is a homeomorphism of the positive cones, M+(BV) onto (H∗)+ with their respective relative
weak∗ topologies, and consequently, by virtue of Lemma 2.1, that the relative weak∗ topology
on (H∗)+ is determined by the (push-forward) Kantorovich metric defined as
dK
(
(µ0, µ∞), (ν0, ν∞)
)
= ‖(µ0, µ∞)− (ν0, ν∞)‖K
for (µ0, µ∞), (ν0, ν∞) ∈ H∗, where the (push-forward) Kantorovich norm is
(3.2) ‖(µ0, µ∞)‖K = sup
Φ∈H, ‖TΦ‖LIP≤1
∣∣∣∣
∫
V
Φdµ0 +
∫
SV
Φ∞ dµ∞
∣∣∣∣ .
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If v is a bounded V-valued Radon measure on X = (0, 1)n with Lebesgue–Radon–Nikody´m
decomposition v = vadx+ vs, then we define εv ∈ H
∗ by
εv(Φ) =
∫
X
Φ(va(x)) dx +
∫
X
Φ∞(vs) (Φ ∈ H).(3.3)
We record a by now standard approximation result for integrands of linear growth:
Lemma 3.1. Let f : V → R be of linear growth and A -quasiconvex. Then there exist fj ∈ H
that are A -quasiconvex and satisfy
fj(z) ≥ fj+1(z)ց f(z) as j ր∞
for each z ∈ V.
A proof in the caseA = curl and which extends immediately can be found in [27, Lemma 6.3].
Although we will not use this fact, we remark that each integrand fj thus constructed is posi-
tively homogeneous of degree one outside a large ball B(0, Rj).
We conclude the section with an elementary application of the three-slope inequality:
Lemma 3.2. Let Λ be a balanced and spanning cone in V. If f : V → R is Λ-convex and of
linear growth, then f is Lipschitz. Furthermore, for all z ∈ V and w ∈ Λ we have
f(z + w) ≤ f(z) + f∞(w).
3.2. Young measures. Similarly to the autonomous integrands in Section 3.1, and following
[3, 31], we will define the space E(Ω,V) of (non-autonomous) integrands Φ ∈ C(Ω × V) of
linear growth |Φ(x, z)| ≤ c(1 + |z|), where the best constant defines the norm, and such that
the recession integrand
Φ∞(x, z) = lim
t→∞,x′→x
Φ(x′, tz)
t
exists uniformly in (x, z) ∈ Ω × SV. We extend the definition of T : E(Ω,V) → C(Ω× BV) in
an obvious way, thereby obtaining an isometric isomorphism. Consequently, the dual space
E(Ω,V)∗ can be identified with M(Ω × BV). By the Stone–Weierstrass theorem we have the
following:
Lemma 3.3. Suppose that µ ∈ M(Ω×BV) is such that 〈µ, η⊗Ψ〉 = 0 for all η ∈ LIP(Ω) and
Ψ ∈ LIP(BV). Then µ ≡ 0. Consequently, to identify an element in E(Ω,V)∗, it suffices to
test only with η ⊗ Φ, where ‖η‖LIP(Ω) ≤ 1 and ‖TΦ‖LIP(BV) ≤ 1.
We can now define Young measures as follows:
Definition 3.4. We say that a triple ν =
(
(νx)x∈Ω, λ, (ν
∞
x )x∈Ω
)
is a Young measure if
(1) νx ∈ M
+
1 (V) for L
n-a.e. x ∈ Ω and x 7→ νx is weakly* Lebesgue measurable;
(2) λ ∈M+(Ω);
(3) ν∞x ∈M
+
1 (SV) for λ-a.e. x ∈ Ω and x 7→ νx is weakly* λ measurable;
(4)
∫
Ω
∫
V
|z|dνx(z)dx <∞.
We say that (νx)x∈Ω is the oscillation measure, λ is the concentration measure, and (ν
∞
x )x∈Ω
is the concentration-angle measure.
We identify Young measures with elements of E(Ω,V)∗ via the identity
〈ν,Φ〉E∗,E ≡
∫
Ω
∫
V
Φ(x, z)dνx(z)dx+
∫
Ω
∫
SV
Φ∞(x, z)dν∞x (z)dλ(x) for Φ ∈ E(Ω,V).
We further identify measures v ∈M(Ω,V) with (elementary) Young measures by
〈εv,Φ〉E∗,E ≡
∫
Ω
Φ(x, va(x))dx +
∫
Ω
Φ∞
(
x,
dvs
d|vs|
(x)
)
d|vs|(x) for Φ ∈ E(Ω,V),
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where |vs| denotes the total variation measure and v = vaL n Ω+vs is the Lebesgue–Radon–
Nikody´m decomposition of the measure v. Finally, we say that a sequence vj ∈ M(Ω,V)
generates ν if εvj
∗
⇀ ν in E(Ω,V)∗.
Proposition 3.5 ([6, Proposition 2.24]). Assume vj, v are V-valued Radon measures on Ω,
Q ⊂ Rn is a cube naturally identified with the torus Tn, and A has constant rank. Let vj
∗
⇀ v
and A vj → 0 in W
−k,q(Ω,W) for some q ∈ (1, n
n−1 ). If vj
Y
→ ν, then there exist an L n-null
set Na ⊂ Ω such for each x ∈ Ω \Na the Young measure
ν(x) =
(
(νx)y∈Q,
dλ
dL n
(x)L n Q, (ν∞x )y∈Q
)
is generated by a sequence (v˜j) ⊂ C
∞(Tn,V) satisfying
v˜jL
n Q
∗
⇀
(
νx + ν
∞
x
dλ
dL n
(x)
)
L
n Q and A v˜j = 0.
3.3. The Hahn–Banach argument. Fix z ∈ V and denote by Y the set of all pairs (ν0, ν∞) ∈
M+1 (V) ×M
+(SV) for which we can find a sequence (uj) in C
∞
c (X,U) such that, as j → ∞,
‖uj‖Wl−1,1 → 0 and
(3.4)
∫
X
Φ(z +Buj(x)) dx→
∫
V
Φdν0 +
∫
SV
Φ∞ dν∞ ∀Φ ∈ H.
Obviously, we can consider Y as a subset of (H∗)+ and we clarify that M+(SV) denotes the
set of positive Radon measures on SV, whereasM
+
1 (V) denotes the set of probability measures
on V. The above definition (3.4) of Y can therefore also be stated in terms of the Kantorovich
metric: ‖εz+Buj − (ν
0, ν∞)‖K → 0 as j →∞.
Remark 3.6. Using a standard exhaustion argument it is not difficult to show that each
ν ∈ Y can be generated by sequences with apparently much better convergence properties: Let
ν = (ν0, ν∞) ∈ Y and let ω : [0,∞)→ [0,∞) be a sublinear modulus of continuity (so ω(0) = 0,
ω is continuous, increasing, concave and ω(t)/t→∞ as tց 0). Then there exists a sequence
(ϕj) in C
∞
c (X,U) so ‖ϕj‖Wl−1,∞ → 0, ‖ν − εz+Bϕj‖K → 0 and
sup
x,y∈X
x 6=y
∣∣∇l−1ϕj(x)−∇l−1ϕj(y)∣∣
ω
(
|x− y|
) → 0.
Lemma 3.7. The family
{
εz+Bu : u ∈ C
∞
c (X,U)
}
is a weakly-* dense subset of Y .
Proof. It suffices to show that εz+Bu ∈ Y for each u ∈ C
∞
c (X,U). But this is a consequence
of a standard exhaustion argument that runs as follows: We extend u to Rn by zero without
changing notation and subdivide each side of X into j ∈ N disjoint congruent open intervals,
and consider the resulting mesh of jn disjoint congruent cubes. We fix an arrangement of the
cubes, say
Xi = xi + j
−1
X, i ∈ {1, . . . , jn},
and define
φj(x) =
jn∑
i=1
j−lu(j(x− xi)).
It is then simple to compute that∫
X
Φ(z +Bu)dx =
∫
X
Φ(z +Bφj)dx
‖Dl−1φj‖L1(X) = j
−1‖Dl−1u‖L1(X) → 0 as j →∞.
The conclusion follows by applying Poincare´’s inequality iteratively. 
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Lemma 3.8. The set Y is weakly-∗ closed in H∗.
Proof. Let µ = (µ0, µ∞) ∈ Y
w∗
. Let {Φj}j∈N be a countable and dense subset of H and put
Φ0 = | · |. Now for each i ∈ N we may select ui ∈ C
∞
c (X,U) such that
(3.5) ‖ui‖Wl−1,1 <
1
i
, max
0≤j≤i
∣∣∣∣
∫
X
Φj(z +Bui) dx− µ(Φj)
∣∣∣∣ < 1i .
Since Φ0 = |·| is included above we infer that the sequence (ξ+Bui) is bounded in L
1(X,V) and
so, by Banach-Alaoglu’s compactness theorem and separability of H, each of its subsequences
admit a further subsequence (not relabelled) so
(3.6)
∫
X
Φ(z +Bui) dx→ ℓ(Φ) ∀Φ ∈ H
for some ℓ ∈ H∗ that at this stage of course can depend on the particular subsequence. But
the density of {Φj}j∈N0 and the identification of H
∗ with pairs of measures allow us by virtue
of (3.5) to conclude that ℓ = µ and so that (3.6) in fact holds true for the full sequence. Taken
together with (3.5) we have shown that µ ∈ Y , and the proof is complete. 
Lemma 3.9. The set Y is convex.
Proof. Let ν0, ν1 ∈ Y , t ∈ (0, 1) and νt = (1 − t)ν0 + tν1. In view of Lemmas 3.7 and 3.8 it
suffices to show that νt ∈ Y when
ν0 = εz+Bu0 , ν1 = εz+Bu1 and t =
(
p
q
)n
,
where u0, u1 ∈ C
∞
c (X,U) and p, q ∈ N are coprime. In fact, we shall show that νt = εz+Bφ
for some φ ∈ C∞c (X,U).
In order to see this we subdivide each side of X into q disjoint congruent half-open intervals,
and consider the resulting mesh of qn disjoint congruent cubes. We fix an arrangement of the
cubes, say
Xi = xi + q
−1
X, i ∈ {1, . . . , qn},
and define
φ(x) =
pn∑
i=1
q−lu1
(
q(x− xi)
)
+
qn∑
i=pn+1
q−lu0
(
q(x− xi)
)
(x ∈ X)
where we extend u0, u1 to R
n \ X by 0. Clearly, φ ∈ C∞c (X,U) and for Φ ∈ H we check that
εz+Bφ(Φ) = νt(Φ), and therefore νt ∈ Y by Lemma 3.7. 
For a continuous integrand f : V → R of linear growth we define the upper recession inte-
grand by
f∞(z) = lim sup
t→∞
z′→z
f(tz′)
t
(z ∈ V)
Hereby f∞ : V→ R is a positively 1-homogeneous integrand of linear growth. When the wave
cone for A spans the space V, then A -quasiconvex integrands f of linear growth are Lipschitz
continuous. In that case, the upper recession integrand f∞ is also positively 1-homogeneous,
Lipschitz and A -quasiconvex. Furthermore in this situation we also have the simpler formula
f∞(z) = lim sup
t→∞
f(tz)
t
(z ∈ V).
Lemma 3.10. Let ν = (ν0, ν∞) ∈M+1 (V)×M
+(SV) and z ∈ V. Then ν ∈ Y if, and only if,
ν0 + ν∞ = z and ∫
V
f dν0 +
∫
SV
f∞ dν∞ ≥ f(z)
holds for all A -quasiconvex integrands f : V→ R of linear growth.
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Proof. To prove the only if part we fix ν ∈ Y and an A -quasiconvex integrand f : V → R of
linear growth. Select a sequence (uj) in C
∞
c (X,U) such that ‖uj‖Wl−1,1 → 0 and∫
X
Φ(z +Buj) dx→ ν(Φ)
for each Φ ∈ H. Thus for Φ ∈ H with Φ ≥ f we get by A -quasiconvexity of f at z that
ν(Φ) ≥ lim sup
j→∞
∫
X
f(z +Buj) dx ≥ f(z).
To obtain the required bound we use the approximation Lemma 3.1 and the Lebesgue monotone
convergence theorem.
We turn to the if part of the statement. According to Lemmas 3.8 and 3.9, Y is a weakly∗
closed and convex subset of H∗, hence by the Hahn–Banach separation theorem we can write
Y =
⋂
H , where we take intersection over all weakly∗ closed half-spaces H in H∗ that contain
Y . Fix such a half-space H ; it is well-known that we can find Φ ∈ H, t ∈ R such that
H =
{
ℓ ∈ H∗ : ℓ(Φ) ≥ t
}
.
Because Y ⊂ H it follows in particular from Lemma 3.7 that εz+Bu ∈ H for all u ∈ C
∞
c (X,U).
Consequently, the inequality
t ≤ εz+Bu(Φ) =
∫
X
Φ(z +Bu) dx
holds for all u ∈ C∞c (X,U). But then the relaxation formula (2.4) yields t ≤ Φ
qc(z) and it
follows from Lemma 2.4 that the envelope Φqc is real-valued, A -quasiconvex and of linear
growth. Returning to our assumptions on ν with this information we deduce that
ν(Φ) ≥ ν(Φqc) ≥ Φqc(z) ≥ t,
that is, ν ∈ H . 
3.4. Inhomogenization. Let
(
φt
)
t>0
be a standard smooth mollifier onRn: φt(x) = t
−nφ
(
x/t
)
,
where φ : Rn → R is a nonnegative, C∞ smooth and compactly supported function that inte-
grates to 1. It is convenient to assume that the support of φ is the closed unit cube X = [− 12 ,
1
2 ]
n
and that φ is strictly positive on its interior X. For later reference we put
(3.7) M ≡ max |∇φ|.
We shall also in this subsection use the ℓn∞-metric on R
n and for convenience of notation we
denote it simply by ‖ · ‖, thus
‖x‖ ≡ ‖x‖ℓn
∞
= max
{
|x1|, . . . , |xn|
}
for x =
(
x1, . . . , xn
)
∈ Rn.
The following is the core novelty of this work:
Lemma 3.11. Under the assumptions of Theorem 1.1, given ε > 0 we can find tε > 0 and
ϕ = ϕt ∈ C
∞
c (Ω,U) with ‖ϕ‖Wl−1,1(Ω,U) < ε so
(3.8)
∣∣∣∣
∫
Ω
ηΦ(0)dx+
∫
Ω
〈Φ∞, ν∞x 〉dλ
s
∫
Ω
ηΦ
(
φt ∗ (ν
∞
· λ
s) + Bϕ
)
dx
∣∣∣∣ < ε
holds for t ∈ (0, tε] uniformly in η : Ω→ R and Φ: V→ R of class H with
(3.9) ‖η‖LIP ≤ 1 and ‖TΦ‖LIP ≤ 1.
In line with what we stated at the start of this subsection we use the ℓn∞-metric in the first
bound of (3.9):
‖η‖LIP ≡ sup
Ω
|η|+ sup
x,y∈Ωx 6=y
|η(x) − η(y)|
‖x− y‖
.
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It is elementary to check that ‖DΦ‖∞ ≤ 3‖DTΦ‖∞. We will also assume implicit a renormal-
ization such that ‖TΦ‖LIP ≤ 1 implies ‖DΦ‖∞ ≤ 1.
Proof. Let ε ∈ (0, 1). Apply Luzin’s theorem to the λs measurable map
Ω ∋ x 7→
(
δ0, ν
∞
x
)
∈ M+1 (V)×M
+(SV) →֒
(
H
∗
)+
to find a compact subset Cs = Cs(ε) ⊂ Ω so that λs(Ω \ Cs) < ελs(Ω) and the map
Cs ∋ x 7→
(
δ0, ν
∞
x
)
∈M+1 (V)×M
+(SV)
is (uniformly) continuous. The latter can of course be expressed quantitatively in the sense
that we can find a modulus of continuity ωs = ωsε : [0,∞)→ [0,∞) such that for all x, y ∈ C
s
the inequality
(3.10)
∥∥(δ0, ν∞x )− (δ0, ν∞y )∥∥K ≤ ωs(‖x− y‖)
holds. Because λs and L n are mutually singular we can assume that L n(Cs) = 0 and because
λs(∂Ω) = 0 we can also assume that
(3.11) ∆ = ∆ε ≡ inf
{
‖x− y‖ : x ∈ Cs, y ∈ ∂Ω
}
∈ (0, 1).
Let d, m ∈ N be two integers whose precise values will be specified in the course of the proof.
Put t = 2−d and for convenience of notation write φ ≡ φt so that we in particular have
(3.12) φ(x)
{
> 0 if ‖x‖ < t
= 0 if ‖x‖ ≥ t.
Our first condition on d ∈ N is that it is so large that
(3.13) 2t ≤ ∆ that is d ≥ log2
(
2
∆
)
.
The collection of (d+m)-th generation dyadic cubes Q ∈ Dd+m in Rn with dist(Q, ∂Ω) ≥ t is
denoted F . For each Q ∈ F we define
(3.14) rQ ≡ −
∫
Q
φ ∗ (λs Cs) dx.
In view of the choice of mollifier φ we have for cubes Q with rQ > 0 that
dist(Q,Cs) ≡ inf
{
‖x− y‖ : x ∈ Q, y ∈ Cs
}
< t,
and may therefore select xQ ∈ Cs so
dist(Q, xQ) ≡ inf
{
‖x− xQ‖ : x ∈ Q
}
< t.
Summarizing, we denote Fs ≡ {Q ∈ F : rQ > 0} and have that
(3.15) ∀Q ∈ Fs ∃xQ ∈ C
s such that sup
x∈Q
‖x− xQ‖ < 2t.
We continue the selection process for these cubes and fix Q ∈ Fs. Then for integrands f ∈ H
that are A -quasiconvex we get by Lemmas 2.3, 3.2, 2.2 and 2.6,
f
(
rQν
∞
xQ
)
≤ f
(
0
)
+ rQf
∞
(
ν∞xQ
)
≤ f
(
0
)
+ rQ
∫
SV
f∞ dν∞xQ .
In connection with the Hahn–Banach Lemma 3.10 this bound allows us to select ϕQ ∈ C∞c (Q,U)
satisfying ‖ϕQ‖Wl−1,1(Q,U) < ελ
s(Q) and
(3.16)
∥∥(δ0, ν∞xQrQ)− εrQν∞xQ+BϕQ∥∥K < ε.
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We recall that this amounts to (where we realize the elementary Young measure on Q instead
of X),
sup
‖TΦ‖LIP≤1
∣∣∣∣Φ(0) +
∫
SV
Φ∞ dν∞xQrQ −−
∫
Q
Φ
(
ν∞xQrQ +Bϕ
Q
)
dx
∣∣∣∣ < ε.
If therefore we define
ϕ ≡
∑
Q∈Fs
ϕQ,
then clearly
(3.17) ϕ ∈ C∞c (Ω,U), ‖ϕ‖Wl−1,1(Ω,U) < ελ
s(Ω)
and we have (3.16) for each Q ∈ Fs. The sought-after map is now
(3.18) ξs ≡ φ ∗
(
ν∞· λ
s
)
+Bϕ,
where we use the conventions that ν∞· λ
s ≡ 0 and ϕ ≡ 0 off Ω so that ξs ∈ C∞c (R
n,V). In
order to check that ξs has the required properties, in addition to (3.17), we fix η : Ω→ R and
Φ: V→ R of class H satisfying (3.9). We start by writing∫
Ω
η〈Φ∞, φ ∗
(
ν∞· λ
s
)
〉dx =
∫
Ω
η〈Φ∞, φ ∗
(
ν∞· λ
s Cs
)
〉dx+ E1,
where
|E1| ≤
∫
Ω
φ ∗
(
λs Ω \ Cs
)
dx ≤ ελs(Ω).
We emphasize that the above integrals should be understood as∫
Ω
η〈Φ∞, φ ∗
(
ν∞· λ
s
)
〉dx ≡
∫
Ω
η(x)
∫
Ω
φ(x− y)
∫
SV
Φ∞ dν∞y dλ
s(y) dx,
and likewise for the integral on the right-hand side, except that the y-integration is over the
set Cs instead of Ω. Since for each Q ∈ F with rQ = 0 we have∫
Q
η〈Φ∞, φ ∗
(
ν∞· λ
s Cs
)
〉dx = 0,
and dist(∂Ω,
⋃
F) ≤ t we get∫
Ω
η〈Φ∞, φ ∗
(
ν∞· λ
s Cs
)
〉dx =
∑
Q∈Fs
∫
Q
η〈Φ∞, φ ∗
(
ν∞· λ
s Cs
)
〉dx+ E2
=
∑
Q∈Fs
(∫
Q
η dx〈Φ∞, ν∞xQ〉rQ + E
Q
3
)
+ E2,
where ∣∣E2∣∣ ≤ λs(Cs ∩ (∂Ω)2t) with (∂Ω)2t ≡ B2t(0) + ∂Ω,
so that E2 = 0 according to (3.11) and (3.13). The local error terms E
Q
3 are estimated as
follows. First,∣∣EQ3 ∣∣ ≤
∣∣∣∣
∫
Q
(
η −−
∫
Q
η
)
〈Φ∞, φ ∗
(
ν∞· λ
s Cs
)
〉dx
∣∣∣∣
+
∣∣∣∣
∫
Q
η
(
−
∫
Q
〈Φ∞, φ ∗
(
ν∞· λ
s Cs
)
〉dx− 〈Φ∞, ν∞xQ〉rQ
)∣∣∣∣
≤ ‖η‖LIPL
n(Q)
1
n max
SV
|Φ∞|
∫
Q
φ ∗ λs dx
+‖η‖LIP
∫
Q
∫
Cs
φ(x − y)
〈
Φ∞, ν∞y − ν
∞
xQ
〉
dλs(y) dx
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and invoking (3.15), (3.16) and (3.9) we continue with∣∣EQ3 ∣∣ ≤ t
∫
Q
φ ∗ λs dx
+
∫
Q
∫
Cs
φ(x − y)ωs
(
‖y − xQ‖
)
dλs(y) dx
≤
(
t+ ωs(3t)
) ∫
Q
φ ∗ λs dx,
where the last inequality follows from the triangle inequality and (3.15). Next, for each Q ∈ Fs
we get from (3.16) that
〈Φ∞, ν∞xQ〉rQ = Φ(0) +−
∫
Q
Φ(rQν
∞
xQ
+BϕQ) dx+ EQ4 ,
where |EQ4 | ≤ ε. Using the triangle inequality and (3.16) again we estimate
−
∫
Q
∣∣Φ(rQν∞xQ +BϕQ)− Φ(0)∣∣ dx ≤ ‖TΦ‖LIP−
∫
Q
∣∣rQν∞xQ +BϕQ∣∣ dx
≤ ‖εrQν∞xQ+Bϕ
Q‖K
≤ ‖
(
δ0, ν
∞
xQ
rQ
)
‖K + ε
≤ 1 + rQ + ε
and consequently,∫
Q
η dx−
∫
Q
Φ(rQν
∞
xQ
+BϕQ) dx =
∫
Q
ηΦ(rQν
∞
xQ
+BϕQ) dx+ EQ5 ,
where (recall ε < 1)
|EQ5 | ≤ sup
Q
∣∣∣∣η −−
∫
Q
η
∣∣∣∣ (1 + rQ + ε)L n(Q)
≤ L n(Q)
1
n
∫
Q
(
2 + φ ∗ λs
)
dx.
Finally we turn to∫
Q
ηΦ(rQν
∞
xQ
+BϕQ) dx =
∫
Q
ηΦ
(
φ ∗ (ν∞· λ
s) +BϕQ
)
dx+ EQ6 .
To estimate the local error term EQ6 , Q ∈ F
s, we start with the bound∣∣∣∣
∫
Q
η
(
Φ
(
φ ∗ (ν∞· λ
s) +BϕQ
)
− Φ
(
φ ∗ (ν∞· λ
s Cs) +BϕQ
))
dx
∣∣∣∣ ≤
∫
Q
φ ∗
(
λs Ω \ Cs
)
dx
that is an easy consequence of (3.9). Another application of (3.9) yields∣∣∣∣
∫
Q
η
(
Φ
(
rQν
∞
xQ
+BϕQ
)
− Φ
(
φ ∗ (ν∞· λ
s Cs) +BϕQ
))
dx
∣∣∣∣ ≤
∫
Q
∣∣rQν∞xQ−φ∗(ν∞· λs Cs)∣∣ dx.
We estimate the last term as follows:∫
Q
∣∣rQν∞xQ − φ ∗ (ν∞· λs Cs)∣∣ dx ≤
∣∣∣∣
∫
Q
φ ∗
(
(ν∞xQ − ν
∞
· )λ
s Cs
)
dx
∣∣∣∣
+
∫
Q
∣∣∣∣−
∫
Q
φ ∗ (ν∞· λ
s Cs) dx′ − φ ∗ (ν∞· λ
s Cs)
∣∣∣∣ dx
≤
∫
Q
∫
Cs
φ(x− y)
∣∣ν∞xQ − ν∞y ∣∣ dλs dx
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+
∫
Q
∣∣∣∣−
∫
Q
φ ∗ (ν∞· λ
s Cs) dx′ − φ ∗ (ν∞· λ
s Cs)
∣∣∣∣ dx
(3.16)
≤ ωs(3t)
∫
Q
φ ∗ λs dx+ EQ7
where the local error terms EQ7 are the mean oscilations on Q ∈ F
s times L n(Q). We write
explicitly
EQ7 ≤
∫
Q
−
∫
Q
∫
Cs
|φ(x′ − y)− φ(x − y)| |ν∞y |dλ
s(y)dx′dx
≤
∫
Q
−
∫
Q
∫
Q+tX
‖x′ − x‖
∫ 1
0
|Dφ(x − y + τ(x′ − x))|dτdλs(y)dx′dx
We now recall that φ = φt, so that we have the pointwise bounds |Dφ| ≤ t−1M(1X)t, which
implies for x, x′ ∈ Q, y ∈ Q+ tX, and τ ∈ [0, 1] that
|Dφ(x− y + τ(x′ − x))| ≤ t−1M(12X)t(x− y),
so that
EQ7 ≤M
L n(Q)
1
n
t
∫
Q
(12X)t ∗ λ
s dx
We now have all the necessary bounds and can start to backtrack through the estimates
to conclude the proof of Lemma 3.11. First we recall that we have t = 2−d with d ∈ N
satisfying (3.13) and that the considered dyadic cubes are of higher generation Q ∈ Dd+m (so
L n(Q) = 2−n(d+m)). With ξs defined in (3.18) we get by combination of the above∫
Ω
η〈Φ∞, φ ∗
(
ν∞· λ
s
)
〉dx =
∫
⋃
Fs
ηΦ(ξs) dx+ E
where
|E| ≤ ελs(Ω) +
(
t+ ωs(3t)
) ∫
⋃
Fs
φ ∗ λs dx
+2−d−m
∫
⋃
Fs
(
2 + φ ∗ λs
)
dx+
∫
⋃
Fs
φ ∗
(
λs Ω \ Cs
)
dx
+ωs(3t)
∫
⋃
Fs
φ ∗ λs dx+M2−m
∫
⋃
Fs
(12X)t ∗ λ
s dx
≤
(
2ε+ 2−d + 2ωs
(
3 · 2−d
)
+ 2−d−m + cnM2
−m
)
λs(Ω)
+21−d−mL n(Ω).
To conclude we add ∫
Ω\
⋃
Fs
ηΦ(ξs) dx =
∫
Ω\
⋃
Fs
η dxΦ(0)
to both sides, whereby we get
(3.19)
∫
Ω
η
(
Φ(0) + 〈Φ∞, φ ∗
(
ν∞· λ
s
)
〉
)
dx =
∫
Ω
ηΦ(ξs) dx+ E +
∫
⋃
Fs
η dxΦ(0).
Here we have that
⋃
Fs ⊂ Cs +B2t(0) and since L n(Cs) = 0 we may clearly find dε, mε ∈ N
depending only on ε > 0 so that for d ≥ dε, m ≥ mε we have that
|E|+
∣∣∣∣∣
∫
⋃
Fs
η dxΦ(0)
∣∣∣∣∣ ≤ 3ε(L n + λs)(Ω).
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This completes the proof since the left-hand side of (3.19) clearly tends to∫
Ω
η dxΦ(0) +
∫
Ω
η〈Φ∞, ν∞x 〉dλ
s(x)
uniformly in η, Φ satisfying (3.9) as d→∞. 
Lemma 3.12. Under the assumptions of Theorem 1.1, given ε > 0 we can find tε > 0 and
ψ = ψt ∈ C
∞
c (Ω,U) with ‖ψ‖Wl−1,1(Ω,U) < ε so
(3.20)
∣∣∣∣
∫
Ω
η (〈Φ, νx〉+λ
a(x)〈Φ∞, ν∞x 〉) dx−
∫
Ω
ηΦ
(
φt ∗ (ν · + λ
aν∞· ) +Bψ
)
dx
∣∣∣∣ < ε
holds for t ∈ (0, tε] uniformly in η : Ω→ R and Φ: V→ R of class H with
(3.21) ‖η‖LIP ≤ 1 and ‖TΦ‖LIP ≤ 1.
Proof. Let ε ∈ (0, 1). Apply Luzin’s theorem to the L n measurable map
Ω ∋ x 7→
(
νx, λ
a(x)ν∞x
)
∈M+1 (V)×M
+(SV) ≡
(
H
∗
)+
(3.22)
to find a compact subset Ca = Ca(ε) ⊂ Ω so that |Ω \ Ca| < ε|Ω| and we can find a modulus
of continuity ωa = ωaε : [0,∞)→ [0,∞) such that for all x, y ∈ C
a the inequality
(3.23)
∥∥(νx, λa(x)ν∞x )− (νy, λa(y)ν∞y )∥∥K ≤ ωa(‖x− y‖)
holds. We can moreover assume by Luzin’s and Tietze’s theorems that we there exists a
function g ∈ C(Ω) such that g = λa in Ca and g also has modulus of continuity ωa (in Ω). We
consider a dyadic grid on Rn with step-size t = 2−d and write
Fa = {Q ∈ Dd : dist(Q, ∂Ω) > t, Q ∩ C
a 6= ∅},
where we recall that we work with the ℓ∞ norm on Rn. It is clear that for d large enough we
have that |
⋃
Fa| > (1− 2ε)|Ω|. We let xQ ∈ Q ∩Ca be otherwise arbitrary. By Lemma 3.10,
we obtain the existence of ψQ ∈ C∞c (Q,U) with ‖ψ
Q‖Wl−1,1(Q,U) < ε|Q| and
(3.24)
∥∥(νxQ , λa(xQ)ν∞xQ)− ενxQ+λa(xQ)ν∞xQ+BψQ∥∥K < ε,
We then estimate:∫
Ω
η (〈Φ, νx〉+λ
a(x)〈Φ∞, ν∞x 〉) dx =
∑
Q∈Fa
∫
Q
η (〈Φ, νx〉+λ
a(x)〈Φ∞, ν∞x 〉) dx+ E1
where
|E1| ≤
∫
(
⋃
Fa)c
∫
V
1 + |z|dνx(z) + λ
adx,
which is arbitrarily small for large d by the dominated convergence theorem and the moment
condition. Next,∑
Q∈Fa
∫
Q
η (〈Φ, νx〉+λ
a(x)〈Φ∞, ν∞x 〉) dx =
∑
Q∈Fa
−
∫
Q
η
∫
Q
(〈Φ, νx〉+λ
a(x)〈Φ∞, ν∞x 〉) dx+ E2,
where
|E2| ≤
∑
Q∈Fa
∫
Q
L
n(Q)
1
n ‖η‖LIP |〈Φ, νx〉+λ
a(x)〈Φ∞, ν∞x 〉| dx ≤ t
∫
Ω
∫
V
1 + |z|dνx(z) + λ
adx.
We next look at∑
Q∈Fa
−
∫
Q
η
∫
Q
(〈Φ, νx〉+λ
a(x)〈Φ∞, ν∞x 〉) dx =
∑
Q∈Fa
(
〈Φ, νxQ〉+λ
a(xQ)〈Φ
∞, ν∞xQ〉
) ∫
Q
η + E3,
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where
|E3| ≤
∑
Q∈Fa
∣∣∣∣∣
(∫
Q∩Ca
+
∫
Q\Ca
)
〈Φ, νx〉+λ
a(x)〈Φ∞, ν∞x 〉 − 〈Φ, νxQ〉 −λ
a(xQ)〈Φ
∞, ν∞xQ〉dx
∣∣∣∣∣
≤ ωa(t)|Ω|+
∫
Ω\Ca
∫
V
1 + |z|dνx(z) + λ
adx+
∑
Q∈Fa
|Q \ Ca|λa(xQ).
Here the first two terms are known to be small, as above, whereas for the third one we argue
as follows:∑
Q∈Fa
|Q \ Ca|λa(xQ) =
∑
Q∈Fa
|Q \ Ca|g(xQ) =
∑
Q∈Fa
∫
Q∩Ca
[g(xQ)− g(x)] + g(x)dx
≤ ωa(t)|Ω \ Ca|+
∫
Ω\Ca
|g|dx,
which can be made small. By (3.24) we have that
〈Φ, νxQ〉+λ
a(xQ)〈Φ
∞, ν∞xQ〉 = −
∫
Q
Φ
(
νxQ + λ
a(xQ)ν
∞
xQ
+BψQ
)
dx+ EQ4 ,
where |EQ4 | ≤ ε, so that∑
Q∈Fa
(
〈Φ, νxQ〉+λ
a(xQ)〈Φ
∞, ν∞xQ〉
)∫
Q
η =
∑
Q∈Fa
∫
Q
ηΦ
(
νxQ + λ
a(xQ)ν
∞
xQ
+BψQ
)
dx+ E5,
where now
|E5| ≤
∑
Q∈Fa
∫
Q
∣∣∣∣η −−
∫
Q
η
∣∣∣∣ ∣∣∣Φ(νxQ + λa(xQ)ν∞xQ +BψQ)∣∣∣dx
≤
∑
Q∈Fa
t
(∥∥(νxQ , λa(xQ)ν∞xQ)∥∥K|Q|+ ε
)
≤ t(ε+ |Ω|S),
where S is the supremum over the compact set Ca of the map in (3.22), which is obviously
continuous there. We abbreviate va = ν· + λ
aν∞· = 〈id, ν·〉 + λ
a〈id, ν∞· 〉, the absolutely
continuous part of the barycentre of ν. We have∑
Q∈Fa
∫
Q
ηΦ
(
va(xQ) +Bψ
Q
)
dx =
∑
Q∈Fa
∫
Q
ηΦ
(
va Ca +BψQ
)
dx+ EQ6 ,
where
|EQ6 | ≤
∫
Q
|va(xQ)− v
a Ca|dx ≤ |Q \ Ca|S + ωa(t)|Q ∩ Ca|
where in the last inequality we used (3.23) for the integrands Φi(z) = zi (components of the
identity). In particular,
∑
Fa |E
Q
6 | ≤ |Ω \ C
a|S + ωa(t)|Ω|.
We finally estimate∑
Q∈Fa
∫
Q
ηΦ
(
va Ca +BψQ
)
dx =
∫
Ω
ηΦ (va +Bψ) dx+ E7,
where ψ =
∑
Fa ψ
Q, so that
|E7| ≤
∫
Ω\
⋃
Fa
|va|dx,
which can be made small since va is integrable, so that moreover φt ∗ va → va in L
1(Ω,V).
Collecting the above estimates we obtain∣∣∣∣
∫
Ω
η (〈Φ, ν·〉+ λ
a〈Φ∞, ν∞· 〉) dx−
∫
Ω
ηΦ(φt ∗ v
a +Bψε)dx
∣∣∣∣ < δ(t, ε, ν),
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which can be made arbitrarily small as t, ε ↓ 0. The proof is complete. 
The proof of Theorem 1.1 then follows by Lemmas 3.11, 3.12, 3.3 and the elementary
Lemma 3.13 below.
Lemma 3.13. Suppose that the sequences (vj), (v˜j) ⊂ C
∞(Ω,V) generate the Young measures
ν1 = ((νx)x∈Ω, λ1, (ν
∞
x )x∈Ω), ν2 = ((δ0)x∈Ω, λ2, (ν
∞
x )x∈Ω) respectively. Suppose also that λ1 ≪
L n ⊥ λ2. Then (vj + v˜j) generates ν = ((νx)x∈Ω, λ1 + λ2, (ν∞x )x∈Ω).
Proof. By testing ν1 with functions η ⊗ | · | for η ∈ C(Ω), we see that
|vj |
∗
⇀
∫
V
|z|dν·(z)L
n Ω+ λ1 ≡ λ0 ≪ L
n and |v˜j |
∗
⇀ λ2 in M
+(Ω).
where the convergence takes place in M+(Ω).
Let ε ∈ (0, 1). Since λ2 ⊥ λ0 ≪ L n, we can choose an open set Oε such that
λ0(Oε) < ελ0(Ω) and λ2(Ω \Oε) < ελ2(Ω).
Then for sufficiently large j ≥ j(ε) we have by [20, Prop. 1.203] that∫
Oε
|vj | ≤ 2ελ0(Ω) and
∫
Ω\Oε
|v˜j | < 2ελ2(Ω).
In view of Lemma 3.3, let η ∈ C(Ω), Φ ∈ LIP(V) be such that ‖η‖∞ ≤ 1 and ‖∇Φ‖∞ ≤ 1.
Then, for j ≥ jε, write
E ≡
∣∣∣∣
∫
Ω
η (Φ(vj + v˜j)− Φ(vj)− Φ(v˜j) + Φ(0)) dx
∣∣∣∣ ,
which can be estimated by
E ≤ ‖η‖∞
(∫
Oε
|Φ(vj + v˜j)− Φ(v˜j)|+ |Φ(vj)− Φ(0)|dx
+
∫
Oε
|Φ(vj + v˜j)− Φ(vj)|+ |Φ(v˜j)− Φ(0)|dx
)
≤ 2
(∫
Oε
|vj |dx+
∫
Ω\ε
|v˜j |dx
)
≤ 4ε(λ0 + λ2)(Ω).
It follows that
lim
j→∞
∫
Ω
ηΦ(vj + v˜j)dx = lim
j→∞
∫
Ω
ηΦ(vj)dx+ lim
j→∞
∫
Ω
ηΦ(v˜j)dx−
∫
Ω
ηΦ(0)dx
=
∫
Ω
〈Φ, νx〉dx +
∫
Ω
η〈Φ∞ν∞x 〉d(λ1 + λ2),
which concludes the proof. 
4. On the angles of diffuse concentration
As is transparent from the proof in Section 3.4, the analysis of an A -free Young measure ν is
naturally split between a regular part ((νx), λ
aL n, (ν∞x )) and a singular part ((δ0), λ
s, (ν∞x )).
In this final section we will make some remarks on how the concentration (angle) measure
behaves in each part.
At points of singular concentration, by which we mean λs-almost everywhere, it was recently
proved that the parametrized measure (ν∞x ) is unconstrained, in the following sense: Assuming
only that the barycentre v of ν is A -free, the main results of [15, 27] ensure that that the
Jensen-type inequality for A -quasiconvex f of linear growth
f∞(ν∞x ) ≤
∫
SV
f∞dν∞x ,(4.1)
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holds λs a.e. x due to the fact that the density ν∞· of v
s lies in ΛA λ
s almost everywhere.
However, it may well happen that at points of diffuse concentration, i.e., on a λaL n non-
negligible set, we have that ν∞x /∈ ΛA . In particular, at such points (4.1) cannot follow from
the automatic convexity result in [27] and, indeed, can fail in general [35].
For the remainder of this section, we propose a replacement for the inequality (4.1) at points
of diffuse concentration. We show that this alternative inequality does indeed characterize
the diffuse concentration angle measures under the technical assumption that the oscillation
measure has A -free structure. We hope that this observation will be the precursor of future
developments in understanding concentration effects for A -free Young measures.
By standard localization principles, e.g., Proposition 3.5, it suffices to consider homoge-
neous Young measures. Recall the notation of Section 3.3 and the result of the Hahn–Banach
Lemma 3.10. If ν = (ν0, tν∞) ∈ Y where ν0 ∈ M+1 (V) and ν
∞ ∈ M+1 (SV), then we have in
particular for A -quasiconvex f ∈ H that
(4.2) f(ν0 + ν∞t) ≤
∫
V
f dν0 + t
∫
SV
f∞ dν∞.
Now let F ∈ H be A -quasiconvex and differentiable at z0 ∈ V. Put for ε > 0
f(z) =
F (εz + z0)− F (z0)
ε
, z ∈ V.
Then f ∈ H is A -quasiconvex and f∞ = F∞, hence from (4.2) we get after passing to the
limit εց 0:
F ′(z0) · (ν
0 + ν∞t) ≤
∫
V
F ′(z0) · z dν
0 + t
∫
SV
F∞ dν∞
and so cancelling terms and assuming that t > 0 we arrive at
F ′(z0) · ν
∞ ≤
∫
SV
F∞ dν∞.
If we let D = {F ′(z0) : F is differentiable at z0}, then D is a bounded subset of V with
supζ∈D |ζ| = lip(F ). If G(z) = supζ∈D ζ · z is the support function for D, then we have shown
that the concentration angle measure ν∞ must satisfy
(4.3) G(ν∞) ≤
∫
SV
F∞ dν∞.
The closed convex hull coD = coD is identical with the Clarke subdifferential of F . It is easy
to check that G(z) = supζ∈coD ζ · z. We also record:
Lemma 4.1. Let F : V→ R be of linear growth and A -quasiconvex. Then F∞(z) ≤ G(z) for
all z ∈ V and equality holds at all z ∈ ΛA . Furthermore, when F ∈ H is convex, then G = F∞
everywhere.
Proof. The inequality F∞ ≤ G follows by the fundamental theorem and calculus. The other
statements follow from the 3-slope inequality. 
In particular, we retrieve (4.1) at points of singular concentration without directly appealing
to the result in [27]. At diffuse concentration points we obtain a stronger inequality than (4.1).
It would be interesting to see to what extent can the strengthened Jensen inequality (4.3)
characterize (homogeneous) diffuse concentration angle measures of A -free Young measures.
We will show that, under certain restrictions on the oscillation, we have a characterization.
It is not difficult to see that (δz , ν
∞t) ∈ Y for all z ∈ V, t > 0 if and only if ν∞ ∈M+1 (SV)
satisfies (4.3) for all A -quasiconvex F ∈ H. In fact, we can say slightly more:
Proposition 4.2. Let ν = (ν0, tν∞) ∈ H∗ be such that F (ν0) ≤ 〈F, ν0〉 for all A -quasiconvex
F ∈ H. Then ν ∈ Y if and only if (4.3) holds.
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This follows from the fact that for all z ∈ V we have
F (z + tν∞) ≤ F (z) + tG(ν∞),
where we substitute z = ν0 and use the assumed Jensen inequalities to obtain (4.2).
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