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ZUSAMMENFASSUNG
Die Erforschung und Anwendung von autonomen Systemen ist
momentan in der Informatik ein Themengebiet von wachsen-
dem Interesse. Die Aussicht, mit autonomen Verfahren kom-
plexe Systeme handhabbar zu machen und Kosteneinsparun-
gen bei deren Betrieb zu erzielen, hat bereits die Softwarein-
dustrie auf dieses Thema gelenkt und zu neuartigen Produkten
geführt. Andererseits darf die Verlässlichkeit eines Systems
nicht aufgrund eines autonomen Verfahrens herabgesetzt wer-
den. Dieses Spannungsfeld ist ein Fokus verschiedener For-
schungsbemühungen, um autonome Systeme alltagstauglich
zu machen.
Beim Gebiet der autonomen Systeme handelt es sich um ein
junges Themengebiet, welches noch nicht durch allgemein ak-
zeptierte Definitionen geprägt ist. Dadurch entsteht der Bedarf
einer terminologischen Basis, die sich momentan in der Phase
der Etablierung befindet. Diese Arbeit beteiligt sich an diesem
Prozess und schlägt ein konzeptionelles Modell vor. Dieses
Modell benennt die grundlegenden Termini und zeigt deren Zu-
sammenhänge auf. Es beschreibt eine Interpretation der rele-
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vanten Begriffe und leitet daraus Relationen ab. Auf diese
Weise fördert es das gemeinsame Verständnis und erleichtert
die Kommunikation bezüglich spezifischer Fragestellungen in-
nerhalb dieses Gebietes.
1 EINFÜHRUNG
In der Informatik wächst sowohl in der Forschung als auch be-
reits in der praktischen Anwendung das Interesse an autono-
men Systemen. Als prominentes Beispiel ist hier die Autonomic
Computing Initiative von IBM [10] zu nennen, die sowohl For-
schung als auch Industrie beschäftigt. Es handelt sich bei den
autonomen Systemen um ein noch recht junges Gebiet, in dem
es häufig noch keine fest etablierten Vorgehensweisen und we-
nig exakt definierte Begrifflichkeiten gibt.
Typische Projekte auf dem Gebiet der autonomen Systeme
vereinigen Auftraggeber aus der Wirtschaft, Forscher und Mit-
arbeiter mit Hintergrund aus anderen Disziplinen in ein ge-
meinsames Vorhaben. Aus den Erfahrungen, die wir in sol-
chen Konstellationen gewinnen konnten, zeigt sich, dass
selbst beim Gebrauch von fundamentalen Begriffen bereits
viele Missverständnisse entstehen können. Schon bei häufig
verwendeten Begriffen wie Service-Oriented Architecture
(SOA) kann in einer Diskussion schnell Unklarheit darüber
aufkommen, inwiefern die SOA die Architektur eines Systems
darstellt – oder nur eine Abstraktion derselben. Die Benut-
zung vieler Termini ist zudem – wie stets in einem noch jungen
Gebiet – durch den allgemeinen Sprachgebrauch beeinflusst,
so dass es für viele Forschungsvorhaben einer Klarstellung
bedarf, die grundlegende Begriffe in einen einheitlichen Rah-
men zu stellt. Werden autonome Systeme behandelt, können
schnell Missverständnisse über die Begriffe Adaptivität, Auto-
nomie und Automatik aufkommen. Es existieren zwar Arbei-
ten, die den Zusammenhang dieser Termini bereits behandeln
(z.B. Herrmann et al. [8]). Allerdings streben diese Arbeiten
nicht die Schaffung eines umfassenden konzeptionellen Rah-
mens für die Autonomie in technischen Systemen der Infor-
matik an.
Aus diesen Umständen heraus entsteht die Motivation ein kon-
zeptionelles Modell zu entwerfen, das die grundlegenden Ter-
mini im Bereich autonomer Systeme in einen gemeinsamen
Zusammenhang bringt. Dieses Modell soll für zukünftige Pro-
jektvorhaben eine Referenz bieten und somit Kommunikation
und Forschungsarbeiten erleichtern. Wir sind uns bewusst,
dass dieses Modell zu diesem Zeitpunkt nicht etwas Festste-
hendes sein kann. Jedoch hoffen wir, dass wir mit diesem Bei-
trag helfen, zu einer gemeinsamen Fachsprache auf dem Ge-
biet der autonomen Systeme zu finden.
2 GRUNDLEGENDE BEGRIFFE
Für die Betrachtung von autonomen Systemen ist es zunächst
notwendig, das Verständnis über grundlegende Begriffe wie
System oder Architektur zu schaffen. Es existieren bereits meh-
rere Definitionen und Vorschläge, die ein System charakterisie-
ren. Einige haben bereits in Standardisierungen Einzug gefun-
den – zum Beispiel in Standards der DIN oder der ISO [3, 11].
Diese verschiedenen Auffassungen zusammenfassend schlägt
Werner [29] folgende Definition vor:
Definition 1 (System) Ein System ist eine Menge von Ele-
menten, die in einer bestimmten Umgebung oder in einem
bestimmten Kontext eine Einheit bilden oder als Einheit auf-
gefasst werden, wobei die Elemente miteinander in Bezie-
hung stehen und interagieren können.
Diese Menge kann mit ihrer Umgebung interagieren und
sensibel gegenüber dem Verstreichen von Zeit sein. Die
Elemente der Menge können wiederum als System aufge-
fasst werden.
Diese Definition macht deutlich, dass ein System das Ergebnis
einer Interpretation ist und nicht per se existiert. Weiterhin ist
von Bedeutung, dass ein System eine Komposition von Syste-
men sein kann. Durch Komposition von Systemen können viel-
schichtige Systeme erschaffen werden, deren Handhabbarkeit
durch Unterteilungen gewährleistet wird.
In der Informatik finden sich viele Beispiele für Systeme. Es
existieren Betriebssysteme, die Bestandteil eines Computer-
systems sind und deren Ressourcen verwalten. Ein Betriebs-
system beinhaltet seinerseits ein Dateisystem, das die Organi-
sation von Daten auf einem Datenträger realisiert. Verteilte
Systeme beispielsweise haben die Charakteristik, dass ihre
Elemente nach bestimmten Gesichtspunkten aufgeteilt sind.
Ein Beispiel hierfür sind so genannte Client/Serversysteme. Ein
Client/Serversystem stellt eine Aufteilung der Systembestand-
teile in einen Client- und einen Server-Anteil in Form einer all-
gemein gültigen Regelung dar. An dieser Stelle spricht man
auch von einer Architektur. In Anlehnung an das eigenständige
Fach Architektur hat sich der Begriff der Architektur in der Infor-
matik als Bezeichnung für den Aufbau und die Struktur einer
Hard- oder Software etabliert. Des Weiteren stellt die systema-
tische Anfertigung einer strukturierten Hard- oder Software ein
Vorgehen dar, das der Architektur als Fachdisziplin ähnelt. Das
ISO Reference Model for Open Distributed Processing (RM-
ODP) definiert den Begriff der Architektur in der Informatik fol-
gendermaßen [11]:
Definition 2 (Architektur) Eine Architektur definiert Regeln
bezüglich der Struktur eines Systems und den Zusammen-
hängen zwischen seinen Elementen.
Diese Definition ist für viele Beispiele in der Informatik nachzu-
vollziehen: Eine Kernelarchitektur bestimmt für Betriebssys-
teme, dass entweder nur notwendige Bestandteile zur Spei-
cherverwaltung und Behandlung von Interrupts Bestandteile
sein sollen (Mikrokernelarchitektur) oder aus Gründen der Effi-
zienz alle zwingend notwendigen Basisbestandteile eines Be-
triebssystems Teil des Kernels sind (Monolithische Kernelarchi-
tekur, [25]).
Im Bereich der Softwarearchitekturen sind schichtartige Mo-
delle bekannt: Beispielsweise definiert das Schichtenmodell
des Open System Interconnect (OSI) Standards der ISO [12]
eine Architektur für die Kommunikation zwischen Systemen.
Aus dem Bereich der verteilten Systeme wurde bereits das Cli-
ent/Serversystem genannt, welches der Regel im Sinne einer
Architektur folgt, in einen Client- und Server-Bestandteil aufge-
teilt zu sein. Diese Beispiele machen deutlich, dass eine Menge
von Regeln die Eigenschaften einer bestimmten Architektur
festlegt. Allerdings wird hierbei auch deutlich, dass die Archi-
tektur eines Systems nicht vollständig von „der“ Client/Server-
architektur beschrieben wird. Vielmehr stellt die Client/Server-
architektur eine Abstraktion einer Architektur dar, die sich auf
einen wesentlichen Umstand bezieht. Daher muss der Begriff
eines Architekturmusters eingeführt werden, der eine Abstrak-
tion einer konkreten Architektur im Sinne des RM-ODPs dar-
stellt [11]:
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Definition 3 (Architekturmuster) Ein Architekturmuster ab-
strahiert von einer konkreten Architektur, um einen relevan-
ten Bestandteil einer Architektur wiederzugeben.
Die Architektur als Disziplin bezieht sich auch auf das Vorge-
hen, um ein Bauwerk zu erschaffen. Auch hierbei finden Regeln
bzw. Konventionen verwendung, die sich jedoch nicht auf die
Charakteristika eines Systems nach Definition 2 beziehen. Sie
beziehen sich auf die Beschreibung eines Vorgangs, um ein
System zu realisieren. Um diese Facette des Begriffs der Archi-
tektur von der zuvor gegebenen Definition abzugrenzen, soll
hierfür der Begriff der Entwicklungsmethode mit folgender Defi-
nition eingeführt werden:
Definition 4 (Entwicklungsmethode) Eine Entwicklungs-
methode beschreibt einen geregelten Vorgang, dessen Pro-
dukt ein System mit einer bestimmten Architektur ist.
Anhand der obigen vier Definitionen lassen sich viele Begriffe
der Informatik einordnen: Systeme, die komponiert oder ele-
mentar sein können, Architekturen, die Systeme charakteri-
sieren und Entwicklungsmethoden, mittels derer sich Sys-
teme erschaffen lassen. Eine Entwicklungsmethode struktu-
riert das Vorgehen einer Entwicklung, die ein System zum
Produkt hat. An dieser Stelle existiert auch der Begriff eines
Entwicklungsprozesses. Hierfür muss unterschieden werden,
ob dieser Begriff im Sinne einer Entwicklungsmethode ver-
wendet wird, also ob damit ein Vorgehensmuster beschrieben
wird, oder ob ein real durchgeführter Prozess bezeichnet wird,
der die Realisierung eines konkreten Produkts verfolgt. Für
das Modell wurden daher die Begriffe Entwicklungsmethode
und Entwicklung gewählt, die diese Unterscheidung in eindeu-
tiger Weise aufzeigen. Damit sind die grundsätzlichen Basis-
konzepte geklärt und können in Beziehung gesetzt werden
(vgl. Abb. 1).
3 EIGENSCHAFTEN VON SYSTEMEN
Allgemein stellt ein System seinem Benutzer eine (oder auch
mehrere Funktionen) zur Verfügung. Diese kann (können) sich
zum einen auf den Zugriff auf Information als auch auf die
Durchführung einer Handlung beziehen. Ein Benutzer kann
eine Person sein, die das System über eine Benutzerschnitt-
stelle bedient. Ein Benutzer kann aber auch ein anderes (Soft-
ware-)System sein, wie es im Fall von Web Services angestrebt
wird. Darüber hinaus sind mit der Benutzung Aspekte verbun-
den, wie z.B. die Verarbeitungsgeschwindigkeit eines Systems,
welche Organisation den Betrieb eines Systems verantwortet,
mit welcher Zuverlässigkeit ein System seine Funktionen er-
bringt oder wie viele Ressourcen zur Durchführung einer Funk-
tion benötigt werden. Diese und weitere Aspekte werden in der
Informatik als nicht-funktionale Eigenschaften bezeichnet.
Eine Untergruppe der nicht-funktionalen Eigenschaften bildet
die Dienstgüte (Quality-of-Service, QoS). Als Dienstgüte wer-
den nicht-funktionale Eigenschaften bezeichnet, die von außer-
halb des Systems beobachtbar sind und sich mittels einer for-
malen bzw. konkreten Methode beschreiben lassen (vgl. ISO
QoS Framework 13]). Der ISO Standard 9004 definiert hierzu in
kurzer Form [26]:
Definition 5 (Dienstgüte) Die Dienstgüte beschreibt die Ei-
genschaften, die sich auf die Fähigkeit eines Systems bezie-
hen, konkrete oder implizierte Anforderungen beim Erbrin-
gen einer Funktion zu erfüllen.
Das UML QoS Profile der Object Management Group (OMG)
[20] ist etwas konkreter und definiert Dienstgüte als quantifi-
zierbare Eigenschaft eines Systems. Zusätzlich impliziert die
Definition der ISO auch, dass die Dienstgüte im Kontext der In-
teraktion eines Systems mit Dritten von Bedeutung ist. Ein Sys-
tem an sich, ebenso wie eine Softwarekomponente oder eine
Hardware erbringt keine bestimmte Dienstgüte, wenn diese
nicht in einem Benutzungskontext steht. Eine einzelne Größe,
die eine bestimmte Dienstgüte ausdrückt, wird Dienstgüte-
merkmal (QoS characteristic, [20]) genannt. In der Informatik
existiert eine Vielzahl von Dienstgütemerkmalen für unter-
schiedliche Anwendungen. Im Bereich der Telekommunikati-
onssysteme sind zum Beispiel die Verzögerung oder die opera-
tionale Verfügbarkeit besonders wichtig. Bei Internetanwen-
dungen wird meist auf Datendurchsatz und Antwortzeiten be-
sonderes Gewicht gelegt. Im Bereich der Verteilten Systeme,
Middleware und auch IT-Systeme in Unternehmen gewinnt der
Begriff der Verlässlichkeit an Bedeutung: Der Einsatz von IT-
Systemen im wirtschaftlichen Umfeld bedingt die Entwicklung
und den Einsatz verlässlicher Systeme, um die Wirtschaftlich-
keit einer Unternehmung zu garantieren.
Aufgrund der durch den allgemeinen Sprachgebrauch gegebe-
nen Bedeutung ist der Begriff Verlässlichkeit (engl.: dependabi-
lity) nur ungenau abzugrenzen. Beispielsweise stellt sich die
Frage, inwieweit die Verlässlichkeit sich vom Begriff der Zuver-
lässigkeit (engl.: reliability) abgrenzt. Ein Vorschlag einer sol-
chen Definition für die Informatik, wie er ähnlich z.B. in [2, 14,
22, 29] zu finden ist, lautet:
Definition 6 (Verlässlichkeit) Die Verlässlichkeit eines Sys-
tems ist das begründete Vertrauen darin, dass das System
seine spezifizierte Funktionalität genau und rechtzeitig er-
bringt.
Der Begriff Vertrauen ist in der Informatik diffizil, weil gerade im
Bereich kritischer Geschäftsprozesse oder bei der Diskussion
um die Hochverfügbarkeit von Systemen ein deterministisches
Verhalten erwartet wird. Die Idee, Vertrauen in ein System zu
haben, wird hierbei als nicht ausreichend empfunden. Das be-
gründete Vertrauen, wie in dieser Definition genannt, soll je-
doch auf der Betrachtung weiterer Dienstgütemerkmale basie-
ren, die jeweils einen Aspekt der Verlässlichkeit eines Systems
abdecken. Die Verlässlichkeit stellt in diesem Sinne eine Art
Überbegriff dar, der sich in verschiedene Aspekte aufteilt.
Allerdings werden die Beziehungen zwischen diesen Aspekten
in der Literatur unterschiedlich gehandhabt. Während bei-
spielsweise Pohl [21] IT-Sicherheit als das zentrale Konzept be-
Abb. 1 Zusammenhang Architektur, System und Entwicklungsmethode.
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trachtet, dem alle anderen üblichen Attribute der Verlässlichkeit
untergeordnet werden, werden von Laprie [15] security und
safety – die beiden Begriffe, die im Deutschen Sicherheit be-
zeichnen – der Verlässlichkeit untergeordnet. Zur Unterschei-
dung wird meist der Begriff technische Sicherheit für den engli-
schen Ausdruck safety gebraucht, dagegen für security der Be-
griff Datensicherheit, der allerdings etwas unglücklich ist, da es
dabei nicht ausschließlich um die Sicherheit von Daten geht.
Datensicherheit wird in der Regel noch mit weiteren Aspekten
untersetzt, typischerweise Vertraulichkeit, Integrität und Verfüg-
barkeit.1 In der Wissenschaft hat sich heute mehrheitlich durch-
gesetzt, die Sicherheitsaspekte direkt der Verlässlichkeit zuzu-
ordnen, vergleiche z.B. [1, 22, 29]. Gleichzeitig werden von
Pohl die entsprechenden Aspekte dem Oberbegriff der Infor-
mationssicherheit zugeordnet [1]. Dadurch lässt sich keine ver-
bindliche Hierarchie feststellen.
Die Diskussion der Dienstgüte im Allgemeinen und der Ver-
lässlichkeit im Besonderen soll an dieser Stelle lediglich als
ein Beispiel für ein bekanntes und gut definiertes Konzept die-
nen, an dem einerseits demonstriert wird, wie ein konzeptio-
nelles Modell von Eigenschaftsbegriffen konstruiert werden
kann und gleichzeitig, dass eine solches Modell nicht immer
streng hierarchisch sein muss. In diesem Zusammenhang
entsteht die Frage, inwiefern die Autonomie als Eigenschaft
eines Systems zu verstehen ist. Die Autonomie in der Infor-
matik bezieht sich zumeist auf das Verhalten eines Systems.
Dabei wird ein System autonom genannt, wenn es in der Lage
ist, sich autonom zu verhalten. Nach diesem Verständnis wird
die Autonomie als nicht-funktionale Eigenschaft verstanden,
orthogonal zu den klassischen Dienstgütemerkmalen verhält.
Hierfür ist die Eigenschaft des örtlichen Vorhandenseins (z.B.
von Ressourcen oder Diensten) ein Beispiel: Beim örtlichen
Vorhandensein kann ein Dienst beispielsweise nur auf einem
Server oder auch auf mobilen Endgeräten erbracht werden.
Der Ort der Verfügbarkeit sagt jedoch nichts über seine Funk-
tionalität aus.
Analog zum Beispiel des örtlichen Vorhandenseins ist die Ei-
genschaft des Systems zu sehen, eine Funktionalität auto-
nom zu erbringen: Ein Router benötigt für die Erfüllung seiner
Routingaufgaben Informationen über benachbarte Knoten.
Diese können beispielsweise per Webbrowser durch einen
Administrator eingegeben oder auch durch autonomes Ver-
halten selbstständig ermittelt werden. Ansätze hierfür sind be-
reits für unterschiedliche Anwendungen beschrieben worden
(z.B. Herrmann et al. [7]). In beiden Fällen ändert sich die
Funktionalität des Routers nicht. Allerdings ist die Maskierung
von Fehlern durch Veränderungen in seinem Umfeld durch
eine autonome Konfiguration des Routers verbessert – sofern
diese kontinuierlich durchgeführt wird. Basierend auf dieser
Überlegung leitet sich ein konzeptionelles Modell ab, welche
die Begriffe zueinander in Relation setzt. Dieses Modell wird
in Abb. 2 gezeigt.
In diesem Modell steht die Systemeigenschaft als Oberbegriff,
die sich in funktionale und nicht-funktionale Eigenschaften un-
terteilt. Als nicht-funktionale Eigenschaften wurde bereits die
Dienstgüte genannt. Als eine weitere nicht-funktionale Eigen-
schaft ist die Autonomie eines Systems zu betrachten. Im Ver-
gleich zu Dienstgütemerkmalen weist die Autonomie folgende
Unterschiede auf:
– Es ist zurzeit keine formale Methode bekannt, mit der sich
die Autonomie eines Systems erfassen lässt.
Abb. 2Konzeptionelles Modell der Systemeigenschaften.
1 Mitunter wird noch die Zurechenbarkeit oder Authentizizät (engl.: acoun-
tacbility) hinzugenommen. Jedoch kann argumentiert werden, dass es
sich hierbei nicht um eine eigenständig zu erzielende Eigenschaft han-
delt, sondern nur als Hilfsziel für die anderen Sicherheitseigenschaften,
vergleiche [29].
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– Mit dem Vorhandensein von Autonomie wird keine Güte ei-
nes Systems in positiver oder negativer Richtung impli-
ziert.
– Würde man Autonomie nicht nur als duale Eigenschaft be-
trachten wollen, so ist zurzeit keine Einheit oder Metrik be-
kannt, nach der Autonomie bemessen werden könnte.
Daher ist die Autonomie nicht als Dienstgüte eines Systems zu
sehen. Darüber hinaus kann autonomes Verhalten nicht durch
ein System an sich repräsentiert werden, da dann die Frage of-
fen bliebe, welche Funktionalität durch autonomes Verhalten
abgedeckt würde. Autonomie stellt nur die Art dar, mit der eine
Funktionalität erbracht wird. Damit ist Autonomie auch nicht
notwendigerweise durch eine Komponente eines Systems zu
repräsentieren. So verhält sich die Autonomie eines Systems
bei dieser Betrachtung wie auch das örtliche Vorhandensein:
Auch dies stellt keine Funktionalität eines Systems dar und wird
nicht notwendigerweise durch einen Systembestandteil reprä-
sentiert. Allerdings können Autonomie wie auch örtliches Vor-
handensein durch Architekturmuster repräsentiert werden. In
diesem Fall implementiert eine konkrete Architektur ein Archi-
tekturmuster.
Umgekehrt kann ein Architekturmuster nicht per se eine nicht-
funktionale Eigenschaft repräsentieren: Beispielsweise kann
die Zuverlässigkeit nicht durch ein spezielle Architektur reprä-
sentiert werden, da diese Eigenschaft in verschiedenen An-
wendungen unterschiedlich ausgeprägt ist. Zwar könnte eine
redundante Auslegung von Systembestandteilen als Architek-
turmuster hierfür verstanden werden. Aber Redundanz stellt
nicht zwangsläufig eine Erhöhung der Zuverlässigkeit eines
Systems sicher. Auf diese Weise ergibt sich der Zusammen-
hang zwischen den verschiedenen Konzepten:
– Ein System implementiert eine Architektur.
– Eine Architektur oder ein Bestandteil einer Architektur kann
wiederum ein Architekturmuster implementieren. Auf diese
Weise stellt ein Architekturmuster eine Abstraktion einer Ar-
chitektur dar.
– Ein Architekturmuster kann eine nicht-funktionale Eigen-
schaft ermöglichen bzw. verhindern.
Diese Aufstellung soll deutlich machen, dass autonomes Ver-
halten als Eigenschaft durch ein Architekturmuster beeinflusst
werden kann. Und in einer Architektur kann dieses Architektur-
muster aufgegriffen werden. Ein System realisiert autonomes
Verhalten durch die Implementierung einer Architektur, die ge-
gebenenfalls ein Architekturmuster konkretisiert.
4 AUTONOMIE IN IT-SYSTEMEN
Der vorherige Abschnitt hat den Begriff Autonomie eingeord-
net, ohne dabei selbst zu erläutern, was unter Autonomie in der
Informatik verstanden wird. Autonomie wurde als Eigenschaft
eines Systems vorgestellt, welche als autonomes Verhalten er-
kennbar wird. Der folgende Abschnitt erläutert Autonomie in
der Informatik in Hinblick auf technische Systeme.
Autonomie wurde bereits von Herstellern in der Computerin-
dustrie als viel versprechender Ansatz zur Handhabung kom-
plexer Infrastrukturen in der IT erkannt. Ein Ansatz in diesem
Gebiet ist die Autonomic Computing Initiative (ACI) [10] von
IBM. Diese Initiative hat das Ziel, existierende Systeme und
Anwendungen mit Self-X-Eigenschaften auszustatten, wobei
das X ein Platzhalter für unterschiedliche Managementaufga-
ben darstellt, die ein System selbstständig erbringen soll. Dar-
unter fallen die Begriffe Selbstkonfiguration, Selbstheilung,
Selbstsicherung und Selbstoptimierung (Self-Configuration,
Self-Healing, Self-Protection und Self-Optimisation). Diese
spiegeln die Bereiche wider, in denen IBM autonomes Verhal-
ten eines Systems als besonders wichtigen Vorteil erachtet:
Konfiguration, Reparatur, Schutz und Optimierung von Com-
putersystemen.
Um die Forschung in Deutschland auf diesem Gebiet zu prägen
und zu bündeln, haben die Informationstechnische Gesell-
schaft im VDE (ITG) und die Gesellschaft für Informatik (GI) ein
Positionspapier formuliert [28]. In diesem Papier wird die Ein-
schätzung dargelegt, dass Selbstorganisation, ein Begriff, der
durch Autonomie subsumiert wird, die zukünftigen Computer-
systeme prägen wird. Diese Systeme sollen Self-X-Eigenschaf-
ten aufweisen, wie sie auch von IBM ins Spiel gebracht werden,
um Administratoren zu entlasten und Computer stärker ins all-
tägliche Leben integrieren zu können. Das Verbesserungspo-
tential selbstorganisierender Systeme wird hierbei vor allem bei
der Handhabung komplexer Situationen und bei der Energie-
einsparung gesehen. Gleichzeitig stellt die vorgestellte Vision
klar, dass Sicherheitskonzepte für den wirtschaftlichen Einsatz
erforderlich sind, die zu vertrauenswürdigen und verlässlichen
Computersystemen führen. Dieser Aspekt wird insbesondere
von IBM’s ACI aufgegriffen.
Die Grundidee Computersysteme mit autonomem Verhalten zu
entwickeln besteht darin, ein System mit Algorithmen und Ver-
fahren derart zu erweitern, dass das Sicherstellen bestimmter
Eigenschaften, ausgedrückt in einer Zielstellung, selbstständig
verfolgt wird, ohne dass der Benutzer oder der Administrator
dafür dedizierte Maßnahmen ergreifen müssten. Diese Idee ist
nicht neu. Erste Ansätze lassen sich auf eine Arbeit von Dijks-
tra aus dem Jahre 1974 zurückverfolgen, in der ein selbststabi-
lisierender Algorithmus zur Zirkulation eines Tokens in einem
unidirektionalen Ring vorgestellt wurde [4]. Ansätze mit ähnli-
cher Zielsetzung basieren häufig auf einem grundlegendem
Prinzip aus der Regelungstechnik: dem Regelkreis, der eine
Regeleinrichtung aus Messort und Stellort bildet (vgl. Unbe-
hauen [27]). Dieses Architekturmuster ist in der Informatik als
Observer/Controller Pattern bekannt. Nach diesem Muster wird
ein System von einem Controller in einer Schleife überwacht.
Der Controller modifiziert aufgrund seiner Beobachtung einen
oder mehrere Parameter des Systems derart, dass sich das
System kontinuierlich einer Zielstellung annähert bzw. diese si-
cherstellt (closed control loop). Die Anwendung dieses Musters
in der Informatik wurde bereits in vielen wissenschaftlichen Pu-
blikationen aufgegriffen (vgl. Herrmann et al. [8], Müller-Schloer
et al. [18, 19, 23]). Müller-Schloer et al. sehen dieses Musters
als Bestandteil einer Organic Computing-Initiative, die, durch
die Natur inspiriert, neuartige Computersysteme mit Self-X-Ei-
genschaften ermöglichen möchte.
Nachdem bereits unterschiedliche Termini aus dem Bereich
der Autonomie erwähnt wurden, stellt sich die Frage, was ge-
nau unter den verschiedenen Self-X-Eigenschaften verstanden
wird. Hierzu soll zunächst für die Adaptivität die folgenden De-
finition als Basis aufgestellt werden [17, 30]:
Definition 7 (Adaptivität) Ein System ist adaptiv bezüglich
einer Menge von Eingaben, wenn es in der Lage ist, für
diese Eingaben seine Zielstellung zu erfüllen.
Eine Eingabe wirkt hierbei ab dem Systemstart fortlaufend auf
das System ein und kann manuelle Eingaben von Benutzern
Bereitgestellt von | Technische Universität Berlin
Angemeldet
Heruntergeladen am | 01.10.18 17:48
PIK 31 (2008) 1 9
Autonomie in IT-Systemen Jäger, Werner, Mühl, Heiß, Laude, Ruge
und Administratoren, Eingaben von anderen Systemen sowie
Umwelteinflüsse (z.B. Temperaturänderungen) umfassen. Ob
ein System seine Zielstellung erfüllt oder nicht wird durch die
Evaluation seines Verhaltens mittels einer Performanzfunktion
und eines Akzeptanzkriteriums entschieden. Da die Festlegung
der betrachteten Eingaben, der Performanzfunktion sowie des
Akzeptanzkriteriums vom Beobachter – im Prinzip willkürlich –
vorgenommen wird, ist nicht die Frage, ob ein System adaptiv
ist, sondern bezüglich welcher Eingaben und welcher Perfor-
manzfunktion. Aufbauend auf einer parametrisierten Perfor-
manzfunktion lässt sich auch ein abgeleitetes Gütemaß definie-
ren, mit dessen Hilfe sich die Adaptivität von Systemen bezüg-
lich der gleichen Eingaben dann nicht nur qualitativ sondern
auch quantitativ bewerten lässt. Neben der Fragestellung, ob
ein System adaptiv ist, ist häufig auch von Interesse, wie das
System dies erreicht. Zum Beispiel kann sich das System in-
tern mittels eines Adaptionsprozesses fortlaufend an die anlie-
gende Eingabe anpassen.
Adaptive Systeme lassen (um ihre Zielstellung zu erreichen)
auch Kontrolleingaben zu (z.B. kann eine Klimaanlage manuell
ein- und ausgeschaltet werden, um die Raumtemperatur in ei-
nem definierten Intervall um die Solltemperatur zu halten). Will
man die Kontrolleingaben vermeiden, so kommt man zu den
selbstverwaltenden Systemen [17]:
Definition 8 (Selbstmanagement/Selbstverwaltung) Ein
System ist selbstverwaltend (selbstmanagend), wenn es ad-
aptiv ist, ohne von außen kontrolliert zu werden.
Diese Definition von Selbstverwaltung impliziert eine Untertei-
lung der Systemeingabe in Kontrolleingaben und Regulärein-
gaben (vgl. [16]). Nur ein System, welches keine Kontrolleinga-
ben erhält, wird als selbstverwaltend bezeichnet. Lendaris führt
hierzu aus, dass die Performanzfunktion festlegt, welche Einga-
ben als Kontroll- und welche als Reguläreingaben zu sehen
sind. Selbstverwaltende Systeme können mittels des Observer/
Controller Patterns realisiert werden, indem ein nicht selbstver-
waltendes System um einen Controller erweitert wird, welcher
die benötigten Kontrolleingaben bereitstellt. Autonomie und
Selbstverwaltung sind aus unserer Sicht Synonyme. Eine Mög-
lichkeit, selbstverwaltende Systeme zu realisieren ist die
Selbstkonfiguration, wobei die Konfiguration eines Systems
hierbei ein Teil des Systemzustands ist, welcher das System-
verhalten wesentlich beeinflusst:
Definition 9 (Selbstkonfiguration) Ein System ist selbst-
konfigurierend, wenn es seine Konfiguration ohne externen
Kontrolleingriff anpasst, um seine Adaptivität sicherzustel-
len.
Das grundlegende Ziel von Selbstkonfiguration ist, dem
menschlichen Administrator die Konfiguration aus genannten
Gründen weitestgehend zu ersparen. Eng verwandt mit der
Selbstkonfiguration ist der Begriff Selbstoptimierung, der zu-
sätzlich betont, dass ein Optimierungsziel durch fortlaufende
Selbstkonfiguration verfolgt werden soll. Selbstschutz wie-
derum ist die Selbstkonfiguration mit dem Ziel der Sicherstel-
lung von Sicherheitseigenschaften.
Ein weiterer Begriff im Bereich der autonomen Systeme ist die
Selbstorganisation. Dieser bezieht sich auf die Struktur eines
Systems. Selbstorganisierende Systeme verändern selbstän-
dig ihre Struktur, um trotz einer sich ändernden Umwelt eine
Zielstellung zu erfüllen. Diese Eigenschaft selbstorganisieren-
der Systeme wird auch als Strukturadaptivität bezeichnet. Hier-
bei kann Struktur Beziehungen zwischen den Systembestand-
teilen im Sinne einer Architektur beschreiben (z.B. Kommunika-
tionsbeziehungen). Zusätzlich wird eine dezentrale Kontrolle
des Systems verlangt, um einen Single-Point-of-Failure auszu-
schließen [9, 17]:
Definition 10 (Selbstorganisation) Ein selbstorganisieren-
des System ist ein selbstverwaltendes System, welches zu-
sätzlich strukturadaptiv ist und eine dezentrale Kontrolle hat.
Es ist sinnvoll, Kenntnisse über die Struktur eines selbstorgani-
sierenden Systems, die innerhalb des Entwurfsprozesses ge-
wonnen wurden, beim Betrieb des Systems mit zu verarbeiten.
Dies kann z.B. durch die Anwendung eines modellgetriebenen
Entwurfprozesses erreicht werden. Durch diese Vorgehens-
weise können die spezifischen Eigenschaften einer Anwen-
dung bezüglich der Selbstorganisation in dem realisierten Sys-
tem berücksichtigt werden.
Selbststabilisierung ist eine Eigenschaft, die für Computersys-
teme sehr erstrebenswert ist. Ein selbststabilisierendes System
ist in der Lage, sich von beliebigen transienten Fehlern zu erho-
len, wenn für eine gewisse Zeit (die Stabilisierungszeit) keine
weiteren Fehler auftreten. Das heißt, es darf während der Sta-
bilisierung ein beliebiges, inkorrektes Verhalten aufweisen,
muss aber spätestens nach Ablauf der Stabilisierungszeit wie-
der ein korrektes Verhalten aufweisen. Im Gegensatz hierzu
können Systeme, die nicht selbststabilisierend sind, eventuell
für alle Zukunft ein inkorrektes Verhalten aufweisen, falls ein
Fehler auftritt, der nicht maskiert werden kann. Die Definition
selbststabilisierender System geschieht hingegen üblicher-
weise auf Basis einer Unterteilung der Zustände in legale und
illegale Zustände [24]:
Definition 11 (Selbststabilisierung) Ein System ist selbst-
stabilisierend, wenn es im fehlerfreien Fall, (1) ausgehend
von einem beliebigen Zustand einen legalen Zustand in be-
schränkter Zeit erreicht und (2) ausgehend von einem lega-
len Zustand seinen Zustand in der Menge der legalen Zu-
stände hält.    
Abb. 3 Konzeptionelles Modell von Adaptivität und Autonomie.
Bereitgestellt von | Technische Universität Berlin
Angemeldet
Heruntergeladen am | 01.10.18 17:48
10 PIK 31 (2008) 1
Jäger, Werner, Mühl, Heiß, Laude, Ruge Autonomie in IT-Systemen
Selbststabilisierung kann mit Fehlermaskierung kombiniert
werden, um für bestimmte Fehler auch ein nur zeitweises Ver-
sagen des Systems zu verhindern. Des Weiteren kann durch
Superstabilisierung [5] und Fault Containment [6] erreicht wer-
den, dass für bestimmte Fehlerklassen kein beliebiges sondern
ein definiertes Verhalten auftritt bzw. dass die Auswirkungen
von Fehlern auf einzelne Systemteile beschränkt bleiben. Der
Begriff Selbstheilung ist als Synonym zur Selbststabilisierung
zu sehen. Die gegebene Definition von Adaptivität impliziert,
dass Autonomie als Spezialisierung derselbigen aufgefasst
wird. Abb. 3 zeigt diesen Zusammenhang auf und ordnet auch
die weiteren behandelten Begriffe ein. Im Gegensatz zu Abb. 2
wird in dieser Abbildung die Differenzierung zwischen Adaptivi-
tät und Autonomie eingeführt.  
5 DAS ZUSAMMENGEFASSTE MODELL
In Abb. 4 werden die bisher dargelegten Konzepte in einen ge-
meinsamen Zusammenhang gestellt. Diese Abbildung greift
die Elemente aus Abb. 1 auf und arrangiert um diese die Kon-
zeption der Eigenschaften, die in Abb. 2 etwas detaillierter ge-
zeigt wurde. Aus Platzgründen wurden hierbei nicht alle Kon-
zepte aus Abb. 2 übernommen. Hinzu kommen in diesem Mo-
dell konkrete Beispiele, die Ausprägungen der jeweiligen Kon-
zepte darstellen. Im objektorientierten Sinn wären dies
Exemplare einer Klasse. Entsprechende Exemplare sind durch
ovale Felder gekennzeichnet, während für Konzepte Rechtecke
beibehalten wurden.
Diese Beispiele greifen die erläuterte Kategorisierung auf: Bei
der SOA oder einem Peer-to-Peer (P2P) Netzwerk bezeichnet
man Architekturmuster, die von einer konkreten Architektur ab-
strahieren und daher in verschiedenen Architekturen Verwen-
dung finden können. Das im vorherigen Abschnitt behandelte
Konzept der Entwicklungsmethode beinhaltet Vorgehensmo-
delle, wie das V-Modell oder das Wasserfallmodell. Analog
dazu sind, um den Begriff System zu verdeutlichen, konkrete
Systeme genannt, die zu der Auffassung dieses Begriffs pas-
sen. In dieser Abbildung sind als Beispiele der Anwendungs-
server JBoss oder das Softwarepaket Emacs genannt. Um das
Konzept der Verlässlichkeit zu konkretisieren, zeigt die Abbil-
dung die Mean-Time-Between-Failure (MTBF) als konkrete
Ausprägung der Zuverlässigkeit.
6 FAZIT
Das vorgestellte konzeptionelle Modell stellt die genannten Be-
griffe in Beziehung zueinander und kann dadurch von For-
schungsarbeiten aufgegriffen werden, die sich in diesem Be-
reich bewegen. Das vorgestellte Modell bietet auch die Grund-
lage, sich mit den aufgezeigten Beziehungen zwischen den
Termini weiter auseinander zu setzen. Ziel dieser Arbeit ist die
Etablierung eines konsistenten Modells bezüglich der individu-
ellen Begriffe und deren Relationen zueinander. Hierfür ist zu
beachten, dass bezüglich zweier Konzepte in einzelnen An-
wendungsfällen auch andere Sichtweisen möglich sind:
– Architekturmuster. Die Einführung des Architekturmusters
als Abstraktion einer Architektur ist eine künstliche Trennung
vom Begriff der Architektur. Die Architektur in Hinblick auf
ein System, das durch sie beschrieben wird, stellt im gewis-
sen Sinne bereits eine Abstraktion dar. Es wäre daher auch
möglich von einem Abstraktionsgrad bei Architekturen zu
sprechen. Der in dieser Diskussion dargestellte Begriff des
Architekturmusters hat dennoch seine Berechtigung, weil
diese er die Trennung zwischen Begriffen wie SOA oder
MDA und einer konkreten Architektur eines Systems ermög-
licht.
Abb. 4 Zusammenfassung der Konzepte und deren Zusammenhänge.
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– Autonomie als Eigenschaft. Die Autonomie als nicht-funk-
tionale Eigenschaft eines Systems zu interpretieren hat den
Vorteil, dass der Blick auf die eigentliche Funktion eines
Systems geschärft wird. Anders ausgedrückt fordert diese
Sichtweise: Die Funktionalität eines Systems ist nicht die
Autonomie; es stellt sich vielmehr die Frage, welche Funk-
tion autonom erbracht werden soll.
Andererseits kann einem Systembestandteil die Implemen-
tierung von autonomen Verhalten als Subsystem zugewie-
sen werden. In diesem Fall stellt das autonom agierende
Subsystem einen funktionalen Kern zu Verfügung. Die Kon-
sequenz wäre dann, dass die Autonomie eine funktionale
Eigenschaft eines (Sub-)Systems darstellt. Für die Konzep-
tion des hier vorgestellten Modells hat die Parallele zum ört-
lichen Vorhandensein in Hinblick auf die Plausibilität über-
wogen, weswegen hier die Autonomie als nicht-funktionale
Eigenschaft dargestellt wird.
Insgesamt streben die Autoren an, dass durch den vorliegen-
den Text, die zusammengestellten Definitionen und das daraus
abgeleitete konzeptionelle Modell die wissenschaftliche Ausei-
nandersetzung bezüglich der Interpretation der genannten Be-
griffe weiter fortgesetzt wird. Das Ziel ist Bildung eines Konsen-
ses bezüglich dieser Begriffe, um so eine begriffliche Grund-
lage für weitere Arbeiten in der Informatik zu bilden
Danksagung.
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