Malaysia because this infectious disease remains one of the main health issues in the country. Malaysia has a good surveillance system but there have been insufficient findings on suitable model to predict future outbreaks. While there are previous studies on dengue prediction models in Malaysia, unfortunately some of these models still have constraints in finding good parameter with high accuracy. The aim of this paper is to design a more promising model for predicting dengue outbreak by using a hybrid model based on genetic algorithm for the determination of weight in neural network model. Several model architectures are designed and the parameters are adjusted to achieve optimal prediction performance. Sample data that covers dengue and rainfall data of five districts in Selangor collected from State Health Department of Selangor (SHD) and Malaysian Meteorological Department is used as a case study to evaluate the proposed model. However, due to incomplete collection of real data, a sample data with similar behavior was created for the purpose of preliminary experiment. The result shows that the hybrid model produces the better prediction compared to standalone models.
INTRODUCTION
Dengue fever (DF) and the potentially fatal dengue haemorrhagic fever (DHF) continue to be a significant public health threat in Malaysia. According to Director General of the Ministry of Health, Dr. Ismail Merican, in 2009 14 people have died and 5,062 cases were recorded compared to only five deaths and 2,855 cases for the same period in 2008. This disease has been epidemic in Malaysia for a long time. The haemorrhagic form of the disease is a more severe form of dengue compared to DF and it can be fatal if unrecognized and not properly treated [1] . Although Cambodia was reported to have the highest case fatality rate of about 10%, the rate in Malaysia (4.67%) was still higher if compared to other neighbouring countries like Thailand and Indonesia, with the case fatality rates of 0.3% and 0.5%, respectively. Nevertheless, with good medical treatment, mortality due to DHF can be curbed to less than 1%. The World Health Organization concluded that there is sufficient evidence that DHF case fatality rates can be reduced through application of standardized clinical management practices to warrant an acceleration of capacity building and training in the field, with a view to reduce case fatality rate to less than 1% [2] .
One of the main deficiencies in dengue epidemiology is the inadequate knowledge on the risk factors and the correlation among them. This problem is more acute in rural settings as many outbreaks were not reported or adequately investigated [3] . Even if the outbreak is investigated; there is a lack of an effective vector surveillance tool to estimate the vector density in the outbreak areas. In Malaysia, despite having a good laboratory based surveillance system, with both serology and virology capability, it is basically a passive system and has little predictive capability [4] .
Although recently there have a few studies on dengue prediction model in Malaysia, unfortunately on our observation some of those models still have constraint in terms of parameter and accuracy. So far there has been insufficient discussion about the suitable model to predict future dengue outbreak. From the literature shows that the hybrid neural network model can solve the problem of finding a suitable parameter and it promise to predict accurately and rapidly. This paper proposes the design of hybrid model using genetic algorithm and neural network model for predicting dengue outbreak accurately. The rest of this paper is organized as follows; Section 2 describes related works. Design of hybrid model is explained in Section 3. Section 4 discusses the preliminary result of a case study. Finally, conclusion and some future works are summarized in Section 5.
II. RELATED WORK
While it is crucial to develop a model that could better predict the spread of dengue, initial observation reveals that such a study is rarely done in Malaysia. Lian et al. [5] and [6] studied the prediction of dengue outbreak in Sarawak and Johor respectively by using statistical models. However this model is not a better choice compared to other nonlinear methods in terms of accuracy. Rachata et al. [7] proposed an automatic prediction system of Dengue Haemorrhagic Fever outbreak by using entropy and ANN. However, haemorrhagic form of the disease is a more severe form of dengue compared to DF and it can be fatal if unrecognized and not properly treated [8] . Therefore, prediction by using DF variable is more appropriate compared to DHF itself for early epidemic prevention and control capabilities. Patz et al. [9] conclude in their study that endemic locations may be at higher risk from hemorrhagic dengue if transmission intensity increases. However, they only focus on climate factors without taking into account other variables that are determinant to dengue fever.
Besides, previous studies about dengue prediction [7, [10] [11] revealed that neural network model yielded better predictions but the researcher must adopt a try and error approach to find the best parameter. Although previous work [12] shows that the hybrid neural network model can solve the problem of finding a suitable parameter that can deliver better model performance than a neural network model or the other standalone model but no such model has been developed to predict the dengue outbreak. Hybrids of machine learning are empirically and formally proven able to outperform single predictors in many cases. Evidence suggests that hybrid models generalize better when they constitute members, which form a various and accurate set. will be used. However, due to incomplete collection of real data, the sample data with similar behavior as the real data was used. Before the hybrid model can be built, data acquisition and preprocessing must be predetermined. The data acquisition and preprocessing is described in the following section:-
A. Data acquisition and preprocessing
The sample used in this study is weekly time series data. These data are used for the purpose of modeling and to show how these models will be implemented to solve the time series prediction problem.
1) Data acquisition:
There are three data sample sets used in this research namely the sample set for dengue fever (DF) cases, neighborhood dengue cases and the set of sample for rainfall data. The training and testing sample is based on the rule of 50%: 50% ratio.
2) Input output nodes:
The number of input nodes in this study are determined by the number of attributes that exists in the data while the number of output nodes are determined based on the number of target output set which consists of multi-step-ahead. These combination data are chosen because it is practical in terms of data collection time from the SHD. Besides, input data for four weeks is a suitable duration which represents the total case count in one month.
3) Hidden layer:
One hidden layer is used in this sudy. Network never needs more than two hidden layers to solve most problems including forecasting [14] . One hidden layer may be enough for most forecasting problems [15] . The number of hidden layers used in the network is set to one, to give faster speed in convergence [15] .
4) Hidden nodes:
Networks with equal number of hidden and input nodes are reported to have better forecasting results in several studies. However none of these hueristic choice works well for all problems [14] . For this preliminary experiment, the number of hidden nodes are equal to the number of input nodes.
5) Normalization process:
Normalization makes the statistical distribution of each input data roughly uniform. The values are scaled to match the range that the input neurons use. Data normalization methods, which include simple linear scaling and statistical measures of central tendency and variance, remove outliers and spread out the distribution of the data [16] . Normalization process is transforming data from original scale to 0 or 1 scale (minimum and maximum scale). In this study, normalization is done using min-max normalization.
6) Validation sample:
Testing process is carried out to validate the network on new or unknown data sets, called the testing set. This is a process which is performed after training the network. A properly built and trained network which can yield the best performance on the validation samples would be the best and most accurate model. If the validation sample outputs are not acceptable then a new network is to be built by repeating the whole process of learning and testing.
B. Design the hybrid model
In this study, a hybrid model which is based on genetic algorithm (GA) for the determination of weight in neural network (NN) is used. The design of hybrid model used in this project is shown in Figure 1 . NN model part has three main layers which are input, hidden and output layers. In the input layer, the variable of dengue cases, rainfall and proximity location data will be used as input nodes.
The Meanwhile, GA is used for the determination of weight in NN. Before a GA is executed, a suitable coding for the problem needs to be devised. The fitness function, which assigns merit to each individual in population, has to be formulated. Next, parents must be selected for reproduction and crossed over to generate offspring. The weight determination of the NN by GA is performed as follows:-
1) Coding
Firstly we determine NN configuration, number of weight, length of string and size of population.
2) Weight extraction
Next, weight extraction is performed.
3) Fitness function
Initially a population p0 of chromosomes is randomly generated. Next, the weight sets for the NN are extracted from p0. For each weight set, NN is trained for all the input instances of the given problem. Then, the error in the training is utilized to compute the fitness value for each of the chromosomes.
4) Reproduction
In the next phase, the worst-fit chromosomes are terminated and replaced by best-fit chromosomes. The parent chromosomes are randomly selected in pairs and a two-point cross-over operator is applied to produce offspring. The new population p1 again has its fitness values computed after extraction of weights and computation of error.
5) Convergence
The generation progress until the population converges to the same fitness values. The weights extracted from the converged population are the final weights of the NN.
IV. RESULT
Once the implementations were completed, analysis on test output will be conducted to obtain the performance of the hybrid model. It is done by testing the data and measuring their accuracy. The architecture that produced the best result will then be chosen to simulate the dengue outbreak prediction. As preliminary results, we have conducted experiments on hybrid, NN and NLR model using created sample input output data that represent the real data and all of which have been normalized to lie between 0 and 1.
Here, the hybrid model has a 2-3-1 configuration. The two input nodes in input layer represent dengue cases data in week i+1 and i+2 as the network inputs and one neuron in the output layer represent the output of dengue cases for the next week. For NNM, we used the same configuration with the hybrid model. The momentum and learning rate were varied from 0.5, 0.7 and 0.9. Meanwhile, NLR model are built as in 1 2 3 4 5 6 7 8 9 10 equation y=a 1 x 1 +a 2 x 2 +...+a n-1 x n-1 +a n x n +b where input nodes, a represent slope and b represent intercept. Table I illustrates the weight determined by the GA based NN after about 130 generations. We have com results from the hybrid, neural network and nonlinear regression models with expected output. As can be seen in Table II , the predictions obtained by hybrid model present highest accuracy levels than those of the neural network and nonlinear regression models. Figure 3 and figure 4 shows the comparison of expected output and predicted output by using hybrid model, neural network and nonlinear regression in graph; and error comparison between hybrid, neural network and nonlinear regression models respectively. This experiment shows t the hybrid model produces the best prediction compared to other standalone models and proved its capability to predict dengue outbreak. shows the comparison of expected output and predicted output by using hybrid model, neural network and nonlinear regression in graph; and error comparison between hybrid, neural network and nonlinear This experiment shows that the hybrid model produces the best prediction compared to models and proved its capability to predict
. Comparison result of expected output and predicted output by nonlinear regression model. Analysis on table II reveals produces the worst performance. A specified if it fails to meet some or all of the diagnosis test criteria. In constructing the prediction regression model, forecaster needs to look at alternative specificati model construction process and later on decide the final model that will fit the historical data well. network model provides worse performance compared to hybrid model, probably due to the excess of weights, leading to generalization loss. Conventional back-propagation networks make use of gradient descent learning to obtain their weights. However, there remains the problem of the network getting stuck in local minimum. The results of the learning and momentum rate are related but their relationship is still not clear. combination of genetic algorithm and the best performance compared to the other models. This does not come as a surprise, since genetic algorithm propagation was developed specifically for best weight purposely to obtain good solutions for global optimum solution.
V. CONCLUSION
The aim of this paper was to model and outline our preliminary result we conclude that a hybrid model which is based on genetic algorithm for the determination of weight in neural network model can be a very promising outbreak. However this preliminary experiment not represents the real situation since the create Therefore in the future we will different architectures and parameters incorporating time series, location and rainfall data to define the best architecture for early prediction. More detailed dengue cases, rainfall and approximate location data must be obtained in order to access the prediction ability of the model. 
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Error comparison between hybrid, neural network and nonlinear able II reveals that nonlinear regression produces the worst performance. A model is said to be missfails to meet some or all of the diagnosis test In constructing the prediction regression model, a alternative specifications during the and later on decide the final model historical data well. Meanwhile, neural network model provides worse performance compared to hybrid model, probably due to the excess of weights, leading
Conventional neural network especially propagation networks make use of gradient descent learning to obtain their weights. However, there remains the problem of the network getting stuck in local minimum. The results of the learning and momentum rate are related but their not clear. A hybrid model with the thm and neural network produces compared to the other models. This does , since genetic algorithm based was developed specifically for determining the purposely to obtain good solutions for global ONCLUSION AND FUTURE WORK of this paper was to propose the design of hybrid and outline our preliminary results. From these results, hybrid model which is based on genetic algorithm for the determination of weight in neural network very promising model for predicting dengue this preliminary experiment not represents since the created sample data was used. we will include the real data using different architectures and parameters incorporating time series, location and rainfall data to define the best architecture More detailed dengue cases, rainfall and must be obtained in order to access the prediction ability of the model. CKNOWLEDGMENT I would like to acknowledge the State Health Department of Selangor and Malaysian Meteorological Department for t during the data collection process for this study. This study was funded under the Research University Grant Scheme (RUGS) and Ministry of Higher Education Malaysia.
