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Abstract
In this paper, we obtain an explicit representation of the {2}-inverse A(2)
T ,S
of a matrix
A ∈ Cm×n with the prescribed range T and null space S. As special cases, new expressions for
the Moore–Penrose inverse A+ and Drazin inverse AD are derived. Through explicit expres-
sions, we re-derive the condensed Cramer rules of Werner for minimal-norm least squares
solution of linear equations Ax = b and propose two new condensed Cramer rules for the
unique solution of a class of singular system Ax = b, x ∈ R(Ak), b ∈ R(Ak), k = Ind(A).
Finally, condensed determinantal expressions for A+, AD, AA+, A+A, and AAD are also
presented.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The {2}-inverse A(2)T ,S of a matrix A ∈ Cm×n with the prescribed range T and
null space S has many applications. The importance of this generalized inverse lies
not only in its practical applications but also in the fact that it provides a unified
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treatment for various generalized inverses, including the Moore–Penrose inverse A+,
the weighted Moore–Penrose inverse A+(M,N), the Drazin inverse AD, and the Bott–
Duffin inverse A(−1)(L) (see [2]). This generalized inverse has been paid much attention
in literature recently. In particular, the {2}-inverse A(2)T ,S was expressed by Wei [14]
in terms of the group inverse of another matrix. Based on this representation, Wei
et al. [12] provided a condensed Cramer rule for the restricted linear equations
Ax = b, x ∈ T
under the assumption that b ∈ AT and T ∩ N(A) = {0} which includes consistent
restricted linear equations Ax = b, x ∈ R(A∗) and the restricted linear equations
Ax = b, x ∈ R(Ak), b ∈ R(Ak), k = Ind(A). (1)
In this paper we will refine the earlier work of Wang et al. [12]. To this end, we
further enhance a result of Wei [14] and establish an explicit representation of the
generalized {2}-inverse A(2)T ,S of A with range T and null space S through which the
Moore–Penrose inverse A+ and Drazin inverse AD are explicitly expressed in terms
of regular inverse. As applications of these explicit expressions, Werner’s condensed
Cramer rule [15] for the minimal-norm least squares solution of a system of lin-
ear equations will be re-derived and a condensed Cramer rule for the unique solu-
tion of (1) will be deduced. Unlike those in [12], our condensed Cramer rules will
not employ the inversion of UV where U and V are to be defined in Theorem 2. In
addition, an alternative condensed Cramer rule for the minimal-norm least squares
solution of a system of linear equations and a condensed Cramer rule based on the
perturbed algebraic formula of AD [7] for the unique solution of (1) will be proposed.
Finally, condensed determinantal expressions of A+, AD, AA+, A+A, ADA will
also be presented in this paper.
2. Explicit expressions of A+ and AD
In what follows we establish a new expression for the generalized inverse A+
which can be viewed as an extension of the well-known result for a matrix of full
column rank, i.e.,
F+ = (F ∗F)−1F ∗, for F ∈ Cm×nn ,
where Cm×nr denotes the set of all m × n complex matrices with rank r.
First we recall a characterization of the generalized inverse A(2)T ,S of Wei [14] (also
see Lemma 3.2.2 [12]).
Theorem 1. Let A ∈ Cm×nr and the dimensions of subspace S of Cm and subspace
T of Cn satisfy dim(T ) = dim(S⊥) = t  r. In addition, suppose W ∈ Cn×m such
that
R(W) = T , N(W) = S.
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If A has a {2}-inverse A(2)T ,S, then Ind(AW) = Ind(WA) = 1. Furthermore, we have
A
(2)
T ,S = W(AW)g = (WA)gW,
where A(2)T ,S denotes the {2}-inverse of A with range T and null space S, and Xg
denotes the group inverse of X.
For a proof, please refer to [14]. Being powered with this result, we can establish
an explicit expression of A(2)T ,S .
Theorem 2. Given A, T , S, and W as in Theorem 1, and
AT ⊕ S = Cm.
Let V and U∗ be matrices whose columns form the bases of N(WA) and N((WA)∗)
respectively. Define E = VU. Then E is nonsingular, satisfying
R(E) = R(V ) = N(WA) and N(E) = N(U) = R(WA). (2)
Moreover, WA + E is nonsingular and
A
(2)
T ,S = (WA + E)−1W − V (UV )−2UW. (3)
Proof. From the assumption, we have
R(V ) = N(WA) and N(U) = R(WA). (4)
It is seen from Theorem 1 that Ind(WA) = 1 which is equivalent to
R(WA) ⊕ N(WA) = Cn ⇔ N(U) ⊕ R(V ) = Cn.
Thus UV is nonsingular which implies
R(E) = R(V ) and N(E) = N(U), (5)
resulting in (2) in view of (4). It is easily seen from (2) and the fact that R((WA)g) =
R(WA) (see [3, p. 123]) that
WAE = 0 and E(WA)g = 0. (6)
Let x be any vector such that (WA + E)x = 0. Hence WAx = −Ex. In view of
(2), we write
−Ex ∈ R(E) = R(V ) and WAx ∈ R(WA) = N(U),
i.e., −Ex = WAx ∈ R(V ) ∩ N(U) = {0}. Hence Ex = WAx = 0 which implies
x ∈ N(E) = N(U) and x ∈ N(WA) = R(V ), resulting in x ∈ R(V ) ∩ N(U) = {0},
i.e., x = 0. Therefore WA + E is nonsingular. We note that the idempotent matrix
V (UV )−1U satisfies
R(V (UV )−1U) = R(V ) = R(E) and N(V (UV )−1U) = N(U) = N(E)
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indicating V (UV )−1U = PR(E),N(E). Finally, it is easily seen from (2) and (6) that
(WA + E)((WA)g + V (UV )−2U) = (WA)(WA)g + V (UV )−1U
= PN(E),R(E) + PR(E),N(E) = I.
Therefore,
(WA + E)−1 = (WA)g + V (UV )−2U. (7)
Postmultiplying W on both sides and rearranging the terms, together with Theorem
1, lead to the result in (3). 
A relation similar to (7) is obtained in [12]. More specifically, it is shown that
(WA + V (UV )−1U)−1 = (WA)g + V (UV )−1U
from which Cramer rules for the minimal-morn solution of linear equations and for
the unique solution of the problem (1) are developed in [12]. We note that (UV )−1
is employed in their Cramer rules. Based on Theorem 2, we will develop the Cramer
rules, not involving the inverse of UV, in the next section.
Now, let us focus on two special cases in which UW = 0. For the Moore–Penrose
inverse A+, we take W = A∗. Hence, we have
N(WA) = N(A∗A) = N(A),
N((WA)∗) = N((A∗A)∗) = N(A),
R(WA) = R(A∗A) = R(A∗).
Thus, we employ U = V ∗ in Theorem 2 and therefore we have
UA∗ = V ∗A∗ = (AV )∗ = 0.
The fact that A+ = A(1,2)R(A∗),N(A∗) = A(2)R(A∗),N(A∗), as well as Theorem 2, implies
A+ = (A∗A + VV ∗)−1A∗. (8)
Let Vˆ ∈ Cm×(m−r)m−r be the matrix such that R(Vˆ ) = N(A∗). Applying (8) to A∗, we
have
(A∗)+ = (AA∗ + Vˆ Vˆ ∗)−1A,
which implies
A+ = ((A∗)+)∗ = A∗(AA∗ + Vˆ Vˆ ∗)−1. (9)
For the Drazin inverse AD of a square matrix A ∈ Cn×n, we take W = Ak where
k = Ind(A). Obviously, we have
N(WA) = N(Ak+1) = N(Ak),
R(WA) = R(Ak+1) = R(Ak),
N((WA)∗) = R(WA)⊥ = R(Ak)⊥ = N((Ak)∗).
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AD = (Ak+1 + VU)−1Ak. (10)
In summary, we have the following results.
Theorem 3. For the Moore–Penrose and Drazin inverses, we have the explicit expres-
sions as follows.
(i) Let A ∈ Cm×nr and V ∈ Cn×(n−r)n−r , Vˆ ∈ Cm×(m−r)m−r be the matrices such that
R(V ) = N(A),R(Vˆ ) = N(A∗). Then A+ can be expressed by (8) and (9).
(ii) Let A ∈ Cn×n, Ind(A) = k, rank(Ak) = r, and V, U∗ ∈ Cn×(n−r)n−r be the
matrices such thatR(V ) = N(Ak)andR(U∗) = N(Ak∗) respectively.ThenAD
can be expressed by (10).
In [5,13], the Moore–Penrose inverse and the Drazin inverse of A are expressed
as
A+ = [A∗A|R(A∗)]−1A∗ and AD = [Ak+1|R(Ak)]−1Ak,
where X|L denotes the restriction of X to the subspace L. Theorem 3 gives explicit
expressions of the restricted operators A∗A|R(A∗) and Ak+1|R(Ak).
For a square matrix A ∈ Cn×n, its Drazin inverse given in (10) is from (3) with
W = Ak . We choose W = Ak due to the fact that AR(W) ⊕ N(W) = Cn which
indicates that the assumptions of Theorems 1 and 2 are satisfied. Obviously, the
conditions of Theorem 1 are no longer satisfied with the choice of W = Ak−1. With
a careful study of the proof of Theorem 2, we can further improve the result in (ii) of
Theorem 3 as follows.
Theorem 4. Let A ∈ Cn×n, Ind(A) = k, rank(Ak) = r, and V, U∗ ∈ Cn×(n−r)n−r be
the matrices such that R(V ) = N(Ak) and R(U∗) = N(Ak∗) respectively. Then AD
can be expressed by
AD = (Al + VU)−1Al−1 − V (UV )−2UAl−1, for l  Ind(A). (11)
Proof. The proof is very close to that of Theorem 2. Let l  Ind(A). First, we note
that UV and Al + VU are nonsingular. Due to the facts that Al(AD)l = AAD and
that R(AD) = R(Ak), we have
(Al + VU)((AD)l + V (UV )−2U) = AAD + V (UV )−1U
= PR(Ak),N(Ak) + PN(Ak),R(Ak) = I
indicating
(Al + VU)−1 = (AD)l + V (UV )−2U,
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which implies
(Al + VU)−1Al−1 = (AD)lAl−1 + V (UV )−2UAl−1
= AD + V (UV )−2UAl−1
leading to the desired result by rearranging the terms. 
The Moore–Penrose and the Drazin inverses of a matrix A are explicitly expressed
in terms of regular inverses of perturbed matrices as stated in Theorems 3 and 4 and
therefore can be easily computed through these expressions. It is easily seen that (11)
with l = Ind(A) + 1 is reduced to (10) due to the fact that UAk = 0 for k = Ind(A).
One can always take l = n in Theorem 4, the dimension of the square matrix A, when
the index is unknown.
We end this section by stating an alternative explicit expression for AD in the
same spirit. For a proof, please refer to Corollary 2 of [7].
Theorem 5. Let V,U, k, and r be defined as in Theorem 4 and define
E = VU − AV (UV )−1U.
Then AD can be explicitly expressed as
AD = (A + E)−1 − V (UV )−2U. (12)
3. Condensed Cramer rules
Ben-Israel [1] derived a Cramer rule for the least-norm solution of consistent
linear equations along the lines of Robinson’s proof in [8]. Shortly after, Verghese [9]
showed that the same result was also true for the minimal-norm least-squares solution
to inconsistent linear equations. Further extensions to weighted minimal-norm least-
squares solution [10], to the solution of a special singular equations [11], to the
restricted linear equations [4,15], and to the best approximate solution of the matrix
equation AXB = D [6] can be found in literature. The recent book on generalized
inverses [12] gives an excellent survey of this new development.
The basic idea of Ben-Israel’s approach is to form a larger but nonsingular matrix
from the original matrix. The solution to the original problem can be read off the
new problem through Cramer rule. The Cramer rules for A+b in [4,15], and the
one for ADb with b ∈ R(Ak) in [12] are different from Ben-Israel’s and they are
in a condensed format, i.e., only involving matrices of relatively lower order. The
major advantage of using condensed matrices is that computing the determinants of
matrices involved are less expensive. The Cramer rules presented in this section have
the same spirit.
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For the V and Vˆ defined as in part (i) of Theorem 3, it is easily seen from (8) and
(9) that the minimum-norm least-squares solution A+b to Ax = b can be obtained
by solving the perturbed normal equations
(A∗A + VV ∗)x = A∗b (13)
or by computing x = A∗y where y is the solution to the perturbed normal equations
(AA∗ + Vˆ Vˆ ∗)y = b. (14)
Applying the classic Cramer rule for the solution of nonsingular linear equations to
the perturbed normal equations (13) and (14) respectively, we have the following
Cramer rules for the minimal-norm least-squares solution.
Theorem 6. Let A ∈ Cm×nr and V, Vˆ be defined as in (i) of Theorem 3. Let a¯kj
denote the conjugate of akj and X(j → v) denote the matrix obtained from X by
replacing the j th column of X by a vector v. Then the minimal-norm least-squares
solution x = A+b of Ax = b is given by
xj = det ((A
∗A + VV ∗)(j → A∗b))







AA∗ + Vˆ Vˆ ∗)(l → b))
det(AA∗ + Vˆ Vˆ ∗) , j = 1, 2, 3, . . . , n. (16)
We comment that the columns of V being employed in the condensed Cramer rule
of [12] for the solution of the consistent linear equations form an orthonormal basis
of N(A), in order to avoid the inversion of V ∗V , while the one in Theorem 6 could
be any basis. The result in (15) was discovered by Werner [15] while (16) seems new
to us. It is easy for us to observe that solving (15) is less expensive than (16) when
m > n while the solution through (16) is a better choice when n > m. In the area of
data fitting we always have m > n.
For a class of singular linear equations (1), we have b ∈ R(Ak), i.e., b = Akz for
some vector z. Let V and U be defined as in Theorem 4. Obviously, we have
UAl−1b = UAkAl−1z = 0,
which implies that
ADb = (Al + VU)−1Al−1b − V (UV )−2UAl−1b = (Al + VU)−1Al−1b.
Therefore, ADb is the unique solution to the nonsingular system of linear equations
(Al + VU)x = Al−1b. (17)
Also, in view of (12), we have
ADb = (A + E)−1b − V (UV )−2Ub = (A + E)−1b
due to the fact that Ub = UAkz = 0. Hence, ADb is the unique solution to the non-
singular system of linear equations
(A + E)x = b. (18)
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Applying the classic Cramer rule to (17) and (18), respectively, leads to the following
two condensed Cramer rules for the solution of (1):
Theorem 7. Let A ∈ Cm×nr and V,U, and k be defined as in Theorem 4. Then the
solution to the singular system of linear equations (1) is given by
xj = det
(
(Al + VU)(j → Al−1b))
det(Al + VU) , 1  j  n, for l  Ind(A), (19)
or
xj = det ((A + E)(j → b))det(A + E) , 1  j  n, (20)
where E is defined as in Theorem 5.
The Cramer rule given by (19) is similar to the one in [12] but not involving
(UV )−1 while the one in (20) is new to us. We remark that (20) employs the inverse
of UV just like the one in [12].
Using the new expressions of A+ and AD established in this paper, we are able to
obtain condensed determinantal expressions of A+, AD, AA+, A+A, and AAD. To
this end, let Sij be the (i, j)-element of S and ej be the j th column of an identity
matrix. Obviously, we have
Sij = eTi Sej = eTi M−1Bej = eTi z =
det(M(i → Bej ))
det(M)
, if S = M−1B,
(21)
where z is the solution of Mz = Bej and the last equality in (21) is due to the Cramer
rule for nonsingular system of linear equations being employed to Mz = Bej . The
result in (21) combined with (8) and (10) leads to the following Cramer rules for A+
and AD.
Theorem 8. The generalized inverses A+ = (A+ij ) and AD = (ADij ) are given by
(22) and (23) respectively.
1. Let V be defined as in (i) of Theorem 3. Then, for 1  i  n and 1  j  m,
A+ij = det
(
(A∗A + VV ∗)(i → A∗ej )
)
/ det(A∗A + VV ∗); (22)
2. Let V, U, and k be defined as in (ii) of Theorem 3. Then, for 1  i, j  n,
ADij = det
(
(Ak+1 + VU)(i → Akej )
)
/ det(Ak+1 + VU). (23)
Finally, we turn our attention to the various projectors. The new expressions for
A+ in (8) and (9), and for AD in (11) give us the following:
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A+A = (A∗A + VV ∗)−1A∗A,
AA+ = AA∗(AA∗ + Vˆ Vˆ ∗)−1,
ADA = (Al + VU)−1Al, for l  Ind(A).
The fact that AA+ = (AA+)∗ implies
AA+ = (AA∗ + Vˆ Vˆ ∗)−1AA∗.
Once again, employing (21), we have the determinantal expressions of the elements
of these projectors in a condensed format:
(A+A)ij = eTi (A∗A + VV ∗)−1A∗Aej =
det((A∗A + VV ∗)(i →A∗Aej ))
det(A∗A + VV ∗) ,
(24)
(AA+)ij = eTi (AA∗ + Vˆ Vˆ ∗)−1AA∗ej =
det((AA∗ + Vˆ Vˆ ∗)(i →AA∗ej ))
det(AA∗ + Vˆ Vˆ ∗) ,
(25)
(ADA)ij = eTi (Al + VU)−1Alej
= det((A
l + VU)(i → Alej ))
det(Al + VU) , l  Ind(A), (26)
where V, Vˆ , and U are properly defined as in Theorem 3.
We notice that the explicit expression for the weighted Moore–Penrose inverse
A+(M,N) of A, similar to the one for A+, and its corresponding condensed Cramer
rule for the minimal N-norm least M-squares solution of linear equations Ax = b
can also be derived due to the fact that A+(M,N) is a special {2}-inverse of A with
range N−1R(A∗) and null space M−1N(A∗), i.e., A+(M,N) = A(2)N−1R(A∗),M−1N(A∗).
For simplicity, the results in Theorems 3 and 6 are stated only for M = I and N = I .
Along the lines of [6], it is not difficult to deduce a condensed Cramer rule for the
best approximate solution to the matrix equation AXB = D from Theorem 6.
References
[1] A. Ben-Israel, A Cramer rule for least-norm solutions of consistent linear equations, Linear Algebra
Appl. 43 (1982) 223–226.
[2] A. Ben-Israel, T. Greville, Generalized Inverse: Theory and Applications, second ed., Wiley, New
York, 2003.
[3] S.L. Campbell, C.D. Meyer Jr., Generalized Inverses of Linear Transformations, Thomson Press
(India) Ltd., New Delhi, 1979.
192 J. Ji / Linear Algebra and its Applications 404 (2005) 183–192
[4] Y. Chen, A Cramer rule for solution of restricted linear equation, Linear Multilinear Algebra 34
(1993) 177–186.
[5] C.W. Groetsch, Representations of the generalized inverse, J. Math. Anal. Appl. 49 (1975) 154–157.
[6] J. Ji, The Cramer rule for the best approximate solution of the matrix equation AXB = D, J. Shang-
hai Normal Univ. 14 (1985) 19–23 (Chinese).
[7] J. Ji, The algebraic perturbation method for generalized inverses, J. Comp. Math. 7 (1989) 327–333.
[8] R.M. Robinson, A short proof of Cramer’s rule, Math. Mag. 43 (1977) 94–95. (reprinted in
Selected Papers on Algebra (S. Montgomery et al. (Eds.)), Mathematical Association of America,
1977, pp. 313–314).
[9] G.C. Verghese, A “Cramer rule” for the least-norm, least-squared-error solution of inconsistent linear
equations, Linear Algebra Appl. 48 (1982) 315–316.
[10] G.R. Wang, A Cramer rule for minimum-norm (T) least squares (S) solution of inconsistent linear
equations, Linear Algebra Appl. 74 (1986) 213–218.
[11] G.R. Wang, A Cramer rule for finding the solution of a class of singular equations, Linear Algebra
Appl. 116 (1989) 27–34.
[12] G.R. Wang, Y. Wei, S. Qiao, Generalized Inverses: Theory and Computations, Science Press, Bei-
jing, China, 2004.
[13] Y. Wei, A characterization and representation of the Drazin inverse, SIAM J. Matrix Anal. Appl. 17
(1996) 744–747.
[14] Y. Wei, A characterization and representation of the generalized inverse A(2)
T ,S
and its applications,
Linear Algebra Appl. 280 (1998) 87–96.
[15] H.J. Werner, On extensions of Cramer’s rule for solutions of restricted linear systems, Linear Multi-
linear Algebra 15 (1984) 319–330.
