G tests (Goudet et al., 1996) in DEMEtics (Gerlach et al., 2010) used 1,000 bootstraps to provide 95% confidence intervals and p-values for global and per-locus estimates of Jost's D (Jost, 2008) . Benjamini & Yekutieli's (2001) modified false discovery rate (FDR) method was chosen to adjust the significance threshold for pairwise F ST p-values because it better controls Type I (α) error than the original FDR approach of Benjamini & Hochberg (1995) without the loss of power to distinguish meaningful genetic differentiation that occurs with the overly conservative Bonferroni correction (Narum, 2006) .
Minimum oceanic distances between geographic samples were obtained using Free Map Tools (www.freemaptools.com), and isolation by distance tested using ISOLDE function (Rousset, 1997) in GENEPOP. NeEstimator (Do et al., 2014) used the LD method (Waples, 2006; Waples & Do, 2008) to estimate effective population sizes (N e ) . N e was measured for each geographic sample, although, because its estimation assumes populations are closed and non-continuous distributed (Waples & England, 2011; Neel et al., 2013) , results are generally unreliable when the spatial definition of populations and other demographic parameters are not already established (Wang, 2005; Neel et al., 2013) .
The LOCPRIOR setting used in STRUCTURE (Pritchard et al., 2000) effectively informs the model of which individuals constitute each spatial sample (i.e. basic sample groupings, rather than explicit data on spatial position or relative distances), and instead of an assumption that all possible partitions of K are equally likely, the clustering algorithm is therefore able to assert greater weight to assignments which correlate with sample groupings (Hubisz et al., 2009) . This improves the detection of population divergence but does not infer it when it is absent, since algorithms ignore the designation of samples where no correlations exist with genotype clusters (Hubisz et al., 2009 ). The analysis of molecular variance (AMOVA) conducted in ARLEQUIN (Excoffier & Lischer, 2010) used >16,000 permutations and was weighted by locus to account for missing data. Because groups of geographic samples reflected the cluster assignments inferred by Bayesian, AMOVA significance tests were ignored since these are biased by circularity (Meirmans, 2015) , as well as by the confounding effects of IBD (Meirmans, 2012) .
Analysis of Power
In POWSIM analyses ), Fisher's exact tests were used to examine genetic differentiation between subsamples because it provides a more stable estimator of α error and power than the alternative chi-square test, particularly when assessing multi-locus genotypes with skewed allele frequencies . POWSIM computations require an estimate of N e for the base population, which controls the generations of drift required to attain an expected level of differentiation, but which has a negligible effect on the statistical power obtained at that F ST . We compared two estimates of N e . The lower estimate was 2000, close to that estimated for the large Strömstad sample which should be low for the species as a result of historic overfishing (Vucetich et al., 1997; Kalinowski & Waples, 2002; Huserbråten et al., 2013 ). An upper N e of 10000 was tested for comparison, which was based on a typical N e / N CENSUS of 0.005 for highly fecund marine species (Frankham, 1995; Turner et al., 2002; Ovenden et al., 2007; Palstra & Fraser, 2012) and calculated via the estimated stock size for the Cornwall region (CEFAS, 2015) . The detection of overall differentiation featured 5000 subsample replicates per simulation of drift, and for pairwise differentiation it followed 1000 subsample replicates. 
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