Saliency prediction typically relies on hand-crafted (multiscale) 
Introduction
The visual world surrounding us is astonishingly complex. Yet, humans appear to perceive their environment and navigate in it almost effortlessly. One biological key strategy to reduce the computational load and bandwidth requirements is selective, space-variant attention. Effective attentional mechanisms guide the gaze of the observer to salient and informative locations in the visual field. Mimicking such a selective processing has been the subject of in- * Now at Xerox Research Centre Europe.
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Human eDN Judd CovSal Figure 1 . Saliency prediction example from the MIT300 challenge. Our model, Ensemble of Deep Networks (eDN), comes closest to human data on this benchmark; also shown are Judd and CovSal (ranked 2nd and 3rd, respectively).
tense research both in neuroscience [15] and in computer vision, where saliency-based preprocessing has found a wide applicability from image/video compression and quality assessment to object and action recognition. Early algorithms for saliency prediction typically followed the Feature Integration Theory [31] and fused together hand-crafted image features -such as orientation, contrast, color -extracted on multiple scales. These models differ in their approach to combine individual feature maps into one "master" map. Many approaches, including the classical Itti and Koch [14] model, compute normalized center-surround difference maps of the individual features and combine these using a weighting scheme. A more recent fusion scheme expresses feature conspicuity by the equilibrium distribution of a fully connected graph [10] .
Other approaches defined saliency in terms of information theory, e.g. by self-information [33] , information maximization [5] , or discriminant saliency that distinguishes target from null hypotheses [7] . Recently, spectrum-based methods demonstrated good performance despite low computational complexity [12, 11, 28] .
Finally, several data-driven algorithms have been proposed that use ML techniques to predict saliency. While Kienzle et al. [19] directly learned a classifier from fixated image patches, many authors learned the weights associated with a set of predefined features, e.g. [18, 34, 4] .
Recent improvements to the state of the art have been achieved mostly by incrementally adding more and more hand-tuned features to such existing models [18, 4, 22, 34] . For example, state-of-the-art performance on the MIT1003 eye-tracking benchmark is achieved by training a classifier on a combination of a large variety of both low-level and high-level features, including "object" detectors for cars, faces, persons, and the horizon [18, 4] .
More recently, however, image feature learning has gained momentum in the computer vision community, as a result of the approach's superior performance on several vision tasks ranging from scene classification to object and face recognition (e.g. [20, 24, 1] ). In the context of saliency, first attempts employed independent component analysis to learn V1-like features [5] for gaze prediction, whereas the authors in [29] learned high-level concepts in an unsupervised way from fixated image patches.
In this work, we explore the usefulness of such bioinspired hierarchical features to predict where people look in natural images. Our approach is structured as follows. We generate a large number of instances of a richlyparameterized bio-inspired hierarchical model family, and select those that are predictive of image saliency. The combination of several independent models should improve performance [27] , but a brute-force search for the best mixture is computationally prohibitive. Therefore, we use hyperparameter optimization [2, 3] to speed up the search both for individual models and their combinations and find a discriminative image representation for saliency. We then demonstrate that a simple linear classifier that operates on such representation outperforms the state of the art on the MIT1003 benchmark [18] . Moreover, these representations that were learned on MIT1003 generalize well to two other image saliency data sets, Toronto [5] and NUSEF [26] , despite their different image content. Additionally, we show that our model outperforms all 22 algorithms evaluated to date on the MIT300 saliency benchmark (see Figure 1 and [16] ). Our results demonstrate that a richer, automatically-derived base of hierarchical features can challenge the state of the art in saliency prediction.
In summary, we make several contributions to the field. First, we introduce hierarchical feature learning to the area of visual saliency, yielding state-of-the-art results on four benchmarks, including an independent third-party evaluation with a hidden test set. Furthermore, we implemented an automated approach to optimize hierarchical features for saliency prediction, as opposed to a more traditional use of hand-tuned features. Finally, we make publicly available the software to compute our saliency maps at http: //coxlab.org/saliency
Bio-inspired saliency features
We start by reviewing the broad class of biologicallyinspired visual representations that we use here and present adjustments to this architecture to suit the task at hand. We then outline ways to efficiently search this vast representation space for instances that are particularly discriminative for saliency. We combine these building blocks and describe our feature learning pipeline in Section 2.3.
Richly-parameterized multilayer visual representations
Typical saliency features are hand-tuned and have a loose connection to the architecture of biological visual systems. To derive more complex, biologically more plausible saliency features, we consider a broad class of bio-inspired hierarchical models [24] that has previously been shown to excel in various recognition tasks from face verification [24] and identification to object recognition [3] . These models belong to the more general class of convolutional neural networks [21] and, accordingly, have a hierarchical multilayer structure. Inspired by the organizational principles in the primate visual cortex, hierarchies are assembled from linear filtering and non-linear transformation stages.
More specifically, each network layer is comprised of a set of operations that correspond to basic mechanisms known to take place in the visual cortex. These operations are parameterized by a large number of architectural variables, hence, are highly configurable. We can here only give a very brief overview and refer the reader to [24, 25] for more details of exact layer layout, range of parameters, and a demonstration of the effectiveness of such representations in the context of face recognition. The set of operations:
1. Linear filtering by convolution with a bank of random uniform filters: 
Parameters: a l ∈ {3, 5, 7, 9}, exponent p l ∈ {1, 2, 10}, α downsampling factor 4. Local normalization by the activity of neighbors across space (b l × b l neighborhood) and feature maps k l :
where
, 1} controlling whether or not the local meanP l is subtracted, and
Any individual instantiation of this family of visual representations can contain an arbitrary number of layers that are stacked on top of each other. To constrain the computational complexity, we here consider only one-to three-layer (L1-L3) feature extractors (also called "models").
In the following, we describe our changes to generalize this architecture to the task of saliency prediction.
A major difference of this work is related to the general purpose of these features. The original approach aimed at obtaining a compact, fixed-size representation of an image that can then be fed into classifiers for a single, global decision (e.g. face identity). In contrast, here we seek localized representations of images. We keep the input image at high resolution and label individual pixels of the output feature map by their saliency.
Furthermore, the models in [24] were limited to grayscale input. Because of the importance of color in determining the saliency of a region we extend the models to multispectral input. Additionally, we also consider the YUV color space, which provides decorrelated luminance and chrominance channels (similar to the color space employed by the human visual system). YUV has been shown to give better results than RGB for saliency prediction (e.g. [28] ).
In addition to evaluating individual models, we augment our feature set by representation blending. By combining together multiple good representations one can take advantage of the structural diversity of the individual models in the blend. Such blending strategies have been shown to significantly boost performance [27, 24] .
Guided search for optimal saliency features
The guiding principle in the architectural design of the above model family was configurability. To allow for a great variety of feed-forward architectures, the model class is richly parameterized. Depending on the number of layers, models have up to 43 architectural parameters (see Sec. 2.1). The performance of any single model instantiation may range from chance to state-of-the-art performance depending on parameter configurations. To find good representations for a specific task, we perform a large-scale search over the space of all possible model candidates, which are cross-validated on a separate screening set.
In principle, models can be drawn entirely randomly. Indeed, random search was found to be an effective approach to search for particularly discriminative representations for recognition tasks [24] . However, for large enough problems, random search is still prohibitively computationally expensive. For example, in [24] , "good" representations were found only after an exhaustive search of almost 13,000 models. Therefore, the model search should not be random but guided towards better regions of the parameter space. Recently, automated hyperparameter optimization [2, 3] was proposed to use Bayesian optimization methods to guide search in a large parameter space. In an object recognition scenario, these optimization algorithms achieved the same results as an exhaustive random search algorithm, in a fraction of the time required by random search [3] . Here, we use the publicly available toolbox of Bergstra et al. [3] to more efficiently search the vast bioinspired model space for optimal saliency features. This method involves defining (i) a search space (as an expression graph) and (ii) a loss function to be minimized. In addition to a description of the bio-inspired model class, the search space also contains the hyperparameters of classifiers, such as the strength of regularization. The loss function we use is defined in the next section.
Feature learning pipeline
To evaluate the performance of our biologically-inspired representations, we follow the standard saliency learning pipeline of Judd et al. [18] . This offers a standardized way to evaluate new features and makes our approach directly comparable with the baseline method of [18] .
Saliency prediction is formalized as a supervised learning problem. A training set of salient (i.e. the positive class) and non-salient (negative class) image regions is obtained from ground-truth empirical saliency maps (also called fixation density maps) derived from real eye movement data. For each image in the training set, we randomly pick 10 salient samples from the top 20% salient regions and 10 non-salient samples from the bottom 70% salient areas of the empirical saliency map. At these selected locations, features are extracted from the image and normalized (over the entire training set) to zero mean and unit variance. Finally, the labeled feature vectors are fed into an L2-regularized, linear, L2-loss SVM, which is trained to predict for each location in a new test image its probability of fixation (see Fig. 2 ).
To search for good representations for saliency prediction, we consider a subset of 600 images of the MIT1003 eye movement data set [18] , and perform model search on this set. To estimate the prediction error, we perform 6-fold cross-validation. In the testing phase, we consider the continuous output w T x + b of the SVM. By thresholding these continuous saliency maps, image regions above the threshold are classified as salient. A systematic variation of the threshold leads to an ROC curve; the loss function to be minimized by the hyperparameter optimization algorithm (Sec. 2.2) is then 1-AUC (i.e. the Area Under the ROC Curve). Note that both the architectural and learning parameters (parameter C of the linear SVM) were tuned simulta- neously by hyperparameter optimization.
To identify those instances (or combinations thereof) of the above described bio-inspired model family that successfully predict image saliency, we adopt a two-step search procedure. First, we search for well-performing individual L1, L2, and L3 models, keep these and perform another search for optimal combinations of these selected models. Our final saliency model is an ensemble of individual models, hence the name Ensemble of Deep Networks (eDN).
In the first screening stage, we independently screened approximately 2000 L1, 2200 L2, and 2800 L3 models on RGB input. For the sake of comparison, a fraction of these models was screened with random search (∼1200 L2 and ∼2400 L3 models) and the rest with the more efficient guided search (Sec. 2.2). We partially rely on random search, because the best configurations returned by this type of search tend to be less correlated than those found by guided search. The rationale is that a greater diversity in individual models may have a positive effect on the performance of model blends.
In addition, we separately screened about 1900 L1, 1700 L2, and 1900 L3 models on YUV input. Of these, about 600 L3 models were drawn randomly.
In the second search stage, we selected 5 to 10 topperforming models from each model class (a class being defined by the number of layers, the input color space, and the type of screening), and screened unconstrained combinations of up to 8 of these models. The best ensemble was found after around 1000 trials and consists of 6 architecturally diverse models: three L3-RGB models found with random search, and one L2-YUV and two L3-YUV models found with guided search. We note that other combinations, including those with L1 models, were also found among top-performing results. Fig. 3 shows example outputs of individual models and the optimal blend. The entire screening was performed on a large CPU cluster and took approximately 1 week. 
Center bias and smoothness
Several studies have pointed out that gaze is biased to the image center (often irrespective of the center features). More and more models explicitly incorporate this bias (e.g. [17, 32] ). We follow [18] and extend our learned features with a simple 1-D measure of the distance of each pixel to the image center. Because some reference models do not account for this bias, for a fair comparison, we incorporate the same distance-to-center feature in these models as well. In addition, we report results also without this center feature. However, it should be noted that some algorithms already have an implicit center bias due to border effects.
As a final step, saliency maps are often smoothed to bet-ter match the distribution of eye movements [17] . We determine the optimal Gaussian blur level (σ=30px) through cross-validation on a subset of the training set.
Evaluation: eye movement prediction
Because of the tight link between saliency, attention, and eye movements, saliency models are typically evaluated in terms of how well they predict human gaze in natural scenes. We follow the same approach here.
Data sets
Feature search and performance evaluation were conducted on the MIT1003 [18] data set. To test the generalizability of the model, we use three additional benchmarks, Toronto [5] , NUSEF [26] , and MIT300 [16] .
The MIT1003 data set [18] consists of 1003 images and the eye movement data of 15 observers who free-viewed these images. Because the feature search stage used 600 of these images for training, the remaining 403 served as test images. The Toronto benchmark [5] contains eye movement data from 20 subjects watching 120 images. It is considered a "hard" data set due to the lack of particularly salient regions (such as faces/people). The recently proposed NUSEF [26] is made up of 758 semantically-rich images including affective content (expressive faces, nudes, unpleasant concepts). A total of 75 observers viewed parts of the image set. We here only consider the publicly available part (441 images).
Finally, for an independent evaluation, we submitted our model for third-party evaluation on the MIT300 saliency benchmark [16] . This set consists of 300 images viewed by 39 observers whose gaze data is not public. To date, 23 saliency models have been evaluated on this platform.
Evaluation protocol
We follow the evaluation procedure outlined in Sec. 2.3. In addition to ROC analysis, for the sake of comprehensiveness, we consider three other common evaluation metrics: the Earth Mover's Distance (EMD, in the context of saliency see [34] ), Normalized Scanpath Saliency (NSS) [23] , and a similarity score [17] .
As reference for comparisons, we consider 11 stateof-the-art saliency algorithms: GBVS [10] , the multiscale quaternion DCT signature on YUV input (denoted ΔQDCT) [28] , Judd [18] , AWS [8] , CovSal [6] (with covariances + means), Tavakoli [30] , AIM [5] , Goferman [9] , ICL [13] , Image Signature (with LAB color space) [11] , and Boost [4] , all with default parameters. This selection is based on the top-performing models from two recent and comprehensive reviews/taxonomies [4, 16] .
To estimate the effective performance range, we used two control measures. First, we computed "leave-one-sub- Table 1 . AUC scores of best individual models and the optimal ensemble of top models on MIT1003. Performance increases with model complexity (i.e. # layers) and the use of YUV. The optimal ensemble of Deep Networks (also found through automated screening) gives highest performance. No center bias at this point.
ject-out" empirical saliency maps and used these to predict the eye movements of the left-out viewer. Since people are still the best predictors of where other people look, this measure constitutes an upper bound for prediction. Our lower bound comes from the above-mentioned center bias (e.g. [32] ): a simple measure based on the distance of each pixel to the image center predicts eye movements well.
Results on the MIT1003 benchmark
First, we analyzed individual model performance by systematically varying two meta-parameters: the number of layers in each model (1, 2, or 3) and the input color space (RGB or YUV). Performance (AUC) of the best classspecific models is shown in Table 1 . Consistent with expectations, performance increases with model complexity (L1 < L2 < L3), i.e. models with more layers achieve higher invariance. Confirming previous findings, use of the YUV color space gives significantly higher prediction performance than RGB. For the choice of the search algorithm, guided search not only is more efficient than random search (360 iterations give better results than 2400 w/o guidance) but also exceeds the best random search performance.
The most significant performance boost is achieved with ensembles of multiple good representations (see Table 1 , eDN). In contrast to [25] , however, blends are not limited to the combination of the top models, but derived -again in an automated fashion -through guided screening. Blending is so beneficial because combinations take advantage of the diversity of individual models. This explains why individually weaker models (such as L3-RGB or L2-YUV) are also represented in the best blend. One aspect of diversity is the scale on which individual models operate. From the combination of multiple models tuned to different scales, a multiscale model emerges.
Performance of the various saliency algorithms (baselines, controls, and our best blend) is summarized as averages over all MIT1003 test images in the top part of Table 2 . eDN outperforms all individual saliency algorithms for all four metrics. A small further performance gain (for AUC and EMD) can only be achieved by Boosting [4] , i.e. optimally blending many top-performing algorithms from this Table 2 . Performance of saliency algorithms -with (w/ C) and without (w/o C) center bias -on the MIT1003, Toronto, and NUSEF benchmarks for four metrics: AUC, similarity (sim), Normalized Scanpath Saliency (NSS) (the higher the better for all three) and EMD (lower better). Feature search only used AUC as objective function. eDN outperforms individual models on MIT1003, on which features and classifier are learned. A small further improvement can only be achieved by blending multiple individual top-performing algorithms (see Boost [4] and Boost+eDN). eDN generalizes well to Toronto and NUSEF, despite their different image content. Small border artifacts (due to repeated filtering) make eDN inherently biased to the center -hence the performance advantage in "w/o C" case. Table 2 ). Many image processing steps used in saliency computations introduce border artifacts (see [33] for a detailed analysis of several algorithms). Because of repeated filtering across multiple layers, our saliency maps suffer from some border effects as well. Hence, similarly to GBVS, even our non-centered maps ("w/o C" in Table 2 ) are still implicitly biased to the center and have a performance advantage.
Example saliency maps for our algorithm and some reference methods are shown in Fig. 4. 
Generalization to other data sets
To assess how well our learned features generalize to other data sets, we first evaluated them on the Toronto and NUSEF benchmarks. Results are shown in Table 2 (lower part). Despite being trained on a different data set, eDN outperforms the state-of-the-art approaches. This is surprising, considering the significant database-specific differences in image content. NUSEF was deliberately created to investigate semantics-driven attention to affective content. Conversely, Toronto lacks particular regions of interest (people, faces), so that gaze is less coherent across viewers. Finally, on the MIT300 saliency benchmark, our model achieves 0.8192 AUC (0.5123 similarity and 3.0129 EMD), slightly better than the second best model of Judd et al. with 0.811 AUC (0.506 similarity and 3.13 EMD) -see [16] .
Discussion and conclusion
Hierarchical feature learning has become a common approach in computer vision, but has not been adequately explored in the context of saliency prediction. Here, we addressed this issue and efficiently searched a large pool of richly parameterized neuromorphic models for those representations that are discriminative for saliency. Through automated representation blending, we assembled powerful combinations of diverse multilayer architectures that outperform the state of the art. In notable contrast to topperforming hand-tuned models, our approach makes no assumptions about what lower-level features (color, contrast, etc.) or higher-level concepts (faces, cars, text, horizon) attract the eyes. Instead, we allow the hierarchical models to learn such complex patterns from gaze-labeled natural images (e.g. see top row in Figure 4 ). We believe our integrated and biologically-plausible approach is therefore conceptually cleaner and more generic than approaches that rely on domain-specific hand-crafted features. Although trained only on part of the MIT1003 benchmark, our representations generalize well to three other eye movement data sets, in spite of their different image content. Despite the large size of the model space (i.e. the model family is as inclusive as possible), good candidates are found quickly (within a couple of hundred trials) through novel hyperparameter optimization algorithms.
Our results show that methods employing rich, automatically-derived feedforward representations can challenge the state of the art in the field of saliency prediction.
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Human eDN Judd GBVS Boost AWS AIM Figure 4 . Sample images from MIT1003 [18] with ground truth (Human), proposed (eDN) and reference saliency maps. Saliency maps were histogram-matched to the corresponding fixation density map for visualization. eDN maps are more consistent with human maps.
