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1. INTRODUCTION
The primary goal of tomography is the nondestructive determination of
the internal structure of a physical object. One means of accomplishing
this is by illuminating that object with radiation and measuring the
transmitted radiation. Ideally, from this data one determines the product
of the material density and the material absorption cross section. This
quantity is sometimes referred to as the macroscopic cross section, al-
though often the modifier ‘‘macroscopic’’ is omitted when the meaning is
Ž .clear. The expression mass attenuation coefficient is frequently used.
Because in our applications the material density is the quantity of greatest
interest, it is often helpful to think of the macroscopic cross section as the
tomographic density. We shall use the terms cross section, macroscopic
cross section, and tomographic density more or less interchangeably.
Ideally, the tomographic density would be found at every point of the
object. This, of course, is impossible because of limitations on the number
Ž .of views available, the total amount of radiation possible or tolerable ,
data errors in the detectors measuring the emergent radiation, etc. As a
result, one settles for finding the tomographic density of small elements
known as ‘‘pixels’’ in two dimensions and ‘‘voxels’’ in three dimensions, the
cross section being assumed constant on any such element. Obviously, one
attempts to take the pixels or voxels as small as possible, but the number
of views, data errors, etc., provide constraints.
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The research to be described in this paper was inspired by the possibility
of using gamma-ray tomography in airport surveillance. There, a high
resolution tomographic picture is not possible because of time limitations,
detector size, etc. However, an accurate image of a possible explosive
device hidden in luggage is often not needed. The average material density
Ž .of an explosive agent over a fairly large region may suffice to determine
if a piece of luggage is suspect.
One might argue that the usual tomographic analysis could be used,
merely choosing ‘‘large’’ pixels or voxels. However, this would require
assuming the cross section to be constant over such regions, often quite a
drastic assumption. The method to be presented, which we call meta-
tomography, involves finding directly the integral of the tomographic den-
sity over a given subregion of the object under study. We shall refer to this
integral as the tomographic mass of that subregion.
Intuitively, one anticipates that because one seeks only ‘‘gross’’ features
of the object under study, satisfactory information should be obtainable
with relatively larger data errors, fewer views, etc., than are required in
classical tomography. In this report we investigate some of these matters.
The general method may be important in applications beyond the one of
current interest. For example:
Ž .i In medical applications, it is usually desirable to keep the total
radiation dose low. Meta-tomography may allow preliminary examination
of organs of interest using ‘‘quick’’ scans, to be followed by more focused
radiation if suspicious areas are found.
Ž .ii Meta-tomography does not require that the subregions be large.
It may be applied to small pixels and voxels, and hence provides an
apparently new way of approaching classical tomography.
Ž .iii In the final equation, the data errors appear in an especially
simple way, allowing a relatively easy analysis of the effects of these errors.
This report consists of four parts. The first is a semi-rigorous and
somewhat abstract presentation of the basic idea, which involves the
application of a fairly simple, but not well-known, result from functional
analysis to the general problem described above.
The second part is a quite detailed investigation of a rather specific
problem. Actually, we use the model employed by Cormack in his original
 work 1 . Detailed formulas which can be used in computations are
derived.
The third part is simply a summary of the preceding one. It is for the
convenience of the reader whose primary interests are computational and
who prefers not to have to ‘‘wade’’ through the analytical details in order
to locate needed formulas. This presentation is thus almost algorithmic.
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In the last part, we present a preliminary numerical study on a phantom
consisting of four circles, two of which overlap. Data are generated
numerically and then are contaminated with various errors. The tomo-
graphic masses are computed using the algorithms developed in this paper.
The results are very promising. A surveillance problem is then mimicked
for a different phantom, using mildly contaminated data. Results are
compared with those obtained by classical tomography and demonstrate
the apparent superiority of the new method.
2. THE BASIC IDEA
2.1. An Abstract Presentation
The classical tomography problem may be summarized in the equation
Kf g . 2.1Ž .
Here K is usually a linear operator represented as an integral or a matrix,
or a set of integrals or matrices, g is the known data, and f represents the
Ž . Ž .unknown function s or vector s describing the material properties being
Žsought. In the context of the introduction, f is essentially the tomographic
. Ž .density. Usually one tries to solve 2.1 for f.
Suppose we are content with some property of f , such as its average
value, its second moment, or the like. Thus in general, we are seeking
Ž .some linear functional I of f. For an appropriate inner product . , . ,
I f ,  2.2Ž . Ž .
where  is a specified function or vector. Obviously, I can be found by
Ž .solving 2.1 and then carrying out the inner product. However, there is
sometimes an easier way.
Suppose that the operator K has an adjoint, K. For example, if K is a
 Žreal matrix, then K is simply its transpose. If K has no adjoint, the
. method we are about to describe cannot be employed. If K exists then
K ,    , K . 2.3Ž . Ž . Ž .
We now solve for  the new problem
K  , 2.4Ž .
Ž .where  is as in 2.2 . Again, for K a nonsingular square matrix the
solution  always exists uniquely. For more general operators K the
solution may not exist or be unique.
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Ž Ž .. Ž . Ž . Ž .Recall that we seek I e.g., 2.2 . Using 2.4 , 2.3 , and 2.1 we get
I f ,   f , KŽ . Ž .
 Kf , Ž .
 g ,  . 2.5Ž . Ž .
A question immediately arises: What have we gained? It appears that
Ž . Ž .solving 2.4 involves at least as much labor as solving 2.1 . However,
suppose we know g only with error, as is the case if g represents
Ž .tomographic data. Solving 2.1 directly provides an erroneous fperhaps
ery erroneous, depending on the properties of K. Moreover, the exact
nature of those errors in f will not be easy to determine.
Ž .However, consider 2.4 . Here  is assumed to be specified exactly. Thus
Ž . can be determined quite accurately. Although I g,  is still in error,
the nature of that error is clear. Write g g   where g is the truet t
value of g and  is the error in g. Then
I g ,   g   ,   g ,    , Ž . Ž . Ž . Ž .t t
 I   ,  , 2.6Ž . Ž .t
where I is the true value of the quantity of interest. If one has at
knowledge of  , the effect on I is clear.t
This overall approach has another advantage. Suppose one has many
Ž .sets of data, g , g , . . . , g and desires the values f ,  , j 1, 2, . . . , n.1 2 n j
Clearly, a single solution  is needed, for
f ,   g ,  . 2.7Ž . Ž .Ž .j j
Ž   .The derivation given here first appeared in 2 .
2.2. A More Specific Problem
To see how the preceding section can be used in tomographic applica-
Ž .tions, consider the two-dimensional case so that f f x, y is the two-di-
mensional tomography density. If we are seeking the tomographic mass of
a subregion G as described in Section 1 we must find
M  f x , y dx dy. 2.8Ž . Ž .H HG
G
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This can be written as
 
M  f x , y 	 x , y dx dy , 2.9Ž . Ž . Ž .˜H HG G
 
where
1 if x , y G,Ž .
	 x , y  2.10Ž . Ž .˜G ½ 0 if x , y G.Ž .
Ž . Ž .In turn, if by the inner product of  x, y and  x, y we mean
 
 ,    x , y  x , y dx dy , 2.11Ž . Ž . Ž . Ž .H H
 
Ž .then 1.9 can be rewritten as
M  f , 	 . 2.12Ž .Ž .˜G G
Ž .Notice that the quantity I of 2.5 is now M while  has become 	 .˜G G
Thus the ideas of the previous section apply directly to meta-tomography.
3. A DETAILED ANALYSIS OF THE CORMACK MODEL
3.1. A Reiew of the Cormack Model
We assume that the object under study is a two-dimensional region D
lying within a unit circle. Parallel beam radiation falls on D and suffers
only absorption. The emergent beam is measured by detectors placed
Ž .along the line L see Fig. 1 . A point in the unit circle is defined by
Ž .ordinary polar coordinates r, 
 . A point at the terminus on L of a
Ž . Ž .particular ray is specified by p,  , p	 0, 0
  2 . Writing f r, 
 as
Ž .the tomographic density with f 0 for points outside of D we find that
the response of the detector on L to the radiation provided by the ray
Ž . Ž  .p,  is see 1
1 1ln g p ,   f r ,  cos prŽ . Ž .˜ Ž .H
p
r dr
1f r ,  cos pr , 3.1Ž . Ž .4Ž .
2 2'r  p
Ž . Žwhere g p,  is measured data on L. We shall usually normalize in such˜
Ž .a way that ‘‘stray’’ constants are unity. Thus 3.1 is valid when the
.intensity of incident radiation is one unit.
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FIG. 1. The coordinate system.
Now we formally write

i kg p ,   ln g p ,   g p e , 3.2aŽ . Ž . Ž . Ž .˜ Ý k
k

i k
f r , 
  f r e . 3.2bŽ . Ž . Ž .Ý k
k
  Ž . Ž . Ž .Proceeding as in 1 we substitute 3.2a and 3.2b into 3.1 and find
eventually
r1
g p  2 T pr f r dr ,Ž . Ž . Ž .Hk k k2 2p 'r  p
k . . . ,2,1, 0, 1, 2, . . . . 3.3Ž .
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Ž . Ž  .Here T x is the Chebyshev polynomial of order k defined by see 3k
1  cos k cos x , x 
 1,Ž .
T x  3.4Ž . Ž .k 1½  cosh k cosh x , x  1.Ž .
Now define
0, r
 p ,
rK p , r  3.5Ž . Ž .k 2T pr , p r
 1,Ž .k 2 2 'r  p
Ž .so that 3.3 becomes
1
g p  K p , r f r dr , 3.6Ž . Ž . Ž . Ž .Hk k k
0
or, in abbreviated notation,
g  K f . 3.7Ž .k k k
Ž .The straightforward tomographic approach consists of solving 3.7 for
Ž .f , and then substituting in 3.2b .k
3.2. The Operators K and K
To apply the method of meta-tomography, we need to discuss the
 Ž . Ž .operator K and its adjoint K . Using 3.2a and 3.7 we find

i kg p ,   K f e . 3.8Ž . Ž .Ý k k
k
Symbolically,
g Kf . 3.9Ž .
Ž .It can be shown that 3.9 may be written in the form
1 2
g p ,   K p ,  ; r , 
 f r , 
 r dr d
 . 3.10Ž . Ž . Ž . Ž .H H
0 0
Ž .Fortunately, the exact expression for K p,  ; r, 
 is of no great interest.
We proceed to find the adjoint of K. It is reasonable to anticipate that
K will somehow involve the adjoints K. Fortunately, the latter arek
Ž  .known see 4 ,
r r
K  2 T pr  dp. 3.11Ž . Ž .Hk k 2 20 'r  p
FABER, WING, AND ZAHRT102
Observe that K operates on functions of p and yields functions of r.k
 Ž .Similarly, K will operate on functions of p,  and yield functions of
Ž .r, 
 . Suppose q is an ‘‘arbitrary’’ function of p and  ,

i kq p ,   q p e . 3.12Ž . Ž . Ž .Ý k
k
We conjecture that

  i k
K q K q e , 3.13Ž .Ý k k
k
provided we employ the inner product
1 2
 r , 
 ,  r , 
   r , 
  r , 
 dr d
 . 3.14Ž . Ž . Ž . Ž . Ž .Ž . H H
0 0
ŽNote the absence of the factor r which might have been expected. Thus,
instead of the area element r dr 
 we must use just dr d
 . The overbar
.denotes the complex conjugate.
Ž .To see that 3.13 does indeed provide the adjoint of K we let s be an
Ž .arbitrary function of r, 
 ,

i k
s r , 
  s r e , 3.15Ž . Ž . Ž .Ý k
k
and compute
 
  i k
 i k
K q , s  K q e , s eŽ . Ý Ýk k kž /
k k
 
2 1  i k
 i k
 K q e s e dr d
 . 3.16Ž .Ý ÝH H k k k½ 5 ½ 5
0 0 k k
The terms K q and s depend only upon r. Using the orthogonality ofk k k
the functions eik
 we find

1 K q , s  2 K q s drŽ . ÝH k k k
0 k

1  2 K q s drÝ H k k k
0k

² : 2 K q , s , 3.17Ž .Ý k k k
k
META-TOMOGRAPHY 103
² :where we use  ,  to denote the inner product of functions of one
variable:
1² : r ,  r   r  r dr . 3.18Ž . Ž . Ž . Ž . Ž .H
0
Ž Ž ..Using the fundamental property of the adjoint operator see 2.3 we can
Ž .rewrite 3.17 as

 ² :K q , s  2 q , K s . 3.19Ž . Ž .Ý k k k
k
Ž .Now we compute q, Ks . Using the same kind of manipulation as those
above we find

² :q , Ks  2 q , K s . 3.20Ž . Ž .Ý k k k
k
Ž . Ž . Ž .Clearly 3.19 and 3.20 agree and so 3.13 does indeed provide a valid
 Ž .adjoint K . Whether it is the only adjoint we shall not discuss.
3.3. Some Properties of Kk
 The operator K has quite reasonable properties, as shown in 1 .k
Unfortunately, some of the properties of K are less pleasant.k
Consider the problem of solving the integral equation
  K 3.21aŽ .k k k
r r pŽ .k
 r  2 T pr dp. 3.21bŽ . Ž . Ž .Hk k 2 20 'r  p
Ž Ž . .That this problem will probably arise is suggested by 2.4 . Rewrite
Ž .3.21b as
T w  rwŽ . Ž .1 k k
 r  2 r dw. 3.22Ž . Ž .Hk 2'0 1 w
Ž .If  is a function at all well behaved, we must clearly have  0  0.k k
Ž .Thus for 3.21b to have a reasonable solution, the left side must appar-
ently vanish at zero.
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Ž .Next, we ask if the solution of 3.21b is unique. Consider the right side
Ž . Ž . jof 3.22 when  s  s , j a positive integer,k
T w r jw j dwŽ .1 k
I  2 rHj , k 2'0 1 w
w jT w dwŽ .1 kj1 2 r . 3.23Ž .H 2'0 1 w
The polynomials T are even or odd depending on the parity of k. Supposek
j k is even. Then
w jT wŽ .1 kj1I  r dw. 3.24Ž .Hj , k 2'1 1 w
Ž .But the T ’s are orthogonal on 1, 1 with the weight functionk
Ž 2 .121 w . Thus if j k, j k even, we have
I  0. 3.25Ž .j , k
For example, I  I  I  I  0, etc.0, 2 1, 3 0, 4 2, 4
Ž .That is, for k	 2 there are one or more functions  , where j j k ,j
such that
K  0. 3.26Ž .k j
 Ž .Thus for k	 2, K has a null space. Any solution  of 3.21a is notk k
Žunique if k	 2 for    is also a solution. Note that it is not assertedk j
that we have found all of the null space for K. We may have found only ak
.part of it.
Ž .This observation is distressing since it suggests that the solution to 2.4
Ž .is not unique and so the value of the functional I 2.5 may not be well
determined. Obviously, this matter must be resolved.
Before proceeding, we should examine the apparently special cases
Ž . Ž .k 0 and k 1. We first observe that T w  1 and T w  w. From0 1
Ž .3.21b we get
r  sŽ .0
 r  2 r ds, 3.27aŽ . Ž .H0 2 2'0 r  s
and
r s sŽ .1
 r  2 ds. 3.27bŽ . Ž .H1 2 2'0 r  s
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These are classical Abel integral equations whose solutions are known to
   be unique 5 . Thus K and K have no null spaces.0 1
Analytic expressions exist for the solution to the classical Abel equation.
Ž .Cormack has given an analytic solution for 3.21b . It is now clear that this
analytic solution is not the only one if k	 2.
3.4. The Insensitiity of the Tomographic Mass to the Existence of the
Null Space
Ž .We first write the tomographic mass M , 3.12 , in the form appropriateG
to the coordinate system being used,
M  f r , 
 r dr d
Ž .H HG
G
1 2
 f r , 
 	 r , 
 dr d
 , 3.28Ž . Ž . Ž .H H G
0 0
where
r , if r , 
 G,Ž .
	 r , 
  3.29Ž . Ž .G ½ 0, otherwise.
Ž .Using the inner product defined by 3.14 we find
M  f , 	 . 3.30Ž . Ž .G G
Now, following the general ideas outlined in Subsection 2.1, we define
Ž .Q p,  by the equation
KQ 	 , 3.31Ž .G
so that, in the usual way,
M  f , KQ  Kf , QŽ . Ž .G
 g , Q , 3.32Ž . Ž .
Ž .by 2.2 . But Q is not unique. Define
Q Q  , 3.33Ž .1
 Ž .where  is in the null space of K . Thus, Q also satisfies 3.31 . Define1
M Ž1. f , 	  f , KQŽ . Ž .G G 1
 f , K Q Ž .Ž .
 f , KQ K  f , KQŽ . Ž .
 Kf , Q  g , Q . 3.34Ž . Ž . Ž .
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Therefore, M Ž1.M . The null space of K has no effect on theG G
tomographic mass!
Ž .Thus in computing M we may use any valid solution of 3.31 . This willG
be discussed further in Section 4.
3.5. The Computation of the Tomographic Mass
It is now desirable to find an expression for M which lends itself toG
computation. We first need an expression for Q. Write

i kQ p ,   Q p e . 3.35Ž . Ž . Ž .Ý k
k
Ž .From 3.13 we find

  i k
K Q K Q e . 3.36Ž . Ž .Ý k k
k
Setting

i k
	 r , 
  	 r e 3.37Ž . Ž . Ž .ÝG k

Ž .we find from 3.31 that
	 r  KQ . 3.38Ž . Ž .k k k
Ž .Using 3.2a and the manipulations of Subsection 3.2 we discover

² :M  2 g , Q . 3.39Ž .ÝG k k
k
This result is clean but somewhat deceptive. Not only is Q not unique,k
Ž .but also it is known only as the solution of 3.38 , an integral equation of
 the first kind 4 . We shall delay further discussion of the problem of
Ž .solving 3.38 until Section 4.
3.6. A Special Subregion G
Although all of the preceding arguments pertain to quite arbitrary
Ž .subregions G, the expansion 3.37 simplifies if we choose G with the
Ž .r, 
 coordinate system in mind. We select G as the set
G 0
 r 
 r
 r 
 1; 0
 
 
 

 
 
 2 . 3.40Ž . Ž .1 2 1 2
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Clearly special choices of r , r , 
 , and 
 yield the whole circle, angular1 2 1 2
wedges, annuli, or annular sectors. For convenience, we shall refer to all of
these subregions generically as annular sectors. Clearly
r , for r 
 r
 r , 
 
 

 
 ,1 2 1 2	 r , 
  3.41Ž . Ž .G ½ 0, otherwise.
Thus
1 2 i k
	 r  	 r , 
 e d
Ž . Ž .Hk G2 0
 rŽ . 
2 i k
 e d
H2 
1
 rŽ . i k
 i k
1 2 e  e , k 0, 3.42aŽ . Ž .
2 ki
and
 rŽ .
	 r  
  
 3.42bŽ . Ž . Ž .0 2 12
where
r , r 
 r
 r1 2 r  3.43Ž . Ž .½ 0, otherwise.
Ž .Thus 3.38 becomes
 rŽ .
 k
 i k
1 2K Q  e  e , k 0, 3.44aŽ . Ž .k k 2 ki
 rŽ .
K Q  
  
 . 3.44bŽ . Ž .0 0 2 12
Matters are simplified if we make use of the linearity of the operators
K and definek
ei k
 1  eik
 2Ž .ˆQ p Q p , k 0, 3.45aŽ . Ž . Ž .k k 2 ik

  
Ž .2 1ˆQ p Q p . 3.45bŽ . Ž . Ž .0 2
Thus, for all k,
 ˆK Q   r . 3.46Ž . Ž .k k
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Ž .Care is now called form. From 3.44a , it is clear that Q is complex fork
Ž . Žk 0. Therefore, in 3.39 the complex inner product must be used. Of
.course, the terms g are also complex, in general. However, we noticek
ˆ Ž .that Q can be taken to be real and so, from 3.45ak
Q p Q p . 3.47Ž . Ž . Ž .k k
Also, because g is real
2 i k2 g p  g p ,  e dŽ . Ž .Hk
0
2 i k g p ,  e dŽ .H
0
 2 g p . 3.48Ž . Ž .k
These observations suggest coupling terms of indices k and k. There-
fore, we study for k 0,
² : ² :R  g , Q  g , Qk k k k k
² : ² : g , Q  g , Qk k k k
² : 2 e g , Q 3.49Ž .k k
Ž Ž ..so that see 3.39
 
² : ² : ² :M  2 g , Q  2 R  2 g , Q  4  e g , Q .Ý ÝG 0 0 k 0 0 k k
k1 k1
3.50Ž .
² :It is desirable to find a more explicit expression for g , Q . Writek k
1 2  g p  g p ,  cos k i sin k dŽ . Ž .Hk 2 0
 g c p  ig s p , 3.51Ž . Ž . Ž .k k
where the g c and g s are the k th cosine and sine coefficients of g.k k
Ž .From 3.45a
Qˆ pŽ .k
Q p  sin k
  sin k
  i cos k
  cos k
 .Ž . Ž . Ž .k 1 2 1 22 k
3.52Ž .
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Thus
1² :g , Q  g p Q p dpŽ . Ž .Hk k k k
0
1 1 c s g p  ig pŽ . Ž .H k k2 k 0
ˆQ p sin k
  sin k
  i cos k
  cos k
 dpŽ . Ž . Ž .k 1 2 1 2
1 1 c ˆ g p Q p sin k
  sin k
 dpŽ . Ž . Ž .H k k 1 22 k 0
1 1 s ˆ g p Q p cos k
  cos k
 dpŽ . Ž . Ž .H k k 1 22 k 0
i 1   . . . dp. 3.53Ž .H2 k 0
Therefore
1 1 s ˆR  cos k
  cos k
 g p Q p dpŽ . Ž . Ž .Hk 1 2 k k k 0
1 1 c ˆ sin k
  sin k
 g p Q p dp. 3.54Ž . Ž . Ž . Ž .H1 2 k k k 0
After a bit of trigonometry, we get finally
2 k k 1 s ˆR  sin 
  
 sin 
  
 g p Q p dpŽ . Ž . Ž . Ž .Hk 2 1 2 1 k k½ k 2 2 0
k 1 c ˆcos 
  
 g p Q p dp . 3.55Ž . Ž . Ž . Ž .H2 1 k k 52 0
Only the trivial case k 0 must still be considered. We find
1² :g , Q  g p Q p dpŽ . Ž .H0 0 0 0
0

  
Ž . 12 1 ˆ g p Q p dp. 3.56Ž . Ž . Ž .H 0 02 0
Ž . Ž .Equations 3.55 and 3.56 provide all the necessary ingredients for the
Ž .evaluation of M by 3.50 .G
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3.7. The Tomographic Mass of an Annulus
Ž . Ž .Equations 3.55 and 3.56 reveal that the tomographic mass of an
entire annulus, 
  0 and 
  2 , r 
 r
 r , is given very simply.1 2 1 2
Clearly,
R  0, 3.57Ž .k
and
1 ˆ² :g , Q  g p Q p dpŽ . Ž .H0 0 0 0
0
MA , 3.58Ž .
2
where we have written G A.
Ž .Recall that the solution to 3.46 when k 0 is unique. It is given by
Ž  .see 5
p1 d  rŽ .
Qˆ p  dr . 3.59Ž . Ž .H0 2 2 dp 0 'p  r
ˆŽ Ž ..Because of the simple structure of  see 3.43 the value of Q is easily0
obtained
0, p
 r , 1
1 p
, r  p
 r ,1 22 2 'p  r 1Qˆ p  3.60Ž . Ž .0
p 1 1
 , r  p.2½ 52 2 2 2 ' 'p  r p  r1 2
Thus
p p1 1
M  2 g p dp 2 g p dp. 3.61Ž . Ž . Ž .H HA 0 02 2 2 2r r' 'p  r p  r1 21 2
For the whole circle, AC , we have r  0, r  1, so that1 2
1
M  2 g p dp. 3.62Ž . Ž .HC 0
0
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4. A SEMI-ALGORITHMIC SUMMARY
We give here a summary of the pertinent results obtained in the
foregoing. We refer to the presentation as ‘‘semi-algorithmic’’ because the
order of calculations, the basic solution schemes, the choice of discretiza-
tions, etc., are by and large left to the reader. Treatment of just the
annular sector case is discussed.
Attention must first be called to the symbol meanings. The coordinates
Ž . Ž .r, 
 and p,  can be obtained from Fig. 1. In our notation 0
 r
 1,
0
 
 2 , 0
 p
 1, 0
  2 .
Ž .i Define the annular sector A of interest by choosing r , r , 
 , 
 ;S 1 2 1 2
r 
 r
 r , 
 
 

 
 .1 2 1 2
Ž . sŽ . cŽ .ii Find the Fourier sine and cosine coefficients g p and g p ,k k
Ž .of the data function g p,  . Because g is probably known at only discrete
˜Ž .values of p,  there will only be a finite number k of these coefficients.
ˆ  ˆŽ .iii Solve for Q the equations K Q   ,k k k
ˆr p rQ pŽ .k ˜2 T dp  r , k 0, 1, . . . , k 4.1Ž . Ž .H k ž / 2 2r0 'r  p
r , r 
 r
 r1 2 r  4.2Ž . Ž .½ 0, otherwise,
˜where T are the Chebyshev polynomials. If k is relatively small thek
 formula given by 1 may be used. However, for k large the functions
produced by this formula become unpleasantly large.
ˆIt must be recalled that Q is not unique for k	 2. We can thus hopek
to find better-behaved solutions. Numerical devices for solving the integral
ˆ  equation for Q can be found in 4 . Our experience suggests that thek
truncated singular value expansion method is especially satisfactory. It
ˆproduces the solution Q of smallest norm.k
ˆWhatever method is used, the functions Q should be obtained ask
ˆ Ž .completely and accurately as possible. In particular, the values of Q pk
sŽ . cŽ .should be found at all p values for which g p and g p are known.k k
Ž .iv Calculate

  
Ž . 12 1 ˆ² :g , Q  g p Q p dp, 4.3Ž . Ž . Ž .H0 0 0 02 0
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˜and, for k 1, 2, . . . , k,
2 k k 1 s ˆR  sin 
  
 sin 
  
 g p Q p dpŽ . Ž . Ž . Ž .Hk 2 1 2 1 k k½ k 2 2 0
k 1 c ˆcos 
  
 g p Q p dp . 4.4Ž . Ž . Ž . Ž .H2 1 k k 52 0
Ž .v Compute
k˜
² :M  2 g , Q  2 R . 4.5Ž .ÝA 0 0 ks
k1
Ž . Ž .vi Remarks. If A is the complete annulus 
  0, 
  2 thes 1 2
Ž . Ž .final result is given by 3.61 . For the whole circle, this reduces to 3.62 .
Ž .All steps except iii can be ignored and only g is needed.0
5. NUMERICAL RESULTS
5.1. Preliminaries
The results outlined in Section 3 suffice to solve the basic meta-tomog-
raphy problem provided the data g are known. For modeling purposes, we
must generate the data numerically. We, therefore, break the current
presentation into three parts. The first discusses briefly the data generator.
The second takes up the discretization of the kernels and their singular
value decomposition, and the third reviews the meta-tomography code
per se.
5.1.1. The Data Generator. To simplify matters we agree to examine
only phantoms consisting of circles of different radii. Each has constant
density  and constant cross section  . These values can vary from circle
Ž .to circle. To lend a note of realism and to implement the numerics we
assume that the particle beams, taken to be parallel, fall on detectors of
nonzero width.
Consider a particle beam of the width of a detector which crosses at
least, in part, one of the circles C . A code computes the area of Cj j
actually traversed, and divides by the detector width to give an average
particle path length in C . From this, the beam is exponentially attenuatedj
using the appropriate  and  . Gaussian noise is added at the desiredj j
level. These numbers, N, correspond to counts in a detector and are
written to a file. It is important to recognize that, because the area is
spread over the width of the detector, there can be no streaming of
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particles past the circles. Thus the counts will tend to be low for large
optical depths, leading eventually to an over estimate of the tomographic
mass. This is of no concern for the phantoms studied in Section 6.
5.1.2. Kernel Discretization and the Singular Value Decomposition. The
matrix elements of the discrete kernels were built using a Galerkin
approximation. In particular, we included an integration over p to obtain
the Galerkin elements. Any reasonable discretization method could be
employed, however.
A singular value decomposition was then performed on each of these
discrete kernels. The right-hand singular vectors with nonzero singular
values were divided by their corresponding singular value. These new
vectors were then stored, together with the corresponding left-hand singu-
lar vectors.
5.2. The Meta-tomography Code
The principle code reads both the count data and singular vectors.
These counts are then converted to the discretized data function g by the
relation
g  ln N N , 5.1Ž .Ž .i j 0 i j
for the ith view. N is the number of particles started from the source0
toward a given detector and N is the number of particles reaching the jthi j
detector. A real FFT is then performed on the data. For J views there will
be J2 1 cosine terms and J2 sine terms. Care must be taken to
ensure proper normalization between computer software and the trans-
Ž . Ž .form of 3.51 . In our case it was necessary to replace 4.5 by
K
² :M 2 g , Q   R . 5.2Ž .Ý0 0 k
k1
The code then asks the user to define an angular sector region. It then
Ž Ž ..computes the vector  see 3.43 . Of course,  is replaced by the
Ž .appropriate Galerkin representation. The discretized version of 4.1 is
ˆ Ž .then solved for the Q using the necessarily truncated SVD approach.k
ˆThis gives the solution Q of minimum norm. The code computes thek
ˆ² :inner products g , Q and finally computes the tomographic mass fromk k
Ž .5.2 .
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6. NUMERICAL RESULTS FOR TWO PHANTOMS
In this section the methods described in the foregoing are applied on
two phantoms of a fairly simple nature. Two different investigations are
carried out, each demonstrating certain aspects of meta-tomography. The
first dwells on the question of the effect of various errors on the calcula-
tions. The second examines the possibility of using the device in a surveil-
lance problem and compares results with the more standard approach.
6.1. Test A
The phantom geometry used in this test is described by Table I and
Fig. 2.
We placed the center of each of four circular objects in a different
quadrant of the plane but purposely let two of these objects intersect. The
centers and radii are given by xy, yc, and r, respectively. The density, mass
attenuation coefficient, and the  area product is also given. For numeri-
Ž .cal convenience the unit circle of the test see Subsection 3.1, et seq. was
replaced by one of radius 50. This is a simple matter of scaling.
Using the angular sectors as the quadrants R , R , R , R themselves,1 2 3 4
we computed the tomographic mass of each quadrant using four sets of
Ž .data: clean no noise added and with 5, 10, and 20% Gaussian noise,
corresponding to 400, 100, and 25 counts per detector, unattenuated. We
also calculated the tomographic mass of the entire phantom, using both
Ž . Ž .3.62 and 5.2 . That the rather crude angular sectors were quite satisfac-
tory is indicated by the excellent agreements in columns 1 and 2 of Table
II. We computed the tomographic mass of the intersection of circles 2 and
3 by simple arithmetic.
Finally, we did a brief further study of quadrant 4 by subdividing into a
sector which just included the corresponding circle, a process analogous to
photographic zooming. The quite remarkable results are shown in paren-
theses in Table II.
TABLE I
Geometry and Parameters
Circle xc yc r   A
1 5.0 5.0 4.0 1.0 0.03 1.51
2 20.0 20.0 20.0 0.08 0.02 2.01 2.35
3 2.5 27.5 5.0 1.1 0.02 1.73 1.39
4 8.0 16.1 6.0 1.5 0.03 5.09
Note. The * values are quadrant values taking into account overlap.
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FIG. 2. Phantom for Test A.
All of the above numerical experiments were obtained from data sets
that used the same set of Gaussian distributed random numbers. To
investigate the effects of performing different experiments on the same
phantom, we ran four more cases with 5% noise with different sets of
Gaussian distributed random numbers. The results are summarized in
Table III where column 1 is the 5% column of Table II.
TABLE II
Noise Studies on the Phantom
Region True Clean 5% 10% 20%
Ž .Entire phantom by 3.62 10.34 10.34 10.58 11.00 13.06
Ž .Entire phantom by 5.2 10.34 10.33 10.37 10.70 12.46
R 1.51 1.49 1.33 1.25 1.281
R 2.35 2.37 2.44 2.59 3.022
R 1.39 1.37 1.18 1.06 1.153
R 5.09 5.11 5.41 5.81 7.014
Ž . Ž .5.21 5.37
Note. Numbers in parentheses are values obtained by zooming.
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TABLE III
Five Different Experiments at 5% Noise
Region True 1 2 3 4 5 Avg. S.D.
Ž .Entire phantom by 3.62 10.34 10.58 10.42 10.54 10.36 10.39
Ž .Entire phantom by 5.2 10.34 10.37 10.30 10.35 10.20 10.39 10.32 0.08
R 1.51 1.33 1.33 1.35 1.36 1.61 1.40 0.121
R 2.35 2.44 2.30 2.49 2.35 2.55 2.43 0.112
R 1.39 1.18 1.49 1.36 1.26 1.33 1.32 0.183
R 5.09 5.41 5.18 5.16 5.22 4.91 5.18 0.184
6.2. Test B
Largely for variety we studied a phantom consisting of three non-inter-
secting circles of different constant densities. Because of the analysis to be
made the exact location, radii, etc., of the circles are of no great interest.
We now attempted to mimic a surveillance problem and assumed that a
preliminary scan revealed a region of interest in the configuration. We
partially covered this region with a total of 24 angular sectors of different
sizes chosen in a fashion such as to keep their approximate tomographic
Žmasses equal. The union of these sectors formed a region shaped roughly
.like a portion of a spiral.
Next, the concept of a tolerance threshold T was introduced. This
threshold has the property that if the true mass of a sector is less than or
equal to T the mass is deemed acceptable. If the true mass exceeds T the
mass is unacceptable. If the computed mass exceeds T while the true mass
Žis less than T the result is a false negative. The object under surveillance
.is deemed unacceptable although it is really satisfactory. If the computed
mass is less than T while the true mass exceeds T the result is a false
Ž .positive the object should have been rejected but has passed the test .
Using data with Gaussian errors of 10% we examined the phantom and
the angular sectors described above using both ordinary tomography and
meta-tomography employing various values of T , recording the total
number of angular sectors which failed the test for each T value. Table IV
provides the results and suggests that the new approach lives up to
expectations.
6.3. Summary of Numerical Results
Although we anticipate using meta-tomography at noise levels on the
Ž .order of 5%, we tested the algorithm and the code at much higher noise
levels. At 20% the results clearly indicate the presence of material, and as
we zoom we find it in the correct location. Hence in noisy problems, the
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TABLE IV
Ž . Ž .Total Number of False Positives FP and False Negatives FN for
Ž .All Angular Sectors at Various Thresholds T with 10% Data Error
Computed Tomography Meta-tomography
Threshold T FN FP FN FP
1 2 1 1 0
2 4 2 1 0
3 0 0 0 0
4 1 1 0 0
5 0 1 0 0
6 0 0 0 0
7 0 0 0 0
8 1 0 1 0
Total 8 5 3 0
mass given in a tightly constrained region about the object seems to give
results that are better than the noise level suggests they should be. Even at
the quadrant level the error in mass determination appears to increase
about at the same rate as the noise itself. The noise is not significantly
amplified. This is in contradistinction to classical tomography.
ACKNOWLEDGMENTS
We thank Mark Kust and Yvonne Martinez for their contributions to this work.
REFERENCES
1. A. M. Cormack, Representation of a function by its line integral with some radiological
Ž .applications, J. Appl. Phys. 34 1963 , 27222727.
2. M. A. Golberg, A method of adjoints for solving some ill-posed equations of the first kind,
Ž .Appl. Math. Comput. 5 1979 , 123130.
3. M. Abramowitz and I. A. Stegun, ‘‘Handbook of Mathematical Functions,’’ Natl. Bur. of
Standards, Washington, DC, 1964.
Ž .4. G. M. Wing with assistance of J. D. Zahrt , ‘‘A Primer on Integral Equations of the First
Kind,’’ Soc. for Industr. Appl. Math., Philadelphia, 1991.
5. E. T. Whittacker and G. N. Watson, ‘‘Modern Analysis,’’ Cambridge Univ. Press, London,
1943.
