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1 Einleitung
1.1 Darstellung des Problems
In der vorliegenden Diplomarbeit wird gezeigt, dass fu¨r eine gegebene n-dimensionale
geschlossene Riemannsche Mannigfaltigkeit (M, g) eine Raumdimension q(n) ∈ N exis-
tiert, so dass sich (M, g) isometrisch in den Raum Rq(n) einbetten la¨sst. Das bedeutet,
es existiert eine glatte Einbettung F ∈ C∞(M,Rq), so dass F ∗(gcan) = g gilt. Diese
Fragestellung wurde erstmalig von J. Nash in der Arbeit [Nas56] beantwortet. J. Nash
hat gezeigt, dass fu¨r jede kompakte Mannigfaltigkeit, mit einer gegebenen Ck-Metrik
fu¨r k ≥ 3 eine isometrische Einbettung in den Raum Rq(n) fu¨r q(n) = n
2
(3n + 11) exis-
tiert, wobei fu¨r die Regularita¨t der Einbettung mindestens Ck gewa¨hrleistet wird. Der
von J. Nash gefu¨hrte Beweis gilt als technisch sehr anspruchsvoll. Spa¨ter zeigten M.
L. Gromov und V.A. Rokhlin in der Arbeit [GR70], dass sich die Wahl von q(n) auf
1
2
(n2 + 9n + 10) reduzieren la¨sst, sofern die Metrik glatt ist, wobei sich die Regularita¨t
der Metrik auf die Einbettung u¨bertra¨gt. In den spa¨ten 80er-Jahren des 20. Jahrhun-
derts fand Matthias Gu¨nther einen neuen Weg, den Einbettungssatz zu beweisen, hierfu¨r
sei auf die Arbeiten [Gu¨n89a], [Gu¨n89b] und [Gu¨n91] verwiesen, welche die Grundlage
der vorliegenden Diplomarbeit bilden. Es wird gezeigt, dass sich jede n-dimensionale
geschlossene Riemannsche Mannigfaltigkeit (M, g) isometrisch in den Raum Rq(n) fu¨r
q(n) := max
{
n
2
(n + 5), n
2
(n+ 3) + 5
}
einbetten la¨sst. Hierbei wird sowohl von der Man-
nigfaltigkeit M , als auch von der Metrik g Glattheit vorausgesetzt, welche sich auf die
Einbettung u¨bertragen wird.
Der Vollsta¨ndigkeit halber sei erwa¨hnt, dass die zugrunde liegende Fragestellung, im
lokalen Sinne, bereits im spa¨teren 19. Jahrhundert von L. Schlaefi in [Sch71], und in den
20er-Jahren des 20. Jahrhunderts von M. Janet [Jan26] und E´. Cartan [Car27] disku-
tiert worden sind. Fu¨r weitere historische Hintergrundinformationen sei auf [HH06] und
[And02] verwiesen.
Im Anschluss an die Darstellung der Beweisfu¨hrung von Matthias Gu¨nther wird eine
Mo¨glichkeit beschrieben, ein glatte Familie von Riemannschen Mannigfaltigkeiten, wie
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zum Beispiel den in der Arbeit [Ham82] beschriebenen Ricci-Fluss, fu¨r eine kurze Zeit
isometrisch in den Vektorraum Rq(n) einzubetten.
1.2 Beschreibung der Vorgehensweise
In der gesamten Arbeit wird ausschließlich eine geschlossene Riemannsche Man-
nigfaltigkeit (M, g) betrachtet. Das ist eine kompakte glatte Mannigfaltigkeit M ohne
Rand, gema¨ß Definition B.21, im Unterschied zu [Lee03, Chapter 1, Manifolds with
Boundary], zusammen mit einer Riemannschen Metrik g ∈ T 2(M). Aus dem folgenden
Satz wird sich die Existenz einer isometrischen Einbettung ergeben, der hierbei verwen-
dete Begriff der freien Einbettung wird in Abschnitt 2.1 exakt definiert:
Hauptsatz 1.1 Gegeben sei eine n-dimensionale geschlossene Riemannsche Mannigfal-
tigkeit (M, g), und eine freie Einbettung F0 ∈ C∞(M,Rq), mit q ≥ n2 (n+3)+ 5, so dass
g − F ∗0 (gcan) ∈ T 2(M) eine Riemannsche Metrik ist. Ferner sei ein δ ∈ R>0 gegeben,
dann existiert eine freie Einbettung F ∈ C∞(M,Rq), so dass F ∗(gcan) = g und:
max
x∈M
|F (x)− F0(x)|Rq ≤ δ
gilt.
Fu¨r spa¨tere Zwecke sei erwa¨hnt, dass mit (B.5) die Gleichung F ∗(gcan) = g fu¨r eine
Karte (U, ϕ) ∈ A a¨quivalent zu:
∂i
ϕF (ϕ(x)) · ∂j ϕF (ϕ(x)) = ϕgij(ϕ(x)) (1.1)
fu¨r x ∈ U und 1 ≤ i ≤ j ≤ n ist. Die Existenz einer freien Einbettung F0 ∈ C∞(M,Rq)
mit der Eigenschaft, dass g − F ∗0 (gcan) eine Riemannsche Metrik auf M ist, wird Ge-
genstand von Kapitel 2 sein. In Kapitel 3 beginnt der Beweis von Hauptsatz 1.1, in-
dem zuna¨chst gezeigt wird, dass endlich viele symmetrische Tensorfelder h(1), ..., h(m) ∈
T 2(M) existieren, so dass h := g − F ∗0 (gcan) =
∑m
l=1 h
(l) gilt. Die hierbei konstruierten
Tensorfelder h(1), ..., h(m) ∈ T 2(M) haben die Eigenschaft, dass sie jeweils kompakt in ei-
ner Koordinatenumgebung liegen, bezu¨glich der sie eine gewisse besondere Koordinaten-
darstellung haben. Ist diese Zerlegungseigenschaft der Metrik h bewiesen, dann reicht es
zu zeigen, dass fu¨r eine gegebene freie Abbildung Fl ∈ C∞(M,Rq), fu¨r l ∈ {0, ..., m−1},
1.2. BESCHREIBUNG DER VORGEHENSWEISE
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eine freie Abbildung Fl+1 ∈ C∞(M,Rq) existiert, so dass die Gleichungen:
F ∗l+1(g
can) = F ∗l (g
can) + h(l)
F ∗l+1(g
can)(x) = F ∗l (g
can)(x) fu¨r alle x ∈M\Ul
und die Abscha¨tzung:
max
x∈M
|Fl+1(x)− Fl(x)|Rq ≤ δ
wobei {(Ul, ϕl)}1≤l≤m ⊆ A, die in Kapitel 3 konstruierten Karten beschreiben, erfu¨llt
sind. Mithilfe dieses Resultates wird das Problem in eine lokale Fragestellung u¨berfu¨hrt.
Da fu¨r die Karten ϕl(Ul) = B1+τ (0), fu¨r l ∈ {1, ..., m} gilt, werden in den darauffolgenden
Betrachtungen lokale Resultate auf B := B1(0) ⊆ Rn hergeleitet. In Kapitel 4 wird
ein l ∈ {1, ..., m} fixiert, und es werden aus einer gegebenen freien Abbildung F0 ∈
C∞(B,Rq) fu¨r k ∈ N\{0}, freie Abbildungen Fǫ,k ∈ (B,Rq), mit ǫ ∈ (0, ǫk] konstruiert,
so dass fu¨r k ≥ 2 die Eigenschaften:
F ∗ǫ,k(g
can) = F ∗0 (g
can) + h(l) + ǫk+1fǫ,k
Fǫ,k(x)− F0(x) ∈ C∞0 (B,Rq)
max
x∈B
|Fǫ,k(x)− F0(x)|Rq ≤ C(k) · ǫ
fu¨r eine, von ǫ unabha¨ngige Konstante C(k) ∈ R>0, auf B erfu¨llt sind. Hierbei ist fǫ,k ∈
C∞0 (B) eine Sto¨rung, die in einer kompakten, von ǫ und k unabha¨ngigen, Menge K ⊆ B
liegt, welche auch den Tra¨ger von h(l) beinhaltet. Diese Sto¨rung hat besondere Eigen-
schaften. In Kapitel 6 werden feste offene Mengen U1, U2 ⊆ BmitK ⊆ U1, U1 ⊆ U2 sowie
U 2 ⊆ B gewa¨hlt, und gezeigt, dass sich fu¨r eine hinreichend große Wahl von k ∈ N\{0, 1},
und eine hinreichend kleine Wahl von ǫ ∈ (0, ǫk], die Funktion Fǫ,k ∈ (B,Rq), durch Per-
turbation, in eine freie Abbildung F ∈ C∞(B,Rq) u¨berfu¨hren la¨sst, so dass der Sto¨rterm
fǫ,k verschwindet. Dabei wird gewa¨hrleistet, dass Fǫ,k(x) = F (x), fu¨r alle x ∈ B\U2, gilt.
Das hierfu¨r verwendete Resultat, zur Lo¨sung dieses lokalen Perturbationsproblems, wird
in Kapitel 5 hergeleitet. Damit ist Hauptsatz 1.1 gezeigt. Mit Kapitel 2 folgt dann:
Hauptsatz 1.2 Es sei (M, g) eine geschlossene Riemannsche Mannigfaltigkeit der Di-
mension n, dann existiert fu¨r q(n) := max{n
2
(n+5), n
2
(n+3)+ 5} eine freie Einbettung
F ∈ C∞(M,Rq), so dass F ∗(gcan) = g gilt.
In Kapitel 7 wird, aufbauend auf Hauptsatz 1.2, eine selbst entwickelte Methode be-
1.2. BESCHREIBUNG DER VORGEHENSWEISE
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schrieben, die es ermo¨glicht, eine 1-parametrige Familie von Riemannschen Metriken
in einen euklidischen Vektorraum isometrisch einzubetten. Von Interesse ist hierbei die
glatte Abha¨ngigkeit der Einbettungen vom Parameter.
1.2. BESCHREIBUNG DER VORGEHENSWEISE
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2 Existenzsa¨tze fu¨r freie Einbettungen
In diesem Kapitel wird der Begriff der freien Abbildung eingefu¨hrt, aus dem sich der
Begriff der freien Einbettung ergibt. Fu¨r diese Abbildungen werden wesentliche Eigen-
schaften zusammengetragen, und anschließend Existenzsa¨tze herausgearbeitet. Die Vor-
gehensweise wurde hierbei [And02, 2.3.] und [GR70, 2.5.3.] entnommen.
2.1 Begriffskla¨rung
Definition 2.1 Sei M eine glatte Mannigfaltigkeit der Dimension n, F ∈ C∞(M,Rq),
p ∈M , und (U, ϕ) ∈ A eine Karte, mit p ∈ U . Dann wird der Vektorraum:
ϕD2p(F ) := lin
(
{∂i ϕF (ϕ(p))}1≤i≤n ∪ {∂i∂j ϕF (ϕ(p))}1≤i≤j≤n
)
⊆ Rq
als Raum aller Ableitungen von F bis zur zweiten Ordnung in p bezu¨glich
(U,ϕ) bezeichnet.
Es wird gezeigt, dass dieser Begriff unabha¨ngig von der Wahl der Karte (U, ϕ) ist, hierbei
wird auch auf [GR70, 1.2.3.] verwiesen:
Lemma 2.1 Sei M eine glatte Mannigfaltigkeit der Dimension n, F ∈ C∞(M,Rq),
p ∈M , und (U, ϕ) ∈ A , sowie (V, ψ) ∈ A Karten, mit p ∈ U ∩ V . Dann gilt:
ϕD2p(F ) =
ψD2p(F )
Beweis. Es gilt fu¨r j ∈ {1, ..., n}:
∂j
ϕF (ϕ(p)) = ∂j(F ◦ ϕ−1)(ϕ(p)) = ∂j(F ◦ ψ−1 ◦ ψ ◦ ϕ−1)(ϕ(p))
=
n∑
k=1
∂k(F ◦ ψ−1)(ψ(p)) · ∂j(ψk ◦ ϕ−1)(ϕ(p)) =
n∑
k=1
∂k
ψF (ψ(p)) · ∂j(ψk ◦ ϕ−1)(ϕ(p))
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und fu¨r i ∈ {1, ..., n}:
∂i∂j
ϕF (ϕ(p)) =
n∑
k,l=1
∂k∂l(F ◦ ψ−1)(ψ(p)) · ∂j(ψk ◦ ϕ−1)(ϕ(p)) · ∂i(ψl ◦ ϕ−1)(ϕ(p))
+
n∑
k=1
∂k(F ◦ ψ−1)(ψ(p)) · ∂i∂j(ψk ◦ ϕ−1)(ϕ(p))
=
n∑
k,l=1
∂k∂l
ψF (ψ(p)) · ∂j(ψk ◦ ϕ−1)(ϕ(p)) · ∂i(ψl ◦ ϕ−1)(ϕ(p))
+
n∑
k=1
∂k
ψF (ψ(p)) · ∂i∂j(ψk ◦ ϕ−1)(ϕ(p))
Also gilt ϕD2p(F ) ⊆ ψD2p(F ). Vertauschung von ϕ und ψ ergibt ψD2p(F ) ⊆ ϕD2p(F ),
womit die Behauptung gezeigt ist.
Dieses Lemma rechtfertigt die folgende Festlegung:
Definition 2.2 Sei M eine glatte Mannigfaltigkeit, F ∈ C∞(M,Rq), p ∈ M , und
(U, ϕ) ∈ A, eine Karte mit p ∈ U . Dann wird der Vektorraum:
D2p(F ) :=
ϕD2p(F )
als Raum aller Ableitungen von F bis zur zweiten Ordnung in p bezeichnet.
Es gilt:
dim ϕD2p(F ) ≤ dim
[
lin
({∂i ϕF (ϕ(p))}1≤i≤n)]+ dim [lin({∂i∂j ϕF (ϕ(p))}1≤i≤j≤n)]
≤ n+ n
2
(n+ 1) =
2n
2
+
n
2
(n+ 1) =
n
2
(n+ 3)
Daraus ergibt sich die Abscha¨tzung:
0 ≤ dimD2p(F ) ≤ min
{
q,
n
2
(n+ 3)
}
(2.1)
Eine besondere Bedeutung haben Abbildungen, bei denen, fu¨r q ≥ n
2
(n+3), die Abscha¨t-
zung (2.1) mit Gleichheit angenommen wird:
Definition 2.3 Eine Abbildung F ∈ C∞(M,Rq), auf einer glatten Mannigfaltigkeit M ,
2.1. BEGRIFFSKLA¨RUNG
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heißt freie Abbildung, falls:
dimD2p(F ) =
n
2
(n + 3)
fu¨r alle p ∈M gilt. Falls F eine glatte Einbettung ist, dann wird F als freie Einbettung
bezeichnet.
2.2 Grundlegende Eigenschaften von freien Abbildungen
Mit (B.5) ist jede freie Abbildung eine Immersion. Ist M kompakt, dann ist mit [Lee03,
Proposition 7.4.], jede injektive freie Abbildung bereits eine freie Einbettung. Weiterhin
gilt:
Lemma 2.2 Gegeben seien n-dimensionale glatte Mannigfaltigkeiten (M,OM ,AM) und
(N,ON ,AN), sowie eine Immersion G ∈ C∞(M,N), und eine freie Abbildung F ∈
C∞(N,Rq), dann ist die Verknu¨pfung F ◦G ebenfalls eine freie Abbildung.
Beweis. Sei p ∈ M , mit [Lee03, Theorem 7.13] existieren Karten (U, ϕ) ∈ AM und
(V, ψ) ∈ AN , mit p ∈ U und F (U) ⊆ V , so dass fu¨r alle i, j ∈ {1, ..., n} und x ∈ U die
Gleichung:
∂j
ϕ
ψG
i(ϕ(x)) = δij (2.2)
gilt, dann ist fu¨r j ∈ {1, ..., n}:
∂j
ϕ(F ◦G)(ϕ(p)) = ∂j (F ◦ ψ−1 ◦ ψ ◦G ◦ ϕ−1)(ϕ(p))
=
n∑
k=1
∂k
ψF (ψ(G(p))) · ∂j ϕψGk(ϕ(p))
(2.2)
=
n∑
k=1
∂k
ψF (ψ(G(p))) · δkj = ∂j ψF (ψ(G(p)))
(2.3)
und fu¨r i ∈ {1, ..., n}, ausgehend von der Rechnung (2.3):
∂i∂j
ϕ(F ◦G)(ϕ(p)) = ∂i∂j ψF (ψ(G(p)))
Damit gilt: dim(D2p(F ◦G)) = dim(D2G(p)(F )) = n2 (n+3), womit gezeigt ist, dass F ◦G
eine freie Abbildung ist.
In Abschnitt 2.5 wird das folgende Lemma von Bedeutung sein, welches direkt aus der
2.2. GRUNDLEGENDE EIGENSCHAFTEN VON FREIEN ABBILDUNGEN
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Konstruktion des Atlas, einer eingebetteten Untermannigfaltigkeit folgt, siehe hierfu¨r
auch Definition B.33.
Lemma 2.3 Gegeben sei eine eingebettete Untermannigfaltigkeit S, einer glatten Man-
nigfaltigkeit M , und eine freie Abbildung F ∈ C∞(M,Rq). Dann ist die Abbildung:
F |S : S −→ Rq ebenfalls eine freie Abbildung.
2.3 Freie Einbettung einer offenen Menge Ω ⊆ Rn
Eine freie Einbettung auf einer offenen Menge Ω ⊆ Rn kann direkt angegeben werden,
wie der Beweis des folgenden Satzes zeigt:
Satz 2.1 Sei Ω ⊆ Rn eine offene Menge, dann existiert eine freie Einbettung F0 ∈
C∞(Ω,R
n
2
(n+3)).
Beweis. Es sei {ei}1≤i≤n∪{eij}1≤i≤j≤n eine Orthonormalbasis des Raumes Rn2 (n+3). Da-
mit wird die folgende Abbildung definiert:
F0 : Ω −→ Rn2 (n+3)
(x1, ..., xn) 7→
n∑
i=1
xiei +
∑
1≤i≤j≤n
xixjeij
Zuna¨chst wird gezeigt, dass die Abbildung F0 injektiv ist. Seien dazu x, y ∈ Ω mit
F (x) = F (y), dann gilt insbesondere:
n∑
i=1
xiei =
n∑
i=1
yiei
also sind x und y identisch. Fu¨r l ∈ {1, ..., n} gilt:
∂lF0(x) =
n∑
i=1
δilei +
∑
1≤i≤j≤n
∂l(x
ixj)eij = el +
∑
1≤i≤j≤n
δilx
jeij +
∑
1≤i≤j≤n
xiδjl eij
=el +
∑
l≤j≤n
xjelj +
∑
1≤i≤l
xieil
(2.4)
Fu¨r ein weiteres k ∈ {1, ..., l} ist dann:
∂k∂lF0(x) =
ekl falls k < l2ekk falls k = l
2.3. FREIE EINBETTUNG EINER OFFENEN MENGE Ω ⊆ RN
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womit gezeigt ist, dass F0 eine freie Abbildung ist. Daru¨ber hinaus ist die inverse Ab-
bildung F−10 : F0(Ω) −→ Ω stetig, denn sind fu¨r ein gegebenes ǫ ∈ R, x, y ∈ Ω mit
|F0(x)− F0(y)|Rn2 (n+3) < ǫ, so folgt daraus direkt:
|x− y|Rn =
∣∣∣∣∣
n∑
i=1
xiei −
n∑
i=1
yiei
∣∣∣∣∣
R
n
2 (n+3)
=
∣∣∣∣∣
n∑
i=1
(xi − yi)ei
∣∣∣∣∣
R
n
2 (n+3)
≤
∣∣∣∣∣
n∑
i=1
(xi − yi)ei +
∑
1≤i≤j≤n
(xixj − yiyj)eij
∣∣∣∣∣
R
n
2 (n+3)
= |F0(x)− F0(y)|Rn2 (n+3) < ǫ
2.4 Einbettungssatz fu¨r eine kompakte Mannigfaltigkeit
Um einen Existenzsatz fu¨r eine freie Abbildung auf einer Mannigfaltigkeit zu zeigen,
erweist es sich als nu¨tzlich, die Mannigfaltigkeit zuna¨chst in einen Vektorraum Rq ein-
zubetten, wobei man voru¨bergehend keine Kontrolle u¨ber die Raumdimension q ∈ N
haben mo¨chte. Dazu dient das folgende Lemma, vergleiche hierfu¨r auch [Hir94, Chapter
1, 3.4. Theorem]:
Lemma 2.4 Gegeben sei eine kompakte n-dimensionale glatte Mannigfaltigkeit M , dann
existiert fu¨r ein q(n,M) ∈ N eine glatte Einbettung F ∈ C∞(M,Rq).
Beweis. Mit [Lee03, Proposition 2.24] und der Kompaktheit von M , existieren endlich
viele Karten (W1, ϕ1), ..., (Wr, ϕm) ∈ A, mit ϕ(Wi) = B3(0) fu¨r alle i ∈ {1, ...m}, so dass
die Mengen Ui := ϕ
−1
i (B), fu¨r i ∈ {1, ..., m}, in ihrer Gesamtheit die Mannigfaltigkeit
M u¨berdecken. Weiterhin wird mit [Lee03, Lemma 2.22] eine Funktion H ∈ C∞(Rn,R)
gewa¨hlt, welche die Eigenschaften H|B ≡ 1, supp(H) = B2(0) und H(Rn) = [0, 1]
erfu¨llt. In der folgenden Definition werden fu¨r alle i ∈ {1, ..., m} die Funktionen H ◦ ϕi
und ϕTi H ◦ϕi außerhalb vonWi durch 0 konstant fortgesetzt, eine neue Bezeichnung soll
nicht verwendet werden. Aus diesen Funktionen wird eine Funktion F ∈ C∞(M,Rm(n+1))
wie folgt konstruiert:
F :=
(
(H ◦ ϕi)1≤i≤m, (ϕTi H ◦ ϕi)1≤i≤m
)T
Um zu zeigen, dass F eine glatte Einbettung ist, genu¨gt es, aufgrund der Kompaktheit
von M , mit [Lee03, Proposition 7.4] zu zeigen, dass F eine injektive Immersion ist.
Zuna¨chst die Injektivita¨t: Sind x, y ∈M mit F (x) = F (y), so existiert ein i ∈ {1, ..., m},
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mit x ∈ Ui. Dann gilt, wegen F (x) = F (y), die Gleichung (H ◦ ϕi)(x) = (H ◦ ϕi)(y) =
1 und es muss die Aussage y ∈ Ui gelten. Aufgrund der Definition von F gilt dann
die Gleichung ϕi(x) = ϕi(y). Als Kartenabbildung ist ϕi insbesondere injektiv, und
es folgt x = y. F ist auch eine Immersion, denn fu¨r ein festes x ∈ M existiert ein
i ∈ {1, ..., m} mit x ∈ Ui. Die Jacobimatrix der Komponente (ϕTi H ◦ ϕi) von F ,
bezu¨glich der Kartenabbildung ϕi, ist im Punkt x, nach Wahl von H , die n-dimensionale
Einheitsmatrix. Die Ableitung von F besitzt damit in x, unter Beachtung von (B.5), den
maximalen Rang n. Da x ∈M beliebig war, ist F eine Immersion.
Nun wird gezeigt, dass sich die in Lemma 2.4 hergeleitete Raumdimension q immer, un-
abha¨ngig von der konkreten Gestalt von M , auf 2n+1 reduzieren la¨sst. Nebenbei ergibt
sich noch ein Existenzsatz fu¨r Immersionen. Dieser Satz wird auch als
”
Einbettungssatz
von Whitney“ bezeichnet, vergleiche hierfu¨r [Hir94, Chapter 1, 3.5. Theorem], oder mit
einer etwas anderen Beweisidee [Lee03, Theorem 10.11].
Satz 2.2 Fu¨r jede kompakte n-dimensionale glatte Mannigfaltigkeit M existiert eine
glatte Einbettung in den Raum R2n+1, und eine Immersion in den Raum R2n.
Fu¨r den Beweis dieses Satzes werden einige maßtheoretische Begriffe und Zusammen-
ha¨nge eingefu¨hrt:
Definition 2.4 Sei M eine n-dimensionale glatte Mannigfaltigkeit, dann heißt eine
Menge A ⊆ M Nullmenge in M , falls fu¨r alle (U, ϕ) ∈ A die Menge ϕ(A ∩ U)
eine Lebesgue-Nullmenge in Rn ist.
Die folgende wichtige Tatsache wird in [Lee03, Theorem 10.5] gezeigt:
Lemma 2.5 Seien M und N glatte Mannigfaltigkeiten mit dim(M) < dim(N) und
sei F ∈ C∞(M,N). Dann ist die Menge F (M) eine Nullmenge in N. Insbesondere ist
N\F (M) eine dichte Teilmenge von N .
Des Weiteren wird eine alternative Charakterisierung von eingebetteten Untermannig-
faltigkeiten verwendet.
Lemma 2.6 Seien M und N glatte Mannigfaltigkeiten und F ∈ C∞(M,N) eine glatte
Einbettung, dann ist die Menge F (M) eine eingebettete Untermannigfaltigkeit.
Lemma 2.6 entspricht [Lee03, Theorem 8.3.]. Nun zum Beweis von Satz 2.2:
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Beweis. Mit Lemma 2.4, Lemma 2.6 und Lemma 2.2 reicht es, die Aussagen fu¨r eine
kompakte eingebettete Untermannigfaltigkeit eines Vektorraumes Rq zu zeigen. Es wird
gezeigt, dass wenn q > 2n+ 1, beziehungsweise q > 2n gilt, dann existiert ein v ∈ Sq−1,
so dass die Orthogonalprojektion:
πv : M −→ lin{v}⊥
x 7→ x− (x · v) v
(2.5)
eine glatte Einbettung, beziehungsweise eine Immersion ist. Die Behauptungen des Sat-
zes folgen, wegen dim(lin{v}⊥) = q− 1 , durch eine endliche Hintereinanderausfu¨hrung
dieser Projektionen. Fu¨r diese sukzessive Reduktion werden zwei Argumente beno¨tigt,
die zur besseren U¨bersicht zuna¨chst getrennt voneinander behandelt werden:
Lemma 2.7 Falls q > 2n+ 1 gilt, dann ist die Menge:
V1 :=
{
v ∈ Sq−1 : πv ist injektiv
}
eine dichte Teilmenge von Sq−1.
Beweis. Betrachte fu¨r ∆ := {(x, y) ∈M ×M : x = y} die glatte Abbildung:
h : (M ×M)\∆ −→ Sq−1
(x, y) 7→ x− y|x− y|
Hierbei ist die Menge (M×M)\∆ als offene Untermannigfaltigkeit der glatten Produkt-
mannigfaltigkeit M ×M aufzufassen, siehe hierfu¨r auch Definition B.22 und Definition
B.27. Es wird gezeigt, dass die A¨quivalenz:
v /∈ h((M ×M)\∆)⇐⇒ πv injektiv (2.6)
gilt. Dazu werde angenommen, πv sei nicht injektiv. Dies ist gleichbedeutend damit, dass
ein (x, y) ∈ (M ×M)\∆ existiert, so dass πv(x) = πv(y) gilt. Das heißt:
x− (x · v) v = y − (y · v) v
⇔ x− y = (x · v) v − (y · v) v
= [(x · v)− (y · v)] v
= [(x− y) · v] v
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Da v ∈ Sq−1 gilt, ist diese Gleichheit aq¨uivalent zu v = ± x−y
|x−y|
, beziehungsweise v ∈
h(M ×M\∆), womit (2.6) gezeigt ist. Es folgt die Charakterisierung V1 = Sq−1\h((M ×
M)\∆). Aufgrund der Abscha¨tzung:
dim((M ×M)\∆) = 2n < q − 1 = dim(Sq−1)
ist die Menge V1, mit Lemma 2.5, eine dichte Teilmenge von S
q−1.
Lemma 2.8 Falls q > 2n gilt, dann ist die Menge:
V2 :=
{
v ∈ Sq−1 : πv ist eine Immersion
}
eine offene dichte Teilmenge von Sq−1.
Beweis. Fu¨r die folgende Definition sei erwa¨hnt, dass fu¨r jedes p ∈ M der Tangential-
raum TpM , u¨ber die Ableitung der Inklusionsabbildung i : M −→ Rq, welche mit [Lee03,
Theorem 8.2] glatt ist, als Unterraum von TpR
q aufgefasst werden kann, siehe hierfu¨r
auch [Lee03, Chapter 8, The Tangent Space to an Embedded Submanifold]. Der Raum
TpR
q wird mit den Identifikationen in [Lee03, Chapter 3] als Rq angesehen. Die Menge:
SM :=
∐
p∈M
{w ∈ TpM : |w|Rq = 1} (2.7)
wird als glatte Mannigfaltigkeit der Dimension 2n − 1 aufgefasst, siehe hierfu¨r auch
[Hir94, Chapter 1, Section 3]. Betrachte die glatte Abbildung:
π1 : SM −→ Sq−1
(w, p) 7→ w
Es wird gezeigt, dass die A¨quivalenz:
v /∈ π1(SM)⇐⇒ πv ist eine Immersion (2.8)
gilt. Betrachte dazu, fu¨r v ∈ Sq−1, die Abbildung πv auf ganz Rq, und bezeichne diese
mit π̂v. Das bedeutet konkret:
π̂v : R
q −→ Rq
x 7→ x− (x · v) v
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Fu¨r einen festen Punkt p ∈ M gilt, wegen v ∈ Sq−1, Kern(π̂v∗) = lin{v} ⊆ TpRq.
Da wegen πv = π̂v ◦ i, mit der Inklusion i : M −→ Rq, die Gleichheit Kern(πv∗) =
Kern(π̂v∗)∩TpM = lin{v}∩TpM gilt, ist πv genau dann eine Immersion, wenn v /∈ TpM
fu¨r jedes p ∈ M , beziehungsweise v /∈ π1(SM) gilt. Damit ist (2.8) bewiesen, und es
folgt V2 = S
q−1\π1(SM).
Aus der Kompaktheit der MannigfaltigkeitM folgt die Kompaktheit von SM . Wegen der
Stetigkeit von π1 ist die Menge π1(SM) kompakt, und damit insbesondere abgeschlossen
in Sq−1, woraus die Offenheit der Menge V2 folgt. Ferner folgt aus der Abscha¨tzung:
dim(SM) = 2n− 1 < q − 1 = dim(Sq−1)
mit Lemma 2.5 die Dichtheit der Menge V2 in S
q−1.
Aus den Argumenten in Lemma 2.7 und Lemma 2.8 ergibt sich die Aussage:
V1 ∩ V2 =
{
v ∈ Sq−1 : πv ist eine injektive Immersion
} 6= ∅
Wegen der Kompaktheit von M ist, mit [Lee03, Proposition 7.4], jede injektive Immer-
sion eine glatte Einbettung. Somit ist fu¨r q > 2n+ 1:
V1 ∩ V2 =
{
v ∈ Sq−1 : πv ist eine glatte Einbettung
} 6= ∅
Solange also die Raumdimension q gro¨ßer als 2n + 1 ist, existiert ein v ∈ Sq−1, so dass
die Abbildung πv : M −→ lin{v}⊥ eine glatte Einbettung ist.
In [Whi44a] und [Whi44b] wird, unter Verwendung anderer Beweismethoden, gezeigt,
dass sich die Dimensionen in Satz 2.2, fu¨r n > 1, jeweils um 1 reduzieren lassen, das
heißt es existiert eine glatte Einbettung in den Raum R2n und eine Immersion in den
Raum R2n−1.
2.5 Freie Einbettung einer kompakten Riemannschen
Mannigfaltigkeit
Die bisherigen Betrachtungen werden nun zum zentralen Existenzsatz, fu¨r eine freie
Einbettung einer Riemannschen Mannigfaltigkeit ausgebaut:
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Satz 2.3 Gegeben sei eine kompakte n-dimensionale Riemannsche Mannigfaltigkeit
(M, g), dann existiert eine freie Einbettung F0 ∈ C∞(M,Rn2 (n+5)), so dass g − F ∗0 (gcan)
eine Riemannsche Metrik auf M ist.
Beweis. Mit Satz 2.2 existiert eine glatte Einbettung FE ∈ C∞(M,R2n+1), und mit Satz
2.1 la¨sst sich eine freie Einbettung Ff ∈ C∞(R2n+1,R(2n+1)(n+2)) finden. Ferner kann mit
Lemma 2.6 die Menge FE(M) als eingebettete Untermannigfaltigkeit des Raumes R
2n+1
aufgefasst werden, und mit Lemma 2.3 ist die Einschra¨nkung Ff |FE(M) : FE(M) −→
R(2n+1)(n+2) eine freie Abbildung auf FE(M). Daraus folgt, mit Lemma 2.2, dass die
Komposition Ff ◦ FE : M −→ R(2n+1)(n+2) eine freie Einbettung auf M ist. Die Raum-
dimension (2n+ 1)(n+ 2) ist aber gro¨ßer als n
2
(n+ 5).
Aufbauend auf Satz 2.2 soll fu¨r eine gegebene freie Einbettung F ∈ C∞(M,Rq) ein ge-
eignetes v ∈ Sq−1 bestimmt werden, so dass wenn q > n
2
(n+5) erfu¨llt ist, die Abbildung
πv ◦ F : M −→ lin{v}⊥ eine freie Einbettung ist, hierbei ist πv die Orthogonalprojek-
tion aus (2.5). Um das zu erreichen, wird, neben den beiden in Satz 2.2 verwendeten
Reduktionsargumenten, ein weiteres beno¨tigt:
Lemma 2.9 Falls q > n
2
(n+ 5) gilt, dann ist die Menge:
V3 :=
{
v ∈ Sq−1 : πv ◦ F ist eine freie Abbildung
}
eine offene dichte Teilmenge in Sq−1.
Definiere:
SD2(F ) :=
∐
p∈M
{w ∈ D2p(F ) : |w|Rq = 1} (2.9)
Mit [GR70, 2.5] kann die Menge SD2(F ) als glatte Mannigfaltigkeit der Dimension
n
2
(n+ 5)− 1 aufgefasst werden. Betrachte die glatte Abbildung:
π2 : SD
2(F ) −→ Sq−1
(w, p) 7→ w
Es wird die folgende Aussage gezeigt:
v /∈ π2(SD2(F ))⇐⇒ πv ◦ F ist eine freie Abbildung (2.10)
Angenommen πv ◦ F ist keine freie Abbildung, was genau dann der Fall ist, wenn ein
p ∈ M , ein (U, ϕ) ∈ A , und eine nichttriviale Auswahl von Koeffizienten {λi}1≤i≤n ∪
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{λij}1≤i≤j≤n ⊆ R existiert, so dass:
n∑
i=1
λi ∂i
ϕ(πv ◦ F )(ϕ(p)) +
∑
1≤i≤j≤n
λij ∂i∂j
ϕ(πv ◦ F )(ϕ(p)) = 0
Das ist gleichbedeutend mit:
n∑
i=1
λi πv [∂i
ϕF (ϕ(p))] +
∑
1≤i≤j≤n
λij πv [∂i∂j
ϕF (ϕ(p))] = 0
beziehungsweise, nach eventueller Skalierung der Koeffizienten, und mit der Definition
der Abbildung πv in (2.5):
D2p(F ) ∩ Sq−1 ∋
n∑
i=1
λi ∂i
ϕF (ϕ(p)) +
∑
1≤i≤j≤n
λij ∂i∂j
ϕF (ϕ(p))
=
n∑
i=1
λi v · ∂i ϕF (ϕ(p)) v +
∑
1≤i≤j≤n
λij v · ∂i∂j ϕF (ϕ(p)) v
= v ·
[
n∑
i=1
λi ∂i
ϕF (ϕ(p)) +
∑
1≤i≤j≤n
λij ∂i∂j
ϕF (ϕ(p))
]
v
Diese Gleichung ist a¨quivalent zu:
v = ±
n∑
i=1
λi ∂i
ϕF (ϕ(p)) +
∑
1≤i≤j≤n
λij ∂i∂j
ϕF (ϕ(p)) ∈ D2p(F ) ∩ Sq−1
beziehungsweise v ∈ π2(SD2(F )). Aussage (2.10) ist damit bewiesen, und es folgt die
Charakterisierung V3 = S
q−1\π2(SD2(F )).
Mit der Kompaktheit von M la¨sst sich die Kompaktheit von SD2(F ) zeigen, woraus,
mit der Stetigkeit von π2, die Offenheit von V3 folgt. Die Dichtheit der Menge V3 in S
q−1
folgt mit Lemma 2.5 aus der Abscha¨tzung:
dim(SD2(F )) =
n
2
(n + 5)− 1 < q − 1 = dim(Sq−1)
Ist q > n
2
(n+5) erfu¨llt, womit auch q > 2n+1 erfu¨llt ist, so ergibt sich, unter Beachtung
von Lemma 2.7 und Lemma 2.8, die Aussage:
{
v ∈ Sq−1 : πv ◦ F ist eine freie Einbettung
} ⊇ V1 ∩ V2 ∩ V3 6= ∅
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Durch wiederholte Anwendung dieser Reduktionsargumente la¨sst sich eine freie Einbet-
tung in den Raum R
n
2
(n+5) konstruieren. Der Einfachheit halber werde diese Abbildung
wieder mit F bezeichnet.
Es bleibt zu untersuchen, wie aus dieser Abbildung eine freie Einbettung F0 konstruiert
werden kann, so dass g − F ∗0 (gcan) eine Riemannsche Metrik auf M ist. Das heißt, dass
in jedem Punkt p ∈ M der Tensor g(p) − F ∗0 (gcan)(p) ∈ T 2(TpM) positiv definit sein
soll. Dies la¨sst sich, unter Verwendung der Kompaktheit von M , durch eine Skalierung
von F erreichen:
Das Einheitstangentialbu¨ndel:
UM :=
∐
p∈M
{X ∈ TpM : |X|g = 1}
ist mit [Lee03, Theorem 8.8] eine eingebettete Untermannigfaltigkeit des, in [Lee03,
Lemma 4.1] konstruierten, Tangentialbu¨ndels TM . Ist M kompakt, so ist auch UM
kompakt. Fu¨r ein Tensorfeld σ ∈ T 2(M) ist die Abbildung:
UM ∋ (X, p) 7→ σ(X,X) ∈ R
stetig, und nimmt daher einen minimalen und einen maximalen Wert an. Sei nun ǫ ∈ R>0,
sowie p ∈M und X ∈ TpM mit |X|g = 1, dann ist:
[g − ǫF ∗(gcan)] (X,X) = 1− ǫF ∗(gcan)(X,X) ≥ 1− ǫ max
(Y,p)∈UM
F ∗(gcan)(Y, Y ) (2.11)
Da F ∗(gcan), als Riemannsche Metrik, insbesondere positiv definit ist, existiert ein ǫ0 ∈
R>0 mit:
ǫ0 <
1
max(Y,p)∈UM F ∗(gcan)(Y, Y )
Mit (2.11) erfu¨llt die freie Einbettung F0 := ǫ0 · F ∈ C∞(M,Rn2 (n+5)) alle geforderten
Eigenschaften, und der Satz ist bewiesen.
Abschließend sei noch erwa¨hnt, dass die in Satz 2.3 beschriebene Raumdimension n
2
(n+5)
nicht mehr reduziert werden kann, falls n = 2k fu¨r ein k ≥ 2 gilt. Hierfu¨r wird auf [E`70]
verwiesen.
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3 Reduktion auf ein lokales Problem
Hauptgegenstand dieses Kapitels ist es zu zeigen, dass fu¨r eine gegebene Riemannsche
Mannigfaltigkeit (M, g), und die in Abschnitt 2.5 konstruierte freie Einbettung F0 ∈
C∞(M,R
n
2
(n+5)), die Riemannsche Metrik h := g−F ∗0 (gcan) als Summe von Tensorfeldern
mit bestimmten wu¨nschenswerten Eigenschaften dargestellt werden kann.
3.1 Dekomposition der Metrik
Der Inhalt des folgenden Satzes entspricht [Gu¨n89b, Satz 2.2.] fu¨r den kompakten Fall.
Das, in diesem Satz verwendete, Lemma 3.4 wird in Abschnitt 3.2 nachtra¨glich bewiesen.
Satz 3.1 Es sei (M,h) eine kompakte Riemannsche Mannigfaltigkeit, dann existieren
glatte symmetrische kovariante 2−Tensorfelder h(1), ..., h(m) ∈ T 2(M) mit den Eigen-
schaften:
(i)
h =
m∑
i=1
h(i)
(ii) Fu¨r jedes i ∈ {1, ..., m} existiert eine Karte (Ui, ϕi) ∈ A, mit ϕi(Ui) = B1+τ (0),
fu¨r ein τ > 0, und eine Abbildung ai ∈ C∞(Ui) mit supp(ai) ⊆ ϕ−1(B), so dass:
h(i)(x) =
a4i (x) ϕidx1|
2
x fu¨r x ∈ Ui
0 sonst
Dem Beweis dieses Satzes wird eine Voru¨berlegung vorangestellt: Betrachte die Menge
von Abbildungen:
L(B) :=
{
f ∈ C∞(B) : f(x) =
n∑
i=1
cix
i fu¨r ein (c1, ..., cn) ∈ Rn
}
(3.1)
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Es sei p ∈ M , und (Up, ϕp) ∈ A ein um p zentrierter Koordinatenball mit dem Radius 1,
das heißt: p ∈ U , ϕp(p) = 0 und ϕp(Up) = B. Aus einer Funktion fp ∈ L(B) erha¨lt man,
durch Verknu¨pfung mit der Kartenabbildung ϕp, eine Abbildung fp ◦ϕp ∈ C∞(Up). Fu¨r
diese Abbildung ist der Pullback (fp ◦ ϕp)∗(gcan) ∈ T 2(Up) wohldefiniert, und hat unter
Beachtung von (1.1) die Darstellung:
(fp◦ϕp)∗(gcan) = ∂iϕp(fp◦ϕp)·∂j ϕp(fp◦ϕp) ϕpdxi⊗ϕpdxj = ∂ifp ·∂jfp ϕpdxi⊗ϕpdxj (3.2)
Sei daru¨ber hinaus eine Abbildung χp ∈ C∞0 (Up) gegeben, dann ist χ4p · (fp◦ϕp)∗(gcan) ∈
T 2(Up) wohldefiniert, und hat mit (3.2) die Darstellung:
χ4p · (fp ◦ ϕp)∗(gcan) = χ4p · ∂ifp · ∂jfp · ϕpdxi ⊗ ϕpdxj = χ4p · c(p)i c(p)j · ϕpdxi ⊗ ϕpdxj
Mittels trivialer Fortsetzung, wird χ4p · (fp ◦ϕp)∗(gcan) absofort als glattes Tensorfeld in
T 2(M) aufgefasst. Es wird gezeigt, dass fu¨r dieses Tensorfeld eine Karte (Up, ϕ̂p) ∈ A,
und eine Abbildung ap ∈ C∞0 (Up) existiert, so dass:
χ4p · (fp ◦ ϕp)∗(gcan) =
a4p · ϕ̂pdx1
∣∣2 in Up
0 sonst
(3.3)
Es sei A(p) ∈ GL(n,R) die Matrix, deren Inverse in der ersten Spalte den Vektor c(p)
aus (3.1) entha¨lt, und deren restlichen n − 1 Spalten aus einer festen Basis des Un-
tervektorraumes lin{c(p)}⊥ bestehen. Definiere nun eine neue Karte (Up, ϕ̂p) ∈ A, wie
folgt:
ϕ̂p : Up −→ Rn
ϕ̂p := A(p) · ϕp
Dann gilt fu¨r i ∈ {1, ...n}:
∂i
ϕ̂p(fp ◦ ϕp) = ∂i(fp ◦ ϕp ◦ ϕ̂−1p ) = ∂i(fp ◦ ϕp ◦ (A(p) · ϕp)−1)
=∂i(fp ◦ ϕp ◦ ϕ−1p ◦ A−1(p)) = ∂i(fp ◦ A−1(p)) =
n∑
k=1
∂kfp · (A−1(p))ki
=
n∑
k=1
c
(p)
k · (A−1(p))ki =
|c(p)|2Rn falls i = 10 sonst
3.1. DEKOMPOSITION DER METRIK
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Damit hat χ4p · (fp ◦ ϕp)∗(gcan) in Up die Darstellung:
χ4p · (fp ◦ ϕp)∗(gcan) = χ4p ∂i ϕ̂p(fp ◦ ϕp) · ∂j ϕ̂p(fp ◦ ϕp) ϕ̂pdxi ⊗ ϕ̂pdxj
=(χp · |c(p)|Rn)4 · ϕ̂pdx1
∣∣2
womit (3.3) gezeigt ist. Nun zum Beweis von Satz 3.1:
Beweis. Es sei:
F :=
{
(∂if · ∂jf)1≤i≤j≤n : f ∈ L(B)
}
⊆ C∞(B,Rn2 (n+1))
definiert, wobei L(B) bereits in (3.1) festgelegt worden ist. Fu¨r jedes p ∈M sei (Up, ϕp)
ein, um p zentrierter, Koordinatenball mit dem Radius 1. Aufgrund der stetigen Abha¨n-
gigkeit der Eigenwerte von den Matrixeintra¨gen [Wer92, Satz 1.2.], existiert fu¨r jedes
p ∈M ein ǫp > 0, so dass die Elemente der Menge:
Wp :=
{
z ∈ Rn2 (n+1) : max
1≤i≤j≤n
|zij − ϕphij(0)| < ǫp
}
aufgefasst als symmetrische Matrizen in Rn×n, durch Spiegelung an der Hauptdiagonalen,
genau wie ( ϕphij(0))1≤i,j≤n ∈ Rn×n positiv definit sind. Mit [Sch97, Satz 1.11] besitzt
jede beliebige positiv definite Matrix Z ∈ Rn×n eine Cholesky-Zerlegung, das heißt, es
existiert eine Matrix C ∈ Rn×n mit Cij = 0, fu¨r 1 ≤ j < i ≤ n, so dass Z = CTC. Das
bedeutet fu¨r alle i, j ∈ {1, ..., n}:
zij =
n∑
k=1
(CT )ikCkj =
n∑
k=1
CkiCkj (3.4)
Definiere nun, fu¨r jedes k ∈ {1, ..., n}, eine Funktion f zk ∈ L(B), gema¨ß der Bildungsvor-
schrift:
f zk (x) :=
n∑
m=1
Ckmx
m
Dann gilt mit (3.4) fu¨r alle i, j ∈ {1, ..., n} die Gleichung zij =
∑n
k=1 ∂if
z
k (0) · ∂jf zk (0).
Damit sind alle Voraussetzungen von Lemma 3.4 auf Seite 28 erfu¨llt und es existiert fu¨r
jedes p ∈ M ein δp > 0, und ein l ∈ N, sowie Abbildungen ap,1, ..., ap,l ∈ C∞(Bδp(0)),
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und fp,1, ..., fp,l ∈ L(Bδp(0)), so dass:
ϕphij(x) =
l∑
k=1
a4p,k(x) ∂ifp,k(x) · ∂jfp,k(x)
fu¨r alle x ∈ Bδp(0) gilt. Nach Umskalierung der Kartenabbildungen wird nun ange-
nommen, dass fu¨r alle p ∈ M die Gleichheit δp = 1 + τ , fu¨r ein von p unabha¨ngiges
τ ∈ (0, 1) gilt, dabei sollen fu¨r die Kartenabbildungen keine neuen Bezeichnungen ein-
gefu¨hrt werden. Nun werden, unter Verwendung der Kompaktheit von M , endlich viele
p1, ..., pm ∈M gewa¨hlt, so dass:
M =
m⋃
i=1
ϕ−1pi (B1−τ (0))
Mit [Lee03, Theorem 2.25] existieren Abbildungen ψ1, ..., ψm ∈ C∞(M), mit supp(ψi) ⊆
ϕ−1pi (B1−τ (0)) fu¨r alle i ∈ {1, ..., m}, und
∑m
i=1 ψ
4
i ≡ 1 auf ganzM . Mit der Voru¨berlegung
am Anfang des Abschnittes, ist gezeigt, dass fu¨r jedes i ∈ {1, ..., m} das Tensorfeld
ψ4i · h ∈ T 2(M) eine Summe von Tensorfeldern mit der Eigenschaft (ii) ist. Wegen∑m
i=1 ψ
4
i ≡ 1 ist der Satz bewiesen.
Eine weitere Mo¨glichkeit, Satz 3.1 zu beweisen, wird in [HH06, Lemma 1.3.1] gezeigt,
dabei wird das lokale Einbettungsresultat aus [GR70, 2.8.1.] verwendet. Ausgehend von
Satz 3.1, wird nun der folgende Satz formuliert, welcher in Kapitel 6 bewiesen werden
wird. Dieser u¨berfu¨hrt die globale Problemstellung in eine lokale. Der Beweis von Satz
3.2 erfordert eine Vielzahl von technischen Hilfsmitteln, die in den Kapiteln 4 und 5
behandelt werden.
Satz 3.2 Gegeben sei eine n-dimensionale glatte Mannigfaltigkeit M , und eine freie
Einbettung F0 ∈ C∞(M,Rq), mit q ≥ n2 (n + 3) + 5. Weiterhin sei ein glattes symme-
trisches kovariantes 2−Tensorfeld h ∈ T 2(M) gegeben, fu¨r das eine Karte (U, ϕ) ∈ A,
mit ϕ(U) = B1+τ (0), fu¨r τ > 0, und eine Abbildung a ∈ C∞0 (U) existiert, welche
supp(a) ⊆ ϕ−1(B) erfu¨llt, so dass:
h(x) =
a4(x) ϕdx1|
2
x fu¨r x ∈ U
0 sonst
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gilt. Dann existiert zu jedem ǫ ∈ R>0 eine freie Einbettung F ∈ C∞(M,Rq), so dass:
F ∗(gcan) = F ∗0 (g
can) + h
supp(F − F0) ⊆ U
max
x∈M
|F (x)− F0(x)|Rq ≤ C · ǫ
gilt, wobei die Konstante C ∈ R>0 nicht von ǫ abha¨ngt.
3.2 Hilfsresultate
Ziel dieses Abschnittes ist es, das in Satz 3.1 verwendete, Lemma 3.4 zu beweisen.
Zuna¨chst werden Begriffe aus der Konvexgeometrie eingefu¨hrt:
Definition 3.1 Fu¨r eine Teilmenge X ⊆ Rq wird die Menge:
(i)
ccone(X) :=
{
m∑
i=1
λixi : m ∈ N, x1, ..., xm ∈ X, λ1, ..., λm ∈ R≥0
}
als konvex-konische Hu¨lle von X bezeichnet.
(ii)
conv(X) :=
{
m∑
i=1
λixi : m ∈ N, x1, ..., xm ∈ X, λ1, ..., λm ∈ R≥0 mit
m∑
i=1
λi = 1
}
als konvexe Hu¨lle von X bezeichnet.
Die Inklusion conv(X) ⊆ ccone(X) ist offensichtlich.
Lemma 3.1 Gegeben seien linear unabha¨ngige Vektoren v1, .., vq ∈ Rq, dann gilt:
z ∈ int(ccone{v1, .., vq})⇐⇒ z =
q∑
i=1
λivi mit λi ∈ R>0 ∀i ∈ {1, .., q}
Beweis. Es sei V ∈ Rq×q die Matrix, deren Spaltenvektoren v1, .., vq sind. Wird V als
Abbildung Rq −→ Rq aufgefasst, so ist diese Abbildung, aufgrund der Linearita¨t, stetig.
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Das gilt auch fu¨r die inverse Abbildung V −1 : Rq −→ Rq. Die Abbildung V ist also ein
Homo¨omorphismus auf Rq. Fu¨r beliebige z ∈ Rq gilt die folgende Aussage:
z ∈ ccone{v1, .., vq} ⇔ V −1z ∈ Rq≥0
oder auch:
ccone{v1, .., vq} = V (Rq≥0)
Da ∂Rq≥0 =
{
z ∈ Rq≥0 : ∃i ∈ {1, ..., q} : zi = 0
}
, folgt mit:
int(R≥0) = Rq≥0\∂Rq≥0 = Rq≥0\∂Rq≥0
aus der Homo¨omorphie von V , die Behauptung.
Lemma 3.2 Es sei z ∈ Rq\{0}, und W eine Umgebung von z. Dann existiert eine linear
unabha¨ngige Teilmenge {v1, .., vq} ⊆W , so dass z ∈ int(ccone{v1, ..vq}).
Beweis. Mit [Lee03, Example 9.1 (e)] und der Homo¨omorphie-Eigenschaft von Drehun-
gen und Streckungen, kann ohne Beschra¨nkung der Allgemeinheit angenommen werden,
dass:
z =
q∑
i=1
ei (3.5)
gilt. Hierbei sind e1, ..., eq die kanonischen Einheitsvektoren in R
q. Unter Verwendung
der Offenheit von W , existiert ein ǫ ∈ R>0, so dass Bǫ(z) ⊆ W gilt. Dann gilt fu¨r alle
i ∈ {1, ..., q}:
vi := z +
ǫ
2
ei ∈ Bǫ(z) (3.6)
Nun wird gezeigt, dass die Vektoren v1, ..., vq linear unabha¨ngig sind. Angenommen, es
existieren Koeffizienten λ1, .., λq ∈ R, so dass:
0 =
q∑
i=1
λivi
gilt. Dann ist
0 =
q∑
i=1
λivi
(3.6)
=
q∑
i=1
λi
(
z +
ǫ
2
ei
)
=
q∑
i=1
λiz +
ǫ
2
q∑
i=1
λiei (3.7)
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Ist nun
∑q
i=1 λi = 0 gilt. Dann ist
0 =
ǫ
2
q∑
i=1
λiei
und es folgt λi = 0 fu¨r alle i ∈ {1, ..., q}. Ist
∑n
i=1 λi 6= 0 dann kann ohne Beschra¨nkung
der Allgemeinheit angenommen werden, dass
∑q
i=1 λi = 1 gilt. In dem Fall folgt aus
(3.7)
q∑
i=1
ei
(3.5)
= z = − ǫ
2
q∑
i=1
λiei
und es gilt λi = −2ǫ fu¨r alle i ∈ {1, ..., q}. Dann ist
q∑
i=1
λi = −q · 2
ǫ
6= 1
womit die lineare Unabha¨ngigkeit der Vektoren v1, ..., vq bewiesen ist. Nun wird noch
gezeigt, dass auch die Bedingung z ∈ int (ccone {v1, .., vq}) erfu¨llt ist. Es ist:
q∑
i=1
vi
(3.6)
=
q∑
i=1
(
z +
ǫ
2
ei
)
=
q∑
i=1
z +
ǫ
2
q∑
i=1
ei
(3.5)
= qz +
ǫ
2
z =
(
q +
ǫ
2
)
z
beziehungsweise:
z =
q∑
i=1
1
q + ǫ
2
· vi
Daraus folgt mit Lemma 3.1 die Behauptung.
Lemma 3.3 Es sei U ⊆ Rn eine offene Menge mit 0 ∈ U , und es seien v1, .., vq ∈
C(U,Rq) gegeben, so dass die Vektoren v1(0), .., vq(0) ∈ Rq linear unabha¨ngig sind. Fer-
ner sei z ∈ int(ccone(v1(0), .., vq(0)). Dann existieren δ, ρ ∈ R>0, so dass fu¨r jedes
x ∈ Bρ(0) die Inklusion:
Bδ(z) ⊆ int(ccone(v1(x), .., vq(x)))
gilt.
Beweis. Definiere eine Abbildung:
V : U −→ Rq×q
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x 7→ V (x) = [v1(x), .., vq(x)]
Hierbei wird der Raum Rq×q mit der, von der euklidischen Norm induzierten Ma-
trixnorm:
‖·‖Rq×q : Rq×q −→ R
A 7→ sup
x∈Sq−1
|Ax|Rq
versehen. Nach Voraussetzung hat die Matrix V (0) den Rang q. Aufgrund der Stetigkeit
von V , und der Stetigkeit der Determinantenfunktion, kann angenommen werden, dass
fu¨r alle x ∈ U die Bedingung V (x) ∈ GL(n,R) gilt. Ist dies nicht der Fall, so wird U
verkleinert. Demzufolge ist auch die Abbildung:
V −1 : U −→ GL(q,R)
x 7→ V −1(x)
wohldefiniert, und mit der Cramerschen Regel [Fis08, 3.3.5.] auch stetig. Nach Voraus-
setzung gilt V −1(0)z ∈ Rq>0. Dies motiviert die Definition der folgenden Abbildung,
hierbei sei R1 ∈ R>0, so dass BR1(0) ⊆ U und R2 ∈ R>0 eine beliebige feste Zahl:
Ψ : BR1(0)× BR2(z) −→ Rq
(x, b) 7→ V −1(x)b
Sei nun x ∈ BR1(0) und b ∈ BR2(z), dann gilt:
|Ψ(x, b)−Ψ(0, z)|Rq =
∣∣V −1(x)b− V −1(0)z∣∣
Rq
≤ ∣∣[V −1(x)− V −1(0)]b∣∣
Rq
+
∣∣V −1(0)[b− z]∣∣
Rq
≤ ∥∥V −1(x)− V −1(0)∥∥
Rq×q
|b|Rq +
∥∥V −1(0)∥∥
Rq×q
|b− z|Rq
≤C1(z, R2) ·
∥∥V −1(x)− V −1(0)∥∥
Rq×q
+ C2(V (0)) · |b− z|Rq
(3.8)
Wa¨hle nun ein ǫ > 0, so dass Bǫ(V
−1(0)z) ⊆ Rq>0 gilt. Aufgrund der Stetigkeit der
Abbildung V −1, existiert ein ρ(ǫ) ∈ R>0, so dass fu¨r |x|Rn < ρ die Abscha¨tzung:∥∥V −1(x)− V −1(0)∥∥
Rq×q
<
ǫ
2C1
gilt. Sei nun |b− z|Rq < δ := ǫ2C2 , dann gilt, zusammen mit (3.8), die Abscha¨tzung
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|Ψ(x, b)−Ψ(0, z)|Rq < ǫ, das heißt Ψ(x, b) ∈ Bǫ(V −1(0)z) ⊆ R>0. Mit Lemma 3.1 folgt,
aus der Wahl der Abbildung Ψ, die Behauptung.
Zusammenfassend ergibt sich, aus Lemma 3.1 bis Lemma 3.3, das in [Gu¨n89b, Lemma
2.3.] aufgefu¨hrte Resultat:
Lemma 3.4 Es sei U ⊆ Rn eine offene Menge mit 0 ∈ U , eine Funktion g ∈ C∞(U,Rq)
mit g(0) 6= 0, eine offene Menge W ⊆ Rq mit g(0) ∈ W , sowie eine Menge von Funk-
tionen F ⊆ C∞(U,Rq) mit folgender Eigenschaft gegeben: Fu¨r jedes z ∈ W existiert
eine Menge von Koeffizienten {αz1, .., αzk} ⊆ R>0 und eine Teilmenge von Funktionen
{f z1 , .., f zk} ⊆ F , so dass:
z =
k∑
i=1
αzi f
z
i (0)
Dann existiert ein ρ > 0, ein l(k, q) ∈ N, eine Menge von Koeffizientenfunktionen
{α1, .., αl} ⊆ C∞(Bρ(0),R>0), sowie eine Menge von Funktionen {f1, .., fl} ⊆ F , so
dass:
g(x) =
l∑
i=1
αi(x)fi(x)
fu¨r alle x ∈ Bρ(0) gilt.
Beweis. Mit Lemma 3.2 existieren linear unabha¨ngige Vektoren {v1, .., vq} ⊆W , so dass
g(0) ∈ int(ccone{v1, .., vq}). Schreibe, gema¨ß der Voraussetzung, fu¨r alle j ∈ {1, .., q}:
vj =
k∑
i=1
β
vj
i f
vj
i (0)
wobei die Koeffizienten β
vj
1 , ..., β
vj
k positiv sind, und die Abbildungen f
vj
1 , ..., f
vj
k in der
Menge F liegen. Daraus hervorgehend, wird fu¨r jedes j ∈ {1, ..., q} die Abbildung vj ∈
C∞(U,Rq), mit der Bildungsvorschrift:
vj(x) :=
k∑
i=1
β
vj
i f
vj
i (x) fu¨r x ∈ U (3.9)
definiert. Mit Lemma 3.3 existieren δ, ρ ∈ R>0, so dass:
Bδ(g(0)) ⊆ int(ccone(v1(x), ..., vq(x)))
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fu¨r alle x ∈ Bρ(0) gilt. Definiere nun:
V : Bρ(0) −→ GL(q,R)
x 7→ [v1(x), ..., vq(x)]
Wegen der Stetigkeit von g, kann angenommen werden, dass g(Bρ(0)) ⊆ Bδ(g(0)) gilt.
Dann ist V (x)−1(g(x)) ∈ Rq>0 fu¨r alle x ∈ Bρ(0). Definiere, daraus resultierend, eine
glatte Abbildung:
γ : Bρ(0) −→ Rq>0
x 7→ V (x)−1(g(x))
und es gilt fu¨r jedes x ∈ Bρ(0):
g(x) = V (x) · V (x)−1(g(x)) =
q∑
j=1
γj(x) vj(x)
(3.9)
=
q∑
j=1
k∑
i=1
γj(x)β
vj
i︸ ︷︷ ︸
>0
f
vj
i (x)
woraus die Behauptung folgt.
3.2. HILFSRESULTATE
30 KAPITEL 4. REDUKTION AUF EIN PERTURBATIONSPROBLEM
4 Reduktion auf ein
Perturbationsproblem
In diesem Kapitel wird die lokale Problemstellung aus Satz 3.2 in ein Perturbations-
problem u¨berfu¨hrt, welches sich mit der Methode, die in Kapitel 5 diskutiert werden
wird, lo¨sen la¨sst. Dazu wird der folgende Satz, welcher der Arbeit [Gu¨n89b, Kapitel 4],
beziehungsweise [HH06, Theorem 1.3.9.] entnommen ist, gezeigt:
Satz 4.1 Gegeben sei eine freie Abbildung F0 ∈ C∞(B,Rq), fu¨r q ≥ n2 (n+3)+5, und eine
Abbildung a ∈ C∞0 (B). Dann existiert eine kompakte Menge K ⊆ B, mit supp(a) ⊆ K,
so dass die folgende Aussage gilt: Fu¨r jedes k ∈ N\{0, 1} existiert ein ǫk ∈ R>0, so
dass fu¨r jedes ǫ ∈ (0, ǫk] eine freie Abbildung Fǫ,k ∈ C∞(B,Rq) existiert, welche die
Eigenschaften:
∂1Fǫ,k · ∂1Fǫ,k = ∂1F0 · ∂1F0 + a4 + ǫk+1f ǫ,k11
∂1Fǫ,k · ∂iFǫ,k = ∂1F0 · ∂iF0 + ǫk+1f ǫ,k1i fu¨r 2 ≤ i ≤ n
∂iFǫ,k · ∂jFǫ,k = ∂iF0 · ∂jF0 + ǫk+1f ǫ,kij fu¨r 2 ≤ i ≤ j ≤ n
(4.1)
supp(Fǫ,k − F0) ∈ C∞0 (B,Rq) (4.2)
max
x∈B
|Fǫ,k(x)− F0(x)|Rq ≤ C(n, k, F0, a) · ǫ (4.3)
erfu¨llt. Hierbei ist f ǫ,k := (f ǫ,kij )1≤i≤j≤n ∈ C∞0 (B,R
n
2
(n+1)) mit supp(f ǫ,k) ⊆ K. Diese
Abbildung erfu¨llt die Abscha¨tzung:
∥∥f ǫ,k∥∥
C3(B,R
n
2 (n+1))
≤ C(n, k, F0, a) · ǫ−3 (4.4)
Um Satz 4.1 zu beweisen, wird eine Vielzahl von technischen U¨berlegungen beno¨tigt, die
im Abschnitt 4.1 zusammengetragen und bewiesen werden, bevor die Abbildungen Fǫ,k
in Abschnitt 4.2 induktiv hergeleitet werden.
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4.1 Hilfsresultate
Gegeben sei eine Menge von Funktionen {e1, .., en+5} ⊆ C∞(B,Rq), fu¨r q ≥ n + 5,
so dass fu¨r jedes beliebige x ∈ B die Vektoren e1(x), .., en+5(x) linear unabha¨ngig
sind. Mit [Fis08, 5.4.9] existiert fu¨r jedes z ∈ Rq eine eindeutig bestimmte Ortho-
gonalzerlegung, das heißt, es existiert ein z⊤ ∈ lin{e1(x), .., en+5(x)} und ein z⊥ ∈
lin{e1(x), .., en+5(x)}⊥, so dass z = z⊤ + z⊥. Mit:
Px : R
q −→ lin{e1(x), .., en+5(x)}
wird die Orthogonalprojektion auf den Unterraum lin{e1(x), .., en+5(x)} bezeichnet, das
heißt Px(z) = z
⊤. Das folgende Lemma entspricht [HH06, Lemma 1.3.12], und stellt die
Grundlage des gesamten Kapitels dar.
Lemma 4.1 Es sei {e1, .., en+5} ⊆ C∞(B,Rq), fu¨r q ≥ n+5, eine Menge von punktweise
linear unabha¨ngigen Funktionen, dann existieren Abbildungen u, v ∈ C∞(B,Rq), mit der
Eigenschaft:
u(x), v(x) ∈ lin{e1(x), ..., en+5(x)} fu¨r alle x ∈ B
so dass fu¨r alle x ∈ B die (n+ 2) Vektoren:
u(x), v(x), ei(x) + sPx (a ∂iu(x) + b ∂iv(x)) i ∈ {1, .., n} (4.5)
fu¨r beliebige s ∈ R, und a, b ∈ R mit a2 + b2 = 1, linear unabha¨ngig sind.
Beweis. Es sei F ∈ C∞(Rn,Rn+1) die Immersion aus Lemma C.1. Fu¨r ǫ ∈ (0, 1] werden
Abbildungen u, v ∈ C∞(B,Rq) wie folgt definiert:
u(x) :=
n+1∑
l=1
ǫFl(ǫ
−2x) el+1(x) + en+4(x)
v(x) :=
n+1∑
l=1
ǫFl(ǫ
−2x) el+2(x) + en+5(x)
(4.6)
Die Behauptung wird bewiesen, indem gezeigt wird, dass es ein ǫ ∈ (0, 1] gibt, so dass
die Abbildungen u und v die geforderten Eigenschaften (4.5) erfu¨llen. Zuna¨chst wird
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bemerkt, dass fu¨r jedes x ∈ B, und a, b ∈ R mit a2 + b2 = 1, die glatten Abbildungen:
wl(x) :=
a el+1(x) + b el+2(x) fu¨r l ∈ {1, ..., n+ 1}el+2(x) fu¨r l ∈ {n+ 2, ..., n+ 3} (4.7)
punktweise linear unabha¨ngig sind. Seien dazu x ∈ B und c1, ..., cn+3 ∈ R, so dass:
n+3∑
l=1
cl wl(x) = 0
dann muss, wegen der punktweisen linearen Unabha¨ngigkeit der Funktionen e1, ..., en+5,
bereits cn+2 = 0 = cn+3 gelten. Das bedeutet:
c1a e2(x) + (c1b+ c2a) e3(x) + ... + (cnb+ cn+1a) en+2(x) + cn+1b en+3(x) = 0
beziehungsweise:
c1a = 0, c1b+ c2a = 0, ..., cnb+ cn+1a = 0, cn+1b = 0
Da nach Voraussetzung a2 + b2 = 1 gilt, folgt cl = 0 fu¨r alle l ∈ {1, ..., n + 1}, womit
die punktweise lineare Unabha¨ngigkeit der Funktionen in (4.7) gezeigt ist. Definiere nun
Abbildungen ŵ1, ..., ŵn+2 ∈ C∞(Rn × B,Rq) wie folgt:
ŵi(y, x) :=

∑n+1
l=1 ∂iFl(y)wl(x) fu¨r i ∈ {1, ..., n}
wi+1(x) fu¨r i ∈ {n+ 1, n+ 2}
(4.8)
Es wird gezeigt, dass die Abbildungen ŵ1, ..., ŵn+2 punktweise linear unabha¨ngig sind.
Fu¨r y ∈ Rn und ein x ∈ B seien µ1, ..., µn+2, so dass:
n∑
i=1
µi
n+1∑
l=1
∂iFl(y)wl(x) +
2∑
j=1
µn+j wn+j+1(x) = 0
gilt, dann folgt, aus der linearen Unabha¨ngigkeit der Vektoren w1(x), ..., wn+3(x), bereits
µn+1 = 0 = µn+2. Dies impliziert:
n∑
i=1
µi ∂iFl(y) = 0 fu¨r alle l ∈ {1, ..., n+ 1}
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beziehungsweise:
n∑
i=1
µi ∂iF (y) = 0
Da F eine Immersion ist, folgt µi = 0 fu¨r alle i ∈ {1, ...n}. Es sei nun Ŵ ∈ C∞(Rn ×
B,Rn+2×q) die matrixwertige Funktion, deren Zeilen die Funktionen ŵT1 , ..., ŵ
T
n+2 sind.
Dann existiert, aufgrund der Kompaktheit der Menge B, und der Periodizita¨t der Ab-
bildung F , ein θ ∈ R>0, so dass:
det(Ŵ (y, x) · Ŵ T (y, x)) ≥ θ (4.9)
fu¨r alle y ∈ Rn und x ∈ B gilt. Im Folgenden seien ǫ ∈ (0, 1] und a, b ∈ R, mit a2+b2 = 1,
sowie s ∈ R, dann werden Funktionen v1, ..., vn+2 ∈ C∞(B,Rq) wie folgt definiert:
vi(x) :=

ei(x) + sPx(a ∂iu(x) + b ∂iv(x)) fu¨r i ∈ {1, ..., n}
u(x) fu¨r i = n + 1
v(x) fu¨r i = n + 2
(4.10)
Dann ist fu¨r i ∈ {1, ..., n}:
vi(x) = ei(x) + sPx (a ∂iu(x) + b ∂iv(x))
(4.6)
= ei(x) + sPx
(
n+1∑
l=1
1
ǫ
∂iFl(ǫ
−2x)(a el+1(x) + b el+2(x))
)
+ sPx
[
n+1∑
l=1
ǫFl(ǫ
−2x) (a ∂iel+1(x) + b ∂iel+2(x))
]
+ sPx [∂ien+4(x) + ∂ien+5(x)]
= ei(x) +
s
ǫ
n+1∑
l=1
∂iFl(x)(ǫ
−2x)(a el+1(x) + b el+2(x)) + sO(1)
(4.8)
= ei(x) +
s
ǫ
ŵ(ǫ−2x, x) + sO(1)
(4.11)
ferner ist mit (4.6):
vn+1 = u(x) = en+4(x) +O(ǫ) und vn+2 = v(x) = en+5(x) +O(ǫ) (4.12)
Zuna¨chst wird angenommen, dass |s| ≥ ǫ1− 12n gilt. Dann folgt aus (4.11), fu¨r i ∈
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{1, ..., n}:
vi(x) =
s
ǫ
[
ǫ ei(x) + ŵ(ǫ
−2x, x) +O(ǫ)] = s
ǫ
[
ŵi(ǫ
−2x, x) +O(ǫ 12n )
]
(4.13)
und aus (4.12):
vn+1 = en+4(x) +O(ǫ 12n ) und vn+2 = en+5(x) +O(ǫ 12n ) (4.14)
Nun sei V ∈ C∞(B,Rn+2×q) die matrixwertige Funktion, deren Zeilen die Funktionen
vT1 , ..., v
T
n+2 sind. Aus (4.13) und (4.14) folgt, unter Beachtung von |s| ≥ ǫ1−
1
2n , fu¨r alle
x ∈ B:
det(V (x) · V T (x)) =s
2n
ǫ2n
[
det(Ŵ (ǫ−2x, x) · Ŵ T (ǫ−2x, x)) +O(ǫ 12n )
] (4.9)
≥ s
2n
ǫ2n
(
θ − Cǫ 12n
)
≥1
ǫ
(
θ − Cǫ 12n
)
≥ θ
2ǫ
falls ǫ ∈ (0, ǫ0], fu¨r ein hinreichend kleines ǫ0 ∈ R>0. Damit ist gezeigt, dass die in (4.10)
definierten Funktionen, fu¨r |s| ≥ ǫ1− 12n und alle x ∈ B punktweise linear unabha¨ngig
sind, sofern ǫ ∈ R>0 klein genug ist. Nun sei |s| < ǫ1− 12n , und fu¨r ein x ∈ B, seien
c1, ..., cn+2 ∈ R, so dass
∑n+2
i=1 ci vi(x) = 0 gilt. Setze:
A := max
1≤i≤n+2
|ci| (4.15)
Es wird gezeigt, dass A = 0 fu¨r hinreichend kleine ǫ ∈ R>0 gelten muss. Aus (4.11) folgt
fu¨r i ∈ {1, ..., n}:
vi(x) = ei(x) +
s
ǫ
ŵi(ǫ
−2x, x) +O(ǫ1− 12n )
(4.6)
= ei(x) +
s
ǫ
n+1∑
l=1
∂iFl(x)(ǫ
−2x)(a el+1(x) + b el+2(x)) +O(ǫ1− 12n )
(4.16)
und aus (4.12):
vn+1 = en+4(x) +O(ǫ1− 12n ) und vn+2 = en+5(x) +O(ǫ1− 12n ) (4.17)
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Mit (4.16) und (4.17) folgt aus
∑n+2
i=1 ci vi(x) = 0:
0 =
n∑
i=1
ci
[
ei(x) +
s
ǫ
n+1∑
l=1
∂iFl(ǫ
−2x) (a el+1(x) + b el+2(x)) +O(ǫ1− 12n )
]
+ cn+1
[
en+4(x) +O(ǫ1− 12n )
]
+ cn+2
[
en+5(x) +O(ǫ1− 12n )
]
(C.1), (4.15)
=
n∑
i=1
ci ei(x) +
s
ǫ
n+1∑
l=1
min(l,n)∑
i=1
ci
[
∂iFl(ǫ
−2x) (a el+1(x) + b el+2(x))
]
+ cn+1 en+4(x) + cn+2 en+5(x) +O(Aǫ1− 12n )
=
n∑
i=1
ci ei(x) +
s
ǫ
n+2∑
l=2
min(l−1,n)∑
i=1
ci ∂iFl−1(ǫ
−2x) a el(x)
+
s
ǫ
n+3∑
l=3
min(l−2,n)∑
i=1
ci ∂iFl−2(ǫ
−2x) b el(x)
+ cn+1 en+4(x) + cn+2 en+5(x) +O(Aǫ1− 12n )
=
n∑
i=1
ci ei(x) +
s
ǫ
n+2∑
i=2
min(i−1,n)∑
l=1
cl ∂lFi−1(ǫ
−2x) a ei(x)
+
s
ǫ
n+3∑
i=3
min(i−1,n)∑
l=1
cl ∂lFi−2(ǫ
−2x) b ei(x)
+ cn+1 en+4(x) + cn+2 en+5(x) +O(Aǫ1− 12n )
Aus der punktweisen linearen Unabha¨ngigkeit der Abbildungen e1, ...., en+5 folgt:
c1 +O(Aǫ1− 12n ) = 0
c2 +
s
ǫ
c1 a ∂1F1(ǫ
−2x) +O(Aǫ1− 12n ) = 0
(4.18)
sowie fu¨r i ∈ {3, ..., n}:
ci +
s
ǫ
i−1∑
l=1
cl
[
a ∂lFi−1(ǫ
−2x) + b ∂lFi−2(ǫ
−2x)
]
= 0 (4.19)
und:
cn+1 +O(Aǫ1− 12n ) = 0
cn+2 +O(Aǫ1− 12n ) = 0
(4.20)
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Aus (4.18) folgt:
|c1| ≤ C Aǫ1− 12n
|c2| ≤ C Aǫ1− 22n
woraus, mit (4.19), induktiv fu¨r i ∈ {3, ..., n} die Abscha¨tzung:
|ci| ≤ C Aǫ1− i2n
hervorgeht. Ferner impliziert (4.20):
|cn+1|+ |cn+2| ≤ C Aǫ1− 12n
fu¨r eine bestimmte, von x unabha¨ngige Konstante, C ∈ R>0. Daraus folgt insgesamt
|ci| ≤ C A
√
ǫ fu¨r alle i ∈ {1, ..., n+ 2}, und schließlich, unter Beachtung von (4.15):
A = max
1≤i≤n+2
|ci| ≤ C A
√
ǫ ≤ 1
2
A
falls ǫ ∈ (0, ǫ0], mit C√ǫ0 ≤ 12 . Daraus folgt die punktweise lineare Unabha¨ngigkeit der
Funktionen v1, ..., vn+2, fu¨r |s| < ǫ1− 12n , und hinreichend kleine ǫ > 0. Aus der Definition
der Funktionen v1, ..., vn+2 in (4.10) folgt die Behauptung.
Bemerkung 4.1 Es kann angenommen werden, dass die in Lemma 4.1 konstruierten
Funktionen u und v punktweise orthonormal zueinander sind.
Beweis. Es wird gezeigt, dass eine Orthonormalisierung der Funktionen u und v, aus
Lemma 4.1, die lineare Unabha¨ngigkeit der Vektoren in (4.5), fu¨r beliebige x ∈ B, nicht
beeintra¨chtigt. Dazu werden punktweise orthonormalisierte Funktionen û, v̂ ∈ C∞(B),
gema¨ß [Fis08, 5.4.9], wie folgt definiert: Fu¨r x ∈ B ist, unter Beachtung der punktweisen
linearen Unabha¨ngigkeit der Funktionen u und v:
û(x) :=
u(x)
|u(x)| = C1(u(x)) · u(x)
v̂(x) :=
v(x)−
(
u(x)
|u(x)|
· v(x)
)
u(x)
|u(x)|∣∣∣v(x)− ( u(x)|u(x)| · v(x)) u(x)|u(x)|∣∣∣ = C2(u(x), v(x)) · u(x) + C3(u(x), v(x)) · v(x)
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Dann gilt fu¨r alle i ∈ {1, .., n}, x ∈ B, s ∈ R und a, b ∈ R mit a2 + b2 = 1:
ei(x) + sPx (a ∂iû(x) + b∂iv̂(x))
=ei(x) + sPx [aC1(u(x)) · ∂iu(x) + bC2(u(x), v(x)) · ∂iu(x) + bC3(u(x), v(x)) · ∂iv(x)]
+ sPx [aC4(u(x), i) · u(x) + bC5(u(x), v(x), i) · u(x) + bC6(u(x), v(x), i) · v(x)]
=ei(x) + sPx [C7(u(x), v(x), a, b) · ∂iu(x) + C8(u(x), v(x), b) · ∂iv(x)]
+ C9(u(x), v(x), i, s, a, b) · u(x) + C10(u(x), v(x), i, s, b) · v(x)
=ei(x)
+ C11(u(x), v(x), a, b) · Px [C12(u(x), v(x), a, b) · ∂iu(x) + C13(u(x), v(x), a, b) · ∂iv(x)]
+ C9(u(x), v(x), i, s, a, b) u(x) + C10(u(x), v(x), i, s, b) v(x)
mit C212(u(x), v(x), a, b)+C
2
13(u(x), v(x), a, b) = 1. Mit linearen Unabha¨ngigkeit der Vek-
toren in (4.5) folgt die Behauptung.
Fu¨r weitere Konstruktionen ist das folgende Hilfsresultat wichtig:
Lemma 4.2 Gegeben seien punktweise linear unabha¨ngige Abbildungen e1, ..., ek ∈
C∞(B,Rq), wobei q ≥ k + 1 gilt. Dann existieren Abbildungen ek+1, ..., eq ∈ C∞(B,Rq),
so dass die Abbildungen e1, ..., eq in B punktweise linear unabha¨ngig sind.
Beweis. Nach dem Fortsetzungssatz von Seeley [See64] existiert ein ǫ ∈ R>0, so dass
Abbildungen ê1, ..., êk ∈ C∞(B1+ǫ(0),Rq) mit der Eigenschaft existieren, dass êi|B ≡ ei
fu¨r alle i ∈ {1, ..., k} gilt. Wegen der Stetigkeit der Determinante, kann angenommen
werden, dass ê1, ..., êk auf B1+ǫ(0) punktweise linear unabha¨ngig sind. Die Menge:
N :=
∐
x∈B1+ǫ(0)
lin{ê1(x), ..., êk(x)}⊥
kann, mit [Lee03, Lemma 8.41], als glattes Vektorbu¨ndel u¨ber B1+ǫ(0) aufgefasst werden.
Mit [Hir94, Chapter 4, 2.5. Corollary] ist das Vektorbu¨ndel N glatt trivialisierbar. Mit
[Lee03, Corollary 5.11.] folgt die Behauptung.
Das folgende Lemma basiert auf [HH06, Lemma 1.3.12.], beziehungsweise [Gu¨n89b, Satz
3.3.], und bildet, aufbauend auf Lemma 4.1, ebenfalls eine wichtige Grundlage fu¨r weitere
Konstruktionen, hierbei ist S := [−π, π].
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Lemma 4.3 Es sei F0 ∈ C∞(B,Rq) eine freie Abbildung, wobei q ≥ n2 (n + 3) + 5 gilt.
Dann existiert eine Funktion v1 ∈ C∞(S× B,Rq), so dass fu¨r ein beliebiges a ∈ C∞0 (B)
die Funktion u1 := a
2 v1 ∈ C∞(S× B,Rq) die folgenden Eigenschaften erfu¨llt:
(i) Es gilt im punktweisen Sinne in S× B:
∂iF0 · u1 = 0 und ∂iF0 · ∂tu1 = 0 fu¨r 1 ≤ i ≤ n
∂i∂jF0 · u1 = 0 fu¨r 2 ≤ i ≤ j ≤ n
(4.21)
(ii) Die Funktionen:
∂1F0 + s∂tu1 ∂iF0 fu¨r 2 ≤ i ≤ n ∂ijF0 fu¨r 2 ≤ i ≤ j ≤ n
∂21F0 + 2s ∂t∂1u1 ∂1∂iF0 + s ∂t∂iu1 fu¨r 2 ≤ i ≤ n
∂tv1 ∂
2
t v1
(4.22)
sind im punktweisen Sinne in S× B, fu¨r alle s ∈ R, linear unabha¨ngig.
(iii) Es gilt, fu¨r eine positive Funktion ̺ ∈ C∞(S):
|∂tu1(t, x)|2Rq = a4(x) ̺2(t) (4.23)
fu¨r alle (t, x) ∈ S× B.
(iv) Fu¨r jedes x ∈ B gelten die Gleichungen:∫ π
−π
∂tu1(t, x) · ∂iu1(t, x) dt = 0 fu¨r 1 ≤ i ≤ n∫ π
−π
̺(t) ∂iF0(x) · ∂ju1(t, x) dt = 0 fu¨r 1 ≤ i, j ≤ n
(4.24)
Beweis. Da F0 eine freie Abbildung ist, und q ≥ n2 (n+3)+5 gilt, existieren mit Lemma
4.2 Abbildungen f1, ..., f5 ∈ C∞(B,Rq), so dass die Abbildungen:
∂iF0 fu¨r 1 ≤ i ≤ n, ∂k∂lF0 fu¨r 1 ≤ k ≤ l ≤ n, f1, ..., f5 (4.25)
in B punktweise linear unabha¨ngig sind. Fu¨r jedes x ∈ B ist:
Lx := lin ({∂iF0(x)}1≤i≤n ∪ {∂i∂jF0(x)}2≤i≤j≤n) ⊆ Rq
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und Px ∈ C∞(Rq, L⊥x ) die Orthogonalprojektion auf den Raum L⊥x . Weiterhin seien
e1, ...., en+5 ∈ C∞(B,Rq) wie folgt definiert:
ei(x) :=

1
2
Px∂
2
1F0(x) fu¨r i = 1
Px∂1∂iF0(x) fu¨r i ∈ {1, ..., n}
Pxfi−n(x) fu¨r i ∈ {n+ 1, ..., n+ 5}
(4.26)
Wegen der punktweisen linearen Unabha¨ngigkeit der Abbildungen in (4.25), sind die
Abbildungen e1, ...., en+5 ebenfalls punktweise linear unabha¨ngig in B. Mit Lemma 4.1
existieren u, v ∈ C∞(B,Rq), mit der Eigenschaft u(x), v(x) ∈ lin{e1(x), ..., en+5(x)} fu¨r
alle x ∈ B, so dass fu¨r alle x ∈ B die (n+ 2) Vektoren:
u(x), v(x), ei(x) + sPx (a ∂iu(x) + b ∂iv(x)) i ∈ {1, .., n} (4.27)
fu¨r beliebige s ∈ R, und a, b ∈ R mit a2+b2 = 1, linear unabha¨ngig sind. Mit Bemerkung
4.1 kann angenommen werden, dass:
|u(x)| = 1 = |v(x)| und u(x) · v(x) = 0 (4.28)
fu¨r alle x ∈ B gilt. Definiere nun, mit den in Lemma C.2 beschriebenen Funktionen
α1, α2 ∈ C∞(S), die Abbildung v1 ∈ C∞(S× B,Rq) mit:
v1(t, x) := α1(t) u(x) + α2(t) v(x) (4.29)
Ist a ∈ C∞0 (B) eine beliebige Abbildung, dann gilt fu¨r u1 := a2 v1, unter Beachtung von
(4.28), die Gleichung:
|∂tu1(t, x)|2 = a4 (α′1(t)2 + α′2(t)2) = a4 ̺2(t)
wobei ̺ ∈ C∞(S), mit:
̺(t) =
√
α′1(t)
2 + α′2(t)
2 (4.30)
definiert ist. Dies entspricht (4.23). Da u(x), v(x) ∈ lin{e1(x), ..., en+5(x)} ⊆ L⊥x fu¨r
alle x ∈ B gilt, ist (4.21) bewiesen. Aus (C.12) folgt, mit (4.29), die punktweise lineare
Unabha¨ngigkeit der Abbildungen ∂tv1 und ∂
2
t v1, sowie:
lin{∂tv1(t, x), ∂2t v1(t, x)} = lin{u(x), v(x)} (4.31)
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fu¨r alle x ∈ B. Ferner ist mit (4.26) und (4.29), fu¨r alle x ∈ B und s ∈ R:
Px(∂
2
1F0(x) + 2s∂t∂1v1(t, x)) = 2ei(x) + 2s Px(α
′
1(t) ∂1u(x) + α
′
2(t) ∂1v(x))
und fu¨r i ∈ {2, ..., n}:
Px(∂1∂iF0(x) + s∂t∂iv1(t, x)) = ei(x) + s Px(α
′
1(t) ∂iu(x) + α
′
2(t) ∂iv(x))
Aus der linearen Unabha¨ngigkeit der Vektoren in (4.27), folgt mit (4.31) die punkt-
weise lineare Unabha¨ngigkeit der Abbildungen in (4.22). Schließlich folgen aus (C.14),
zusammen mit (4.29), die Identita¨ten in (4.24).
Ist eine Matrix A ∈ Rk×q gegeben, deren Zeilen linear unabha¨ngig sind, dann la¨sst sich,
fu¨r jedes b ∈ Rk, das Gleichungssystem Ax = b lo¨sen. Falls q > k gilt, so ist die Lo¨sung
dieses Gleichungssystems nicht eindeutig bestimmt. In Abschnitt 4.2 sollen Gleichungs-
systeme gelo¨st werden, bei denen die Koeffizienten der Matrix glatte Funktionen auf B
sind. Eine vektorwertige Lo¨sungsfunktion soll wieder eine glatte Funktion auf B sein. Um
das zu gewa¨hrleisten, wird gezeigt, dass im Lo¨sungsraum L(A, b) := {x ∈ Rq : Ax = b}
genau ein Element minimaler euklidischer La¨nge existiert.
Lemma 4.4 Gegeben sei eine Matrix A ∈ Rk×q mit rg(A) = k, und ein Vektor b ∈ Rk.
Dann existiert genau ein x0 ∈ L(A, b), so dass:
|x0|Rq = min{|x|Rq : x ∈ L(A, b)}
gilt. Diese Lo¨sung x0 hat die Darstellung:
x0 = A
T (AAT )−1b (4.32)
Beweis. Ein x ∈ L(A, b) besitzt, mit [Fis08, 5.4.9.], eine eindeutige Orthogonalzerlegung
x = x⊤ + x⊥, wobei x⊤ ∈ lin{AT }, und x⊥ ∈ lin{AT}⊥ erfu¨llt ist. Dann gilt:
|x|
Rq
=
∣∣x⊤∣∣
Rq
+
∣∣x⊥∣∣
Rq
≥ ∣∣x⊤∣∣
Rq
(4.33)
Angenommen, es existiert ein x̂0 ∈ L(A, b), so dass |x̂0|Rq = min{|x|Rq : x ∈ L(A, b)}
erfu¨llt ist, dann gilt, mit (4.33), die Gleichung x̂0 = A
Ty, fu¨r ein y ∈ Rk. Dann ist
b = Ax̂0 = AA
T y, woraus wegen rg(AAT ) = k, die Gleichheit y = (AAT )−1b folgt. Also
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ist x̂0 = x0, mit dem in (4.32) definierten, x0. Da x0 ∈ L(A, b) gilt, folgt die Behauptung.
Die Matrix AAT wird im Allgemeinen auch als Gramsche Matrix bezeichnet. In die-
sem Zusammenhang wird det(AAT ) ∈ R≥0 als Gramsche Determinante bezeichnet.
Es gilt: det(AAT ) = 0, genau dann wenn rg(A) < k ist. Die Gramsche Matrix einer end-
lichen Menge von Zeilenvektoren gleicher Dimension, wird als die Gramsche Matrix der
Matrix, in welcher die Zeilenvektoren, unter Beibehaltung der gegebenen Reihenfolge,
stehen, definiert. Lemma 4.4 wird nun verwendet, um folgenden Sachverhalt zu zeigen:
Folgerung 4.1 Es sei Ω ⊆ Rn eine beschra¨nkte offene Menge. Gegeben seien punktweise
linear unabha¨ngige Funktionen e1, ..., ek ∈ C∞(Ω,Rq), sowie ein h ∈ C∞(Ω,Rk), dann
existiert ein v ∈ C∞(Ω,Rq), so dass fu¨r alle i ∈ {1, ..., k}, und fu¨r alle x ∈ Ω die
Gleichung:
ei(x) · v(x) = hi(x) (4.34)
erfu¨llt ist.
Beweis. Es sei A ∈ C∞(Ω,Rk×q) die matrixwertige Funktion, deren Zeilenvektoren,
unter Beibehaltung der Reihenfolge, die Funktionen eT1 , ..., e
T
k sind. Daraus wird eine
Abbildung Θ ∈ C∞(Ω,Rq×k) wie folgt konstruiert:
Θ(x) := AT (x) · (A(x)AT (x))−1
Mit Lemma 4.4 ist die Abbildung v ∈ C∞(Ω,Rq) mit der Bildungsvorschrift:
v(x) := AT (x) · (A(x)AT (x))−1h(x) (4.35)
eine Lo¨sung des Gleichungssystems (4.34).
4.2 Konstruktion der lokalen Hilfsabbildungen Fǫ,k
Es sei ̺ ∈ C∞(S), die in (4.23) eingefu¨hrte Funktion, welche in (4.30) genau definiert
worden ist. Diese Funktion wird, mittels periodischer Fortsetzung, als glatte Funktion
auf ganz R aufgefasst. Mit P ∈ C∞(R) wird eine beliebige, aber feste, Stammfunktion
zu ̺ bezeichnet. Da ̺(t) > 0 fu¨r alle t ∈ R gilt, ist diese Funktion streng monoton
steigend, mit limt→±∞ P (t) = ±∞. Demzufolge exstiert eine Funktion β ∈ C∞(R), so
dass P (β(t)) = t fu¨r alle t ∈ R gilt. Mit der Kettenregel gilt dann:
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β ′(t) =
1
̺(β(t))
(4.36)
Die in diesem Abschnitt zu bestimmenden Hilfsabbildungen Fǫ,k ∈ C∞(B,Rq) werden
wie folgt konstruiert: Zuna¨chst wird, fu¨r jedes k ∈ N\{0, 1}, eine Abbildung Fk ∈ C∞(I×
S×B,Rq) mit gewissen Eigenschaften konstruiert, wobei I := [0, 1] ⊆ R ist. Anschließend
wird, unter Beachtung von Lemma C.3, fu¨r ǫ ∈ [0, 1]:
Fǫ,k(x) := Fk(ǫ, β(ǫ
−1x1), x) (4.37)
gesetzt. Dann gilt:
∂1Fǫ,k(x) = ∂1Fk(ǫ, β(ǫ
−1x1), x) +
β ′(ǫ−1x1)
ǫ
∂tFk(ǫ, β(ǫ
−1x1), x)
(4.36)
= ∂1Fk(ǫ, β(ǫ
−1x1), x) +
1
ǫ̺(β(ǫ−1x1))
∂tFk(ǫ, β(ǫ
−1x1), x)
(4.38)
wobei ∂t die Ableitung nach der zweiten Komponente bezeichnet. Ferner gilt fu¨r i ∈
{2, ..., n}:
∂iFǫ,k(x) = ∂iFk(ǫ, β(ǫ
−1x1), x) (4.39)
4.2.1 Konstruktion der Hilfsabbildung F2
Der folgende Satz stellt den Anfang, fu¨r die induktive Konstruktion der Abbildungen
Fk ∈ C∞(I × S× B,Rq), fu¨r k ≥ 2, dar.
Satz 4.2 Gegeben sei eine freie Abbildung F0 ∈ C∞(B,Rq), mit q ≥ n2 (n+3)+5, und eine
Abbildung a ∈ C∞0 (B). Dann existiert eine kompakte Menge K ⊆ B mit supp(a) ⊆ K, so
dass eine Abbildung F2 ∈ C∞(I×S×B) existiert, welche die Bedingung supp(F2(ǫ, t, ·)−
F0) ⊆ K, fu¨r alle (ǫ, t) ⊆ I × S erfu¨llt und welche die folgenden Gleichungen erfu¨llt:
(i) Fu¨r alle (ǫ, t, x) ∈ I × S× B gilt:∣∣∣∣∂1F2(ǫ, t, x) + 1ǫ̺(t) ∂tF2(ǫ, t, x)
∣∣∣∣2
Rq
= |∂1F0(x)|2Rq + a4(x) + ǫ3f (2)11 (ǫ, t, x) (4.40)
(ii) Fu¨r alle (ǫ, t, x) ∈ I × S× B und i ∈ {2, ..., n} gilt:(
∂1F2(ǫ, t, x) +
1
ǫ̺(t)
∂tF2(ǫ, t, x)
)
· ∂iF2(ǫ, t, x) = ∂1F0 · ∂iF0 + ǫ3f (2)1i (ǫ, t, x)
(4.41)
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(iii) Fu¨r alle (ǫ, t, x) ∈ I × S× B und i, j ∈ {2, ..., n} mit i ≤ j gilt:
∂iF2(ǫ, t, x) · ∂jF2(ǫ, t, x) = ∂iF0 · ∂jF0 + ǫ3f (2)ij (ǫ, t, x) (4.42)
Hierbei ist f (2) := (f
(2)
ij )1≤i≤j≤n ∈ C∞(I×S×B,R
n
2
(n+1)) mit supp(f (2)(ǫ, t, ·)) ⊆ K, fu¨r
alle (ǫ, t) ⊆ I × S. Diese Abbildung erfu¨llt die Eigenschaft:
sup
ǫ∈I
∥∥∂αf (2)(ǫ, ·, ·)∥∥
B,R
n
2 (n+1)
≤ C(n, |α|, F0, a) (4.43)
fu¨r alle α = (∂0, ..., ∂n) ∈ Nn+1. Ferner gilt:
max
(ǫ,t,x)∈I×S×B
|F2(ǫ, t, x)− F0(x)|Rq ≤ C(n, F0, a) · ǫ (4.44)
Beweis. Es seien v1 wie in Lemma 4.3, und u1 := a
2 v1 ∈ C∞(S×B,Rq), sowie ̺ ∈ C∞(S)
wie in (4.23). Die zu bestimmende Abbildung F2 soll die Form F0 + ǫu1 + ǫ
2u2 haben,
wobei u2 in geeigneter Weise zu bestimmen ist. Zuna¨chst wird bemerkt, dass fu¨r alle
i, j ∈ {1, ..., n} die Gleichung:
∂iF0 · ∂ju1 = ∂j(∂iF0 · u1)− ∂i∂jF0 · u1 (4.21)= −∂i∂jF0 · u1 = −a2∂i∂jF0 · v1 (4.45)
gilt. Mit (4.24) existieren Funktionen h1, ..., hn ∈ C∞(S×B), deren periodische Fortset-
zungen, bezu¨glich der ersten Komponente, auf ganz R glatt sind, so dass die folgenden
Gleichungen erfu¨llt sind:
∂th1 = −̺ ∂1F0 · ∂1u1 − ∂tu1 · ∂1u1 (4.45)= a2̺ ∂21F0 · v1 − a2∂tv1 · ∂1u1 (4.46)
und fu¨r alle i ∈ {2, ..., n}:
∂thi = −̺ ∂1F0 · ∂iu1 − ̺ ∂iF0 · ∂1u1 − ∂tu1 · ∂iu1
(4.45)
= a2̺ ∂1∂iF0 · v1 + a2̺ ∂i∂1F0 · v1 − a2∂tv1 · ∂iu1
(4.47)
Die Funktionen h1, ..., hn ko¨nnen so gewa¨hlt werden, dass sie jeweils ein Produkt der
Funktion a2, und einer Funktion aus dem Raum C∞(S × B) sind. Mit der punktweisen
linearen Unabha¨ngigkeit der Abbildungen in (4.22) und Folgerung 4.1, existiert dann ein
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û2 ∈ C∞(S× B,Rq), so dass das folgende Gleichungssystem gilt:(
∂1F0 +
1
̺
∂tu1
)
· û2 = h1
∂iF0 · û2 = hi fu¨r 2 ≤ i ≤ n(
∂21F0 +
2
̺
∂t∂1u1
)
· û2 = 1
2
(|∂1u1|2Rq + 2∂1h1)(
∂1∂iF0 +
1
̺
∂t∂iu1
)
· û2 = 1
2
(∂1u1 · ∂iu1 + ∂1hi + ∂ih1) fu¨r 2 ≤ i ≤ n (4.48)
∂i∂jF0 · û2 = 1
2
(∂iu1 · ∂ju1 + ∂ihj + ∂jhi) fu¨r 2 ≤ i ≤ j ≤ n
∂tv1 · û2 = 0 ∂2t v1 · û2 = 0
Dabei ist zu beachten, dass die rechten Seiten im Gleichungssystem (4.48) jeweils ein
Produkt der Abbildung a, mit einer Abbildung aus dem Raum C∞(S×B) sind, weshalb
sich, unter Verwendung der Formel (4.35), auch û2 als Produkt von a und einer Funktion
aus C∞(S×B,Rq) darstellen la¨sst. Nun wird ein v̂2 ∈ C∞(S×B,Rq) bestimmt, so dass
das Gleichungssystem:(
∂1F0 +
1
̺
∂tu1
)
· v̂2 = −∂1u1 · û2
∂iF0 · v̂2 = −∂iu1 · û2 fu¨r 2 ≤ i ≤ n
∂tv1 · v̂2 = 0
∂2t v1 · v̂2 =
1
2a2
|∂tû2|2Rq
(4.49)
gilt. Dabei ist zu beachten, dass mit der obigen Bemerkung und [Lee03, Proposition 2.26]
eine Funktion u ∈ C∞(S × B,Rq) existiert, die in einer kompakten Teilmenge K ⊆ B
mit supp(a) ⊆ K enthalten ist, so dass ∂tû2 = a u gilt. Unter Verwendung der Formel
(4.35) la¨sst sich dann supp(v̂2(t, ·)) ⊆ K, fu¨r alle t ∈ S, erreichen. Definiere nun eine
Abbildung u2 ∈ C∞(I × S× B) mit:
u2(ǫ, t, x) := û2(t, x) + ǫv̂2(t, x) (4.50)
Mit (4.48) und (4.49) gelten dann die Gleichungen:(
∂1F0 +
1
̺
∂tu1 + ǫ∂1u1
)
· u2 = h1 + Λ(ǫ2) (4.51)
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(∂iF0 + ǫ∂iu1) · u2 = hi + Λ(ǫ2) fu¨r 2 ≤ i ≤ n (4.52)(
∂21F0 +
2
̺
∂t∂1u1
)
· u2 = 1
2
(|∂1u1|2Rq + 2∂1h1) + Λ(ǫ) (4.53)(
∂1∂iF0 +
1
̺
∂t∂iu1
)
· u2 = 1
2
(∂1u1 · ∂iu1 + ∂1hi + ∂ih1) + Λ(ǫ) fu¨r 2 ≤ i ≤ n
(4.54)
∂i∂jF0 · u2 = 1
2
(∂iu1 · ∂ju1 + ∂ihj + ∂jhi) + Λ(ǫ) fu¨r 2 ≤ i ≤ j ≤ n
(4.55)
∂tu1 · u2 = 0 (4.56)
∂2t u1 · u2 =
ǫ
2
|∂tu2|2Rq + Λ(ǫ2) (4.57)
Hierbei sei vereinbart, dass Λ(ǫk), mit k ∈ N, fu¨r einen geeigneten Ausdruck der Form
ǫk h, wobei h ∈ C∞(I × S× B), mit h(ǫ, t, ·) ⊆ K fu¨r alle (ǫ, t) ∈ I × S, steht. Nun wird
fu¨r F2 ∈ C∞(I × S× B) mit:
F2(ǫ, t, x) := F0(x) + ǫu1(t, x) + ǫ
2u2(ǫ, t, x) (4.58)
gezeigt, dass die Gleichungen (4.40) bis (4.42) gelten. Vorher sei erwa¨hnt, dass wegen
u1 = a
2 v1 und (4.50) beziehungsweise (4.58), die Bedingung supp(F2(ǫ, t, ·)− F0) ⊆ K
fu¨r alle (ǫ, t) ⊆ I × S, erfu¨llt ist. Zuerst wird (4.40) gezeigt:
∣∣∣∣∂1F2 + 1ǫ̺∂tF2
∣∣∣∣2
Rq
(4.58)
=
∣∣∣∣∣∣∂1F0 + ǫ∂1u1 + ǫ2∂1u2 + 1ǫ̺ ∂tF0︸︷︷︸
=0
+
1
̺
∂tu1 +
ǫ
̺
∂tu2
∣∣∣∣∣∣
2
Rq
= |∂1F0|2Rq +
1
̺2
|∂tu1|2Rq︸ ︷︷ ︸
(4.23)
= a4̺2
+
2
̺
∂1F0 · ∂tu1︸ ︷︷ ︸
(4.21)
= 0
+2ǫ
(
∂1u1 +
1
̺
∂tu2
)
·
(
∂1F0 +
1
̺
∂tu1
)
+ ǫ2
∣∣∣∣∂1u1 + 1̺∂tu2
∣∣∣∣2 + 2ǫ2(∂1F0 + 1̺∂tu1
)
· ∂1u2 + Λ(ǫ3)
= |∂1F0|2Rq + a4 + 2ǫ
(
∂1u1 +
1
̺
∂tu2
)
·
(
∂1F0 +
1
̺
∂tu1
)
(4.59)
+ ǫ2
(
|∂1u1|2Rq +
2
̺
∂1u1 · ∂tu2 + 1
̺2
|∂tu2|2Rq
)
+ 2ǫ2
(
∂1F0 +
1
̺
∂tu1
)
· ∂1u2 + Λ(ǫ3)
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Der dritte Summand auf der rechten Seite wird weiter umgeformt:(
∂1F0 +
1
̺
∂tu1
)
·
(
∂1u1 +
1
̺
∂tu2
)
=
(
∂1F0 +
1
̺
∂tu1
)
· ∂1u1 + 1
̺
∂t
[(
∂1F0 +
1
̺
∂tu1
)
· u2︸ ︷︷ ︸
(4.51)
= h1−ǫ∂1u1·u2+Λ(ǫ2)
]
− 1
̺
∂t∂1F0 · u2︸ ︷︷ ︸
=0
− 1
̺2
∂2t u1 · u2︸ ︷︷ ︸
(4.57)
= ǫ
2
|∂tu2|2Rq+Λ(ǫ
2)
−1
̺
∂t
(
1
̺
)
∂tu1 · u2︸ ︷︷ ︸
(4.56)
= 0
=
(
∂1F0 +
1
̺
∂tu1
)
· ∂1u1 + 1
̺
∂th1 − ǫ
̺
∂t(∂1u1 · u2)− ǫ
2̺2
|∂tu2|2Rq + Λ(ǫ2)
(4.46)
= − ǫ
̺
∂t(∂1u1 · u2)− ǫ
2̺2
|∂tu2|2Rq + Λ(ǫ2)
Es folgt mit (4.59):∣∣∣∣∂1F2 + 1ǫ̺∂tF2
∣∣∣∣2
Rq
= |∂1F0|2Rq + a4
+ ǫ2
[
|∂1u1|2Rq +
2
̺
∂1u1 · ∂tu2 − 2
̺
∂t(∂1u1 · u2) + 2
(
∂1F0 +
1
̺
∂tu1
)
· ∂1u2
]
+ Λ(ǫ3)
= |∂1F0|2Rq + a4 + ǫ2
[
|∂1u1|2Rq −
2
̺
∂t∂1u1 · u2 + 2
(
∂1F0 +
1
̺
∂tu1
)
· ∂1u2
]
+ Λ(ǫ3)
= |∂1F0|2Rq + a4
+ ǫ2
[
|∂1u1|2Rq − 2
(
∂21F0 +
2
̺
∂t∂1u1
)
· u2︸ ︷︷ ︸
(4.53)
= |∂1u1|
2
Rq+2∂1h1+Λ(ǫ)
+2∂1
((
∂1F0 +
1
̺
∂tu1
)
· u2︸ ︷︷ ︸
(4.51)
= h1+Λ(ǫ)
)]
+ Λ(ǫ3)
(4.56)
= |∂1F0|2Rq + a4 + ǫ3f (2)11
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Nun wird (4.41) gezeigt, es sei i ∈ {2, ..., n}, dann ist unter Beachtung von (4.21)(
∂1F2 +
1
ǫ̺
∂tF2
)
· ∂iF2
(4.58)
=
(
∂1F0 + ǫ∂1u1 + ǫ
2∂1u2 +
1
ǫ̺
∂tF0︸︷︷︸
=0
+
1
̺
∂tu1 +
ǫ
̺
∂tu2
)
· (∂iF0 + ǫ∂iu1 + ǫ2∂iu2)
=∂1F0 · ∂iF0 + ǫ
[(
∂1u1 +
1
̺
∂tu2
)
· ∂iF0 +
(
∂1F0 +
1
̺
∂tu1
)
· ∂iu1
]
+ǫ2
[(
∂1F0 +
1
̺
∂tu1
)
· ∂iu2 +
(
∂1u1 +
1
̺
∂tu2
)
· ∂iu1 + ∂1u2 · ∂iF0
]
+ Λ(ǫ3)
(4.60)
Der Term in der ersten eckigen Klammer wird unter dem Aspekt untersucht, ǫ zu iso-
lieren: (
∂1u1 +
1
̺
∂tu2
)
· ∂iF0 +
(
∂1F0 +
1
̺
∂tu1
)
· ∂iu1
=
1
̺
∂tu2 · ∂iF0 + ∂1F0 · ∂iu1 + ∂iF0 · ∂1u1 + 1
̺
∂tu1 · ∂iu1
(4.47)
=
1
̺
∂t(u2 · ∂iF0)− 1
̺
∂thi
(4.52)
=
1
̺
∂thi − ǫ
̺
∂t(∂iu1 · u2)− 1
̺
∂thi + Λ(ǫ
2)
= − ǫ
̺
∂t(∂iu1 · u2) + Λ(ǫ2)
(4.61)
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Nun wird der Ausdruck in der zweiten eckigen Klammer in (4.60) umgeformt:(
∂1F0 +
1
̺
∂tu1
)
· ∂iu2 +
(
∂1u1 +
1
̺
∂tu2
)
· ∂iu1 + ∂1u2 · ∂iF0
=∂1F0 · ∂iu2 + 1
̺
∂tu1 · ∂iu2 +
(
∂1u1 +
1
̺
∂tu2
)
· ∂iu1 + ∂1u2 · ∂iF0
= ∂i(∂1F0 · u2)︸ ︷︷ ︸
(4.51)
= ∂ih1+Λ(ǫ)
−∂i∂1F0 · u2 + 1
̺
∂i(∂tu1 · u2︸ ︷︷ ︸
(4.56)
= 0
)− 1
̺
∂t∂iu1 · u2
+
(
∂1u1 +
1
̺
∂tu2
)
· ∂iu1 + ∂1(u2 · ∂iF0)︸ ︷︷ ︸
(4.52)
= ∂1hi+Λ(ǫ)
−u2 · ∂1∂iF0
=∂1hi + ∂ih1 − 1
̺
∂t∂iu1 · u2 − 2∂i∂1F0 · u2︸ ︷︷ ︸
(4.54)
= ∂1u1·∂iu1+∂1hi+∂ih1−
2
̺
∂t∂iu1·u2+Λ(ǫ)
+
(
∂1u1 +
1
̺
∂tu2
)
· ∂iu1 + Λ(ǫ)
=
1
̺
∂t∂iu1 · u2 + 1
̺
∂tu2 · ∂iu1 + Λ(ǫ) = 1
̺
∂t(∂iu1 · u2) + Λ(ǫ)
(4.62)
Aus (4.60), (4.61) und (4.62) folgt:(
∂1F2 +
1
ǫ̺
∂tF2
)
· ∂iF2
=∂1F0 · ∂iF0 + ǫ2
(
−1
̺
∂t(∂iu1 · u2) + 1
̺
∂t(∂iu1 · u2)
)
+ Λ(ǫ3)
=∂1F0 · ∂iF0 + ǫ3f (2)1i
Schließlich wird noch (4.42) gezeigt. Es seien i, j ∈ {2, ..., n} mit i ≤ j:
∂iF2 · ∂jF2 =
(
∂iF0 + ǫ∂iu1 + ǫ
2∂iu2
) · (∂jF0 + ǫ∂ju1 + ǫ2∂ju2)
(4.58)
= ∂iF0 · ∂jF0 + ǫ (∂iF0 · ∂ju1 + ∂iu1 · ∂jF0)
+ ǫ2(∂iF0 · ∂ju2 + ∂iu1 · ∂ju1 + ∂iu2 · ∂jF0) + Λ(ǫ3)
(4.45)
= ∂iF0 · ∂jF0 − ǫa2(∂i∂jF0 · v1︸ ︷︷ ︸
(4.21)
= 0
+ v1 · ∂j∂iF0︸ ︷︷ ︸
(4.21)
= 0
)
+ ǫ2
[
∂j(∂iF0 · u2)︸ ︷︷ ︸
(4.52)
= ∂jhi+Λ(ǫ)
−∂j∂iF0 · u2 + ∂iu1 · ∂ju1 + ∂i(u2 · ∂jF0)︸ ︷︷ ︸
(4.52)
= ∂ihj+Λ(ǫ)
−u2 · ∂i∂jF0
]
+ Λ(ǫ3)
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(4.55)
= ∂iF0 · ∂jF0 + ǫ3f (2)ij
Abschließend sei noch erwa¨hnt, dass mit (4.58), wegen u2 ∈ C∞(I×S×B), die Abscha¨t-
zung (4.44) erfu¨llt ist.
4.2.2 Konstruktion der Hilfsabbildung Fk fu¨r k ≥ 3
Satz 4.2 wird nun zu folgendem Satz verallgemeinert:
Satz 4.3 Gegeben sei eine freie Abbildung F0 ∈ C∞(B,Rq), mit q ≥ n2 (n + 3) + 5,
und eine Abbildung a ∈ C∞0 (B). Dann existiert eine kompakte Menge K ⊆ B, mit
supp(a) ⊆ K, so dass die folgende Aussage gilt: Fu¨r jedes k ∈ N\{0, 1} existiert eine
Abbildung Fk ∈ C∞(I × S×B), welche die Bedingung supp(Fk(ǫ, t, ·)−F0) ⊆ K fu¨r alle
(ǫ, t) ⊆ I × S erfu¨llt, und welche die folgenden Gleichungen erfu¨llt:
(i) Fu¨r alle (ǫ, t, x) ∈ I × S× B gilt:∣∣∣∣∂1Fk(ǫ, t, x) + 1ǫ̺(t) ∂tFk(ǫ, t, x)
∣∣∣∣2
Rq
= |∂1F0(x)|2Rq+a4(x)+ǫk+1f (k)11 (ǫ, t, x) (4.63)
(ii) Fu¨r alle (ǫ, t, x) ∈ I × S× B und i ∈ {2, ..., n} gilt:(
∂1Fk(ǫ, t, x) +
1
ǫ̺(t)
∂tFk(ǫ, t, x)
)
· ∂iFk(ǫ, t, x) = ∂1F0 · ∂iF0 + ǫk+1f (k)1i (ǫ, t, x)
(4.64)
(iii) Fu¨r alle (ǫ, t, x) ∈ I × S× B und i, j ∈ {2, ..., n} mit i ≤ j gilt:
∂iFk(ǫ, t, x) · ∂jFk(ǫ, t, x) = ∂iF0 · ∂jF0 + ǫk+1f (k)ij (ǫ, t, x) (4.65)
Hierbei ist f (k) := (f
(k)
ij )1≤i≤j≤n ∈ C∞(I × S×B,R
n
2
(n+1)) mit supp(f (k)(ǫ, t, ·)) ⊆ K fu¨r
alle (ǫ, t) ⊆ I × S. Diese Abbildung erfu¨llt die Eigenschaft:
sup
ǫ∈I
∥∥∂αf (k)(ǫ, ·, ·)∥∥
B,R
n
2 (n+1)
≤ C(n, k, |α|, F0, a) (4.66)
fu¨r alle α = (∂0, ..., ∂n) ∈ Nn+1. Ferner gilt:
max
(ǫ,t,x)∈I×S×B
|Fk(ǫ, t, x)− F0(x)|Rq ≤ C(n, k, F0, a) · ǫ (4.67)
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Beweis. Der Satz wird mittels Induktion u¨ber k bewiesen. Mit Satz 4.2 stimmt die
Aussage fu¨r k = 2. Nun sei die Aussage fu¨r ein k ∈ N\{0, 1} richtig. Es wird ein
uk+1 ∈ C∞(I × S × B,Rq) bestimmt, so dass die Abbildung Fk+1 := Fk + ǫk+1uk+1
die gewu¨nschten Eigenschaften besitzt. Da Fk die Gleichungen (4.63) bis (4.65) erfu¨llt,
existiert ein h := (hij)1≤i≤j≤n ⊆ C∞(S×B,Rn2 (n+1)), mit supp(h(t, ·)) ⊆ K fu¨r alle t ∈ S,
so dass:∣∣∣∣∂1Fk + 1ǫ̺ ∂tFk
∣∣∣∣2
Rq
= |∂1F0|2Rq + a4 + ǫk+1h11 + Λ(ǫk+2) (4.68)(
∂1Fk +
1
ǫ̺
∂tFk
)
· ∂iFk = ∂1F0 · ∂iF0 + ǫk+1h1i + Λ(ǫk+2) fu¨r 2 ≤ i ≤ n (4.69)
∂iFk · ∂jFk = ∂iF0 · ∂jF0 + ǫk+1hij + Λ(ǫk+2) fu¨r 2 ≤ i ≤ j ≤ n (4.70)
erfu¨llt ist. Dabei sei fu¨r den Induktionsschritt von k = 2 auf k+1 = 3 auf das Gleichungs-
system (4.51) bis (4.57) verwiesen. Analog zu (4.50) soll die Abbildung uk+1 von der Form
ûk+1+ǫv̂k+1 sein, wobei ûk+1, v̂k+1 ∈ C∞(S×B,Rq) mit supp(ûk+1(t, ·)), supp(v̂k+1(t, ·)) ⊆
K fu¨r alle t ∈ S. Dazu soll die Abbildung uk+1 so gewa¨hlt werden, dass das Gleichungs-
system:
(∂iF0 + ǫ∂iu1) · uk+1 = Λ(ǫ2) fu¨r 2 ≤ i ≤ n (4.71)[
∂1F0 +
1
̺
∂tu1 + ǫ
(
∂1u1 +
1
̺
∂tu2
)]
· uk+1 = Λ(ǫ2) (4.72)
∂i∂jF0 · uk+1 = 1
2
hij + Λ(ǫ) fu¨r 2 ≤ i ≤ j ≤ n
(4.73)(
∂1∂iF0 +
1
̺
∂t∂iu1
)
· uk+1 = 1
2
h1i + Λ(ǫ) fu¨r 2 ≤ i ≤ n (4.74)[
∂21F0 +
2
̺
∂t∂1u1 +
1
ǫ̺
∂t
(
∂tu1 + ǫ∂tu2
̺
)]
· uk+1 = 1
2
h11 + Λ(ǫ) (4.75)
erfu¨llt ist. Nun wird beschrieben, wie ûk+1 und v̂k+1 gewa¨hlt werden ko¨nnen, damit die
Abbildung uk+1 = ûk+1 + ǫv̂k+1 das Gleichungssystem (4.71) bis (4.75) erfu¨llt. In (4.50)
wurde die Funktion u2 als Summe u2 = û2 + ǫv̂2 eingefu¨hrt. Nach Konstruktion von û2
in (4.48) gilt die Abscha¨tzung:
|∂tû2(t, x)|Rq +
∣∣∂2t û2(t, x)∣∣Rq ≤ C · |a(x)|
fu¨r alle (t, x) ∈ S × B. Hierbei ist C ∈ R>0 eine Konstante, die weder von t noch
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von x abha¨ngt, aber daru¨ber hinaus nicht weiter spezifiziert wird. Wegen der stetigen
Abha¨ngigkeit der Determinante von den Matrixeintra¨gen, existiert, mit der punktweisen
linearen Unabha¨ngigkeit der Funktionen in (4.22), ein δ ∈ R>0, so dass die n2 (n+ 3) + 2
Vektoren:
∂1F0(x) +
1
̺(t)
∂tu1(t, x) ∂iF0(x) fu¨r 2 ≤ i ≤ n
∂21F0(x) +
2
̺(t)
∂t∂1u1(t, x) +
1
̺(t)
∂t
(
∂tû2(t,x)
̺(t)
)
∂1∂iF0(x) +
1
̺(t)
∂t∂iu1(x, t) fu¨r 2 ≤ i ≤ n ∂i∂jF0(x) fu¨r 2 ≤ i ≤ j ≤ n
∂tv1(t, x) ∂
2
t v1(t, x)
(4.76)
fu¨r alle (t, x) ∈ S × B, mit |a(x)| < δ, linear unabha¨ngig sind. Definiere nun offene
Mengen U1, U2 ⊆ B mit:
U1 := {x ∈ B : |a(x)| < δ} U2 :=
{
x ∈ B : |a(x)| > δ
2
}
(4.77)
und wa¨hle eine Zerlegung der Eins, bezu¨glich der offenen U¨berdeckung {U1, U2}, also
ϕ1, ϕ2 ∈ C∞(B) mit supp(ϕl) ⊆ Ul, fu¨r l ∈ {1, 2}, und ϕ1 + ϕ2 ≡ 1, und definiere fu¨r
l ∈ {1, 2} jeweils h(l) ∈ C∞(S× B,Rn2 (n+1)) mit:
(h
(l)
ij )1≤i≤j≤n := (ϕl · hij)1≤i≤j≤n
Dann ist die Bedingung supp(h(l)(t, ·)) ⊆ K fu¨r alle t ∈ S erfu¨llt. Nun werden Abbildun-
gen u
(l)
k+1 ∈ C∞(S×B,Rq) konstruiert, so dass u(l)k+1 jeweils das Gleichungssystem (4.71)
bis (4.75), fu¨r h = h(l), lo¨st. Die Funktionen u
(l)
k+1 sollen dabei die Form û
(l)
k+1 + ǫû
(l)
k+1
haben, wobei û
(l)
k+1, v̂
(l)
k+1 ∈ C∞(S × B,Rq), mit û(l)k+1(t, ·) ⊆ K, und v̂(l)k+1(t, ·) ⊆ K fu¨r
alle t ∈ S, erfu¨llt sein soll. Mit der linearen Unabha¨ngigkeit der Vektoren in (4.76),
existieren, unter Beachtung dass u1 = a
2 v1 gilt, Abbildungen û
(1)
k+1 ∈ C∞(S×B,Rq) und
v̂
(1)
k+1 ∈ C∞(S× B,Rq), so dass:
∂iF0 · û(1)k+1 = 0 fu¨r 2 ≤ i ≤ n(
∂1F0 +
1
̺
∂tu1
)
· û(1)k+1 = 0
∂i∂jF0 · û(1)k+1 =
h
(1)
ij
2
fu¨r 2 ≤ i ≤ j ≤ n(
∂1∂iF0 +
1
̺
∂t∂iu1
)
· û(1)k+1 =
h
(1)
1i
2
fu¨r 2 ≤ i ≤ n
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[
∂21F0 +
2
̺
∂t∂1u1 +
1
̺
∂t
(
∂tû2
̺
)]
· û(1)k+1 =
h
(1)
11
2
∂tv1 · û(1)k+1 = 0
∂2t v1 · û(1)k+1 = 0
und:
∂iF0 · v̂(1)k+1 = −∂iu1 · û(1)k+1 fu¨r 2 ≤ i ≤ n(
∂1F0 +
1
̺
∂tu1
)
· v̂(1)k+1 = −
(
∂1u1 +
1
̺
∂tu2
)
· û(1)k+1
∂tv1 · v̂(1)k+1 = 0
∂2t v1 · v̂(1)k+1 = 0
woraus, fu¨r u
(1)
k+1 := û
(1)
k+1+ ǫv̂
(1)
k+1, die Gu¨ltigkeit des Gleichungssystems (4.71) bis (4.75)
fu¨r h = h(1) folgt. Um das System (4.71) bis (4.75) fu¨r den Fall l = 2 zu lo¨sen, wird
folgende Voru¨berlegung betrachtet: Die Gleichung (4.75) wird mit ǫ multipliziert:[
ǫ∂21F0 +
2ǫ
̺
∂t∂1u1 +
1
̺
∂t
(
∂tu1 + ǫ∂tu2
̺
)]
· u(2)k+1 =
ǫh
(2)
11
2
+ Λ(ǫ2)
Diese Gleichung ist mit (4.50) aber erfu¨llt, falls die Gleichungen:[
1
̺2
∂2t u1 + ǫ∂
2
1F0 +
2ǫ
̺
∂t∂1u1 +
ǫ
̺
∂t
(
∂tû2
̺
)]
· u(2)k+1 =
ǫh
(2)
11
2
+ Λ(ǫ2)
∂tv1 · u(2)k+1 = 0
erfu¨llt sind. Wegen |a(x)| > δ
2
, fu¨r alle x ∈ U2, sind die n2 (n+ 3) + 1 Vektoren:
∂F0(x) +
1
̺(t)
∂tu1(t, x) ∂iF0(x) fu¨r 2 ≤ i ≤ n
∂1∂iF0(x) +
1
̺(t)
∂t∂iu1(t, x) fu¨r 2 ≤ i ≤ n ∂i∂jF0(x) fu¨r 2 ≤ i ≤ j ≤ n
∂tv1(t, x) ∂
2
t u1(t, x)
(4.78)
fu¨r alle (t, x) ∈ S × U2 linear unabha¨ngig. Um das Gleichungssystem (4.71) bis (4.75)
fu¨r h = h(2) zu lo¨sen, wird, unter Beachtung der linearen Unabha¨ngigkeit der Vektoren
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in (4.78), das folgende Gleichungssystem gelo¨st:
∂iF0 · û(2)k+1 = 0 fu¨r 2 ≤ i ≤ n(
∂1F0 +
1
̺
∂tu1
)
· û(2)k+1 = 0
∂i∂jF0 · û(2)k+1 =
h
(2)
ij
2
fu¨r 2 ≤ i ≤ j ≤ n(
∂1∂iF0 +
1
̺
∂t∂iu1
)
· û(2)k+1 =
h
(2)
1i
2
fu¨r 2 ≤ i ≤ n
∂2t u1 · û(2)k+1 = 0
∂tv1 · û(2)k+1 = 0
sowie:
∂iF0 · v̂(2)k+1 = −∂iu1 · û(2)k+1 fu¨r 2 ≤ i ≤ n(
∂1F0 +
1
̺
∂tu1
)
· v̂(2)k+1 = −
(
∂1u1 +
1
̺
∂tu2
)
· û(2)k+1
1
̺2
∂2t u1 · v̂(2)k+1 =
h
(2)
11
2
−
[
∂21F0 +
2
̺
∂t∂1u1 +
1
̺
∂t
(
∂tû2
̺
)]
· û(2)k+1
∂tv1 · v̂(2)k+1 = 0
Damit erfu¨llt die Funktion un+1 ∈ C∞(I × S× B) mit:
uk+1 := u
(1)
k+1 + u
(2)
k+1 = û
(1)
k+1 + û
(2)
k+1︸ ︷︷ ︸
=:ûk+1
+ǫ
(
v̂
(1)
k+1 + v̂
(2)
k+1
)︸ ︷︷ ︸
=:v̂k+1
wegen h = h(1) + h(2) das Gleichungssystem (4.71) bis (4.75), und alle weiteren ge-
forderten Bedingungen. Es gilt ûk+1, v̂k+1 ∈ C∞(S × B,Rq) mit supp(ûk+1(t, ·)) ⊆ K,
supp(v̂k+1(t, ·)) ⊆ K fu¨r alle t ∈ S. Diese Eigenschaften u¨bertragen sich auf die Abbil-
dung uk+1. Nun wird Fk+1 ∈ C∞(I × S× B,Rq) mit:
Fk+1(ǫ, t, x) := Fk(ǫ, t, x) + ǫ
k+1uk+1(ǫ, t, x) (4.79)
definiert. Dann ist nach Konstruktion von uk+1, zusammen mit der Induktionsvorausset-
zung, die Bedingung supp(Fk+1(ǫ, t, ·)− F0(·)) ⊆ K fu¨r alle (ǫ, t) ∈ I × S erfu¨llt. Ferner
ist die Abscha¨tzung (4.67) erfu¨llt. Es wird nun gezeigt, dass die Gleichungen (4.63) bis
(4.65) ebenfalls gelten. Dazu werden die Gleichungen (4.71) bis (4.75) verwendet. Vorher
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sei bemerkt, dass mit (4.58) und (4.79) die Gleichung:
Fk(ǫ, t, x) = F0(x) + ǫu1(t, x) +
k∑
i=3
ǫi ui(ǫ, t, x) (4.80)
fu¨r (ǫ, t, x) ∈ I × S× B gilt. Zuerst wird (4.63) gezeigt:∣∣∣∣∂1Fk+1 + 1ǫ̺∂tFk+1
∣∣∣∣2
Rq
(4.79)
=
∣∣∣∣∂1Fk + 1ǫ̺∂tFk + ǫk+1
(
∂1uk+1 +
1
ǫ̺
∂tuk+1
)∣∣∣∣2
=
∣∣∣∣∂1Fk + 1ǫ̺∂tFk
∣∣∣∣2
Rq
+ 2ǫk+1
(
∂1Fk +
1
ǫ̺
∂tFk
)
·
(
∂1uk+1 +
1
ǫ̺
∂tuk+1
)
+ Λ(ǫ2k+2)
(4.68)
= |∂1F0|2Rq + a4 + ǫk+1h11
+ 2ǫk+1
(
∂1Fk +
1
ǫ̺
∂tFk
)
·
(
∂1uk+1 +
1
ǫ̺
∂tuk+1
)
+ Λ(ǫk+2)
(4.79)
= |∂1F0|2Rq + a4 + ǫk+1h11
+ 2ǫk+1
(
∂1F0 + ǫ∂1u1 +
1
̺
∂tu1 +
ǫ
̺
∂tu2
)
·
(
∂1uk+1 +
1
ǫ̺
∂tuk+1
)
+ Λ(ǫk+2)
= |∂1F0|2Rq + a4 + ǫk+1h11 +
2
̺
ǫk
[(
∂1F0 +
1
̺
∂tu1
)
+ ǫ
(
∂1u1 +
1
̺
∂tu2
)]
· ∂tuk+1
+ 2ǫk+1
(
∂1F0 +
1
̺
∂tu1
)
· ∂1uk+1 + Λ(ǫk+2)
= |∂1F0|2Rq + a4 + ǫk+1h11
+
2
̺
ǫk ∂t
[(
∂1F0 +
1
̺
∂tu1
)
· uk+1
]
︸ ︷︷ ︸
(4.72)
= −ǫ∂t(∂1u1+ 1̺∂tu2)·uk+1+Λ(ǫ2)
−2
̺
ǫk
∂t∂1F0︸ ︷︷ ︸
=0
+∂t
(
1
̺
∂tu1
) · uk+1
+
2
̺
ǫk+1∂t
[(
∂1u1 +
1
̺
∂tu2
)
· uk+1
]
− 2
̺
ǫk+1
[
∂t∂1u1 + ∂t
(
1
̺
∂tu2
)]
· uk+1
+ 2ǫk+1 ∂1
[(
∂1F0 +
1
̺
∂tu1
)
· uk+1
]
︸ ︷︷ ︸
(4.72)
= Λ(ǫ)
−2ǫk+1
[(
∂21F0 +
1
̺
∂t∂1u1
)
· uk+1
]
+ Λ(ǫk+2)
= |∂1F0|2Rq + a4 + ǫk+1h11
− 2ǫk+1
[
∂21F0 +
2
̺
∂t∂1u1 +
1
ǫ̺
∂t
(
∂tu1 + ǫ∂tu2
̺
)]
· uk+1 + Λ(ǫk+2)
(4.75)
= |∂1F0|2Rq + a4 + ǫk+2f (k+1)11
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Nun wird (4.64) gezeigt, es sei i ∈ {2, ..., n}:(
∂1Fk+1 +
1
ǫ̺
∂tFk+1
)
· ∂iFk+1
(4.79)
=
[
∂1Fk +
1
ǫ̺
∂tFk + ǫ
k+1
(
∂1uk+1 +
1
ǫ̺
∂tuk+1
)]
· (∂iFk + ǫk+1∂iuk+1)
=
(
∂1Fk +
1
ǫ̺
∂tFk
)
· ∂iFk + ǫk+1
(
∂1uk+1 +
1
ǫ̺
∂tuk+1
)
· ∂iFk
+ ǫk+1
(
∂1Fk +
1
ǫ̺
∂tFk
)
· ∂iuk+1 + Λ(ǫ2k+2)
(4.69)
= ∂1F0 · ∂iF0 + ǫk+1h1i + ǫk+1
(
∂1uk+1 +
1
ǫ̺
∂tuk+1
)
· ∂iFk
+ ǫk+1
(
∂1Fk +
1
ǫ̺
∂tFk
)
· ∂iuk+1 + Λ(ǫk+2)
(4.79)
= ∂1F0 · ∂iF0 + ǫk+1h1i + ǫk+1∂iF0 · ∂1uk+1 + ǫ
k
̺
(∂iF0 + ǫ∂iu1) · ∂tuk+1
+ ǫk+1
(
∂1F0 +
1
̺
∂tu1
)
· ∂iuk+1 + Λ(ǫk+2)
= ∂1F0 · ∂iF0 + ǫk+1h1i + ǫk+1
[
∂1 (∂iF0 · uk+1)︸ ︷︷ ︸
(4.71)
= Λ(ǫ)
−∂1∂iF0 · uk+1
]
+
ǫk
̺
[
∂t (∂iF0 · uk+1)︸ ︷︷ ︸
(4.71)
= −ǫ∂t(∂iu1·uk+1)+Λ(ǫ2)
− ∂t∂iF0︸ ︷︷ ︸
=0
·uk+1
]
+
ǫk+1
̺
[
∂t(∂iu1 · uk+1)− ∂t∂iu1 · uk+1
]
+ ǫk+1∂i
[(
∂1F0 +
1
̺
∂tu1
)
· uk+1︸ ︷︷ ︸
(4.72)
= Λ(ǫ)
]
− ǫk+1
(
∂i∂1F0 +
1
̺
∂i∂tu1
)
· uk+1︸ ︷︷ ︸
(4.74)
= 1
2
h1i+Λ(ǫ)
+Λ(ǫk+2)
= ∂1F0 · ∂iF0 + 1
2
ǫk+1h1i − ǫk+1
(
∂1∂iF0 +
1
̺
∂t∂iu1
)
· uk+1︸ ︷︷ ︸
(4.74)
= 1
2
h1i+Λ(ǫ)
+Λ(ǫk+2)
= ∂1F0 · ∂iF0 + ǫk+2f (k+1)1i
Und schließlich (4.65), es gilt fu¨r i, j ∈ {2, ..., n} mit i ≤ j:
∂iFk+1 · ∂jFk+1 (4.79)= ∂i(Fk + ǫk+1uk+1) · ∂j(Fk + ǫk+1uk+1)
= ∂iFk · ∂jFk + ǫk+1∂iFk · ∂juk+1 + ǫk+1∂jFk · ∂iuk+1 + Λ(ǫ2k+2)
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(4.70)
= ∂iF0 · ∂jF0 + ǫk+1hij + ǫk+1∂iFk · ∂juk+1 + ǫk+1∂jFk · ∂iuk+1 + Λ(ǫk+2)
= ∂iF0 · ∂jF0 + ǫk+1hij + ǫk+1 ∂j(∂iF0 · uk+1)︸ ︷︷ ︸
(4.71)
= Λ(ǫ)
−ǫk+1 ∂j∂iF0 · uk+1︸ ︷︷ ︸
(4.73)
=
hij
2
+Λ(ǫ)
+ ǫk+1 ∂i(∂jF0 · uk+1)︸ ︷︷ ︸
(4.71)
= Λ(ǫ)
−ǫk+1 ∂i∂jF0 · uk+1︸ ︷︷ ︸
(4.73)
=
hij
2
+Λ(ǫ)
+Λ(ǫk+2)
= ∂iF0 · ∂jF0 + ǫk+2f (k+1)ij
Um nun den Beweis von Satz 4.1 abzuschließen wird aus der in 4.3 beschriebenen
Funktion Fk wird die Funktion Fǫ,k gema¨ß (4.37) konstruiert. Das bedeutet Fǫ,k(x) :=
Fk(ǫ, β(ǫ
−1x1), x), daraus ergibt sich die in (4.1) bis (4.3) beziehungsweise (4.4) gefor-
derte Abbildung f ǫ,kij wie folgt: fu¨r i, j ∈ {1, ..., n} mit i ≤ j ist:
f ǫ,kij (x) := f
(k)
ij (ǫ, β(ǫ
−1x1), x) (4.81)
Aus den Abscha¨tzungen (4.43) und (4.66) ergibt sich (4.4). Zuna¨chst folgt:
Folgerung 4.2 Gegeben sei eine freie Abbildung F0 ∈ C∞(B,Rq), fu¨r q ≥ n2 (n+ 3)+ 5,
und eine Abbildung a ∈ C∞0 (B). Dann existiert eine kompakte Menge K ⊆ B, mit
supp(a) ⊆ K, so dass die folgende Aussage gilt: Fu¨r jedes k ∈ N\{0, 1}, existiert fu¨r
alle ǫ ∈ (0, 1], eine Abbildung Fǫ,k ∈ C∞(B,Rq), welche die Eigenschaften (4.1) bis (4.4)
erfu¨llt.
Es bleibt zu zeigen dass fu¨r hinreichend kleine ǫ ∈ R>0, die Abbildung Fǫ,k, genau wie
F0, eine freie Abbildung ist, womit dann Satz 4.1 bewiesen ist:
4.3 Perturbation einer freien Abbildung
Lemma 4.5 Es sei K ⊆ Rn eine kompakte Menge, und es seien e1, ..., ek ⊆ C0(K,Rq)
punktweise linear unabha¨ngige Abbildungen, dann existiert ein ǫ0 ∈ R>0, mit der folgen-
den Eigenschaft: sind Abbildungen δ1, ..., δk ⊆ C0(K,Rq) gegeben mit:
max
1≤i≤k
max
x∈K
|δi(x)|Rq ≤ ǫ0
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dann ist, fu¨r x ∈ K, die Gramsche Determinante der Vektoren:
(w1 + δ1)
T (x), ..., (wk + δk)
T (x) (4.82)
nach unten, gegen eine von x unabha¨ngige Konstante, beschra¨nkt. Insbesondere sind die
Vektoren in (4.82) linear unabha¨ngig.
Lemma 4.5 folgt direkt aus der Stetigkeit der Determinante. Lemma 4.5 soll nun auf
eine, in Folgerung 4.2 beschriebene, Funktion Fǫ,k ∈ C∞(B,Rq) angewandt werden, um
zu zeigen, dass Fǫ,k fu¨r hinreichend kleine ǫ ∈ R>0 eine freie Abbildung ist. Dann ist mit
(4.37), (4.38) und (4.39) fu¨r x ∈ B und 2 ≤ i ≤ j ≤ n:
∂1Fǫ,k(x) = ∂1Fk(ǫ, β(ǫ
−1x1), x) +
1
ǫ̺(β(ǫ−1x1))
∂tFk(ǫ, β(ǫ
−1x1), x)
(4.80)
= ∂1F0(x) +
1
̺(β(ǫ−1x1))
∂tu1(β(ǫ
−1x1), x) + Λ(ǫ)
∂iFǫ,k(x) = ∂iFk(ǫ, β(ǫ
−1x1), x)
(4.80)
= ∂iF0(x) + Λ(ǫ)
∂21Fǫ,k(x) = ∂
2
1Fk(ǫ, β(ǫ
−1x1), x) +
2
ǫ̺(β(ǫ−1x1))
∂t∂1Fk(ǫ, β(ǫ
−1x1), x) (4.83)
+
1
ǫ2̺(β(ǫ−1x1))
∂t
[
1
̺(·)∂tFk(ǫ, ·, x)
]∣∣∣∣
t=β(ǫ−1x1)
(4.80)
= ∂21F0(x) +
2
̺(β(ǫ−1x1))
∂t∂1u1(β(ǫ
−1x1), x)
+
1
ǫ̺(β(ǫ−1x1))
∂t
[
∂tu1(·, x) + ǫ∂tu2(ǫ, ·, x)
̺(·)
]∣∣∣∣
t=β(ǫ−1x1)
+ Λ(ǫ)
∂1∂iFǫ,k(x) = ∂1∂iF0(x) +
1
̺(β(ǫ−1x1))
∂t∂iu1(β(ǫ
−1x1), x) + Λ(ǫ)
∂i∂jFǫ,k(x) = ∂i∂jF0(x) + Λ(ǫ)
Aus der linearen Unaba¨ngigkeit der Vektoren in (4.76) und (4.78) folgt, fu¨r hinreichend
kleine ǫ ∈ R>0 und alle x ∈ B, die lineare Unabha¨ngigkeit der Vektoren in (4.83). Um
dies einzusehen, kann eine Fallunterscheidung wie in (4.77) durchgefu¨hrt werden.
Damit ist gezeigt, dass ein ǫk ∈ R>0 existiert, so dass die Abbildung Fǫ,k ∈ C∞(B,Rq)
in Folgerung 4.2, fu¨r ǫ ∈ (0, ǫk], eine freie Abbildung ist, womit Satz 4.1 vollsta¨ndig
bewiesen ist.
Fu¨r den Beweis von Hauptsatz 1.1 in Kapitel 6, wird noch gezeigt, dass Fǫ,k fu¨r hinrei-
chend kleine ǫ ∈ R>0 injektiv ist, sofern F0 injektiv ist. Dafu¨r wird eine topologische
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Hilfsgro¨ße, die sogenannte Lebesgue-Zahl, eingefu¨hrt. Der folgende Sachverhalt wird
in [Mun00, Lemma 27.5] bewiesen, dabei wird, fu¨r eine Teilmenge S eines metrischen
Raumes (M, d), der Ausdruck diam(S) := sup{d(x, y) : x, y ∈ S} ∈ [0,∞] als der
Durchmesser von S bezeichnet.
Lemma 4.6 Es sei X eine offene U¨berdeckung eines kompakten metrischen Raumes
(M, d). Dann existiert ein δL > 0 mit der folgenden Eigenschaft: Ist S ⊆M eine Menge
mit diam(S) < δL, dann existiert ein U ∈ X so dass S ⊆ U .
Um Missversta¨ndnisse zu vermeiden, sei darauf hingewiesen, dass sich die Bezeichnung
Lebesgue-Zahl, auf das δL bezieht. Diese Zahl ist nicht eindeutig bestimmt, und ist
immer von der vorliegenden offenen U¨berdeckung abha¨ngig.
Lemma 4.7 Ist die freie Abbildung F0 ∈ C∞(B,Rq) fu¨r q ≥ n2 (n+3) + 5 injektiv, dann
existiert ein ǫ0 ∈ R>0, so dass fu¨r alle ǫ ∈ [−ǫ0, ǫ0] und alle (t1, x), (t2, y) ∈ S × B, mit
x 6= y fu¨r die, in Lemma 4.3 konstruierte, Abbildung u1 ∈ C∞(S×B,Rq) die Bedingung:
F0(x) + ǫu1(t1, x) 6= F0(y) + ǫu1(t2, y)
gilt.
Beweis. Es ist u1 = a
2v1, und mit (4.29) ist v1(t, x) = α1(t) u(x) + α2(t) v(x), mit den,
in Lemma 4.1 konstruierten, Abbildungen u, v ∈ C∞(B,Rq). Wenn u ≡ 0 ≡ v gilt, so
ist nichts zu zeigen. Es sei also mindestens eine der beiden Funktionen u und v nicht
identisch 0. Zuna¨chst wird gezeigt, dass fu¨r ein hinreichend kleines ǫ̂ ∈ R>0 die Abbildung
Φǫ̂ ∈ C∞([−ǫ̂, ǫ̂]2 × B,Rq) mit:
Φǫ̂(α, β, x) := F0(x) + α u(x) + β v(x) (4.84)
injektiv ist. Mit dem Fortsetzungssatz von Seeley [See64] werden Abbildungen F̂0, û, v̂ ∈
C∞(B1+ǫ(0),R
q) gewa¨hlt, welche die jeweiligen Abbildungen, u¨ber den Rand der Menge
B hinaus, fortsetzen. Dann wird eine Abbildung Φ ∈ C∞(R2 × B1+ǫ(0),Rq) wie folgt
definiert:
Φ(α, β, x) := F̂0(x) + α û(x) + β v̂(x) (4.85)
Dann ist fu¨r jedes x ∈ B:
DΦ(0, 0, x) = (u(x), v(x), DF0(x)) ∈ Rq×n+2
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Nach Wahl von u und v im Beweis von Lemma 4.3, folgt unmittelbar rg(DΦ(0, 0, x)) =
n + 2 fu¨r alle x ∈ B. Dann existiert, mit [Lee03, Theorem 7.8], ein ǫx > 0 und eine,
in B1+ǫ(0) offene Umgebung Ux, von x, so dass die Abbildung Φx := Φ|(−ǫx,ǫx)2×Ux ∈
C∞([−ǫx, ǫx]2 × Ux,Rq) injektiv ist. Unter Verwendung der Kompaktheit der Menge B,
werden nun endlich viele, in B1+ǫ(0) offene Mengen U1, ..., Um ⊆ B1+ǫ(0) und ǫ1, ..., ǫm ∈
R>0 gewa¨hlt, so dass:
B ⊆
m⋃
i=1
Ui
und fu¨r alle i ∈ {1, ..., m} die Abbildung Φi := Φ|(−ǫi,ǫi)2×Ui ∈ C∞([−ǫi, ǫi]2 × U i)
injektiv ist. Nun wird, fu¨r jedes i ∈ {1, ..., m}, die Menge Vi := Ui ∩ B so definiert,
dass das Mengensystem X := {Vi}1≤i≤m ⊆ P(B) eine offene U¨berdeckung der Menge B
bildet. Es sei δL ∈ R>0 eine Lebesgue-Zahl zur U¨berdeckung X , und definiere nun die
in B× B offene Menge:
∆δL :=
{
(x, y) ∈ B× B : |x− y| < δL
}
(4.86)
Ist (x, y) ∈ ∆δL , dann existiert ein i ∈ {1, ..., m}, so dass {x, y} ⊆ Vi ⊆ Ui gilt. Ist dann
x 6= y, und sind (α1, β1), (α2, β2) ∈ (−ǫi, ǫi)2, dann ist Φ(α1, β1, x) 6= Φ(α2, β2, y). Nun
sei (x, y) ∈ B× B, so dass (x, y) /∈ ∆δL . Unter Verwendung der Injektivita¨t von F0, und
der Kompaktheit von B× B\∆δL , seien nun (α1, β1), (α2, β2) ∈ R2, so dass:
|α1|+ |β1|+ |α2|+ |β2| <
min(x,y)∈B×B\∆δL |F0(x)− F0(y)|Rq
maxx∈B |u(x)|Rq +maxx∈B |v(x)|Rq
(4.87)
dann ist:
|Φ(α1, β1, x)− Φ(α2, β2, y)|Rq
(4.85)
= |F0(x) + α1 u(x) + β1 v(x)− F0(y)− α2 u(y)− β2 v(y)|Rq
≥ |F0(x)− F0(y)|Rq − |α1 u(x)|Rq − |β1 v(x)|Rq − |α2 u(y)|Rq − |β2 v(y)|Rq
≥ min
(x,y)∈B×B\∆δL
|F0(x)− F0(y)|Rq
− (|α1|+ |α2|) ·max
x∈B
|u(x)|Rq − (|β1|+ |β2|) ·max
x∈B
|v(x)|Rq
≥ min
(x,y)∈B×B\∆δL
|F0(x)− F0(y)|Rq
− (|α1|+ |α2|+ |β1|+ |β2|) ·
(
max
x∈B
|u(x)|Rq +max
x∈B
|v(x)|Rq
)
(4.87)
> 0
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Die Abbildung Φǫ̂ in (4.84) ist demnach injektiv, falls:
ǫ̂ <
1
2
·min
{
{ǫi}1≤i≤m ∪
{
1
4
min(x,y)∈B×B\∆δL |F0(x)− F0(y)|Rq
maxx∈B |u(x)|Rq +maxx∈B |v(x)|Rq
}}
Es sei nun a 6≡ 0, da sonst, wegen u1 = a2 v1, nichts zu zeigen wa¨re. Ist:
ǫ0 <
ǫ̂
maxx∈B a
2(x)
·min
{
1
maxt∈S |α1(t)| ,
1
maxt∈S |α2(t)|
}
erfu¨llt, dann ist fu¨r ǫ ∈ [−ǫ0, ǫ0] und (t1, x) ∈ S× B sowie (t2, y) ∈ S× B mit x 6= y:
F0(x) + ǫu1(t1, x) = F0(x) + ǫa
2(x)α1(t1)︸ ︷︷ ︸
∈(−ǫ̂,ǫ̂)
u(x) + ǫa2(x)α2(t1)︸ ︷︷ ︸
∈(−ǫ̂,ǫ̂)
v(x)
und
F0(y) + ǫu1(t2, y) = F0(y) + ǫa
2(y)α1(t2)︸ ︷︷ ︸
∈(−ǫ̂,ǫ̂)
u(y) + ǫa2(y)α2(t2)︸ ︷︷ ︸
∈(−ǫ̂,ǫ̂)
v(y)
somit folgt aus der Injektivita¨t der Abbildung Φǫ̂, dass:
F0(x) + ǫu1(t1, x) 6= F0(y) + ǫu1(t2, y)
erfu¨llt ist.
Die Ausfu¨hrungen in diesem Abschnitt bilden die Grundlage fu¨r den folgenden Satz.
Dieser Satz entspricht [Gu¨n89b, Lemma 4.3.].
Satz 4.4 Es sei F0 ∈ C∞(B,Rq), fu¨r q ≥ n2 (n + 3) + 5, eine freie Abbildung. Dann
existiert fu¨r jedes k ∈ N\{0, 1} ein ǫk ∈ R>0, so dass fu¨r jedes u ∈ C∞(B,Rq) mit:
‖u‖C2(B,Rq) < ǫk
fu¨r alle ǫ ∈ (0, ǫk] die folgenden Aussagen gelten:
(i) Die Abbildung Fǫ,k+u ist eine freie Abbildung, und fu¨r jedes x ∈ B ist die Gramsche
Determinante der Vektoren:
∂i(Fǫ,k + u)(x) 1 ≤ i ≤ n ∂i∂j(Fǫ,k + u)(x) 1 ≤ i ≤ j ≤ n
4.3. PERTURBATION EINER FREIEN ABBILDUNG
61 KAPITEL 4. REDUKTION AUF EIN PERTURBATIONSPROBLEM
nach unten gegen eine, von ǫ, x und u unabha¨ngige, Konstante beschra¨nkt.
(ii) Ist die Abbildung F0 injektiv, so ist die Abbildung Fǫ,k + u auch injektiv.
Beweis. Die Aussage (i) folgt aus den Gleichungen (4.83) und den sich daran anschlie-
ßenden Bemerkungen, sowie Lemma 4.5. Nun wird (ii) gezeigt. Nach Konstruktion von
Fǫ,k existiert zu jedem γ ∈ R>0 ein η(γ) ∈ R>0, so dass fu¨r alle ǫ < η die Aussage:∥∥F0(·) + ǫu1(β(ǫ−1pr1(·)), ·)− Fǫ,k(·)∥∥C1(B,Rq) < γ
erfu¨llt ist. Zusammen mit Lemma 4.7 folgt die Behauptung.
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5 Lo¨sung des lokalen
Perturbationsproblems
Gegeben seien offene Mengen U1, U2 ⊆ B mit U 1 ⊆ U2 und U2 ⊆ B, eine freie Abbildung
F0 ∈ C∞(B,Rq), sowie ein f ∈ Cm,α(B,Rn2 (n+1)) mit der Eigenschaft supp(f) ⊆ U1. In
diesem Kapitel wird die folgende Fragestellung untersucht: Unter welchen Voraussetzun-
gen an f existiert ein u ∈ Cm,α(B,Rq) mit supp(u) ⊆ U2, so dass fu¨r alle i, j ∈ {1, ..., n}
mit i ≤ j die Gleichung:
∂i(F0 + u) · ∂j(F0 + u) = ∂iF0 · ∂jF0 + fij
erfu¨llt ist? Es wird gezeigt, dass ein solches u immer existiert, sofern f im C2,α-Sinne
klein genug ist. Die, in diesem Kapitel vorgestellte, Methode basiert auf [Gu¨n89b, Kapitel
5.]. Im gesamten Kapitel sei α ∈ (0, 1) fest gewa¨hlt.
5.1 Definition verschiedener Hilfsoperatoren
Zuna¨chst wird, fu¨r ein a ∈ C∞0 (B) und i ∈ {1, ..., n}, der Operator:
Ni : C
2,α(B,Rq) −→ C0,α(B)
Ni[a](v) := 2∂ia∆v · v + a∆v · ∂iv
(5.1)
betrachtet. Mit ∆−1Ni[a](v) wird die, nach [GT01, Corollary 4.14] eindeutig bestimmte,
Lo¨sung wi ∈ C2,α(B) der Poisson-Gleichung mit trivialer Dirichlet-Randbedingung:∆wi = Ni[a](v) auf Bwi = 0 auf ∂B (5.2)
bezeichnet. Fu¨r a ∈ C∞0 (B) und v ∈ C3,α(B,Rq) werden, fu¨r 1 ≤ i ≤ j ≤ n, die
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Funktionen:
u
(1)
ij [a](v) := a∂i∆
−1Nj[a](v) + a∂j∆
−1Ni[a](v) + 3∂ia∆
−1Nj [a](v) + 3∂ja∆
−1Ni[a](v)
u
(2)
ij [a](v) := 4∂ia∂ja v · v + 2a∂ia ∂jv · v + 2a∂ja ∂iv · v + a2 ∂iv · ∂jv
(5.3)
definiert. Dann gilt, fu¨r l ∈ {1, 2}, u(l)ij [a](v) ∈ C2,α(B,Rq). In den folgenden beiden
Lemmata wird ∆u
(l)
ij [a](v) fu¨r l ∈ {1, 2} formal berechnet.
Lemma 5.1 Es sei a ∈ C∞0 (B) und 1 ≤ i ≤ j ≤ n. Dann existiert ein Operator:
Lij[a] : C
2,α(B,Rq) −→ C0,α(B)
der Form:
Lij[a](v) =
∑
s1,s2∈Nn
|s1|+|s2|=3, |s2|≤2
λ(s1, s2) · ∂s1a · ∂s2(∆−1Ni[a](v))
+
∑
s1,s2∈Nn
|s1|+|s2|=3, |s2|≤2
µ(s1, s2) · ∂s1a · ∂s2(∆−1Nj[a](v))
mit λ(s1, s2), µ(s1, s2) ∈ R fu¨r alle s1, s2 ∈ Nn, mit |s1|+ |s2| = 3 und |s2| ≤ 2, so dass
fu¨r jedes v ∈ C3,α(B,Rq) die Gleichung:
∆u
(1)
ij [a](v) = a ∂iNj [a](v) + a ∂jNi[a](v)− Lij [a](v)
erfu¨llt ist.
Beweis. Es gilt fu¨r i, j ∈ {1, ..., n}:
∆(a∂i∆
−1Nj [a](v)) =∆a ∂i∆
−1Nj [a](v) + 2∇a · ∇∂i∆−1Nj [a](v) + a ∂iNj [a](v)
∆(∂ia∆
−1Nj [a](v)) =∆∂ia∆
−1Nj [a](v) + 2∇∂ia · ∇∆−1Nj [a](v) + ∂iaNj [a](v)
Aus (5.3) folgt die Behauptung.
Lemma 5.2 Es sei a ∈ C∞0 (B) und 1 ≤ i ≤ j ≤ n. Dann existiert ein Operator:
Rij[a] : C
2,α(B,Rq) −→ C0,α(B)
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der Form:
Rij [a](v) =
∑
s1,s2,s3,s4∈Nn
|s1|+|s2|+|s3|+|s4|=4, |s3|,|s4|≤2
C(s1, s2, s3, s4) · ∂s1a ∂s2a ∂s3v · ∂s4v
mit C(s1, s2, s3, s4) ∈ R fu¨r alle s1, s2, s3, s4 ∈ Nn, mit
∑4
l=1 |sl| = 4 und |s3|, |s4| ≤ 2,
so dass fu¨r jedes v ∈ C3,α(B,Rq) die Gleichung:
∆u
(2)
ij [a](v) = a∂iNj [a](v) + a∂jNi[a](v) +Rij [a](v)
erfu¨llt ist.
Beweis. Es wird zuna¨chst bemerkt, dass mit (5.1) fu¨r alle i, j ∈ {1, .., n} die Gleichung:
a∂iNj [a](v) = 2a∂ja ∂i∆v · v + a2 ∂i∆v · ∂jv
+
∑
s1,s2,s3,s4∈Nn
|s1|+|s2|+|s3|+|s4|=4, |s3|,|s4|≤2
C1(s1, s2, s3, s4) · ∂s1a ∂s2a ∂s3v · ∂s4v (5.4)
gilt. Nun wird der Laplace-Operator auf die einzelnen Summanden von u
(2)
ij angewandt,
siehe hierfu¨r auch (5.3):
∆(∂ia∂ja v · v) = ∆(∂ia∂ja) v · v + 2∇(∂ia∂ja) · ∇(v · v) + ∂ia∂ja∆(v · v)
=
∑
s1,s2,s3,s4∈Nn
|s1|+|s2|+|s3|+|s4|=4, |s3|,|s4|≤2
C2(s1, s2, s3, s4) · ∂s1a ∂s2a · ∂s3v ∂s4v (5.5)
∆(2a∂ia ∂jv · v) = ∆[a∂ia ∂j(v · v)]
=∆(a∂ia) ∂j(v · v) + 2∇(a∂ia) · ∇∂j(v · v) + a∂ia ∂j∆(v · v)
=2a∂ia ∂j∆v · v +
∑
s1,s2,s3,s4∈Nn
|s1|+|s2|+|s3|+|s4|=4, |s3|,|s4|≤2
C3(s1, s2, s3, s4) · ∂s1a ∂s2a ∂s3v · ∂s4v
(5.6)
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und schließlich:
∆(a2 ∂iv · ∂jv) = ∆(a2) ∂iv · ∂jv + 2∇(a2) · ∇(∂iv · ∂jv) + a2∆(∂iv · ∂jv)
=a2 ∂i∆v · ∂jv + a2 ∂j∆v · ∂iv
+
∑
s1,s2,s3,s4∈Nn
|s1|+|s2|+|s3|+|s4|=4, |s3|,|s4|≤2
C4(s1, s2, s3, s4) · ∂s1a ∂s2a ∂s3v · ∂s4v
(5.7)
Aus (5.5), (5.6) und (5.7) folgt:
∆u
(2)
ij [a](v)
(5.3)
= 4∆(∂ia∂ja v · v) + ∆(2a∂ia ∂jv · v) + ∆(2a∂ja ∂iv · v) + ∆(a2 ∂iv · ∂jv)
= 2a∂ia ∂j∆v · v + 2a∂ja ∂i∆v · v + a2 ∂i∆v · ∂jv + a2 ∂j∆v · ∂iv
+
∑
s1,s2,s3,s4∈Nn
|s1|+|s2|+|s3|+|s4|=4, |s3|,|s4|≤2
C(s1, s2, s3, s4) · ∂s1a ∂s2a ∂s3v · ∂s4v
(5.4)
= a∂iNj [a](v) + a∂jNi[a](v) +Rij [a](v)
Fu¨r 1 ≤ i ≤ j ≤ n sei nun:
uij[a](v) := u
(2)
ij [a](v)− u(1)ij [a](v) (5.8)
dann ist mit Lemma 5.1 und Lemma 5.2, fu¨r a ∈ C∞0 (B) und v ∈ C3,α(B,Rq), die
Poisson-Gleichung mit trivialer Dirichlet-Randbedingung:∆uij[a](v) =Mij [a](v) auf Buij[a](v) = 0 auf ∂B (5.9)
fu¨r den Operator:
Mij : C
2,α(B,Rq) −→ C0,α(B)
Mij [a](v) := Lij [a](v) +Rij [a](v)
(5.10)
erfu¨llt. Fu¨r 1 ≤ i ≤ j ≤ n wird der Ausdruck:
∆−1Mij [a](v) := uij[a](v) (5.11)
definiert. Das folgende Lemma beinhaltet die zentrale Idee fu¨r die Lo¨sung des Perturba-
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tionsproblems, unter Verwendung der Operatoren Ni und Mij :
Lemma 5.3 Gegeben seien Funktionen F0 ∈ C2,α(B,Rq), a ∈ C∞0 (B), v ∈ C3,α(B,Rq)
und f ∈ C2,α(B,Rn2 (n+1)), so dass in B die folgenden Gleichungen erfu¨llt sind:
∂iF0 · v = −a∆−1Ni[a](v) fu¨r 1 ≤ i ≤ n (5.12)
∂i∂jF0 · v = −1
2
fij +
1
2
∆−1Mij [a](v) fu¨r 1 ≤ i ≤ j ≤ n (5.13)
Dann gilt fu¨r die Funktion F := F0 + a
2v in B, fu¨r alle i, j ∈ {1, ..., n} mit i ≤ j, die
Gleichung:
∂iF · ∂jF = ∂iF0 · ∂jF0 + a2fij (5.14)
Beweis. Mit (5.13) ist fu¨r 1 ≤ i ≤ j ≤ n:
2a2∂i∂jF0 · v + a2fij = a2∆−1Mij [a](v) (5.11)= a2uij[a](v) (5.8)= a2[u(2)ij [a](v)− u(1)ij [a](v)]
(5.15)
Es gilt:
a2u
(1)
ij [a](v)
(5.3)
= a2[a∂i∆
−1Nj [a](v) + a∂j∆
−1Ni[a](v) + 3∂ia∆
−1Nj [a](v) + 3∂ja∆
−1Ni[a](v)]
= a2∂i(a∆
−1Nj [a](v)) + a
2∂j(a∆
−1Ni[a](v))
+ 2a2∂ia∆
−1Nj[a](v) + 2a
2∂ja∆
−1Ni[a](v)
(5.12)
= − a2∂i(∂jF0 · v)− a2∂j(∂iF0 · v)− 2a∂ia∂jF0 · v − 2a∂ja∂iF0 · v
und:
a2 u
(2)
ij [a](v)
(5.3)
= a2[4∂ia∂ja v · v + 2a∂ia ∂jv · v + 2a∂ja ∂iv · v + a2 ∂iv · ∂jv]
= ∂i(a
2v) · ∂j(a2v)
Daraus ergibt sich mit (5.15) die Gleichung:
2a2∂i∂jF0 · v + a2fij =∂i(a2v) · ∂j(a2v) + a2∂i(∂jF0 · v) + a2∂j(∂iF0 · v)
+ 2a∂ia∂jF0 · v + 2a∂ja∂iF0 · v
Anwendung der Produktregel auf den dritten und vierten Summanden auf der rechten
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Seite, und anschließende Subtraktion des Terms 2a2∂i∂jF0 · v auf beiden Seiten ergibt:
a2fij =∂i(a
2v) · ∂j(a2v) + a2∂jF0 · ∂iv + a2∂iF0 · ∂jv + 2a∂ia∂jF0 · v + 2a∂ja∂iF0 · v
=∂i(F0 + a
2v) · ∂j(F0 + a2v)− ∂iF0 · ∂jF0 = ∂iF · ∂jF − ∂iF0 · ∂jF0
womit die Behauptung bewiesen ist.
5.2 Formulierung des Fixpunktproblems
Um das lokale Perturbationsproblem zu lo¨sen, wird untersucht, ob sich das, in Lemma
5.3 aufgestellte Gleichungssystem, fu¨r eine gegebene freie Abbildung F0 ∈ C∞(B,Rq),
lo¨sen la¨sst. Dafu¨r soll dieses Gleichungssystem durch die Einfu¨hrung geeigneter Opera-
toren als Fixpunktgleichung umgeschrieben werden:
Mit A[F0] ∈ C∞(B,Rn2 (n+3)×q) wird die matrixwertige Funktion bezeichnet, deren ersten
n Zeilen aus den Funktionen ∂iF
⊤
0 fu¨r i ∈ {1, .., n}, und deren restlichen Zeilen, in lexiko-
grafischer Reihenfolge, aus den Funktionen ∂i∂jF
⊤
0 , fu¨r i, j ∈ {1, .., n} mit i ≤ j, beste-
hen. Fu¨r geordnete Mengen von Funktionen {hi}1≤i≤n ⊆ C(B) und {fij}1≤i≤j≤n ⊆ C(B),
werden mit h ∈ C(B,Rn) und f ∈ C(B,Rn2 (n+1)) die spaltenvektorwertigen Funktio-
nen mit den entsprechenden Komponentenfunktionen bezeichnet, auch hier wird fu¨r die
Zweifach-Indizierung die lexikografische Reihenfolge verwendet. Mit der Cramerschen
Regel ist die Abbildung:
Θ[F0] : B −→ Rq×n2 (n+3)
x 7→ A⊤[F0](x) · (A[F0](x)A⊤[F0](x))−1
(5.16)
genau wie F0 glatt, wobei sich jede Ableitung beliebiger Ordnung stetig bis zum Rand
fortsetzen lassen. Das bedeutet Θ[F0] ∈ C∞(B,Rq×n2 (n+3)), und der lineare Operator:
E[F0] : C
m,α(B,Rn)× Cm,α(B,Rn2 (n+1)) −→ Cm,α(B,Rq)
E[F0](h, f)(x) := Θ[F0](x) ·
(
h(x)
f(x)
)
(5.17)
ist wohldefiniert. Aus der Definition des Operators Θ[F0] folgt, fu¨r alle x ∈ B, die Gleich-
heit A[F0](x) · Θ[F0](x) = I, wobei I ∈ Rn2 (n+3)×n2 (n+3) die Einheitsmatrix bezeichnet,
siehe hierfu¨r auch Lemma 4.4 und Folgerung 4.1. Daraus folgen, fu¨r alle x ∈ B, nach
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Definition von E[F0], die Gleichungen:
∂iF0(x) · E[F0](h, f)(x) = hi(x) fu¨r 1 ≤ i ≤ n
∂i∂jF0(x) · E[F0](h, f)(x) = fij(x) fu¨r 1 ≤ i ≤ j ≤ n
(5.18)
Werden nun die Gleichungen (5.12) und (5.13) erneut betrachtet, so liegt unter Beach-
tung von (5.18), fu¨r a ∈ C∞0 (B) und m ≥ 2, die Definition der folgenden Operatoren
nahe:
P : Cm,α(B,Rq) −→ Cm,α(B,Rn)
(Pi[a](v))1≤i≤n := (a∆
−1Ni[a](v))1≤i≤n
(5.19)
und
Q : Cm,α(B,Rq) −→ Cm,α(B,Rn2 (n+1))
(Qij [a](v))1≤i≤j≤n := (∆
−1Mij [a](v))1≤i≤j≤n
(5.20)
mit den, in (5.1) und (5.10) definierten, Operatoren Ni undMij . Schließlich wird, fu¨r eine
gegebene freie Abbildung F0 ∈ C∞(B,Rq) und a ∈ C∞0 (B), sowie f ∈ Cm,α(B,R
n
2
(n+1)),
mit m ≥ 2 der Operator:
Φ[F0, a, f ] : C
m,α(B,Rq) −→ Cm,α(B,Rq)
Φ[F0, a, f ](v) := −E[F0]
(
P [a](v),
1
2
f − 1
2
Q[a](v)
) (5.21)
eingefu¨hrt. Das Gleichungssystem in Lemma 5.3 ist, fu¨r v ∈ C3,α(B,Rq), wegen (5.18)
erfu¨llt, falls die Fixpunktgleichung:
v = Φ[F0, a, f ](v) (5.22)
erfu¨llt ist. Wie zu Beginn des Kapitels erwa¨hnt, wird supp(f) ⊆ U1 angenommen. Dann
kann, mit [Lee03, Proposition 2.26], ein a ∈ C∞0 (B) so gewa¨hlt werden, dass a|U1 = 1
und supp(a) ⊆ U2 erfu¨llt sind. Damit gilt f ≡ a2f , und mit (5.14) ist das Problem
gelo¨st. Es bleibt also die Frage zu kla¨ren, ob der, in (5.21) eingefu¨hrte, Operator einen
Fixpunkt besitzt. Dafu¨r werden in Abschnitt 5.4 diverse Cm,α-Abscha¨tzungen fu¨r die
bereits eingefu¨hrten Hilfsoperatoren, bewiesen. Anhand der Definition der Operatoren
Pi und Qij wird deutlich, dass dafu¨r Abscha¨tzungen von der Lo¨sung der Poissonglei-
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chung mit Dirichlet-Randbedingung, beno¨tigt werden. Diese Thematik ist Gegenstand
des na¨chsten Abschnittes.
5.3 Die Poissongleichung mit Dirichlet-Randbedingung
Gegeben seien Funktionen f ∈ C0,α(B) und ϕ ∈ C2,α(B). Nach [GT01, Corollary 4.14]
existiert genau ein u ∈ C2,α(B), welches das Problem:∆u = f auf Bu = ϕ auf ∂B (5.23)
lo¨st. Mit [GT01, Theorem 6.6] ergibt sich, zusammen mit (A.3) und (A.5), die Abscha¨t-
zung:
|u|C2,α(B) ≤ C(n, α) ·
(
|f |C0,α(B) + |ϕ|C2,α(B)
)
(5.24)
Wegen (5.2) und (5.9) genu¨gt es, den Fall ϕ ≡ 0 zu untersuchen. Es wird gezeigt, dass
sich die Regularita¨t der rechten Seite f auf die Regularita¨t von u u¨bertra¨gt. Dafu¨r
wird eine a¨quivalente Charakterisierung des Sobolev-Raumes W 1,p0 (B) fu¨r p ∈ [1,∞)
verwendet. Zuna¨chst wird ein sogenannter Spuroperator eingefu¨hrt, dabei wird die
Randregularita¨t von B direkt ausgenutzt. Das folgende Lemma wird in [Eva98, 5.5,
Theorem 1] gezeigt. Der Funktionenraum Lp(∂B) wird dabei wie in [Alt12, A 6.5 (2)]
definiert.
Lemma 5.4 Es sei p ∈ [1,∞), dann existiert ein beschra¨nkter linearer Operator:
T : W 1,p(B) −→ Lp(∂B)
mit den Eigenschaften:
(i) Tu = u|∂B fu¨r alle u ∈ W 1,p(B) ∩ C(B)
(ii) Es existiert eine Konstante C(n, p) ∈ R, so dass fu¨r alle u ∈ W 1,p(B) die Abscha¨t-
zung:
‖Tu‖Lp(∂(B)) ≤ C(n, p) · ‖u‖W 1,p(B)
gilt.
Der Sobolev-Raum W 1,p0 (B) wird dann wie folgt charakterisiert:
5.3. DIE POISSONGLEICHUNG MIT DIRICHLET-RANDBEDINGUNG
70 KAPITEL 5. LO¨SUNG DES LOKALEN PERTURBATIONSPROBLEMS
Lemma 5.5 Es sei p ∈ [1,∞), dann gilt fu¨r u ∈ W 1,p(B) die folgende Aussage:
u ∈ W 1,p0 (B)⇐⇒ Tu ≡ 0
Dieses Lemma wird in [Eva98, 5.5, Theorem 2] bewiesen.
Lemma 5.6 Fu¨r m ∈ N sei f ∈ Cm,α(B) gegeben. Dann existiert genau ein u ∈
Cm+2,α(B), welches das Randwertproblem (5.23) fu¨r ϕ ≡ 0 lo¨st. Diese Lo¨sung erfu¨llt
die Abscha¨tzung:
|u|Cm+2,α(B) ≤ C(n,m, α) · |f |Cm,α(B) (5.25)
Beweis. Zu Beginn des Abschnittes wurde der Sachverhalt fu¨r m = 0 und beliebige
ϕ ∈ C2,α(B) diskutiert. Mit (A.6) gilt f ∈ C0,α(B). Es sei u ∈ C2,α(B) die eindeutig
bestimmte Lo¨sung von (5.23) fu¨r ϕ ≡ 0. Um die ho¨here Regularita¨t zu zeigen, wird
gezeigt, dass fu¨r k ∈ N mit k ∈ [2, m + 1], aus u ∈ Ck,α(B) immer u ∈ Ck+1,α(B)
folgt. Es sei s ∈ Nn ein Multiindex der Ordnung |s| = k − 1. Mit (5.23) gilt, wegen
f ∈ Cm,α(B), die Gleichung:
∂s∆u = ∂sf (5.26)
Nun sei φ ∈ C∞0 (B) eine beliebige Testfunktion, dann folgt aus (5.26) mittels partieller
Integration:: ∫
B
∂sf · φ dx =
∫
B
∂s∆u · φ dx = (−1)|s|
∫
B
∆u · ∂sφ dx
=(−1)|s|+1
∫
B
∇u · ∇∂sφ dx = (−1)|s|+1
∫
B
∇u · ∂s∇φ dx
=−
∫
B
∂s∇u · ∇φ dx = −
∫
B
∇∂su · ∇φ dx
(5.27)
Wegen ∂sf ∈ C0(B) gilt ∂sf ∈ L2(B), und aus ∂su ∈ C1(B) folgt ∂su ∈ W 1,2(B).
Somit ist ∂su die, nach [GT01, Theorem 8.3] eindeutig bestimmte, schwache Lo¨sung des
Problems: ∆v = ∂sf auf Bv = ∂su auf ∂B (5.28)
Mit us ∈ C2,α(B) wird die, nach [GT01, Theorem 4.3] eindeutig bestimmte, klassische
Lo¨sung des Problems (5.28) bezeichnet. Dann gilt mit (5.27) fu¨r alle φ ∈ C∞0 (B):
−
∫
B
∇∂su · ∇φ dx =
∫
B
∂sf · φ dx =
∫
B
∆us · φ dx = −
∫
B
∇us · ∇φ dx
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beziehungsweise: ∫
B
∇(∂su− us) · ∇φ dx = 0
Da T∂su = Tus fu¨r den, in Lemma 5.4 definierten, Spuroperator, ist, unter Beachtung
von Lemma 5.5, die Funktion ∂su− us ∈ W 1,20 (B) die schwache Lo¨sung des Problems:∆v = 0 auf Bv = 0 auf ∂B
Mit [GT01, Corollary 8.2] folgt ∂su ≡ us auf B. Dies impliziert ∂su ∈ C2,α(B), bezie-
hungsweise, da s ∈ Nn mit |s| = k−1 beliebig ist, u ∈ Ck+1,α(B). Damit ist die Existenz
und die Eindeutigkeit gezeigt. Die Abscha¨tzung (5.25) kann induktiv, unter Verwendung
von [GT01, Theorem 6.6], gezeigt werden, hierfu¨r sei auch auf den Beweis des folgenden
Lemmas verwiesen.
Falls supp(f) ⊆ B gilt, dann kann die Abscha¨tzung (5.25) verscha¨rft werden:
Lemma 5.7 Fu¨r m ∈ N\{0} sei f ∈ Cm,α(B) mit supp(f) ⊆ BR(0), fu¨r ein R ∈ (0, 1)
gegeben. Dann gilt fu¨r die eindeutig bestimmte Lo¨sung u ∈ Cm+2,α(B) von (5.23) mit
ϕ ≡ 0 die Abscha¨tzung:
|u|Cm+2,α(B) ≤ K(n, α,R) · |f |Cm,α(B) + C(n,m, α,R) · |f |Cm−1,α(B) (5.29)
Beweis. Fu¨r ein geeignetes ǫ ∈ (0, 1 − R) sei U0 := BR+ǫ(0) ⊆ B, sowie U1, ..., Uk ⊆ B
relativ offene Mengen, so dass ∂B ⊆ ⋃kj=1 Uj, und Uj∩supp(f) = ∅ sowie Uj∩∂B 6= ∅ fu¨r
alle j ∈ {1, ..., k} gilt. Mit [Lee03, Theorem 2.25] existieren ψ0, ..., ψk ⊆ C∞(B), so dass
supp(ψj) ⊆ Uj fu¨r alle j ∈ {0, ..., k} und
∑k
j=0 ψj ≡ 1 gilt. Dann muss ψ0|supp(f) ≡ 1
gelten, woraus direkt f ≡ ψ0 f folgt. Nun werde angenommen, fu¨r ein l ∈ {2, ..., m+ 1}
gelte die Abscha¨tzung:
|u|Cl,α(B) ≤ K(n, α,R) · |f |Cl−2,α(B) + C(n, l, α, R) · |f |Cl−3,α(B) (5.30)
Dann wird fu¨r alle i ∈ {1, ..., n} und j ∈ {0, ..., k} die Abbildung vji ∈ C l−1,α(B) mit
vji := ∂i(ψj u) definiert. Mit (A.10) gilt:
|u|Cl+1,α(B) ≤ C(n, α) · |u|C2,α(B) +
n∑
i=1
|∂iu|Cl,α(B)
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≤C(n, α) · |u|C2,α(B) +
n∑
i=1
k∑
j=0
|∂i(ψj u)|Cl,α(B)
=C(n, α) · |u|C2,α(B) +
n∑
i=1
k∑
j=0
∣∣vji ∣∣Cl,α(B) (5.31)
Fu¨r alle i ∈ {1, ..., n} und j ∈ {0, ..., k} gilt:
∆vji = ∆(∂i(ψj u)) = ∆(∂iψj u+ ψj ∂iu)
= ∆∂iψj u+ 2∇∂iψj · ∇u+ ∂iψj ∆u+∆ψj ∂iu+ 2∇ψj · ∇∂iu+ ψj ∆∂iu
(5.23)
= ∆∂iψj u+ 2∇∂iψj · ∇u+ ∂iψj f +∆ψj ∂iu+ 2∇ψj · ∇∂iu+ ψj ∂if
(5.32)
Fu¨r j = 0 folgt aus (5.32):
∆v0i = ∆∂iψ0 u+ 2∇∂iψ0 · ∇u+ ∂iψ0 f +∆ψ0 ∂iu+ 2∇ψ0 · ∇∂iu+ ∂if
Mit (5.30) ergibt daraus, unter Beachtung von (A.8) und (A.9):
∣∣v0i ∣∣Cl,α(B) ≤K1(n, α,R) · |f |Cl−1,α(B) + C1(n, l, α, R) · |f |Cl−2,α(B)
+K2(n, α,R) · |u|Cl,α(B)
Anwendung der Randabscha¨tzung [GT01, Theorem 4.12] auf vji fu¨r alle i ∈ {1, ..., n}
und j ∈ {1, ..., k}, ergibt mit (5.31) die Abscha¨tzung:
|u|Cl+1,α(B) ≤K3(n, α,R) · |f |Cl−1,α(B) + C2(n, l, α, R) · |f |Cl−2,α(B)
+K4(n, α,R) · |u|Cl,α(B)
Mit dem Maximumprinzip in [GT01, Theorem 3.7] und dem Ehrling-Lemma in [Alt12,
U8.2], ergibt sich, aus der Induktionsvoraussetzung, die Abscha¨tzung:
|u|Cl+1,α(B) ≤K(n, α,R) · |f |Cl−1,α(B) + C(n, l, α, R) · |f |Cl−2,α(B)
womit die Behauptung gezeigt ist.
5.3. DIE POISSONGLEICHUNG MIT DIRICHLET-RANDBEDINGUNG
73 KAPITEL 5. LO¨SUNG DES LOKALEN PERTURBATIONSPROBLEMS
5.4 Ho¨lderabscha¨tzungen der Hilfsoperatoren
Um die, in (5.19) und (5.20) eingefu¨hrten, Operatoren P und Q abzuscha¨tzen, werden
wegen (5.25) und (5.29) die Operatoren Ni und Mij abgescha¨tzt. Da fu¨r a ∈ C∞0 (B)
und v ∈ C2,α(B,Rq) stets supp(Ni[a](v)), supp(Mij[a](v))) ⊆ supp(a) ⊆ B gilt, wird
fu¨r Abscha¨tzungen der Komponenten von P und Q vor allem die Ungleichung (5.29)
verwendet. Anschließend werden noch Eigenschaften des linearen Operators E[F0], wie
zum Beispiel die Stetigkeit, bewiesen.
Lemma 5.8 Fu¨r jedes i ∈ {1, ..., n} gelten fu¨r den in (5.1) definierten Operator Ni die
Abscha¨tzungen:
Fu¨r a ∈ C∞0 (B) und v1, v2 ∈ C2,α(B,Rq):
|Ni[a](v1)−Ni[a](v2)|C0,α(B) ≤ K(n, α, a)·
(
|v1|C2,α(B,Rq) + |v2|C2,α(B,Rq)
)
|v1 − v2|C2,α(B,Rq)
(5.33)
Fu¨r m ∈ N, a ∈ C∞0 (B) und v ∈ Cm+2,α(B,Rq):
|Ni[a](v)|Cm,α(B) ≤ K(n, α, a) · |v|Cm+2,α(B,Rq) |v|C2,α(B,Rq) + C(n,m, α, a) · |v|2Cm+1,α(B,Rq)
(5.34)
Beweis. Sind a ∈ C∞(B), v1, v2 ∈ C2,α(B,Rq) und i ∈ {1, ..., q}, dann ist nach Definition
des Operators Ni in (5.1):
|Ni[a](v1)−Ni[a](v2)|C0,α(B)
= |2∂ia∆v1 · v1 + a∆v1 · ∂iv1 − 2∂ia∆v2 · v2 − a∆v2 · ∂iv2|C0,α(B)
≤ |2∂ia (∆v1 · v1 −∆v2 · v2)|C0,α(B) + |a (∆v1 · ∂iv1 −∆v2 · ∂iv2)|C0,α(B)
(A.2)
≤ K1(α, a) · |∆v1 · v1 −∆v2 · v2|C0,α(B) +K1(α, a) · |∆v1 · ∂iv1 −∆v2 · ∂iv2|C0,α(B)
≤ K1(α, a) · |∆(v1 − v2) · v1 +∆v2 · (v1 − v2)|C0,α(B)
+K1(α, a) · |∆(v1 − v2) · ∂iv1 +∆v2 · ∂i(v1 − v2)|C0,α(B)
≤ K1(α, a) · |∆(v1 − v2) · v1|C0,α(B) +K1(α, a) · |∆v2 · (v1 − v2)|C0,α(B)
+K1(α, a) · |∆(v1 − v2) · ∂iv1|C0,α(B) +K1(α, a) · |∆v2 · ∂i(v1 − v2)|C0,α(B)
(A.15)
≤ K1(α, a) · |∆(v1 − v2)|C0,α(B,Rq) · |v1|C0,α(B,Rq)
+K1(α, a) · |∆v2|C0,α(B,Rq) · |v1 − v2|C0,α(B,Rq)
+K1(α, a) · |∆(v1 − v2)|C0,α(B,Rq) · |∂iv1|C0,α(B,Rq)
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+K1(α, a) · |∆v2|C0,α(B,Rq) · |∂i(v1 − v2)|C0,α(B,Rq)
(A.11)
≤ K(n, α, a) ·
(
|v1|C2,α(B,Rq) + |v2|C2,α(B,Rq)
)
|v1 − v2|C2,α(B,Rq)
Damit ist (5.33) gezeigt. Nun zu (5.34), es sei a ∈ C∞0 (B) und v ∈ Cm+2,α(B,Rq), dann
ist:
|Ni[a](v)|Cm,α(B) = |2∂ia∆v · v + a∆v · ∂iv|Cm,α(B)
≤ |2∂ia∆v · v|Cm,α(B) + |a∆v · ∂iv|Cm,α(B)
(A.14)
≤ |2∂ia∆v|C0,α(B,Rq) |v|Cm,α(B,Rq) + |2∂ia∆v|Cm,α(B,Rq) |v|C0,α(B,Rq)
+ C1(n,m, α) · |2∂ia∆v|Cm−1,α(B,Rq)) |v|Cm−1,α(B,Rq)
+ |a∆v|C0,α(B,Rq) |∂iv|Cm,α(B,Rq)) + |a∆v|Cm,α(B,Rq) |∂iv|C0,α(B,Rq)
+ C1(n,m, α) · |a∆v|Cm−1,α(B,Rq) |∂iv|Cm−1,α(B,Rq)
(A.12)
≤ |2∂ia|C0,α(B) |∆v|C0,α(B,Rq) |v|Cm,α(B,Rq)
+ |2∂ia|C0,α(B) |∆v|Cm,α(B,Rq) |v|C0,α(B,Rq) + |2∂ia|Cm,α(B) |∆v|C0,α(B,Rq) |v|C0,α(B,Rq)
+ C2(n,m, α) · |2∂ia|Cm−1,α(B) |∆v|Cm−1,α(B,Rq) |v|C0,α(B,Rq)
+ C3(n,m, α) · |2∂ia|Cm−1,α(B) |∆v|Cm−1,α(B,Rq)) |v|Cm−1,α(B,Rq)
+ |a|C0,α(B) |∆v|C0,α(B,Rq) |∂iv|Cm,α(B,Rq))
+ |a|C0,α(B) |∆v|Cm,α(B,Rq) |∂iv|C0,α(B,Rq) + |a|Cm,α(B) |∆v|C0,α(B,Rq) |∂iv|C0,α(B,Rq)
+ C2(n,m, α) · |a|Cm−1,α(B,Rq) |∆v|Cm−1,α(B,Rq) |∂iv|C0,α(B,Rq)
+ C3(n,m, α) · |a|Cm−1,α(B) |∆v|Cm−1,α(B,Rq) |∂iv|Cm−1,α(B,Rq)
≤ K(n, α, a) · |v|Cm+2,α(B,Rq) |v|C2,α(B,Rq) + C(n,m, α, a) · |v|2Cm+1,α(B,Rq)
Lemma 5.9 Fu¨r i, j ∈ {1, ..., n} mit i ≤ j gelten fu¨r den in (5.10) definierten Operator
Mij die Abscha¨tzungen:
Fu¨r a ∈ C∞0 (B) und v1, v2 ∈ C2,α(B,Rq):
|Mij [a](v1)−Mij [a](v2)|C0,α(B)
≤ K(n, α, a) ·
(
|v1|C2,α(B,Rq) + |v2|C2,α(B,Rq)
)
|v1 − v2|C2,α(B,Rq)
(5.35)
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Fu¨r m ∈ N, a ∈ C∞0 (B) und v ∈ Cm+2,α(B,Rq):
|Mij [a](v)|Cm,α(B) ≤K(n, α, a) · |v|Cm+2,α(B,Rq) |v|C2,α(B,Rq)
+ C(n,m, α, a) · |v|2Cm+1,α(B,Rq)
(5.36)
Beweis. Der Operator Mij [a] ist die Summe des in Lemma 5.1 definierten Operators
Lij [a], und des in Lemma 5.2 definierten Operators Rij [a]. Der Operator Lij [a] ist eine
Summe von Termen der Form ∂s1a ∂s2(∆−1Nl) mit |s1|+ |s2| = 3, |s2| ≤ 2 und l ∈ {i, j}.
Demzufolge wird, um (5.35) zu zeigen, fu¨r v1, v2 ∈ C2,α(B,Rq) zuna¨chst die Differenz:
∂s1a ∂s2(∆−1Nl[a](v1))− ∂s1a ∂s2(∆−1Nl[a](v2))
in der |·|C0,α(B)-Norm abgescha¨tzt:∣∣∂s1a ∂s2(∆−1Nl[a](v1))− ∂s1a ∂s2(∆−1Nl[a](v2))∣∣C0,α(B)
=
∣∣∂s1a ∂s2 [(∆−1Nl[a](v1))− (∆−1Nl[a](v2))]∣∣C0,α(B)
(A.2)
≤ |∂s1a|C0,α(B) ·
∣∣∂s2 [(∆−1Nl[a](v1))− (∆−1Nl[a](v2))]∣∣C0,α(B)
≤ K1(α, a) ·
∣∣∂s2∆−1[Nl[a](v1)−Nl[a](v2)]∣∣C0,α(B)
≤ K2(n, α, a) ·
∣∣∆−1[Nl[a](v1)−Nl[a](v2)]∣∣C2,α(B)
(5.24)
≤ K3(n, α, a) · |Nl[a](v1)−Nl[a](v2)|C0,α(B)
(5.33)
≤ K4(n, α, a) ·
(
|v1|C2,α(B,Rq) + |v2|C2,α(B,Rq)
)
|v1 − v2|C2,α(B,Rq)
Nun wird der Ausdruck Rij [a](v) untersucht. Der Operator ist Summe von Termen der
Form:
∂s1a∂s2a ∂s3v · ∂s4v
mit
∑4
l=1 |si| = 4 und |s3|, |s4| ≤ 2, also wird die Differenz:
∂s1a∂s2a ∂s3v1 · ∂s4v1 − ∂s1a∂s2a ∂s3v2 · ∂s4v2
in der |·|C0,α(B)-Norm abgescha¨tzt:
|∂s1a∂s2a ∂s3v1 · ∂s4v1 − ∂s1a∂s2a ∂s3v2 · ∂s4v2|C0,α(B)
= |∂s1a∂s2a [∂s3v1 · ∂s4v1 − ∂s3v2 · ∂s4v2]|C0,α(B)
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(A.9)
≤ |∂s1a|C0,α(B) |∂s2a|C0,α(B) |∂s3v1 · ∂s4v1 − ∂s3v2 · ∂s4v2|C0,α(B)
≤ K1(n, α, a) · |∂s3v1 · ∂s4v1 − ∂s3v2 · ∂s4v2|C0,α(B)
= K1(n, α, a) · |∂s3(v1 − v2) · ∂s4v1 + ∂s3v2 · ∂s4(v1 − v2)|C0,α(B)
≤ K1(n, α, a) · |∂s3(v1 − v2) · ∂s4v1|C0,α(B) + |∂s3v2 · ∂s4(v1 − v2)|C0,α(B)
(A.15)
≤ K2(n, α, a) · |∂s3(v1 − v2)|C0,α(B,Rq) |∂s4v1|C0,α(B,Rq)
+ |∂s3v2|C0,α(B,Rq) |∂s4(v1 − v2)|C0,α(B,Rq)
(A.11)
≤ K3(n, α, a) ·
(
|v1|C2,α(B,Rq) + |v2|C2,α(B,Rq)
)
· |v1 − v2|C2,α(B,Rq)
Damit ist (5.35) gezeigt. Nun zu (5.36), es sei a ∈ C∞0 (B) und v ∈ Cm+2,α(B,Rq). Die
Summanden von Lij [a](v) und Rij [a](v) werden einzeln abgescha¨tzt. Zuerst wird ein
Summand in Lij [a](v) untersucht: Es seien s1, s2 ∈ Nn mit |s1|+ |s2| = 3, |s2| ≤ 2 sowie
l ∈ {i, j}. Zuna¨chst wird der Fall m = 0 betrachtet:
∣∣∂s1a ∂s2(∆−1Nl[a](v))∣∣C0,α(B) (A.2)≤ |∂s1a|C0,α(B) ∣∣∂s2(∆−1Nl[a](v))∣∣C0,α(B)
≤ K1(n, α, a) ·
∣∣∆−1Nl[a](v)∣∣C|s2|,α(B) (A.6)≤ K2(n, α, a) · ∣∣∆−1Nl[a](v)∣∣C2,α(B)
(5.24)
≤ K3(n, α, a) · |Nl[a](v)|C0,α(B)
(5.34)
≤ K4(n, α, a) · |v|2C2,α(B,Rq) + C1(n,m, α, a) · |v|2C1,α(B,Rq)
Nun sei m ≥ 1, dann ist:
∣∣∂s1a ∂s2(∆−1Nl[a](v))∣∣Cm,α(B)
(A.12)
≤ |∂s1a|C0,α(B)
∣∣∂s2(∆−1Nl[a](v))∣∣Cm,α(B) + |∂s1a|Cm,α(B) ∣∣∂s2(∆−1Nl[a](v))∣∣C0,α(B)
+ C1(n,m, α) · |∂s1a|Cm−1,α(B)
∣∣∂s2(∆−1Nl[a](v))∣∣Cm−1,α(B)
(A.11)
≤ K1(n, α, a) ·
∣∣∆−1Nl[a](v)∣∣Cm+|s2|,α(B) + C2(n,m, α, a) · ∣∣∆−1Nl[a](v)∣∣C2,α(B) (5.37)
+ C3(n,m, α, a) ·
∣∣∆−1Nl[a](v)∣∣Cm+1,α(B)
(5.25)
≤ K1(n, α, a) ·
∣∣∆−1Nl[a](v)∣∣Cm+|s2|,α(B) + C4(n,m, α, a) · |Nl[a](v)|C0,α(B)
+ C5(n,m, α, a) · |Nl[a](v)|Cm−1,α(B)
(5.34)
≤ K1(n, α, a) ·
∣∣∆−1Nl[a](v)∣∣Cm+|s2|,α(B) + C6(n,m, α, a) · |v|2Cm+1,α(B,Rq)
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Ist |s2| ≤ 1, dann folgt, nach erneuter Anwendung von (5.25) und (5.34), aus (5.37),
unter Beachtung von (A.11), die Abscha¨tzung:
∣∣∂s1a ∂s2(∆−1Nl[a](v))∣∣Cm,α(B) ≤ C7(n,m, α, a) · |v|2Cm+1,α(B,Rq)
und wenn |s2| = 2 gilt, dann ist:∣∣∆−1Nl[a](v)∣∣Cm+|s2|,α(B) = ∣∣∆−1Nl[a](v)∣∣Cm+2,α(B)
(5.29)
≤ K2(n, α, a) · |Nl[a](v)|Cm,α(B) + C8(n,m, α, a) · |Nl[a](v)|Cm−1,α(B)
(5.34)
≤ K3(n, α, a) · |v|Cm+2,α(B,Rq) |v|C2,α(B,Rq) + C9(n,m, α, a) · |v|2Cm+1,α(B,Rq)
und es ergibt sich mit (5.37) die Abscha¨tzung:
∣∣∂s1a ∂s2(∆−1Nl[a](v))∣∣Cm,α(B) ≤K4(n, α, a) · |v|Cm+2,α(B,Rq) |v|C2,α(B,Rq)
+ C10(n,m, α, a) · |v|2Cm+1,α(B,Rq)
Und schließlich zur Abscha¨tzung eines Summanden in Rij [a](v). Es seien s1, s2, s3, s4 ∈
Nn mit
∑4
l=1 |sl| = 4 und |s3|, |s4| ≤ 2, wieder wird zuerst der Fall m = 0 untersucht:
|∂s1a∂s2a ∂s3v · ∂s4v|C0,α(B)
(A.13), (A.15)
≤ K1(n, α, a) · |v|C|s3|,α(B,Rq) |v|C|s4|,α(B,Rq)
(A.11)
≤ K2(n, α, a) · |v|2C2,α(B,Rq)
Und fu¨r m ≥ 1:
|∂s1a∂s2a ∂s3v · ∂s4v|Cm,α(B)
(A.12)
≤ |∂s1a∂s2a |C0,α(B) |∂s3v · ∂s4v|Cm,α(B) + |∂s1a∂s2a|Cm,α(B) |∂s3v · ∂s4v|C0,α(B)
+ C1(n,m, α) · |∂s1a ∂s2a|Cm−1,α(B) · |∂s3v · ∂s4v|Cm−1,α(B)
(A.15)
≤ K1(n, α, a) · |∂s3v · ∂s4v|Cm,α(B) + C2(n,m, α, a) · |∂s3v|C0,α(B,Rq) |∂s4v|C0,α(B,Rq)
+ C3(n,m, α, a) · |∂s3v|Cm−1,α(B,Rq) |∂s4v|Cm−1,α(B,Rq) (5.38)
(A.11)
≤ K1(n, α, a) · |∂s3v · ∂s4v|Cm,α(B) + C4(n,m, α, a) · |v|2Cm+1,α(B,Rq)
(A.14)
≤ K1(n, α, a) ·
(
|∂s3v|C0,α(B,Rq) |∂s4v|Cm,α(B,Rq) + |∂s3v|Cm,α(B,Rq) |∂s4v|C0,α(B,Rq)
)
+ C5(n,m, α, a) · |∂s3v|Cm−1,α(B,Rq) |∂s4v|Cm−1,α(B,Rq) + C4(n,m, α, a) · |v|2Cm+1,α(B,Rq)
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(A.11)
≤ K2(n, α, a) ·
[
|v|C2,α(B,Rq)
(
|∂s3v|Cm,α(B,Rq) + |∂s4v|Cm,α(B,Rq)
)]
+ C6(n,m, α, a) · |v|2Cm+1,α(B,Rq)
Ist nun |s3| ≤ 1 und |s4| ≤ 1, so folgt, durch nochmalige Anwendung von (A.11), aus
(5.38) die Abscha¨tzung:
|∂s1a∂s2a ∂s3v · ∂s4v|Cm,α(B) ≤ C7(n,m, α, a) · |v|2Cm+1,α(B,Rq)
und wenn |s3| = 2 oder |s4| = 2 gilt, dann folgt aus (5.38) die Abscha¨tzung:
|∂s1a∂s2a ∂s3v · ∂s4v|Cm,α(B) ≤K3(n, α, a) · |v|Cm+2,α(B,Rq) |v|C2,α(B,Rq)
+ C7(n,m, α, a) · |v|2Cm+1,α(B,Rq)
womit (5.36) gezeigt ist.
Lemma 5.10 Die in (5.19) und (5.20) definierten Operatoren P und Q erfu¨llen die
Abscha¨tzungen:
Fu¨r a ∈ C∞0 (B) und v1, v2 ∈ C2,α(B,Rq):
|P [a](v1)− P [a](v2)|C2,α(B,Rn) + |Q[a](v1)−Q[a](v2)|C2,α(B,Rn2 (n+1))
≤ K(n, α, a) ·
(
|v1|C2,α(B,Rq) + |v2|C2,α(B,Rq)
)
· |v1 − v2|C2,α(B,Rq)
(5.39)
Fu¨r m ∈ N\{0, 1}, a ∈ C∞0 (B) und v ∈ Cm,α(B,Rq):
|P [a](v)|Cm,α(B,Rn) + |Q[a](v)|Cm,α(B,Rn2 (n+1))
≤ K(n, α, a) · |v|Cm,α(B,Rq) · |v|C2,α(B,Rq) + C(n,m, α, a) · |v|2Cm−1,α(B,Rq)
(5.40)
Beweis. Fu¨r a ∈ C∞0 (B) und v1, v2 ∈ C2,α(B,Rq) gilt:
|P [a](v1)− P [a](v2)|C2,α(B,Rn) =
n∑
l=1
|Pi[a](v1)− Pi[a](v2)|C2,α(B)
(5.19)
=
n∑
i=1
∣∣a∆−1Ni[a](v1)− a∆−1Ni[a](v2)∣∣C2,α(B)
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=
n∑
i=1
∣∣a∆−1 [Ni[a](v1)−Ni[a](v2)]∣∣C2,α(B)
(A.9)
≤ K1(n, α) ·
n∑
i=1
|a|C2,α(B)
∣∣∆−1 [Ni[a](v1)−Ni[a](v2)]∣∣C2,α(B)
≤ K2(n, α, a) ·
n∑
i=1
∣∣∆−1 [Ni[a](v1)−Ni[a](v2)]∣∣C2,α(B)
(5.24)
≤ K3(n, α, a) · |Ni[a](v1)−Ni[a](v2)|C0,α(B)
(5.33)
≤ K4(n, α, a) ·
(
|v1|C2,α(B,Rq) + |v2|C2,α(B,Rq)
)
|v1 − v2|C2,α(B,Rq)
und:
|Q[a](v1)−Q[a](v2)|C2,α(B,Rn2 (n+1)) ≤
∑
1≤i≤j≤n
|Qij [a](v1)−Qij [a](v2)|C2,α(B)
(5.20)
=
∑
1≤i≤j≤n
∣∣∆−1Mij [a](v1)−∆−1Mij [a](v2)∣∣C2,α(B)
=
∑
1≤i≤j≤n
∣∣∆−1 [Mij [a](v1)−Mij [a](v2)]∣∣C2,α(B)
(5.24)
≤
∑
1≤i≤j≤n
K5(n, α, a) · |Mij [a](v1)−Mij [a](v2)|C0,α(B)
(5.35)
≤ K6(n, α, a) ·
(
|v1|C2,α(B,Rq) + |v2|C2,α(B,Rq)
)
|v1 − v2|C2,α(B,Rq)
Damit ist (5.39) gezeigt. Nun sei a ∈ C∞0 (B) und v ∈ Cm,α(B,Rq), fu¨r m ∈ N\{0}, dann
gilt:
|P [a](v)|Cm,α(B,Rn) =
n∑
i=1
|Pi[a](v)|Cm,α(B)
(5.19)
=
n∑
i=1
∣∣a∆−1Ni[a](v)∣∣Cm,α(B)
(A.12)
≤
n∑
i=1
|a|C0,α(B)
∣∣∆−1Ni[a](v)∣∣Cm,α(B) + n∑
i=1
|a|Cm,α(B)
∣∣∆−1Ni[a](v)∣∣C0,α(B)
+ C1(n,m, α) ·
n∑
i=1
|a|Cm−1,α(B)
∣∣∆−1Ni[a](v)∣∣Cm−1,α(B) (5.41)
≤ K1(α, a) ·
n∑
i=1
∣∣∆−1Ni[a](v)∣∣Cm,α(B) + C2(m,α, a) · n∑
i=1
∣∣∆−1Ni[a](v)∣∣C0,α(B)
+ C3(n,m, α, a) ·
n∑
i=1
∣∣∆−1Ni[a](v)∣∣Cm−1,α(B)
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(A.6)
≤ K1(α, a) ·
n∑
i=1
∣∣∆−1Ni[a](v)∣∣Cm,α(B) + C4(n,m, α, a) · n∑
i=1
∣∣∆−1Ni[a](v)∣∣Cm−1,α(B)
Ist m = 2, dann folgt mit (A.6) aus (5.41) die Abscha¨tzung:
|P [a](v)|C2,α(B,Rn) ≤ K2(n, α, a) ·
n∑
i=1
∣∣∆−1Ni[a](v)∣∣C2,α(B)
(5.24)
≤ K3(n, α, a) ·
n∑
i=1
|Ni[a](v)|C0,α(B)
(5.34)
≤ K4(n, α, a) ·
(
|v|2C2,α(B,Rq) + |v|2C1,α(B,Rq)
)
und falls m ≥ 3 gilt, dann folgt aus (5.41) und (5.29), mit (A.6), die Abscha¨tzung:
|P [a](v)|Cm,α(B,Rn)
≤ K5(n, α, a) ·
n∑
i=1
|Ni[a](v)|Cm−2,α(B) + C5(n,m, α, a) ·
n∑
i=1
|Ni[a](v)|Cm−3,α(B)
(5.34)
≤ K6(n, α, a) · |v|Cm,α(B,Rq) |v|C2,α(B,Rq) + C6(n,m, α, a) · |v|2Cm−1,α(B,Rq)
und schließlich fu¨r m ∈ N\{0, 1}:
|Q[a](v)|
Cm,α(B,R
n
2 (n+1))
=
∑
1≤i≤j≤n
|Qij [a](v)|Cm,α(B) =
∑
1≤i≤j≤n
∣∣∆−1Mij [a](v)∣∣Cm,α(B)
(5.42)
Falls m = 2, dann folgt, unter Beachtung von (A.6), aus (5.42):
|Q[a](v)|
C2,α(B,R
n
2 (n+1))
(5.24)
≤
∑
1≤i≤j≤n
|Mij [a](v)|C0,α(B)
(5.36)
≤ K7(n, α, a) ·
(
|v|2C2,α(B,Rq) + |v|2C1,α(B,Rq)
)
und wenn m ≥ 3 gilt, dann folgt aus (5.42) und (5.29) mit (A.6) die Abscha¨tzung:
|Q[a](v)|
Cm,α(B,R
n
2 (n+1))
≤ K8(n, α, a) ·
∑
1≤i≤j≤n
|Mij[a](v)|Cm−2,α(B) + C7(n,m, α, a) ·
∑
1≤i≤j≤n
|Mij [a](v)|Cm−3,α(B)
(5.36)
≤ K9(n, α, a) · |v|Cm,α(B,Rq) |v|C2,α(B,Rq) + C8(n,m, α, a) · |v|2Cm−1,α(B,Rq)
womit (5.40) gezeigt ist.
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Damit wurden die wesentlichen Abscha¨tzungen fu¨r die Operatoren P und Q gezeigt.
In den na¨chsten beiden Lemmata wird der in (5.17) eingefu¨hrte lineare Operator E[F0]
genauer untersucht. Zuna¨chst wird die Stetigkeit gezeigt:
Lemma 5.11 Fu¨r eine beliebige freie Abbildung F0 ∈ C∞(B,Rq) ist der lineare Operator
E[F0] stetig , und es gilt fu¨r h ∈ Cm,α(B,Rn) und f ∈ Cm,α(B,Rn2 (n+1)) die Abscha¨tzung:
|E[F0](h, f)|Cm,α(B,Rq) ≤ C(n, q,m, α, F0) ·
(
|h|Cm,α(B,Rn) + |f |Cm,α(B,Rn2 (n+1))
)
(5.43)
Beweis. Nach Definition gilt fu¨r die l-te Komponente von E[F0](h, f) die Gleichung:
El[F0](h, f) =
n∑
i=1
Al,ihi +
∑
1≤i≤j≤n
Bl,ijfij (5.44)
fu¨r Funktionen {Al,i}1≤i≤n ⊆ C∞(B) und {Bl,ij}1≤i≤j≤n ⊆ C∞(B), siehe hierfu¨r auch
(5.16). Diese Funktionen ha¨ngen nur von Ableitungen der freien Abbildung F0 ab. Sei
nun s ∈ Nn ein Multiindex der Ordnung k fu¨r ein k ∈ {0, ..., m}, dann gilt:
|∂s(El[F0](h, f))|C0,α(B) =
∣∣∣∣∣
n∑
i=1
∂s(Al,ihi) +
∑
1≤i≤j≤n
∂s(Bl,ijfij)
∣∣∣∣∣
C0,α(B)
(A.7)
=
∣∣∣∣∣
n∑
i=1
∑
r≤s
(
s
r
)
∂rAl,i∂
s−rhi +
∑
1≤i≤j≤n
∑
r≤s
(
s
r
)
∂rBl,ij∂
s−rfij
∣∣∣∣∣
C0,α(B)
≤
n∑
i=1
∑
r≤s
(
s
r
) ∣∣∂rAl,i∂s−rhi∣∣C0,α(B) + ∑
1≤i≤j≤n
∑
r≤s
(
s
r
) ∣∣∂rBl,ij∂s−rfij∣∣C0,α(B)
(A.2)
≤
n∑
i=1
∑
r≤s
(
s
r
)
|∂rAl,i|C0,α(B)
∣∣∂s−rhi∣∣C0,α(B)
+
∑
1≤i≤j≤n
∑
r≤s
(
s
r
)
|∂rBl,ij|C0,α(B)
∣∣∂s−rfij∣∣C0,α(B)
≤
n∑
i=1
∑
r≤s
(
s
r
)
|Al,i|C|r|,α(B) |hi|C|s−r|,α(B)
+
∑
1≤i≤j≤n
∑
r≤s
(
s
r
)
|Bl,ij|C|r|,α(B) |fij |C|s−r|,α(B)
(A.6)
≤ C1(n, k, α, F0) ·
(
|h|Ck,α(B,Rn) + |f |Ck,α(B,Rn2 (n+1))
)
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Daraus ergibt sich die Abscha¨tzung:
|El[F0](h, f)|Cm,α(B) = |El[F0](h, f)|C0,α(B) +
∑
|s|=m
|∂s(El[F0](h, f))|C0,α(B)
≤ C2(n, α, F0) ·
(
|h|C0,α(B,Rn) + |f |C0,α(B,Rn2 (n+1))
)
+ C3(n,m, α, F0) ·
(
|h|Cm,α(B,Rn) + |f |Cm,α(B,Rn2 (n+1))
)
(A.11)
≤ C4(n,m, α, F0) ·
(
|h|Cm,α(B,Rn) + |f |Cm,α(B,Rn2 (n+1))
)
und schließlich:
|E[F0](h, f)|Cm,α(B,Rq) =
q∑
l=1
|El[F0](h, f)|Cm,α(B)
≤C(n, q,m, α, F0) ·
(
|h|Cm,α(B,Rn) + |f |Cm,α(B,Rn2 (n+1))
)
Fu¨r die nachfolgenden Betrachtungen wird, fu¨r m ∈ N, die Operatornorm des stetigen
linearen Operators E[F0] aus (5.17) mit ‖E[F0]‖m,α bezeichnet, siehe hierfu¨r auch [Alt12,
3.2]. Die Abscha¨tzung (5.43) kann noch verscha¨rft werden:
Lemma 5.12 Es sei m ≥ 3 dann gilt fu¨r den Operator E[F0] die Abscha¨tzung:
|E[F0](h, f)|Cm,α(B,Rq) ≤ ‖E[F0]‖2,α ·
(
|h|Cm,α(B,Rn) + |f |Cm,α(B,Rn2 (n+1))
)
+ C(n, q,m, α, F0) ·
(
|h|Cm−1,α(B,Rn) + |f |Cm−1,α(B,Rn2 (n+1))
) (5.45)
fu¨r alle h ∈ Cm,α(B,Rn) und f ∈ Cm,α(B,Rn2 (n+1)).
Beweis. Sei l ∈ {1, ..., q} und s ∈ Nn ein Multiindex der Ordnung m− 2, dann gilt mit
(5.44):
∂s(El[F0](h, f)) =
n∑
l=1
∂s(Al,ihi) +
∑
1≤i≤j≤n
∂s(Bl,ijfij)
=
∑
i=1
∑
r≤s
(
s
r
)
∂rAl,i∂
s−rhi +
∑
1≤i≤j≤n
∑
r≤s
(
s
r
)
∂rBl,ij∂
s−rfij
=
n∑
i=1
Al,i∂
shi +
n∑
i=1
∑
0<r≤s
(
s
r
)
∂rAl,i∂
s−rhi
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+
∑
1≤i≤j≤n
Bl,ij∂
sfij +
∑
1≤i≤j≤n
∑
0<r≤s
(
s
r
)
∂rBl,ij∂
s−rfij
=El[F0](∂
sh, ∂sf) +
∑
0<r≤s
(
s
r
)[
∂rAl,i∂
s−rhi + ∂
rBl,ij∂
s−rfij
]
Daraus folgt mit (A.6), wegen |s| = m− 2:
|∂sEl[F0](h, f)− El[F0](∂sh, ∂sf)|C2,α(B)
≤C1(n, α) ·
∑
0<r≤s
(
s
r
)
|∂rAl,i|C2,α(B) ·
∣∣∂s−rhi∣∣C2,α(B)
+ C1(n, α) ·
∑
0<r≤s
(
s
r
)
|∂rBl,ij|C2,α(B) ·
∣∣∂s−rfij∣∣C2,α(B)
≤C2(n,m, α, F0) ·
(
|h|Cm−1,α(B,Rn) + |f |Cm−1,α(B,Rn2 (n+1))
)
Dies impliziert:
|∂sE[F0](h, f)−E[F0](∂sh, ∂sf)|C2,α(B,Rq)
=
q∑
l=1
|∂sEl[F0](h, f)− El[F0](∂sh, ∂sf)|C2,α(B)
≤C3(n, q,m, α, F0) ·
(
|h|Cm−1,α(B,Rn) + |f |Cm−1,α(B,Rn2 (n+1))
) (5.46)
Es folgt
|E[F0](h, f)|Cm,α(B,Rq) ≤ |E[F0](h, f)|C0,α(B,Rq) +
∑
|s|=m−2
|∂sE[F0](h, f)|C2,α(B,Rq)
≤‖E[F0]‖0,α ·
(
|h|C0,α(B,Rn) + |f |C0,α(B,Rn2 (n+1))
)
+
∑
|s|=m−2
|∂sE[F0](h, f)− E[F0](∂sh, ∂sf)|C2,α(B,Rq) +
∑
|s|=m−2
|E[F0](∂sh, ∂sf)|C2,α(B,Rq)
≤‖E[F0]‖0,α ·
(
|h|C0,α(B,Rn) + |f |C0,α(B,Rn2 (n+1))
)
+ C(n, q,m, α, F0) ·
(
|h|Cm−1,α(B,Rn) + |f |Cm−1,α(B,Rn2 (n+1))
)
+
∑
|s|=m−2
‖E[F0]‖2,α ·
(
|∂sh|C2,α(B,Rn) + |∂sf |C2,α(B,Rn2 (n+1))
)
woraus mit (A.11) die gewu¨nschte Abscha¨tzung folgt.
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5.5 Lo¨sung des Fixpunktproblems
Die in Abschnitt 5.4 bewiesenen Abscha¨tzungen werden nun verwendet, um zu zeigen,
dass die Fixpunktgleichung (5.22) eine Lo¨sung besitzt, sofern fu¨r die Abbildung f ∈
Cm,α(B,R
n
2
(n+1)), m ≥ 2, der Ausdruck ‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) klein genug ist.
Daru¨ber hinaus wird gezeigt, dass sich die Regularita¨t von f auf den konstruierten
Fixpunkt u¨bertra¨gt.
Lemma 5.13 Es sei a ∈ C∞0 (B), dann existiert ein ϑ(n, α, a) ∈ R>0, mit der folgenden
Eigenschaft: Ist eine freie Abbildung F0 ∈ C∞(B,Rq), und ein f ∈ Cm,α(B,Rn2 (n+1)), fu¨r
m ≥ 2, gegeben, so dass:
‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) ≤ ϑ
erfu¨llt ist, dann besitzt der in (5.21) definierte Operator Φ[F0, a, f ] einen Fixpunkt v ∈
Cm,α(B,Rq), welcher die Abscha¨tzung:
|v|C2,α(B,Rq) ≤ |E[F0](0, f)|C2,α(B,Rq) (5.47)
erfu¨llt. Ferner gilt: v ∈ C∞(B,Rq), falls f ∈ C∞(B,Rn2 (n+1)).
Beweis. Ist f ≡ 0, dann ist v ≡ 0 ein Fixpunkt des Operators Φ[F0, a, f ]. Es sei also
f 6≡ 0. Definiere eine Folge (vk)k∈N ⊆ Cm,α(B,Rq) wie folgt:
vk =
0 falls k = 0Φ[F0, a, f ](vk−1) falls k ≥ 1 (5.48)
Zuna¨chst wird gezeigt, dass diese Folge eine Cauchyfolge in der |·|C2,α(B,Rq)-Norm ist, falls
der Ausdruck ‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) klein genug ist. Dann konvergiert diese
Folge, aufgrund der Vollsta¨ndigkeit des Raumes C2,α(B,Rq), gegen ein Grenzelement
v ∈ C2,α(B,Rq). Dazu wird zuna¨chst gezeigt, dass die Folge beschra¨nkt ist, sofern der
Ausdruck ‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) hinreichend klein ist. Fu¨r N\{0} gilt, unter
Beachtung der Linearita¨t des Operators E[F0]:
|vk|C2,α(B,Rq)
(5.48)
= |Φ[F0, a, f ](vk−1)|C2,α(B,Rq)
(5.21)
=
∣∣∣∣E[F0](P [a](vk−1), 12f − 12Q[a](vk−1)
)∣∣∣∣
C2,α(B,Rq)
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≤
∣∣∣∣E[F0](P [a](vk−1),−12Q[a](vk−1)
)∣∣∣∣
C2,α(B,Rq)
+
∣∣∣∣E[F0](0, 12f
)∣∣∣∣
C2,α(B,Rq)
(5.43)
≤ ‖E[F0]‖2,α ·
[
|P [a](vk−1)|C2,α(B,Rn) + |Q[a](vk−1)|C2,α(B,Rn2 (n+1))
]
+
1
2
|E[F0] (0, f)|C2,α(B,Rq)
(5.40)
≤ K1(n, α, a) · ‖E[F0]‖2,α · |vk−1|2C2,α(B,Rq) +
1
2
|E[F0] (0, f)|C2,α(B,Rq)
Falls nun:
‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) ≤
1
2K1(n, α, a)
gilt, so ist:
|vk|C2,α(B,Rq) ≤
1
2
( |vk−1|2C2,α(B,Rq)
|E[F0](0, f)|C2,α(B,Rq)
+ |E[F0] (0, f)|C2,α(B,Rq)
)
woraus induktiv, wegen v0 ≡ 0, fu¨r alle k ∈ N die Abscha¨tzung:
|vk|C2,α(B,Rq) ≤ |E[F0] (0, f)|C2,α(B,Rq) (5.49)
folgt. Daraus resultiert fu¨r k ∈ N\{0}:
|vk+1 − vk|C2,α(B,Rq)
(5.48)
= |Φ[F0, a, f ](vk)− Φ[F0, a, f ](vk−1)|C2,α(B,Rq)
(5.21)
=
∣∣∣∣E[F0](P [a](vk)− P [a](vk−1),−12(Q[a](vk)−Q[a](vk−1))
)∣∣∣∣
C2,α(B,Rq)
(5.43)
≤ ‖E[F0]‖2,α ·
(
|P [a](vk)− P [a](vk−1)|C2,α(B,Rn)
+ |Q[a](vk)−Q[a](vk−1)|C2,α(B,Rn2 (n+1))
)
(5.39)
≤ K̂2(n, α, a) · ‖E[F0]‖2,α ·
(
|vk|C2,α(B,Rq) + |vk−1|C2,α(B,Rq)
)
|vk − vk−1|C2,α(B,Rq)
(5.49)
≤ K2(n, α, a) · ‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) |vk − vk−1|C2,α(B,Rq)
Gilt dann die Abscha¨tzung:
‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) ≤
1
2K2(n, α, a)
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dann ist:
|vk+1 − vk|C2,α(B,Rq) ≤
1
2
|vk − vk−1|C2,α(B,Rq)
und die Folge (vk)k∈N ⊆ Cm,α(B,Rq) ist eine Cauchy-Folge, die im C2,α-Sinne gegen ein
v ∈ C2,α(B,Rq) konvergiert, sofern die Abscha¨tzung ‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) ≤
1
2
min
{
K−11 , K
−1
2
}
erfu¨llt ist. Um zu zeigen, dass v ∈ Cm,α(B,Rq) gilt, wird gezeigt, dass
die Folge (vk)k∈N in der |·|Cm,α(B,Rq)-Norm beschra¨nkt ist. Dann existiert mit dem Satz
von Arzela`-Ascoli [Alt12, 2.12] eine Teilfolge von (vk)k∈N, die im C
m,α-Sinne gegen v
konvergiert, womit dann v ∈ Cm,α(B,Rq) gezeigt ist. Mit (5.49) ist die Behauptung fu¨r
m = 2 richtig. Es sei also m ≥ 3, unter der Annahme, dass:
|vk|Cm−1,α(B,Rq) ≤ η (5.50)
fu¨r alle k ∈ N gilt, wobei η nicht von k abha¨ngt. Sei nun k ∈ N\{0} dann ist:
|vk|Cm,α(B,Rq)
(5.48)
= |Φ[F0, a, f ](vk−1)|Cm,α(B,Rq)
(5.21)
=
∣∣∣∣E[F0](P [a](vk−1), 12f − 12Q[a](vk−1)
)∣∣∣∣
Cm,α(B,Rq)
≤
∣∣∣∣E[F0](P [a](vk−1),−12Q[a](vk−1)
)∣∣∣∣
Cm,α(B,Rq)
+
∣∣∣∣E[F0](0, 12f
)∣∣∣∣
Cm,α(B,Rq)
(5.45)
≤ ‖E[F0]‖2,α ·
(
|P [a](vk−1)|Cm,α(B,Rn) + |Q[a](vk−1)|Cm,α(B,Rn2 (n+1))
)
+ C1(n, q,m, α, F0) ·
(
|P [a](vk−1)|Cm−1,α(B,Rn) + |Q[a](vk−1)|Cm−1,α(B,Rn2 (n+1))
)
+
1
2
|E[F0] (0, f)|Cm,α(B,Rq)
(5.40)
≤ K3(n, α, a) · ‖E[F0]‖2,α · |vk−1|Cm,α(B,Rq) |vk−1|C2,α(B,Rq) +
1
2
|E[F0] (0, f)|Cm,α(B,Rq)
+ C2(n, q,m, α, F0, a) · |vk−1|2Cm−1,α(B,Rq)
(5.49)
≤ K3(n, α, a) · ‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) · |vk−1|Cm,α(B,Rq)
+
1
2
|E[F0] (0, f)|Cm,α(B,Rq) + C2(n, q,m, α, F0, a) · |vk−1|2Cm−1,α(B,Rq)
Falls nun:
‖E[F0]‖2,α · |E[F0](0, f)|C2,α(B) ≤
1
2K3(n, α, a)
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erfu¨llt ist, dann gilt:
|vk|Cm,α(B,Rq) ≤
1
2
(
|vk−1|Cm,α(B,Rq) + |E[F0] (0, f)|Cm,α(B,Rq)
)
+ C2(n, q,m, α, F0, a) · |vk−1|2Cm−1,α(B,Rq)
(5.50)
≤ 1
2
(
|vk−1|Cm,α(B,Rq) + |E[F0] (0, f)|Cm,α(B,Rq) + C(n, q,m, α, F0, a, η)
)
und es folgt, wegen v0 ≡ 0, mit Lemma C.4 induktiv fu¨r alle k ∈ N die Abscha¨tzung:
|vk|Cm,α(B,Rq) ≤ |E[F0] (0, f)|Cm,α(B,Rq) + C(n, q,m, α, F0, a, η) (5.51)
Die zu beweisenden Aussagen gelten also fu¨r die Wahl:
ϑ(n, α, a) :=
1
2
min
{
K−11 , K
−1
2 , K
−1
3
}
Es seien nun offene Mengen U1, U2 ⊆ B mit U 1 ⊆ U2 und U 2 ⊆ B, und es sei f ∈
Cm,α(B,R
n
2
(n+1)), fu¨r m ≥ 3, mit der Eigenschaft supp(f) ⊆ U1, wie am Anfang des
Kapitels beschrieben, gegeben. Dann existiert mit [Lee03, Proposition. 2.26] ein a ∈
C∞0 (B), so dass a|U1 ≡ 1 und supp(a) ⊆ U2 gilt. Daraus folgt f ≡ a2f . Es bezeichne
v ∈ Cm,α(B,Rq) den, in Lemma 5.13 konstruierten, Fixpunkt des Operators Φ[F0, a, f ].
Dann ist, unter Beachtung von Lemma 5.3, fu¨r die Funktion u := a2 v ∈ Cm,α(B,Rq)
die Gleichung ∂i(F0 + u) · ∂j(F0 + u) = ∂iF0 · ∂jF0 + fij fu¨r alle i, j ∈ {1, ..., n} mit
i ≤ j erfu¨llt. Mit (5.47) und (A.13) gilt die Abscha¨tzung |u|C2,α(B,Rq) ≤ C(n, α, a) ·
|E[F0] (0, f)|C2,α(B,Rq). Daraus folgt der Existenzsatz:
Satz 5.1 Gegeben seien offene Mengen U1, U2 ⊆ B mit U1 ⊆ U2 und U 2 ⊆ B. Dann
existiert ein ϑ ∈ R>0 mit der folgenden Eigenschaft: Ist eine freie Abbildung F0 ∈
C∞(B,Rq) und ein f ∈ Cm,α(B,Rn2 (n+1)), fu¨r m ≥ 3, mit supp(f) ⊆ U1 gegeben, so
dass:
‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) ≤ ϑ (5.52)
erfu¨llt ist, dann existiert ein u ∈ Cm,α(B,Rq) mit supp(u) ⊆ U2, so dass fu¨r alle i, j ∈
{1, ..., n} mit i ≤ j die Gleichung:
∂i(F0 + u) · ∂j(F0 + u) = ∂iF0 · ∂jF0 + fij
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erfu¨llt ist. Ferner gilt die Abscha¨tzung:
|u|C2,α(B,Rq) ≤ C · |E[F0](0, f)|C2,α(B,Rq) (5.53)
Die Konstanten ϑ und C ha¨ngen dabei weder von F0 noch von m ab. Daru¨ber hinaus
gilt: u ∈ C∞(B,Rq) falls f ∈ C∞(B,Rn2 (n+1)).
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6 Konstruktion der isometrischen
Einbettung
In Abschnitt 6.1 werden Satz 4.1 und Satz 5.1 dafu¨r verwendet, um Satz 3.2 zu zei-
gen, womit das lokale Problem gelo¨st ist. Anschließend wird in Abschnitt 6.2, unter
Verwendung von Satz 3.1, der Hauptsatz 1.1 gezeigt. Mit dem Existenzsatz fu¨r eine
freie Einbettung aus Kapitel 2, speziell Satz 2.3, folgt die Existenz einer isometrischen
Einbettung, fu¨r eine gegebene geschlossene Riemannsche Mannigfaltigkeit (M, g). Dies
entspricht Hauptsatz 1.2.
6.1 Lo¨sung des lokalen Problems
Zum Beweis von Satz 3.2. Die Aussage des Satzes ist:
Satz Gegeben sei eine n-dimensionale glatte Mannigfaltigkeit M , und eine freie Ein-
bettung F0 ∈ C∞(M,Rq), mit q ≥ n2 (n + 3) + 5. Weiterhin sei ein glattes symmetri-
sches kovariantes 2−Tensorfeld h ∈ T 2(M) gegeben, fu¨r das eine Karte (U, ϕ) ∈ A,
mit ϕ(U) = B1+τ (0), fu¨r τ > 0, und eine Abbildung a ∈ C∞0 (U) existiert, welche
supp(a) ⊆ ϕ−1(B) erfu¨llt, so dass:
h(x) =
a4(x) ϕdx1|
2
x fu¨r x ∈ U
0 sonst
(6.1)
gilt. Dann existiert zu jedem ǫ ∈ R>0 eine freie Einbettung F ∈ C∞(M,Rq), so dass:
F ∗(gcan) = F ∗0 (g
can) + h (6.2)
supp(F − F0) ⊆ U (6.3)
max
x∈M
|F (x)− F0(x)|Rq ≤ C · ǫ (6.4)
gilt, wobei die Konstante C ∈ R>0 nicht von ǫ abha¨ngt.
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Beweis. Die Abbildung ϕF0|B ∈ C∞(B,Rq) wird wieder mit F0 bezeichnet. Mit Satz 4.1
existiert eine kompakte Menge K ⊆ B, mit supp(a) ⊆ K, so dass die folgende Aussage
gilt: Fu¨r jedes k ∈ N\{0, 1} existiert ein ǫk > 0, so dass fu¨r alle ǫ ∈ (0, ǫk] eine freie
Abbildung Fǫ,k ∈ C∞(B,Rq) existiert, welche die Eigenschaften:
(i)
∂1Fǫ,k · ∂1Fǫ,k = ∂1F0 · ∂1F0 + a4 + ǫk+1f ǫ,k11
∂1Fǫ,k · ∂iFǫ,k = ∂1F0 · ∂iF0 + ǫk+1f ǫ,k1i fu¨r 2 ≤ i ≤ n
∂iFǫ,k · ∂jFǫ,k = ∂iF0 · ∂jF0 + ǫk+1f ǫ,kij fu¨r 2 ≤ i ≤ j ≤ n
(ii)
supp(Fǫ,k − F0) ∈ C∞0 (B,Rq)
(iii)
max
x∈B
|Fǫ,k(x)− F0(x)|Rq ≤ C(n, k, F0, a) · ǫ
erfu¨llt. Hierbei ist f ǫ,k := (f ǫ,kij )1≤i≤j≤n ∈ C∞0 (B,R
n
2
(n+1)) mit supp(f ǫ,k) ⊆ K.
Diese Abbildung erfu¨llt die Abscha¨tzung:
(iv) ∥∥f ǫ,k∥∥
C3(B,R
n
2 (n+1))
≤ C(n, k, F0, a) · ǫ−3
Nun sei U1 ⊆ B eine offene Menge mit K ⊆ U1 und U 1 ⊆ B. Mit (6.1), (i) und (iv) gilt
fu¨r i, j ∈ {1, ..., n} mit i ≤ j die Abscha¨tzung:
|∂iFǫ,k · ∂jFǫ,k − ∂iF0 · ∂jF0 − ϕhij |C2,α(B) = ǫk+1
∣∣∣f ǫ,kij ∣∣∣
C2,α(B)
≤C(n, α) · ǫk+1
∥∥∥f ǫ,kij ∥∥∥
C3(B)
≤ C(n, k, F0, a) · ǫk−2
(6.5)
Hierbei sei α ∈ (0, 1) auch fu¨r die folgenden Betrachtungen fest gewa¨hlt. Da Fǫ,k fu¨r
ǫ ∈ (0, ǫk] eine freie Abbildung ist, so ist, fu¨r m ∈ N, der in (5.17) eingefu¨hrte Operator
E[Fǫ,k]:
E[Fǫ,k] : C
m,α(B,Rn)× Cm,α(B,Rn2 (n+1)) −→ Cm,α(B,Rq)
E[Fǫ,k](ĥ, f)(x) := Θ[Fǫ,k](x) ·
(
ĥ(x)
f(x)
)
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wobei Θ[Fǫ,k] ∈ C∞(B,Rq×n2 (n+3)) mit:
Θ[Fǫ,k](x) := A
⊤[Fǫ,k](x) · (A[Fǫ,k](x)A⊤[Fǫ,k](x))−1
ist, wohldefiniert. Mit A[Fǫ,k](x) ∈ Rn2 (n+3)×q wird hierbei die Matrix bezeichnet, deren
Zeilenvektoren die Ableitungsvektoren, erster und zweiter Ordnung, der Abbildung Fǫ,k
sind. Nun soll die Operatornorm ‖E[Fǫ,k]‖2,α abgescha¨tzt werden. Dafu¨r wird verwendet,
dass fu¨r x ∈ B die Komponenten der Matrix
Θ[Fǫ,k](x) = A
⊤[Fǫ,k](x) · (A[Fǫ,k](x)A⊤[Fǫ,k](x))−1
unter Beachtung der Cramerschen Regel, Polynome von Ableitungen von Fǫ,k, in erster
und zweiter Ordnung in x, dividiert durch det
(
(A[Fǫ,k](x)A
⊤[Fǫ,k](x))
−1
)
, sind. Ferner
gilt, wegen Fǫ,k := Fk(ǫ, β(ǫ
−1x1), x), fu¨r m ∈ N die Abscha¨tzung:
|Fǫ,k|Cm,α(B,Rq) =
q∑
i=1
∣∣[Fǫ,k]i∣∣Cm,α(B) ≤ C · q∑
i=1
∣∣[Fǫ,k]i∣∣Cm+1(B) ≤ C(k) · ǫ−(m+1)
Daraus folgt, fu¨r beliebige ĥ ∈ C2,α(B,Rn) und f ∈ C2,α(B,Rn2 (n+1)), die Abscha¨tzung:∣∣∣E[Fǫ,k](ĥ, f)∣∣∣
C2,α(B,Rq)
≤ C(k) · ǫ−k0 ·
(
|ĥ|C2,α(B,Rn) + |f |C2,α(B,Rn2 (n+1))
)
fu¨r ein k0 ∈ N. Dies impliziert die Ungleichung:
‖E[Fǫ,k]‖2,α ≤ C(k) · ǫ−k0 (6.6)
Unter der Annahme, dass k ≥ 2k0+3 gilt, ergibt sich, mit (6.5) und (6.6), die Abscha¨t-
zung:
‖E[Fǫ,k]‖2,α · |E[Fǫ,k](0, (∂iFǫ,k · ∂jFǫ,k − ∂iF0 · ∂jF0 − ϕhij)1≤i≤j≤n)|C2,α(B,Rq)
≤‖E[Fǫ,k]‖22,α · |(∂iFǫ,k · ∂jFǫ,k − ∂iF0 · ∂jF0 − ϕhij)1≤i≤j≤n)|C2,α(B,Rn2 (n+1))
≤C(k) · ǫ−2k0+k−2 ≤ C(k) · ǫ
(6.7)
Nun wird eine Menge U2 ⊆ B, mit U 1 ⊆ U2 und U2 ⊆ B, gewa¨hlt. Mit der Abscha¨tzung
(6.7) existiert, unter der Annahme dass ǫ ∈ (0, ǫk] klein genug ist, mit (i) und Satz 5.1,
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ein u ∈ C∞(B,Rq) mit den Eigenschaften:
∂i(Fǫ,k + u) · ∂j(Fǫ,k + u) = ∂iF0 · ∂jF0 + ϕhij fu¨r 1 ≤ i ≤ j ≤ n (6.8)
und
supp(u) ⊆ U2 (6.9)
Die Abbildung u erfu¨llt mit (5.53) die Abscha¨tzung:
|u|C2,α(B,Rq)
≤ C · |E[Fǫ,k](0, (∂iFǫ,k · ∂jFǫ,k − ∂iF0 · ∂jF0 − ϕhij)1≤i≤j≤n)|C2,α(B,Rq)
≤ C · ‖E[Fǫ,k]‖2,α · |(∂iFǫ,k · ∂jFǫ,k − ∂iF0 · ∂jF0 − ϕhij)1≤i≤j≤n|C2,α(B,Rn2 (n+1))
(6.5), (6.6)
≤ C(k) · ǫ−k0+k−2 k≥2k0+3≤ C(k) · ǫk0+1 k0≥0≤ C(k) · ǫ
(6.10)
Schließlich wird, unter Beachtung von (6.9) und (ii), die Funktion F ∈ C∞(M,Rq) mit:
F (x) :=
Fǫ,k(ϕ(x)) + u(ϕ(x)) fu¨r x ∈ ϕ−1(B)F0(x) sonst
definiert. Mit (6.8) und (6.1) ist (6.2) erfu¨llt. Aus (iii) und (6.10) folgt die Abscha¨tzung
(6.4). Es bleibt noch zu zeigen, dass F ∈ C∞(M,Rq), genau wie F0 ∈ C∞(M,Rq), eine
freie Einbettung ist, sofern ǫ ∈ (0, ǫk] klein genug ist. Mit Satz 4.4 (i) ist F ∈ C∞(M,Rq),
fu¨r kleine ǫ ∈ (0, ǫk], eine freie Abbildung, und damit insbesondere eine Immersion. Mit
[Lee03, Proposition 7.4.] ist nur noch zu zeigen, dass F ∈ C∞(M,Rq) fu¨r kleine ǫ ∈ (0, ǫk]
auch injektiv ist. Angenommen, es existieren x1, x2 ∈ M mit x1 6= x2, so dass F (x1) =
F (x2) gilt. Mit Satz 4.4 (ii) kann ausgeschlossen werden, dass x1, x2 ∈ U gilt. Weiterhin
kann, wegen (6.9), die Mo¨glichkeit x1, x2 ∈M\ϕ−1(U2) ebenfalls ausgeschlossen werden.
Es bleibt noch der Fall zu untersuchen, dass x1 ∈ M\U und x2 ∈ ϕ−1(U2) gilt. Da
F0 ∈ C∞(M,Rq) eine freie Einbettung ist, und U 2 ⊆ B gilt, ist:
inf
x∈M\U, y∈ϕ−1(U2)
|F0(x)− F0(y)|Rq > 0
Ferner folgt mit (6.4), unter Verwendung der Dreiecksungleichung, fu¨r alle x, y ∈M :
|F (x)− F (y)|Rq ≥ |F0(x)− F0(y)|Rq − 2 · C(k) · ǫ
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Daraus ergibt sich, fu¨r hinreichend kleine ǫ ∈ (0, ǫk], die Abscha¨tzung, :
inf
x∈M\U, y∈ϕ−1(U2)
|F (x)− F (y)|Rq > 0
womit die Injektivita¨t der Abbildung F auf ganz M gezeigt ist.
Satz 3.2 wird nun dafu¨r verwendet, um Hauptsatz 1.1 zu zeigen.
6.2 Beweis der Haupsa¨tze
Die Aussage von Hauptsatz 1.1 ist:
Hauptsatz Gegeben sei eine n-dimensionale geschlossene Riemannsche Mannigfaltig-
keit (M, g), und eine freie Einbettung F0 ∈ C∞(M,Rq), mit q ≥ n2 (n + 3) + 5, so dass
g − F ∗0 (gcan) ∈ T 2(M) eine Riemannsche Metrik ist. Ferner sei ein δ ∈ R>0 gegeben,
dann existiert eine freie Einbettung F ∈ C∞(M,Rq), so dass F ∗(gcan) = g und:
max
x∈M
|F (x)− F0(x)|Rq ≤ δ (6.11)
gilt.
Beweis. Mit Satz 3.1 existieren symmetrische kovariante 2-Tensorfelder h1, ..., hm ∈
T 2(M), so dass:
h := g − F ∗0 (gcan) =
m∑
i=1
h(i) (6.12)
und fu¨r jedes i ∈ {1, ..., m} eine Karte (Ui, ϕi), mit ϕi(Ui) = B1+τ (0), fu¨r τ > 0, und
eine Abbildung ai ∈ C∞(Ui), mit supp(ai) ⊆ ϕ−1(B) existiert, so dass:
h(i)(x) =
a4i (x) ϕidx1|
2
x fu¨r x ∈ Ui
0 sonst
gilt. Mit dem, in Abschnitt 6.1 bewiesenen, Satz 2.1, ko¨nnen sukzessiv freie Einbettungen
F1, ..., Fm ∈ C∞(M,Rq) konstruiert werden, so dass fu¨r jedes i ∈ {1, ..., m} sowohl:
F ∗i (g
can) = F ∗i−1(g
can) + h(i) (6.13)
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als auch:
max
x∈M
|Fi(x)− Fi−1(x)|Rq ≤ δ
m
Fi(x) = Fi−1(x) fu¨r alle x ∈M\Ui
(6.14)
gilt. Aus (6.12) und (6.13) folgt:
F ∗m(g
can) = F ∗0 (g
can) +
m∑
i=1
h(i)
(6.12)
= g
Die Abbildung F := Fm ∈ C∞(M,Rq) ist also eine isometrische Einbettung der Rie-
mannschen Mannigfaltigkeit (M, g). Abschließend wird noch (6.11) gezeigt. Mit (6.14)
gilt fu¨r jedes x ∈M die Abscha¨tzung:
|F (x)− F0(x)|Rq ≤
m∑
i=1
|Fi(x)− Fi−1(x)|Rq ≤ δ
Damit ist der Satz bewiesen.
Zusammen mit dem Satz 2.3 folgt Hauptsatz 1.2.
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7 Isometrische Einbettung einer
Familie von Riemannschen
Mannigfaltigkeiten
In diesem, abschließenden Kapitel wird eine Mo¨glichkeit beschrieben, wie Hauptsatz
1.2 und die in Kapitel 5 aufgefu¨hrten Resultate, dafu¨r verwendet werden ko¨nnen, ei-
ne Familie von Riemannschen Mannigfaltigkeiten isometrisch in einen Vektorraum Rq
einzubetten. Dafu¨r wird zuna¨chst ein lokaler Einbettungssatz gezeigt, mit dessen Hilfe
dann die gesamte Mannigfaltigkeit fu¨r eine kurze Zeit isometrisch eingebettet wird. Im
gesamten Kapitel sei α ∈ (0, 1) fest.
7.1 Konstruktion einer lokaler Lo¨sung
Das folgende Lemma basiert direkt auf Lemma 5.13. Es besagt, dass ϑ ∈ R>0 so gewa¨hlt
werden kann, dass zwei verschiedene Fixpunkte des Operators Φ, zu jeweils gegebe-
nem f ∈ C∞(B,Rn2 (n+1)) und g ∈ C∞(B,Rn2 (n+1)), eine gewisse Stetigkeitsabscha¨tzung
erfu¨llen, falls die
”
Energien“ klein genug sind.
Lemma 7.1 Es sei a ∈ C∞0 (B), dann existiert ein ϑ(n, α, a) ∈ R>0 mit der folgen-
den Eigenschaft: Ist eine freie Abbildung F0 ∈ C∞(B,Rq) gegeben, und sind f, g ∈
C∞(B,R
n
2
(n+1)) mit:
‖E[F0]‖2,α |E[F0](0, f)|C2,α(B,Rq) ≤ ϑ
‖E[F0]‖2,α |E[F0](0, g)|C2,α(B,Rq) ≤ ϑ
(7.1)
dann erfu¨llen die, in Lemma 5.13 konstruierten, Abbildungen v(1), v(2) ∈ C∞(B,Rq),
welche jeweils die Fixpunktgleichung:
v(1) = Φ[F0, a, f ](v
(1)) v(2) = Φ[F0, a, g](v
(2))
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erfu¨llen, die Abscha¨tzung:
∣∣v(1) − v(2)∣∣
C2,α(B,Rq)
≤ |E[F0](0, f − g)|C2,α(B,Rq) (7.2)
Beweis. Es seien (v
(1)
k )k∈N, (v
(2)
k )k∈N ⊆ C∞(B,Rq), die jeweiligen, in (5.48) konstruierten,
Approximierenden. Das bedeutet konkret:
v
(1)
k =
0 falls k = 0Φ[F0, a, f ](v(1)k−1) falls k ≥ 1
und:
v
(2)
k =
0 falls k = 0Φ[F0, a, g](v(2)k−1) falls k ≥ 1
Dann gilt fu¨r k ∈ N\{0}:∣∣∣v(1)k − v(2)k ∣∣∣
C2,α(B,Rq)
=
∣∣∣Φ[F0, a, f ](v(1)k−1)− Φ[F0, a, g](v(2)k−1)∣∣∣
C2,α(B,Rq)
(5.21)
=
∣∣∣∣E[F0](P [a](v(1)k−1)− P [a](v(2)k−1), 12 [(f − g)−Q[a](v(1)k−1) +Q[a](v(2)k−1)]
)∣∣∣∣
C2,α(B,Rq)
≤ ‖E[F0]‖2,α ·
∣∣∣P [a](v(1)k−1)− P [a](v(1)k−1)∣∣∣
C2,α(B,Rn)
+ ‖E[F0]‖2,α ·
∣∣∣Q[a](v(1)k−1)−Q[a](v(2)k−1)∣∣∣
C2,α(B,R
n
2 (n+1))
+
1
2
|E[F0](0, f − g)|C2,α(B,Rq)
(5.39)
≤ K(n, α, a) · ‖E[F0]‖2,α ·
(
|v(1)k−1|C2,α(B,Rq) + |v(2)k−1|C2,α(B,Rq)
)
· |v(1)k−1 − v(2)k−1|C2,α(B,Rq)
+
1
2
|E[F0](0, f − g)|C2,α(B,Rq)
(5.49)
≤ K(n, α, a) · ‖E[F0]‖2,α
(
|E[F0](0, f)|C2,α(B,Rq) + |E[F0](0, g)|C2,α(B,Rq)
)
· |v(1)k−1 − v(2)k−1|C2,α(B,Rq) +
1
2
|E[F0](0, f − g)|C2,α(B,Rq)
(7.3)
Ist nun:
‖E[F0]‖2,α
(
|E[F0](0, f)|C2,α(B,Rq) + |E[F0](0, g)|C2,α(B,Rq)
)
≤ 1
2K(n, α, a)
7.1. KONSTRUKTION EINER LOKALER LO¨SUNG
97
KAPITEL 7. ISOMETRISCHE EINBETTUNG EINER FAMILIE VON
RIEMANNSCHEN MANNIGFALTIGKEITEN
dann folgt aus (7.3) die Abscha¨tzung:
|v(1)k − v(2)k |C2,α(B,Rq) ≤
1
2
(
|v(1)k−1 − v(2)k−1|C2,α(B,Rq) + |E[F0](0, f − g)|C2,α(B,Rq)
)
woraus induktiv, wegen v
(1)
0 = 0 = v
(2)
0 , die Abscha¨tzung:
|v(1)k − v(2)k |C2,α(B,Rq) ≤ |E[F0](0, f − g)|C2,α(B,Rq)
fu¨r alle k ∈ N folgt. Die Behauptung ist damit bewiesen.
Satz 7.1 Gegeben sei ein kompakte n-dimensionale glatte Mannigfaltigkeit M , ferner
sei eine Familie von Riemannschen Metriken (g(·, t))t∈[0,T ] ⊆ T 2(M) gegeben, so dass
fu¨r jedes (U, ϕ) ∈ A die Bedingung ( ϕgij(·, ·))1≤i≤j≤n ∈ C∞(ϕ(U) × [0, T ],Rn2 (n+1))
gilt. Dann existiert, fu¨r q(n) := max
{
n
2
(n+ 5), n
2
(n + 3) + 5
}
, fu¨r jedes x ∈ M eine
Umgebung Ux ⊆ M von x, ein Tx ∈ (0, T ] und eine Familie von freien Einbettungen
(F (·, t))t∈[0,Tx] ⊆ C∞(Ux,Rq), so dass:
F (·, t)∗(gcan) = g(·, t) (7.4)
auf Ux fu¨r alle t ∈ [0, Tx] und:
F ∈ C0(Ux × [0, Tx],Rq) (7.5)
gilt.
Beweis. Zuna¨chst sei F0 ∈ C∞(M,Rq) eine freie isometrische Einbettung der Riemann-
schen Mannigfaltigkeit (M, g(·, 0)), gema¨ß Hauptsatz 1.2. Wa¨hle ein (U, ϕ) ∈ A mit
ϕ(U) = B1+τ (0) und ϕ(x) = 0, sowie eine Funktion ψ ∈ C∞(B) so dass ψ|Vx ≡ 1 fu¨r ei-
ne Umgebung Vx ⊆ B von 0, und supp(ψ) ⊆ B gilt. Die Abbildung ϕ2F0|B ∈ C∞(B,Rq)
wird im Folgenden kurz mit F0 bezeichnet. Nun sei ĝ ∈ C∞(B,Rn2 (n+1)) mit:
ĝ(x, t) := (ĝij(x, t))1≤i≤j≤n = ψ(x) · ( ϕgij(x, t)− ϕgij(x, 0))1≤i≤j≤n (7.6)
Wa¨hle dann ein a ∈ C∞0 (B) mit a|supp(ψ) ≡ 1, so dass a2 ĝ ≡ ĝ gilt, dann sei T̂x ∈ (0, T ],
so dass fu¨r alle t ∈ [0, Tx] die Abscha¨tzung:
‖E[F0]‖2,α |E[F0](0, ĝ(·, t))|C2,α(B,Rq) ≤ ϑ(n, α, a) (7.7)
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mit dem in Satz 5.1, beziehungsweise Lemma 7.1, definierten ϑ ∈ R>0 erfu¨llt ist. Dann
existiert fu¨r jedes t ∈ [0, Tx] ein v(·, t) ∈ C∞(B,Rq), so dass fu¨r u(·, t) := a2 v(·, t) ∈
C∞0 (B,R
q), fu¨r alle (x, t) ∈ B × [0, Tx], und fu¨r jede Auswahl i, j ∈ {1, ..., n} mit i ≤ j,
die Gleichung:
∂i(
ϕF0(x) + u(x, t)) · ∂j( ϕF0(x) + u(x, t))
= ∂i
ϕF0(x) · ∂j ϕF0(x) + ĝij(x, t)
(7.6)
= ϕgij(x, 0) + ψ(x) · ( ϕgij(x, t)− ϕgij(x, 0))
(7.8)
erfu¨llt ist. Ferner sei fu¨r spa¨tere Zwecke erwa¨hnt, dass fu¨r jedes t ∈ [0, Tx] die Abbildung
v(·, t) ∈ C∞(B,Rq), gema¨ß (5.48), durch die Folge (vk(·, t))k∈N ⊆ C∞(B,Rq) mit:
vk(·, t) =
0 falls k = 0Φ[F0, a, ĝ(·, t)](vk−1(·, t)) falls k ≥ 1 (7.9)
im C2,α-Sinne approximiert wird. Mit (5.49) gilt die Abscha¨tzung:
max
t∈[0,Tx]
|vk(·, t)|C2,α(B,Rq) ≤ max
t∈[0,Tx]
|E[F0] (0, ĝ(·, t))|C2,α(B,Rq) (7.10)
Da ψ|Vx ≡ 1 gilt, folgt fu¨r Ux := ϕ−1(Vx) und (F (·, t))t∈[0,T ] ⊆ C∞(Ux,Rq) mit:
F (x, t) = F0(x) + u(ϕ(x), t) (7.11)
aus (7.8), unter Beachtung von (7.2), die Behauptung.
7.2 Regularita¨t der lokalen Lo¨sung
Um die Regularita¨t der, in Abschnitt 7.1 konstruierten, lokalen Lo¨sung zu untersuchen,
werden Eigenschaften der in (7.9) eingefu¨hrten Approximierenden untersucht. Dabei sind
vor allem die Ableitungen in Zeitrichtung, sofern existent, von Interesse. Hierfu¨r werden
die in Abschnitt 5.4 gezeigten Abscha¨tzungen fu¨r die Betrachtung von Zeitableitungen
aufgearbeitet. Im Folgenden sei T ∈ R>0 fest gewa¨hlt.
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Lemma 7.2 Es sei a ∈ C∞0 (B) dann gilt fu¨r v1, v2 ∈ C∞(B× [0, T ],Rq):
max
t∈[0,T ]
|Ni[a](v1(·, t))−Ni[a](v2(·, t))|C0,α(B)
≤K(n, α, a) ·
(
max
t∈[0,T ]
|v1(·, t)|C2,α(B,Rq) + max
t∈[0,T ]
|v2(·, t)|C2,α(B,Rq)
)
· max
t∈[0,T ]
|v1(·, t)− v2(·, t)|C2,α(B,Rq)
(7.12)
Fu¨r v ∈ C∞(B× [0, T ],Rq) und m, r ∈ N gilt:
max
t∈[0,T ]
|∂rtNi[a](v(·, t))|Cm,α(B)
≤K(n, α, a) ·
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|∂st v(·, t)|Cm+2,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣C2,α(B,Rq)
+ C(n,m, α, a) ·
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|∂st v(·, t)|Cm+1,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣Cm+1,α(B,Rq)
(7.13)
Beweis. Um (7.12) zu zeigen, kann die Ungleichung (5.33) in Lemma 5.8 auf feste Zeiten
angewandt werden. Nun wird (7.13) gezeigt:
max
t∈[0,T ]
|∂rtNi[a](v(·, t))|Cm,α(B)
(5.1)
= max
t∈[0,T ]
|2∂ia ∂rt [∆v(·, t) · v(·, t)] + a∂rt [∆v(·, t) · ∂iv(·, t)]|Cm,α(B)
= max
t∈[0,T ]
∣∣∣∣∣2∂ia
r∑
s=0
(
r
s
)
∆∂st v(·, t) · ∂r−st v(·, t) + a
∑
s=0
(
r
s
)
∆∂st v(·, t) · ∂i∂r−st v(·, t)
∣∣∣∣∣
Cm,α(B)
≤
r∑
s=0
(
r
s
)
max
t∈[0,T ]
∣∣2∂ia∆∂st v(·, t) · ∂r−st v(·, t)∣∣Cm,α(B)
+
r∑
s=0
(
r
s
)
max
t∈[0,T ]
∣∣a∆∂st v(·, t) · ∂i∂r−st v(·, t)∣∣Cm,α(B)
(A.14)
≤
r∑
s=0
(
r
s
)
|2∂ia∆∂st v(·, t)|C0,α(B,Rq)
∣∣∂r−st v(·, t)∣∣Cm,α(B,Rq)
+
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|2∂ia∆∂st v(·, t)|Cm,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣C0,α(B,Rq)
+C1(n,m, α)
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|2∂ia∆∂st v(·, t)|Cm−1,α(B,Rq)) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣Cm−1,α(B,Rq)
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+
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|a∆∂st v(·, t)|C0,α(B,Rq) max
t∈[0,T ]
∣∣∂i∂r−st v(·, t)∣∣Cm,α(B,Rq))
+
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|a∆∂st v(·, t)|Cm,α(B,Rq) max
t∈[0,T ]
∣∣∂i∂r−st v(·, t)∣∣C0,α(B,Rq)
+ C1(n,m, α)
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|a∆∂st v(·, t)|Cm−1,α(B,Rq) max
t∈[0,T ]
∣∣∂i∂r−st v(·, t)∣∣Cm−1,α(B,Rq)
(A.12)
≤ K(n, α, a) ·
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|∂st v(·, t)|Cm+2,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣C2,α(B,Rq)
+ C(n,m, α, a) ·
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|∂st v(·, t)|Cm+1,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣Cm+1,α(B,Rq)
Aus dem folgenden Lemma wird sich die Glattheit der Operatoren Mij [a] aus (5.10),
unter Beru¨cksichtigung der neu eingefu¨hrten Zeitrichtung, ergeben.
Lemma 7.3 Fu¨r ein f ∈ C∞(B × [0, T ]) sei u: B × [0, T ] −→ R, mit u(·, t) ∈ C∞(B)
fu¨r alle t ∈ [0, T ], die eindeutig bestimmte Lo¨sung der Gleichung:∆u(·, t) = f(·, t) auf Bu(·, t) = 0 auf ∂B (7.14)
auf B, dann gilt: u ∈ C∞(B× [0, T ]).
Beweis. Es seien ̺ ∈ (0, 1) sowie T1, T2 ∈ (0, T ) mit T1 < T2. Fu¨r h ∈ (0,max{T1, T −
T2}) sei ∂t,hu ∈ C∞(B× [T1, T2]) mit:
(∂t,hu)(x, t) :=
u(x, t+ h)− u(x, t)
h
der Differenzenquotient von u in t-Richtung zur Schrittweite h. Fu¨r h1, ..., hr ∈
R>0 mit
∑r
i=1 hi < max{T1, T − T2} folgt dann induktiv aus (7.14) fu¨r alle [T1, T2]:∆ ∂t,h1∂t,h2 ...∂t,hru(·, t) = ∂t,h1∂t,h2 ...∂t,hrf(·, t) auf B∂t,h1∂t,h2 ...∂t,hru(·, t) = 0 auf ∂B (7.15)
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Fu¨r einen beliebigen Multiindex s ∈ Nn, mit |s| = m ∈ N\{0, 1}, folgt dann aus (7.15):∫ T2
T1
∫
B̺(0)
|∂t,h1∂t,h2 ...∂t,hr∂su(x, t)|2 dx dt
=
∫ T2
T1
∫
B̺(0)
|∂s∂t,h1∂t,h2 ...∂t,hru(x, t)|2 dx dt
≤
∫ T2
T1
∫
B
|∂t,h1∂t,h2 ...∂t,hru(·, t)|2Cm,α(B) dx dt
= C(n) ·
∫ T2
T1
|∂t,h1∂t,h2 ...∂t,hru(·, t)|2Cm,α(B) dt
≤ C(n) · (T2 − T1) · max
t∈[T1,T2]
|∂t,h1∂t,h2 ...∂t,hru(·, t)|2Cm,α(B)
(5.25)
≤ C(n,m, α, T ) · max
t∈[T1,T2]
|∂t,h1∂t,h2 ...∂t,hrf(·, t)|2Cm−2,α(B)
Mit Lemma 7.23 und Lemma 7.24 in [GT01] folgt aus der Glattheit von f die Existenz
einer schwachen Ableitung von u beliebiger Ordnung. Mit dem Einbettungssatz von
Sobolev [GT01, Theorem 7.10] folgt die Behauptung.
Lemma 7.4 Es sei a ∈ C∞0 (B) dann gilt fu¨r v1, v2 ∈ C∞(B× [0, T ],Rq):
max
t∈[0,T ]
|Mij [a](v1(·, t))−Mij [a](v2(·, t))|C0,α(B)
≤K(n, α, a) ·
(
max
t∈[0,T ]
|v1(·, t)|C2,α(B,Rq) + max
t∈[0,T ]
|v2(·, t)|C2,α(B,Rq)
)
· max
t∈[0,T ]
|v1(·, t)− v2(·, t)|C2,α(B,Rq)
(7.16)
Fu¨r v ∈ C∞(B× [0, T ],Rq) und m, r ∈ N gilt:
max
t∈[0,T ]
|∂rtMij [a](v(·, t))|Cm,α(B)
≤K(n, α, a) ·
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|∂st v(·, t)|Cm+2,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣C2,α(B,Rq)
+ C(n,m, α, a) ·
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|∂st v(·, t)|Cm+1,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣Cm+1,α(B,Rq)
(7.17)
Beweis. Um (7.16) zu zeigen, kann, analog zu Lemma 7.2, die Ungleichung (5.35) in
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Lemma 5.9 auf feste Zeiten angewandt werden. Unter Beachtung der Definition von
Mij [a] in (5.10), als Summe der Operatoren Lij [a] und Rij [a] aus Lemma 5.1 und Lemma
5.2, ergibt sich die zu zeigende Abscha¨tzung (7.17) einerseits aus den Abscha¨tzungen
(5.25) und (5.29) fu¨r den Lij [a]-Anteil und andererseits analog zum Beweis von (7.13)
fu¨r den Rij [a]-Anteil.
Aus Lemma 7.1 und Lemma 7.3 folgt, mit den Definitionen in (5.19) und (5.20), analog
zum Beweis von Lemma 5.10:
Lemma 7.5 Es sei a ∈ C∞0 (B) dann gilt fu¨r v1, v2 ∈ C∞(B× [0, T ],Rq), dann gilt:
max
t∈[0,T ]
(
|P [a](v1(·, t))− P [a](v2(·, t))|C2,α(B,Rn)
+ |Q[a](v1(·, t))−Q[a](v2(·, t))|C2,α(B,Rn2 (n+1))
)
≤K(n, α, a) ·
(
max
t∈[0,T ]
|v1(·, t)|C2,α(B,Rq) + max
t∈[0,T ]
|v2(·, t)|C2,α(B,Rq)
)
· max
t∈[0,T ]
|v1(·, t)− v2(·, t)|C2,α(B,Rq)
(7.18)
Fu¨r v ∈ C∞(B× [0, T ],Rq) und m, r ∈ N gilt:
max
t∈[0,T ]
(
|∂rtP [a](v(·, t))|Cm,α(B,Rn) + |∂rtQ[a](v(·, t))|Cm,α(B,Rn2 (n+1))
)
≤K(n, α, a) ·
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|∂st v(·, t)|Cm,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣C2,α(B,Rq)
+ C(n,m, α, a) ·
r∑
s=0
(
r
s
)
max
t∈[0,T ]
|∂st v(·, t)|Cm−1,α(B,Rq) max
t∈[0,T ]
∣∣∂r−st v(·, t)∣∣Cm−1,α(B,Rq)
(7.19)
Die folgenden beiden Lemmata ko¨nnen genau wie Lemma 5.11 und 5.12 gezeigt werden.
Lemma 7.6 Es sei F0 ∈ C∞(B,Rq) eine beliebige freie Abbildung und r ∈ N. Dann
gilt, fu¨r beliebige h ∈ C∞(B× [0, T ],Rn), f ∈ C∞(B× [0, T ],Rn2 (n+1)), fu¨r den Operator
E[F0] die Abscha¨tzung:
max
t∈[0,T ]
|∂rtE[F0](h(·, t), f(·, t))|Cm,α(B,Rq)
≤C(n, q,m, α, F0) · max
t∈[0,T ]
(
|∂rt h(·, t)|Cm,α(B,Rn) + |∂rt f(·, t)|Cm,α(B,Rn2 (n+1))
) (7.20)
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Lemma 7.7 Es sei F0 ∈ C∞(B,Rq) eine beliebige freie Abbildung und r ∈ N. Dann gilt
fu¨r den Operator E[F0] fu¨r m ≥ 3 die Abscha¨tzung:
max
t∈[0,T ]
|∂rtE[F0](h(·, t), f(·, t))|Cm,α(B,Rq)
≤‖E[F0]‖2,α · max
t∈[0,T ]
(
|∂rt h(·, t)|Cm,α(B,Rn) + |∂rt f(·, t)|Cm,α(B,Rn2 (n+1))
)
+ C(n, q,m, α, F0) · max
t∈[0,T ]
(
|∂rt h(·, t)|Cm−1,α(B,Rn) + |∂rt f(·, t)|Cm−1,α(B,Rn2 (n+1))
) (7.21)
fu¨r beliebige h ∈ C∞(B× [0, T ],Rn), f ∈ C∞(B× [0, T ],Rn2 (n+1)).
Satz 7.2 In der Situation von Satz 7.1 existiert ein T̂x ∈ (0, Tx], so dass fu¨r die, in
diesem Satz konstruierte, Lo¨sung (F (·, t))t∈[0,T̂x] ⊆ C∞(Ux,Rq) die Eigenschaft:
F ∈ C∞(Ux × [0, T̂x],Rq)
gilt.
Beweis. Mit Lemma 7.3 ist die, in (7.9) definierte, Folgen von Approximationen (vk)k∈N
glatt, das heißt (vk)k∈N ⊆ C∞(B × [0, Tx],Rq). Hierbei sei erneut, unter Beachtung der
Glattheit der Metrik g, auf die Definition des Operators Φ[F0, a, ĝ] in (5.21), und die
Definition der Operatoren P und Q in (5.19) und (5.20) verwiesen. Um zu zeigen, dass
v ∈ C∞(B× [0, T̂x],Rq) gilt, wird gezeigt, dass nach eventueller Verkleinerung von T̂x ∈
(0, Tx] fu¨r alle r ∈ N und s ∈ Nn eine Konstante C(r, s) ∈ R>0 existiert, so dass fu¨r alle
k ∈ N die Abscha¨tzung:
‖∂rt ∂svk‖C0(B×[0,T̂x],Rq) ≤ C(r, s) (7.22)
gilt. Die Konstante C(r, s) soll dabei insbesondere nicht von k abha¨ngen. Es sei r ∈ N
dann folgt aus (7.9), (5.21), (7.20), (7.19) und (7.10) fu¨r alle k ∈ N\{0} die Abscha¨tzung:
max
t∈[0,T̂x]
|∂rt vk(·, t)|C2,α(B,Rq)
≤2 ·K1(n, α, a) · ‖E[F0]‖2,α · max
t∈[0,T̂x]
|E[F0] (0, ĝ(·, t))|C2,α(B,Rq) max
t∈[0,T̂x]
|∂rt vk−1(·, t)|C2,α(B,Rq)
+K1(n, α, a) · ‖E[F0]‖2,α (7.23)
·
r−1∑
s=1
(
r
s
)
max
t∈[0,T̂x]
|∂st vk−1(·, t)|C2,α(B,Rq) max
t∈[0,T̂x]
∣∣∂r−st vk−1(·, t)∣∣C2,α(B,Rq)
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+
1
2
max
t∈[0,T̂x]
|E[F0] (0, ∂rt ĝ(·, t))|C2,α(B,Rq)
Unter der Annahme, dass T̂x ∈ (0, Tx] so klein gewa¨hlt ist, dass:
‖E[F0]‖2,α · max
t∈[0,T̂x]
|E[F0] (0, ĝ(·, t))|C2,α(B,Rq) ≤
1
4K1(n, α, a)
gilt, folgt aus (7.23) die Abscha¨tzung:
max
t∈[0,T̂x]
|∂rt vk(·, t)|C2,α(B,Rq)
≤1
2
(
max
t∈[0,T̂x]
|∂rt vk−1(·, t)|C2,α(B,Rq) + max
t∈[0,T̂x]
|E[F0] (0, ∂rt ĝ(·, t))|C2,α(B,Rq)
)
+K1(n, α, a) · ‖E[F0]‖2,α
·
r−1∑
s=1
(
r
s
)
max
t∈[0,T̂x]
|∂st vk−1(·, t)|C2,α(B,Rq) max
t∈[0,T̂x]
∣∣∂r−st vk−1(·, t)∣∣C2,α(B,Rq)
und es folgt per Induktion u¨ber r ∈ N mit Lemma C.4 die Abscha¨tzung (7.22) fu¨r alle
|s| ≤ 2 und r ∈ N. Insbesondere existiert mit dem Satz von Arzela`-Ascoli eine Teilfolge
von (vk)k∈N, die auf B×[0, Tx] gleichma¨ßig gegen ein v̂ ∈ C0(B×[0, T ],R) konvergiert. Da
fu¨r feste Zeiten t ∈ [0, Tx] die Folge (vk(·, t))k∈N im C2,α-Sinne gegen v(·, t) konvergiert,
muss aber v̂ ≡ v gelten.
Nun sei m ≥ 3, unter der Annahme, dass die Abscha¨tzung (7.22) bereits fu¨r |s| ≤ m− 1
und alle r ∈ N gilt. Dann folgt aus (7.9), (5.21), (7.21) und (7.19) fu¨r alle k ∈ N\{0}
und r ∈ N:
max
t∈[0,T̂x]
|∂rt vk(·, t)|Cm,α(B,Rq)
≤K2(n, α, a) · ‖E[F0]‖2,α max
t∈[0,T̂x]
|∂rt vk−1(·, t)|Cm,α(B,Rq) max
t∈[0,T̂x]
|vk−1(·, t)|C2,α(B,Rq)
+K2(n, α, a) · ‖E[F0]‖2,α ·
r−1∑
s=0
max
t∈[0,T̂x]
|∂st vk−1(·, t)|Cm,α(B,Rq) max
t∈[0,T̂x]
∣∣∂r−st vk−1(·, t)∣∣C2,α(B,Rq)
+C1(n,m, α, F0) ·
r∑
s=0
max
t∈[0,T̂x]
|∂svk−1(·, t)|Cm−1,α(B,Rq) max
t∈[0,T̂x]
∣∣∂r−svk−1(·, t)∣∣Cm−1,α(B,Rq)
+
1
2
max
t∈[0,T̂x]
|E[F0] (0, ∂rt ĝ(·, t))|Cm,α(B,Rq)
(7.24)
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Mit (7.10) und (7.22) folgt aus (7.24), zusammen mit der Induktionsvoraussetzung, die
Abscha¨tzung:
max
t∈[0,T̂x]
|∂rt vk(·, t)|Cm,α(B,Rq)
≤K2(n, α, a) · ‖E[F0]‖2,α max
t∈[0,Tx]
|E[F0] (0, ĝ(·, t))|C2,α(B,Rq) max
t∈[0,T̂x]
|∂rt vk−1(·, t)|Cm,α(B,Rq)
+ C2
(
n, α, a, r,m, F0, T̂x, ĝ
)
·
r−1∑
s=0
max
t∈[0,T̂x]
|∂st vk−1(·, t)|Cm,α(B,Rq) (7.25)
+ C3
(
n, α, a, r,m, F0, T̂x, ĝ
)
+
1
2
max
t∈[0,T̂x]
|E[F0] (0, ∂rt ĝ(·, t))|Cm,α(B,Rq)
Falls nun T̂x ∈ (0, Tx] so klein gewa¨hlt ist, dass fu¨r alle t ∈ [0, T̂x] die Abscha¨tzung:
‖E[F0]‖2,α max
t∈[0,Tx]
|E[F0] (0, ĝ(·, t))|C2,α(B,Rq) ≤
1
2K2(n, α, a)
erfu¨llt ist, dann folgt aus (7.25), per Induktion u¨ber r ∈ N, die Abscha¨tzung (7.22) fu¨r
|s| = m und alle r ∈ N.
7.3 Konstruktion der globalen Einbettung
Die lokalen Resultate aus den ersten beiden Abschnitten dieses Kapitels werden nun zu
einem globalen Satz ausgebaut:
Satz 7.3 Gegeben sei eine kompakte n-dimensionale glatte Mannigfaltigkeit M , ferner
sei eine Familie von Riemannschen Metriken (g(·, t))t∈[0,T ] ⊆ T 2(M) gegeben, so dass fu¨r
jedes (U, ϕ) ∈ A die Bedingung ( ϕgij(·, ·))1≤i≤j≤n ∈ C∞(ϕ(U)×[0, T ],Rn2 (n+1)) gilt. Dann
existiert, fu¨r q(n) := max
{
n
2
(n+ 5), n
2
(n + 3) + 5
}
ein T̂ ∈ (0, T ], und eine Familie von
freien Einbettungen (F (·, t))t∈[0,T̂ ] ⊆ C∞(M,Rq), mit F ∈ C∞(M × [0, T ],Rq), so dass
fu¨r alle t ∈ [0, T̂ ] die Gleichung:
F (·, t)∗(gcan) = g(·, t)
auf M gilt.
Beweis. Es seien {(Ui, ϕi)}1≤i≤m ⊆ A Karten, mit ϕi(Ui) = B1+τ (0) fu¨r alle i ∈
{1, ..., m} fu¨r ein festes τ ∈ R>0, so dassM =
⋃m
i=1 ϕ
−1
i (B) gilt. Ferner seien {ψi}1≤i≤m ⊆
7.3. KONSTRUKTION DER GLOBALEN EINBETTUNG
106
KAPITEL 7. ISOMETRISCHE EINBETTUNG EINER FAMILIE VON
RIEMANNSCHEN MANNIGFALTIGKEITEN
C∞(M) mit supp(ψi) ⊆ ϕ−1i (B), fu¨r alle i ∈ {1, ..., m} und
∑m
i=1 ψi ≡ 1, wie in [Lee03,
Theorem 2.25] gewa¨hlt. Dann gilt fu¨r jedes (x, t) ∈M × [0, T ] die Gleichung:
g(x, t) = g(x, 0) + g(x, t)− g(x, 0) = g(x, 0) +
m∑
i=1
ψi[g(x, t)− g(x, 0)]︸ ︷︷ ︸
=:ĝ(i)(x,t)
(7.26)
Gema¨ß Hauptsatz 1.2 wird zuna¨chst, genau wie in Satz 7.1, eine freie isometrische Ein-
bettung F0 ∈ C∞(M,Rq) der Riemannschen Mannigfaltigkeit (M, g(·, 0)) gewa¨hlt. Mit
der Methode aus Satz 7.1 kann, unter Beachtung der Regularita¨tsbetrachtungen aus
Abschnitt 7.2, fu¨r ein T1 ∈ (0, T ] eine Familie von freien Einbettungen F1 ∈ C∞(M ×
[0, T1]) konstruiert werden, so dass fu¨r jedes t ∈ [0, T1] auf ganz M die Gleichung:
F1(·, t)∗(gcan) = g(·, 0) + ĝ(1)(·, t) (7.27)
erfu¨llt ist. Diese Abbildung wird, wie in (7.22), u¨ber die Bildungsvorschrift:
F1(x, t) :=
F0(x) + u(1)(ϕ1(x), t) falls x ∈ U1F0(x) sonst (7.28)
wobei u(1) ∈ C∞(B×[0, T1],Rq) eine Abbildung mit supp(u(1)(·, t)) ⊆ B fu¨r alle t ∈ [0, T1]
ist, bestimmt. Im Folgenden wird, fu¨r feste t ∈ [0, T1], die Abbildung ϕ2F1(·, t)|B ∈
C∞(B,Rq) ebenfalls mit F1(·, t) bezeichnet. Es sei a2 ∈ C∞0 (B) eine Abbildung, so dass
a2|supp(ψ2◦ϕ−12 ) ≡ 1 erfu¨llt ist, dann kann T2 ∈ (0, T1] so gewa¨hlt werden, dass fu¨r alle
t ∈ [0, T2] die Abscha¨tzung:
max
t∈[0,T2]
‖E[F1(·, t)]‖2,α max
t∈[0,T2]
∣∣E[F1(·, t)](0, ϕ2 ĝ(2)(·, t))∣∣C2,α(B,Rq) ≤ ϑ(n, α, a2)
mit dem in Satz 5.1 definierten ϑ ∈ R>0, erfu¨llt ist. Dann existiert fu¨r jedes t ∈ [0, T2]
ein v(2)(·, t) ∈ C∞(B,Rq), so dass fu¨r u(2)(·, t) := a22 v(2)(·, t) ∈ C∞0 (B,Rq) fu¨r alle x ∈ B,
und fu¨r jedes i, j ∈ {1, ..., n} mit i ≤ j, die Gleichung:
∂i(F1(x, t) + u
(2)(x, t)) · ∂j(F1(x, t) + u(2)(x, t))
= ∂iF1(x, t) · ∂jF1(x, t) + ϕ2 ĝ(2)ij (x, t)
(7.27)
= ϕ2gij(x, 0) +
ϕ2 ĝ
(1)
ij (x, t) +
ϕ2 ĝ
(2)
ij (x, t)
(7.29)
erfu¨llt ist. Fu¨r jedes t ∈ [0, T2] wird die Abbildung v(2)(·, t) ∈ C∞(B,Rq), gema¨ß (5.48),
7.3. KONSTRUKTION DER GLOBALEN EINBETTUNG
107
KAPITEL 7. ISOMETRISCHE EINBETTUNG EINER FAMILIE VON
RIEMANNSCHEN MANNIGFALTIGKEITEN
durch die Folge: (v
(2)
k (·, t))k∈N ⊆ C∞(B,Rq) mit:
v
(2)
k (·, t) =
0 falls k = 0Φ[F1(·, t), a2, ϕ2 ĝ(2)(·, t)](v(2)k−1(·, t)) falls k ≥ 1 (7.30)
im C2,α-Sinne approximiert wird. Mit Lemma 7.3 gilt, unter Beachtung der Glattheit
der Metrik g, der Defintion des Operators Φ[F1(·, t), a2, ϕ2 ĝ(2)(·, t)] in (5.21), sowie der
Definition der Operatoren P und Q in (5.19) und (5.20), die Aussage (v
(2)
k )k∈N ⊆ C∞(B×
[0, T2],R
q). Mit (5.49) gilt die Abscha¨tzung:
max
t∈[0,T2]
∣∣∣v(2)k (·, t)∣∣∣
C2,α(B,Rq)
≤ max
t∈[0,T2]
∣∣E[F1(·, t)] (0, ϕ2 ĝ(2)(·, t))∣∣C2,α(B,Rq) (7.31)
Definiere nun (F2(·, t))t∈[0,T2] ⊆ C∞(M,Rq) wie folgt:
F2(x, t) :=
F1(x, t) + u(2)(ϕ2(x), t) falls x ∈ U2F1(x, t) sonst (7.32)
Dann ist mit (7.29) fu¨r jedes t ∈ [0, T2] die Gleichung:
F2(·, t)∗(gcan) = g(·, 0) + ĝ(1)(·, t) + ĝ(2)(·, t)
erfu¨llt. Es wird gezeigt, dass, nach eventueller Verkleinerung von T2 ∈ (0, T1], die Aussage
F2 ∈ C∞(M× [0, T2],Rq) gilt. Dazu wird wieder gezeigt, dass fu¨r jedes r ∈ N und s ∈ Nn
eine Konstante C(r, s) ∈ R>0 existiert, so dass fu¨r alle k ∈ N die Abscha¨tzung:∥∥∥∂rt ∂sv(2)k ∥∥∥
C0(B×[0,T2],Rq)
≤ C(r, s) (7.33)
gilt, wobei die Konstante C nicht von k abha¨ngt. Dabei ist nun die Zeitabha¨ngigkeit des
Operators E[F1(·, t)] zu beachten. Im Folgenden ist fu¨r t ∈ [0, T2]:
∂rtE[F1(·, t)] : C∞(B,Rn)× C∞(B,R
n
2
(n+1)) −→ C∞(B,Rq)
∂rtE[F1(·, t)](h, f)(x) := ∂rtΘ[F1(·, t)](x) ·
(
h(x)
f(x)
)
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wobei Θ[F1(·, t)] in (5.16) definiert worden ist. Die Abscha¨tzung:
max
t∈[0,T2]
|∂rtE[F1(·, t)](h, f)|Cm,α(B,Rq)
≤ C(n,m, α, r, F1, T2) ·
(
|h|Cm,α(B,Rn) + |f |Cm,α(B,Rn2 (n+1))
) (7.34)
ist analog zu Lemma 5.11 zu beweisen. Fu¨r die folgenden Abscha¨tzungen sei erwa¨hnt,
dass fu¨r h ∈ C∞ (B× [0, T2],Rn) und f ∈ C∞ (B× [0, T2],Rn2 (n+1)) fu¨r alle t ∈ [0, T2]
die Gleichung:
∂rt (E[F1(·, t)](h(·, t), f(·, t))) =
r∑
s=0
(
r
s
)
∂stE[F1(·, t)](∂r−st h(·, t), ∂r−st f(·, t)) (7.35)
gilt. Dann ist fu¨r r ∈ N und k ∈ N\{0}, unter Beachtung von (7.30), (5.21), (7.35),
(7.34), (7.19) und (7.31):
max
t∈[0,T2]
∣∣∣∂rt v(2)k (·, t)∣∣∣
C2,α(B,Rq)
≤2 ·K1(n, α, a2) · ‖E[F1(·, t)]‖2,α · max
t∈[0,T2]
∣∣E[F1(·, t)] (0, ϕ2 ĝ(2)(·, t))∣∣C2,α(B,Rq)
· max
t∈[0,T2]
∣∣∣∂rt v(2)k−1(·, t)∣∣∣
C2,α(B,Rq)
+K1(n, α, a2) · max
t∈[0,T2]
‖E[F1(·, t)]‖2,α
·
r−1∑
s=1
(
r
s
)
max
t∈[0,T2]
∣∣∣∂st v(2)k−1(·, t)∣∣∣
C2,α(B,Rq)
max
t∈[0,T2]
∣∣∣∂r−st v(2)k−1(·, t)∣∣∣
C2,α(B,Rq)
+K1(n, α, a2) ·
r∑
s=1
max
t∈[0,T2]
‖∂stE[F1(·, t)]‖2,α
·
r−s∑
ŝ=0
(
r − s
ŝ
)
max
t∈[0,T2]
∣∣∣∂ŝt v(2)k−1(·, t)∣∣∣
C2,α(B,Rq)
max
t∈[0,T2]
∣∣∣∂r−s−ŝt v(2)k−1(·, t)∣∣∣
C2,α(B,Rq)
+ C
(
n, α, a2, r, F1, T2,
ϕ2 ĝ(2)
)
Unter der Annahme, dass T2 ∈ (0, T1] so klein ist, dass:
max
t∈[0,T2]
‖E[F1(·, t)]‖2,α max
t∈[0,T2]
∣∣E[F1(·, t)] (0, ϕ2 ĝ(2)(·, t))∣∣C2,α(B,Rq) ≤ 14K1(n, α, a2)
gilt, folgt die Abscha¨tzung mit Lemma C.4, per Induktion u¨ber r ∈ N, die Abscha¨tzung
(7.33) fu¨r |s| ≤ 2 und beliebige r ∈ N. Nun sei m ≥ 3, unter der Annahme, dass die
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Abscha¨tzung (7.33) bereits fu¨r |s| ≤ m−1 und alle r ∈ N gezeigt ist. Dann gilt fu¨r r ∈ N
und k ∈ N\{0} unter Beachtung von (7.30), (5.21), (7.35), (7.20), (7.19) und (7.34):
max
t∈[0,T2]
∣∣∣∂rt v(2)k (·, t)∣∣∣
Cm,α(B,Rq)
≤K2(n, α, a2) · max
t∈[0,T2]
‖E[F1(·, t)]‖2,α max
t∈[0,T ]
· ∣∣E[F1(·, t)] (0, ϕ2 ĝ(2)(·, t))∣∣C2,α(B,Rq)
· max
t∈[0,T2]
∣∣∣∂rt v(2)k−1(·, t)∣∣∣
Cm,α(B,Rq)
+ C
(
n,m, α, a2, r, F1, T2,
ϕ2 ĝ(2)
)
·
r−1∑
s=0
max
t∈[0,T2]
∣∣∣∂st v(2)k−1(·, t)∣∣∣
Cm,α(B,Rq)
max
t∈[0,T2]
∣∣∣∂r−st v(2)k−1(·, t)∣∣∣
C2,α(B,Rq)
+ C
(
n,m, α, a2, r, F1, T2,
ϕ2 ĝ(2)
)
·
r∑
s=0
max
t∈[0,T2]
∣∣∣∂st v(2)k−1(·, t)∣∣∣
Cm−1,α(B,Rq)
max
t∈[0,T2]
∣∣∣∂r−st v(2)k−1(·, t)∣∣∣
Cm−1,α(B,Rq)
+ C
(
n,m, α, a2, r, F1, T2,
ϕ2 ĝ(2)
)
Sei nun T2 ∈ (0, T1] klein genug, so dass:
max
t∈[0,T2]
‖E[F1(·, t)]‖2,α max
t∈[0,T ]
∣∣E[F1(·, t)] (0, ϕ2 ĝ(2)(·, t))∣∣C2,α(B,Rq) ≤ 12K3(n, α, a2)
gilt, dann folgt mit Lemma C.4, zusammen mit der Induktionsvoraussetzung, die Ab-
scha¨tzung (7.33) fu¨r |s| = m und alle r ∈ N. Ist F2(·, t) fu¨r ein t ∈ [0, T2] keine freie
Einbettung, so kann dies aber mit Satz 4.4, unter Beachtung der Abscha¨tzung (5.53),
durch eine Verkleinerung von T2 vermieden werden. Dann kann die soeben beschriebene
Konstruktion (7.32) iterativ auf die anderen Karten {(Ui, ϕi)}3≤i≤m ⊆ A angewandt
werden, und es ergibt sich nach endlich vielen Schritten, unter Beachtung der Gleichung
(7.26), die Behauptung.
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A Funktionenra¨ume
In diesem Kapitel werden die, in der Arbeit verwendeten, Funktionenra¨ume definiert und
einige Abscha¨tzungen bewiesen, welche vowiegend in Kapitel 5 und Kapitel 7 verwendet
werden.
Definition A.1 Es sei Ω ⊆ Rn eine offene Menge und m ∈ N. Dann wird der folgende
Vektorraum definiert:
Cm(Ω,Rq) := {u : Ω −→ Rq : u ist m-mal stetig differenzierbar in Ω}
Wenn Ω zusa¨tzlich beschra¨nkt ist, so wird ein weiterer Vektorraum definiert:
Cm(Ω,Rq) := {u : Ω −→ Rq : u ist m-mal stetig differenzierbar in Ω,
und fu¨r alle |s| ≤ m ist ∂su auf Ω stetig fortsetzbar}
Auf diesem Vektorraum wird die folgende Norm definiert:
‖·‖Cm(Ω,Rq) : Cm(Ω,Rq) −→ R
u 7→
∑
|s|≤m
‖∂su‖C0(Ω,Rq)
hierbei ist ‖u‖C0(Ω,Rq) = supx∈Ω |u(x)|Rq . Ferner wird noch der Funktionenraum aller
glatten Funktionen auf einer offenen Menge Ω definiert:
C∞(Ω,Rq) :=
⋂
m∈N
Cm(Ω,Rq)
und falls Ω beschra¨nkt ist:
C∞(Ω,Rq) :=
⋂
m∈N
Cm(Ω,Rq)
Mit der Norm ‖·‖Cm(Ω,Rq) ist der Vektorraum Cm(Ω,Rq) vollsta¨ndig [Alt12, 1.6]. Im Fall
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q = 1 wird Rq in der Notation von Cm(Ω,Rq) weggelassen.
Definition A.2 Sei S ⊆ Rn und α ∈ (0, 1). Fu¨r eine Abbildung u : S −→ R heißt:
[u]α,S := sup
{ |u(x)− u(y)|
|x− y|α : x, y ∈ S, x 6= y
}
∈ [0,∞]
Ho¨lderkonstante von u auf S zum Exponenten α.
Fu¨r zwei Funktionen u, v : S −→ R gilt die folgende Abscha¨tzung:
[uv]α,S ≤ sup
x∈S
|u(x)| · [v]α,S + [u]α,S · sup
x∈S
|v(x)| (A.1)
Die im Folgenden definierten Ho¨lderra¨ume werden, der Einfachheit halber, auf B defi-
niert. Dies gewa¨hrleistet, neben der Konvexita¨t, eine hohe Randregularita¨t, siehe auch
[GT01, 6.2]. Da die analytischen Betrachtungen von lokaler Art sind, erweisen sich diese
Definitionen als ausreichend.
Definition A.3 Fu¨r α ∈ (0, 1) wird mit:
C0,α(B) :=
{
u ∈ C0(B) : [u]α,B <∞
}
der Vektorraum aller α-ho¨lderstetigen reellen Funktionen auf B definiert. Des
Weiteren wird auf diesem Raum die Norm:
‖·‖C0,α(B) : C0,α(B) −→ R
u 7→ ‖u‖C0(B) + [u]α,B
definiert.
In [Alt12, 1.7] wird gezeigt, dass der Raum C0,α(B), versehen mit der Norm ‖·‖C0,α(B),
ein Banachraum ist.
Fu¨r zwei Funktionen u, v ∈ C0,α(B) ergibt sich mit (A.1) die Abscha¨tzung:
‖uv‖C0,α(B) ≤ ‖u‖C0,α(B) ‖v‖C0,α(B) (A.2)
Definition A.4 Auf B werden, fu¨r m ∈ N und α ∈ (0, 1), die folgenden Vektorra¨ume
definiert:
Cm,α(B) := {u ∈ Cm,α(B) : ‖∂su‖C0,α(B) <∞ fu¨r alle s ∈ Nn mit |s| = m}
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Auf dieser Menge werden die Normen |·|Cm,α(B) , ‖·‖Cm,α(B) : Cm,α(B) −→ R wie folgt
definiert:
|u|Cm,α(B) :=
‖u‖C0,α(B) fu¨r m = 0‖u‖C0,α(B) +∑|s|=m ‖∂su‖C0,α(B) fu¨r m ≥ 1
‖u‖Cm,α(B) :=
m∑
j=0
max
|s|=j
‖∂su‖C0(B) + max
|s|=m
[∂su]α,B
definiert.
Die Norm ‖·‖Cm,α(B) wird in [GT01] verwendet. Existenz- und Eindeutigkeitssa¨tze der
Poisson-Gleichung mit Dirichlet-Randbedingung, sowie diverse Abscha¨tzungen werden
aus diesem Buch u¨bernommen und an den entsprechenden Stellen direkt angegeben.
Aus praktischen Gru¨nden wird in dieser Arbeit die Norm |·|Cm,α(B) verwendet. Dazu
wird gezeigt, dass diese beiden definierten Normen a¨quivalent sind. Fu¨r m ≥ 1 gilt fu¨r
jedes u ∈ Cm,α(B):
|u|Cm,α(B) := ‖u‖C0,α(B) +
∑
|s|=m
‖∂su‖C0,α(B) ≤C(n,m) ·
(
‖u‖C0,α(B) + max
|s|=m
‖∂su‖C0,α(B)
)
≤C(n,m) · ‖u‖Cm,α(B)
(A.3)
andererseits folgt, fu¨r k ∈ N und β ∈ (0, 1) mit k + β < m+ α, aus den Abscha¨tzungen
[GT01, (6.82), (6.89)], zusammen mit [GT01, (4.17)’, (4.17)”], mit der Randregularita¨t
der Menge B, die Abscha¨tzung:
‖u‖Ck,β(B) ≤ C(n,m, k, α, β) ·
(
‖u‖C0(B) + max
|s|=m
[∂su]α,B
)
≤ C(n,m, k, α, β) · ‖u‖Cm,α(B)
(A.4)
Aus der ersten Ungleichung in (A.4) folgt:
‖u‖Cm,α(B) ≤‖u‖Cm−1,α(B) + max
|s|=m
‖∂su‖C0(B) + max
|s|=m
[∂su]α,B
≤C(n,m, α) ·
(
‖u‖C0(B) + max
|s|=m
[∂su]α,B
)
+ max
|s|=m
‖∂su‖C0(B) + max
|s|=m
[∂su]α,B
≤Ĉ(n,m, α) · |u|Cm,α(B)
(A.5)
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Die A¨quivalenz der Normen |·|Cm,α(B) und ‖·‖Cm,α(B) ist damit gezeigt. Es sei noch
erwa¨hnt, dass ausgehend von (A.4) aus (A.3) und (A.5), die Abscha¨tzung:
|u|Ck,β(B) ≤ C(n,m, k, α, β) · |u|Cm,α(B) (A.6)
fu¨r k+β < m+α folgt. Fu¨r die na¨chste Abscha¨tzung sei erwa¨hnt, dass fu¨r u, v ∈ Cm(Ω),
wobei Ω ⊆ Rn eine beliebige offene Menge ist, fu¨r |s| ≤ m stets die Gleichung:
∂s(uv) =
∑
β≤s
(
s
β
)
∂βu ∂s−βv (A.7)
gilt. Nun seien u, v ∈ Cm,α(B), dann ist mit (A.2) und (A.6):
|∂s(uv)|C0,α(B) ≤
∑
β≤s
(
s
β
) ∣∣∂βu∣∣
C0,α(B)
∣∣∂s−βv∣∣
C0,α(B)
= |u|C0,α(B) |∂sv|C0,α(B) + |∂su|C0,α(B) |v|C0,α(B) +
∑
0<β<s
(
s
β
) ∣∣∂βu∣∣
C0,α(B)
∣∣∂s−βv∣∣
C0,α(B)
≤ |u|C0,α(B) |∂sv|C0,α(B) + |∂su|C0,α(B) |v|C0,α(B) +
∑
0<β<s
(
s
β
)
|u|C|β|,α(B) |v|C|s−β|,α(B)
≤ |u|C0,α(B) |∂sv|C0,α(B) + |∂su|C0,α(B) |v|C0,α(B) + C(n,m, α) · |u|Cm−1,α(B) |v|Cm−1,α(B)
Daraus folgt, zusammen mit (A.2):
|uv|Cm,α(B) = |uv|C0,α(B) +
∑
|s|=m
|∂s(uv)|C0,α(B)
≤ |u|C0,α(B) |v|Cm,α(B) + |u|Cm,α(B) |v|C0,α(B) + C(n,m, α) · |u|Cm−1,α(B) |v|Cm−1,α(B)
(A.8)
Durch nochmalige Anwendung von (A.6) folgt die etwas allgemeinere Abscha¨tzung:
|uv|Cm,α(B) ≤ C(n,m, α) · |u|Cm,α(B) |v|Cm,α(B) (A.9)
Ferner gilt fu¨r k ∈ {1, ..., m}:
|u|Cm,α(B) = ‖u‖C0,α(B) +
∑
|s|=m
‖∂su‖C0,α(B) ≤ |u|C0,α(B) +
∑
|s|=k
|∂su|Cm−k,α(B)
(A.6)
≤ C(n, α) · |u|C2,α(B) +
∑
|s|=k
|∂su|Cm−k,α(B)
(A.10)
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Nun soll ein geeigneter Funktionenraum fu¨r vektorwertige Funktionen, deren Kompo-
nentenfunktionen ho¨lderstetig sind, eingefu¨hrt werden:
Definition A.5 Auf B wird der folgende Vektorraum definiert:
Cm,α(B,Rq) :=
{
(u1, ..., uq)
⊤ : B −→ Rq mit uj ∈ Cm,α(B) ∀j ∈ {1, ..., q}
}
Auf dieser Menge wird die Norm:
|u|Cm,α(B,Rq) :=
q∑
j=1
|uj|Cm,α(B)
definiert.
Die Vollsta¨ndigkeit des Raumes Cm,α(B,Rq) folgt aus der Vollsta¨ndigkeit des Raumes
Cm,α(B). Mit (A.6) gilt fu¨r k ∈ N und β ∈ (0, 1) mit k + β < m+ α die Abscha¨tzung:
|u|Ck,β(B,Rq) ≤ C(n,m, k, α, β) · |u|Cm,α(B,Rq) (A.11)
Im Folgenden sei m ≥ 1. Mit (A.8) folgt fu¨r a ∈ Cm,α(B) und u ∈ Cm,α(B,Rq):
|au|Cm,α(B,Rq) =
q∑
i=1
|aui|Cm,α(B) ≤
q∑
i=1
|a|C0,α(B) |ui|Cm,α(B) +
q∑
i=1
|a|Cm,α(B) |ui|C0,α(B)
+
q∑
i=1
C(n,m, α) · |a|Cm−1,α(B) |ui|Cm−1,α(B)
= |a|C0,α(B) |u|Cm,α(B,Rq) + |a|Cm,α(B) |u|C0,α(B,Rq) + C(n,m, α) · |a|Cm−1,α(B) |u|Cm−1,α(B,Rq)
(A.12)
Zusammen mit (A.6) und (A.11) ist:
|au|Cm,α(B,Rq) ≤ C(n,m, α) · |a|Cm,α(B) |u|Cm,α(B,Rq) (A.13)
Die Abscha¨tzung (A.13) gilt auch fu¨r m = 0 mit C = 1. Sei nun ein weiteres v ∈
Cm,α(B,Rq) gegeben, dann ist mit (A.8):
|u · v|Cm,α(B) ≤
q∑
i=1
|uivi|Cm,α(B) ≤
q∑
i=1
|ui|C0,α(B) |vi|Cm,α(B) +
q∑
i=1
|ui|Cm,α(B) |vi|C0,α(B)
+
q∑
i=1
C(n,m, α) · |ui|Cm−1,α(B) |vi|Cm−1,α(B)
