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A TIME-VARIANT NORM CONSTRAINED INTERPOLATION
PROBLEM ARISING FROM RELAXED COMMUTANT LIFTING
A.E. FRAZHO, S. TER HORST, AND M.A. KAASHOEK
Abstract. A time-variant analogue of an interpolation problem equivalent
to the relaxed commutant lifting problem is introduced and studied. In a
somewhat less general form the problem already appears in the analysis of the
set of all solutions to the three chain completion problem. The interpolants are
upper triangular operator matrices of which the columns induce contractive
operators. The set of all solutions of the problem is described explicitly. The
results presented are time-variant analogues of the main theorems in [23].
0. Introduction
Time-variant versions of metric constrained interpolation problems and time-
varying linear system theory have been intensively studied since the early 1990’s;
see the papers [1, 2, 7, 8, 13] and the books [14, 25, 20, 15] for a general overview
and additional references. The connection with commutant lifting theory was made
in [18], where a time-varying analogue of the commutant lifting theorem, known as
the three chain completion theorem, was proved. An early version of a time-variant
commutant lifting theorem appeared in Ball-Gohberg [6], which was later extended
to the setting of nest algebras in [30] (see also [12]); the connection with the three
chain theorem is explained in [5]. One of the recent developments in commutant
lifting theory is the introduction of a relaxation of the commutant lifting setting
in [21]. In the present paper we consider a time-variant norm constrained abstract
interpolation problem, which in the time-invariant case is equivalent to the relaxed
commutant lifting problem [23].
To state the interpolation problem considered in this paper we need some nota-
tion. Throughout Uk and Yk are Hilbert spaces with k being an arbitrary integer,
and the symbols U and Y stand for the Hilbert direct sums ⊕k∈Z Uk and ⊕k∈Z Yk,
respectively. We shall consider operator matrices H = [Hj, k]j, k∈Z of which the
(j, k)-th entry Hj, k is an operator from Uk into Yj . The set of all such opera-
tor matrices will be denoted by M(U,Y). By UM(U,Y) we denote the subset
of M(U,Y) consisting of all H = [Hj, k]j, k∈Z that are upper triangular, that is,
Hj, k = 0 for each k < j.
In the present paper we are particularly interested in those H = [Hj, k]j, k∈Z in
UM(U,Y) that have the additional property
(0.1)
k∑
j=−∞
‖Hj, kuk‖
2 ≤ cH‖uk‖
2, uk ∈ Uk (k ∈ Z),
where cH is some constant depending on H only. The set of all such operator matri-
ces is denoted by UM2(U,Y). We say that H belongs to UM2ball(U,Y) whenever
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the constant cH can be taken equal to one. Thus an upper triangular operator
matrix H belongs to UM2ball(U,Y) if and only if for each k ∈ Z the k-th column of
H induces a contractive operator from Uk into Y = ⊕k∈Z Yk. The following is the
main problem treated in this paper.
Problem 0.1. Assume that for each k ∈ Z we have given a subspace Fk of Uk and
a contraction
(0.2) ωk =
[
ωk, 1
ωk, 2
]
: Fk →
[
Yk
Uk−1
]
.
Given this data, find all H = [Hj, k]j, k∈Z in UM
2
ball(U,Y) such that for each k ∈ Z
the following interpolation conditions hold:
(0.3) Hk, k|Fk = ωk, 1, Hj, k|Fk = Hj, k−1ωk, 2 (j, k ∈ Z, j < k).
In the time-invariant case, the spaces Fk = F , Uk = U , and Yk = Y and the
contraction ωk = ω do not depend on k, and the operators Hj,k depend only on the
difference j − k. In this setting, the above problem reduces to the function theory
problem considered in the first paragraph of [23]. To see this, note that in this time-
invariant setting the operator matrix H can be identified with the L(U ,Y)-valued
function FH , analytic on the open unit disc D, given by
FH(λ) =
∞∑
ν=0
λνH−ν .
Moreover in this case the interpolation condition and the norm constraint in Prob-
lem 0.1 can be restated as
ω1 + λFH(λ)ω2 = FH(λ)|F (λ ∈ D) and
∞∑
ν=0
‖H−νu‖
2 ≤ ‖u‖2 (u ∈ U).
For a particular choice of the contractions ωk, Problem 0.1 appears in a natural
way in the analysis of the set of all solutions to the three chain completion problem
[18], [19]. Indeed, see Section 4 in [19] or Section XIV.3 in [20], where one can find
Problem 0.1 with ωk being an isometry for each k ∈ Z.
To state our first main result some additional notation is needed. We use
the symbol UM∞(U,Y) to denote the set of all double infinite upper triangu-
lar operator matrices H that induce bounded linear operators from the Hilbert
space U = ⊕k∈Z Uk into the Hilbert space Y = ⊕k∈Z Yk. If this induced oper-
ator is a contraction, then we say that H belongs to UM∞ball(U,Y). In particu-
lar, UM∞ball(U,Y) ⊂ UM
2
ball(U,Y). We write UM
∞
0 (U,Y) and UM
∞
ball,0(U,Y)
for the sets of all strictly upper triangular operator matrices in UM∞(U,Y) and
UM
∞
ball(U,Y), respectively. Finally, when Uk = Yk for each k ∈ Z, and hence
U = Y, we shall always replace the argument (U,Y) by (U). Thus M(U) stands
for M(U,U), and UM(U) stands for M(U,U), etc. We are now ready to state the
first main result.
Theorem 0.1. For each k ∈ Z let ωk be the contraction given by (0.2). Choose
(0.4) Z(1) =
[
(Z
(1)
j, k)
]
j, k∈Z
∈ UM∞(U,Y), Z(2) =
[
Z
(2)
j, k
]
j, k∈Z
∈ UM∞0 (U),
such that
(0.5) ‖Z(1)u‖2 + ‖Z(2)u‖2 ≤ ‖u‖2 (u ∈ U)
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and
(0.6) Z
(1)
j, k|Fk =
{
ωk, 1, if j = k,
0, if j 6= k,
Z
(2)
j, k|Fk =
{
ωk, 2, if j = k − 1,
0, if j 6= k − 1.
Then
(0.7) H = Z(1)(IU − Z
(2))−1
is a well-defined upper triangular operator matrix, H belongs to UM2ball(U,Y), and
H is a solution of Problem 0.1.
Let us explain why formula (0.7) makes sense. In general, for arbitrary infinite
operator matrices the usual matrix product is not defined. The situation is different
for upper triangular matrices. For instance, for A ∈ UM(U,Y) and B ∈ UM(U)
the matrix product AB is well-defined and AB belongs to UM(U,Y). Furthermore,
with the usual matrix product UM(U) is an algebra with the identity matrix IU as
a unit and an operator matrixM = [Mj, k]j, k∈Z ∈ UM(U) is invertible in UM(U) if
and only if for each j ∈ Z the j-th diagonal entry Mj, j is invertible as an operator
on Uj (see Subsection 1.2 below for further details). From these remarks is clear
that the operator IU − Z
(2) in (0.7) is invertible in UM(U) and that the product
in (0.7) is well-defined.
One can always find Z(1) and Z(2) satisfying the conditions (0.4), (0.5) and (0.6)
in Theorem 0.1. For instance one can take
(0.8) Z
(1)
j, k = δj, kωk, 1ΠFk and Z
(2)
j, k = δj, k−1ωk, 2ΠFk .
Here δj, k is the Kronecker delta and the map ΠFj is the orthogonal projection of
Uj onto Fj . The solution of Problem 0.1 corresponding to this choice of Z
(1) and
Z(2) is given by H˜ = [H˜j,k]j, k∈Z with
H˜j,k =

0, j > k,
ωk, 1ΠFk , j = k,
(ωj, 1ΠFj )(ωj+1, 2ΠFj+1) · · · (ωk−1, 2ΠFk−1)(ωk, 2ΠFk), j < k.
Thus Problem 0.1 is always solvable.
Our second main result shows, in particular, that the method of Theorem 0.1
gives all solutions to Problem 0.1, that is, given a solution H to Problem 0.1,
there exists a pair of operator matrices (Z(1), Z(2)) satisfying (0.4), (0.5) and (0.6)
such that H is given by the formula (0.7). In general, such a pair (Z(1), Z(2)) is not
uniquely determined by H . This phenomenon already appears in the time-invariant
case and can be illustrated by simple examples. For instance, assume all spaces Fk
consist of the zero element only. In that case H = 0 is in UM2ball(U,Y) and is a
solution, while (0.7) holds with Z(1) = 0 and with any Z(2) from UM∞0 (U).
Given a solutionH to Problem 0.1, we shall describe the set of all pairs (Z(1), Z(2))
satisfying (0.4), (0.5) and (0.6) stated in the above theorem such that H is given by
(0.7). The precise result is given by Theorem 4.1 in Section 4. Here we only describe
some of the main ingredients entering into the proof and present an abbreviated
version of this theorem.
Let H be a solution to Problem 0.1, and let Hk be the k-th column of H . Recall
that Hk defines a contraction from Uk into Y. Let DHk = (IUk − (Hk)
∗Hk)
1/2
denote the corresponding defect operator, and let DHk be the corresponding defect
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space, i.e., DHk is the closure of the range of DHk in Uk. Since (0.3) is satisfied, for
each f ∈ Fk we have
‖DHkf‖
2 = ‖f‖2 − ‖Hkf‖
2 = ‖f‖2 − ‖ωk, 1f‖
2 − ‖Hk−1ωk, 2f‖
2
= ‖f‖2 − ‖ωk, 1f‖
2 − ‖ωk, 2f‖
2 + ‖ωk, 2f‖
2 − ‖Hk−1ωk, 2f‖
2
= ‖Dωkf‖
2 + ‖DHk−1ωk, 2f‖
2.
Hence we can define a contraction ωHk by
(0.9) ωHk : FHk := DHkFk → DHk−1 , ωHkDHk |Fk = DHk−1ωk, 2.
Now put DH = ⊕k∈ZDHk , and let CH, ω be the set of all operator matrices C =
[Cj, k]j,k∈Z in UM
∞
ball,0(DH) such that
(0.10) Cj, k|FHk =
{
ωHk , if j = k − 1,
0, if j 6= k − 1.
Thus
CH,ω = {C ∈ UM
∞
ball,0(DH) | the (j, k)-th entry Cj, k
of C satisfies (0.10) for each j, k ∈ Z}.(0.11)
We can now state the abbreviated version of our second main result.
Theorem 0.2. Let H be a solution to Problem 0.1. Then there exists a pair
of operator matrices (Z(1), Z(2)) satisfying (0.4), (0.5) and (0.6) such that H is
given by (0.7). Furthermore, the set of all such pairs (Z(1), Z(2)) is in one-to-one
correspondence with the set CH,ω.
The full version of the above theorem (see Theorem 4.1 below) will also present
necessary and sufficient conditions guaranteeing that the set CH,ω consists of a
single element only.
Let H be a solution to Problem 0.1. In the analysis of the set of all pairs
(Z(1), Z(2)) satisfying (0.4)–(0.7) the following problem enters in a natural way.
Problem 0.2. Given H ∈ UM2ball(U,Y), describe the set of operator matrices F
in UM(U) satisfying
(0.12) F + F ∗ ≥ H∗H + IU and Fj, j = IUj (j ∈ Z).
Note that the matrix product H∗H is well-defined because each column of H
induces a contractive operator (see Subsection 1.4 for further details). The in-
equality sign in (0.12) means that the operator matrix 12 (F + F
∗) −H∗H − IU is
non-negative (see Subsection 1.3 for the definition of this notion and further de-
tails). The fact that (0.12) appears in the analysis, follows from the observation
that F = (IU − Z
(2))−1 satisfies (0.12) whenever the pair (Z(1), Z(2)) satisfies the
conditions (0.4)–(0.7). This connection will be made more precise in Theorem 2.1.
The solution to Problem 0.2 will be obtained as a corollary to Theorem 3.2.
For the time-invariant case Theorems 0.1 and Theorem 0.2 can be found in
[23]. By using the reduction techniques developed in Chapter X of [20] (also [17])
Problem 0.1 can be transformed into a problem of the type considered in [23].
This transformation together with techniques from [20] can be used to present an
alternative way to prove our main results. We shall not develop this approach in
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the present paper. Theorems 0.1 and Theorem 0.2 can be used to solve a time-
variant analogue of the relaxed commutant lifting problem. We will describe this
connection in the final section of the paper.
This paper consists of five sections not counting this introduction. The first
section has a preliminary character. We introduce some additional notation and
recall a number of elementary facts about operator matrices that will be used in
the proofs. In Section 2 we outline a general approach to deal with Problem 0.1
and prove Theorem 0.1. Section 3 is divided into three subsections. In this section
a time-variant analogue of the Cayley transform is used to relate operator matrices
from UM∞ball,0 to positive real operator matrices from UM(U). We apply this result
to solve Problem 0.2 and to parameterize the set of all its solutions. Theorem 0.2
is proved in Section 4; this section also presents the full version of Theorem 0.2
and its proof. Here we also discuss the problem of finding necessary and sufficient
conditions for the existence of a unique solution to Problem 0.1. In the final section
an example involving finite operator matrices will be presented and we discuss the
connection with a time-variant analogue of the relaxed commutant lifting problem.
1. Preliminaries
In this section we bring together a number of elementary facts about operator
matrices that will be used in the sequel. In what follows we assume the reader to
be familiar with the notations introduced in the previous section.
1.1. The set M(U,Y) and bounded operators. The set M(U,Y) is a lin-
ear space with respect to the usual operation of matrix addition. Given M =
[Mj, k]j, k∈Z in M(U,Y) and j ≤ k we write ∆j, k(M) for the {j, k}-finite section of
M , that is,
(1.1) ∆j, k(M) =
Mj, j · · · Mj, k... ...
Mk, j · · · Mk, k
 .
Note that ∆j, k(M) defines a bounded linear operator from Uj ⊕ · · · ⊕ Uk into
Yj ⊕ · · · ⊕ Yk.
In general, an operator matrixM ∈M(U,Y) does not induce in a canonical way
a bounded operator from U = ⊕k∈Z Uk into the space Y = ⊕k∈Z Yk. In order for
this to happen it is necessary and sufficient that
(1.2) sup
j≤k
‖∆j, k(M)‖ <∞.
Furthermore, if (1.2) is satisfied, then the quantity in the left hand side of (1.2) is
equal to the norm of M = [Mj, k]j, k∈Z as an operator from U into Y.
1.2. Invertibility in the algebra UM(U). Let X = ⊕k∈ZXk, U = ⊕k∈Z Uk, and
Y = ⊕k∈Z Yk be Hilbert space direct sums. If B ∈ UM(X,U) and A ∈ UM(U,Y),
then the (block) matrix product AB is well-defined and AB ∈ UM(X,Y). More-
over, for C ∈ UM(X,Y) we have
(1.3) AB = C ⇐⇒ ∆j, k(A)∆j, k(B) = ∆j, k(C) (j ≤ k).
In particular, the set UM(U) is closed under the usual multiplication of matrices.
In fact, from (1.3) we see that UM(U) is an algebra with the identity matrix IU as a
unit. From (1.3) it also follows that the operator matrixM = [Mi, j ]i, j∈Z ∈ UM(U)
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is invertible in UM(U) if and only if for each j ∈ Z the j-th diagonal entry Mj, j is
an invertible operator on Uj . In that case, we have
(1.4) ∆j, k(M
−1) = ∆j, k(M)
−1 (j, k ∈ Z, j ≤ k).
In particular, the (j, j)-th entry of M−1 is equal to M−1k, k.
The above mentioned properties of UM(U) also follow from the fact that an
operator matrix from UM(U) can be identified in the usual way with a linear
transformation on the linear space U+. By definition, the space U+ consists of all
double infinite one column matrices u = [uj ]j∈Z, with uj ∈ Uj for each j ∈ Z, such
that uν = 0 for ν > ℓ, for some ℓ depending on u.
1.3. Hermitian and non-negative operator matrices. An operator matrix
M ∈ M(U), M = [Mj, k]j, k∈Z, is said to be hermitian if M
∗ =M , whereM∗ is the
operator matrix M∗ = [(Mk, j)
∗]j, k∈Z. The real part of M ∈ M(U) is the operator
matrix ReM given by
(1.5) ReM =
1
2
(M +M∗).
Obviously, ReM is hermitian. We callM ∈M(U) non-negative if for each j, k ∈ Z,
j ≤ k, the finite section ∆j, k(M) induces a non-negative operator on the Hilbert
space direct sum Uj ⊕ · · ·⊕Uk. In that caseM is hermitian. For operator matrices
M and N in M(U) we say thatM is greater than or equal to N , and writeM ≥ N ,
if the operator matrix M − N is non-negative. Hence M ≥ 0 means that M
is non-negative. Finally, an operator matrix M ∈ UM(U) is said to be positive
real whenever ReM is non-negative. Positive real operator matrices M ∈ UM(U)
that induce bounded operators on U = ⊕k∈Z Uk (i.e., M ∈ UM
∞(U)) have been
extensively studied in [3, 4].
1.4. The operator matrix H∗H. Let H ∈ UM2ball(U,Y). Recall that for each
k ∈ Z the k-th column Hk of H induces a contractive operator, also denoted by
Hk, from Uk into Y = ⊕k∈Z Yk. It follows that for each j and k in Z the product
(Hj)
∗Hk is a well-defined contraction from Uk into Yj . We define H
∗H to be the
operator matrix in M(U) given by
(1.6) H∗H =
[
(Hj)
∗Hk
]
j, k∈Z
.
Clearly, H∗H ∈M(U) is hermitian. In fact, since for each j, k ∈ Z, j ≤ k,
∆j, k(H
∗H) =
(Hj)
∗
...
(Hk)
∗
 [Hj · · · Hk] ,
the operator matrix H∗H is non-negative. Note that H∗H is the real part of the
operator matrix V ∈ UM(U) be given by
(1.7) V =
[
Vj,k
]
j,k∈Z
, Vj, k =

2(Hj)
∗Hk, for j < k,
(Hj)
∗Hj , for j = k,
0, for j > k.
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2. The set UM2ball(U,Y) and the proof of Theorem 0.1
The main result of this section (Theorem 2.1 below) shows how elements in
UM
2
ball(U,Y) can be constructed from a pair of operators Z
(1) ∈ UM∞(U,Y) and
Z(2) ∈ UM∞0 (U) satisfying an additional norm constraint. This result together
with Proposition 2.2 allows us to prove Theorem 0.1. Theorem 2.1 also shows the
relevance of Problem 0.2 in the analysis of Problem 0.1.
Theorem 2.1. Assume we have given operator matrices
(2.1) Z(1) ∈ UM∞(U,Y), Z(2) ∈ UM∞0 (U)
satisfying the norm constraint
(2.2) ‖Z(1)u‖2 + ‖Z(2)u‖2 ≤ ‖u‖2 (u ∈ U).
Then
(2.3) H = Z(1)(IU − Z
(2))−1 and F = (IU − Z
(2))−1
are well-defined operator matrices,
(2.4) H ∈ UM2ball(U,Y), F ∈ UM(U)
and
(2.5) F + F ∗ ≥ H∗H + IU, Fj, j = IUj (j ∈ Z).
Conversely, if we have given H and F as in (2.4) such that (2.5) holds, then F is
an invertible element in UM(U), the operator matrices
(2.6) Z(1) = HF−1 and Z(2) = IU − F
−1
are well-defined and these operator matrices satisfy (2.1) and (2.2). Moreover, the
map (Z(1), Z(2)) 7→ (H,F ) defined by (2.3) is a one-to-one map from the set of all
pairs (Z(1), Z(2)) satisfying (2.1) and (2.2) onto the set of all pairs (H,F ) satisfying
(2.4) and (2.5). The inverse of this map is given by the map (H,F ) 7→ (Z(1), Z(2))
defined by (2.6).
Proof. We split the proof into four parts. In the first two parts Z(1) and Z(2)
are given and satisfy (2.1) and (2.2), and we prove that H and F in (2.3) are
well-defined and satisfy (2.4) and (2.5). In the third part we prove the reverse
statement. In the final part we show that the maps (Z(1), Z(2)) 7→ (H,F ) and
(H,F ) 7→ (Z(1), Z(2)) in Theorem 2.1 are each others inverses.
Part 1. Assume that Z(1) ∈ UM∞(U,Y) and Z(2) ∈ UM∞0 (U) satisfy (2.2), and let
H be given by the first part of (2.3). Our aim is to prove that H ∈ UM2ball(U,Y).
Fix k, j ∈ Z, j < k, and uk ∈ Uk. Define
v =
 vj...
vk
 = ∆j, k ((IU − Z(2))−1)u, where u =

0
...
0
uk
 ∈ ⊕kn=jUn.
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Note that v ∈ ⊕kn=jUn. Since Z
(2) is strictly upper triangular, we have vk = uk.
Observe that
∆j, k(Z
(2))∆j, k
(
(IU − Z
(2))−1
)
= ∆j, k
(
Z(2)(IU − Z
(2))−1
)
= ∆j, k
(
(IU − Z
(2))−1 − IU
)
= ∆j, k
(
(IU − Z
(2))−1
)
− I⊕kn=jUn
and
∆j, k(Z
(1))∆j, k
(
(IU − Z
(2))−1
)
= ∆j, k
(
Z(1)(IU − Z
(2))−1
)
= ∆j, k(H).
Hence
∆j, k(Z
(2))v = v − u =: α and ∆j, k(Z
(1))v = ∆j, k(H)u =: β,
where, using vk = uk,
α =

vj
...
vk−1
0
 and β =

Hj, kuk
...
Hk−1, kuk
Hk, kuk
 .
The assumption (2.2) implies that[
∆j, k(Z
(1))
∆j, k(Z
(2))
]
is a contraction. Thus
k−1∑
ν=j
‖vν‖
2 +
k∑
ν=j
‖Hν, kuk‖
2 = ‖α‖2 + ‖β‖2 ≤ ‖v‖2 =
k∑
ν=j
‖vν‖
2.
By comparing the first term in the left hand side of the above inequality with the
term in the right side and using vk = uk, we see that
∑k
ν=j ‖Hν, kuk‖
2 is less than
or equal to ‖uk‖
2. This holds for each j ≤ k and uk ∈ Uk, and therefore the
operator defined by the k-th column of H is a contraction. Since k ∈ Z is arbitrary,
H ∈ UM2ball(U,Y).
Part 2. Under the same assumptions as in Part 1, let H and F be given by (2.3).
Our aim is to prove that (2.5) holds. From the definition of F the right hand side
of (2.5) is clear. Thus we have to prove the inequality in the left hand side of (2.5).
First assume that there exists an N ≥ 0 such that Uk = Yk = {0} for |k| > N .
In that case M(U) = L(U), UM(U) = UM∞(U) and UM(U,Y) = UM∞(U,Y).
In particular, H and F are bounded operators. We have
I − Z(2)∗Z(2) = I − (I − I + Z(2)∗)(I − I + Z(2))
= I − (I − F−∗)(I − F−1)
= F−∗ + F−1 − F−∗F−1.
Thus
H∗H = F ∗Z(1)∗Z(1)F ≤ F ∗(I − Z(2)∗Z(2))F
= F ∗(F−∗ + F−1 − F−∗F−1)F = F + F ∗ − I.
So (2.5) holds in this case.
A TIME-VARIANT NORM CONSTRAINED INTERPOLATION PROBLEM 9
Now fix j ≤ k. For N ≥ |j|, |k| set
UN = ⊕
N
i=−NUi, YN = ⊕
N
i=−NYi,
and notice that
∆−N,N (F ) = (IUN −∆−N,N (Z
(2)))−1 and
∆−N,N (H) = ∆−N,N (Z
(1))(IUN −∆−N,N (Z
(2)))−1.
Next apply the result of the second paragraph of this part to
∆−N,N (Z
(1)) ∈ UM(UN ,YN ) and ∆−N,N (Z
(2)) ∈ UM0(UN ).
Using that ∆j, k(∆−N,N (M)) = ∆j, k(M) for each M ∈ UM(U), it follows that
(2.7) ∆j, k(F ) + ∆j, k(F
∗) ≥ ∆j, k(H
∗QNH) + I,
where QN ∈ L(Y) is the orthogonal projection on YN . Since
∆j, k(H
∗QNH) =
 (Hj)
∗
...
(Hk)
∗
Qn [ Hj · · · Hk ] ,
[
Hj · · · Hk
]
is a bounded linear operator, QN → IY as N → ∞ with con-
vergence in the strong operator topology, and (2.7) holds for each N ≥ |j|, |k|, it
follows that
(2.8) ∆j, k(F ) + ∆j, k(F
∗) ≥ ∆j, k(H
∗H) + I.
Thus (2.5) holds.
Part 3. In this part we assume that H ∈ UM2ball(U,Y), F ∈ UM(U), and that
condition (2.5) is fulfilled. We show that the operator matrices Z(1) and Z(2) defined
by (2.6) are in UM∞(U,Y) and UM∞0 (U), respectively, and that (2.2) is satisfied.
The second part of (2.5) implies that F is invertible in UM(U). Thus the operator
matrices Z(1) and Z(2) in (2.6) are well defined. Moreover, for each j ∈ Z the j-th
diagonal entry of F−1 is the identity operator IUj , and thus the matrix Z
(2) is
strictly upper triangular. It remains to show that Z(1) and Z(2) satisfy (2.2), since
this automatically implies that Z(1) ∈ UM∞(U,Y) and Z(2) ∈ UM∞0 (U).
First note that it suffices to show that
(2.9) ∆j, k(Z
(1))∗∆j, k(Z
(1)) + ∆j, k(Z
(2))∗∆j, k(Z
(2)) ≤ ∆j, k(IU) (j ≤ k).
Indeed, if the above inequalities have been established, then we can use the results
reviewed in the second part of Subsection 1.1 to derive (2.2). Fix j ≤ k, and write
∆ in place of ∆j, k. From Z
(2) = IU−F
−1, we see that ∆(Z(2)) = ∆(IU)−∆(F
−1).
Now use formula (1.4) to see that ∆(F−1) = ∆(F )−1. But then
∆(Z(2))∗∆(Z(2)) =
=
(
∆(IU)−∆(F )
−∗
) (
∆(IU)−∆(F )
−1
)
= ∆(IU)−∆(F )
−1 −∆(F )−∗ +∆(F )−∗∆(F )−1
= ∆(F )−∗
(
∆(F )∗∆(F )−∆(F )∗ −∆(F ) + ∆(IU)
)
∆(F )−1.
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Thus
∆(F )∗
(
∆(IU)−∆(Z
(2))∗∆(Z(2))
)
∆(F ) =
= ∆(F )∗ +∆(F )−∆(IU) ≥ ∆(H
∗H).
Here we used that the first part of (2.5) implies (2.8).
Next we consider the equality H = Z(1)F . Again using (1.3), with ∆ = ∆j, k,
we have ∆(H) = ∆(Z(1))∆(F ), and thus
∆(F )∗∆(Z(1))∗∆(Z(1))∆(F ) = ∆(H)∗∆(H).
By combining this with the result of the previous paragraph we see that
∆(F )∗
(
∆(IU)−∆(Z
(1))∗∆(Z(1))−∆(Z(2))∗∆(Z(2))
)
∆(F ) ≥
≥ ∆(H∗H)−∆(H)∗∆(H) ≥ 0.
To see that the last inequality holds, let P denote the projection from Y onto
Yj ⊕ · · · ⊕ Yk and observe that
∆(H∗H) =
(Hj)
∗Hj · · · (Hj)
∗Hk
...
...
(Hk)
∗Hj · · · (Hk)
∗Hk
 =
(Hj)
∗
...
(Hk)
∗
 [Hj · · · Hk]
≥
(Hj)
∗
...
(Hk)
∗
P [Hj · · · Hk] = ∆(H)∗∆(H).
Since ∆(F ) is invertible, we obtain (2.9).
Part 4. In case Z(1) and Z(2) satisfy the assumptions of Parts 1 and 2 and H and
F are given by (2.3), it is clear that
HF−1 = Z(1) and I − F−1 = Z(2).
If H and F satisfy the assumptions of Parts 3 and Z(1) and Z(2) are given by (2.6),
then
(I −Z(2))−1 = (IU − IU + F
−1)−1 = F and Z(1)(IU −Z
(2))−1 = HF−1F = H.
Thus the maps (Z(1), Z(2)) 7→ (H,F ) and (H,F ) 7→ (Z(1), Z(2)) in Theorem 2.1 are
each others inverses. 
The next proposition is an addition to Theorem 2.1. It takes into account the
interpolation condition on H in (0.3) and on the pair (Z(1), Z(2)) in (0.6).
Proposition 2.2. Let Z(1) and Z(2) be as in (2.1) and (2.2), and define H and
F by (2.3). Then the pair (Z(1), Z(2)) satisfies the interpolation conditions (0.6) if
and only if H satisfies the interpolation condition (0.3) and
(2.10) Fj, k|Fk = Fj, k−1ωk,2 (j, k ∈ Z, j < k).
Proof. Let Z(1) and Z(2) satisfy (2.1) and (2.2), and let H and F be defined by
(2.3).
We begin with a general remark about the interpolation conditions (0.3), (0.6),
and (2.10). Recall that for each k ∈ Z the space Fk is a subspace of Uk. In what
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follows τk is the canonical embedding of Fk into Uk. Furthermore, F will denote
the Hilbert direct sum ⊕k∈Z Fk. Now let
(2.11) E = [Ej, k]j, k∈Z , Ω
(1) =
[
Ω
(1)
j, k
]
j, k∈Z
, Ω(2) =
[
Ω
(2)
j, k
]
j, k∈Z
,
be the operator matrices defined by
(2.12) Ej, k =
{
τk, if j = k,
0, if j 6= k,
and
(2.13) Ω
(1)
j, k =
{
ωk, 1, if j = k,
0, if j 6= k,
Ω
(2)
j, k =
{
ωk, 2, if j = k − 1,
0, if j 6= k − 1.
Observe that both E and Ω(1) are diagonal operator matrices, E ∈ UM∞ball(F,U)
and Ω(1) ∈ UM∞ball(F,Y), while Ω
(2) ∈ UM∞ball, 0(F,U) is a shifted diagonal opera-
tor, that is, all the entries of Ω(2) are zero except those in the first diagonal above
the main diagonal. Using these operator matrices we can restate the interpolation
conditions. In fact, we have
(0.3) ⇐⇒ HE = Ω(1) +HΩ(2),(2.14)
(0.6) ⇐⇒ Z(1)E = Ω(1) and Z(2)E = Ω(2),(2.15)
(2.10) ⇐⇒ FE − E = FΩ(2).(2.16)
Now assume that the pair (Z(1), Z(2)) satisfies the interpolation condition (0.6).
Since H and F are given by (2.3), we have
H = Z(1)(IU − Z
(2))−1 = Z(1) + Z(1)(IU − Z
(2))−1Z(2) = Z(1) +HZ(2),
F = (IU − Z
(2))−1 = IU + (IU − Z
(2))−1Z(2) = IU + FZ
(2).
Hence, using (2.15), we see that
HE = Z(1)E +HZ(2)E = Ω(1) +HΩ(2), FE = E + FZ(2)E = E + FΩ(2).
But then we can use (2.14) to conclude that H satisfies (0.3), and we can use (2.16)
to conclude that F satisfies (2.10).
Next assume that H and F satisfy the interpolation conditions (0.3) and (2.10),
respectively. From (2.3) we see that
Z(1) = HF−1 and Z(2) = I − F−1.
Note that (2.10) and (2.16) imply that F−1E = E − Ω(2). Hence
Z(1)E = HF−1E = HE −HΩ(2) = Ω(1) by (2.14),
Z(2)E = E − F−1E = Ω(2).
But then we can use the equivalence in (2.15) to conclude that the pair (Z(1), Z(2))
satisfies the interpolation conditions (0.6) as desired. 
Proof of Theorem 0.1. Let Z(1) and Z(2) be a pair of operator matrices satisfying
(0.4), (0.5) and (0.6). Define H by formula (0.7). Theorem 2.1 tells us that H is
well-defined and H ∈ UM2ball(U,Y); see formula (2.4). Since (Z
(1), Z(2)) satisfies
the interpolation conditions (0.6), we see from Proposition 2.2 thatH satisfies (0.3).
Thus H is a solution to Problem 0.1. 
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3. Majorants of H∗H and the solution to Problem 0.2
In this section we solve Problem 0.2 and give a parametrization of the set of all
its solutions. The first subsection, which has a preliminary character, deals with a
time-variant version of the Cayley transform. The main result (Theorem 3.2 below)
is presented in the second subsection, which is then used in the final subsection to
solve Problem 0.2.
3.1. The Cayley transform. Let C ∈ UM∞ball,0(U). Then we know from Subsec-
tion 1.2 that IU − C is invertible in the algebra UM(U). It follows that K given
by
(3.1) K = (IU + C)(IU − C)
−1
is a well-defined element of UM(U). We shall refer to K as the Cayley transform
of C. The following proposition shows that K is positive real (see [3], page 94, for
a related but somewhat less general result).
Proposition 3.1. The map C 7→ K defined by (3.1) establishes a one-to-one
correspondence between the set of all operator matrices C in UM∞ball,0(U) and the
positive real K ∈ UM(U) satisfying Kj, j = IUj for all j ∈ Z.
Proof. Assume that K is defined by (3.1) for a C ∈ UM∞ball,0(D). Then
K = IU + 2C (IU − C)
−1
.
Since (IU − C)
−1 is upper triangular and C is strictly upper triangular, it follows
that Kj, j = IUj for each j ∈ Z. Given an operator matrix M let ∆(M) = ∆j, k(M)
denote the finite section of M for j ≤ k. We have to prove (see Subsection 1.3)
that ∆(ReK) is non-negative. To do this note that
2∆(ReK) = (I −∆(C∗))−1(I +∆(C∗)) + (I +∆(C))(I −∆(C))−1
= (I −∆(C∗))−1 {(I +∆(C∗))(I −∆(C))+
+ (I −∆(C∗))(I +∆(C))} (I −∆(C))−1
= 2(I −∆(C∗))−1 {I −∆(C∗)∆(C)} (I −∆(C))−1.
In other words,
(3.2) ∆(ReK) = (I −∆(C∗))−1 {I −∆(C)∗∆(C)} (I −∆(C))−1.
Here I = IUj⊕···⊕Uk . Because C is a contraction, ∆(C) is also a contraction. Hence
all finite sections ∆(ReK) of ReK are non-negative. Therefore K is positive real.
Conversely, for a positive real matrix K in UM(U) satisfying diagKj, j = IUj for
j ∈ Z, consider the operator matrix C defined by
(3.3) C = (K − IU) (K + IU)
−1
.
We know that K + IU ∈ UM(U) and for each j ∈ Z the j-th diagonal element of
K+IU is 2IUj . Hence K+I is invertible in UM(U) (see Subsection 1.2). Moreover,
K− I is in UM0(U). Thus C in (3.3) is a well defined operator matrix in UM0(U).
We claim that C is in UM∞ball,0(U). To see this let ∆ and I be as in the previous
paragraph. Using (1.3) and (1.4) we have
∆(C) = (∆(K)− I) (∆(K) + I)
−1
.
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Thus
I −∆(C)∗∆(C) = I − (∆(K)∗ + I)−1(∆(K)∗ − I)(∆(K)− I)(∆(K) + I)−1
= (∆(K)∗ + I)−1 {(∆(K)∗ + I)(∆(K) + I)
−(∆(K)∗ − I)(∆(K) − I)} (∆(K) + I)−1
= 2(∆(K)∗ + I)−1 (∆(K)∗ +∆(K)) (∆(K) + I)−1
= 4(∆(K)∗ + I)−1∆(ReK)(∆(K) + I)−1 ≥ 0.
Hence any finite section of C is a contraction. Therefore C is a contraction, and
thus in UM∞ball,0(U).
Finally, one easily verifies that the maps C 7→ K given by (3.1) and K 7→ C
given by (3.3) are each others inverses. Hence the map C 7→ K defined by (3.1)
has the desired properties. 
If K in UM(U) is positive real with Kj, j = IUj for j ∈ Z, then C defined by
(3.3) will be called the inverse Cayley transform of K.
3.2. Time-variant harmonic majorants of H∗H. Let H ∈ UM2ball(U,Y) be
given, and consider the operator matrix H∗H (see Subsection 1.4). In the present
subsection we describe the operator matrices W ∈ UM(U) satisfying
(3.4) ReW ≥ H∗H and Wj, j = IUj (j ∈ Z).
This description will be used in the next subsection to give the solution to Prob-
lem 0.2.
When W ∈ UM(U) satisfies the first identity in (3.4) we call ReW a time-
variant harmonic majorant of H∗H . In that case, since H∗H is non-negative,W is
automatically positive real. Time-variant harmonic majorants of H∗H do exist. In
fact (see Subsection 1.4) the operator matrix V defined by (1.7) belongs to UM(U)
and ReV = H∗H . Thus H∗H is its own time-variant harmonic majorant.
To describe all W ∈ UM(U) satisfying (3.4) recall that DH is the Hilbert space
direct sum ⊕k∈ZDHk , where Hk is the k-th column ofH and DHk is the correspond-
ing defect space. The latter space is well-defined because Hk defines a contraction
from Uk in to Y. We define ∇H and ΠH to be the diagonal operator matrices in
UM(DH) and UM(U,DH), respectively, given by
(3.5) (∇H)j, k =
{
DHk for j = k,
0 for j 6= k.
and (ΠH)j, k =
{
ΠHk for j = k,
0 for j 6= k.
In the definition of ∇H we view DHk as an operator on DHk , and in the definition
of ΠH the operator ΠHk is the orthogonal projection of Uk onto DHk . We can now
state the main result of this section.
Theorem 3.2. Let H ∈ UM2ball(U,Y), and let ∇H and ΠH be the diagonal oper-
ator matrices given by (3.5). Then all operator matrices W ∈ UM(U) satisfying
(3.4) are determined by
(3.6) W = V +Π∗H∇H (I + C) (I − C)
−1
∇HΠH ,
where V in UM(U) is given by (1.7), and C is an arbitrary operator matrix in
UM
∞
ball,0(DH). Moreover, W and C in (3.4) determine each other uniquely.
Proof. Let C ∈ UM∞ball,0(DH). Then W in (3.6) is equal to
W = V +Π∗H∇
∗
HK∇HΠH ,
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where K is the Cayley transform of C. Using ReK is non-negative this yields
ReW = ReV +Π∗H∇
∗
HReK∇HΠH ≥ ReV = H
∗H,
and we have
Wj, j = Vj, j +DHjKj, jDHj = H
∗
jHj +D
2
Hj = IUj (j ∈ Z).
So W satisfies (3.4).
To prove the converse implication, assume that W ∈ UM(U) satisfies (3.4).
Since ReV = H∗H , the first part of (3.4) implies that the real part of the operator
matrix Λ = W − V ∈ UM(U) is non-negative. The second part of (3.4) gives
Λj, j = IUj − H
∗
jHj = D
2
Hj
for all j ∈ Z. The fact that ReΛ is non-negative
implies that for any j < k the finite section ∆j, k(ReΛ) is a non-negative operator
on ⊕ki=jUi. In particular, the two by two operator matrix[
2Λj, j Λj, k
Λ∗j, k 2Λk, k
]
=
[
2D2Hj Λj, k
Λ∗j, k 2DH2k
]
is a non-negative operator on the Hilbert direct sum Uj ⊕ Uk. Recall that an
arbitrary operator matrix[
A1 B
∗
B A2
]
acting on the Hilbert space direct sum
[
E1
E2
]
is a non-negative operator if and only if A1 and A2 are non-negative and B =
A
1/2
2 ΦA
1/2
1 , where Φ is a contraction from A1E1 into A2E2. Moreover, in this case,
B and Φ uniquely determine each other; see Theorem XVI.1.1 in [16] for further
details. Thus there exists a unique operator Kj, k from DHj into DHk such that
Λk, j = DHkKk, jDHj . Now set Kj,j = IDHj and Kj, k = 0 for j > k, and put
K =
[
Kj, k
]
j,k∈Z
. Then
K ∈ UM(DH) and Λ = Π
∗
H∇
∗
HK∇HΠH .
Since the range of ∇H is a dense set in DH and Λ is positive real, it follows that
K is positive real and that Λ and K determine each other uniquely. Let C be the
inverse Cayley transform of K. Then C ∈ UM∞ball,0(DH) and W is given by (3.6).
It also follows from the above that C and W determine each other uniquely. 
Corollary 3.3. There is only one operator matrix W ∈ UM(U) satisfying (3.4) if
and only if for each k ∈ Z the k-th column Hk of H defines an isometry from Uk
into Y. In this case W = V , where V is given by (1.7), is the only operator matrix
in UM(U) satisfying (3.4).
Proof. The set UM∞ball,0(DH) consists of just one element if and only if DH = {0},
i.e., DHj = {0} for all j. The latter condition is equivalent to Hj being an isometry
for each j ∈ Z. 
3.3. All solutions to Problem 0.2. We now describe the solution to Problem
0.2. Fix a H ∈ UM2ball(U,Y). Define N ∈ UM(U) by
(3.7) N =
[
Nj,k
]
j,k∈Z
, Nj, k =
{
(Hj)
∗Hk, for j ≤ k,
0, for j > k,
Here, as before, Hk is the k-th column of H .
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Theorem 3.4. Let H ∈ UM2ball(U,Y). Define N ∈ UM(U) by (3.7), and let the
matrices ∇H ∈ UM(DH) and ΠH ∈ UM(DH ,U) be the diagonal operator matrices
given by (3.5). For each C ∈ UM∞ball,0(DH) put
(3.8) F = N +Π∗H∇H(IDH − C)
−1∇HΠH .
Then F ∈ UM(U), and the map C 7→ F defined by (3.8) is a one-to-one map from
UM
∞
ball,0(DH) onto the set of all F ∈ UM(U) that satisfy (0.12). In particular,
F ∈ UM(U) satisfying (0.12) exist. Finally, there exists a unique F ∈ UM(U)
satisfying (0.12) if and only if for each k ∈ Z the k-th column Hk of H defines an
isometry from Uk into Y. In this case F = N is the only F ∈ UM(U) satisfying
(0.12).
Proof. Assume W and F belong to UM(U) and determine each other uniquely
via
(3.9) W = 2F − IU and F =
1
2
(W + I).
Then Wj, j = IUj if and only if Fj, j = IUj for each j ∈ Z. Moreover, 2ReF =
ReW +I. Hence F satisfies (2.5) (where F +F ∗ = 2ReF ) if and only if W satisfies
(3.4).
To complete the proof it remains to show that the map C 7→ W given by (3.6)
composed with the map W 7→ F in (3.9) gives the map C 7→ F in (3.8). Let
C ∈ UM∞ball,0(DH), define W by (3.6) and F by (3.9). Notice that V in (1.7) and
N in (3.7) are related via V = 2N +Π∗H∇
2
HΠH − I. Thus
W = V +Π∗H∇H(I + C)(I − C)
−1∇HΠH
= 2N +Π∗H∇
2
HΠH +Π
∗
H∇H(I + C)(I − C)
−1∇HΠH − I
= 2N +Π∗H∇H(I + C + I − C)(I − C)
−1∇HΠH − I
= 2N + 2Π∗H∇H(I − C)
−1∇HΠH − I.
Hence
F =
1
2
(W + I) =
1
2
(2N + 2Π∗H∇H(I − C)
−1∇HΠH)
= N +Π∗H∇H(I − C)
−1∇HΠH .
So F is given by (3.8). 
A state space example. Consider the state space system {A,B,E,D}, where
A is an operator on X whose spectrum is contained in the open unit disc. The
input space U = ⊕ nj=1Uj and the output space Y = ⊕
n
j=1Yj . Furthermore, B is
an operator mapping U into X and E is an operator mapping X into Y, while
D ∈ UM(U,Y) is a finite upper triangular operator matrix mapping U = ⊕ nj=1Uj
into Y = ⊕ nj=1Yj .
Now, let H be the operator matrix (consisting of N doubly infinite columns) of
which the k-th column Hk = col{Hj, k}j∈Z, k = 1, . . . , n, is given by
Hj, k =

EA−j−1Bk when j < 0,
Dj, k when j = 1, . . . , n,
0 when j > n.
Here Dj, k is the (j, k)-th entry of the n × n operator matrix D, and Bk is the
restriction of B to the k-th component Uk of U = ⊕
n
j=1Uj . For this H we consider
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the finite operator matrix version of Problem 0.2, that is, we seek all F ∈ UM(U)
satisfying
(3.10) F + F ∗ ≥ H∗H + IU and Fj,j = IUj (j = 1, . . . , n).
By setting Uj = {0} for j < 0 and j > n, we can identify U and ⊕j∈ZUj , and we
may view H as an operator matrix in M(U,E), where E = ⊕j∈ZEj with
Ej =
{
Y when j < 0 or j > n,
Yj when j = 1, . . . , n.
The fact that D is upper triangular implies that H ∈ UM(U,E). Hence the results
obtained above apply.
Since A has its spectrum in the open unit disc, we know that the Lyapunov
equation P = A∗PA+ E∗E has a unique solution which is given by
P =
∞∑
j=0
A∗jE∗EAj .
Using this, we obtain H∗H = D∗D + B∗PB. It follows that for each k = 1, . . . , n
the k-th column Hk of H induces a contraction from U into E if and only if
PUk(D
∗D + B∗PB)|Uk is a contraction, where PUk is the orthogonal projection
onto Uk. In other words, H is in UM
2
ball(U,E) if and only if the block diagonal
entries of D∗D +B∗PB are contractions.
Now assume that H is in UM2ball(U,E). Let N be the upper triangular part of
D∗D + B∗PB; see (3.7). In this setting, DHk equals the positive square root of
the operator I − PUk(D
∗D + B∗PB)|Uk , and ∇H is the diagonal operator formed
by {DHk}
n
k=1 on ⊕
n
k=1DHk ; see (3.5). Then the set of all operators F ∈ UM(U)
satisfying (3.10) is determined by (3.8). Finally, H = Z(1)(IU − Z
(2))−1, where
Z(1) = HF−1 and Z(2) = I − F−1. Moreover, the operator matrix
[
Z(1)∗ Z(2)∗
]
induces a contraction.
4. The full version of Theorem 0.2 and its proof
The following theorem is the full version of Theorem 0.2.
Theorem 4.1. Let H be a solution to Problem 0.1, and let CH, ω be the set of all
operator matrices C in UM∞ball,0(DH) defined by (0.11). Fix C ∈ CH,ω, and put
(4.1) F = N +Π∗H∇H(IDH − C)
−1∇HΠH .
Here N ∈ UM(U) is defined by (3.7), and ∇H ∈ UM(DH) and ΠH ∈ UM(DH ,U)
are the diagonal operator matrices given by (3.5). Then F ∈ UM(U), F satisfies
(0.12), and
(4.2) Fj, k|Fk = Fj, k−1ωk,2 (j, k ∈ Z, j < k).
Put
(4.3) Z(1) = HF−1 and Z(2) = IU − F
−1.
Then the pair of operator matrices (Z(1), Z(2)) satisfies (0.4), (0.5), (0.6), and H
is given by (0.7). Furthermore, the map C 7→ (Z(1), Z(2)) is a one-to one map from
the set CH,ω onto the set of all pairs (Z
(1), Z(2)) satisfying (0.4), (0.5), (0.6), and
such that H is given by (0.7). In particular, there exists a unique pair of operator
matrices (Z(1), Z(2)) satisfying (0.4), (0.5) and (0.6) such that H is given by (0.7)
if and only if one of the following three conditions is satisfied:
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(1) FHk = DHk for each k ∈ Z;
(2) ωHk is a co-isometry for each k ∈ Z;
(3) there exists an integer k ∈ Z such that FHj = DHj for each j > k and the
operator ωHj is a co-isometry for each j ≤ k.
Let H be a solution to Problem 0.1. Recall that, in particular, this implies that
H belongs to UM2ball(U,Y). Hence Theorem 3.4 applies to H . It will be convenient
first to prove the following proposition.
Proposition 4.2. Let H be a solution to Problem 0.1. Fix C in UM∞ball,0(DH),
and let F = [Fj, k]j,k∈Z in UM(U) by defined by (4.1). Then F satisfies (4.2) if
and only if C belongs to the set CH,ω defined by (0.11).
Proof. Let H be a solution to Problem 0.1. We first show that
(4.4) C ∈ CH,ω ⇐⇒ C∇HΠHE = ∇HΠHΩ
(2).
Here E and Ω(2) are the operator matrices in UM(F,U) defined by (2.12) and
(2.13). To prove (4.4) we use (0.9) and (0.10). From these formulas it follows that
the operator matrix C = [Cj, k]j,k∈Z in UM
∞
ball,0(DH) belongs to CH,ω if and only
if for each j < k in Z and each fk ∈ Fk we have
(4.5) Cj, kDHkfk =
{
DHk−1ωk, 2fk for j = k − 1,
0, for j 6= k − 1,
fk ∈ Fk (j < k ∈ Z).
In the language of operator matrices (4.5) is equivalent to the right hand side of
(4.4). Thus our claim follows.
By assumption H belongs to UM2ball(U,Y). Hence Theorem 3.4 applies to H .
In particular, since (3.8), and (4.1) are the same identities, F is well-defined and
belongs to UM(U). From (3.8) it follows that F is also given by the following
formula:
(4.6) F = IU + N˜ +Π
∗
H∇H(I − C)
−1C∇HΠH ,
where N˜ = [N˜i, j ] ∈ UM(U) is the strictly upper triangular operator matrix given
by
(4.7) N˜i, j =
{
(Hi)
∗Hj , for i < j,
0, for i ≥ j.
We claim that
(4.8) N˜E = NΩ(2).
Note that both N˜E and NΩ(2) are strictly upper triangular operator matrices in
UM(F,U). Furthermore, for j < k the (j, k)-th entry of N˜E is equal to (Hj)
∗Hkτk,
where τk is the canonical embedding of Fk into Uk. Now observe, using the second
part of (0.3), that for j < k we have
(Hj)
∗Hkτkfk =
j∑
ν=−∞
H∗ν, jHν, kfk =
j∑
ν=−∞
H∗ν, jHν, k−1ωk, 2fk
= (Hj)
∗Hk−1ωk, 2fk (fk ∈ Fk).
But (Hj)
∗Hk−1ωk, 2 is precisely the (j, k)-th entry of NΩ
(2). Thus (4.8) is proved.
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Next we use the two representations for F given by (4.1) and (4.6). We multiply
(4.1) and (4.6) from the right by Ω(2) and E, respectively, and subtract the resulting
identities. Then, using (4.8), we obtain
FΩ(2) − FE + E = Π∗H∇H(IDH − C)
−1(∇HΠHΩ
(2) − C∇HΠHE).
Notice that ∇H(IDH − C)
−1 acts as a one-to-one linear transformations on the
linear space D+H (see the final paragraph of Subsection 1.2 for the definition of this
space). Since Π∗H is also one-to-one on vectors from D
+
H , it follows that
(4.9) FΩ(2) − FE + E = 0 ⇐⇒ ∇HΠHΩ
(2) − C∇HΠHE = 0.
By comparing the left hand side of (4.9) with (2.16) and the right hand side of
(4.9) with (4.4), we see that F satisfies (4.2) if and only if C belongs to CH,ω. 
Proof of Theorem 4.1. Let H be a solution to Problem 0.1. Let F be given by
(4.1) with C from CH,ω. By assumption H satisfies (0.3). Proposition 4.2 tells
us that F satisfies (2.10). Thus we can apply Proposition 2.2 to show that the
pair (Z(1), Z(2)) satisfies the interpolation condition (0.6). To see that the map
C 7→ (Z(1), Z(2)) is a one-to one map from the set CH,ω onto the set of all pairs
(Z(1), Z(2)) satisfying (0.4), (0.5), (0.6) and such that H is given by (0.7) it remains
to apply Theorems 2.1 and 3.4.
In order to prove the claim in the final part of Theorem 4.1 note that there exists
a unique pair of operator matrices (Z(1), Z(2)) satisfying (0.4), (0.5) and (0.6) such
that H is given by (0.7) if and only if the set CH, ω is a singleton.
Let C =
[
Ci, j
]
i,j∈Z
∈ CH, ω. Fix a k ∈ Z. Then observe that FHk = DHk
implies that the k-th column of C is completely determined by
Ci, k =
{
ωHk , if i = k − 1,
0, if i 6= k − 1.
Moreover, if ωHk is a co-isometry, then we can use Corollary XXVII.5.3 in [24] to
show that the (k − 1)-th row of C is completely determined by
Ck−1, j =
{
ωHkΠFHk , if j = k,
0, if j 6= k.
Here πFHk denotes the orthogonal projection from DHk onto FHk . From these two
observations and the fact that C is strictly upper triangular it follows that the
conditions (1), (2) and (3) are each sufficient for CH,ω to be a singleton.
To see that these conditions are also necessary, assume that non of the conditions
(1), (2) or (3) is satisfied, i.e., assume there exists a k ∈ Z with FHk 6= DHk
and such that ωHk−1 in not a co-isometry. In that case, set GHk = DHk ⊖ FHk
and let DωHk−1 and DωHk−1 denote the defect operator and defect space of ωHk−1 ,
respectively. Then both GHk and DωHk−1 are not equal to {0}, and thus there exists
a non-zero contraction N from GHk into DωHk−1 . Now define C =
[
Ci, j
]
i,j∈Z
∈
UM
∞
ball,0(DH) by setting Ci, j = 0 in case i 6= j− 1 and (i, j) 6= (k− 2, k), Cj−1, j =
ωHjΠFHj for each j ∈ Z and Ck−1, k = Dω∗k−1NΠGHk . One easily sees that C is
in CH, ω. Moreover, this is not the only element of CH,ω, because CH,ω always
contains the operator matrix in UM∞ball,0(DH) that has zeros in all entries accept
for the first upper diagonal on which ωHkΠFHk is the entry in the (k − 1, k)-th
position. 
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The arguments used to prove the claim in the final part of Theorem 4.1 can also
be used to derive the following proposition.
Proposition 4.3. There exists a unique pair of operator matrices (Z(1), Z(2)) sat-
isfying (0.4), (0.5) and (0.6) if and only if one of the following three conditions is
satisfied:
(1) Fk = Uk for each k ∈ Z;
(2) ωk is a co-isometry for each k ∈ Z;
(3) there exists a k ∈ Z such that Fj = Uj for each j > k and the operator ωj
is a co-isometry for each j ≤ k.
In particular, if one of the conditions (1), (2) or (3) is satisfied, then there exists
a unique solution to Problem 0.1.
Proof. Let (Z(1), Z(2)) be a pair of operator matrices as in (0.4). Set Z =
⊕i∈Z(Yi+1 ⊕ Ui), and define
Z˜ =
[
Z˜i, j
]
i,j∈Z
∈ UM∞0 (U,Z), where Z˜i, j =
[
Z
(1)
i+1, j
Z
(2)
i, j
]
: Uj →
[
Yi+1
Ui
]
.
Observe that (0.5) is equivalent to Z˜ ∈ UM∞ball,0(U,Z), while (0.6) corresponds to
(4.10) Z˜j, k|Fk =
{
ωk, if j = k − 1,
0, if j 6= k − 1.
Thus the pair (Z(1), Z(2)) satisfies (0.5) and (0.6) if and only if Z˜ is an element of
Cω = {Z˜ ∈ UM
∞
ball,0(U,Z) | the (i, j)-th entry Z˜i, j
of Z˜ satisfies (4.10) for each i, j ∈ Z}.
The first statement now follows by translating the arguments in the proof of the
last part of Theorem 4.1 to the present setting. The last statement of Proposition
4.3 follows immediately from the first part. 
The conditions listed in the above proposition are sufficient, but in general not
necessary conditions for the existence of a unique solution. This is already the case
in the time-invariant case; see [28, 27]. The problem to give necessary and sufficient
conditions for the existence of a unique solution to Problem 0.1 remains open.
5. An example involving finite operator matrices and time-variant
relaxed commutant lifting
In this section we present some examples of how our results can be applied. In
each case the contractions ωk, k ∈ Z, are not given beforehand but are constructed
from the given data. The first subsection deals with a 4 × 4 operator matrix
problem. In the second subsection we introduce a time-variant analogue of the
relaxed commutant lifting problem, and show how this time-variant problem can
be solved by using Theorem 0.1.
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5.1. An example involving finite operator matrices. When in Problem 0.1
all spaces Uk and Yj are set to zero, with the exception of a finite numbers of k’s and
j’s, finite operator matrix problems appear. We illustrate this with an example.
Consider the problem of finding all 4× 4 operator matrices
(5.1) A =

A1,1 A1,2 A1,3 A1,4
A2,1 A2,2 A2,3 A2,4
A3,1 A3,2 A3,3 A3,4
A4,1 A4,2 A4,3 A4,4
 :

X1
X2
X3
X4
→

Y1
Y2
Y3
Y4

such that
(5.2) ‖

A1,k A1,k+1
A2,k A2,k+1
A3,k A3,k+1
A4,k A4,k+1
 ‖ ≤ 1, k = 1, 2, 3.
The problem is always solvable (the zero matrix is a solution). Moreover all solu-
tions can be obtained by repeatedly applying Parrott’s lemma [29] (cf., Section IV.1
in [16] or Section XXVII.5 in [24]). Here we show that a more direct description
of the set of all solutions can be obtained from Theorem 0.1. To do this we set
Yj = {0} for j 6= 1, 2, 3, 4 and put
Uk = {0}, Fk = {0} (k 6= 4, 5, 6),
U4 = X1 ⊕X2, F4 = {0},
U5 = X2 ⊕X3, F5 = X2 ⊕ {0}, σ5(x2 ⊕ 0) = 0⊕ x2 (x2 ∈ X2),
U6 = X3 ⊕X4, F6 = X3 ⊕ {0}, σ6(x3 ⊕ 0) = 0⊕ x3 (x2 ∈ X3).
To formulate this as an upper triangular operator matrix problem, consider
H1, 4 =
[
A1,1 A1,2
]
, H1, 5 =
[
A1,2 A1,3
]
, H1, 6 =
[
A1,3 A1,4
]
H2, 4 =
[
A2,1 A1,2
]
, H2, 5 =
[
A2,2 A2,3
]
, H2, 6 =
[
A2,3 A2,4
]
H3, 4 =
[
A3,1 A3,2
]
, H3, 5 =
[
A3,2 A3,3
]
, H3, 6 =
[
A3,3 A3,4
]
H4, 4 =
[
A1,1 A1,2
]
, H4, 5 =
[
A1,2 A1,3
]
, H4, 6 =
[
A1,3 A1,4
]
Then (5.1) and (5.2) are satisfied if and only if
‖

H1, k
H2, k
H3, k
H4, k
 ‖ ≤ 1 (k = 4, 5, 6),

H1, 5
H2, 5
H3, 5
H4, 5
 |F5 =

H1, 4
H2, 4
H3, 4
H4, 4
 σ5, and

H1, 6
H2, 6
H3, 6
H4, 6
 |F5 =

H1, 5
H2, 5
H3, 5
H4, 5
 σ6.
Now consider our main problem with Yj , Uk = {0} and Fk as above. Furthermore,
put
ω5, 1 = 0, ω6, 1 = 0, and ω5, 2 = σ5 ω6, 2 = σ6.
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Since Fk = {0} for k 6= 5, 6, we don’t have to consider the operators ωk, 1 and ωk, 1
for k 6= 5, 6. Note that[
ω5, 1
ω6, 1
]
and
[
ω5, 2
ω6, 2
]
are both contractions.
It is now clear how the problem regarding the operator matrix A in (5.1) can be
solved via Theorem 0.1.
5.2. A time-variant relaxed commutant lifting problem. In this subsection
we present a time-varying version of the relaxed commutant lifting problem from
[21] and explain the connection with Problem 0.1. We plan to come back to this
time-variant relaxed commutant lifting problem in more detail in a future publi-
cation, where we will also discuss the relation with the time-invariant version, the
three chain completion problem [18, 19] and its weighted versions [9].
A data set for the time-variant relaxed commutant lifting problem is a set Λ =
{An, T
′
n, U
′
n, Rn, Qn | n ∈ Z} consisting of Hilbert space operators with for each
k ∈ Z
T ′k : H
′
k−1 → H
′
k, Ak : Hk → H
′
k, Rk : H0,k → Hk, Qk : H0,k−1 → Hk,
and such that T ′k and Ak are contractions and
T ′kAk−1Rk−1 = AkQk, R
∗
k−1Rk−1 ≤ Q
∗
kQk.
The operator U ′k is completely determined by the set of operators {T
′
n | n ∈ Z} and
can be seen as a time-varying analogue of the Sz.-Nagy-Scha¨ffer isometric lifting of
T ′k; cf., [10]. To define U
′
k we set
D′n = ⊕i≤nDT ′n and K
′
n = Hn ⊕D
′
n (n ∈ Z).
Then U ′k is the isometric operator mapping K
′
k−1 into K
′
k given by
(5.3) U ′k =
[
T ′k 0
EDT ′n
DT ′n ED′k−1
]
:
[
H′k−1
D′k−1
]
→
[
H′k
D′k
]
.
Here EDT ′
k
and ED′
k−1
are the canonical embeddings of DT ′
k
and D′k−1 into D
′
k,
respectively. We then consider the following problem.
Problem 5.1. Given the data set Λ = {An, T
′
n, U
′
n, Rn, Qn | n ∈ Z}, describe the
sets of operators {Bn | n ∈ Z} with the property that for each k ∈ Z the operator
Bk is a contraction from Hk into K
′
k satisfying
(5.4) ΠH′
k
Bk = Ak and U
′
kBk−1Rk−1 = BkQk.
Here ΠH′
k
is the orthogonal projection from K′k onto H
′
k.
After some translation and reduction steps it follows that the special case of
Problem 5.1 with H0,k = Hk and Rk = IHk for each k ∈ Z is just the nonstationary
commutant lifting problem considered in [10] (see also Section 3.5 in [11]).
With the data set Λ we associate a set of contractions {ωn | n ∈ Z} of the
form (0.2). For each k ∈ Z, the contraction ωk is defined on the subspace Fk =
DAkQkH0,k−1 of DAk and is given by
ωk : Fk →
[
DT ′
k
DAk−1
]
, ωkDAkQk =
[
DT ′
k
Ak−1Rk−1
DAk−1Rk−1
]
.
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We refer to ωk as the k-th underlying contraction of the data set Λ. To see that ωk
is in fact a contraction observe that for each h ∈ H0,k−1 we have
‖DAkQkh‖
2 = ‖Qkh‖
2 − ‖AkQkh‖
2 ≤ ‖Rk−1h‖
2 − ‖T ′kAk−1Rk−1h‖
2
= ‖Rk−1h‖
2 − ‖Ak−1Rk−1h‖
2 + ‖Ak−1Rk−1h‖
2 − ‖T ′kAk−1Rk−1h‖
2
= ‖DAk−1Rk−1h‖
2 + ‖DT ′
k
Ak−1Rk−1h‖
2.
It follows directly from this computation that ωk is contractive, and moreover, that
ωk is an isometry if and only if R
∗
k−1Rk−1 = Q
∗
kQk.
From a variation on Parrott’s lemma [29] (cf., Section IV.1 in [16] or Section
XXVII.5 in [24]) we obtain that an operator Bk from Hk into K
′
k is a contraction
that satisfies the first requirement of (5.4) if and only Bk is of the form
(5.5) Bk =
[
Ak
ΓkDAk
]
, with Γk : DAk → D
′
k a contraction.
Moreover, the contraction Γk is uniquely determined by Bk. In this case, writing
out U ′kBk−1Rk−1 and BkQk, it follows that the second requirement in (5.4) holds
if and only if Γk and Γk−1 satisfy
(5.6) Γk|Fk = EDT ′
k
ωk,1 + ED′
k−1
Γk−1ωk,2.
Here ωk,1 is the first component of ωk mapping Fk into DT ′
k
and ωk,2 is the second
component of ωk mapping Fk into DAk−1 . Thus, alternatively, we seek the sets of
operators {Γn | n ∈ Z} such that for each k ∈ Z the operator Γk is a contraction
from DAk into D
′
k and (5.6) is satisfied.
Now set D = ⊕k∈ZDAk and D
′ = ⊕k∈ZDT ′n . With a set of contractions {Bn :
H′n → K
′
n | n ∈ Z} satisfying the first condition of (5.4) we associate an operator
matrix H ∈ UM2ball(D,D
′) in the following way.
Procedure 5.1. Let {Bn : H
′
n → K
′
n | n ∈ Z} be a set of contractions such that
the first condition of (5.4) holds for each k ∈ Z, and let Γk be the contraction from
DAk into D
′
k determined by (5.5). For each k ∈ Z we view D
′
k as a subspace of D
′
and write ΠD′
k
for the orthogonal projection from D′ onto D′k. Define Hk to be the
contraction from DAk into D
′ given by Hk = Π
∗
D′
k
Γk and H ∈ UM
2
ball(D,D
′) by
H =
[
· · · H−1 H0 H1 · · ·
]
.
One can reverse this procedure in order to obtain a set of contractions {Bn | n ∈
Z} that satisfy (5.4) for each k ∈ Z from a operator matrix in UM2ball(D,D
′).
Procedure 5.2. Let H ∈ UM2ball(D,D
′). For each k ∈ Z let Hk be the k-th column
of H, i.e., Hk = H |DAk , set Γk = ΠD′kHk and define Bk by (5.5).
It is straightforward that Γk defined in Procedure 5.2 is a contraction, and thus
that Bk is a contraction satisfying the first requirement of (5.4), and moreover,
these procedures are each others inverse. Furthermore, the condition (5.6) on the
contractions {Γn | n ∈ Z} translates to the columns in the operator matrix H
obtained by Procedure 5.1 in the form
(5.7) Hk|Fk = τ
′
kωk,1 +Hk−1ωk,2,
where τ ′k is the canonical embedding of DT ′n into D
′, or, equivalently, in the form
(0.3) with ωk,1 and ωk,2 as defined in the present subsection, Uk = DAk and Yk =
DT ′
k
for each k ∈ Z. The converse is also true. For an operator matrix H ∈
A TIME-VARIANT NORM CONSTRAINED INTERPOLATION PROBLEM 23
UM
2
ball(D,D
′) such that the k-th column Hk of H satisfies (5.7), the contraction
Γk obtained by Procedure 5.2 satisfies (5.6). In conclusion, we have the following
result.
Theorem 5.1. Let Λ = {An, T
′
n, U
′
n, Rn, Qn | n ∈ Z} be a data set as described
above. For any solution H of Problem 0.1 with ωk equal to the k-th underlying
contraction of Λ for each k ∈ Z, the set {Bn | n ∈ Z} obtained from Procedure 5.2
is a solution of Problem 5.1. Conversely, for any solution {Bn | n ∈ Z} of Problem
5.1, the operator matrix H obtained from Procedure 5.1 is a solution of Problem
0.1 in case ωk in (0.2) is the k-th underlying contraction of Λ for each k ∈ Z.
From Theorem 5.1 in combination with Theorems 0.1 and 0.2 it is clear how
all solutions of Problem 5.1 can be described. Furthermore, in combination with
the full version of the second main result, Theorem 4.1, a time-variant analogue of
Theorem 1.2 in [22] (see also Theorem 1.2 in [26]) is obtained.
Not only can Problem 5.1 be seen as a special case of Problem 0.1, the converse
is also true, as explained in the following theorem.
Theorem 5.2. For each k ∈ Z let ωk be a contraction of the form (0.2) with Fk a
subspace of Uk. Set
Ak =
[
IYk+1 0
]
:
[
Yk+1
Uk
]
→ Yk+1, T
′
k = 0 : Yk → Yk+1,
Rk =
[
ω1,k+1
ω2,k+1
]
: Fk+1 →
[
Yk+1
Yk
]
, Qk =
[
0
Π∗Fk
]
: Fk →
[
Yk+1
Yk
]
,
and define U ′k by (5.3) for each k ∈ Z. Here ΠFk denotes the orthogonal projection
from Uk onto Fk. Then Λ = {An, T
′
n, U
′
n, Rn, Qn | n ∈ Z} is a data set for a time-
variant relaxed commutant lifting problem, and ωk is the k-th underlying contraction
of Λ for each k ∈ Z.
Proof. Fix k ∈ Z. Clearly, T ′k and Ak are contraction. Moreover, T
′
kAk−1Rk−1 and
AnQn are both equal to the zero operator from Fk into Yk+1, and, since Rk−1 = ωk
is a contraction, we have R∗k−1Rk−1 ≤ IFk = Q
∗
kQk. It then follows that Λ is a
data set for a time-variant relaxed commutant lifting problem. Next, observe that
DAkQk = ΠFk , DT ′kAk−1Rk−1 = ω1,k and DAk−1Rk−1 = ω2,k.
This implies that the k-th underlying contraction of Λ is equal to ωk. 
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