Abstract-In this work we deal with a resource constrained project scheduling problem. The considered activities represent tasks in a manufacturing assembly process, in which multiple copies of a certain product have to be created. For each copy of the product, the operations must be processed on dedicated machines and must satisfy a given set of precedence constraints. The objective is to minimize the overall makespan. When the number of copies becomes large, we are interested in designing periodic (or cyclic) schedules, where we want to maximize throughput, i.e., number of copies produced in a time unit, while keeping product flow time low. We present a heuristic algorithm based on a branch and bound scheme for the case of a pipeline assembly process.
I. INTRODUCTION
In manufacturing assembly systems producing batches of identical parts, production rate maximization or throughput is quite a usual objective and, in some cases, may be pursued by minimizing the cycle time, i.e. the time between the completion times of two consecutive parts. In some cases, this can be achieved by minimizing the time needed to produce one copy of the final product: The processings of two distinct parts do not overlap in time and the overall schedule is a repetition of the single part schedule. In some other cases, it is beneficial to exploit possible machine idle times to perform operations pertaining to different parts.
In this paper we focus on the problem of determining schedules for makespan minimization which, in turn is equivalent to throughput maximization in cyclic production systems where a set of identical parts (or products) are to be manufactured. The production of each part requires the execution of a set of indivisible assembly operations (tasks) each of which must be performed by a specific production resource (machine) while satisfying certain given precedence constraints.
When the number of identical products becomes large, the structure of the schedules typically becomes periodic, i.e., a subschedule is repeated several times. Cyclic scheduling refers to the problem of finding such kind of schedules while optimizing a given performance indicator. During each period (or cycle), each machine performs a certain set of operations and the system produces a certain number of parts (see for instance [19] ).
In the cyclic project scheduling problem, there are certain activities (tasks) that are to be performed in order to finish the complete project (i.e the part). Such activities are partially ordered and can be performed in parallel by an unbounded number of resources or machines. As in the classical PERT/CPM problem formulation, each task can be performed by a dedicated machine and there are sufficiently many machines, and hence the question of scheduling tasks on machines is not relevant. The cyclic version of the problem considers a periodic process in which the schedule of the same set of precedence constrained activities is repeated infinitely many times so that each operation must be performed periodically, with a constant period. In this work we consider a more complicated version of the above problem, in which the resources, i.e. the machines, are scarce and scheduling tasks on the machines becomes a crucial activity.
The structure of precedences among tasks is usually represented by an acyclic digraph with nodes corresponding to tasks and arcs to precedence relations. In assembly processes, this digraph is often referred to as assembly graph. It is an in-tree 1 where typically leaves are tasks associated to component loading operations and the root represents the final part assembly. In particular, nodes with in-degree 2 greater than 1 correspond to assembly operations, nodes with in-degree equal to 0 or 1 correspond to other manufacturing operations. Sometimes, the assembly graph is the outcome of an aggregation process, that consists in assigning subsets of operations (i.e. nodes of the production graph) to multipurpose machine, which are then dedicated to the processing of those operations. Finding an optimal way to aggregate operations is usually non trivial, see for example [5] , [10] , [21] .
In assembly processes, it is very common to have a pipeline production structure (see e.g. [1] ), where several components (refereed to as subassemblies) are assembled on a main part in a given strict sequence. For instance, this is often observed in electronic assembly where microchips are inserted into a motherboard or in various mechanical 1 An in-tree is a directed tree graph such that there is unique node, called root, that can be reached via a directed path by all the other nodes. 2 In a directed graph D = (V, A), the in-degree of a node v is the number of arcs (u, v) ∈ A "entering" v.
processes in which many different parts are mounted onto a given frame. In the case of pipelined assembly, the assembly graph may have a particular topology called comb, with a handle and several teeth (see Figure 1 ). In this assembly graph the nodes of the handle, the dominating path, represent the main operations and the leaves the preprocessing operations (see [1] , [6] , [7] for the analysis of similar cases). In this paper, we consider a resource constrained cyclic project scheduling problem (RCCPSP) in which precedences correspond to comb production graphs.
A. Related literature
Our problem can be seen as a special case of parallel dedicated machines scheduling problem with precedence constraints. This type of problems have been addressed by several authors, see for instance [13] , [16] , [17] . In [16] , [17] the authors address a class of parallel dedicated machines scheduling problems in which there are no precedence constraints, but additional resources may be required for processing a task. In particular, the authors provide a computational classification of relevant problems and design a number of approximation algorithms. A similar problem is addressed in [3] , where exact algorithm are proposed and tested.
In its general form, the problem of scheduling parallel dedicated machine with general precedence constraints contains the classical job shop problem Jm||C max . In fact, jobs can be seen as subsets of tasks among which there is strict order. In other words, if precedences among tasks consist of a set of chains, the problem is indeed equivalent to Jm||C max . As a consequence, all problems of this type in which the precedences consist of three or more chains are NP-hard [2] , [26] . Note also that the job shop problem with q jobs is a special case of our problem with q distinct combs.
The problem of scheduling n tasks on 2 machines when the precedences are defined by a single comb and the objective is makespan minimization is strongly NP-hard. This is shown in [4] where also a trivial 2-approximation algorithm for the same problem with any number of machines is presented. Later in [22] the authors provide some lower bounds on the minimum makespan and propose a heuristic algorithm for the single comb case.
When we deal with the problem of scheduling tasks associated to q identical combs, we may fall in the field of cyclic scheduling problems. In [19] the authors claim that periodic scheduling problems in flexible manufacturing systems can be classified in two main streams: the job shop and the PERT-shop. Our problem with the comb precedence structure lies in between these two classes.
In the context of cyclic job shop, among of the most relevant papers is [24] , where the problem of finding cyclic schedules for a job shop in which all jobs are identical and the aim is cycle time minimization is addressed. The author shows that the problem is NP-hard and proposes a search algorithm for its solution. High-Multiplicity Cyclic Job Shop Scheduling Problem is considered in [18] . The objectives of interest are the cycle time and the flow time. In [9] , a similar problem is addressed, but in a multiprocessor scenario.
In [12] the author considers a cyclic job shop with precedence constraints between operations and studies its computational complexity in several case. This problem can also be seen as a cyclic project scheduling problem with additional resources. Another version of the cyclic job shop problem with two machines only is addressed in [11] where it is proven that the problem is NP-hard and a polynomial time algorithm for a special case is presented.
A vast amount of papers appeared in the literature dealing with different versions of the cyclic job shop problem. Among the most recent works, see for instance [8] . As we mentioned above, when general precedence structures among tasks are considered, we fall in the field of the so called cyclic project scheduling. Here, processing resources are not scarce and therefore there is not a problem associated to the scheduling of tasks on machines. On the other hand the problem of determining a periodic process in which precedence graph is repeated infinitely many times becomes relevant in this context. Since the seminal work of Romanovskii [23] , various graph-theoretic models and algorithms have been devised and disseminated in the scientific literature [14] , [15] .
An important variant of these problems, sometimes referred to as scheduling for batch production, may address additional constraints imposed by a limited availability of the processing resources [14] , [20] . Note that RCCPSP falls in this special class of scheduling problems.
B. Our contribution
In this work we propose a heuristic scheduling algorithm for the problem of processing q identical parts, i.e. q copies of the same product. Precedences among tasks are given and define a comb assembly graph. When q is "small" we are interested in finding a schedule minimizing the overall makespan which in turn corresponds to throughput maximization. For large values of q, as it is clarified in Proposition 1, it is easy to obtain a schedule that minimizes cycle time, i.e., maximizes throughput. However, in general, this can be done only if we admit very large values of flow time, which is not always acceptable, e.g., the level of workin-process is proportional to flow time. In conclusion we are interested in schedules obtained iterating the same subschedule several times, i.e. cyclic schedules, which represent a reasonable trade-off between cycle time and flow time costs. Hence, basically our approach is to find a schedule for small values of q and then exploit it in order to design periodic schedules for large values of q.
The paper is organized as follows. In Section II, we formally introduce the problem, give some notation, prob-lem's computational complexity and some basic properties. A branch and bound scheme based on a disjunctive graph model is described in Section III, while in Section IV we show how the latter enumeration scheme is used in a heuristic fashion to derive good feasible solutions. In Section V, a procedure to build a cyclic schedule when the number of combs is large is illustrated. We briefly present preliminary computational results in Section VI. Finally, some conclusions are drawn.
II. FORMAL PROBLEM DEFINITION
As mentioned above, we address a task scheduling problem on dedicated machines in which the precedence relations among the tasks are given by combs. These simple structures are relevant in certain manufacturing applications and are a generalization of the chain case studied by [4] . In particular, a comb is an in-tree resulting in a single chain when all its leaves are removed, and each node has in-degree at most 2 (see Figure 1 ). Formally, a complete comb C = (N, A), with 2n nodes, can be defined so that
. . , ν}. Any other comb, can be obtained by removing a subset of oddnumbered nodes. We refer to the leaves (odd-numbered nodes) of these digraphs as teeth and to the remaining nodes as handle nodes (even-numbered nodes). In [4] the authors prove that the problem with a single comb is already strongly NP-hard and also show that it is easy to achieve an approximation ratio of 2. Our problem can be now stated as follows:
Problem 1: (RCCPSP) Given a comb precedence graph C = (N, A) , with |N | = n a set of m machines M = {μ 1 , . . . , μ m }, deterministic processing times p i , machine required for processing task i, μ(i) ∈ M for all tasks i ∈ N and an integer q, find a schedule of the qn tasks satisfying the precedences induced by q combs identical to C and minimizing overall makespan.
In many relevant applications the number of units of the same product to be produced tends to be quite large. So, in this cases, minimizing makespan corresponds to maximizing throughput and this is usually achieved through a periodic schedule with minimum cycle time. Observe that it is easy to obtain a schedule with the minimum possible cycle time, as it is pointed out in the following straightforward property, based on a similar result for the job shop scheduling [18] , is the following. For each machine μ h , let h be the total amount of work-due to a single comb-on machine μ h andτ = max i=1,...,m { i } denote the maximum workload on any machine. Obviously we must have min{F, τ } ≥τ .
Proposition 1: For any instance, there exists a schedule with cycle time τ =τ .
Proof: Assume the comb's operations are topologically sorted. For a given operation j, let μ h be the machine that processes j and let π be the sum of processing times p i for all the operations i processed by μ h with i < j. Schedule operation j of comb r to start at time (j + r)τ + π. It should be clear that all processing times and precedence constraints are satisfied and that our schedule is cyclic with τ =τ . It is also easy to verify that, for any machine μ h and time t ≥ 0, at most one operation is scheduled on machine μ h at time t: Indeed, let θ = t modτ and suppose that (j + r)τ + θ = (j + r )τ + θ. By definition of π, there can be a unique operation j of a comb that can be scheduled at (j + r)τ + θ. Therefore j = j and thus r = r . The thesis follows.
Observation 2: Scheduling operations as in the proof of Proposition 1 yields a flow time F ≈ nτ .
In practice, such a large value of flow time is not always acceptable in several real applications, like e.g. in maketo-order production or whenever large amounts of workin-process should be avoided. In this paper, we propose an algorithm that finds a schedule for small values of q and then exploit it in order to design periodic schedules for large values of q. The advantage of such approach consists in reducing cycle-time while keeping flow time values bounded.
III. BRANCH AND BOUND
We now present a branch and bound algorithm for RC-CPSP based on a generalization of the classical disjunctive graph model introduced by Roy and Sussmann [25] for the Job Shop Scheduling.
We use i(h) to denote the task i ∈ N of the h-th comb, with h = 1, . . . , q. Let D indicate the disjunctive graph:
, where Q is the set of all tasks of the q combs plus an initial and a final node s and t; A C is the set of conjunctive arcs corresponding to the precedence relationships between the processing operations of each comb, plus the precedences between the same task of two different combs, i.e. arcs (i(h), i(h + 1)), plus arcs (s, i(1)), for all odd i teeth tasks of the first comb; and (n(q), t) for the final task of the last comb. A D is the set of disjunctive arc pairs connecting two tasks with no precedence relationship between them, that are to be processed on the same machine. (a) Assembly graph 1 (1) 1 (2) 2 (2) 3 (1) 3 (2) 4 (2) 4 ( Each arc outgoing a node i ∈ Q has a weight equal to the processing time of the task corresponding to node i. Arcs outgoing node s have zero weight.
A complete selection is a particular choice for all disjunctive arc pairs. More precisely, if the pair {u, v} is a disjunctive arc pair, we choose one between the two alternatives (u, v) or (v, u). As a consequence, any (partial) selection S is a vector in which there is an entry for each pair of tasks requiring the same machine and with no precedence relationships. For the entry corresponding to the pair {u, v} three values are allowed, namely: (i) unset; (ii)(u, v); (iii) (v, u).
Given a selection S, A(S) denotes the set of arcs corresponding to those pairs for which the vector entry is of type (ii) or (iii). A selection S is feasible if the associated graph D(S) = (Q, A C ∪ A(S)
contains no directed cycles. As for the classical job shop, the duration of a minimum makespan schedule corresponding to a feasible complete selection S equals the length of the longest path in D(S) = (Q, A C ∪ A(S)). Hence, we look for a selection S * corresponding to a minimum makespan schedule.
A. Enumeration tree
In our branch and bound scheme, following the ideas developed for the classical disjunctive graph, each node j of the enumeration tree is associated to a (partial) selection S j . The root node corresponds to an empty selection. Branching at node j corresponds to assigning a value to an unset component {u, v} in S j . As in the classical job-shop, the branching is binary and the selections corresponding to the children of node j are obtained from S j by setting the {u, v} component to (u, v) and (v, u).
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1 (1) 3 (1) 2 (1) 4 (1) 1(2) 2 (2) 3 (2) 4 ( If S j is a partial feasible selection, the length of the longest path in D(S j ) is a lower bound on the makespan of all the feasible schedules satisfying the choices imposed by S j .
B. Fathoming rules
A node j of the enumeration tree, corresponding to a selection S j , is fathomed for one of the following reasons.
• Bounding. The incumbent solution value z INC does not exceed the lower bound LB j at node j.
• Precedence Inconsistency. S j is infeasible because a directed cycle is detected in D(S j ). Precedence Inconsistency can be easily detected by computing the transitive closure of D(S j ), which immediately highlights cycles in D(S j ) and implied precedences. Note that each node in the enumeration tree inherits the transitive closure of its parent updated with possible newly added precedences.
• Completeness. S j is (or implies) a complete selection.
C. Branching and Search Strategies
The performance of a branch and bound algorithm strictly depends on two main choices: (1) the branching strategy, which in our case, is the choice of the disjunctive task pair to be set and (2) the search strategy, that is the order in which the nodes of the enumeration tree are expanded. See Section VI for details on the implementation of such strategies in our computational tests.
IV. HEURISTIC ENUMERATION
We now briefly explain how the general branch and bound algorithm described above can be turned into a heuristic enumeration scheme. Since we are scheduling q identical processes and we are also interested in cyclic schedules, in the branch and bound procedure we set for each comb the same precedences between corresponding tasks pairs. More precisely, we set the pair {i(h), j(h)} for all h = 1, . . . q when u = i(h) and v = j(h) for some h. For instance, in the partial selection represented in Figure 4 , the precedence between tasks 3 and 2 on machine μ 2 holds on both combs.
When the instance size becomes large in terms of either number of tasks per comb or number of combs q, we may exploit some speed-up procedures which we illustrate hereafter.
• If a disjunctive pair is set to (i(h), j(h + l)), for some integer l possibly negative, then we also set all pairs
• Fathom all nodes j with a lower bound LB j such that
• Perform a number of dives (through a depth first search) in the enumeration tree in order to rapidly obtain some feasible solutions. Choose the best solution found.
V. CYCLIC SCHEDULES
As explained through Proposition 1, we can always easily build a schedule with minimum possible cycle time at the expense of a large flow time. Here, we build cyclic schedules for large values of q trying to bound the values of both cycle and flow time. To do so, we repeatedly apply the branch and bound algorithm described in the previous section. Let z(h) be the makespan of the schedule σ(h) found by the (heuristic) branch and bound algorithm for h combs. Let f (h) = z(h)/h. Note that f (h) gives an estimate on the cycle time of the system (more precisely, it is an upper bound on average cycle time). In our approach, we first compute the values f (h) via the branch and bound algorithm, for h = 1, . . . s where s is a suitably small number. We expect that in most cases f (h) ≥ f (h+1). (Even though sometimes this might not hold, due to the heuristic evaluation of f (h).) If f (h) − f (h + 1) <τ , for some h, whereτ is a threshold whose value depends on h and on the specific instance data, we use σ(h) as the sub-schedule used as the basic period in our cyclic schedule. Clearly, we can use this schedule successfully if the number of combs q is either a multiple of h or it is quite large. Note that the cycle time of this schedule will be at most f (h).
VI. PRELIMINARY COMPUTATIONAL RESULTS
We briefly report on some preliminary computational tests that have been run on randomly generated instances in order to evaluate the performance of the proposed algorithmic approach. All the experiments were run on a PC with a 3 GHz clock, 2 GB RAM and coded in C++. In these tests the number of combs q varies from 2 to 10, the number of tasks per comb n ∈ [5, 15] , the number of machines is 2, and the processing times are uniformly distributed in the interval [1, 100] . We only consider instances with less than a hundred disjunctive graph nodes (i.e., |Q| = q × n ≤ 100) and limit the computation time to a maximum of 10 minutes (600 seconds) per instance. Table summarizes the results obtained in our experiments. In the first column the problem class is indicated, identified by the pair (q, n) (number of combs and number of nodes per comb). For each problem class, 25 instances have been generated: Columns 2-9 report average values obtained. In columns 2 and 3, C * max and C max refer to the time necessary to process all the operations of a single comb and of the q combs, respectively. In particular, the second column reports the minimum (optimal) value of the makespan for one copy of the comb, while the third shows the values of the overall makespan obtained by our heuristic approach. The next three columns report the maximum, minimum and average values of flow times (i.e., time necessary to complete all the operations pertaining to a single comb). Columns seven and eight report lower bound (τ col. 7) and actual (τ col. 8) values of the cycle times. Lower bound is computed as the maximum workload over all machines, while the actual value is simply equal to C max /q. The last column reports the computation times (an asterisk indicates that time limit has been reached.)
Within the time limit, the branch and bound heuristic is able to solve problem with up to 100 nodes in the disjunctive graph, with a reasonable gap between the lower bound and the solution found. We are still in a preliminary phase of the experiments-which are now in process-still, the first results are promising, so we are confident that improvements are highly probable by more accurately tuning the algorithm parameters.
VII. CONCLUSIONS
In this paper we present a solution algorithm for scheduling tasks, with comb precedence structure, in order to minimize the overall schedule makespan and product flow time. Very preliminary computational tests show that the heuristic algorithm performs well. Clearly, additional tests are needed to tune the algorithm parameters and to prove the effectiveness of the proposed approach.
Future research is likely to address the development of algorithms that directly exploit the peculiar structure of the precedence constraints and the large number of identical parts. In order to better evaluate the performance of our combinatorial branch and bound algorithm we should take into account benchmarks provided by:
• MIP formulations of the specific test instances solved by a commercial solver, e.g. Cplex, Gurobi; • other combinatorial approaches available in the literature for cyclic project scheduling problems adapted to our problem. Finally, it would be interesting to design a local search procedure to detect and exploit possible machine idle times to schedule teeth tasks earlier.
