Introduction
Singularly perturbed nonlinear interior layer problems typically exhibit interior layers at a priori unknown locations (e.g. [12] ). This scenario poses a difficulty when designing numerical methods for such problems as it is not initially known where to refine a mesh to resolve any interior layers. In this paper, we establish a numerical method for a class of nonlinear interior layer problems using an asymptotic expansion of the interior layer location as a sufficient approximation to the true location for sufficiently small values of the perturbation parameter ε. Successive terms in the asymptotic expansion may not be explicitly known and hence must be approximated numerically.
In [4] , Nefedov et. al examine a problem class containing nonlinear problems of the form (εu + uu − bu)(x) = q(x), x ∈ (−1, 1), u(−1) < 0 < u (1) .
(1.1)
Under certain conditions on the problem data, the solution exhibits an interior layer centred around an a priori unknown point d ε ∈ (−1, 1). In [4] , an asymptotic expansion of d ε is constructed. The objective in this paper is to establish a numerical method for a problem class containing (1.1) based on the asymptotic analysis given in [4] . The numerical method we present consists of constructing numerical approximations to the first three terms in the asymptotic expansion of the interior layer location. We then solve nonlinear finite difference schemes on a piece-wise uniform Shishkin mesh to the left and right of the numerical approximation to the layer location at which the fine mesh is centred and numerical solutions are set to zero. The numerical method is shown to admit a point-wise error estimate for approximations U N of (1.1) of the form |(u − U N )(x i )| CN −1 ln(N ), for ε CN −1 , (1.2) where x i are mesh points on the proposed mesh and C represents a generic positive constant independent of ε and N throughout the paper. In [9] , Shishkin presents a numerical method for a class of problems containing (1.1). In the classical case where ε N −2/5 , a finite difference scheme is solved globally on a uniform mesh and a point-wise error estimate is presented, establishing a sufficient convergence of the method for increasing N . In the singularly perturbed case where ε < N −2/5 , numerical approximations U N of (1.1) are set to zero at a numerical approximation d * 0 N to the leading term of the asymptotic expansion of the interior layer location. Finite difference schemes are solved to the left and right of this point at which a Shiskin mesh is centred. The error estimate for the singularly perturbed case is presented as follows:
where m is described as a sufficiently small constant independent of ε. We note, for mesh points in a neighborhood of d * 0 N , the error estimate is not 2 point-wise. The main difference between the numerical analytic methods used here and in [9] is that we consider higher order terms in the asymptotic expansion of the interior layer location. However, here we consider a significant restriction on the problem data in (1.1) described as follows. The left and right reduced solutions associated with problem (1.1) when ε = 0 are the functions u L and u R satisfying the first order nonlinear problems:
x ∈ (−1, 1], u L (−1) = u(−1);
x ∈ [−1, 1), u R (1) = u(1).
(1.3b)
In [4] , Nefedov et. al define the layer location d ε as the point where the solution of problem (1.1) satisfies u(d ε ) = 1 2 (u L + u R )(d ε ). The leading term d 0 in the asymptotic expansion of d ε is defined as the solution of the equation
(1.3c)
The error estimate (1.2) holds for any approximation d N 0 of the leading term d 0 satisfying
Given that we are considering the problem (1.1) for any arbitrary small value of the perturbation parameter ε, the required accuracy of d N 0 motivates the following restriction on the problem data in (1.1):
Assumption: The problem data in (1.1) is such that (1.3) is explicitly solvable.
Hence, under this assumption, we choose d N 0 = d 0 . For problem (1.1), it can be shown that there exists a unique point τ ε s.t. u(τ ε ) = 0. In [7], a theoretical numerical method is presented based on the assumption of the existence of a close approximation T ε of τ ε . The numerical method sets the numerical approximationÛ N of (1.1) to zero at the point T ε and solves two discrete problems to the left and right of T ε . The error estimate presented in [7] is of the form
It follows that to obtain a sufficiently accuarate point-wise approximation to (1.1) using the proposed method, one needs an approximation T ε to τ ε closer than Cε.
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The problem class containing (1.1) studied in [4] is a time-periodic problem for which (1.1) corresponds to the steady-state problem for specific problem data. Both the time-periodic problems and steady state problems considered in [4] were previously considered by Vasil'eva in [10] and [11] . The algorithm used to find successive terms in the asymptotic expansion of the layer location in the three articles ( [4] , [10] and [11] ) is identical and corresponds to imposing a C 1 -matching condition on the left and right decompositions of the solution at the layer location.
We consider the approximation bound of the asymptotic expansion given in [4] as the most employable in the numerical analysis in this paper and hence focus on the results therein.
The paper is structured as follows. In §2, we state the problem under study and describe the assumptions on the problem data.
In §3, we establish existence and uniqueness of the continuous solution. In §3.1, the terms in the asymptotic expansion of the interior layer location are presented and their numerical approximations are specified. In §3.2, we analyse the continuous problem to the left and right of the numerical approximation to the layer location by decomposing the solution on either side into a sum of a smooth regular component and a singular layer component.
In §4, we state the discrete problem and analyse the corresponding left and right discrete problems on either side of the numerical approximation to the layer location in a similar manner to the continuous problem.
In §5 we perform a numerical experiment. In Appendix A, for the sake of completeness, we perform the algorithm described in [4] to find successive terms in the asymptotic expansion of the layer location for the problem under study and establish properties of these terms required in the continuous and discrete analysis.
Finally, in Appendix B, we establish an algorithm to approximate the second term in the asymptotic expansion of the layer location.
Statement of problem and assumptions on problem data
Consider the following problem class: find a function y ε ∈ C 2 [Ω ε ] such that
(2.1c)
We consider this problem for the boundary conditions A, B and the function F satisfying
By assuming (2.1f), we may analyse (2.1a) in the same manner as (1.1). The left and right reduced solutions, r L and r R respectively, of ((2.1); ε = 0) satisfy
We now place additional restrictions on f below so that the problem (2.1) is contained within the problem class considered in [4] and hence the results therein may be applied to the problem (2.1). Assume that
These assumptions are sufficient to ensure that the solution of (2.1) exhibits an interior layer at a point d ε ∈ (−1, 1), which has an asymptotic expansion with leading term d 0 defined in (2.3b).
Remark 1. In [4] , it is required that
The assumption that f is odd in (2.3a) provides a relatively simple expression to obtain this root i.e. the root is the same as the solution to r R (x) = −r L (x). Moreover, it is required that I (d 0 ) < 0. Using (2.2) along with the assumption that f is odd allows us to simplify this requirement to that given in (2.3c).
Furthermore, the assumption that f is odd is convenient later in that it allows us to simplify the expressions for successive terms in the asymptotic expansion of the layer location.
The numerical approximation to the interior layer location established later includes the term d 0 explicitly. We now assume the following: Assumption 1. The problem data in (2.1) is such that the solution d 0 of ((2.2), (2.3b)) can be solved explicitly.
where H has an explicitly known inverse H −1 . In which case
Note that the error bound established for the numerical method given in §4 holds when d 0 is approximated by d N 0 s.t. |d 0 − d N 0 | CεN −1 . However, we do not analyse an algorithm to obtain such an approximation of d 0 in this paper.
Analysis of the continuous problem
We first establish existence and uniqueness for the solution of (2.1). We use the method of upper and lower solutions (see [1, §1.5] ) in the same manner as for the problem studied in [8] . 
where Ψ ± are defined in (2.1d).
Proof. Define the functions
(3.1) Clearly y < 0 and y 0. Using (2.1f), we have εy + f (y)y − by − q y y − | min Ωε {0, q(x)} 0. Hence, y is a lower solution of (2.1). We can similarly establish that the function y(x) is an upper solution of (2.1).
Suppose y 1 and y 2 are two solutions of (2.1). Then y y 1 , y 2 y and χ := y 1 −y 2 satisfies the linear problem εχ +(χ 1 0 f (ty 1 + (1 − t)y 2 ) dt) −bχ = 0, χ(±1) = 0. Clearly 0 is both a lower and an upper solution, hence the solution of (2.1) is unique.
Since y ε ∈ C 2 , by the mean value theorem there exists z ∈ (−1,
Integrate both sides of (2.1a) from −1 to z, to obtain the bound on ε|y ε (x)| in the Lemma statement.
The following Lemma establishes bounds on the reduced solutions. 
Proof. Note the definition of upper and lower solutions for initial value problems in [5] . Using a suitable transform, we can easily extend the definition to the case of terminal value problems. Using (2.1e)-(2.1f), it can be checked that the function y in (3.1) and the function g − defined as
2a)
are lower and upper solutions of ((2.2); r L ) respectively. In the same manner, we can show that the functions y in (3.1) and g + defined as
2b)
are upper and lower solutions of ((2.2); r R ) respectively. We can establish uniqueness in the usual manner.
Interior layer location
Define the function φ(x) := 1 2 (r L + r R )(x) and the point d ε s.t. y ε (d ε ) = φ(d ε ). From [4] , the point d 0 in (2.3b) is the first term in the asymptotic expansion of d ε = d 0 + εd 1 + · · · . Denote the truncated expansion as d (k)
The algorithm to evaluate the d i 's for i = 0, 1, 2 in the expansion of d ε is performed in Appendix A. It is found that d (2)
where q, b and f are the problem data in (2.1a), r L\R and d 0 are the solutions of (2.2)-(2.3b) and the functions v 1L\R satisfy the linear problems:
Note, using (2.2) and the assumptions on the problem data in (2.1), we can show that v 1L\R C.
(3.5)
Using Assumption 1 and the Numerical Algorithm in Appendix B and (3.3b), we can generate approximations d N 0 and d N 1 s.t.
Hence, using Lemma 1, we can show that
We now analyse (2.1) to the left and right of the point D N ε to establish bounds on the solution and it's derivatives required for the error analysis of the proposed numerical method.
Analysis of left and right problems
Noting (3.7), we consider the problem (2.1) as left and right boundary value problems defined either side of D N ε as follows:
;
if y ε is the solution of (2.1), then for sufficiently small ε and sufficiently large N , the solutions y L and y R of (3.8) uniquely exist and satisfy
Proof. As with (2.1), construction of upper and lower solutions of (3.8) suffices to prove existence. We can show that the functions y and y in (3.1) are lower and upper solutions for ((3.8); y L ) and ((3.8); y R ) respectively. Consider the functions g ∓ in (3.2) and the solutionsŷ ∓ to the second order terminal/initial value problems:
Integrating both sides from any x in the respective problem domain to the point D N ε , we can show thatŷ ∓ satisfy
Substitutingỹ ∓ = ±C(ε + N −1 ) into (3.10) and using (2.1f), for sufficiently small ε and large N , we have
Henceỹ ∓ is an upper/lower solution for the tvp/ivp (3.10). Since g ∓ > 0, we can see that g ∓ are lower and upper solutions for (3.10;ŷ − ) and (3.10;
Using (2.1f), (3.2a) and (3.9) we can show that
Henceŷ − is an upper solution for (3.8; y L ). We may analogously show that y + is a lower solution for (3.8; y R ) and the bounds in the Lemma statement follow. Uniqueness may be established in the same manner as in the proof of Lemma 1.
We decompose each solution y L\R of (3.8) into a regular component v L\R and a layer component w L\R . The regular components satisfy
where the r L\R and v 1L\R are the solutions to (2.2) and (3.4) respectively. Note the following identity for any k ∈ C 1 [a, b]:
We can use this to show that the left and right layer components w L\R := y L\R − v L\R satisfy the problems
Lemma 4. Assuming (2.1c)-(2.1f), for k = 1, 2, the solutions v L\R and w L\R of (3.11) and (3.13) respectively satisfy the bounds
Proof. Using Lemma 2 and (3.5) with (3.11), we have |v L\R (D N ε )| |γ L\R | for sufficiently small ε. Repeat the method used in Lemma 3 but replacing the terminal/initial condition in (3.10) toŷ ∓ (D N ε ) = ∓γ L\R to establish the bounds in (3.14a).
Using the identity in (3.12), we can show that the functions v 2L\R defined by ε 2 v 2L\R := v L\R − r L\R − εv 1L\R satisfy the problems 15) ; v 2L ) respectively. We bound v 2R in the same manner. We can establish that ε|v 2 L\R | C using the same method to bound the derivative of y ε in Lemma 1. It follows from (2.1c) and (3.15) that ε|v 2 L\R | C/ε. Hence, writing v L\R as v L\R = r L\R + εv 1L\R + ε 2 v 2L\R , and noting the smoothness of the problem data in (2.1c), we can establish the bounds in (3.14c).
We now prove the bound on the left layer component
> 0 for sufficiently small ε and large N , we can show that 0 is a lower solution of ((3.13); w L ).
Consider the function w(
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At points x s.t. 0 < y L (x) C(ε + N −1 ), using the identity (3.12) we can show that
. We can the solution of ((3.13); w R ) in the same manner.
Since w L ∈ C 2 , by the mean value theorem there exists z ∈ (−1,
. Use ((3.13); w L ) and Lemma 1 to establish the bound ε|w L (x)| C/εw(x). Complete the proof by bounding w R and w R using the same method.
The discrete problem and error analysis
We approximate the solution of (2.1) by the discrete mesh function Y ε defined around the point D N ε in (3.6a) as follows:
Immediately, from (3.7), we have
Throughout this section, we use the notation h i := x i − x i−1 . Note from (4. which is sufficiently small for sufficiently large N .
For the discrete problem (4.1), we can establish the method of discrete upper and lower solutions in the same manner as for the discrete problem in [8] .
Lemma 5. Assuming (2.1c)-(2.1f), if Y L\R are the solutions of (4.1), then
Proof. Using (2.1f), we can show that the linear functions y and y in (3.1) are discrete lower and upper solutions for ((4.1); Y L ) and ((4.1); Y R ) respectively.
The notion of discrete upper and lower solutions for first order difference equations D ± Z i = f (x i , Z i ) can be defined analogously as for the corresponding continuous problem (see [5] ) using an extension of the proof in [6, Theorem 4] .
Consider the functions g ∓ in (3.2) and the solutionsŶ ∓ to the discrete terminal/initial value problems:
(4.4) SubstitutingỸ ∓ = 0 into the left hand side of (3.10) and using (2.1f), we have
HenceỸ ∓ is an upper/lower solution for the tvp/ivp (3.10). Since g ∓ > 0, we can see that g ∓ are lower and upper solutions for (4.4;Ŷ − ) and (4.4;Ŷ + ) respectively. Hence
Using the identity
HenceŶ − is an upper solution for (4.1; Y L ). We analogously show thatŶ + is a lower solution for (4.1; Y R ) and the bounds in the Lemma statement follow.
We decompose each discrete solution Y L\R of (4.1) into the sum of a regular components V L\R and a layer component W L\R . The left and right regular components are defined as the solutions of the following discrete problems:
The left and right discrete layer components are defined as the solutions of the following discrete problems
We now determine bounds on V L\R , W L\R and on the error |V L\R − v L\R |. Lemma 6. Assuming (2.1c)-(2.1f), If v L\R and w L\R are the solutions of (3.11) and (3.13) and V L\R and W L\R are the solutions of (4.5) and (4.6) respectively then we have the bounds
Proof. To bound V L\R , repeat the method used in Lemma 5 but replacing the terminal/initial condition in (4.4) byŶ ∓ (D N ε ) = ∓γ L\R to establish the bounds on V L\R given in the Lemma statement. Using (3.11) and (4.5), we can show that the error E V := V L −v L satisfies the following discrete problem:
We first estimate the truncation error τ V . Note the following for any k ∈ C 1 :
Using (2.1c), the equation ((3.11); v L ) and (3.14c), we have
Hence, using (4.8), we can show that
Consider the mesh functions E ± satisfying the discrete terminal value problems:
Clearly ±T ± 0 and from (4.9) we have T ± C N −1 . Since V L , v L < −γ L , using (2.1f), we can show that ξ N V −γ L . With this, we can easily show that 0 andCN −1 /γ L are lower and upper solutions of ((4.10); E + ) respectively and that −CN −1 /γ L and 0 are lower and upper solutions of ((4.10); E − ) respectively. Hence
and E + is an upper solution for (4.7). We can show that E − is a lower solution in the same manner. We may bound V R − v R analogously.
We now prove the bound on the left discrete layer component W L . Since
γ L > 0 we can show that 0 is a lower solution of ((4.6); W L ). Consider the function W (x i ) defined for 0 i N 2 as 
(4.11) Note the following inequalities:
Using these with (4.11) and (4.3) we can establish the exponential bound on the left discrete layer component in the Lemma statement, and hence it's negligibility outside the fine mesh in the case where σ L = Cε ln(N ) (see (4.2)). We may bound the solution of ((4.6); W R ) in a similar manner.
A bound on the error Y ε − y ε is given in the following lemma.
Theorem 7. If y ε is the solution of (2.1) and Y ε is the solution of (4.1)- 
Consider all mesh points in (x
satisfies the following discrete problem: 
for k = 0, 1, 2. Hence, using (4.3), (4.8) and (4.12) for sufficiently large N , we can show that
Using (3.7) and Lemma 4 and considering the cases x < D N ε − Cε and D N ε − Cε x D N ε separately for sufficiently small ε and large N , we can show that
Using this and rewriting ξ N Y we have
Hence, using (2.1f) and Y L 0, we have
Hence, for sufficiently small ε and large N , we can show that
Clearly ±T ± 0, it follows that 0 is a lower/upper solution for ((4.16); E ± ). Using 
ThusĒ + is an upper solution of ((4.16); E + ). We may analagously check thatĒ + is a lower solution of ((4.16); E − ). Hence
Hence E + is an upper solution for (4.13). We can show that E − is a lower solution in the same manner. We may bound Y R − y R in the same manner.
The global bound follows as in [6, pg. 381 ]. For this problem data, we can show that 
Numerical examples
We choose to approximate the discrete solution of (4.1) using the adaptive time-step algorithm described in [2, pg. 196] with linearised difference schemes motivated by the identities (5.3) as follows.
Numerical Scheme 1. Approximate the discrete solutions Y L and Y R of (4.1) each with a sequence of mesh functions L N j and R N j where L N j satisfies the linear difference scheme:
where x i are meshpoints on the mesh Ω N ε in (4.2) with mesh parameters in (5.2) and where R N j satisfies an analogous difference scheme. Motivated by the bounds in Lemma 4, we choose the initial conditions
See [2, pg. 196 ] for a description of how the iterative step size k j is chosen.
Construct an approximation of Y N ε in (4.1) with a specified tolderance tol as follows:
where max Fig. 1 (a) displays a sample numerical solution generated from Numerical Scheme 1. Fig. 1 (b 
, along with cases when D N ε = d 0 +εd N 1 is used. Note the slight displacement of the layer for increasing N in Fig. 1 (b) , which is negligible however compared to the displacement when D N ε = d 0 is used. 
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We estimate the orders of convergence using the double mesh principle ( [2] ). For sample values of N and ε, we construct numerical solutions U N ε as in (5.5) . We construct the computed orders of global convergence p N ε and the computed orders of uniform global convergence p N as follows:
where U K ε , K = N, 2N are the linear interpolants of U K ε onto the mesh Ω N ε ∪Ω 2N ε . Table 1 displays the computed orders of global and uniform global convergence defined in (5.6) which demonstrate the first order convergence rate (with a logarithmic factor) established in Theorem 7. We now demonstrate a distinction between numerical solutions of (4.1) generated over the mesh Note, some sample values of ε used to construct Tables 1-2 are hidden.
Example 2
In this example, we consider the following case of the time-periodic problem analysed in [4] : For this problem data, we can show that
where r L\R are the reduced solutions, v 1L\R are the O(ε) regular components and d 0 (t) s.t. (r L + r R )(d 0 (t), t) = 0 and d 1 (t) are the leading and first terms respectively of the asmyptotic expansion of the layer location d ε (t) of the solution of (5.8). We consider the example problem (5.8) for 0 t 1.5 and construct a numerical approximation for the solution u. We estimate u(x, 0) with the solution of the problem We construct a numerical approximation G N ε of (5.10) using Numerical Scheme (1) on the mesh ((4.2),γ L\R = 1) centred at the point D ε (t) := d 0 (t) + εd 1 (t) when t = 0. We consider the problem (5.8) as left and right problems around the curve D ε (t) for all time and set numerical approximations to zero along the curve D ε (t). The left and right problem domains are nonrectangular hence we consider these problems under the change of variables where here, we have ommitted the left and right subscripts of m, ξ and y. We approximate the solutions y L and y R of the problems (5.11) with the linear finite difference schemes
where (x i , t j ) are nodes on the grid Ω × {t j |t j = j 1.5 N } where Ω is the same mesh used to construct the approximation G N ε of (5.10), that is ((4.2),D N ε = d 0 (0) + εd 1 (0), γ L\R = 1). Figure 2 displays a numerical solution generated from the difference scheme (5.12 ) and transformed to the variables (x, t). [4] generated from the difference scheme (5.12) using an approximation of (5.10) constructed from the Numerical Scheme (1) as an in initial condition.
Appendix A. Algorithm to construct the asymptotic expansion of the layer location
Here, we perform the algorithm as described in [4] to find the first three terms in the asymptotic expansion of d ε and simplify the expressions for these terms using the assumptions on the problem data ((2.1f), (2.3)).
Decompose the solution of (2.1) into left and right boundary value problems whose solutions y ± are to be further decomposed into the asymptotic expansions of a regular component U ± in the variable x and a layer component Q ± in the stretched variable ξ = (x − d ε )/ε:
Note, the left and right layer components are solutions to problems defined over the domains ξ < 0 and ξ > 0 respectively. It is assumed in [4] that dQ ± i dξ (±∞) = 0. The choice of the appropriate boundary conditions to assign to Q ± i (0) is determined by using a standard Taylor series expansion to expand y ± (x) and φ(x) around x = d ε (or ξ = 0) as follows:
Hence obtain the appropriate value of Q ± i (0) by equating each term in the expansions by powers of ε. Moreover, the d i are determined by using the Taylor series expansion to expand εy ± (x) around x = d ε (or ξ = 0) as follows:
The left and right C 1 -matching condition for the O(1) terms reads Q − 0 (0) = Q + 0 (0), the same for the O(ε) terms reads U − 0 (d 0 ) + Q − 1 (0) = U + 0 (d 0 ) + Q + 1 (0) and so on. We now find explicit values for d 0 and d 1 below. The O(1) left and right regular and layer components satisfy:
where r L\R are the reduced solutions defined in (2.2). Note, the assumption in (2.3) predetermines that φ(d 0 ) = 0. Using the method of upper and lower solutions with (A.1), we can show that solutions exist which satisfy
Note that in the fundamental subclass of problems (2.1), where f (s) = s, the inequality in (A.2) can be replaced by an equality.
Using (2.1f) and Lemma 2 and integrating both equations in (A.1) from 0 to ±∞, we can show that (Q −\+ 0 ) (0) =
3) The assumption on the problem data in (2.3) ensures that (A.3) has a solution in (−1, 1) which satisfies (r L + r R )(d 0 ). Define the functionQ such that
which will be used momentarily to simplify the expression for d 1 .
The O(ε) left and right regular and layer components satisfy Integrating both equations in (A.6) from 0 to ±∞, we can show that
) . Using (2.1f), (A.1) and (A.4), it follows from the C 1 -matching condition that
Using (2.1f), (2.2) and (A.3), we can simplify the expression for d 1 to
Remark 3. For the fundamental subclass of problems of (2.1) where f (s) = s, if these problems are homogeneous (q(x) ≡ 0) then from (2.2) we have r L\R (x) = b(x) and hence from (A.5) we can solve for U 1 ± explicitly as
Finally, before reviewing the main result in [4] , we verify that d 2 is a bounded quantity for the problem (2.1). The O(ε 2 ) left and right regular and layer components satisfy:
. (A.9) Note, for brevity, all occurrences of the functions b, U ± i and their derivatives in (A.9) represent those functions evaluated at x = d 0 . Also, using the differentiability assumptions of b, q and F stated in (2.1), we can show that U ± j (2−j) C for j = 0, 1, 2. Integrating both equations in (A.9) from 0 to ±∞, one can write down the C 1 -matching condition and use (A.2), (A.4) and (A.7) to find that
for i = 1, 2 and j = 0, 1, 2.
At the point x = d
ε , when n = 1, the asymptotic error bound in [4, Theorem 2.1] reads
Using the boundary conditions Q − 0 (0) and Q − 1 (0), we can easily rewrite this error bound to show that |y ε (d Step 3: Construct d N 1 as follows
where d − 0 is the greatest mesh point x i ∈ Γ N satisfying x i d N 0 = d 0 .
We now proceed to prove that d N 1 in (B.3) is a sufficient approximation to d 1 in (3.3a). Consider the general family of discrete problems in which (B.1c) is contained: find a mesh function Z on the arbitrary mesh {y i } N 0 s.t. Proof. We establish existence at the last internal mesh point from the boundary, that is y N −1 . Define the map T : R → R : z → F (B) − (F (z) + g(y N −1 , z)(y N − y N −1 )). Using (3.12), we have T (Z(x N −1 )) =F (B) − (F (Z(y N −1 )) + g(y N −1 , Z(y N −1 ))(y N − y N −1 )) F (B) − F (Z(y N )) =(B − Z(y N )) 1 0 f (Z(y N ) + t(B − Z(y N ))) dt 0.
Similarly, T (Z(y N −1 )) 0. Hence, there exists a value Z(y N −1 ) ∈ [Z(y N ), Z(y N )] s.t. T (Z(y N −1 )) = 0. Complete the proof inductively.
Lemma 9. If L N and R N are the discrete solutions of (B.1) and r L and r R are the solutions of (2.2) then
Proof. We can show that y and g + defined in ( 
