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Imitating the Groove: Making Drum Machines more
Human
Axel Tidemann1 and Yiannis Demiris 2
Abstract. Current music production software allows rapid pro-
gramming of drum patterns, but programmed patterns often lack the
groove that a human drummer will provide, both in terms of being
rhythmically too rigid and having no variation for longer periods
of time. We have implemented an artificial software drummer that
learns drum patterns by extracting user specific variations played by
a human drummer. The artificial drummer then builds up a library of
patterns it can use in different musical contexts. The artificial drum-
mer models the groove and the variations of the human drummer,
enhancing the realism of the produced patterns.
1 Introduction
Our motivation for creating an artificial drummer was to combine the
low-cost approach of programming drum parts through Digital Au-
dio Workstations (DAWs, such as Pro Tools3, Logic4, Cubase5, Dig-
ital Performer6) with the groove that a human drummer will provide.
When producing music, recording the drums is a time-consuming
and expensive process. The drums must be set up in a room with suit-
able acoustics and high quality microphones in order to produce good
sounding drums. Subsequently, the drummer must play the actual
part that is to be recorded. Most drummers do not play an entire song
without any flaws, so the actual recording is also time-consuming.
The current DAWs allow for cut-and-paste editing of the recorded
audio, so a perfect take of a song is not required to produce a good
result. This has drastically reduced the time required to record mu-
sic in general, not only drums. But still the cost of recording drums is
high, so for producers it is often more desirable to program the drums
in the DAW. This approach is very low-cost, but it is often difficult to
get a result similar to that of a real drummer. Programmed patterns
have perfect timing and the velocity (i.e. how hard a note is played)
of the beats is the same. A human drummer will always have small
variations in both timing and velocity of each beat, which is often
described as the feel or groove of the drummer. In addition, a human
drummer will vary what he/she plays, such as adding an extra snare
drum7 beat or a fill when playing a certain pattern.
Programmed patterns can be altered to mimic these variations, but
this requires the producer to manually change the velocity and timing
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of each beat, in addition to adding or removing beats to create varia-
tions. This can be very time-consuming, and requires musical knowl-
edge of how to produce variations that will be perceived as those of
a human drummer. Current DAWs have the ability to alter the beats
by adding random noise, which might provide a more human-like
feel to the drum tracks since the added noise will be perceived as hu-
man flaws. However, there is no guarantee that the result will sound
more human-like, since the DAW itself has no understanding of what
makes a drum pattern sound like it was played by a human. The re-
search goal of this paper is to make an artificial drummer that is able
to play patterns with feel and variation. This is realized by making
the artificial drummer learn drum patterns from human drummers.
The artificial drummer will model the variations that provide the feel
of the drum pattern, which it can use to imitate the drumming style
of the human drummer.
2 Background
The music software industry has created more complex samplers and
synthesizers over the years as computers have become an important
tool for musicians. To recreate the sound of a drumkit, a lot of ef-
fort has gone into recording huge libraries with gigabytes of sam-
ples (e.g. FXpansion BFD8, Toontrack dfh9, Reason Drum Kits10,
Native Instruments Battery11). The samples are then layered to sim-
ulate the dynamics experienced when playing real drums, i.e. that the
pitch changes when playing soft or hard. Typically, when playing the
snare drum in one of the aforementioned libraries, it will consist of a
multitude of samples to achieve a more life-like response to playing
dynamics.
These libraries are very sophisticated and sampled with meticu-
lous precision, but they still need to be programmed. Even though
these libraries come with software interfaces that are easy to pro-
gram (most of them even come with rhythm pattern templates), there
is still no substitution for a real drummer: the libraries themselves
are merely tools for reproducing drum sounds, and the software in-
terfaces have no intelligent way of generating human-like drum pat-
terns. The templates will often be too rigorous and lifeless, some-
thing patterns programmed by the user also often suffer from (unless
the user manually changes every note in the patterns generated, a
very time-consuming process).
If the groove of a drummer could be modeled, a studio producer
would have access to an artificial drummer that would be more life-
like than what is currently available. The artificial drummer would
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be able to imitate a certain style of playing, specific to the drummer
it has learned from. For producers, this would lower the cost of hav-
ing life-like drums, and the producer could have the drummer of his
choice to perform with the drummer’s unique style. A professional
drummer will have the opportunity to teach the artificial drummer
his own unique style of playing, which he/she could later use in the
studio or sell as a software plug-in.
We will now present a brief overview of research done in mod-
eling the expressive performance of musicians. Saunders et al. [17]
use string kernels to identify the playing style of pianists. The playing
style is identified by looking at changes in beat-level tempo and beat-
level loudness. However, imitating the style of the pianists was not at-
tempted. Tobudic and Widmer also consider variations in tempo and
dynamics as the two most important parameters of expressiveness.
To learn the playing style of a pianist, they use first-order logic to de-
scribe how the pianist would play a certain classical piece, and then a
clustering algorithm to group similar phrases together [19, 18]. They
use the models to play back music in the style of given pianists, but
some errors arise during playback. Tobudic and Widmer admit that
these errors are due to the modeling approach (in fact, in [19] they
claim it is “not feasible” to model the playing style of a pianist with
the current data and training methods; the modeling approach was
deemed too crude by the authors to be used as sufficiently accurate
training data). Pachet’s Continuator uses Markov models to create
a system that allows real-time interactions with musicians [3, 5, 2],
however his focus is more on replicating the tonal signature of a mu-
sician; the Markov model represents the probabilities that a certain
note will follow another. A musician plays a phrase (i.e. a melody
line), and the Continuator will then play another phrase which is a
continuation of the phrase played by the musician (hence its name).
Mantaras and Arcos use case-based-reasoning to generate expressive
music performance by imitating certain expressive styles, such as
joyful or sad [16, 15, 13, 12].
As far as the authors know, modeling the style of drummers is a
novel approach to create an artificial drummer. The Haile drummer
of Weinberg [23, 22] has some similarities, but there are some major
points that separate it from our approach: first of all, it is a percus-
sionist. Haile is a robot that plays a Native American Pow-wow drum,
it uses only one arm and is far from being full-fledged drummer. In
addition, it does not learn its patterns from human input, it has a
database of rhythm patterns that are constructed by the designers of
the system. Haile does imitate and modify patterns when interacting
with human players, but it does not learn these patterns.
3 Architecture
We call our architecture “Software for Hierarchical Extraction and
Imitation of drum patterns in a Learning Agent” (SHEILA). The fol-
lowing section will explain this architecture in more detail.
3.1 Input
Drum patterns are given as input to SHEILA. Ideally, the drum pat-
terns would be extracted from audio files, however in this paper
we have used MIDI12 files as input to SHEILA. MIDI is a sym-
bolic representation of musical information, and since it incorporates
both timing and velocity information for each note played, it is very
well suited for this application. SHEILA processes the MIDI file and
learns the style of the human drummer.
12 Musical Instrument Digital Interface, a standard developed in the 1980s to
enable communication between electronic music equipment.
Another advantage with representing the drum patterns using
MIDI is that it is a tempo-less representation. Once SHEILA has
learnt a pattern, it can be played back at a different tempo then when
it was demonstrated, which gives the producer even greater flexibil-
ity.
3.2 Modeling
The system operates at two levels by modeling small and large scale
variations, which will now be explained.
3.2.1 Small-scale variations
The small-scale variations arises as follows: when a drummer plays
a specific pattern, he/she will play each beat of the pattern slightly
different each time. The differences will occur in both timing and
velocity. By calculating the mean and standard deviation of both the
velocity and timing of each beat over similar patterns, the small-scale
variations can be modeled using the Gaussian distribution. We inves-
tigated whether the Gaussian distribution was an appropriate model
for the data by playing quarter-notes for about 8 minutes at 136 beats
per minute (BPM), yielding 1109 samples. The histogram of the on-
set time and the velocity can be seen in figures 1 and 2 respectively,
showing that the normal distribution is an appropriate model of the
data.
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Figure 1. The histogram of the onset time after playing quarter notes for 8
minutes. The bars show distribution of the timing of the beats relative to the
metronome.
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Figure 2. The histogram of the velocity after playing quarter notes for 8
minutes. Note that the histogram is not as nicely shaped as that of the onset
time. This is most likely due to the velocity sensitivity in the pads that were
used for gathering MIDI data, something that does not affect the onset time
for each beat. The pads of the Roland SPD-S (see section 4 for description of
the equipment) used in the experiment are rather small, and hitting towards
the edge of the pad will affect the recorded velocity, even though the
drummer might have hit the pad equally hard each time. Still, the histogram
clearly shows the Gaussian bell-shaped curve for the samples gathered.
3.2.2 Large-scale variations
Variations of the pattern itself, i.e. adding or removing beats are con-
sidered to be large-scale variations. Variations of a pattern is then
stored along with the pattern it is a variation of, and based on a cal-
culated probability, SHEILA will play back a variation of a certain
pattern instead of the pattern itself. Exactly how this is done is elab-
orated on in the next section.
3.3 Training
To train SHEILA, the drum track of a song is given as in-
put. In pop and rock music it is very common to divide a song
into parts, such as a verse, chorus and a bridge. The song used
in the experiments (see section 4) has the following structure:
verse/chorus/verse/chorus/bridge, which is a common structure in
pop and rock music. The point is that the drummer plays different
patterns for the verse, chorus and bridge. We will now explain how
SHEILA learns both large-scale variations of patterns and the small-
scale variations of each pattern.
3.3.1 Learning large-scale variations
The occurrence of each of the patterns in the song is calculated (one
pattern is then defined to be one measure, i.e. 4 quarter notes long).
The patterns that are most frequently played are then considered to
be core patterns. For instance, in a certain song the first core pattern
C1 occurs at measure 1. If the next core pattern C2 appears at the
8th measure, the patterns that differ from C1 between measure 1 and
8 are considered to be large-scale variations of C1, named C1Vx,
where x is increasing with the number of variations of C1. The ratio
of variations of the core pattern (rv) is calculated. This ratio will
indicate how often a core pattern is to be varied when SHEILA will
imitate the core pattern.
3.3.2 Learning small-scale variations
For each of the patterns (i.e. both core patterns and their variations),
the mean (µ) and standard deviation (σ) of both the onset time and
velocity is calculated, representing the small-scale variations. This
is calculated the following way: the similar patterns are grouped to-
gether, and for each beat in the pattern, the mean and standard devi-
ation for both velocity and onset time is calculated across the similar
patterns. In order to calculate the mean and standard deviation of
the onset time, a copy of all the patterns is quantized. Quantization
means shifting each beat to the closest “correct” beat. If a beat was
supposed to be on the “1”, and it was slightly before or after, it is
shifted to be exactly on the “1”. The difference between the quan-
tized pattern and the actual pattern is used to calculate the mean and
standard deviation of the onset time for each beat. Each pattern (be it
core or variation) will then have the normal distribution parameters
assigned to each beat. An “ideal” (i.e. quantized and with no velocity
information) version of this pattern is then stored in the SHEILA li-
brary, along with the mean and standard deviation of both onset time
and velocity for each beat. A simplified outline of this procedure can
be seen in algorithm 1. When imitating this pattern, the assigned pa-
rameters of the normal distribution will then be used to shift the beat
forwards and backwards in time and to calculate the velocity. This
will be explained further section 3.4.
3.3.3 Creating a library of the patterns
After processing the MIDI file, SHEILA will have built up a library
of core patterns and their variations, see figure 3. SHEILA also stores
which core patterns make up a song. This is simply an aid for the user
of SHEILA; if the user knows the song the drum pattern was learned
from, he will instantly knowwhat kind of style the pattern was played
in. In addition, SHEILA stores the name of the drummer playing this
pattern. This is because it is very likely that different drummers will
play the same pattern. SHEILA will model how each of them played
the same pattern, and the name of the drummer can be presented to
the user of SHEILA to further aid the user in indicating what kind of
style the imitated drum patterns will be in.
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Figure 3. The learning process. Drum patterns are input to SHEILA,
which analyzes the patterns and stores them in a library.
Algorithm 1 Training
1: count occurrence of each pattern in song
2: core patterns = most frequently played patterns
3: collect core patterns and their variations in groups
4: for all groups do
5: calculate µ, σ of onset time and velocity for each beat across
patterns (i.e. small-scale variations)
6: store core pattern and variations (i.e. large-scale variations)
along with µ, σ of each beat in SHEILA
7: end for
3.4 Imitation
This section describes how SHEILA can be used to imitate a given
drum pattern in the style of a specific drummer.
3.4.1 Selection of playing style
If a producer wants SHEILA to play a certain pattern, he can write it
down in a sequencer, export the pattern as a MIDI file and give it to
SHEILA. If the pattern is recognized in the SHEILA library, it can
then imitate the pattern in the style of the drummer that served as a
teacher for the pattern. Indeed, if SHEILA recognized several drum-
mers that played the same pattern, the producer will have the choice
of selecting between the different drummers. The name of the song
is also stored along with the drum patterns, allowing the producer to
quickly have an idea of what the resulting pattern would sound like
(presuming the producer knows the song). A good example is the
pattern shown in figure 6. For many drummers, this is the first pat-
tern learnt, and it is widely used in pop and rock music. If SHEILA
had learnt the styles of all the major drummers in recorded music his-
tory, it would give the producer the choice of generating this pattern
as played by Ringo Starr on “Help!” (the drummer of The Beatles,
i.e. sloppy timing and simple variations) or Lars Ulrich on “Sad But
True” (the drummer of Metallica, i.e. a rather “heavy” groove that is
slightly behind the time, with typical heavy metal variations), among
others. This is shown to the left in figure 4.
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Figure 4. Two steps that allows SHEILA to imitate a certain drummer. To
the left the producer decides he wants SHEILA to play a specific pattern. He
inputs this pattern in the MIDI format to SHEILA, which recognizes the
pattern. Often several drummers will have played this pattern, and the output
is a list of the drummers who can play this pattern and in which song it
appeared. To the right shows the producer deciding which drummer should
be imitated when generating the patterns, and he inputs this along with how
many measures the pattern should be played for. SHEILA then imitates the
style of the drummer specified, and outputs the imitated drum patterns back
to the producer, ready to be used in the DAW of his choice.
3.4.2 Generation of patterns
Once the producer has decided which of the drummers in the
SHEILA library he wants to use, he tells SHEILA to play the de-
sired pattern in the style of drummer X for Y measures. At each
measure, SHEILA decides whether to play the core pattern or one
of the variations of the core pattern. The ratio of variations of a core
pattern serves as the probability that a variation of the core pattern is
played instead of the core pattern. The next step is to generate the ac-
tual beats that make up a pattern. When a pattern is to be generated,
the onset time and velocity of each beat are calculated by generating
random numbers from a Gaussian distribution, using the mean and
standard deviation stored for each beat as parameters. This will yield
slightly different patterns each time they are generated, but they will
still sound similar, since the generation of patterns will come from a
model of how the human drummer would play it. See algorithm 2 for
a simplified description. The generated drum patterns are written to a
MIDI file, which can later be imported into a DAW with high quality
drum samples.
Algorithm 2 Imitation
1: present pattern p to be imitated to SHEILA
2: if p is known then
3: make user select which drummer should be used for imitation
of p, and for how many bars
4: for the desired number of bars do
5: if random number < rv then
6: generate variation of p using the stored µ, σ
7: else
8: generate p using the stored µ, σ
9: end if
10: end for
11: end if
12: return generated patterns
3.5 Implementation
The SHEILA system was implemented in MatLab, using the MIDI
Toolbox [10] to deal with MIDI file input/output. Propellerheads
Reason 3.0 was used for recording MIDI signals and for generating
sound from MIDI files, as explained in the following section.
4 Experimental setup
To acquire drum patterns, we used a Roland SPD-S which is a ve-
locity sensitive drum pad that sends MIDI signals. Attached to the
SPD-S was a Roland KD-8 kick drum trigger, along with a Pearl
Eliminator kick drum pedal. A Roland FD-8 was used as a high hat
controller. An Edirol UM-2EXMIDI-USB interface was used to con-
nect the SPD-S to an Apple iMac, which ran Propellerheads Reason
3.0 as a sequencer, recording the MIDI signals. Reason was loaded
with the Reason Drum Kits sample library to generate sound from
the MIDI signals. The drummer would listen to his own playing us-
ing AKG K240 headphones connected to the iMac. The setup can be
seen in figure 5.
Three drummers were told to play the same song, i.e. the same
patterns for the verse, chorus and bridge, yielding three core patterns.
If the verse isC1, the chorusC2 and the bridgeC3, then the structure
of the song looks like this: verse (i.e. C1) 8 measures, chorus (i.e.
C2) 8 measures, verse 8 measures, chorus 8 measures and finally
the bridge (i.e. C3) the last 8 measures. The drummer played along
with a metronome to ensure that the tempo was kept constant. Each
drummer would play in the tempo that felt most natural, so the tempo
was varied around 100 beats per minute. After playing, the MIDI file
was given as input to SHEILA. The pattern for the verse is shown in
figure 7.
5 Results
This section is divided in three; the first two show how SHEILA
models the drummers and how these models can be used to imi-
tate the playing style of different drummers. The last section demon-
strate listeners’ ability to recognize which human drummer served as
a teacher for the imitated patterns.
5.1 Modeling
Since all drummers played the same pattern, it is possible to see how
SHEILA models each drummer differently. Figures 9-11 show the
mean and standard deviation of the velocity for each beat when play-
ing the pattern shown in figure 7 for drummers A, B and C respec-
tively. Note that the scale along the Y axis is [0 − 127], which is
the range of the MIDI signal. The figures also show the mean and
standard deviation of the onset time of each beat. The velocity bar is
plotted on the mean onset time, which is why the velocity bars are
not exactly on the beat. The standard deviation of the onset time is
shown as the horizontal lines plotted at the base of each velocity bar
(see figure 8 for a zoomed in plot with descriptive arrows that will
help understand the plots). This is most clearly visible for drummer
A (figure 9). Figures 12-14 more clearly show the mean and stan-
dard deviation of the onset time. The differences from 0 is how much
the drummer is ahead or lagging behind the metronome. Between
each quarter note beat (i.e. 1, 2, 3, 4) there are 100 ticks, divided in
the range [0− 0.99]. Since the data gathered is in the MIDI format, a
tick is not a unit of time until the tempo has been decided. We present
the results in ticks instead of another unit such as milliseconds, since
Figure 5. Playing drum patterns on the Roland SPD-S.
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Figure 6. A simple and common drum pattern in pop and rock music.
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Figure 7. One of the patterns played by all the drummers in the
experiments.
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Figure 8. A zoomed in version of the third plot in figure 9. The arrows
show how the mean and standard deviation of both the velocity and onset
time is plotted. Note that the bar showing the mean onset time is not plotted
on the figures, this is shown simply as the displacement from the nearest 8th
note value (1 in this figure). These displacements are most easily seen in
figure 9, for drummer B and C the displacements are smaller and are more
easily observable on the onset time plots.
the ticks will accurately show the relative difference between each
drummer, regardless of tempo. Drummer B has a mean onset time
of -0.034 for the first kick drum beat (figure 13). This may not seem
like a big difference, but these small variations are easy to pick up
on when listening to a drum pattern. In fact, they are a crucial ele-
ment to the groove of the pattern. MP3 files are available13 that better
illustrate these differences.
The figures clearly show how each drummer has his unique style.
This is most easily seen on the hihat beats, as the accentuation is very
different from drummer to drummer. Drummer B has a classic rock
style of playing the pattern, with heavy accentuation on the quarter
note beats (1, 2, 3, 4) and lighter notes on the off-beats (i.e. the and
between the quarter notes), see figure 10. Figure 13 shows that he is
constantly slightly ahead of time, which adds more aggressiveness to
the playing style, and is also very common in rock music. Drummer
A (figure 9) has a more even feel and is the drummer that varies most
in timing (figure 12). This allows for a more relaxed feel, but will
most likely sound rather sloppy when played at a high tempo.
Drummer C has the onset time mean closest to zero of all the
drummers, see figure 14. Since he is both slightly ahead and behind
the metronome it does not sound as tight as drummer B, which is
constantly ahead of the beat. Instead, it has a more laidback feel that
sounds more natural when played back at lower tempos.
It must be noted that describing the qualities of each of the drum-
mers is inherently vague, but the graphs show that SHEILA success-
fully models the different styles of the drummers. Again we refer to
the available MP3 samples.
5.2 Imitating
The models acquired for each drummer can now be used to imitate
them. The imitation will be of both the small-scale variations (i.e.
small changes in velocity and onset time in a pattern) and large-scale
variations (varying the core pattern). To see how the large-scale vari-
ations are introduced, a simple experiment was done. After SHEILA
had modeled each drummer playing the same song, SHEILA was
used to imitate each drummer playing the same song all over again.
Recall from section 4 that the structure of the song was playing
verse/chorus/verse/chorus/bridge, each for 8 measures, and that the
verse, chorus and bridge corresponded to C1, C2 and C3 respec-
tively. To imitate the same song, SHEILA was then told to play the
same song structure (i.e. C1 for 8 measures, C2 for 8 measures, C1
for 8 measures and so on). How the song was originally played along
with the large-scale variations introduced when imitating the style
for each drummer is shown in table 2.
Figures 15-17 show how the pattern in figure 7 was played back
differently in terms of small-scale variations for each of the drum-
mers. The figures show only one measure, over several measures
these would be slightly different. They can be compared to figures
9-11, which show the mean and standard deviation of the velocity
and onset time. Likewise, the onset time from the imitated pattern is
shown in figures 18-20.
5.3 Evaluation by listeners
In order to examine how well SHEILA imitates the playing style
of the three different drummers, we got 18 participants to compare
the output of SHEILA to that of the original drummers. In order to
make it harder to tell the drummers apart, the listeners heard 8 bars
13 http://www.idi.ntnu.no/∼tidemann/sheila/
of each drummer played at 120BPM, yielding 15 second samples of
drumming. The same drumkit sample library was used to create iden-
tically sounding drumkits. The drummers originally recorded their
drumming at different tempos (e.g. the tempo that felt most natural
to them). Since the drumming was recorded in the MIDI format, it
could be sped up without any distorted audio artifacts.
SHEILA then generated another 8 bars in the style of each drum-
mer, played back at 120BPM. This included large-scale variations
that were not present in the 15 second samples that the listeners
would use to judge the imitation by. The evaluation was done as fol-
lows: the participants listened to the samples of the original drum-
mers, and then the imitated patterns produced by SHEILA, which
were presented in random order. The participants were free to listen
to the samples in any order and as many times as they liked. The lis-
teners completed the experiment by classifying each of the imitated
drum patterns as being that of drummer A, B or C.
Table 1 shows that the listeners correctly classified which drum-
mer served as a teacher for the imitated drum parts most of the time;
the lowest classification rate being that of drummer C which was
83.3%.
Drummer A B C
Classification 94.4% 88.9% 83.3%
Table 1. How often the imitated SHEILA output was correctly classified as
being imitated from the corresponding human drummer.
6 Discussion and conclusion
We have implemented an artificial drummer that learns drum pat-
terns from human drummers. In addition to simply learning the drum
patterns themselves, the system models how a drummer would play
a certain pattern, both in terms of small-scale variations in timing
and velocity, and large-scale variations in terms of varying patterns.
This has been demonstrated by letting three different drummers play
the same song, and then showing how SHEILA models the differ-
ent style of each drummer. Subsequently, we showed how SHEILA
will play back the same song in a different way (in terms of large-
scale variations), and also how the imitated pattern themselves are
slightly different in terms of small-scale variations, but still in the
style of the imitated drummer. By human evaluation, we have shown
that the imitated drum patterns are often perceived as being similar
to the originals. The work presented in this paper has demonstrated
the core principle for using learning by imitation: namely to simply
show the computer what you want it to do, and them make it imitate
you.
Note that SHEILA need not be trained only on songs. For instance,
to model how a certain drummer would play the pattern shown in
figure 7, the drummer could play the pattern for a certain amount of
measures, adding the large-scale variations the drummer would feel
natural to play with this pattern. This would be a useful approach in
terms of building up huge libraries of patterns and variations of these
patterns, but this lacks the aspect of how the drummer played in order
to fit the musical context. The advantage of training SHEILA based
on patterns in a song is that the producer using SHEILA to generate
drum patterns will instantly know which feel was on that track, and
there would not be variations that will appear out of context.
The MIDI files used in this experiment was made by amateur
drummers, since hiring professional drummers would be too expen-
sive. TheMIDI representation has the advantage of being tempo-less,
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Figure 9. Velocity and onset time plot, drummer A. The hihat velocity is
not varied to a great extent, but with more variance in the onset time gives
the playing style a relaxed feel. Recall that the Y scale is [0− 127], which
corresponds to the MIDI resolution. The X scale corresponds to the beats in
the measure.
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Figure 10. Velocity and onset time plot, drummer B. The hard
accentuation on the downbeat is common for rock drummers.
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Figure 11. Velocity and onset time plot, drummer C. A more odd variation
of velocity for the hihat, which creates a rather laidback feel.
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Figure 12. Onset time plot, drummer A. A rather big variance makes the
groove feel less rigorous and more free and open, but this will most likely
not sound very fluent when played back at high tempos. Recall that the onset
time is measured in ticks between quarter notes, with range [0− 0.99].
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Figure 13. Onset time plot, drummer B. Constantly slightly ahead of the
beat, which gives the groove a more aggressive feel.
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Figure 14. Onset time plot, drummer C. All the onset times are very close
to the metronome, but the variations in being both before and after the beat
makes this groove sound less tight than that of drummer B.
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Figure 15. Imitated velocity and onset time plot, drummer A. Compare to
figure 9 to see that the pattern deviates slightly from the mean and standard
deviation.
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Figure 16. Imitated velocity plot, drummer B. The same “rock” feel is
kept during the imitation (as can be seen in figure 10). Note how the hihat
beat on the 3 is slightly behind the beat. This can be heard as a small flaw in
the playing style, but will also add life to the resulting drum track.
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Figure 17. Imitated velocity plot, drummer C. The particular accentuated
hihat beat on the 3 is present, albeit not so dominating (see figure 11 for
reference). Timing is both ahead and behind the beat, as modeled.
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Figure 18. Imitated onset plot, drummer A. The plot complements figure
15, showing the timing with the different onset times which tend to be both
ahead and behind the metronome beat.
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Figure 19. Imitated onset plot, drummer B. The beats are most of the time
ahead of the metronome. The hihat beat on the 3 can more clearly be seen to
be slightly behind the beat (as is also observable in figure 16).
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Figure 20. Imitated onset plot, drummer C. The mean was close to zero
(as can be seen in figure 14); this plot clearly shows how the onset time of
the beats varies both ahead and behind the beat over time.
but it can also yield drum patterns that would sound bad if played
back at a tempo that is very different from when it was recorded. An-
other advantage of the MIDI representation is that it focuses solely
on the playing style of the drummer. A drummer will often have a
certain sound associated with him. This quality which is hard define
formally is due to many factors; e.g. the brand of drums he/she is
playing on, the producer, the genre of music, when it was recorded
(i.e. drums recorded in the 80s sounds different from those in the
70s), to name a few. This further aids to develop the signature of the
drummer, i.e. not just the patterns played but also the sonic qualities
of the drumming. However, the results of this paper shows that hu-
man listeners are able to tell different drummers apart based only on
the playing style of the drummer.
Table 2. How each drummer played the song in terms of core patterns and
variations of core patterns. How each drummer originally played the song is
shown to the left of each column dedicated to one drummer. How the
imitated song differs from how it was originally played is shown in white
text on a black background.
Drummer A Drummer B Drummer C
Original Imitated Original Imitated Original Imitated
C1 C1 C1 C1 C1 C1V2
C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1
C1 C1V2 C1V1 C1V2 C1 C1
C1 C1 C1 C1 C1 C1
C1 C1V1 C1 C1 C1V1 C1
C1V1 C1V2 C1 C1 C1 C1
C1 C1 C1 C1V2 C1 C1
C2 C2 C2 C2 C2 C2
C2 C2 C2V1 C2 C2V1 C2
C2 C2V1 C2 C2 C2 C2V1
C2 C2 C2 C2V1 C2 C2
C2V1 C2 C2 C2V4 C2V2 C2V3
C2 C2V1 C2V1 C2 C2V3 C2V3
C2 C2V1 C2 C2 C2V4 C2
C2 C2 C2V2 C2 C2V5 C2V3
C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1V2 C1
C1V2 C1 C1 C1 C1V3 C1
C1 C1V1 C1V2 C1 C1 C1
C1 C1 C1 C1 C1 C1V3
C1 C1 C1 C1V1 C1 C1
C1 C1 C1 C1 C1V4 C1
C1V3 C1V3 C1V3 C1 C1 C1
C2 C2 C2 C2V4 C2 C2
C2 C2 C2 C2V1 C2 C2
C2V2 C2V2 C2 C2V1 C2 C2
C2 C2 C2 C2V4 C2 C2V6
C2V3 C2 C2V3 C2V3 C2V6 C2
C2 C2V1 C2 C2 C2 C2V4
C2V2 C2 C2 C2 C2V7 C2V3
C2V4 C2 C2V4 C2V1 C2V8 C2
C3 C3 C3 C3V1 C3 C3
C3 C3 C3 C3 C3 C3
C3 C3 C3 C3 C3 C3
C3 C3 C3 C3 C3 C3
C3 C3 C3V1 C3 C3 C3
C3 C3 C3 C3 C3 C3
C3V1 C3 C3 C3V1 C3 C3
C3 C3V1 C3 C3 C3V1 C3
7 Future work
One drawback of the system as it is currently implemented, is that it
does not take musical context into account when modeling the differ-
ent large-scale variations in a song. Very often, a drummer will make
a large-scale variation in order to highlight dynamic parts in the song
or in response to other instruments’ melodies. This is often referred
to as breaks or fills, and can be described as being big deviations from
the core pattern, e.g. playing on the toms or doing a drum roll. Cur-
rently, breaks are modeled as mere variations of a core pattern, and
can be played at any point during a song. A break will typically occur
only at certain places, such as the measure leading up to the chorus or
to highlight a specific section of the melody. These variations should
be modeled on the basis of musical context, which would aid the
modeling of the other patterns as well. The current implementation
of SHEILA only looks at the pattern themselves, augmenting it with
musical knowledge could allow for modeling why a drummer would
play in a specific manner in response to the melody and the dynam-
ics of a song, i.e. understanding how the drummer is being creative,
as attempted by Widmer [24] and Pachet [4]. In addition, if the sys-
tem could handle sound input instead of MIDI files, it would give
easy access to vast amounts of training data. Such a system might be
implemented according to Masataka and Satoru’s approach to find
melody lines in pop songs, also extracting the drum pattern [11] or
using one of the systems described in [9].
In addition, we are interested in modeling the physical movements
of the drummer as well. Drummers play differently, not just in terms
of different patterns and styles, but also in the way they move their
entire body when playing. By the use of motion tracking, we aim to
be able to model the physical movements of the drummer playing,
which would enable SHEILA to imitate the physical playing style of
a specific drummer as well. This ability could be used in a more di-
rect multi-modal interaction setting with other musicians, and opens
up another interesting field of research, namely understanding how
musicians interact when playing together [21]. Work in this direc-
tion would employ the concept of using multiple forward and inverse
models [14] to control the robot as it learns to imitate, as done by
Demiris [6, 7]. The idea of having a library of patterns was inspired
from this multiple paired models approach, however the current im-
plementation does not use forward or inverse models.
The ability to model the style of different drummers depends on
the assumption that the drums were recorded using a metronome to
keep the tempo constant. However, this is often an unnatural way
of playing for drummers, as the tempo becomes too rigid and is not
allowed to drift in tune with the dynamics of the song. Future imple-
mentations should enable SHEILA to imitate without the assump-
tion that the drums were recorded with a metronome, such as the
approach of Cemgil et al., who uses the Bayesian framework to quan-
tize onset times without assuming the performance was recorded us-
ing a metronome [1]. Toivainen has implemented a system that al-
lows tracking the tempo in real-time by using adaptive oscillators
[20], Desain and Honing use a connectionist approach to real-time
tracking of the tempo [8]. The latter approach would be necessary if
the artificial drummer would be used in a live setting, as the tempo
tends to drift more than when recording in a studio.
There are a lot of interesting directions for future research, and we
believe that this paper is an important first step towards building an
artificial drummer.
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