A theoretical framework for non-negative matrix factorization based on generalized dual Kullback-Leibler divergence, which includes members of the exponential family of models, is proposed. A family of algorithms is developed using this framework and its convergence proven using the Expectation-Maximization algorithm. The proposed approach generalizes some existing methods for different noise structures and contrasts with the recently proposed quasi-likelihood approach, thus providing a useful alternative for nonnegative matrix factorizations. A measure to evaluate the goodness-of-fit of the resulting factorization is described. This framework can be adapted to include penalty, kernel and discriminant functions as well as tensors.
Kullback-Leibler divergence and its dual
The Kullback-Leibler (KL) information divergence between two distributions F and G with density (mass) functions f and g is
given that F is absolutely continuous with respect to G, F G. The discrimination information function in equation (1.1) is a measure commonly used to compare two distributions, and was introduced in Kullback and Leibler (1951) . KL information divergence, also referred to as relative entropy or cross-entropy, is the fundamental information measure with many desirable properties for developing probability and statistical methodologies. Similarly, the measure K(g||f ) is known as dual Kullback- Leibler divergence between F and G. In light of the definition above, K(f ||g) and K(g||f ) are also known as directed divergences. These quantities are nonnegative definite and are zero if and only if f (x) = g(x) almost everywhere (Kullback, 1959; Ebrahimi and Soofi, 2004) . One issue pertaining to K(f ||g) is that, apart from some exceptional cases such as F = N(µ 1 , σ
2 ) and G = N(µ 2 , σ 2 ), K(f ||g) is not symmetric in F and G where the latter is the reference distribution, i.e., K(f ||g) = K(g||f ). This lack of symmetry may be of no concern or even desirable in situations where a natural or ideal reference is at hand; e.g., when G is uniform, a natural reference distribution for a problem. However, this is generally not the case for most problems and choice of reference is dependent on the particular application of interest.
Let µ 1 and µ 2 be the means of random variables corresponding to the probability models F and G with respective densities f and g. Then β-divergence, D β (µ 1 ||µ 2 ), expressed in terms of the means µ 1 and µ 2 can be written as β-divergence between two densities f and g was introduced by Basu et al. (1998) and Eguchi & Kano (2001) . It has been used by Févotte & Idier (2011) for non-negative matrix factorizations (NMF) where β-divergence between two objects is considered. In our case, the means µ 1 and µ 2 represent these objects and we will follow this notation in the remainder of this section. It is well known that β-divergence in equation (1.2) includes members of the exponential family of models such as the Gaussian (β = 2), Poisson (β → 1), gamma (β → 0) and inverse Gaussian (β = −1) models as special cases. Within this context, β-divergence can be interpreted as generalized KL divergence indexed by the parameter β (Devarajan & Cheung, 2016) . For example, when β = 2 we obtain the Gaussian likelihood 1 2 (µ 1 − µ 2 ) 2 , and, in the limit β → 0, we obtain the gamma likelihood log
In the limit β → 1, we obtain the Poisson likelihood µ 1 log Lee & Seung (2001) . These quantities are commonly referred to as Euclidean distance (ED), Itakuro-Saito (IS) divergence and KL divergence, respectively, in the NMF literature (Févotte & Idier, 2011; Devarajan & Cheung, 2014; Lee & Seung, 2001 ). However, it should be noted that our use of the term KL divergence has a broader connotation similar to that in Devarajan & Cheung (2014 , 2016 and is based on its original definition outlined in Kullback (1951) .
We define the generalized dual KL divergence of order β by reversing the roles of µ 1 and µ 2 in equation (1.2). It is given by
where the superscript d is used to denote this dual form which also includes, as special cases, members of the exponential family of models as outlined above. When β = 2 we obtain the Gaussian likelihood 1 2 (µ 2 − µ 1 ) 2 which is identical to ED, and, in the limit β → 0, we obtain − log 
respectively, are continuous in β. It is evident from equations (1.4) and (1.5) that D d β (µ 2 , µ 1 ) has a unique minimum at µ 2 = µ 1 and that it is convex in µ 2 for β ∈ ℜ (see Figure 1 ). This contrasts significantly with β-divergence which is convex in µ 2 only for
Scale invariance is attained for the case β = 0 in equation (1.3) (dual version of IS divergence).
2 Motivating NMF using generalized dual divergence Seung (1999, 2001 ) developed NMF algorithms for decomposing a p × n nonnegative matrix V into the product of lower dimensional non-negative matrices W p×k and H k×n such that V ∼ W H, where k < np n+p is the factorization rank. In order to find an approximation for the input matrix V , cost functions that quantify the quality of the approximation need to be constructed using some measure of divergence between V and the reconstructed matrix W H. This problem can be formulated in the form of the linear model
where ǫ is noise. Lee & Seung's algorithms were based on ED, 2) and the directed divergence measure,
which correspond to the addition of Gaussian and Poisson noise, respectively, in (2.1). As noted earlier, the quantity in equation (2.2) can be derived as KL divergence between two Gaussian random variables with means µ 1 and µ 2 (and equal variance) and the quantity in equation (2.3) can be derived as KL divergence between two Poisson random variables with means µ 1 and µ 2 (see also Devarajan & Cheung, 2016) . 
This quantity can be derived as dual KL divergence between two Poisson random variables with means µ 1 and µ 2 as β → 1 in equation (1.3). Similarly, Devarajan & Cheung (2014) developed NMF algorithms for signal-dependent noise using
for the gamma model and
for the inverse Gaussian model, quantities that can be derived based on dual KL divergence for the respective models when β → 0 and β = −1 in equation ( proposed a quasi-likelihood approach to NMF based on a unifying theoretical framework using the theory of generalized linear models. It includes all members of the exponential family of models and enables the use of link functions for modeling nonlinear effects. An underlying feature of all these approaches is that they are based on a generalization of KL divergence in some form or another, unified by the approach in Devarajan & Cheung (2016) . Although NMF algorithms for various special cases of generalized dual divergence in (1.3) exist as outlined earlier, a unifying approach that integrates different models and algorithms into a single framework has been lacking.
Within the context of NMF, we can express generalized dual KL divergence of order α between the input matrix V and reconstructed matrix W H as
, α ∈ ℜ\{1, 2}.
(2.7) using equation (1.3) and the re-parametrization β = 2 − α. It is evident from (2.7) that D d α (W H||V ) represents a continuum of divergence measures indexed by the parameter α. More importantly, it embeds the dual KL divergence of well-known models like the Gaussian (α = 0), Poisson (α → 1), gamma (α → 2) and inverse Gaussian (α = 3) models. When 1 < α < 2, it includes the compound Poisson (CP) model which is continuous for V ij > 0 but allows exact zeros. By appropriately incorporating a dispersion parameter in (2.7), D d α (W H||V ) includes the quasi-Poisson model which is useful for modeling over-or under-dispersion as α → 1. Furthermore, it includes the extreme stable (α ≤ 0) and positive stable models (α > 2) (Tweedie, 1981; Jorgensen, 1987) .
Although β-divergence includes members of the exponential family of models, it is evident from the work of Févotte & Idier (2011) that a unified NMF algorithm is not feasible due to the non-convexity of the objective function (1.
A unified NMF algorithm based on dual divergence
We derive a unified NMF algorithm where ǫ in equation (2.1) is a member of the class of models included in (2.7). One can ignore
in (2.7) and define the function
Thus, for any information measure which is proportional to D d α (W H||V ) we obtain equation (3.1). In the case of signal-dependent data such as those observed in various signal processing applications, the divergence in equation (3.1) offers a flexible choice in decomposing a high-dimensional matrix.
1) is non-increasing under the multiplicative update rules for W and H given by
.
(3.3)
This measure is also invariant under these updates if and only if W and H are at a stationary point of the divergence.
Proof. We provide a more general proof of the monotonicity of updates based on splitting the domain ℜ\{1} of the parameter α into three disjoint regions and considering them separately. The update rules for W and H obtained under all cases, however, are the same. A detailed proof of the monotonicity of updates and update rules for the special cases α = 2 and α = 3 are provided in Devarajan & Cheung (2014) . In §3.1, we prove monotonicity of updates and derive update rules for the special case α = 1. First, we derive the update for H and prove its monotonicity when α > 2 or α < 1. Then we show how similar arguments can be used to prove the result for 1 < α < 2. We will make use of an auxiliary function similar to the one used in the EM algorithm we define
where H aj denotes the aj th entry of H. Then the auxiliary function for F (H aj ) is
It is straightforward to show that
, we use the convexity of x 2−α when α > 2 or α < 1 and the fact that for any convex function f, f ( 
The update rule for H thus takes the form given in (3.2). For 1 < α < 2, using the second equation in (3.1) we define
, and the auxiliary function for F (H aj ) as
It is easy to see that G(H aj , H aj ) = F (H aj ). By using the convexity of −x 2−α for 1 < α < 2, we can show that F (H aj ) ≤ G(H aj , H t aj ) and proceed to obtain the update rule for H as described above. The update rule for this case is exactly as that specified for the case α > 2 or α < 1. By using symmetry of the decomposition V ∼ W H and by reversing the arguments on W , one can easily obtain the update rule for W given in (3.3) in the same manner as H.
For a given α, we will start with random initial values for W and H and iterate until convergence, i.e, iterate until |D
(W H||V )| < δ where δ is a pre-specified threshold between 0 and 1 and i denotes iteration number.
Special Cases
As noted before,
2 for the Gaussian model corresponding to α = 0. Hence the NMF algorithm for the Gaussian model based on dual KL divergence is identical o the standard algorithm based on Euclidean distance outlined in Lee & Seung (2001) (Devarajan & Cheung, 2014) . When α → 2 and α = 3 in equation (2.7), we obtain dual KL divergence for the gamma and inverse Gaussian models in equations (2.5) and (2.6), respectively. As noted earlier, NMF algorithms for these two models have been described in Devarajan & Cheung (2014) where monotonicity of updates was proved and update rules were derived for each model. Even though the gamma model is obtained as the limiting case α → 2 in (3.1), closed form update rules for W and H can be obtained using α = 2 in the generalized update rules in equations (3.2) and (3.3). The Poisson special case is discussed below.
Poisson Model
When α → 1 in equation (2.7), we obtain dual KL divergence for the Poisson model given in equation (2.4). Devarajan et al. (2015b) provide an algorithm for this model involving multiplicative updates for W and H but without a formal proof. These update rules are obtained from (3.2) and (3.3) in the limit α → 1 and are derived in Theorem 2 below.
Theorem 2. The measure in equation (2.4) is non-increasing under the multiplicative update rules for W and H given by
and
Proof. Using (3.2), the update rule for H for the Poisson model can be written as
The right hand side of (3.8) can be re-written as a function of α as
Using (3.9) in (3.8) and taking logarithm on both sides, we get
Applying l'Hospital's rule to compute the limit, we obtain
Similarly, the update rule for W can be obtained as specified in (3.7) . Monotonicity of these updates follows directly from the monotonicity of generalized updates in equations (3.2) and (3.3) established in Theorem 1 when α → 1.
Measuring Goodness-of-fit
The updates derived in equations (3.2), (3.3), (3.6) and (3.7) ensure monotonicity of updates for a given run of the NMF algorithm for pre-specified α and rank r, based on random initial values for W and H. However, NMF algorithms are typically prone to the problem of local minima and, thus, require the algorithm using multiple random restarts. The factorization from the run that produces the best reconstruction, quantified by minimum reconstruction error across multiple runs, can be used for assessing goodness-offit. Following Devarajan & Cheung (2014 , 2016 , we propose a unified measure for this purpose based on model-specific minimum reconstruction error, RE. It quantifies the variation explained by the continuum of statistical models contained in equation (3.1). For a given rank r the proportion of explained variation, R 2 , is dependent on the particular model, determined by α, used in the factorization and is computed as
where RE is the numerator on the right hand side of equation 
Applications
Several special cases of the proposed unifying framework have been utilized for NMFs involving a variety of applications. For instance, Devarajan & Cheung (2014) derived algorithms based on dual divergence for gamma and inverse Gaussian models -using equations (2.5) and (2.6), respectively -for handling signal-dependent noise structures and demonstrated their application in electromyography studies for extraction of muscle synergies. These methods explained more variation (R 2 ) in the data at the appropriate number of synergies identified for each data set in a study involving frog motor behaviors under different experimental conditions. Similarly, Devarajan et al. (2015b) proposed an algorithm for the Poisson model based on dual divergence in equation (2.4) for unsupervised dimension reduction of discrete multivariate data. Two benchmark data sets -the Reuters news groups data and the Sacchromyces Genome Database (Shahnaz et al., 2006; Chagoyen et al., 2006) -were utilized for this purpose. In both cases, the algorithm based on dual divergence resulted in the best reconstruction compared to other competing methods. The proposed approach consolidates the above methods as well as a spectrum of other methods into a unifying framework and, thus, provides a flexible alternative for exploratory analysis of high dimensional data generated by diverse mechanisms that are exclusive to different applications.
Conclusions
In summary, this paper presented a unified approach to NMF based on generalized dual KL divergence along with a rigorous proof of convergence. The proposed approach is broadly applicable to the exponential family of models and is particularly useful in applications where there is a priori knowledge or empirical evidence of signal-dependence in noise. Furthermore, it unifies various existing algorithms and contrasts with the recently proposed quasi-likelihood approach, thus providing a complementary view of NMF. The basic principle underlying this framework is broadly extensible to the use of penalty, kernel and discriminant functions and to tensors. 
