A fundamental and recurrent question in systems neuroscience is that of assessing what 3 variables are encoded by a given population of neurons. Such assessments are often 4 challenging because neurons in one brain area may encode multiple variables, and because 5 neuronal representations might be categorical (different neurons encoding different variables) or 6 mixed (individual neurons encoding a combination of variables). These issues are particularly 7 pertinent to the representation of decision variables in the orbitofrontal cortex (OFC) -an area 8 implicated in economic choices. Here we present a new algorithm to assess whether a neuronal 9 representation is categorical or mixed, and to identify the encoded variables if the 10 representation is indeed categorical. The algorithm is based on two clustering procedures, one 11 variable-independent and the other variable-based. The two partitions are then compared 12 through adjusted mutual information. The present algorithm overcomes limitations of previous 13 approaches and is widely applicable. We tested the algorithm on synthetic data and then used it 14 to examine neuronal data recorded in the primate OFC during economic decisions. Confirming 15 previous assessments, we found the neuronal representation in OFC to be categorical in nature. 16 We also found that neurons in this area encode the value of individual offers, the binary choice 17 outcome and the chosen value. In other words, during economic choice, neurons in the primate 18 OFC encode decision variables in a categorical way.
Introduction
nature of the neuronal data. Second, the variable-centroid clustering, which starts from a 156 particular subset of variables (iteratively chosen from a large set of candidate variables; see 157 Table 1) . Notably, each variable corresponds to a point on the spherical surface. Thus, the 158 subset of variables defines a corresponding number of cluster centroids, and we assign each 159 neural response to the closest centroid. Each of these two clustering procedures (spherical k-160 means and variable centroid clustering) returns a partition of the population of neural responses. 161 Importantly, the number of clusters is not known a priori. Furthermore, for any such number, 162 there are many possible subsets of variables. We thus want to identify the subset of variables 163 that best describes the neuronal data. As a measure of similarity between the two partitions, we 164 use the adjusted mutual information [24] . Thus, we repeat the spherical k-means and the identified two variables, one in the pole cluster and one in the banana cluster. However, we 198 assume that the variable in the banana cluster is off center (Fig 2C) . As illustrated in Fig 2D, identifies the two clusters.
202
In conclusion, a dip in the distribution of ΔR 2 is neither sufficient nor necessary to assess the 203 categorical nature of a neuronal representation. In general, such assessment requires the 204 examination of the spatial distribution of data points in a high-dimensional space, using an 205 approach such as the spherical k-means clustering.
206
Analysis of synthetic data 207 We considered several clustering procedures, and wanted to validate our algorithm to assess 208 the categorical versus mixed nature of a neuronal representation on data for which we could 209 control the ground truth. Thus, we generated synthetic populations of neural responses with and 210 without specific categorical structure, and applied clustering algorithms to these synthetic data.
211
For the real data, the experiments included 9 or 10 trial types, resulting in 9-or 10-dimensional 212 neuronal responses, represented as points on the unitary hyper-sphere in 9 or 10 dimensions.
213
(see section Data set and previous analysis). To generate synthetic neuronal responses with 214 categorical nature, we randomly generated 9-dimensional points on the hyper-spherical surface 215 clustered in the vicinity of selected variables (see Methods). We then analyzed these synthetic To estimate the performance of these algorithms, we used silhouette plots, which are a
We next compared the spherical k-means silhouette plots for categorical synthetic data with 241 those for non-categorical data (Fig 4) . To simulate neural responses without specific categorical 242 structure, we generated points uniformly on the hyper-spherical surface. We then varied the 243 number of clusters between 2 and 7. We did not expect to find negative silhouette values for 244 these data, because negative values indicate data point assignments to wrong clusters. Such 245 mis-assignments cannot occur without any cluster structure in the data. Indeed, we did not find 246 any negative silhouette values, neither for categorical data (Fig 4 A-F 
Fig 3: Silhouette comparison of clustering algorithms on synthetic categorical data.

Synthetic data consist of firing rates from a total of 400 simulated cells representing the variables chosen value, offer value A, offer value B and chosen juice (100 cells each).
Independent Gaussian noise with a standard deviation of 0.25 and a mean given by the Here we tested three measures of similarity based on mutual information, which are founded on 264 information theory and naturally satisfy our desiderata. Specifically, we tested mutual 265 information (MI), normalized mutual information (NMI) and adjusted mutual information (AMI). For both categorical and non-categorical data, MI tended to increase with the number of clusters 277 and variables (Fig 5A, 5D) . This was expected since additional clusters and variables can 278 convey more information about each other. Importantly, MI increased to ~0.5 bits even for non-279 categorical data, highlighting the necessity for normalization. The additional normalization in 280 NMI yielded clear peaks for categorical data and mostly flat values for non-categorical data.
281
This made it easy to discriminate between categorical and non-categorical data based on NMI. 5F) were very similar to those for NMI. The peaks for corresponding cluster numbers and 288 variable numbers were slightly sharper for AMI. For this reason, we selected AMI as our 289 similarity measure for the analysis of real neural data recorded from OFC.
290
In conclusion, the analysis of synthetic data with known ground truth showed that a combination 291 of spherical k-means clustering and variable-centroid clustering compared with AMI provided 292 the most powerful approach to assess the categorical nature of neuronal representations and to 293 identify the encoded variables.
294
Analysis of neuronal data 295 We analyzed neuronal activity recorded from OFC during experiments in which monkeys chose 296 between different juice types (see section Data set and previous analysis). In total, we analyzed 297 9 neuronal pools, each including 139-536 neuronal responses (see Methods). Applying to each 298 pool the same comparative clustering procedure with spherical k-means and AMI used for 299 synthetic data, we obtained silhouette plots and a similarity profile for the neuronal data. 300 We varied the number of clusters between 2 and 7 and found clusters with convex silhouette 301 plots indicating categorical data (Fig 6A-F) . Moreover, the almost complete absence of negative For a quantitative assessment, we used AMI. Comparing the k-means clusters and the variable-316 centroid clusters, we found similarity peaks for particular combinations of cluster and variable 317 numbers (Fig 6G) . These peaks resembled those obtained for synthetic data, providing further 318 evidence for the categorical structure of the neural data. To analyze in more detail the clusters 319 and variables yielding maximum AMI we performed a Jackknife analysis (see Methods). This 320 procedure allowed us to estimate the standard error of AMI values for a given number of 321 clusters (Fig 6H) . Excluding the peaks for 2 clusters, we obtained the highest AMI values for 4 322 clusters and 2 variables. The AMI for this combination of variables and clusters was significantly 323 greater than the second largest AMI (Wilcoxon rank sum test, p<0.001). plots of several clustering procedures and we found that spherical k-means performed best.
324
373
Most importantly, our approach associates easily interpretable variables with the identified 
3. Compute new centroids corresponding to the partitioning computed for :
4. If is greater than the tolerance 1e-4 (default value), increment t
by 1 and go to step 2. Otherwise, stop.
523
For given variables, we partitioned cells using proximity clustering: for each cell, we calculated 524 the cosine distance to each variable and assigned the cell to the variable with the smallest 525 distance. Variables therefore became centroids of the clusters.
526
Our similarity measure between partitions is the adjusted mutual information:
where and denote two partitions of the same data, E denotes
expectation of the mutual information over random partitions subject to having a fixed number of 530 clusters and points in each cluster, H denotes entropy:
and I(U,V) denotes mutual information [36] between U and V:
Mutual information was used because of its several advantages as metric for computing 536 statistical associations between neural variables or between neural and behavioral variables, . In particular, we used the Python implementation 543 sklearn.metrics.adjusted_mutual_info_score of the Scikit-learn package to calculate the AMI. 544 We checked all possible variable combinations (stopping at 5 variables) and collapsed the 545 variables offer value A and offer value B to offer value A|B as well as chosen value A and chosen value B to chosen value A|B by pruning variable combinations that contained one but 547 not the other of the collapsed variables. We then selected the variables and clusters with the 548 greatest adjusted mutual information similarity.
549
Jackknife estimates of standard error 550 We estimated standard errors of adjusted mutual information values by apply the Jackknife 551 procedure over pools [38] . For a given number of clusters and a given jackknife subsample, we 552 took the maximum AMI over the different numbers of variables. This yielded a (#clusters x 553 #subsamples) matrix. We then collapsed the subsample dimension in two ways: 1) For a given 554 number of clusters, we averaged over subsamples to get the mean AMI. 2) For a given number 555 of clusters, we used the jackknife equation for standard deviation [38] to get an estimate of the 556 standard error: Generation of synthetic data 562 We generated two synthetic data sets to test our variable selection procedure: one with 563 categories and the other without categories.
To generate the data set with categories, we selected four variables: total value, offer value A, 565 offer value B and chosen juice. We represented each of these variables in the trial type space
