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Meta-Modelle –
Neue Planungswerkzeuge für Materialflußsysteme
F. Schulze
1. Einführung
Meta-Modelle sind Rechenmodelle, die das Verhalten technischer Systeme
näherungsweise beschreiben oder nachbilden.  Sie werden aus Beobachtungen
von Simulationsmodellen der technischen Systeme abgeleitet.  Es handelt sich
also um Modelle von Modellen, um Meta-Modelle.
Meta-Modelle unterscheiden sich grundsätzlich von analytischen Ansätzen
zur Systembeschreibung.  Während analytische Ansätze in ihrer mathematischen
Struktur die tatsächlichen Gegebenheiten des betrachteten Systems wieder-
geben, sind Meta-Modelle stets Näherungen.  Der Vorteil von Meta-Modellen liegt
in ihrer einfachen Form.  Sie sind leicht zu bilden und anzuwenden.  Ihr Nachteil
ist die nur annähernde und u.U. unvollständige Beschreibung des System-
verhaltens.
Im folgenden wird die Bildung von Meta-Modellen anhand eines Bedien-
systems dargestellt.  Zuerst werden die Möglichkeiten einer analytischen
Beschreibung bewertet.  Danach werden zwei unterschiedliche Meta-Modelle,
Polynome und neuronale Netze, vorgestellt.  Möglichkeiten und Grenzen dieser
Formen der Darstellung des Systemverhaltens werden diskutiert.  Abschließend
werden praktische Einsatzfelder von Meta-Modellen in der Materialflußplanung
und -simulation aufgezeigt.
2. Das Bediensystem
Bediensysteme sind Systeme, die den Ablauf von Bedien- oder Bearbeitungs-
vorgängen auf abstrakte Weise darstellen.  Ein Bediensystem (vgl. Bild 1) besteht
aus einer Bedienstation und einem Warteraum.  In der Bedienstation erfolgt die
Bedienung der Forderung.  Ihre Arbeitsweise wird charakterisiert durch die
Bedienzeit tb  (sie ist hier konstant) und die Bediendisziplin (fifo).  Forderungen,
die eine belegte Bedienstation vorfinden, verbleiben bis zu ihrer Bedienung im
Warteraum.  Seine Größe, die mögliche Warteschlangenlänge, ist (hier) nicht
beschränkt.  Der Ankunftsprozeß der Forderungen wird charakterisiert durch die
statistische Verteilung der Zwischenankunftszeiten oder Ankunftsabstände ta , ihr
Abgangsprozeß durch die statistische Verteilung der Abgangsabstände td .
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Sie  besitzt  zwei  Parameter,  die  den  Erwartungswert,  die  Varianz  und  den




















Der Erwartungswert ist damit ein Maß für die Frequenz, mit der die Forderungen
im Bediensystem eintrefen, der Variationskoefizient beschreibt die Streuung, die
Unregelmäßigkeit ihres Eintrefens.
Die Abbildung 2 zeigt die Dichtefunktion der Gamma-Verteilung. Die Gamma-
Verteilung  geht  bei  einem  Variationskoefizienten  von  Eins in  die  Exponential-
verteilung  über.   Mit  sinkendem  Variationskoefizienten  wird  sie  der  Normal-
verteilung ähnlicher.  Welchen Einfluß ein unterschiedlicher Variationskoefizient
der Ankunftsverteilung auf den Charakter des eintrefenden Forderungenstromes
hat, ilustriert  Abbildung  3.   Die  Markierungen  stehen für  die  Ankunftszeitpunkte
der  Forderungen.   Die fünf  dargestelten  Verteilungen  unterscheiden  sich  nur in
ihren Variationskoefizienten, die Erwartungswerte stimmen überein.
Aus  den  Erwartungswerten  von  Bedienzeit  und  Ankunftsabständen  kann










Das  Bediensystem  wird  nach  der Kendal-Symbolik  als  G/D/1-Bediensystem
bezeichnet.  „G“  steht für  eine  algemeine  Verteilung  der  Ankunftsabstände
(general), „D“ für  eine  konstante  Bedienzeit (deterministic), „1“ für  die  Zahl  der
Bedienstationen.
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Bild 3:  Gammaverteilte Ankunftsabstände
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3. Beschreibung des Systemverhaltens
Zwei Einflußparameter bestimmen das Verhalten des G/D/1-Bediensystems:
– die Auslastung ρ und
– der Variationskoefizient v der Ankunftsverteilung.
Sie  bedingen  die  Ausprägung  der  Kenngrößen  des Systems.  Welche Kenn-
größen sind von besonderem Interesse?
– Die Anzahl der Forderungen im System.  Sie  wird  beschrieben  durch  das
0.95-Quantil ihrer Verteilung. Dieser Wert gibt die Anzahl an, die mit einer
statistischen Sicherheit von 95% nicht überschriten wird. Er kann als eine
Obergrenze aufgefaßt werden und stelt eine Grundlage für die Bemessung
des erforderlichen Warteraumes dar.
– Die  Verweilzeit.   Die  mitlere  Verweilzeit (Durchlaufzeit),  das  0.05-Quantil
bzw.  das  0.95-Quantil  der  Verteilung  der  Verweilzeit  sind für  die
Bemessung des Systems von Bedeutung.  Diese Werte geben an, wieviel
Zeit im  Mitel,  mindestens  bzw.  höchstens  zwischen dem Eintrefen  einer
Forderung und dem Abschluß ihrer Bedienung verstreicht. Ist das Bedien-
system in eine  Gesamtanlage  eingebetet,  stelen  diese  Zahlen  eine
Planungsgrundlage dar.
– Die  Abgangsverteilung.   Die  Charakteristik  des  ankommenden  Forder-
ungenstromes  wird  durch  das  Bediensystem  verändert.   Die  statistische
Verteilung der Abgangsabstände unterscheidet sich von der der Ankunfts-
abstände, die Erwartungswerte beider Verteilungen stimmen überein.  Der
Variationskoefizient beschreibt die Streuung der Abgangsabstände.
3.1. Analytische Ansätze
In  der  Bedienungstheorie  wurden  eine  Reihe  von  Verfahren  entwickelt,  die  die
Untersuchung  und  Beschreibung  des  Verhaltens  von  Bediensystemen  erlauben.
Die Verfahren sind zum Teil außerordentlich kompliziert und stoßen bei Systemen
wie  dem vorliegenden  G/D/1-Bediensystem  an Ihre  Grenzen.   GNEDENKO/KÖNIG
[8] haben eine umfangreiche Zusammenstelung verfügbarer Ergebnisse über die
statistischen Eigenschaften von Bediensystemen erarbeitet.  Ihren Darstelungen
ist  zu  entnehmen,  daß  nur  Abschätzungen  zur  mitleren  Verweilzeit  und
Forderungenanzahl angegeben werden können.
Die  Verweilzeit tv ist  die Summe aus  Wartezeit tw  und  Bedienzeit.   Für  diemitlere Wartezeit wird angegeben
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Daraus läßt sich die mitlere Verweilzeit wegen
E Et t tv w b= +
ableiten. Für die mitlere Forderungenanzahl im System gilt
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Zum Abgangsprozeß werden keine Angaben gemacht.
STOYAN [16]  gibt  Abschätzungen  von  Eigenschaften  der  Verteilungen  der
interessierenden Kenngrößen an.  Es  kann jedoch  davon  ausgegangen  werden,
daß die oben erwähnten Quantile auf analytischem Wege nicht mit vertretbarem
Aufwand genau zu bestimmen sind.
3.2. Polynome
3.2.1. Voraussetzungen
Ausgangspunkt für  die  Berechnung  von  Polynomen  zur  näherungsweisen
Bestimmung der genannten Kenngrößen ist eine Simulation des Bediensystems.
Sie ist mit  gebräuchlichen  Simulationssystemen  gut  möglich.  Für  genauere
Ergebnisse  sind  Simulationsläufe mit  mindestens einigen  100.000  Forderungen
erforderlich.
Mit  Hilfe  des  Simulationssystems  wird  ein  Datensatz  berechnet,  der  den
Zusammenhang  zwischen  den  Einflußparametern, die  das  Systemverhalten
bestimmen  und  den  Kenngrößen, die  beobachtet  werden,  wiedergibt.
BOX/DRAPER [3] und BOX et al. [4] beschreiben die Vorgehensweise bei derartigen
Simulationsuntersuchungen.   BARTON [1], [2]  behandelt  diese  Problematik  vor
dem Hintergrund des Metamodelings.
Aus praktischen Überlegungen können die Grenzen des (Einfluß-) Parameter-
raumes abgeleitet werden:
ρ=06 09. .:   entspricht  den  üblichen  Auslastungsgraden.   Für  niedrigere
Auslastungen lohnt  eine  Untersuchung  nicht, Werte  über 0.9  bringen  die
Gefahr einen Überlastung mit sich und werden daher vermieden.
v=02 10. .:   Die  untere  Grenze  entspricht  einem  nahezu  getakteten
Ankunftsstrom,  die  obere  Grenze (Exponentialverteilung)  einem  sehr
unregelmäßigen  Ankunftsprozeß,  wie  er in  Verkehrs-  und  Transport-
systemen zu beobachten ist.
3.2.2. Berechnung
Ein Polynom zur Berechnung einer Kenngröße aus den beiden Einflußparametern
ρ und v hat die Form
p v c vk e e
k
k k(, ) , ,ρ ρ=∑ 1 2
Die  Bestimmung  der  Koefizienten c  erfolgt  nach  der  Methode  der  kleinsten
Abstandsquadrate:   Die  Abweichung  zwischen dem  Polynom und  den  Punkten
des Datensatzes, der Fehler, ist eine Funktion der Koefizienten.  Der Fehler sol
minimiert  werden.   Dazu  wird  er  nach  den  Koefizienten  partiel  abgeleitet.   Es
ergibt sich ein Gleichungssystem zur Bestimmung der Koefizienten.
Bei der Bestimmung der Exponenten e besteht folgendes Problem:  Ein vol-
ständiger Ansatz ist sehr umfangreich und eine Vielzahl der Koefizienten hat sehr
geringe  Beträge.   Diese  Polynomglieder tragen kaum  zur  Lösung bei.   Daher
wurde  ein  genetischer  Algorithmus  entwickelt,  der  die  Zusammenstelung  der
Polynomglieder bestimmt, die bei geringster Länge die beste Anpassung an den
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Datensatz liefern [13].  Grundlagen zur Funktionsweise genetischer Algorithmen
werden u.a. von GOLDBERG [9] vermittelt.
Ergebnis der Berechnung ist beispielsweise die folgende Näherung zum 0.95-
Quantil der Forderungenanzahl im G/D/1-Bediensystem:
Tabelle 1: Polynom zur Bestimmung des
0.95-Quantils der Forderungenanzahl
k             ck ek,1 ek,2
1 50.18117 15 2
2 -13.90239 13 1
3 2.08122 7 0
4 7.89966 2 2
Abbildung 4 stellt die Näherung und den Datensatz der Simulation gleichzeitig
dar.  Es ist eine gute Übereinstimmung zu verzeichnen.  Es versteht sich von
selbst, daß ähnliche Näherungen auch für die anderen Kenngrößen des Systems
angegeben werden können.
















Bild 4: Polynom und Datensatz
3.2.3. Genauigkeit
Zur Überprüfung der Genauigkeit der Näherung wird ein erweiterter Datensatz
herangezogen.  Ein Teil des Datensatzes wird verwendet, um die Näherung
selbst zu bestimmen.  Danach wird untersucht, ob die „Vorhersage“ der Näherung
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auch für die (Test-) Punkte zutrifft, die nicht zur Berechnung der Näherung selbst
genutzt wurden.  YESILYURT et al. [16] beschreibt ein entsprechendes Verfahren.
Maßgeblich für die Angabe der erzielten Genauigkeit ist die betragsmäßig
größte Abweichung d zwischen Testpunkten und Näherung.  In Abhängigkeit von
der Zahl der Testpunkte (hier 118) kann man dann sagen, daß bei einer
gewählten statistischen Sicherheit (95%) in einem überwiegenden Teil des
Parameterraumes (ebenfalls 95%) die Abweichung der Näherung vom wahren
Zusammenhang (nicht vom Datensatz!) nicht größer als d ist.
Die folgende Abbildung zeigt die statistische Verteilung der Abweichungen an
den Testpunkten zur oben dargestellten Näherung.  Der größte Fehler hat einen
Betrag von weniger als 0.3, für 90% der Fehler liegen die Beträge unter 0.2.  Bei
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Bild 5: Empirische Verteilung der Fehlerbeträge
3.3. Neuronale Netze
3.3.1. Voraussetzungen
Mit neuronalen Netzen als Meta-Modelle wird ein anderer Ansatz verfolgt.  Hier
geht es um eine Nachbildung des Systemverhaltens und nicht um die
(gewissermaßen statische) Darstellung statistischer Zusammenhänge zwischen
Einflußparametern und Kenngrößen.  Die Funktionsweise des Bediensystems
(Bedienung, ggf. Warten) bestimmt, wie lange eintreffende Forderungen im
System verbleiben.  Die Verweilzeit einer Forderung hängt allein von der
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(augenblicklichen)  Charakteristik  des  Stromes  der  ankommenden  Forderungen
ab.   Es ist  ein (Meta-)  Model  zu  bilden,  das  den Zusammenhang  zwischen
Ankunftsprozeß  und  Verweildauer  annähernd  abbildet.   Ziel ist  es,  bei  Kenntnis
der  Ankunftsabstände  vorangehender  Forderungen für  eine  eintrefende
Forderung eine Prognose für die zu erwartende Verweilzeit zu erstelen.
Ausgangspunkt für  das  Training  eines  neuronalen  Netzes ist  wiederum  eine
Simulation. Die Anforderungen an das Simulationssystem entsprechen denen im
vorangegangenen Abschnit. Der Umfang der Simulation ist jedoch geringer. Für
einige 1.000 aufeinanderfolgende Forderungen werden die Ankunftsabstände und
die Verweilzeiten erfaßt. Diese Daten bilden den Trainingsdatensatz.
ROJAS [12] bietet eine Einführung in die Theorie der neuronalen Netz.   Eine
sehr  umfassende  Betrachtung zum Einsatz  neuronaler  Netze  zur  Prognose  und
Steuerung stammt von  PHAM/LIU [10], ihre  Nutzung in  der  Verkehrstechnik
beschreibt YUN et al. [17].
3.3.2. Berechnung
Ein  neuronales  Netz  besteht  aus  Neuronen,  die in  mehreren  Schichten  hinter-
einander  angeordnet  sind (vgl.  Abbildung  6).   Die  erste  Schicht,  die  Eingabe-
schicht,  erhält  als  Eingabe  den  Ankunftsabstand  einer  Forderung  zur jeweils
vorangehenden  Forderung.   Aus  dieser  Eingabe,  der  Erregung,  berechnet  das
Neuron seine Ausgabe, die Aktivierung. Diese wird über gewichtete Leitungen an
die  Neuronen  der  zweiten,  der  verborgenen  Schicht  weitergegeben.   Diese
Neuronen  berechnen  aus  der  gewichteten  Eingabe ihre  Gesamterregung  und
leiten  daraus ihre  Aktivierung  ab.   Schließlich  erreicht  der  Erregungs-/
Aktivierungsvorgang  die letzte  Schicht  des  neuronalen  Netzes,  die  Ausgabe-
schicht. Die Ausgabe des Netzes ist die Prognose der Verweilzeit der Forderung.





















Dabei bezeichnet eik, die Erregung des Neurons k in der Schicht i, ai j−1, die Akti-
vierung des Neurons j in der Schicht ( )i−1, wjki,() das Gewicht der Leitung zwischen
beiden Neuronen und bik, den Bias des Neurons.  Die Funktion  f()×  ist die Akti-
vierungsfunktion, sie ähnelt dem Arkustangens.
Die  Netzgewichte  sind  zunächst mit zufäligen  Werten  belegt.  Das  Training
verfolgt  das  Ziel,  sie  derart  zu  verändern,  daß  das  Netz  auf  die  Eingabe  eines
Ankunftsabstandes  mit einer  korrekten  Ausgabe (Prognose)  der  Verweilzeit
antwortet.   Dazu  werden  dem  Netz  wiederholt die  Daten  des
Trainingsdatensatzes angeboten.  Die Abweichungen zwischen tatsächlicher und
gewünschter  Netzantwort,  der  Fehler, ist  eine  Funktion  der  Netzgewichte.   Der
Fehler  sol  minimiert  werden.   Dazu  wird  er  nach  den  Gewichten  partiel
abgeleitet.   Die  Korrektur  der  Gewichte  erfolgt  proportional  zu  den  partielen
Ableitungen (entgegen dem Gradienten).   Dieses  Trainingsverfahren  wird  als
Backpropagation bezeichnet.
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Eine Besonderheit der hier eingesetzten neuronalen Netze ist hervorzuheben.
Es handelt sich um Elman-Netze [5], [14], wie sie Abbildung 6 zeigt.  Die bereits
geschilderte Topologie mit Eingabe-, verborgener und Ausgabeschicht wird
ergänzt.  Jedem verborgenen Neuronen ist ein Kontextneuron zugeordnet.
Dieses Neuron erhält die Ausgabe des verborgenen Neurons als Eingabe.  Bei
der nächsten Erregung der verborgenen Neuronen erhalten diese auch Eingaben
von den Kontextneuronen.  Durch diese Rückkopplung werden im Netz
Informationen über vorangegangene Aktivierungszustände bewahrt.  Das Netz
erhält ein „Erinnerungsvermögen“.  Dies ist erforderlich für die Prognose von Zeit-





















Bild 6: Topologie eins Elman-Netzes
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Bild 7: Verweilzeit (-Prognose) von 250 Forderungen
Bild 7 stellt die Verweilzeitprognose den tatsächlichen Verweilzeiten von 250
aufeinanderfolgenden Forderungen gegenüber.
Ein Programm zur Berechnung von Prognosen mit Elman-Netzen wird im
Herbst/Winter verfügbar gemacht unter
http://www.tu-dresden.de/mw/ift/mitarb/schulze/predict/
3.3.3. Genauigkeit
Auch bei der Bewertung der Prognose der neuronalen Netze kann die
Abweichung zwischen der Netzprognose und tatsächlicher Verweilzeit einer
Forderung als Maß für die Genauigkeit genommen werden.  Dies allein ist jedoch
nicht hinreichend.  Es wird eine Zeitreihe betrachtet – nicht nur die Werte für sich
sind von Interesse, sondern auch ihre Abfolge.
Möglichkeiten, die Eigenschaften der Netzprognosen genauer zu unter-
suchen, bietet die Spektralanalyse [6], [11].  Dazu wird wie folgt vorgegangen:  Im
Simulationsmodell wird parallel zum eigentlichen Bediensystem ein zweites
System eingebaut, in dem die eintreffenden Forderungen genau für die Dauer der
für sie von einem Netz prognostizierten Verweilzeit verbleiben.  Nun werden
charakteristische Systemzustände in konstantem Zeittakt erfaßt.  Dies kann
beispielsweise die aktuelle Zahl der Forderungen im System sein oder die Anzahl
der abgegangenen Forderungen.  Aus diesen Daten wird das Frequenzspektrum,
mit dem sich diese Systemzustände ändern, berechnet.  Abbildung 8 zeigt die
Spektren zum Abgangsprozeß aus dem G/D/1-Bediensystem.  Die Abtastfrequenz
(der Takt, in dem die Zahl der abgegangenen Forderungen erfaßt wurde) beträgt
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das  Achtfache  der  Bedienfrequenz.   Die  Peaks im  Spektrum  entsprechen  der
Bedienfrequenz und ihren Harmonischen.
Die  Diferenz  der  beiden (logarithmierten)  Spektren ist  normalverteilt  und
besitzt eine bekannte Streuung. Liegt sie innerhalb eines gewissen (Vertrauens-)
Intervals,  so  kann man sagen,  daß  sich  die  Spektren  der  beiden  betrachteten











Bild 8: Spektraldichten der Abgangsprozesse
4. Anwendungsbeispiele
4.1. Polynome
Anwendungsfelder für  Polynom-Näherungen  sind leicht  abzusehen.  In  der
gleichen  Weise wie für  das  vorgestelte  Bediensystem  kann für  Materialfluß-
systeme  oder ihre  Teilbereiche  die  Wirkung  der Einflußparameter
(Auftragsstruktur, Arbeitskräfteanzahl, Arbeitsgeschwindigkeiten, ..) auf die Kenn-
größen (Durchlaufzeit,  Durchsatz,  Belegungsgrad, ..)  dargestelt, zusammen-
gefaßt werden. Diese Vorgehensweise hat folgende Vorteile:
– Der  Ursache-Wirkungs-Zusammenhang ist  ohne  erneute  Simulation  und
ohne  Simulationssystem reproduzierbar.   Die  Näherung interpoliert  über
den Datensatz.  Sie liefert auch die Werte der Kenngrößen für Parameter-
kombinationen, die nicht im Simulationsdatensatz enthalten waren.
– Der  Simulationsdatensatz läßt  wegen  der  beschränkten  Genauigkeit  der
Simulationen  häufig  starke  Schwankungen  erkennen.   Das  Verfahren  zur
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Bestimmung der Näherungen liefert relativ glatte Wirkungsflächen und
wirkt damit ausgleichend.  Daher sind die Näherungen mitunter genauer als
die einzelnen Simulationsergebnisse.
– Die mathematische Form der Näherungen ist leicht zu erfassen.  Sie sind
mit allen denkbaren Hilfsmitteln zu berechnen, sogar mit einem Taschen-
rechner.  Dies befördert die Akzeptanz.
Am Institut für Fördertechnik, Baumaschinen und Logistik der TU Dresden
wird daran gearbeitet, eine Bibliothek von Meta-Modellen zur Beschreibung ver-
breiteter Komponenten von Materialflußsystemen zu erstellen.  Sie können dem
Planer helfen, Teilbereiche von Materialflußanlagen sicher zu bemessen.
Die Bestimmung von Charakteristika des Abgangsprozesses (Variations-
koeffizient der Verteilung der Abgangsabstände) mit Polynomen ist bereits
erwähnt worden.  In einer materialflußtechnischen Gesamtanlage wird der Strom
abgehender Forderungen eines Teilsystems zum Strom ankommender
Forderungen des folgenden Teilsystems.  Sind für beide Teilsysteme Meta-
Modelle vorhanden, könnten sie miteinander verknüpft werden.  GLASS [7] hat die
Möglichkeiten einer solchen Verknüpfung untersucht.  Er kommt zu dem Ergebnis,
daß unter praktisch realisierbaren Voraussetzungen die Bildung des Meta-
Modells eines Gesamtsystems als Verknüpfung der Meta-Modelle seiner
Teilsysteme mit hinreichender Genauigkeit möglich ist.
4.2. Neuronale Netze
Die hier dargestellte Anwendung eines neuronalen Netzes zur Verweilzeit-
prognose für ein G/D/1-Modell dient lediglich der Illustration.  Bei diesem Modell
ist die zu erwartende Verweilzeit bei Kenntnis der Ankunftszeitpunkte unschwer
direkt zu berechnen.  Einige (fiktive) Einsatzbeispiele können aber den Nutzen
von Netzprognosen leicht verdeutlichen:
– In einem Kommissioniersystem befinden sich Packplätze.  Die zu ver-
packenden Artikel lassen sich nach dem erforderlichen Arbeitsaufwand in
mehrere Klassen einteilen.  Eine Prognose der zu erwartenden Packzeit ist
für die Materialflußsteuerung nützlich, da sie auf ihrer Grundlage stets
rechtzeitig für „Nachschub“ sorgen kann.  Auch hier wäre eine direkte
Berechnung der Packzeit denkbar (MTM) – sie würde aber zwei Effekten
nicht Rechnung tragen können.  (a) Ein Tagesgang (früh zügige Arbeit,
nachmittags langsamer) kann nicht abgebildet werden.  Auch werden (b)
neue Arbeitskräfte anfangs weniger geschickt sein und damit langsamer
arbeiten als Geschulte.  Solche (schleichenden) Veränderungen kann ein
Netz lernen, wenn es parallel zu seinem Einsatz für Prognosen mit neu
verfügbaren Daten weitertrainiert wird.
– Für einen komplexen Bearbeitungs- oder Handhabungsprozeß wird eine
Durchlaufzeitprognose benötigt.  Eine Simulation kann aus verschiedenen
Gründen nicht möglich sein, so weil sie (a) unangemessen aufwendig wäre
oder weil (b) der Einfluß von bestimmten Systemzuständen auf die Durch-
laufzeit nicht genau beschrieben werden kann.  Sind in der System-
steuerung Trainingsdaten für ein neuronales Netz verfügbar, kann versucht
werden, ein Netz für die Prognoseaufgabe einzusetzen.
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– Eine materialflußtechnische Gesamtanlage wird simuliert.  Ein Teilbereich
soll in das Simulationsmodell aufgenommen werden, kann aber aus einem
der oben genannten Gründe nicht modelliert werden.  Ein neuronales Netz
könnte als Black Box in der Simulation dienen.  Hier tut sich ein weiterer
Vorteil auf:  Der numerische Aufwand zur Berechnung einer Netzprognose
ist unbedeutend, verglichen mit einer Simulation der tatsächlichen Abläufe.
Simulationsmodelle, die Meta-Modelle (neuronale Netze oder auch
Polynome) einsetzen, sind schneller und können eine komplexe Opti-
mierung erleichtern oder erst möglich machen.
Es wäre denkbar, daß für verbreitete Komponenten von Materialflußsystemen
neuronale Netze erstellt werden, die das Systemverhalten annähernd nachbilden.
Sie könnten dem Planer helfen, die Funktion von Materialflußanlagen abzu-
schätzen noch bevor eine Simulationsuntersuchung durchgeführt wird.
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