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We asked whether biased feedback during training could cause human subjects to lose
perceptual acuity in a vibrotactile frequency discrimination task. Prior to training, we
determined each subject’s vibration frequency discrimination capacity on one fingertip,
the Just Noticeable Difference (JND). Subjects then received 850 trials in which they
performed a same/different judgment on two vibrations presented to that fingertip. They
gained points whenever their judgment matched the computer-generated feedback on
that trial. Feedback, however, was biased: the probability per trial of “same” feedback was
drawn from a normal distribution with standard deviation twice as wide as the subject’s
JND. After training, the JNDwas significantly widened: stimulus pairs previously perceived
as different were now perceived as the same. The widening of the JND extended to the
untrained hand, indicating that the decrease in resolution originated in non-topographic
brain regions. In sum, the acuity of subjects’ sensory-perceptual systems shifted in order
to match the feedback received during training.
Keywords: fingertip, human psychophysics, tactile, vibration, learning
INTRODUCTION
When two inputs evoke sufficiently different neuronal responses,
our sensory-perceptual systems recognize two distinct events; in
contrast when two inputs evoke similar neuronal responses, we
perceive two instances of the same event. Behavioral conditions
might favor one or the other operation. How do our sensory-
perceptual systems learn to parse our experience with the optimal
degree of resolution? Perceptual acuity is not purely innate but,
rather, is shaped by experience. Thus, by extensive training an
expert can make distinctions to which a novice is blind. Under
laboratory conditions, a sensory system can be “tuned” to recali-
brate and to perform progressively finer discriminations of visual
stimuli (Herzog and Fahle, 1997; Dill and Fahle, 1998), auditory
stimuli (Kishon-Rabin et al., 2001; Bosnyak et al., 2004) or tac-
tile stimuli (Recanzone et al., 1992a,b; Sathian and Zangaladze,
1997; Ostwald et al., 2012), temporal events or even multisen-
sory stimuli (Fujisaki et al., 2004; Vroomen et al., 2004; Keetels
and Vroomen, 2008; Yamamoto et al., 2012). In many of the cases
cited above, recognition of small differences between stimuli was
rewarded and, consequently, subjects showed improvements in
sensory resolution.
Here we set out to test the complementary (and less intu-
itive) hypothesis—that sensory systems can be trained to lose
discriminative resolution. Unlike previous studies, one set of sub-
jects was rewarded during training for classifying distinguishable
somatosensory stimuli as being the same. During training, their
rewards could thus be maximized by a loss of resolution in the
sensory-perceptual system; by broadening rather than sharpening
the categories of discriminable events. Before and after training,
we tested the subjects’ sensory discriminative capacities to inves-
tigate whether biased feedback had influenced the subjects’ per-
ceptual acuity. The findings suggest that both improving and
lessening discriminative capacity might involve a single underly-
ing mechanism, one that can achieve higher or lower perceptual
acuity according to the feedback given to the sensory system.
Having found changes in the resolution of sensory discrimina-
tion, we asked at what level of the sensory-perceptual system those
changes occurred. If the modifications were in a strictly topo-
graphic representation such as the primary somatosensory cortex,
we would expect subjects to show the altered categorization only
when tested with the fingertip that received training. If the mod-
ifications involved a change in the “read out” of the activity of
the topographic representation, we would expect the altered cat-
egorization to extend to a broader set of sensory inputs. To gain
insight into this problem, we tested one set of subjects with the
fingertip opposite the trained one.
RESULTS
OVERVIEW
Our overall aim was to test the hypothesis that a paradigm that
rewarded subjects for judging discriminable stimuli as being the
same would diminish the subjects’ sensory acuity. In other words,
we wanted to find out whether the brain can learn “not to feel”
previously detectable stimulus differences. Throughout the exper-
iment subjects were asked to compare the frequencies of trains
of skin deflections, presented as pairs (Figure 1A). Through an
extensive training phase (Figure 1B), subjects received feedback
on each trial in the form of points given to them or taken away
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FIGURE 1 | Experimental paradigm. (A) Schematic representation of a
stimulus pair. Each vertical bar indicates a 2.5ms half-sinusoidal deflection
by the piezoelectric stimulator. Stimulus frequency was determined by the
peak-to-peak inter-deflection interval. In acuity tests [Phases 1 and 5; see
panel (B)] the first and second stimuli were both 1 s long. In the training
session (Phases 2, 3, and 4), the first and second stimuli were 1 and 2 s
long, respectively. (B) Sequence of phases. For each phase, the presence
or absence of feedback is given as well as the number of trials. (C)
Comparison of Wide and Narrow feedback distributions to average subject
response curve. The gray line shows, for Phase 2, the proportion of trials
in which subjects, on average, reported two stimuli to be “same” as a
function of the single trial frequency difference. The two dashed black
lines show, for Phase 3, the proportion of trials in which the computer
gave “same” feedback as a function of the single trial frequency difference
in the Wide and Narrow conditions. (D) Reward size in the Wide condition
(top) and the Narrow condition (bottom) varied according to the probability
of the computer giving “same” and “different” feedback in each condition.
Each bar illustrates the probability a priori of the computer providing that
answer (black, same; gray, different). In each condition, the reward for the
correct “same” responses was proportional to the sum of all gray bars
while the reward for the correct “different” responses was proportional to
the sum of all black bars.
depending on whether their choice agreed or disagreed, respec-
tively, with the computer’s feedback. For subjects in the Wide
group, the computer’s feedback was biased in order to reward
them for judging discriminable stimuli as being the same; subjects
in the Narrow group received feedback that rewarded their ability
to discriminate stimulus differences (Figure 1C). The perceptual
acuity of each subject was tested before and after the training
session.
JUST NOTICEABLE DIFFERENCE PRIOR TO TRAINING
In Phase 1 of the experiment, we measured the frequency resolu-
tion of each subject by using a staircase procedure (see Materials
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and Methods) to estimate the just noticeable difference (JND)
above and below 16Hz. The results are given in Figure 2. The
above-16 JND values ranged from 0.7 to 3.4Hz, with a median of
2.0Hz. The below-16 JND values ranged from 1.2 to 3Hz, with
a median of 1.6Hz. The distribution of JNDs above 16Hz and
below 16Hz did not differ significantly (Wilcoxon signed rank,
p = 0.33). Henceforth, we pooled the above and below 16Hz
JNDs for each subject and used the absolute JNDs for further
analysis. The overall distributions of JND values were similar in
the two groups prior to training (Figure 2). The median JND
value was 1.65 for the Wide group and 1.72 for the Narrow group
(Wilcoxon signed-rank test, p = 0.29). The JND in our sub-
jects, approximately 10% of the base stimulus, was comparable
to that reported in previous studies of vibrotactile discrimination
FIGURE 2 | Results of the acuity test in Phase 1. The top panel
shows the just noticeable difference (JND) values for all subjects
that participated in the Wide and Narrow conditions, measured
separately below 16Hz (to the left) and above 16Hz (to the right).
The bottom panel is formed by counting the number of subjects
with JND values in each bin (bin size = 0.5Hz). Overall, the JND
distribution was similar in the two groups prior to the training
session.
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in humans and monkeys (Goff, 1967; LaMotte and Mountcastle,
1975; Mountcastle et al., 1990; Recanzone et al., 1992a,b).
Phases 2 and 4 each consisted of 255 trials, across which sub-
jects had to compare a 16Hz stimulus to 17 different stimuli.
These stimuli deviated from the reference 16Hz stimuli by half-
JND increments (eight frequencies above and eight below 16Hz,
as well as 16Hz itself). We refer to the distance between 16Hz
and the second frequency presented on any given trial as the “sin-
gle trial frequency difference” (STFD). Subjects reported whether
the two frequencies felt the “same” or “different” on every trial;
there was no feedback and no points awarded. The second col-
umn of Table 1 gives the percent of trials that were judged as
“different” in Phase 2 for selected single trial frequency differ-
ences (STFDs), averaged across subjects. Comparing these values
to the probabilities of “same” and “different” feedback in Phase
3, it is evident that the computer’s feedback for two perceptually
separable stimuli would mostly be “same” in the Wide condition
(Table 1, columns three and four) and “different” in the Narrow
condition (Table 1, columns five and six). Of course, our infer-
ence of the mismatch between percept and feedback in the Wide
condition is based on the subjects’ acuity at the start of Phase 3.
The results given below will show that, by the end of Phase 3, the
mismatch had been largely resolved by a change in sensory acuity.
RESPONSE DISTRIBUTIONS BEFORE AND AFTER BIASED FEEDBACK
Phases 2 and 4 of the experiment allowed us to construct response
distributions in which we evaluated the performance of each sub-
ject, across all frequency pairs, in the absence of any feedback.
The response distribution is composed of the percent of trials for
which the subject judged a stimulus to be the “same” as the 16Hz
stimulus, as a function of its difference from 16Hz. Figure 3A
shows the results for a subject that participated in theWide condi-
tion. The solid black plot gives the response distribution in Phase
2. The gray plot shows theWide distribution fromwhich feedback
was drawn during Phase 3 of training (the asymmetry in the feed-
back curve is due to a small difference in the subject’s under-16
and over-16 JNDs). The dashed plot shows the subject’s response
distribution in Phase 4, the feedback-free block that followed the
biased feedback period. It is evident that the subject’s response
distribution became similar to the feedback curve.
Figure 3B uses the same convention to present the results for a
subject that participated in the Narrow condition. In Phase 4, the
subject’s response distribution approached the Narrow feedback
curve. The sets of sensory stimuli presented to the two subjects
were identical; the difference was limited to the feedback provided
in Phase 3.
To quantify the magnitude of response distribution adapta-
tion, a Gaussian function (Equation 1 in Materials and Methods)
was fit to each response distribution. Figures 3A,B (insets)
demonstrate the fitted Gaussian curves for the selected subjects
(Figure 3A: Gaussian goodness of fit r = 0.98 and 0.95 in Phases
2 and 4, respectively; Figure 3B: Gaussian goodness of fit r =
0.95 and 0.96 in Phases 2 and 4, respectively). The breadth of
the response distribution, σ, increased in the Wide condition
(Figure 3A: σ = 2.12 in Phase 2 and σ = 4.62 in Phase 4. Note
that σ is defined in half-JND steps. Hence, in this example σ
increased from 1.06 ∗ JND to 2.31 ∗ JND). On the other hand,
the breadth of the response distribution decreased in the Narrow
condition (Figure 3B: σ = 3.22 in Phase 2 and σ = 2.12 in Phase
4) in accordance with the biased feedback provided during Phase
3. In the Wide condition, σ in the Phase 4 response distribution
matched σ of the feedback distribution. In the Narrow condi-
tion, the response distribution in Phase 4 approached the σ of the
feedback distribution but remained slightly wider.
We carried out the same analysis for the entire set of subjects.
To be able to combine the data from subjects with different base-
line sensitivities (i.e. JND), all stimuli were translated to their
distance from 16Hz, normalized as JND steps. Figure 3C shows
the Phase 2 (solid black lines) and Phase 4 (dotted black lines)
response distributions averaged across all subjects in the Wide
group; Figure 3D shows the comparable data for the Narrow
group. These panels also show the average feedback distribu-
tions (light gray lines). Several observations can be made. The
average Phase 2 response distributions were nearly the same for
the subjects in the Wide and Narrow groups; this follows from
the fact that, in Phase 2, the two sets of subjects had not yet
received their differential feedback biases. It is also clear that, for
the Wide group, the response distribution in Phase 4 overlaid the
Phase 3 feedback distribution. In other words, subjects on average
reported stimulus pairs as being “same” with the same probability
that the computer-generated feedback reported “same.” For the
Narrow group, the response distribution in Phase 4 approached
the Phase 3 feedback distribution. Overall, the Narrow feedback
had the effect of reducing the subjects’ probability of giving the
“same” responses.
Gaussian functions (Figures 3C,D insets) were fit to Phase 2
and Phase 4 response distributions of all subjects; mean good-
ness of fit across all subjects was r = 0.93 for both Phases 2
Table 1 | Feedback parameters for subjects in the wide and narrow condition.
Single trial frequency
difference (STFD) in multiples
of just noticeable difference
(JND)
Phase 2: Percent of trials in
which stimuli were judged as
“different” (average of all
subjects) (%)













0 15 1.0 0 1.0 0
0.5 18 0.93 0.07 0.60 0.40
1.0 32 0.87 0.13 0.13 0.87
2.0 67 0.60 0.40 0.06 0.94
4.0 94 0.13 0.87 0 1.0
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FIGURE 3 | Changes in response distribution caused by feedback. (A)
Response distribution (proportion of “same” responses across frequency
pairs) for a subject that received Wide feedback. Distribution in Phase 2
(before feedback) is shown in black. The feedback distribution in Phase
3 is shown in light gray. Similar to Figure 1C, the feedback curve
illustrates the fraction of trials in which the “same” feedback was
provided. The response distribution in Phase 4 (after feedback) is shown
by dotted line. Inset illustrates Gaussian functions fitted on the response
distributions. (B) Response distribution for a subject that received
Narrow feedback. The conventions for the lines are the same as in (A).
Inset illustrates Gaussian functions fitted on the response distributions.
Although the subjects in (A) and (B) showed similar distributions in
Phase 2, by Phase 4 they differed noticeably. (C) Response distributions
averaged across subjects that received Wide feedback. The conventions
for the lines are the same as in (A). The error bars indicate standard
error of mean (SEM) across subjects. Inset illustrates Gaussian functions
fitted on the response distributions. (D) Response distributions averaged
across subjects that received Narrow feedback. The conventions for the
lines are the same as in (A). Note that each subject received equal
number of same/different feedback in each condition as the feedback
was drawn from a pseudorandom pool. Insets illustrate Gaussian
functions fitted on the response distributions. Although the subjects in
(C) and (D) showed similar distributions in Phase 2 (Wilcoxon rank-sum
test, p = 0.1), by Phase 4 they differed noticeably.
and 4 in both Wide and Narrow groups. We compared values
of the Gaussian parameters for the two conditions. In Phase 2
(before receiving biased feedback) as expected the breadth of the
response distribution, σ, did not differ for subjects assigned to the
either of the groups (Wilcoxon rank-sum test, p = 0.1). In the
Wide condition, the standard deviation of the fitted functions, σ,
increased significantly following the biased feedback of Phase 3
(mean σ in Phase 2 = 2.82, mean σ in Phase 4 = 4.09; Wilcoxon
signed rank test, p < 0.005). In Phase 2, σ of the response dis-
tribution was significantly smaller than that of the feedback
distribution that was to be applied in Phase 3 (Wilcoxon rank-
sum test, p < 0.001). However, in Phase 4 there was no significant
difference between σ of the response distribution and that of the
just-concluded feedback distribution (p = 0.35). This means that
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subjects adapted their response distributions to match the feed-
back distribution. In the Narrow condition the breadth of the
fitted functions, σ, decreased significantly following the biased
Narrow feedback of Phase 3 (mean σ in Phase 2 = 3.28, mean
σ in Phase 4 = 2.35; Wilcoxon signed rank test, p < 0.005). In
Phase 2, σ of the response distribution was significantly broader
than that of the upcoming feedback distribution (Wilcoxon rank-
sum test, p < 0.001), but unlike the Wide condition, the value of
σ in Phase 4, did not match σ of the preceding feedback distribu-
tion (p < 0.005). Thus, the average performance of the subjects
in the Narrow condition resembled that of the selected exam-
ple (Figure 3B): the average response distribution in Phase 4 was
narrower than that in Phase 2, but not as narrow as the “target”
feedback distribution of Phase 3.
CHANGES IN PERCEPTUAL ACUITY AFTER BIASED FEEDBACK
We think that the response distribution (Figure 3) and the JND
provide two alternative methods for tapping into a single percep-
tual process—the acuity in feeling frequency differences. To test
this notion, in Figure 4A we plotted for all individual subjects
the broadness of the response distribution in Phase 2 against the
JND obtained moments earlier, in Phase 1. The response distri-
bution breadth was calculated in the original units of Hz rather
than in units of JND. The high correlation between the two mea-
sures (correlation coefficient r = 0.76, p < 0.001) supports the
idea that JND and response distribution breadth together reflect
the same underlying function.
The results given in Figure 3 demonstrate that the subjects’
judgment of stimuli in the neighborhood of 16Hz was shaped by
feedback during training. However, since the training paradigm
involved a “same/different” comparison, a change in the deci-
sion criterion—rather than a change in perceptual acuity—might
be the cause of the shift in the response distribution. To obtain
a second, more direct measure of change in acuity, we calcu-
lated and compared JND before and after training (Phase 1 vs.
Phase 5). Figure 4B shows that, in the Wide condition, the JND
significantly increased (median normalized JND change among
all subjects = 0.40, Wilcoxon signed rank test, p = 0.001). In the
Narrow condition, the JND showed a trend suggesting a decrease,
but the change was not statistically significant (median normal-
ized JND change among all subjects = −0.13, Wilcoxon signed
rank test, p = 0.23). These results indicate that, departing from a
baseline state, subjects can be more robustly trained to lose acuity
than to gain acuity.
During Phase 3, subjects might notice that one form of feed-
back was predominant—“different” in the Narrow group and
“same” in the Wide group. At that point, subjects might reduce
their attention to the specific stimuli on each trial, and instead
provide the “easy” answer (i.e., the more prevalent form of
feedback). It cannot be ruled out a priori that such a process
could have led to the broadening of the response distribution
in Wide subjects, and the narrowing of the response distribu-
tion in Narrow subjects. However, there are three arguments that
the changes in response distribution reflected a true change in
perceptual acuity. First, to prevent decisions based on feedback
prevalence, in Phase 3 the number of points awarded for each
response was inversely related to the probability of the computer
providing that answer (Figure 1D). Therefore, the expected award
for each answer (the product of the probability of that answer
matching the feedback and the award amount for that answer if
correct) was equal for “same” or “different” answers in each con-
dition. For instance, if a subject decided to use the easy, matching
strategy (e.g., always report “different” in the Narrow condition),
the number of correct answers might rise, but the points collected
would be small. Indeed, as we punished the subjects for wrong
choices, the collected award might become negative (+3 point
for correct “different” choice and −9 points for wrong “differ-
ent” choice). Second, in Phases 2 and 4 there was no feedback.
The subjects’ altered response distributions (Figure 3) presum-
ably reflected their percept, in as much as there was no feedback
to aim for.
The third and most important argument comes from within-
subject comparison of response distribution change and JND
change (Figure 4C). The plot confirms that subjects in the Wide
group (unfilled circles) showed an increase in the width of the
response distribution, as well as an increase in JND; subjects in
the Narrow group (filled circles) tended to show a decrease in the
width of the response distribution, as well as a decrease in JND.
The critical point is that there was a strong within-subject covari-
ance between response distribution change and JND change
(Pearson correlation coefficient r = 0.68, p = 0.001). This cor-
relation is incompatible with the notion that subjects simply
changed threshold across Phases 2, 3, and 4 in order to match the
computer’s biased feedback. Rather, the data suggest that response
distribution breadth and JND tap into the same underlying
acuity mechanism. Any sharpening or broadening of this dis-
crimination capacity was expressed in both the “same/different”
task of Phases 2–4 and the “high/low, low/high” task of
Phases 1 and 5.
CHANGES IN THE PERCEPTUAL SENSITIVITY OF UNTRAINED FINGER
Having found changes in the resolution of sensory discrimina-
tion, we asked at what level of the sensory-perceptual system those
changes occurred. If the modifications were in a strictly topo-
graphic representation such as the primary somatosensory cortex,
we would expect subjects to show the altered categorization only
when tested with the fingertip that received training. If the modi-
fications involved a change in the way activity in the topographic
representation was “read out” to make perceptual judgments, we
would expect the altered categorization to extend to a broader
set of sensory inputs. To gain insight into this problem, we car-
ried out a second experiment in which subjects were tested with
the fingertip opposite the trained one. For the trained fingertip,
Phases 1–5 were all presented. For the untrained fingertip, only
Phases 1 and 5 were carried out.
For subjects that received training in the Narrow condition, no
change in JND of the non-trained hand was observed (Figure 4D,
normalized JND change = 0.05, Wilcoxon signed-rank test, p =
0.74). This result was expected since, as in Experiment 1, the
Narrow condition caused only amoderate change in JND even for
the trained finger (normalized JND change = −0.04, Wilcoxon
signed-rank test, p = 0.31). In contrast, for subjects that received
training in theWide condition, a significant increase in JNDof the
non-trained hand was observed (normalized JND change = 0.27,
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FIGURE 4 | Effect of feedback on tactile acuity. (A) Width of the
response distribution in Phase 2 (quantified by the standard deviation, σ,
of the fitted Gaussian curve) plotted against the JND obtained moments
earlier, in Phase 1. (B) Normalized JND change (difference in each
subject’s JND between Phases 5 and 1, divided by the JND of Phase 1)
following training paradigm with Wide and Narrow biased feedbacks.
Error bars are SEM across subjects. (C) The correlation between
normalized JND change (Phase 5 compared to Phase 1) and the
difference in response distribution breadth (standard deviation, σ, of the
fitted Gaussian curve in Phases 4 compared to that in Phase 2). There is
a significant correlation between changes in breadth and changes in JND
that extends across both the Narrow and Wide feedback groups. (D)
Changes in perceptual acuity, quantified as the normalized JND change,
for both the trained finger and the opposite, untrained finger. Subjects
with Narrow feedback are given on the left, and no significant change in
JND of the untrained finger was observed. Results for subjects with
Wide feedback are given on the right, where a significant increase in
JND of the non-trained finger was observed. Values for the trained
finger, for comparison, are reproduced from panel (B). The error bars
indicate SEM across subjects.
Wilcoxon signed-rank test, p = 0.039), just as it was for the
trained finger (normalized JND change = 0.49, Wilcoxon signed-
rank test, p = 0.015). Since the decrease in acuity took place for
the finger that received no training, the changes in sensitivity
must not be localized to primary somatosensory cortex but must
arise in a “downstream” region that receives input from both
hands.We suggest that such a downstream area, like SII, decreases
the resolution with which it decodes SI activity during training
with Wide feedback.
DISCUSSION
This study looked for changes in individual subjects’ acuity in
relation to the form of feedback employed during training. In
each experiment, either Wide or Narrow feedback was applied.
The Wide form of feedback entailed a high probability of the
computer reporting the stimulus pair as the “same” even in
trials in which the difference between stimuli was larger than
the individual subject’s JND and therefore distinguishable; the
Narrow form of feedback entailed a high probability of the
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computer reporting the stimulus pair as “different.” The first
form of feedback thus tended to reward the grouping of differ-
ent stimuli into the same perceptual category, while the second
rewarded subjects for exploiting their finest possible perceptual
acuity. The main result is the change in the frequency discrim-
ination capacity between Phase 1 and 5. Although the Wide
and Narrow subject groups received the exact same set of sen-
sory stimuli (normalized to their JND)—the only difference in
training being the feedback following each trial during Phase
3—the JND grew in subjects that experienced the Wide train-
ing condition. One might predict by symmetry that the JND
would contract in subjects that experienced the Narrow train-
ing condition. In some subjects the predicted contraction did
occur, but taken as a group the effect did not reach statistical
significance (p = 0.23). We hypothesize that even before train-
ing subjects were near the verge of their physiological limits
for sensory acuity. If the default state of the sensory system
at the experiment outset was close to its high-resolution state,
a greater number of trials than used here might be necessary
to produce significant acuity improvements across all subjects
(Sathian and Zangaladze, 1998; Grant et al., 2000; Harris et al.,
2001a,b,c).
While these result suggest a general change in the tactile repre-
sentation of the stimuli, our findings do not specify whether such
changes are restricted to the representation of the core frequency
(16Hz) or else are distributed throughout neighboring frequen-
cies. Testing the distribution would require repeating the acuity
test for each neighboring frequency separately. Another question
for further work is whether changes in acuity can be evoked in an
asymmetrical manner (e.g., widening of acuity above 16Hz and
sharpening of acuity below 16Hz).
PROGRESSIVE LOSS OF TACTILE ACUITY DURING BIASED FEEDBACK
During Phase 3, the first period in which subjects received biased
feedback, shifts in sensitivity emerged. We quantified this initial
shift in acuity as a change in the width of the response dis-
tribution (Figure 3). The distribution became wider in subjects
undergoing the Wide training condition, and tended to become
narrower in subjects undergoing the Narrow training condition,
though the effect was less substantial in the latter case. An adap-
tation of this sort is not by itself a convincing demonstration of
a change in sensory processing: subjects in the Wide condition
might realize that feedback favors the “same” response and might
attempt to match the feedback by giving the “same” response
even on trials where they receive two discriminable vibrations.
By the same token, subjects in the Narrow condition might real-
ize that the feedback favors the “different” response and might
tend to provide the corresponding response on all trials, even
when the stimulus difference was below JND. Such adjustments
would constitute shifts in threshold, not shifts in acuity. In fact, a
recent paper (Engel and Wang, 2011) presents a recurrent neural
network which shows similar changes in same/different com-
parison distribution given the probability of a favorable answer
(for instance “different” in the Narrow condition) or the reward
assigned to each answer.
The fundamental issue, then, is to specify whether sub-
jects’ answers began to mirror the bias in feedback due to
a change in the categorization threshold, or through a real
change in perceptual acuity. To distinguish between these pos-
sibilities, in Phases 1 and 5 we measured JND using a forced
choice paradigm, where subjects had to report two successive
vibrations as having either a high/low or low/high sequence.
This paradigm excludes the strategy of comparing the per-
ceived difference between the stimuli to some internal criterion
for sameness or differentness. Moreover, during the assessment
of JND subjects received no feedback so there could be no
gain by attempting to match a feedback bias. Having ruled
out the possibility that the increase in JND in the Wide con-
dition was accounted for by a criterion change, the remain-
ing explanation is a progressive loss of acuity: stimulus dif-
ferences that previously exceeded the JND could no longer be
detected. In summary, at some level of the brain the represen-
tations of two stimuli overlapped more than they did prior to
training.
EXPERIENCE-DEPENDENTSETTING OF PERCEPTUAL BOUNDARIES
The shifting or even disappearance of a perceptual boundary
is known in sensory modalities beyond touch (Li et al., 2008).
In speech, listeners detect a boundary along the continuum
between consonants, a phenomenon called categorical percep-
tion (Liberman et al., 1957). For instance, between /r/ and /l/,
native English speakers perceive sounds on one side of the bound-
ary as /r/ (as in “road” or “bread”) and on the other side as
/l/ (as in “load” or “bled”). Tests of discrimination show that
the continuum is consistently divided into two phonetic cate-
gories; across-category pairs of sounds are distinguished well but
within-category pairs are distinguished poorly (MacKain et al.,
1981).
However this boundary is lost, or never acquired, in native
speakers of some other languages, such as Japanese. These sub-
jects discriminate between sound pairs along the continuum in
a nearly random manner and perform no better for compar-
isons across the English phonetic boundary than for comparisons
within either the /r/ or the /1/ category (MacKain et al., 1981).
The existence or non-existence of the boundary is stabilized by
the age of 10–12 months.
Perceptual discriminations are thus not built into sensory pro-
cessing systems in a hard-wired manner, but can be formed
and shaped by experience (Maddox, 2002). While it can be
debated whether a sensitivity change in the realm of tactile
perception involves similar mechanisms to those underlying lan-
guage, it is important to note that plasticity analogous to the
present work has been reported in sensory-motor adaptation.
For instance, it has been shown that following motor adapta-
tion, the sense of position is re-calibrated to reflect the dynam-
ics of the motor task (Ostry et al., 2010; Mattar et al., 2011;
Henriques and Cressman, 2012). This recalibration is accompa-
nied by a change in the magnitude of sensory evoked potentials
(Nasir et al., 2013), suggesting a change in somatosensory coding.
The present study reveals that a change in perceptual discrim-
ination can be evoked simply through non-veridical feedback.
Interestingly, the change in discrimination was achieved within
just a few hundred trials, far more rapidly than changes in speech
perception.
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EVIDENCE FOR THE BRAIN LOCUS OF LEARNING
We found that the broadening of the JND occurred not only
for the fingertip to which stimuli had been presented during
training, but also for the opposite fingertip. This transfer of
the training effect provides clues about which brain regions
may be involved. Primary somatosensory cortex (SI) contains a
topographically sharp representation of the fingers on the con-
tralateral side of the body with no appreciable input from the
ipsilateral hand (Blankenburg et al., 2003; van Westen et al.,
2004). The training regime was applied to the right index fin-
ger; if changes in left SI were responsible for broadening of the
JND, then test stimuli originating on the untrained (left) hand
would be transmitted to the right SI and would thus bypass
the modified cortical region. This scenario predicts that the
training effect would be restricted to the right hand, the one
that received the biased feedback, so it cannot account for our
results.
In contrast, secondary somatosensory cortex (SII) contains a
topographically broad representation of the fingers with compa-
rable strength of input from both the contralateral and ipsilateral
sides of the body, predominately by crossed and uncrossed inputs
from SI (Gelnar et al., 1998; Diamond et al., 1999; Maldjian
et al., 1999; Francis et al., 2000; Disbrow et al., 2001; Harris
et al., 2001a,c; Diamond et al., 2003; Harris et al., 2006). If the
biased feedback employed in the Wide condition had the effect
of reducing the resolution with which SII “reads out” its input
from SI, this would explain the transfer of the loss of acuity to
the untrained hand. In this scenario, left and right SI stimulus
representations are unchanged, but SII develops the incapacity
to decode differences in stimulus representation in the vicinity
of 16Hz, whether the sensory signal arrives from left or right
SI. This suggests that the observed learning effects are due to a
high-level reweighting of perceptual readout rather than mod-
ifications in early sensory stage (Sathian et al., 2013). Linear
discriminant models offer inspiration for a potential mechanism
to decrease the read out resolution. Typically the challenge posed
to such a model is to achieve the most informative readout
by a target neuron. The solution involves the optimal weight-
ing of all synaptic inputs [reviewed in Safaai et al. (2013)].
An improvement in acuity can be realized by increasing the
weights from the more informative neurons and decreasing the
weights from the less informative neurons. Wide feedback train-
ing causes some level of the sensory system to execute a poorer
readout; this reduction in acuity might be accomplished, para-
doxically, by increasing the weights from the less informative SI
neurons and decreasing the weights from the more informative
neurons.
Traditionally, delayed comparisons of vibrotactile frequency
have been thought to occur in the sensory areas like SI or SII (e.g.,
Mountcastle et al., 1990; Harris et al., 2006; or Hernández et al.,
2010), with the main discussion focusing on whether more pri-
mary sensory areas are involved or more secondary areas. From
the topography of the generalization of the widened acuity, to the
finger opposite the trained one, we suggest that the change took
place in the earliest sensory cortical region that integrates strong
bilateral inputs, SII. Of course, future studies may better specify
the brain locus of vibrotactile frequency comparison.
SETTING PERCEPTUAL RESOLUTION TO OPTIMIZE MATCHING
BETWEEN CHOICE AND OUTCOME
Psychophysical studies have shown that animals and humans can
behave as optimal Bayesian observers—they integrate noisy sen-
sory cues, their own predictions and prior beliefs in order to
maximize the expected outcome of their actions (Kording and
Wolpert, 2004; Ernst, 2007; Navalpakkam et al., 2010; Rao, 2010;
Weisswange et al., 2011; Karim et al., 2012). A key to maxi-
mizing the outcome is to have knowledge of the certainty of
sensory evidence, for higher degrees of uncertainty encourage the
nervous system to weaken its belief in the ongoing model and
to explore alternative stimulus-outcome associations (Karlsson
et al., 2012). It has been suggested that neuronal populations in
sensory areas represent external events as “probabilistic popu-
lation codes” which incorporate both the physical properties of
a sensory event as well as the uncertainty associated with that
information (Knill and Pouget, 2004; Ma et al., 2006, 2008).
Interestingly, the population response in early sensory cortex can
be biased in favor of stimuli with higher values (Serences and
Saproo, 2010). We posit that early in Phase 3 subjects in the Wide
condition received “same” feedback even for stimulus pairs that
SI was able to encode as distinct events. The mismatch between
the sensory representation and the feedback caused an increase in
the degree of uncertainty and facilitated the exploration of alter-
native modes of “reading out” the sensory input. The mismatch
could be resolved to some degree by diminishing the acuity of
the transfer of information from SI to SII or from SII to even
higher-order cortical areas (perhaps by overweighting the unin-
formative inputs; see above). In higher-order areas, the neuronal
activity correlates with the perceptual report rather than stimu-
lus itself (Auksztulewicz et al., 2012; Carnevale et al., 2012; Romo
et al., 2012). The outcome of the reduced acuity was the broad-
ening of the response curves (Figures 3A,C). This in turn led
to a better match between the subjects’ responses and the com-
puter’s feedback. Having matched the feedback, the uncertainty
in the sensory readout was again reduced and the modifica-
tions became stabilized. The consequence of the stabilization was
the bilateral reduction in acuity revealed by tests of the JND at
the conclusion of the experiment. Taken together, these findings




Fifteen subjects (11 F, 4M; age range from 21 to 35 years)
took part in the experiment. All were right-handed. The overall
study consisted of Experiments 1 and 2. All subjects partici-
pated in Experiment 1, which was composed of two training
conditions, Narrow and Wide. Subjects were randomly assigned
to one of the two conditions; Nine subjects took part in the
Narrow condition and nine in the Wide condition (three sub-
jects took part in both conditions with a minimum two-week gap
between sessions). Out of the pool of 15 Experiment 1 subjects,
eight also took part in Experiment 2. Recruitment of subjects
and experimental procedures were conducted in accordance with
the Declaration of Helsinki and the local Ethics committee of
SISSA.
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Sensory stimuli
The stimulus train was delivered to one fingertip, which rested on
a 2 cm × 2 cm rubber pad glued to the top face of a piezoelectric
wafer (Morgan Matroc, Bedford, OH). The timing and waveform
of the vibrations were controlled using MATLAB (MathWorks,
Natick, MA) and a National Instruments (Austin, TX) interface
board. Stimulus trains (Figure 1A) were composed of deflections
of half-sinusoidal shape, with each deflection having duration of
2.5ms and peak amplitude of 150μm. Before experiments began,
stimulus output wasmeasured by an optic sensor (Lak et al., 2008,
2010) to verify that it conformed to the waveform input. Stimulus
frequency in Hz was equal to 1000 divided by the peak-to-peak
interdeflection interval in ms. For different frequencies, the indi-
vidual pulse remained equivalent and thus engaged the same set
of skin receptors. The duration of the stimulus train, from the
first to the last deflection, was one period shorter than 1 s (half
a period lag at the beginning and half at the end). For instance,
for a 16Hz stimulus, the vibration was presented for 937.5ms
with each deflection (16 in total) separated by 62.5ms. This was
done to allow fractional frequency values, rather than limiting
the frequency content to integers. After each trial the subjects




Prior to the main experiment, subjects took part in a set of famil-
iarization trials (not illustrated) that used the same paradigm as in
the subsequent acuity test (see next section). This block consisted
of 50 trials which had larger frequency differences (2, 3, and 4Hz)
than those used later. Subjects received feedback on their perfor-
mance following each trial. Familiarization continued until the
subject scored eight correct trials out of the last 10; familiarization
data were not collected.
Overview
The experiment involved a three-phase training session, which
was preceded and followed by acuity tests (Figure 1B). The acu-
ity test was designed to evaluate tactile discrimination capacity,
whereas the training task was designed to induce feedback-guided
learning that might affect acuity. Stimuli were applied to the
right index finger. Subjects were told to treat training (Phases
2–4) and acuity testing (Phases 1 and 5) as independent exper-
iments. To emphasize their independence, the instruction was
given “The experiments will evaluate two different aspects of
touch sensation.” The specific instruction for the training phase
was: “Report whether the frequencies of the two stimuli feel the
same or different.” As such it was a two-interval same/different
task. The instruction for the acuity test was: “Select the stimu-
lus with higher frequency. Even if the stimuli feel similar, indicate
whether the first or second had higher frequency.” This was a
two-interval, two-alternative, forced choice task. Since judgments
made in a two-alternative, forced choice task are resistant to
changes in decision criterion (see Macmillan and Creelman, 1991
for a review), any possible change in the subject’s decision crite-
rion during training should not directly affect performance in the
acuity test.
Acuity test
The test required the subject to compare the frequencies of two
vibrations, each of∼1 s duration with a 1 s inter-stimulus interval
(Figure 1A). At the end of the second vibration, subjects indi-
cated which vibration, first or second, they felt as having higher
frequency. The purpose of the acuity test was to evaluate each sub-
ject’s sensitivity in the neighborhood of 16Hz, where sensitivity
was defined as the Just Noticeable Difference (JND) above and
below that frequency. At the start, the subject was presented with
stimuli that differed by 3Hz from the reference 16Hz stimulus
and were thus easily discriminable by all subjects. Using a stair-
case paradigm (Cornsweet, 1962), the comparison became more
difficult by one step, with a 0.5Hz step size, if the subject discrim-
inated the pair of stimuli correctly three consecutive times; the
comparison became easier by one step if the subject erred. In the
case where both stimuli were 16Hz, the subject’s response was
randomly assigned as correct or incorrect. The order of the two
stimuli in a trial (16Hz reference and comparison stimulus) was
randomized. Separate measures of the JND were calculated for
frequencies above and below 16Hz; these are referred to as above-
16 JND and below-16 JND. Trials of the above-16 and below-16
staircases were randomly interleaved. The acuity test consisted of
120 trials (60 trials for both the above-16 and the below-16 stair-
case) and the JNDs were calculated by averaging the last 12 peaks
and valleys of the staircase diagram (Cornsweet, 1962).
The first acuity test is referred to as Phase 1, while the second
test was at the conclusion of the experiment and is referred to
as Phase 5 (Figure 1B). The training (Phases 2–4; see below) was
carried out between the two acuity tests. The overall goal was to
determine how training affected acuity.
Training paradigm
At the outset of training, each subject was randomly assigned to
the Wide or Narrow condition. Trials in the training paradigm
were structured differently from those in the acuity task. The
subject was required to report whether the two consecutive stim-
ulus trains had the same or different frequencies (two interval
same/different task). The first stimulus was always a 16Hz train
of 1 s duration. It was followed by a 1 s inter-stimulus interval.
The second stimulus was just under 2 s long (one period shorter
than 2 s). The distribution of frequencies from which the sec-
ond stimulus was taken was set up independently for each subject
according to the JND obtained in the acuity test moments earlier.
This ensured that the comparison stimuli were scaled in relation
to that subject’s baseline sensitivity. For this purpose, the indi-
vidual’s above-16 and below-16 JNDs were divided by two to
define the size of the frequency steps. The full training stimulus
set was composed of 17 stimuli with frequencies varying in one-
step increments, thus covering a range, in Hz, from 16 – (4 ×
below-16 JND) Hz to 16 + (4 × above-16 JND). In each trial one
of these stimuli was paired with the 16Hz reference stimulus and
the subject had to report whether the two stimulus frequencies
were the “same” or “different.”
Training was composed of three successive blocks referred to
as Phases 2, 3, and 4 (Figure 1B). Phase 2 consisted of 15 trials
of each of the 17 different stimuli paired with 16Hz (255 tri-
als). In this phase there was no feedback and no points awarded;
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the results were used to evaluate the performance of each sub-
ject, across all frequency pairs. Phase 3 was the main training
block. This phase consisted of 50 trials of each of the 17 differ-
ent stimuli paired with 16Hz (850 trials), but now with feedback.
Subjects were instructed to perform the task in such a way as
to maximize their final point count. The subject received points
(displayed on the monitor) for each correct answer—answers
that matched the computer’s output on that trial—and lost
points for each incorrect answer—answers that failed to match
the computer’s output on that trial. Unknown to the subject,
the computer’s feedback was biased rather than veridical: the
probability of “same” feedback on each trial was drawn from
a normally distributed function with a standard deviation (σ)
twice as wide as the subject’s JND (Wide condition) or else
half as wide as the subject’s JND (Narrow condition). We refer
to the distance between 16Hz and the second frequency pre-
sented on any given trial as the “single trial frequency difference”
(STFD). The Wide and Narrow feedback distributions, in units
of STFD, are illustrated in Figure 1C, together with the average
performance across all subjects in the Phase 2 training block.
The average response curve lies midway between the Wide and
Narrow feedback distributions. In order to make sure all the sub-
jects received an equal number of same/different feedback trials
for each STFD, we drew the feedback for each trial from a pseu-
dorandom pool without replacement, with same/different ratio
fixed to comply to a normal distribution. This was done so to
make sure we could confidently compare feedback effect across
subjects.
Examples of the application of biased feedback are given in
Table 1. In the Wide condition, a trial with STFD twice as large
as the JND and thus reliably detected as different, was associated
with “same” feedback with 0.60 likelihood and with “different”
feedback with just 0.40 likelihood. In contrast, in the Narrow con-
dition the equivalent trial was associated with “same” feedback
with just 0.06 likelihood and with “different” feedback with 0.94
likelihood. On a trial with STFD equal to the JND, subjects in the
Narrow condition received “same” feedback with 0.13 likelihood.
On the same trial, a subject in theWide condition received “same”
feedback with 0.87 likelihood. The Narrow condition can there-
fore be considered as having approximately veridical feedback. It
is important to note that the Wide and Narrow subject groups
received the same set of sensory stimuli (normalized to their
JND)—the only difference in training was the feedback following
each trial during Phase 3.
Phase 4 was identical in procedure to Phase 2. There was no
feedback and no reward points. The purpose of the block was to
compare the subjects’ response distribution with that in Phase
2. Any differences were attributed to Phase 3, the intervening
training block that featured reward points and biased feedback.
Second acuity test
Phase 5 of the experiment was the second acuity test, performed
in the same way as Phase 1, the first acuity test (Figure 1B).
Awarding of points
We anticipated that, during Phase 3, subjects might detect some
imbalance in feedback and consequently show a tendency to give
the easier answers—“same” in the Wide condition and “differ-
ent” in the Narrow condition. To encourage subjects to attend
to the stimulus pair on each trial, reward size varied accord-
ing to the training condition. In Figure 1D the black and gray
bars give the probability of the computer giving “same” and “dif-
ferent” feedback, respectively, as a function of the single trial
frequency difference; the upper plot refers to the Wide condition
and the lower plot to the Narrow condition. These probabilities
were utilized for the weighting of rewards: the reward for the cor-
rect “same” responses was proportional to the sum of the areas
of all gray bars, Ag, while the reward for the correct “different”
responses was proportional to the sum of the areas of all black
bars, Ab. In other words, the number of points awarded for a cor-
rect response was inversely related to the probability a priori of
the computer providing that answer. By this formula, the product
of the probability of a computer’s feedback and the points gained
by correctly matching that feedback were equal in the Wide and
Narrow conditions.
The exact number of points awarded on each trial was defined
as follows: for correct “same” response, the number of points
equaled 17 times Ag divided by (Ag + Ab). For correct “differ-
ent” response the number of points equaled 17 times Ab divided
by (Ag + Ab). Filling in the values from the probability distri-
bution function yields, for correct “same” responses, 7 points in
the Wide condition and 14 points in the Narrow condition and
for correct “different” responses 10 points for the Wide condition
and 3 points in the Narrow condition. For both conditions, the
penalty for incorrect responses was –9 points.
To understand the effect of the reward rule, consider the Wide
condition. If the subject decided to respond “same” on most tri-
als, many of those trials would be counted as correct, but would
provide few points. In contrast, those trials in which the sub-
ject’s response of “different” matched the feedback would provide
more reward points. Since the subjects’ goal was to amass points,
a simple strategy of “always respond same” in the Wide condition
would not be optimal, nor by the same token would a strategy of
“always respond different” in the Narrow condition. An effective
strategy for points accumulation would be to always report the
stimuli based on the percept.
EXPERIMENT 2
This experiment was designed to evaluate whether training had
a unilateral or bilateral effect on acuity. To do so, two blocks
were added to the acuity test. In these, the JND was evaluated
before and after training not just for the right index finger as
in Experiment 1, but also for the left index finger. The order
of evaluating the JND on left versus right index finger was
counterbalanced among different subjects.
DATA ANALYSIS
In order to quantify the magnitude of response distribution
adaptation, a Gaussian function (Equation 1) was fit to each
response distribution. To make the Gaussian fits compara-
ble among subjects, the abscissa was drawn in units of step
size of the individual’s JND rather than stimulus frequency:
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where P(same) gives a probability density function that charac-
terizes the subject’s likelihood of judging the second stimulus as
being the same as the first (16Hz) stimulus, μ–d is the distance of
the second stimulus from the peak of the distribution in units of
steps (each step is one-half of JND; see above), and a, σ, μ are the
parameters that give best fit to a Gaussian function. Specifically, a
is the maximum probability of subject reporting “same,” σ is the
standard deviation of the Gaussian function, andμ is the stimulus
value associated with peak probability of “same” response.
To examine the overall effects (Figure 4), we computed for
each subject the normalized JND change, as follows:
normalized JND change = JNDPhase 5 − JNDPhase 1
JNDPhase 1
where the JND of each phase was the average of the JND values
measured above and below 16Hz.
In general we used nonparametric statistical tests which make
no assumption about normality in data distribution. We used
Wilcoxon signed-rank test and Wilcoxon rank-sum test to com-
pare JNDs, the values of the Gaussian parameters and normalized
JND changes.We used Pearson correlation to estimate correlation
coefficients (Figure 4).
ACKNOWLEDGMENTS
The authors would like to thank Drs. A. H. Abbassian, A.
Zandvakili, and N. Khoshnoodi for their help in designing
the pilot study and their intellectual contribution through the
work. This work was supported by the Human Frontier Science
Program (Project RG0041/2009-C); European Research Council
Advanced Grant CONCEPT (Project 294498); European Union
FET Grant CORONET (Project 269459), the Compagnia San
Paolo.
REFERENCES
Auksztulewicz, R., Spitzer, B.,
and Blankenburg, F. (2012).
Recurrent neural processing
and somatosensory awareness.
J. Neurosci. 32, 799–805. doi:
10.1523/JNEUROSCI.3974-11.2012
Blankenburg, F., Ruben, J., Meyer, R.,
Schwiemann, J., and Villringer, A.
(2003). Evidence for a rostral-to-
caudal somatotopic organization in
human primary somatosensory cor-
tex with mirror-reversal in areas 3b
and 1. Cereb. Cortex 13, 987–993.
doi: 10.1093/cercor/13.9.987
Bosnyak, D. J., Eaton, R. A., and
Roberts, L. E. (2004). Distributed
auditory cortical representations are
modified when non-musicians are
trained at pitch discrimination with
40Hz amplitude modulated tones.
Cereb. Cortex 14, 1088–1099. doi:
10.1093/cercor/bhh068
Carnevale, F., de Lafuente, V., Romo,
R., and Parga, N. (2012). Internal
signal correlates neural populations
and biases perceptual decision
reports. Proc. Natl. Acad. Sci.
U.S.A. 109, 18938–18943. doi:
10.1073/pnas.1216799109
Cornsweet, T. N. (1962). The staircrase-
method in psychophysics. Am.
J. Psychol. 75, 485–491. doi:
10.2307/1419876
Diamond, M. E., Petersen, R. S.,
and Harris, J. A. (1999). Learning
through maps: functional signif-
icance of topographic organiza-
tion in primary sensory cortex.
J. Neurobiol. 41, 64–68.
Diamond, M. E., Petersen, R. S.,
Harris, J. A., and Panzeri, S. (2003).
Investigations into the organiza-
tion of information in sensory cor-
tex. J. Physiol. 97, 529–536. doi:
10.1016/j.jphysparis.2004.01.010
Dill, M., and Fahle, M. (1998).
Limited translation invariance
of human visual pattern recog-
nition. Percept. Psychophys.
60, 65–81. doi: 10.3758/BF03
211918
Disbrow, E., Roberts, T., Poeppel, D.,
and Krubitzer, L. (2001). Evidence
for interhemispheric processing of
inputs from the hands in human
S2 and PV. J. Neurophysiol. 85,
2236–2244.
Engel, T. A., and Wang, X. (2011).
Same or different? A neural cir-
cuit mechanism of similarity-based
pattern match decision making.
J. Neurosci. 31, 6982–6996. doi:
10.1523/JNEUROSCI.6150-10.2011
Ernst, M. O. (2007). Learning to
integrate arbitrary signals from
vision and touch. J. Vis. 7:7. doi:
10.1167/7.5.7
Francis, S. T., Kelly, E. F., Bowtell,
R., Dunseath, W. J., Folger, S.
E., and McGlone, F. (2000).
fMRI of the responses to vibra-
tory stimulation of digit tips.
Neuroimage 11, 188–202. doi:
10.1006/nimg.2000.0541
Fujisaki, W., Shimojo, S., Kashino,
M., and Nishida, S. (2004).
Recalibration of audiovisual
simultaneity. Nat. Neurosci. 7,
773–778. doi: 10.1038/nn1268
Gelnar, P. A., Krauss, B. R., Szeverenyi,
N. M., and Apkarian, A. V. (1998).
Fingertip representation in the
human somatosensory cortex:
an fMRI study. Neuroimage 7,
261–283. doi: 10.1006/nimg.
1998.0341
Goff, G. D. (1967). Differential
discrimination of frequency of
cutaneous mechanical vibration.
J. Exp. Psychol. 74, 294–299. doi:
10.1037/h0024561
Grant, A. C., Thiagarajah, M. C., and
Sathian, K. (2000). Tactile percep-
tion in blind Braille readers: a psy-
chophysical study of acuity and
hyperacuity using gratings and dot
patterns. Percept. Psychophys. 62,
301–312. doi: 10.3758/BF03205550
Harris, J. A., Arabzadeh, E., Fairhall,
A. L., Benito, C., and Diamond,
M. E. (2006). Factors affecting fre-
quency discrimination of vibrotac-
tile stimuli: implications for cortical
encoding. PLoS ONE 1:e100. doi:
10.1371/journal.pone.0000100
Harris, J. A., Harris, I. M., and
Diamond, M. E. (2001a). The
topography of tactile learning in
humans. J. Neurosci. 21, 1056–1061.
Harris, J. A., Harris, I. M., and
Diamond, M. E. (2001b). The
topography of tactile working
memory. J. Neurosci. 21, 8262–8269.
Harris, J. A., Petersen, R. S., and
Diamond, M. E. (2001c). The cor-
tical distribution of sensory mem-
ories. Neuron 30, 315–318. doi:
10.1016/S0896-6273(01)00300-2
Henriques, D. Y., and Cressman, E.
K. (2012). Visuomotor adaptation
and proprioceptive recalibration.
J. Mot. Behav. 44, 435–444. doi:
10.1080/00222895.2012.659232
Hernández, A., Nácher, V., Luna, R.,
Zainos, A., Lemus, L., Alvarez, M.,
et al. (2010). Decoding a percep-
tual decision process across cortex.
Neuron 66, 300–314. doi: 10.1016/j.
neuron.2010.03.031
Herzog, M. H., and Fahle, M. (1997).
The role of feedback in learn-
ing a vernier discrimination task.
Vision Res. 37, 2133–2141. doi:
10.1016/S0042-6989(97)00043-6
Karim, M., Harris, J. A., Morley, J. W.,
and Breakspear, M. (2012). Prior
and present evidence: how prior
experience interacts with present
information in a perceptual decision
making task. PLoS ONE 7:e37580.
doi: 10.1371/journal.pone.0037580
Karlsson, M. P., Tervo, D. G. R., and
Karpova, A. Y. (2012). Network
resets in medial prefrontal cortex
mark the onset of behavioral uncer-
tainty. Science 338, 135–139. doi:
10.1126/science.1226518
Keetels, M., and Vroomen, J. (2008).
Temporal recalibration to tactile-
visual asynchronous stimuli.
Neurosci. Lett. 430, 130–134. doi:
10.1016/j.neulet.2007.10.044
Kishon-Rabin, L., Amir, O., Vexler,
Y., and Zaltz, Y. (2001). Pitch
discrimination: are professional
musicians better than non-
musicians? J. Basic Clin. Physiol.
Pharmacol. 12, 125–143. doi:
10.1515/JBCPP.2001.12.2.125
Knill, D. C., and Pouget, A. (2004). The
Bayesian brain: the role of uncer-
tainty in neural coding and compu-
tation. TrendsNeurosci. 27, 712–719.
doi: 10.1016/j.tins.2004.10.007
Kording, K. P., and Wolpert, D. M.
(2004). Bayesian integration in sen-
sorimotor learning. Nature 427,
244–247. doi: 10.1038/nature02169
Lak, A., Arabzadeh, E., and Diamond,
M. E. (2008). Enhanced response of
neurons in rat somatosensory cor-
tex to stimuli containing temporal
noise. Cereb. Cortex 18, 1085–1093.
doi: 10.1093/cercor/bhm144
Lak, A., Arabzadeh, E., Harris, J.
A., and Diamond, M. E. (2010).
Correlated physiological and
perceptual effects of noise in a
tactile stimulus. Proc. Natl. Acad.
Sci. U.S.A. 107, 7981–7986. doi:
10.1073/pnas.0914750107
LaMotte, R. H., and Mountcastle, V. B.
(1975). Capacities of humans and
Frontiers in Systems Neuroscience www.frontiersin.org July 2013 | Volume 7 | Article 29 | 12
Omrani et al. Feedback effects on tactile acuity
monkeys to discriminate vibratory
stimuli of different frequency and
amplitude: a correlation between
neural events and psychological
measurements. J. Neurophysiol. 38,
539–559.
Li, W., Howard, J. D., Parrish, T.
B., and Gottfried, J. A. (2008).
Aversive learning enhances percep-
tual and cortical discrimination of
indiscriminable odor cues. Science
319, 1842–1845. doi: 10.1126/
science.1152837
Liberman, A. M., Harris, K. S.,
Hoffman, H. S., and Griffith,
B. C. (1957). The discrimina-
tion of speech sounds within
and across phoneme boundaries.
J. Exp. Psychol. 54, 358–368. doi:
10.1037/h0044417
Ma,W. J., Beck, J. M., Latham, P. E., and
Pouget, A. (2006). Bayesian infer-
ence with probabilistic population
codes. Nat. Neurosci. 9, 1432–1438.
doi: 10.1038/nn1790
Ma, W. J., Beck, J. M., and Pouget,
A. (2008). Spiking networks for
Bayesian inference and choice. Curr.
Opin. Neurobiol. 18, 217–222. doi:
10.1016/j.conb.2008.07.004
MacKain, K. S., Best, T. B., and
Starange, W. (1981). Categorical
perception of English /r/ and
/l/ by Japanese bilinguals. Appl.
Psycholinguist. 2, 369–390. doi:
10.1017/S0142716400009796
Macmillan, N. A., and Creelman, C. D.
(1991). Detection Theory: A User’s
Guide. Mahwah, NJ: Pyschology
Press.
Maddox,W. T. (2002). Toward a unified
theory of decision criterion learn-
ing in perceptual categorization.
J. Exp. Anal. Behav. 78, 567–595. doi:
10.1901/jeab.2002.78-567
Maldjian, J. A., Gottschalk, A.,
Patel, R. S., Detre, J. A., and
Alsop, D. C. (1999). The sensory
somatotopic map of the human
hand demonstrated at 4 Tesla.
Neuroimage 10, 55–62. doi:
10.1006/nimg.1999.0448
Mattar, A. A., Nasir, S. M., Darainy,
M., and Ostry, D. J. (2011). Sensory
change following motor learn-
ing. Prog. Brain Res. 191, 31–44.
doi: 10.1016/B978-0-444-53752-
2.00015-1
Mountcastle, V. B., Steinmetz, M. A.,
and Romo, R. (1990). Frequency
discrimination in the sense of flut-
ter: psychophysical measurements
correlated with postcentral events in
behaving monkeys. J. Neurosci. 10,
3032–3044.
Nasir, S. M., Darainy, M., and Ostry,
D. J. (2013). Sensorimotor
adaptation changes the neural
coding of somatosensory stimuli.
J. Neurophysiol. 109, 2077–2085.
doi: 10.1152/jn.00719.2012
Navalpakkam, V., Koch, C., Rangel,
A., and Perona, P. (2010). Optimal
reward harvesting in complex per-
ceptual environments. Proc. Natl.
Acad. Sci. U.S.A. 107, 5232–5237.
doi: 10.1073/pnas.0911972107
Ostry, D. J., Darainy, M., Mattar,
A. A. G., Wong, J., and Gribble,
P. L. (2010). Somatosensory
plasticity and motor learning.
J. Neurosci. 30, 5384–5393. doi:
10.1523/JNEUROSCI.4571-09.2010
Ostwald, D., Spitzer, B., Guggenmos,
M., Schmidt, T. T., Kiebel, S. J., and
Blankenburg, F. (2012). Evidence
for neural encoding of Bayesian
surprise in human somatosensa-
tion. Neuroimage 62, 177–188. doi:
10.1016/j.neuroimage.2012.04.050
Rao, R. P. (2010). Decision mak-
ing under uncertainty: a neural
model based on partially observ-
able markov decision processes.
Front. Comput. Neurosci. 4:146. doi:
10.3389/fncom.2010.00146
Recanzone, G. H., Jenkins, W. M.,
Hradek, G. T., and Merzenich, M.
M. (1992a). Progressive improve-
ment in discriminative abilities in
adult owl monkeys performing a
tactile frequency discrimination
task. J. Neurophysiol. 67, 1015–1030.
Recanzone, G. H., Merzenich, M.
M., and Jenkins, W. M. (1992b).
Frequency discrimination training
engaging a restricted skin surface
results in an emergence of a cuta-
neous response zone in cortical area
3a. J. Neurophysiol. 67, 1057–1070.
Romo, R., Lemus, L., and de Lafuente,
V. (2012). Sense, memory, and
decision-making in the somatosen-
sory cortical network. Curr. Opin.
Neurobiol. 22, 914–919. doi:
10.1016/j.conb.2012.08.002
Safaai, H., von Heimendahl, M.,
Sorando, J. M., Diamond, M.
E., and Maravall, M. (2013).
Coordinated population activity
underlying texture discrimination
in rat barrel cortex. J. Neurosci.
33, 5843–5855. doi: 10.1523/
JNEUROSCI.3486-12.2013
Sathian, K., and Zangaladze, A. (1997).
Tactile learning is task specific but
transfers between fingers. Percept.
Psychophys. 59, 119–128. doi:
10.3758/BF03206854
Sathian, K., and Zangaladze, A. (1998).
Perceptual learning in tactile
hyperacuity: complete intermanual
transfer but limited retention.
Exp. Brain Res. 118, 131–134. doi:
10.1007/s002210050263
Sathian, K., Deshpande, G., and Stilla,
R. (2013). Neural changes with tac-
tile learning reflect decision-level
reweighting of perceptual readout.
J. Neurosci. 33, 5387–5398. doi:
10.1523/JNEUROSCI.3482-12.2013
Serences, J. T., and Saproo, S. (2010).
Population response profiles in
early visual cortex are biased in
favor of more valuable stimuli.
J. Neurophysiol. 104, 76–87. doi:
10.1152/jn.01090.2009
van Westen, D., Fransson, P., Olsrud,
J., Rosen, B., Lundborg, G.,
and Larsson, E. M. (2004).
Fingersomatotopy in area 3b:
an fMRI-study. BMC Neurosci. 5:28.
doi: 10.1186/1471-2202-5-28
Vroomen, J., Keetels, M., de Gelder,
B., and Bertelson, P. (2004).
Recalibration of temporal order
perception by exposure to audio-
visual asynchrony. Cogn. Brain
Res. 22, 32–35. doi: 10.1016/j.
cogbrainres.2004.07.003
Weisswange, T. H., Rothkopf, C.
A., Rodemann, T., and Triesch,
J. (2011). Bayesian cue inte-
gration as a developmental
outcome of reward mediated
learning. PLoS ONE 6:e21575. doi:
10.1371/journal.pone.0021575
Yamamoto, S., Miyazaki, M., Iwano, T.,
and Kitazawa, S. (2012). Bayesian
Calibration of Simultaneity in
Audiovisual Temporal Order
Judgments. PLoS ONE 7:e40379.
doi: 10.1371/journal.pone.0040379
Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.
Received: 22 March 2013; paper pend-
ing published: 05 May 2013; accepted:
14 June 2013; published online: 04 July
2013.
Citation: Omrani M, Lak A and
Diamond ME (2013) Learning not to
feel: reshaping the resolution of tactile
perception. Front. Syst. Neurosci. 7:29.
doi: 10.3389/fnsys.2013.00029
Copyright © 2013 Omrani, Lak and
Diamond. This is an open-access arti-
cle distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are cred-
ited and subject to any copyright notices
concerning any third-party graphics etc.
Frontiers in Systems Neuroscience www.frontiersin.org July 2013 | Volume 7 | Article 29 | 13
