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1 Introduction 
 
Forecasting future economic activity has again become topical due the recent 
global recession. Having a forehand estimate on whether the economy will be 
growing or contracting in the future, however, is important to anyone making 
decisions in the economy; policy makers, investors and consumers alike. In-
stead of looking at single variables to forecast economic activity with, the main 
objective of this study is to create a composite leading indicator of the Finnish 
economy.  
A composite leading indicator (CLI), as the name suggests, is composed of 
several variables that contain information on future economic activity. In this 
thesis such variables are called leading indicators. This CLI, combined of va-
riables with forecasting power with respect to economic activity, could then 
ideally provide early signals of the rate at which the economy will be growing or 
contracting. 
This thesis aims at finding the variables that, when combined to a single model, 
are most apt to forecast the growth of the Finnish economy six months ahead. 
Initially, a portion of the vast empirical literature on forecasting economic activity 
is reviewed. On the basis of this discussion a pool of candidate variables, po-
tentially containing predictive ability with respect to the Finnish economy, are 
gathered. A variable elimination procedure is then developed to choose the best 
forecasters to use jointly in the forecast model. Applying this procedure to the 
pool of candidate variables results in the final composite leading indicator.  
This thesis is organized as follows: Section 2 discusses the choice of the de-
pendent variable measuring economic activity and presents the forecasting 
model used. The following section then addresses the leading indicators, dis-
cussing variables used in previous studies, their empirical results and the eco-
nomic theory underlying the use of these variables. The data used in this study 
and the transformations applied to the time series are the topic of Section 4. In 
Section 5, the selection process of the leading indicators is described. Section 6 
presents the final CLI resulting from this process and further evaluates its per-
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formance. The final section concludes and presents relevant topics arising for 
further research.  
 
2 Measuring economic activity and the forecasting model 
 
2.1 The choice of the target variable 
 
Before presenting the forecasting model used in this thesis, a brief discussion 
on measuring the state of the economy is in order. The classical definition of a 
business cycle is the co-movement of several macroeconomic variables, includ-
ing production, employment etc. (e.g. Burns and Mitchell 1946). To measure 
economic activity and consequently the business cycle, typically, the gross do-
mestic product of the country is used. The GDP, as a measure of everything 
produced in the country, broadly covers the different sectors of the economy. 
For the purposes of this study, employing GDP as the dependent variable is 
problematic: When constructing a composite leading indicator to forecast a rela-
tively short time ahead, say less than a year, if GDP were used, only few obser-
vations would fall into that time span, as the GDP is typically published quarter-
ly. Furthermore, most leading indicators suggested in literature are available at 
monthly or higher frequencies. Thus it would be preferable to use a dependent 
variable that provides information of economic activity on a monthly basis. Re-
cently, there has been discussion in favor of starting to publish the GDP 
monthly instead of quarterly, and an indicator of monthly GDP does exist in the 
U.S. (see Macroeconomic Advisers 2008). In Finland, a statistic known as the 
trend indicator of output is published. It is based on data similar to the ones 
used to calculate the GDP and attempts to portray the monthly development of 
the national economy. Unfortunately, the series of the trend indicator of output 
starts in January 1996, whereas this study has a longer time span, beginning in 
1988.  
4 
 
 
Having thus ruled out GDP and its monthly counterpart, a few alternative meas-
ures of economic activity are available. One is the use of a proxy variable for 
GDP, one that closely follows GDP but is available on a monthly basis. This is 
the method adopted for this thesis: industrial production is the dependent varia-
ble chosen. It is a component of GDP and available on a monthly basis. In addi-
tion, it correlates greatly with GDP and is arguably one of its most volatile com-
ponents. It is also the variable being forecast by, among others, the OECD 
composite leading indicators, which exist for all of the OECD member countries 
and a few other ones.  
The problem with forecasting a single variable is that it can produce a very one-
sided view of the economy or exhibit local shocks that are not economy-wide 
business cycle phenomena. A further issue with the use of industrial production 
is that its share of total production is diminishing. This naturally means that the 
variable being predicted is becoming a less and less important factor of eco-
nomic activity. 
An alternative way to avoid the problems inherent with GDP as a dependent 
variable would be to forecast a composite coincident indicator (CCI) instead. 
The purpose of composite coincident indicators is to provide a broader measure 
of the status quo of the economy by combining information in several variables. 
Existing such indicators in the U.S. include the Conference Board (2009) CCI 
and the Stock and Watson (1989) CCI, both of which incorporate measures of 
personal disposable income, industrial production, manufacturing and trade 
sales, and the amount of work. 
For the euro area, the Centre for Economic Policy Research, CEPR, produces a 
model-based CCI called Eurocoin (www.cepr.org) which incorporates similar 
variables as the above CCIs, but also several financial variables as well as price 
and survey data. 
If simplicity, or comparison between countries, is of importance, or no better 
variables are available, industrial production is a reasonable and commonly 
used alternative. Yet it is obvious that a broader coverage of the economy on a 
monthly level may be useful for forecasting business cycle movements. For this 
reason, and to evaluate the robustness of the obtained results on forecasts of 
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industrial production, the forecasting ability of the developed CLI with respect to 
a composite coincident indicator is evaluated in Section 6.2.3. Such an indicator 
has been recently constructed for the Finnish economy (see Lanne and Nyberg 
2009). It is a model-based composite index composed of monthly industrial pro-
duction, employment, imports, exports, as well as GDP on a quarterly level.  
For the time being, however, this thesis limits itself to forecasting industrial pro-
duction. A transformation is imposed on this dependent variable and as a result 
the variable to be forecast takes the form: 
              
                        
                      
                                                                     
The target variable is thus the approximate growth rate of industrial production 
over the six-month forecast horizon, standardized to annual percentage growth 
rates. The following sub-section presents the forecasting model used in this 
thesis to develop the CLI.  
 
2.2 The forecast model 
 
While it is possible to create a composite leading indicator in a non-model 
based manner, by means of normalizing, smoothing, weighting, aggregating 
etc., the composite leading indicator constructed in this thesis is based on a 
simple linear forecasting model. The former method is the one adopted by, for 
example, the OECD in the construction of their composite leading indicators for 
all of their member countries. This non-model based approach causes problems 
from a statistical viewpoint, however. The main one being that one does not 
have a sound statistical framework and thus cannot provide e.g. standard er-
rors. The fact that the weights of the individual time series are arbitrary is also 
problematic.  
In this thesis, a linear regression model is used to estimate the relationship be-
tween leading variables and the coincident one being forecast, industrial pro-
duction. Due to the persistence typical in macroeconomic variables, lags of the 
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variables often contain relevant information. Thus the model used here, follow-
ing among others Marcellino, Stock and Watson (2003) and Marcellino (2006), 
is a direct forecast of the dependent variable 6 periods into the future of the type 
                     
       ,         (2) 
where the dependent variable    is the six-month growth rate of industrial pro-
duction as in (1),    is a vector of leading indicators,   is a constant,      is a 
scalar lag polynomial and      is a vector lag polynomial. Using heteroscedas-
ticity and autocorrelation consistent standard errors is crucial because the error 
terms    are serially correlated by construction, and these standard errors are 
later used in statistical tests in the variable selection process. Newey-West 
standard errors are used throughout this study. 
An alternative forecasting method, often used in literature, would be to estimate 
a one-period-ahead model and then iterate that model forward to the desired 
horizon. The advantage of the specification used here, is that no model is re-
quired for the leading indicators. When iterating one period at a time, the lead-
ing indicators    need to be forecast simultaneously, for example using a VAR 
specification. Forecasting    using its past values and those of the coincident 
variable can be somewhat questionable from an economic theory viewpoint. 
Furthermore, in a case where there is specification error in the one-step ahead 
estimating, this direct forecasting model will be more robust. Although, when no 
such error is present, the iterated method does estimate the coefficients more 
efficiently (Marcellino 2006). Also, since the iterating method does not require a 
separate model to be specified for each forecast horizon, the time paths of the 
iterated forecasts may be less erratic. 
One final aspect of the forecasting model remains to be discussed, namely the 
time series to use as inputs in     the leading indicators. The next section dis-
cusses previous empirical research on leading indicators and the underlying 
economic theory, while the leading indicator candidates selected for this study 
and the data transformations performed are discussed in the Section 4. 
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3 The leading indicators 
 
This section begins with some examples of existing composite leading indica-
tors and their component series. Then, leading indicators proposed in empirical 
literature are studied in greater detail in the form of a literature survey. The lead-
ing indicators are separated into two categories, financial and non-financial va-
riables. This is done for practical reasons. Forecasting with non-financial va-
riables is less common in academic studies but their use is prevalent among 
practitioners. Financial variables as leading indicators have been studied greatly 
in recent years and have often proved useful predictors of future economic ac-
tivity. Another reason for the separation is that the euro area has experienced a 
great deal of structural changes in financial markets over the last few decades 
and these may be reflected in the predictive abilities of the financial variables. In 
both categories, the underlying economic theory, upon which the use of these 
variables as forecasters is based, is also discussed. 
 
3.1 Examples of composite leading indicators 
 
When it comes to the selection of leading variables to use in forecasting mod-
els, a number of leading indicators is preferable to a single one because of the 
mere fact that recessions and expansions can stem from different reasons. The 
notion, that every business cycle has features that are particular to it, was al-
ready suggested by Mitchell and Burns (1938) in their seminal paper, where 
they screened over 400 variables for leading or coinciding behavior with respect 
to the business cycle. Variables found to lead business cycle revivals included 
many measures of industrial production such as passenger car production, total 
paper production and total railroad operating income. Other leading variables 
discovered were for example the total liabilities of business failures and the 
Dow-Jones Index of Industrial Stock Prices. This study and their subsequent 
work sprouted a myriad of further research digging into the predictive abilities of 
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different variables. As will become evident, the variables they studied in many 
ways reflect the types of variables still used as leading indicators today.  
Before exploring individual leading indicators, Table 1 (p. 9) lists four existing 
composite leading indicators and the component variables they include. The 
first one is The Conference Board Leading Economic Index, a popular and 
closely followed composite leading indicator, forecasting U.S. economic activity. 
The second and third are the OECD composite leading indicators for the U.S. 
and Finland respectively. The OECD computes a composite leading indicator of 
growth cycles for all of its member countries as well as a few other ones. The 
reference series for most countries, including Finland and the U.S., is industrial 
production, which is used on the grounds of it being cyclically sensitive and 
available on a monthly basis.  
The fourth CLI in Table 1 is the model-based composite leading indicator of the 
U.S. economy developed by Stock and Watson (1989). They use it to forecast 
the composite coincident indicator they also develop. Their CLI was created by 
screening hundreds of potential candidate variables in their time span of 1961 
to 1988. Seven with the best predictive ability ended up in their final CLI.  
Table 1 provides an overview of the types of variables used to forecast the fu-
ture of the economy and can also be use as a point of reference in the literature 
survey that follows. With an understanding of typical variables incorporated in 
composite leading indicators, the following two sub-sections now review individ-
ual leading indicators, and the variable categories they fall into, more thorough-
ly. 
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Table 1: Component series of existing composite leading indicators 
Conference Board 
Leading Economic 
Index 
OECD CLI US OECD CLI Finland 
Stock and Watson 
(1989) CLI 
Average weekly 
hours, manufacturing 
Average weekly hours, 
manufacturing 
Production tendency 
in manufacturing in-
dex 
Part-time work in non-
agricultural industries 
Building permits, new 
private housing units 
Number of dwelling 
started 
Finished goods 
stocks 
New housing authori-
zations 
Manufacturers’ new 
orders, consumer 
goods and materials 
Net new orders for dur-
able goods 
Consumer price index 
of all items, inverted 
Manufacturers’ un-
filled orders for dura-
ble goods 
Index of supplier deli-
veries in manufactur-
ing, vendor perfor-
mance 
Purchasing managers 
index 
Producer price index 
Change in the 10-
year treasury bond 
yield 
The S&P 500 stock 
index 
NYSE Composite index HEX all share index 
Difference between a 
six-month commercial 
bill rate and a six 
month Treasury bill 
rate 
Index of consumer 
expectations 
Consumer sentiment 
indicator 
Consumer confidence 
indicator 
Average weekly initial 
claims for unemploy-
ment insurance 
Interest rate spread, 
ten-year Treasury 
bonds less federal 
funds rate 
Spread of interest rates 
Spread of interest 
rates 
The spread between 
a 10-year and a 1-
year Treasury bond 
Inflation-adjusted 
money supply (M2) 
   
Average weekly initial 
claims for unemploy-
ment insurance 
   
Manufacturers’ new 
orders, non-defense 
capital goods 
   
Conference Board (2009), OECD (2009a), Stock and Watson (1989). 
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3.2 Non-financial variables 
 
Employment data 
Variables that affect future employment figures are often used as leading indica-
tors. To the extent that firms adjust labor input in addition to inventories in ex-
pectations of rises or falls in the future of the economy, these should have fore-
casting power. Variables such as new claims for unemployment insurance or 
average weekly hours of production are both included in the Conference Board 
CLI (see Table 1). Stock and Watson (1989) use part-time work in nonagricul-
tural industries, which according to them measures slack work, i.e. involuntary 
part-time work. They find that using this variable contributes to more accurate 
forecasts than the two aforementioned ones used by the Conference Board.  
Sales and consumption 
The Permanent Income Hypothesis states that consumers determine their con-
sumption based on expectations of their long-term income. Thus short-term 
fluctuations in income ought to have little or no effect on consumption. Changes 
in expectations of future income, due to issues such as anticipations of an eco-
nomic slowdown or uncertainty about future employment opportunities, could, 
however, affect current consumption.  
In light of this theory, sales or consumption of consumer durables might prove 
good leading indicators. The number of new passenger car registration, for ex-
ample, is a statistic available in several countries, and the OECD in fact in-
cludes it in its composite leading indicators of some economies, such as France 
(OECD 2009a). The Stock and Watson (1989) CLI includes a measure of new 
housing authorizations. They argue that in addition to housing being the most 
durable consumer good, it indicates changes in the future activity of the con-
struction sector. Of the several measures of sales and consumption studied by 
Stock and Watson (1989), none improved forecasting performance beyond this 
series. They suggest this might be due to housing starts and interest rates cap-
turing the predictive content of consumption. 
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Orders and inventories 
Measures of inventories seem a logical indicator of future economic activity, 
since they contain expectational components. They are also reflections of con-
sumer demand since theoretically inventories ought to be sensitive to changes 
in expectation of future demands and future production costs.  
Changes in orders received and order stock in industry also seem plausible 
leading indicator candidates. An increasing order stock in industry can indicate 
an expanding economy and vice versa. Furthermore, such variables measure 
investments. The theoretical link between investment and output can be found 
in simple Keynesian models, according to which investments have a multiplier 
effect on output. Since long term profit expectations are determinants of invest-
ments, investments themselves are likely indicators of future economic activity. 
The value of manufacturers’ new orders for example is a very common CLI 
component series, included in the Conference Board CLI and the OECD CLI for 
the U.S. For the euro area, Forni et al. (2001) produce a composite coincident 
indicator and a composite leading indicator to forecast it. They find that in their 
sample from 1986 to 2000, the change of the amount of orders in manufacturing 
industries is a significant leading indicator of the GDPs of all countries included, 
as well as of the aggregate euro area level GDP. Furthermore, their study finds 
that the rate of capacity utilization leads the business cycle both on the euro 
area aggregate level and in the cases of most member countries. 
Measures of investments are also screened by Stock and Watson (1989) but 
they find that their addition to the composite leading indicator provides no addi-
tional predictive content. Instead they find that manufacturers’ unfilled orders, as 
a type of negative inventory measure, contain significant predictive ability. 
Beyond this addition no other inventory or order stock variable provides addi-
tional predictive content. 
Survey data 
Forecasting future economic activity with survey data is also common. Con-
sumer or producer confidence indicators are often used as components of com-
posite leading indicators. Consumer or business surveys of the type, where ex-
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pectations of future production are evaluated, are of particular interest. If expec-
tations are rational, realizations ought to be close to the expectations of these 
economic agents.  
Mourougane and Roma (2002), for example, find that the European Commis-
sion Economic Sentiment Indicator is a useful predictor of short-term GDP 
growth for five of the six largest euro area countries. In the case of Finland, 
business survey data has been used in forecasting by e.g. Kauppi, Lassila and 
Teräsvirta (1996). They use the quarterly business surveys conducted by the 
Confederation of Finnish Industry and Employers to forecast short-term indus-
trial output by branch during the 1990–1993 recession. Their results indicate 
that using the business surveys improves forecasting for some branches in 
manufacturing. 
Prices 
If a Philips relation is believed to hold and there is a negative relation between 
prices and unemployment, price and wage data could be used to forecast out-
put growth, which is positively related with employment. While in a U.S. context, 
the negative relation between inflation and unemployment has been deemed 
weak, a clear and stable negative relationship between their business cycle 
components has been discovered (e.g. Stock and Watson 1999).  
Furthermore, empirical results have been obtained suggesting that in integrated 
markets, such as the EMU, inflation differences between member countries can 
have real economic effects and amplify regional business cycles (Arnold and 
Lemmen 2008). Although inflation differences between countries have rarely 
been used in forecasting economic growth, price data is used as components in 
OECD CLIs for several countries, including Finland.  
 
3.3 Financial variables 
 
While an index of stock prices as a leading indicator was already proposed by 
Mitchell and Burns (1938), financial variables have received increasing attention 
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in more recent decades. Financial variables have a lot of appeal from a statis-
tical point of view. Being market data, they are exactly measurable, available 
quickly and not revised at later dates. As is evident from Table 1, using financial 
variables as predictors of future economic growth is very common. The spread 
between a long-term and a short-term interest rate appears in all of the CLIs in 
Table 1. This variable, known as the term spread, has become the most com-
mon financial variable used to forecast economic activity and, generally, its per-
formance seems to be quite good. 
Interest rates and interest rate spreads 
The expectations hypothesis tells us that long-term interest rates depend on 
expected future short-term interest rates. Formally, letting the annual interest 
rate on a long-term asset of maturity   be    and the expected short-term rates 
for periods       be   
 ,  
       
                
         
  .        (3) 
That is, investing in a long-term asset ought to give the same expected return 
as investing repeatedly into a shorter term asset. Thus an increase in the long-
term rate is indication of an expected increase in short-term rates in the future.  
Stock and Watson (1989) for example find that the interest rate on a 10-year 
government bond is a useful predictor when incorporated into their CLI. Howev-
er, recent studies increasingly apply interest rate spreads for economic fore-
casting.  
A curve, known as the yield curve, can be drawn to relate the interest rate of a 
bond to its maturity. The term spread, the difference between interest rates on 
long-term and short-term government bonds, is a measure of the slope of the 
yield curve. It has long been acknowledged that a declining yield curve, i.e. a 
negative term spread, has been a signal of a future slowdown of economic ac-
tivity. The term spread for U.S. government bonds for instance, has historically 
become negative approximately one year before almost all U.S. business cycle 
peaks and, correspondingly, it has become positive again between six months 
and a year preceding a trough (Stock and Watson 1989).  
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Following the expectations hypothesis, if investors expect future short-term 
rates to be lower than current ones, the yield curve would invert because inves-
tors would be willing to settle for a lower interest rate on long-term bonds. How-
ever, the theoretical connection between the term spread and economic activity 
is somewhat debated. Stock and Watson (1989) suggest that the forecasting 
power of the term spread can be due simply to effective monetary policy: rising 
interest rates decrease inflation, whereas output is positively related to inflation 
as in a Philips relation. Nevertheless, Estrella and Hardouvelis (1991) show that 
in a regression that includes the fed rate, the main monetary policy instrument 
in the U.S., the predictive power of the term spread remains intact. This, accord-
ing to them, is an indication of the predictive content of the term spread being 
mostly due to reasons other than monetary policy.  
Regardless of this contradicting result, the prevailing interpretation in the con-
text of the U.S. economy seems to be that the term spread indicates effective 
monetary policy (e.g. Stock and Watson 2003b). Contractionary monetary policy 
causes short-term interest rates to rise, and the yield curve flattens, or even 
inverts, as a result. High current interest rates then cause postponements of 
investments and a decline in economic activity.  
It has been shown that the pure expectation hypothesis (3) does not completely 
explain the yield curve behavior (e.g. Dai and Singleton 2002). Longer term se-
curities, while portrayals of expected future rates, can also be deemed riskier 
due to the longer time of having to hold the asset. Thus investors may require a 
premium to compensate for this extra risk.  
Rosenberg and Maurer (2008) decompose the term spread of U.S. government 
bonds into an estimated expectations component and a term premium compo-
nent. Both components are then used to forecast U.S. business cycle reces-
sions from 1962 to 2007. According to their empirical results, the expectations 
component is a leading indicator, while the term premium is not. Nonetheless, 
their findings show that the term spread signaled an imminent recession at the 
end of their data set, whereas the expectations component did not. Rosenberg 
and Maurer (2008) interpret this as a sign of the poorer performance of the term 
premium. However, the end of their time span was in May 2007, while the cur-
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rent recession in the U.S. began in December 2007, according to the National 
Bureau of Economic Research Business Cycle Dating Committee. Thus their 
term premium signaled the latest recession, a sign that it may have predictive 
content as well. Hamilton and Kim (2002) have achieved a similar result, show-
ing that both components of the term spread have predictive content. 
Another proposed leading indicator, also a component of the Stock and Watson 
(1989) CLI, is the paper-bill spread, i.e. the spread between a commercial paper 
and a Treasury bill of same maturities. Stock and Watson (1989) view the fore-
casting ability of the paper-bill spread as being due to it being a measure of de-
fault risk. A high discrepancy between riskless assets and corporate bonds 
would indicate growing anticipations of business bankruptcies. Bernanke (1990) 
in his forecasts of U.S. economic activity finds that among the financial va-
riables analyzed, including a term spread, the best forecasts were given by a 
spread between a six-month corporate paper and a six-month Treasury bill. On 
the other hand, Bernanke (1990) argues that like the term spread its predictive 
ability is mostly due to its ability to capture the effects of monetary policy.  
Another fact that favors this latter argument is that the performance of both the 
paper-bill spread and the term spread has deteriorated since the late 1980s and 
they both failed to predict the 1990-1991 U.S recession. The main reason of-
fered in literature is that, unlike previous U.S recessions, this one was not pre-
ceded by monetary tightening, whereas monetary policy is what the spreads 
mostly measure. (e.g. Stock and Watson 2003b and Friedman and Kuttner 
1998). 
The discussion so far has focused a great deal on interest rate spreads in pre-
diction of the U.S economy. However, bearing in mind that a composite leading 
indicator for Finland is the goal of this thesis, a review of the performance of 
these variables in a European context is in order. Another reason for this is that 
the markets for private debt are often less developed in European countries. 
Thus forecasting with variables based on corporate paper interest rates is not 
always possible. Still, forecasts using the term spread have been conducted in 
Europe as well. Generally, the results have been quite encouraging.  
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Ivanova, Lahiri and Seitz (2000) use a Markov-switch model to predict reces-
sions in Germany. They find that the term spread on bank bonds, the term 
spread on public bonds and the spread between a ten-year bond and the call 
rate predicted all recessions in their study from 1973 to 1998. Interestingly, they 
find that a spread based on the Bundesbank Lombard rate, the rate at which 
Germany’s central bank has lent funds to commercial banks, performs signifi-
cantly worse. Since this spread ought to measure mostly monetary policy, Iva-
nova et al. (2000) interpret that the information in market rate spreads is mostly 
due to factors not related to monetary policy, such as various economy-wide 
shocks, contradicting the conclusions of the aforementioned U.S. studies.  
Moneta (2003) applies a probit model to predict recessions in the euro area as 
a whole and a few member countries using the term spread. When included in 
the model, the term spread is found to improve forecasts of euro area reces-
sions statistically significantly in the sample from 1970 to 2001. Although, as in 
some of the U.S. studies above, the forecasting power of the term spread 
seems to have deteriorated and the 1990’s recession is missed by this model 
as well. Additionally, the predictive ability of the term spread does not appear to 
be very robust to model specification, as different specifications provide the best 
forecasts depending on the country in question.  
This non-robustness of the predictive ability of the term spread is also shown by 
Davis and Fagan (1997). They employ several different interest rate spreads to 
forecast the GDP growth of nine EU economies from the 1970s to 1992. Statis-
tically significant instability is found in the relation and generally poor out-of-
sample performance. Again, this might be due to the inability to predict the 
1990s recession. Nonetheless, of all the different interest rate spreads studied, 
the term spread remained useful and stable in forecasts of three EU countries, 
namely Denmark, Belgium and the UK (Davis and Fagan 1997).  
Monetary aggregates 
In addition to interest rates, other financial variables have been used as leading 
indicators as well. In less recent studies, monetary aggregates were often con-
sidered leading indicators. Monetary aggregates measure the supply of money 
of different broadness. The ECB for example reports M1, M2 and M3 monetary 
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aggregates, where M1 includes merely the currency in circulation and overnight 
deposits. The broader aggregates expand the definition of money, containing 
also deposit of longer maturity and e.g. money market fund shares in M3. Thus, 
they are numbered also according to the effect monetary policy can have on 
them. Historically they have been used to measure monetary intervention. 
However, financial deregulation having reduced, even eliminated, the role of 
money as an indicator of output growth,  the short term interest rate now seems 
to be the proper measure of monetary policy (Bernanke and Blindner 1992). 
Furthermore, Stock and Watson (1989) find that including monetary aggregates 
in their composite leading indicator greatly worsened its out-of-sample forecast 
performance. Note that monetary aggregates are nonetheless used in some 
CLIs still today, e.g. the Conference Board CLI.  
Stocks 
Stock price indices are another type financial variable that has been used as 
forecasters for decades. According to the present value theory of stock prices, 
the price of the stock should reflect the expectation of the future earnings of the 
corporation. Thus stock price indices ought to be an indicator of the growth po-
tential of publicly traded corporations and, more broadly, the entire economy. As 
can be seen from Table 1 (p. 9), they are very common in composite leading 
indicators, appearing in three of the four ones presented.  
Stock and Watson (1989) do not include stock price indices in their CLI, finding 
that the marginal predictive content of including stock prices to the forecasting 
of their CCI is modest. In their opinion, this indicates that the expectational role 
of stock prices is already captured by other financial variables. 
Using the variance of stock returns as a leading indicator for U.S. GDP has 
been suggested by Campbell et al. (2001), who find that high volatility signals 
low growth in the subsequent quarter. They interpret this as depicting increased 
doubts about short-term economic prospects. Nonetheless, this predictive pow-
er of stock market volatility is substantially weakened in out-of-sample analyses 
(Guo 2002). 
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In Europe, Andersson and D’Agostino (2008) forecast euro area real economic 
growth using sectoral stock prices, arguing that some stock market sectors 
ought to be more closely linked to the business cycle than others. In their sam-
ple from 1973 to 2006 they find that, while the term spread has been the best 
predictor overall, sectoral stock prices often improve forecasting accuracy on 
longer, over one year, horizons. A further finding they make is that all financial 
variables studied predict more accurately after the adoption of the common cur-
rency. Andersson and D’Agostino (2008) suggest that this might be due to the 
lower risk premia induced by the adopting of the euro. As the premia shrunk the 
relative information content in financial variables grew.  
Another interesting stock market variable to forecast the economy with would be 
dividend yields. Taipalus (2006), for example, creates an indicator based on 
dividend yields to track periods when stock prices have deviated from their fun-
damental levels. This so called bubble indicator has some forecasting ability in 
detecting asset price bubbles in Finland and the U.S making it a potential lead-
ing indicator, since in the past bursting bubbles have had destabilizing effects 
on the financial system, and consequently real activity. 
International data 
One of the most recent methods for forecasting with financial variables is the 
use of economic tracking portfolios. Junttila (2007) develops four portfolios, 
consisting of financial assets, to track industrial production respectively in the 
U.S. and three euro zone countries. This is done by regressing country specific 
industrial production growth on stock returns, currency returns and interest rates 
in the different countries. The regression coefficients determine the weight each 
asset gets in the portfolio. The resulting portfolio is then used to forecast future 
output growth. Junttila (2007) finds that the use of such an open economy data 
set improves forecast accuracy substantially. The inclusion of currency returns 
in the portfolios, to capture the effect of international linkages, is particularly in-
fluential.  
An important finding in the above study is the impact of the use of international 
data. Since any country can be expected to be affected by changes in other 
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economies through trade or financial markets, foreign exchange rates and in-
terest rate differences between countries can be significant leading indicators.  
Assuming the exchange rate reflects the upcoming rise or fall in foreign investor 
demand of domestic goods, the depreciation of a currency relative to other cur-
rencies ought to be associated with an increase in net demand for domestically 
produced goods relative to foreign goods. Stock and Watson (1989) for instance 
find that a trade-weighted nominal exchange rate between the U.S and its major 
trade partners makes a small positive contribution to their composite leading 
indicator. 
Furthermore, Osborn and Sensier (2002) find that in predicting business cycle 
phases international linkages are important. They forecast expansion and con-
traction probabilities of U.S. and EU country business cycles from 1970 to 2002 
using financial data from the different countries. Their empirical results indicate 
that U.S. financial variables are influential for Germany and the UK, and Ger-
man variables are significant for forecasts of France and Italy. For a small 
economy that depends greatly on exports, such as Finland, these types of for-
eign financial variables, are certainly interesting leading indicator candidates.  
 
3.4 Discussion 
 
In the above literature, a wide selection of proposed leading variables has been 
addressed. The matter of which variables are leading indicators and which ones 
do not contain information is debated and seems to be time and country-
dependent. Stock and Watson (2003b), for example, research the forecasting 
power of various asset prices on GDP growth in the U.S., Canada, Japan and 
four E.U. countries. In their data set ranging from 1971 to 1999, they find that 
several financial variables have been useful for some countries and in some 
periods but no single asset price is a reliable predictor of output growth over 
multiple decades. According to the literature reviewed here, the term spread 
seems to come closest to this though, being a useful predictor in most studies 
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mentioned, even though its predictive ability in the 1990s and since has been 
contested.  
International linkages also seem to be important. Particularly this might be the 
case when forecasting a relatively small economy. Foreign country variables, 
both financial and non-financial ones, may then contain predictive ability. 
Non-financial variables, while more common among practitioners, nonetheless 
appear in the composite leading indicators presented as examples. Economic 
theory that advocates the use of these variables can be found for all of the non-
financial leading indicator categories explored above. Yet it would seem, in light 
of the literature surveyed, that financial variables provide the most accurate 
predictions of the future — in the euro area more so after adopting the euro. 
Being market data and not subject to revisions is another advantage of financial 
variables over other indicators, although there are some non-financial variables 
that are unrevised as well. 
A contradicting result on the usefulness of financial variables in economic fore-
casting has however been obtained. Forni et al. (2003) forecast euro area in-
dustrial production with a time span of 1987–2001. Using their large data set of 
over 400 monthly time series, they find that the inclusion of financial variables in 
their forecast models provides no additional information over the non-financial 
ones.  
Clearly, the evidence on the performance of financial variables as leading indi-
cators is somewhat mixed as well. A point worth noting, however, is that all of 
these studies use different models to perform their forecasts. Since, in some 
cases, results differ considerably, model selection seems to be a particularly 
relevant issue. Forni et al. (2003) reassert this view of empirical evidence not 
being robust to model specification, sample choice or forecast horizons, calling 
it a puzzle worth investigating for economic theory.  
The variable selection process applied in this thesis to create the composite 
leading indicator is described in Section 5, while the performance of the CLI 
itself comes under evaluation in Section 7. The next section, however, dis-
cusses the variables used in this study. These candidate leading indicators 
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were chosen based on the myriad of research and empirical results surveyed 
above.  
4 The data 
 
A general problem with the selection of potential leading indicators for this study 
is the availability of data. Time series on several of the variable types discussed 
in the above literature survey, do not exist for the Finnish economy, or the time 
series are not of sufficient length. The data used in this study span from Janu-
ary 1988 to December 2009. All time series used are monthly.  
 
4.1 The candidate variables 
 
As international linkages appeared important in the above literature, whenever 
available, this thesis also evaluates EU, Euro area or even U.S variables in 
each of the variable categories. The fact that the rather small and export-
intensive economy of Finland depends greatly on the economic situation of its 
main export countries, further suggests that foreign country data may contain 
relevant information. Even if a direct connection to the Finnish economy were 
not to exist through exports, if a particular variable is a leading indicator for its 
own economy, and the economy of Finland lags behind the global economy, 
such a variable ought to be of some use for forecasting the Finnish economy as 
well.  
For a comprehensive list of the data used in this study, the reader is referred to 
Tables A1 and A2 in the Data Appendix. The following briefly describes the 
choice of candidate variables in the categories corresponding to the above lite-
rature survey.  
Employment data 
Employment statistics are somewhat problematic as typically one would expect 
employment to lag economic activity instead of lead it. In light of the literature 
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surveyed, the employment data included in this study are mainly short-term 
employment market statistics that have been used to some success in previous 
research. Whether employment data contains relevant information with respect 
to future Finnish economic activity is assessed by including employment service 
statistics from the Finnish Ministry of Employment and the Economy in the pool 
of candidate variables. Series included are monthly new vacancies, unfilled va-
cancies, the amount of unemployed workforce and the unemployment rate. 
Orders, inventories and survey data 
Data on the monthly value of new orders in manufacturing is a common fore-
caster in literature. However, for forecasts of the Finnish economy, the existing 
statistic on new orders in manufacturing is too short, having been published in 
its current form only since 2005. The time series on inventories, while longer, 
are quarterly, whereas this thesis works with monthly data. To be able to use 
monthly time series of sufficient length to measure orders and inventories, this 
thesis uses survey based data instead.  
The time series on the balances of the individual questions of the monthly busi-
ness surveys conducted by the Confederation of Finnish Industry and Employ-
ers for both the industry and construction sectors are used. These questions 
include assessments on order-book levels, export order-book levels, stocks of 
finished products, as well as production, sell price and employment expecta-
tions. The composite indices based on these questions are also used but in 
many cases provide worse forecasts than the balances of certain individual 
questions. In addition to these Finnish surveys, the predictive abilities of the 
European Commission produced EU and euro area business surveys, with re-
spect to Finnish industrial production, are studied. These EU and euro area lev-
el surveys contain identical questions to the Finnish business surveys. 
The forecasting performance of the Economic Sentiment Indicator, found useful 
for some euro area countries’ GDP forecasts by Mourougane and Roma (2002), 
is evaluated in this thesis as well; again the indicators of Finland, the EU and 
the euro area are all studied as leading indicator candidates.  
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The consumer confidence indicator of Finland, while definitely a valid candidate 
leading indicator, has only been published since 1995 in its present form. Nev-
ertheless, most of the questions in the survey have remained unchanged since 
the late 1980s. The time series of the balances of the individual questions are 
thus used as candidate leading indicators in this study, in order to obtain series 
of longer length. 
Sales and consumption 
As was discussed in the previous section, economic theory and to some extent 
empirical research suggests time series measuring sales or consumption of 
durable goods may be of particular interest. The ones evaluated in study in-
clude new passenger car registrations and granted construction permits. Data 
on the retail sales of automotive fuel and motor vehicles are also studied, as 
well as the retail sale of watches and jewelry, which, as types of luxury items, 
might capture consumer behavior similar to the consumption of durable goods.  
Price data 
The OECD composite leading indicator for Finland incorporates both the pro-
ducer and consumer price indices. In this study, the consumer and producer 
price indices, as well as the wholesale price index and some individual compo-
nents of the consumer price index, such as the energy and the food price in-
dexes, are included.   
Energy prices seem a particularly valid leading indicator candidate because 
energy is often a key input in Finnish industrial production, which is particularly 
energy intensive. In addition, Forni et al. (2001), when constructing their CLI for 
the euro area, found the value of energy consumption to be a leading indicator 
for several euro area countries. Food prices on the other hand could have real 
effects through consumers’ free disposable incomes.  
Financial variables and international linkages 
The financial data used in this study include three stock market indices: the 
S&P500, the index of European shares Dow Jones Eurostoxx 50 and the all-
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share price index of the Helsinki Stock Exchange. In addition, several interest 
rates and interest rate spreads from the U.S., Finland and Germany are used. 
This thesis also evaluates whether the spreads between yields on different gov-
ernments’ bonds provide some predictive ability. The spread between interest 
rates on U.S. or German government bonds and a domestic government bond 
is included. These portray the risk premium investors require for holding the 
domestic bonds. Uncertainty in domestic financial markets and expectations of 
the future of the domestic economy could then be reflected in this risk premium.  
The list of candidate variables also includes open economy variables such as 
the effective real exchange rate of the euro and Finnish real competitiveness 
indices. In addition, the FIM/EUR – USD nominal exchange rate is used. The 
time series on all interest rates, stock price indices and the nominal exchange 
rate are computed as monthly averages of daily closing prices or equivalent 
values. 
 
4.2 Data transformations 
 
Most studies on leading indicators typically find both the dependent and the 
leading variables to be      and work with first-order differences. Other methods 
include the use of different kinds of frequency-domain filters. The difference be-
tween the two involves a broader discussion on what one interprets as the busi-
ness cycle.  
Two varying definitions of a business cycle exist in literature. The classical cycle 
measures absolute changes in the dependent variable, whereas the growth 
cycle is viewed as fluctuations of the target variable around its long-term growth 
trend (Artis et al 2004). Thus dealing with the classical cycle corresponds to 
taking first-order differences of the series, and a classical cycle recession would 
be indicated by a decline in the target variable in absolute terms. A growth cycle 
recession on the other hand need not be exhibited by a decline in absolute 
terms as long as growth slows down below its long-term trend. The growth cycle 
can be extracted using detrending methods such as frequency-domain filters.  
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A comprehensive discussion on such filters is beyond the scope of this thesis 
but essentially their purpose is to filter out the components that are not of inter-
est from the time series, that is the long term fluctuations in the series and pre-
ferably also the high-frequency irregular fluctuations that are not in line with the 
duration requirements one has set for a full cycle. The OECD, for example, fil-
ters the variable they forecast as well as the component series of its composite 
leading indicators. They define that the duration of a business cycle can be an-
ywhere between 12 and 120 month and thus apply a frequency domain filter 
that allows for the time series to contain variation only between these periodici-
ties (OECD 2009b). Consequently, their CLIs attempt specifically to forecast 
growth cycles of the countries in question.  
When it comes to forecasting, the studying of growth cycles can be more infor-
mative, even though it complicates the analysis due the filtering methods ne-
cessary for the extraction of the cycle. The forehand knowledge of whether 
economic growth will be slowing down in the future is important for policy mak-
ers, even if no actual contraction of the economy in absolute terms is in sight.  
However, an issue of concern when using filtering methods, in the case of com-
posite leading indicators, is the selection of which of the leading indicators to 
filter as well. While it has intuitive appeal to filter the leading series when the 
target variable is filtered, it may be questionable to do so with some variables, 
for example financial ones. Another problem with filtering methods is in inter-
preting the dependent variable. When forecasting a filtered variable, one is es-
sentially forecasting a business cycle component of that variable, which is a far 
more abstract concept.  
For these reasons, this thesis opts to use unfiltered series instead. The six-
month growth rate of industrial production is the dependent variable being fore-
cast, as was described in Section 2.  
The time series in this thesis span from January 1988 to December 2009, apart 
from data on construction permits, which are available from 1990 forth, and em-
ployment statistics, available from 1991. The series of the FIM/EUR–USD ex-
change rate also begins in 1991. All of the data used in this study is monthly 
and, apart from financial data, seasonally adjusted. In most cases, readily avail-
26 
 
 
able seasonally adjusted series were used. The Tramo/Seats procedure was 
adopted to adjust the few series for which only original series were available. 
This group mainly consists of sales data.  
DF-GLS tests (see Elliot, Rothenberg and Stock 1996) were run on the candi-
date variables. Most variables could not reject the null hypothesis of having a 
unit root, in which case first order differences were taken. For the few variables 
that appeared stationary in levels, rejecting the null hypothesis of a unit root, 
both levels and differences were studied. For a large majority of the variables, 
treated as     , to approximate monthly growth rates, the first order differences 
were taken on the natural logarithms of the variables. In the cases of some se-
ries, mainly financial or survey data, the first-order difference was imposed on 
the original series. All differenced series rejected the null hypothesis of a unit 
root and no further transformations were conducted. 
To develop composite leading indicators from this rather large list of potential 
component series, it had to be narrowed down in several ways. The next sec-
tion describes the elimination process eventually leading to the construction of 
the final CLIs. 
 
5 The variable selection process 
 
The selection of the leading indicators is conducted in two steps. First, the large 
pool of potential leading indicators is narrowed down to a base set of variables. 
In the second step, the variables with the best predictive ability in this base set 
are chosen using a 3-stage pseudo out-of-sample forecasting procedure, de-
scribed in the latter of the following two sub-sections.  
A good property of the method of variable selection applied in this thesis is that 
it requires little subjective judgment once the candidate series have been ga-
thered. The final CLI is obtained in a rather straightforward and algorithmic 
manner following the procedure outlined below.  
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5.1 Step 1: Forming the base set of variables 
 
The first step in the variable selection procedure applies in-sample and out-of-
sample measures to the pool of candidate variables, then conducts a small 
amount of further screening and finally results in a base set of relevant variables 
for further evaluation. Figure 1 provides an overview of this process, which is 
described below in greater detail.  
 
 
Figure 1: Step 1 of the variable selection procedure. 
 
Initially, in-sample measures are used on the pool of candidate variables. This 
entails estimating regressions of the type (2) using the full sample from January 
1988 to December 2009. The model is repeated below for convenience1:  
                           .         (2) 
Going through each candidate variable, one at a time, the six-month growth rate 
of industrial production is regressed on its lags and a leading indicator candi-
date and its lags. The lag length of the variables is determined using the 
Schwarz information criterion.  
The statistical significance of the regression coefficients of the candidate varia-
ble and its lags in these bivariate regression models is then evaluated by means 
of an F-test, using Newey-West standard errors. Those leading indicator candi-
                                            
1
 The vector notation is dropped as    is now a single variable in these bivariate models that 
include only one candidate variable, the dependent variable and their lags. 
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dates, whose effect on industrial production is statistically significant are added 
to the base set of variables.  
The second criterion used in determining whether a variable should be added to 
the base set is the marginal forecasting ability of each candidate variable 
beyond the lags of the dependent variable. To do this, pseudo out-of-sample 
forecasts of models of the type (2) are conducted, inputting a single variable at 
a time as  . Because the out-of-sample performance of a variable is used as a 
selection criterion, these forecasts are calculated using only a sub-sample of 
the data from January 1988 to December 2006. This is done in order to be able 
to perform out-of-sample forecasts of the final constructed CLI in a sample that 
has not been used in variable selection. Section 6.2.1 assesses the perfor-
mance of the developed CLI in this true out-of-sample setting.  
The pseudo out-of-sample forecast method used throughout this study is a roll-
ing window scheme, where the number of previous observations used to com-
pute the following pseudo out-of-sample forecast is constant. A fixed 11-year 
estimation window, which corresponds to half the size of the full sample 
rounded to full years, is used. These forecasts are conducted by initially esti-
mating the model (2) for the first 11 years and producing a forecast of the de-
pendent variable six months ahead. The squared error of this forecast is calcu-
lated as the squared difference between the forecast and the actual value of the 
dependent variable that occurred 
     
                
 .          (3) 
The estimation window is then moved one period ahead; the next observations 
in the sample are added and the oldest ones are dropped. Again, forecasts us-
ing the model are performed and the squared errors are calculated. This proce-
dure is repeated until the end of the sub-sample in December 2006. The lag-
length used for the variables is re-determined recursively at each step using the 
Schwarz information criterion.2 Advancing in this manner, through the sample 
until December 2006, produces a sequence of squared forecast errors. The 
                                            
2
 The variable selection method seems rather robust to the choice of the lag-selection criterion; 
the entire procedure was repeated using the Akaike information criterion, resulting in a compo-
site leading indicator with nearly all the same variables and equal forecasting power. For brevi-
ty, only the results of the SIC procedure are presented. 
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mean of these squared forecast errors (MSFE) is computed and compared to 
the mean squared forecast error produced by an autoregressive benchmark 
model of the type 
                                     (4) 
where the lag length is again determined recursively at each step.  
The criterion measuring marginal predictive ability is then simply the ratio of 
these two MSFEs. Formally 
    
     
  
 
         
      
     
    
 
         
        
     
    
                                                                                    
where    and       are the first and last period over which the pseudo out-of-
sample forecasts are computed,      
  and        
  are the squared forecast errors 
of the pseudo out-of-sample forecast, of period    , as in (3), for the candidate 
model and the benchmark model respectively. (Stock and Watson 2003a,b). 
Whenever this ratio is less than one, the candidate forecast model is estimated 
to have performed better than the benchmark. This relative MSFE is calculated 
for all candidate variables, that is the procedure is repeated for all of the va-
riables inputting a single variable at a time as   in (2). All variables that improve 
upon the AR-forecasts are added to the base set. 
Performing the pseudo out-of-sample forecasts of bivariate models for each 
candidate leading indicator in this way yields a list of variables that improve 
forecasts upon the AR-benchmark. This list is augmented with the variables that 
were selected using in-sample criteria.  
The pseudo out-of-sample forecast scheme used here has advantages when, 
for example, large structural changes have taken place in the economy towards 
the beginning of the sample period, or for other reasons, one simply does not 
want the older observations to be overly emphasized. An alternative pseudo 
out-of-sample forecast method would be to use an expanding estimation win-
dow, where all previous data is used in performing the forecasts. This alterna-
tive was explored but generally resulted in less accurate forecasts of industrial 
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production growth. The rolling window scheme is thus used throughout this the-
sis.  
Finally, the set of variables obtained using in-sample and out-of-sample me-
thods is rendered smaller by evaluating the coherence and phase leads be-
tween the predictor variables and industrial production growth; time series exhi-
biting very low coherence and no phase leads are eliminated from the set. Par-
ticular attention is paid to variables from the same categories, measuring similar 
concepts. Those with the best predictive ability are retained. This shortened list 
of variables is then finally defined as the base set.  
 
5.2 Step 2: The three-stage variable selection procedure 
 
The second step involves selecting those variables from the base set that, when 
combined, produce the most accurate forecasts. Stock and Watson (1989), in 
the creation of their CLI, use a modified stepwise regression procedure, to se-
lect the variables from a similar set of leading indicator candidates. They devel-
op several different leading indexes by evaluating the full-sample    and a sub-
sample   . The variables appearing most often in the indexes are selected to 
be the components of their CLI.  
A method of this type was attempted, but resulted in a selection of variables 
with poor out-of-sample predictive ability. This is not surprising as typically in-
sample measures in no way guarantee good out-of-sample performance (e.g. 
Zarnowitz and Braun 1989 and Marcellino 2006).  
However, using merely the out-of-sample performance of the bivariate forecast 
models as a criterion in this type of elimination process would not seem to result 
in the best list of predictor variables either. This is due to the fact that while a 
single variable may be poor at forecasting individually, it may improve forecasts 
when combined with the use of another variable. In other words, it may still 
have some marginal predictive ability.  
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For these reasons, the method undertaken here is similar to the Stock and Wat-
son (1989) method, but differs in that it emphasizes the pseudo out-of-sample 
forecasting performance, instead of the in-sample performance, of candidate 
leading indicators jointly.  
Initially, the three variables that produced the most accurate pseudo out-of-
sample forecasts in step 1, as measured by the relative MSFE, are selected. 
For each of these three bivariate forecast models, an additional predictor is 
added from the base set one at a time and the relative MSFEs against the same 
AR benchmark are calculated. Formally this entails producing pseudo out-of-
sample forecasts as in the previous step but now using models of the type 
                     
                 (7) 
where           
 ,     is one of the three most accurate predictors in the 
base set and    goes through all other variables in the base set.  
The sample used in these forecasts is the same as in the previous section - the 
last three years are removed. The forecasting method also remains the same; 
an 11-year rolling estimation window is used. The lag-length of the variables is 
again determined recursively at each step of the pseudo out-of-sample fore-
casts using the Schwarz information criterion.  
For each of these three variables initially chosen, the three trivariate models, 
with two predictors in each, producing the most accurate forecasts, as meas-
ured by the relative MSFE, are then selected. Finally, for each of these nine 
trivariate models, one additional predictor variable is added from the base set. 
All variables in the base set are again gone through and the relative MSFEs of 
the pseudo out-of-sample forecasts are calculated. The vector    in the fore-
casting model is now defined as             
 , where    and    come 
from the nine trivariate models and    goes through all other variables in the 
base set.  
Again, the best three of these three-predictor models for each of the nine triva-
riate models are chosen, resulting in a maximum of 27 models with three pre-
dictor variables. The actual number of models may be less as it is possible that 
less than three variables are such that they provide additional predictive ability 
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when added. In these cases only the models that actually improve forecasts are 
used.  
Figure 2 summarizes the procedure so far: Starting from the base set, the three 
variables producing the most accurate forecasts are selected. The models are 
augmented by adding one additional predictor variable from the base set. 
Again, the three best models for each of the three initially chosen variables are 
selected. A variable from the base set is again added to all of these models and 
finally the three best models for all of the nine two-variable combinations are 
selected. 
 
 
Figure 2: Step 2. At each of the three stages, the three variables that improve pseudo out-of-sample 
forecasts the most, when added to the models, are selected resulting in a maximum of 27 models 
with three predictor variables. 
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Finally, the variables appearing most often in these three-predictor models, and 
performing best when combined, are used as the component series of the final 
composite leading indicators.  
Note that the method undertaken in this study has its downfalls as well. Inter-
preting that the forecast performance of a variable improves upon the bench-
mark when the relative MSFE is less than one, is somewhat questionable, as 
this can merely be due to sampling variability (Stock and Watson 2003b). This 
naturally means that the variable selected may not actually forecast statistically 
significantly better than the benchmark. To determine whether the relative 
MSFE is statistically significantly less than one requires testing the null hypo-
thesis of equal predictive ability. When the benchmark model is nested – a spe-
cial case of the candidate model – as is the case here, this can be done for ex-
ample using methods developed by Giacomini and White (2006)3. In this thesis, 
the forecast errors of the final CLI model are tested by applying the Giacomini 
and White (2006) test of conditional predictive ability, which evaluates whether 
the forecasts of the CLI model will be more accurate than the benchmark model 
in the future, given its past performance. 
 
6 Results 
 
6.1 The composite leading indicator 
 
Conducting the first step of the procedure, outlined in the previous section, on 
the candidate leading indicators yields a base set of variables. This set contains 
a total of 54 variables from most variable categories. 
The second step of the elimination procedure, summarized in figure 2 (p. 32), 
results in 24 three-predictor models composed of 16 different variables. The 
                                            
3
  Another test often applied in literature to assess whether the obtained forecast errors are sta-
tistically significantly smaller, when the benchmark model is nested as is the case here, is the 
one developed by Clark and McCracken (2001). Advantages of the Giacomini and White (2006) 
method are easy computation and the fact that its limiting distributions are not context-specific. 
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variables in these models, as well as the relative MSFEs the pseudo out-of-
sample forecasts produce are presented in Table 2 on the next page. The three 
best forecasters from the bivariate forecasts are the interest rate on a 10-year 
U.S. treasury bill, the Finnish construction sector survey question reflecting the 
share of answerers stating the shortage of materials as the main hindrance to 
production and the amount of unemployed jobseekers.  
At the next level, the three variables that improve the forecasts the most for 
each of the three bivariate models are presented on the rows labeled    
  
  
 . 
At the third level, the three variables providing the most marginal predictive 
ability for each of the 9 trivariate models are tabled on the rows labeled   
  
  
  
  
 . Note that in the case of some models, no variable from the base set im-
proves the forecasts when added.  
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Table 2. The component series of the models of the elimination process, relative MSFEs of the 
forecasts in parentheses. 
       Yield on 10-year U.S. government bonds (0,893)  
   
  
  
  
FIN consumer 
confidence survey: 
Ability to make 
major purchases 
(0,815) 
Granted construction 
permits (cubic volume) 
(0,846) 
Consumer price index 
(0,851) 
   
  
  
  
  
Total jobseekers 
(0,704) 
FIN consumer confidence sur-
vey: Ability to make major pur-
chases (0,760) 
Total jobseekers (0,763) 
   
  
  
  
  
Unfilled vacancies at 
the end of the 
month(0,675) 
Unfilled vacancies at the end of 
the month (0,705) 
Unfilled vacancies at the end of 
the month (0,724) 
   
  
  
  
  
Total unemployed 
(0,716) 
FIN construction sector survey: 
% stating material shortage as 
main hindrance to production 
(0,765) 
Total unemployed(0,788) 
       
FIN construction sector survey: % stating material shortage as 
main hindrance to production (0,914) 
   
  
  
  
EU construction 
sector survey: 
Evolution of orders 
(0,853) 
Total jobseekers (0,861) 
FIN consumer confidence 
survey: Ability to make 
major purchases (0,877) 
   
  
  
  
  
Fuel sales, value index 
(0,788) 
Yield on 10-year U.S. govern-
ment bonds (0,783) 
Fuel sales, value index (0,788) 
   
  
  
  
  
New passenger car 
registrations (0,795) 
EU construction sector survey: 
Evolution of orders (0,840) 
EU construction sector survey: 
Evolution of orders (0,805) 
   
  
  
  
  
FIN consumer confi-
dence survey: Ability 
to make major pur-
chases(0,805) 
U.S. 3-month interest rate 
(0,851) 
Difference between yields on 
10-year U.S. and Finnish gov-
ernment bonds (0,785) 
       Unemployed jobseekers (0,917) 
   
  
  
  
EU business sur-
vey: order stock in 
industry (0,915) 
FIN construction sector 
survey: % stating material 
shortage as main hin-
drance to production 
(0,896) 
 
   
  
  
  
  
FIN consumer confi-
dence survey: Ability 
to make major pur-
chases (0,766) 
FIN consumer confidence sur-
vey: Ability to make major pur-
chases (0,840) 
 
   
  
  
  
  
Yield on 10-year U.S. 
government bonds  
(0,831) 
Yield on 10-year U.S. govern-
ment bonds (0,757)  
   
  
  
  
  
Euro area consumer 
confidence indicator: 
ability to make major 
purchases in next 12 
months (0,839) 
U.S. 3-month interest rate 
(0,831)  
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Clearly, the Finnish consumer confidence indicator question on the ability to 
make major purchases is an important indicator, appearing six times in the 
models and improving the forecasts quite substantially when used. This is not 
surprising as it ought to be a reflection of consumers’ economic situations, free 
disposable income and, consequently, future consumer demand.  
Two variables measuring sales appear in Table 2, fuel sales and new passen-
ger car registrations. Neither of these improves forecasts when the abovemen-
tioned measure of consumers’ disposable income is utilized. This would indicate 
that perhaps this survey question already captures the effect of consumer de-
mand on output growth.  
Another observation to be made from Table 2 is that several of these leading 
indicators are U.S. interest rates. This finding suggests that perhaps the Finnish 
economy lags its American counterpart, of which these interest rates may be 
leading indicators. Moreover, the forecast power of these U.S. interest rates 
may reflect the fact that, historically, several global recessions have started 
from the U.S. economy — or even U.S. financial markets. The yield on a 10-
year U.S. government bond in particular seems to provide predictive content. 
While the term spread is a more common forecaster, this long rate has also 
been found a good forecaster in past studies. It is in fact a component of the 
Stock and Watson (1989) CLI.  
The difference between U.S. and Finnish long-term interest rates appears in 
several models of Table 2 as well. This risk premium on Finnish government 
bonds has marginal predictive ability beyond the 10 year U.S. rate as well. Both 
of these financial variables end up in the final CLI.  
It is important to note that even though both the U.S. long rate and the differ-
ence between the U.S. long rate and the Finnish long rate are used as forecas-
ters, and the model is a linear regression model, this is not equivalent to simply 
forecasting using the Finnish long rate. As the Schwarz information criterion is 
applied to set the lag length, the U.S. long rate gets between 0-1 lags in the 
forecast models, while 3-4 lags of the interest rate difference are used through-
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out the recursive pseudo out-of-sample forecasts. Consequently, applying the 
final CLI model is in fact equivalent to forecasting using the Finnish long rate 
and lagged values of the U.S.-Finnish long rate difference.  
In addition to interest rates, short term employment market data seem to be im-
portant leading indicators as well. Employment situations affect consumers’ 
economic situations through their free disposable income and consequently in-
dicate consumer demand. Furthermore, employers may vary the amount of la-
bor to employ in expectation of the future economic situation. The amount of 
unfilled vacancies at the end of the month for example improves several fore-
casts in Table 2. Variables measuring the amount of jobseekers also appear, 
however their predictive ability is negligible when vacancies are included in the 
regression. Nevertheless, the variable measuring unfilled vacancies remains a 
component of the final CLI. As it is more affected by employer decisions than 
the amount of jobseekers, the latter of the two channels of effect might be the 
stronger one.  
Construction sector variables are likely leading indicators, as the industry is par-
ticularly volatile and cyclical. They may also reflect consumer demand or con-
sumers’ economic situations, as large construction projects employ workers for 
long periods of time, and housing construction may provide some indication of 
consumers’ demand for housing. Two construction sector variables are included 
in the final CLI, namely the cubic volume of granted construction permits and 
the percentage of answerers in the Finnish construction sector surveys stating 
material shortage as the main hindrance of production. The EU construction 
survey variables appearing in Table 2 do not improve forecast when these two 
Finnish time series are used. 
The fact that the EU-level order stock of industry has forecasting power could, 
in addition to indicating future production, be an indication of the EU economy 
leading the Finnish one. Yet a contradicting result to this has been obtained by 
Forni et al. (2001), who find that, in fact, the Finnish GDP and Finnish invest-
ments lead their euro area counterparts. Although, they state that the phase 
leads manifesting in their data may be largely due to the exceptional recession 
that occurred in Finland in 1991–1993.  
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The final CLI combined from these variables takes the form presented in Table 
3. After the addition of these variables, none of the other ones improve the fore-
casting performance and, correspondingly, the omitting of any variable worsens 
the forecasts. The relative MSFE of pseudo out-of-sample forecasts using this 
final CLI model is 0,5800 with a Giacomini and White (2006) test p-value of 
0,0006. 
 
Table 3. The components of the final CLI. 
Component series Data transformation 
Difference between yields on U.S. and 
Finnish 10 year government bonds 
Monthly change 
EU business survey: order stock in indus-
try. 
Level 
FIN construction sector survey: % stating 
material shortage as main hindrance to 
production 
Level 
FIN consumer confidence survey: Ability 
to make major purchases 
Monthly change 
Granted construction permits (cubic vo-
lume) 
Monthly growth rate 
Unfilled vacancies at the end of the month Monthly change 
Yield on 10 year U.S. government bonds Monthly change 
 
 
 
6.2 Evaluating the performance of the composite leading indicator  
 
The empirical results of the various studies on leading indicators presented in 
Section 3 gave the impression that the evidence on the predictive abilities of 
different variables is somewhat mixed and depends on the study and model at 
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hand. It is therefore obvious that certain robustness evaluations on the forecast 
performance of the obtained indicator are in order. 
Because variable selection was conducted using the data until 2006, it is now 
possible to study the out-of-sample performance of the CLI model, with the sev-
en component series listed in Table 3 as inputs, in a sample that has not been 
used for variable selection. This is the issue studied in the first of the following 
subsections.  
A second matter of some concern, relevant whenever conducting economic fo-
recasting, is data revisions. Macroeconomic data is periodically revised as new-
er data becomes available.  The forecasting power of the constructed CLI on 
real-time data of industrial production is evaluated in the latter of the following 
subsections. This analysis assesses, whether the composite leading indicator 
would have been useful, had it been used in the past.  
The final two subsections address the stability of the CLI model and its ability to 
forecast a composite coincident indicator of the Finnish economy, respectively. 
 
6.2.1 Forecasting in an unused sample and the latest recession 
 
Since the variable selection procedure in this thesis, is conducted using also the 
out-of-sample forecast performance of the variables, evaluating the perfor-
mance of the constructed CLI in a sample that has not been used for variable 
selection is necessary. The last three years of the full sample, 2007–2009 are 
used to this end. An advantage of this particular sub-sample is that it allows the 
assessment of the forecast performance of the composite leading indicator dur-
ing latest recession. 
The chosen sub-sample is quite particular in that it contains a period of rather 
high growth and a steep fall in production occurring in a very short time. This 
can be seen in Figure 3, depicting the natural logarithm of industrial production, 
as well as in Figure 4, where the six-month growth rate of industrial production 
is plotted. 
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Figure 3: The logarithm of monthly Finnish industrial production 2007-2009. 
 
Figure 4: The six-month growth rate of industrial production standardized to annual percentage 
growth. 
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To evaluate the forecasting performance of the CLI in this sample from 2007 to 
2009, the composite leading indicator model, constructed above, is applied to 
forecast the six-month growth rate of industrial production from 2007–2009. As 
before, the relative MSFE is calculated against a benchmark AR forecast but 
now for this three-year sample. Again, an 11-year rolling window scheme is 
used and the lag-length of each variable is determined recursively using the 
Schwarz information criterion.  
In addition to using the full model, the component series of the CLI are also 
used individually to forecast the dependent variable in this sub-sample, in order 
to assess whether the performance of the CLI can be contributed to some se-
lect variables. Another benefit of this analysis of the forecasting power of the 
component series is in obtaining information on which variables forecasted most 
accurately during the latest recession. 
Table 4 lists the results of these forecasts. As can be seen, judging by the rela-
tive MSFEs, the composite leading indicator is not able to provide more accu-
rate forecasts than a simple AR model in this sub-sample. While, this may be an 
indication of the relatively poor forecast performance of the CLI in general, it 
ought to be borne in mind that the sample in which it is now evaluated is quite 
particular. Looking at the forecasts of the components of the CLI, it is evident 
that their individual forecast performance also deteriorates greatly in this sub-
sample. Of the seven components it would seem only one, namely the volume 
of granted construction permits, improves upon the AR forecasts. Even this re-
sult would not seem statistically significant. The p-value of the Giacomini and 
White (2006) test of conditional predictive ability is 0,0921. 
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Table 4: Relative MSFEs produce by forecasts using the full model and its individual components 
series over the 2007 - 2009 sample. 
Forecaster Relative 
MSFE 
Composite leading indicator 3,222 
Difference between yields on U.S. and Finnish 10 year government 
bonds 
1,001 
EU business survey: order stock in industry 1,100 
FIN construction sector survey: % stating material shortage as main 
hindrance to production 
1,469 
FIN consumer confidence survey: Ability to make major purchases 1,050 
Granted construction permits (cubic volume) 0,975 
Unfilled vacancies at the end of the month 1,031 
Yield on 10 year U.S. government bonds 1,173 
 
 
 
To assess whether failure to forecast the single steep drop in production at the 
end of 2008 is the reason for this poor performance, the squared forecast errors 
of the forecasts using the individual components of the CLI are plotted in Figure 
5. The squared errors have been scaled by dividing them with the MSFE of the 
AR model forecasts, which is described by the horizontal line at 1. 
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Figure 5: Squared forecast errors 2007 - 2009 produced by forecasts using the individual compo-
nents of the CLI. The horizontal line indicates the mean of the squared forecast errors of the AR 
model. 
 
 
It would indeed seem that a relatively small number of individual large forecast 
errors contribute to most of the MSFEs. These in fact do seem to coincide with 
the largest spikes in the growth rate of industrial production in figure 4 and, es-
pecially, the substantial drop in production towards the end of 2008. Apparently, 
the poor forecast performance of the components of the CLI, as measured by 
the mean of these forecast errors, would thus seem to be, at least to a great 
extent, due to the inability to forecast the few large spikes in industrial produc-
tion growth.  
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The construction permits variable, found to improve slightly upon the AR 
benchmark in Table 4, is the only one of the component variables which is re-
vised data. Macroeconomic data is typically periodically revised as newer infor-
mation becomes available. From the point of view of forecasting this poses 
problems, as the revised data used in the analysis is quite different from the first 
observations that were available at the time. To verify, whether the CLI or some 
of its individual components would have been of use had they been used in the 
past, a forecasting exercise using real time data is performed in the following 
sub-section.  
 
6.2.2 Forecasts using a real-time data set 
 
All the analysis conducted so far in this thesis has been done using the data 
that was available in December 2009. An important evaluation criterion of any 
macroeconomic forecast method, however, is its performance with real-time 
data. Due to data revisions, the initially published numbers of, e.g. industrial 
production are updated to render them more accurate. These revisions can of-
ten be substantial. From the point of view of forecasting this is problematic be-
cause the most recent observations are the least accurate ones. Furthermore, 
pseudo out-of-sample forecast measures used so far do not exactly tell us how 
well a model would have performed, had it been used in the past, if the data 
used to calculate them are the final revised numbers available today. Hence, as 
another method of evaluation, whenever possible, the latest figures that were 
available at each time ought to be used in the estimation of the pseudo out-of-
sample forecast errors, instead of the most accurate, revised data available cur-
rently. Since all actual forecasting is done in real time, strictly speaking, it can-
not be claimed that a composite leading indicator would have been of use in the 
past, if this assessment is based on final revised figures.  
In order to assess how useful a predictor the constructed CLI would have been, 
had it been used in the past, it is thus used to forecast the real-time data set of 
Finnish industrial production published by the OECD. The data set consists of 
124 time series, or vintages of data. Each series represents the first published 
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data available each month from September 1999 to December 2009 respective-
ly. The first observations included in the sample are still from 1988 as before.  
For the following analysis, the series on the total volume of granted construction 
permits is left out of the CLI as it is revised data and no unrevised series were 
available. Keeping the unrevised series in the CLI model, one would not be able 
to simulate real time forecasting. The other component variables are unrevised 
survey, financial or employment data and consequently pose no problems. 4 
Out of sample forecasts over September 1999–December 2009 are calculated 
using an 11-year rolling window scheme as before, apart from the fact that now 
the squared forecast errors are calculated as 
     
                    
 ,         (8) 
where   indicates the data vintage, where the first value for period   is pub-
lished. That is, the forecast error is the difference between a forecast of the in-
dustrial production growth rate at period      calculated using the time series 
on industrial production that were published at period  , and the industrial pro-
duction growth rate that occurred at period     according to the first published 
numbers of industrial production for that period (the first time series available 
that include an observation for    ).  
For example, the first forecast in this real time forecasting simulation uses the 
CLI model to forecast industrial production growth, using the time series on in-
dustrial production available in September 1999. A six-month-ahead forecast 
yields a value for March 2000. This is the value one would have obtained had 
one used the CLI model developed in this thesis for forecasting in September 
1999 using the most recent data available then. The forecast error is then com-
puted as the difference between this forecasted value and the first published 
data on March 2000 industrial production. This method tells us how the CLI 
model would have performed, had it been used in real time and had its perfor-
mance been evaluated in real time.  
                                            
4
 As the time series of the non-financial variables are seasonally adjusted, they are in fact sub-
ject to slight revisions. These revisions arising from the seasonal adjustment methods are as-
sumed sufficiently small to not have a substantial effect on the forecasts the variables produce. 
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The mean of these squared forecast errors is taken and compared to the mean 
of the squared forecast errors of an AR model, where the errors are calculated 
in a same manner. The measure for evaluating the forecasts using real-time 
data is thus the relative MSFE as before but the squared errors are obtained in 
a different way. 
Again, the real time performance of both the full CLI model and its individual 
components are evaluated. The results of these forecasts using real time data 
are listed in Table 5.  
 
Table 5: Relative MSFEs of forecasts using the full model and its individual components under real 
time data. 
Forecaster Relative 
MSFE 
Composite leading indicator 2,158 
Difference between yields on U.S. and Finnish 10 year government 
bonds 
0,996 
EU business survey: order stock in industry 1,253 
FIN construction sector survey: % stating material shortage as main 
hindrance to production 
1,653 
FIN consumer confidence survey: Ability to make major purchases 1,025 
Unfilled vacancies at the end of the month 1,021 
Yield on 10 year U.S. government bonds 1,027 
 
 
 
The full CLI model again fails to provide any additional information in forecast-
ing. Of the individual components, only the spread between U.S. and Finnish 
long-term interest rates improves slightly upon the AR-benchmark, although not 
statistically significantly. A Giacomini and White (2006) test of conditional pre-
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dictive ability on the forecasts using this component series yields a p-value of 
0,5996.  
Figure 6 plots the squared forecast errors of the real time forecasts using the 
components of the CLI. The errors are again scaled to the MSFE of the bench-
mark AR model.  
 
Figure 6: Squared forecast errors of the real time forecasts using the components of the CLI mod-
el. The errors are scaled to the mean of the squared errors produced by the AR model, indicated by 
the horizontal line. 
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errors large. This manifests as the spikes appearing in the graph in Figure 6. 
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or variable. Moreover, in real time forecasting, much larger forecast errors have 
occurred in the past than the once appearing in the forecasts of the latest re-
cession. 
While the composite leading indicator or its component series would not seem 
to be very helpful, had they been used in the past, the effect individual large 
forecast errors does appear quite significant. As a similar problem appeared in 
forecasting the latest recession in the previous subsection, this suggests that 
perhaps a different loss function for the measurement of the out-of-sample er-
rors instead of the MSFE would be more appropriate, as the mere fact that the 
errors are squared emphasizes the effect of a single poor forecast. 
 
6.2.3 Forecasting a composite coincident indicator 
 
As a further evaluation of the forecasting ability of the CLI, an attempt to fore-
cast a composite coincident indicator with it is made. As was discussed in Sec-
tion 2, industrial production is not the best variable for describing the business 
cycle, since it only reflects a part of the economy. In order to assess how well 
the CLI performs in forecasting a broader measure of the business cycle, its 
predictive ability with respect to a composite coincident indicator of the Finnish 
economy is evaluated.  
The CLI model is used to forecast the composite coincident indicator developed 
by Lanne and Nyberg (2009). The relative MSFE against a benchmark AR 
model, using again an 11-year rolling estimation window, gets a value of 1,774. 
The CLI model thus fails in forecasting this alternative measure of the business 
cycle.  
This result may be due to the fact, that the variables chosen mainly lead indus-
trial production and not the other component series of the CCI. Another reason 
may be the fact that the CCI itself seems to lead industrial production slightly, 
particularly in the middle of the sample. Yet a third possible explanation is that 
the CLI created and industrial production both contain a great deal of high-
frequency volatility, whereas the composite coincident indicator is a much 
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smoother series. To the extent that this volatility is idiosyncratic, unrelated to the 
business cycle, further smoothing of the component series, for example by 
means of frequency domain filters discussed in Section 4, might provide more 
accurate forecasts in this case.  
 
6.2.4 Stability of the CLI model 
 
Another issue of some concern in this type of study is whether the predictive 
relationship is stable over time, as several studies referred to in Section 3 found 
significant instability in the predictive relations between leading indicators and 
economic activity. Since Finland has experienced a great deal of structural 
changes between the 22 year time span studied, the matter of stability is of par-
ticular importance.  
As a simple way of evaluating the stability of the full CLI model, a sup-Wald sta-
bility test (see Andrews 1993) is applied to it using the full sample from 1988 to 
2009. A 15 % trimming is used. That is, the test looks for a break date in the 
central 70 % of the sample.  
The most probable break point is found in March 2007. Still, the null hypothesis 
of no break points is not rejected, as the maximum likelihood ratio F-statistic at 
that date is 6,946 with a p-value of 1,000.  
 
7 Conclusions 
 
On the basis of the previous empirical research, a set of over a hundred candi-
date variables to forecast Finnish industrial production with was assembled. 
Using a procedure involving both in-sample and out-of-sample methods, these 
were formed into a composite leading indicator. The types of variables obtained 
are in accordance with previous research and existing CLIs; interest rates, 
short-term employment data, construction permits, consumer survey data and 
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orders in manufacturing industries are all variables appearing in some form in 
the CLI developed in this thesis as well as most of the CLIs used as examples 
in the literature review of Section 3.  
Two main conclusions arise from the literature surveyed. First, financial va-
riables, particularly interest rate spreads seem to come closest to variables be-
ing useful predictors in every economy. This is found in the CLI developed in 
this thesis as well; the component series include the yield on 10-year U.S. gov-
ernment bonds and the difference between it and a Finnish 10-year government 
bond. Particularly the latter one seems to be a good predictor of Finnish indus-
trial production growth, producing better forecasts than a benchmark AR model 
in a real-time forecast simulation. Although this improvement upon the bench-
mark model is not statistically significant, this result does warrant further re-
search into the predictive abilities of this long-rate spread.  
A second conclusion rising to be made from the literature reviewed in this thesis 
is that, while several leading indicators have been discovered in studies con-
ducted on the U.S. and some European economies, the variables that have 
predictive ability depend on the sample and economy studied. Furthermore, the 
results are not robust to the forecast model or forecast horizon used and signifi-
cant instability has been discovered in the predictive relations.  
In a sense, this same pattern is apparent in the results of this thesis as well. 
While a good forecasting ability for the CLI model was achieved in the sample 
from 1988 to 2006 and the model passes the parameter stability test applied, 
the forecasts conducted outside this sample indicate a substantial deterioration 
in the predictive ability of the CLI. However, the inaptitude of the model or any 
of its component series in forecasting the steep decline in industrial production 
that occurred in 2008 seems to contribute greatly to the means of the forecast 
errors in this sample. Nevertheless, using real-time data also result in poor fore-
casts of the CLI and its component series.  
This non-robustness of the empirical results, found to a greater extent in the 
literature reviewed, suggests two alternative conclusions: Either there are no 
reliable predictive relations between leading indicators and economic activity, or 
the econometric models and procedures applied are simply not equipped to 
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produce accurate forecasts. As economic theory suggests the predictive rela-
tions ought to exist, the latter conclusion seems the plausible one. This is also 
the argument proposed by Stock and Watson (2003) based on their findings of 
very little consistence in the forecasts using different leading indicators, sam-
ples and forecast horizons.  
The finding of the forecasting power of leading indicators depending on the 
forecast horizon is a common one (e.g. Davis and Fagan 1997 and Forni et al. 
2001). In this thesis it is of particular relevance as the forecast model used is 
horizon-specific, forecasting six months ahead. The variable selection proce-
dure was repeated for 12 and 24 month forecast horizons on the same base set 
of variables. Very similar results were obtained on the forecasting power of the 
composite leading indicators and these results are omitted from this thesis. A 
relevant aspect of forecasts on these longer horizons is, however, that the most 
of the component series of the constructed CLIs were different for all forecast 
horizons. The finding in previous empirical literature that different variables pro-
duce accurate forecasts, depending on the horizon, is thus essentially repli-
cated in these results. Hence, the use of a forecast model that is not horizon-
specific would be an interesting topic for future research. 
This domain of research is fairly novel in the context of the Finnish economy 
and further research topics to develop the ideas presented in this thesis are 
several. An interesting development, left for future research, is the use of an 
asymmetric loss function instead of the mean squared forecast error used in 
this study. Such loss functions give their users the opportunity to penalize fore-
casts that overestimate the actual occurring value, or vice versa. This can be 
useful in many cases, where, for example, overly optimistic economic forecasts 
are more damaging. 
Another interesting forecast method for further research would be the pooling of 
individual forecasts. It has long been acknowledged that pooling several fore-
casts, by e.g. simply taking an arithmetic mean of several forecasts, can im-
prove accuracy. The logic behind it is to use more information than the individu-
al forecasts and consequently produce better forecast results. Pooling, also al-
lows the forecaster to, in a sense, hedge against misspecification or instability in 
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the models (see Timmerman 2006 for a thorough overview on pooling methods 
in forecasting).  
A final suggestion for further studies in this domain would be the creation of a 
type of automatic composite leading indicator. Such an indicator has been pro-
posed for few euro area countries by Camba-Mendez et al. (1999). The indica-
tor forecasts by automatically reselecting its component series from a large pool 
of candidate variables at each period.  
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Data Appendix 
 
Table A1: The time series used and the data source. 
VARIABLE SOURCE 
Orders and inventories  
Construction sector - evolution of overall order books (EU, 
business survey question 4) 
European commission 
Construction sector - evolution of overall order books (euro 
area, business survey question 4) 
European Commission 
Construction sector - evolution of overall order books (Fin-
land, business survey question 4) 
European Commission 
Evaluation of raw material stock (US business survey) OECD 
Industry - Export order book levels (EU, business survey 
question 2) 
European Commission 
Industry - Export order book levels (Euro area, business 
survey question 2) 
European Commission 
Industry - Order book levels (EU, business survey question 
2) 
European Commission 
Industry - Order book levels (Euro area, business survey 
question 2) 
European Commission 
Industry - Order book levels (Finland, business survey 
question 2) 
European Commission 
Industry - Stock of finished products (EU, business survey 
question 4) 
European Commission 
Industry - Stock of finished products (Euro area, business 
survey question 4) 
European Commission 
Order inflow in industry (US) OECD 
Business surveys (see Table 3 for questions that 
compose the surveys) 
 
Construction business survey - Composite index and indi-
vidual questions (Euro area) 
European Commission 
Construction business survey - Composite index and indi-
vidual questions (EU) 
European Commission 
Construction business survey - Composite index and indi-
vidual questions (Finland) 
European Commission 
Euro Area Business Climate Indicator European Commission 
Industry business survey - Composite index and individual 
questions (euro area) 
European Commission 
Industry business survey - Composite index and individual 
questions (euro area) 
European Commission 
ii 
 
 
US Business Survey - Industry - Composite index OECD 
US Business Survey - Industry - employment expectations OECD 
US Business Survey - Industry - production expectations OECD 
Consumer surveys (see Table 3 for questions that 
compose the surveys) 
 
Consumer Confidence indicator - composite index and 
individual questions (Euro area) 
European Commission 
Consumer Confidence Indicator - EU European Commission 
Consumer Confidence Indicator - Finland, Individual ques-
tions only 
 
EU Economic Sentiment Indicator European Commission 
Euro area Economic Sentiment Indicator European Commission 
Finland Economic Sentiment Indicator European Commission 
Price indices  
Consumer price index Statistics Finland 
Consumer price index - Energy OECD 
Consumer price index - Food OECD 
Consumer price index - Housing OECD 
Consumer price index without food or energy OECD 
Export Price index OECD 
Import price index OECD 
Producer price index - domestic OECD 
Producer price index of export OECD 
Total Producer price index OECD 
Total wholesale price index OECD 
Wholesale price index - domestic OECD 
Wholesale price index - imports OECD 
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Consumption and sales  
Granted construction permits, housing (amount) 
Statistics Finland 
Granted construction permits, housing (cubic volume) 
Statistics Finland 
Granted construction permits, all (amount) 
Statistics Finland 
Granted construction permits, all (cubic volume) 
Statistics Finland 
New passenger cars registered Statistics Finland 
Retail sale of automotive fuel, value index Statistics Finland 
Retail sale of automotive fuel, volume index Statistics Finland 
Retail sale of motor vehicles, value index Statistics Finland 
Retail sale of motor vehicles, volume index Statistics Finland 
Retail sale of watches and jewelry, value index Statistics Finland 
Retail sale of watches and jewelry, volume index Statistics Finland 
Wholesale value index Statistics Finland 
Wholesale volume index Statistics Finland 
Financial variables  
Difference between US and Finnish short rates  
Difference between US and Finnish term spreads  
Difference between yields on 10y US and German gov-
ernment bonds 
 
Difference between yields on German and Finnish 10y 
government bonds 
 
Difference between yields on US and Finnish 10y govern-
ment bonds 
 
Dow Jones Euro Stoxx 50 Stock Index ECB 
German 3-month interest rate OECD 
Helsinki Stock Exchange all share index OECD 
Term spread (fin)  
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Term spread (ger)  
Term spread (us)  
The S&P 500 Stock Price Index ECB 
US 3-month interest rate OECD 
Yield on a 10-year Finnish government bond OECD 
Yield on a 10-year German government bond OECD 
Yield on a 10-year US government bond OECD 
Exchange rates and competitiveness indices  
Euro effective (trade weighted) exchange rate Statistics Finland 
 
Finnish Euro area augmented real competitiveness indica-
tor 
Statistics Finland 
Finnish narrow real competitiveness indicator Statistics Finland 
Narrow Euro Real exchange rate European Commission 
Nominal USD-FIM/EUR exchange rate (1990M1-) 
 
Bank of Finland 
 
Employment statistics  
Total jobseekers Ministry of Employment 
Individual lay-offs Ministry of Employment 
Total vacancies Ministry of Employment 
New vacancies Ministry of Employment 
Unfilled vacancies at the end of the month Ministry of Employment 
Unemployment rate Ministry of Employment 
Total unemployed Ministry of Employment 
Unemployed jobseekers Ministry of Employment 
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Table A2: The questions of the business and consumer surveys. 
 
Construction Business Survey (EU, Euro area and Finland) 
 # Question Details 
1 Building activity development over the past 3 months Only FIN & EA 
2 Main factors currently limiting your building activity (below) Only FIN & EA 
2(1) None (%)  
2(2) Insufficient demand (%)  
2(3) Weather conditions (%)  Omitted 
2(4) Shortage of labor force (%)  
2(5) Shortage of material and/or equipment (%)  
2(6) Other factors (%)  Omitted 
 2(7) Financial constraints (%) Omitted 
 3 Evolution of your current overall order books  
4 Employment expectations over the next 3 months  
5 Prices expectations over the next 3 months  
The composite index is calculated as (Q3+Q4)/2 
  
Industry Business Survey (EU, Euro area and Finland) 
# Question Details 
1 Production trend observed in recent months  
2 Assessment of order-book levels  
3 Assessment of export order-book levels Only EU & EA 
4 Assessment of stocks of finished products Only EU & EA 
5 Production expectations for the months ahead  
6 Selling price expectations for the months ahead  
7 Employment expectations for the months ahead  
The composite index is calculated as (Q2-Q4+Q5)/3 
  
Consumer Confidence Survey (EU, Euro area and Finland) 
# Question Details 
1 Financial situation over last 12 months  
2 Financial situation over next 12 months  
3 General economic situation over last 12 months  
4 General economic situation over next 12 months  
5 Price trends over last 12 months Only EU& EA 
6 Price trends over next 12 months Only EU 
7 Unemployment expectations over next 12 months  
8 Major purchases at present  
9 Major purchases over next 12 months Only EU& EA 
10 Savings at present  
11 Savings over next 12 months Only EU & EA 
 12 Statement on financial situation of household Only EU & EA 
The composite index is calculated as (Q2+Q4-Q7+Q11)/4 
 
