INTRODUCTION
Frequently in biological, medical, agricultural and clinical studies several measurements are taken on the same experimental unit over time with the objective of fitting a response curve to the data. Such studies are called growth curve, repeated measure or longitudinal studies. In many bio-medica1
and agricultural experiments the number of experimental units is large and the number of repeated measurements on each unit is small. On the other hand, some economic investigations and meteorological experiments involve a small number of units observed over a long period of time. Several models for analyzing such data exist in the literature; the models usually differ in their covariance structures. See Harville (1977) and Jennrich and Schluchter (1986) for a review of the models and of approaches for estimating parameters. Recently, there seems to be a renewed interest in analyzing repeated measures data using Random Coefficient Regression (RCR) models.
In this article we present a brief description of the RCR models and some of the existing results for these models. We present a simple approach that is not difficult to discuss in a course on linear models. We compare our estimation procedure with two of the existing methods. Section 2 contains the assumptions of the model and a brief review of the literature. In section 3 we present the properties of the simple estimator. A Monte Carlo comparison of the estimators is presented in Section 4. Finally, we conclude with a summary which includes some possible extensions.
RCR MODEL
Suppose that the t observations on the ith of n experimental units are described by the model y. = X.f3. + e.
, " , i=1,2, ... , n Several authors, including Rao (1965) , Swamy (1971) , Hsiao (1975 ), Harville (1977 , Laird and Ware (1982) , Jennrich and Schluchter (1986) and Carter and Yang (1986) have considered the estimation and testing for the RCR models. We summarize the results of Carter and Yang (1986) since they consider the large sample distribution of the estimated generalized least squares (EGLS) estimator as nand/or t tend to infinity. For the sake of simplicity, we have assumed that equal number of repeated measurements are taken on all experimental units and that the variance of the error vector e. does not depend on i. However, 1 similar results exist for more general cases and will be discussed in the summary.
Consider the least squares estimators b. = (X'.X.)-1 X'.y. Swamy (1971) showed that
that is, the GLS estimator is the "weighted" least squares (average) estimator of b. where the weights are the inverse variance-covariance matrices of b ..
1
Under the normality assumption,~GLS is also the maximum likelihood estimator 2 2 of~(provided E~~and a are known). The elements of E~~and a are seldom known and hence we consider the estimated GLS (EGLS) estimator
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and
. 1 ' ,= Carter and Yang (1986) for testing H o : L~=~o ' where L is a qXk matrix of q linearly independent rows. Then, (a) for a fixed nand t tending to infinity: which is also asymptotically equivalent to I3 GLS as t~~. Finally, when nt is large, Satterthwaite's approximation was used to approximate the 2 distribution of T. In the next section we present inference procedures based on the large sample distribution of the simple estimator b.
A SIMPLE APPROACH
It is well known that the GLS estimator~GLS is the best (linear) unbiased estimator of~and that (under some regularity conditions) the EGLS estimator~EGLS is asymptotically (as n~~) equivalent to the GLS estimator.
However, in small samples, the distribution of~EGLS may be far from being normal. It is also argued that the estimator~EGLS may even be worse than the ordinary least squares (OLS) estimator,
because~EGLS depends on the estimated variance-covariance matrix which may introduce additional variability. It is easy to see that the OLS estimator,
OLS' is normally distributed with mean~and variance
,,., 1 1 1 = 1 1 1 = 1 1 Thus, to compute either the EGLS estimate~EGLS or to compute the variance covariance matrices of~EGLS and~OLS' it is necessary to estimate the Note that
Therefore, a simple unbiased estimator for var(b) is n Sbb Before we establish that the statistic T has similar asymptotic properties as that of the statisticT 2 , we will make a few remarks. , , , where i=1, ... ,n.
Since var(Z.) = a2(x~x.)-1 converges to zero (uniformly in i) as t tends to , , , infinity, the difference between b. and~. tends to zero in probability.
, ,
-1 n Therefore, for n fixed and t tending to infinity, b = n E. 1b. and
and where J is a matrix with all elements equal to 1, we have
Hence b is also asymptotically (as t~m) equivalent to~GLS and~EGLS.
(See also Hsiao (1975) for similar comments.)
It is important to note here that the OLS estimator~OLS' however, is not necessarily asymptotically equivalent to b. For example, suppose X~X. = itB , ,
where B is a fixed kxk positive definite matrix. Then the assumption (vi) is satisfied. In this example, the OLS estimator~OLS is and hence~OLS is not asymptotically equivalent to b =
Remark 3.2: For a fixed t and n tending to infinity, the estimator b may not be asymptotically equivalent to~GlS and hence may not be an efficient estimator. However, we know that the exact distribution of b is normal and hence the (exact) distribution of is chi-square with q degrees of freedom, where l is a qXk matrix of rank q. A*2 We now present the asymptotic distribution of the T statistic as n and/or t tends to infinity. for a fixed nand t tending to infinity: _1 -1 A*2 (n-q)q (n-1) T is (asymptotically) distributed as F(q,n-q), A*2 for a fixed t and n tending to infinity: T is (asymptotically) distributed as chi-square with q degrees of freedom, A*2 for the case where nt is large and g=1: T is approximately * distributed as F(1,v ) where
Proof: See Appendix.
()
*
With the exception of v , the Satterthwaite's approximation for the degrees of freedom, the asymptotic distributions of T 2 and r*2 are identical. The A*2 2 advantage of T over T is that it is simple to compute and is simple to explain.
2

*
Note that, as in the case of T , the degrees of freedom v (a) tends to (n-1) as t tends to infinity and (b) tends to infinity as n tends to * infinity. Also, the degrees of freedom v is always greater than or equal to (n-1) and hence the approximation in (c) serves as a compromise between the F and chi-square approximations.
To summarize, we have seen that asymptotically (as t -~), the estimators GLS'~EGLS and b are equivalent and are efficient. Also, asymptotically (as n -~), the estimators~EGLS and~GLS are equivalent and are efficient.
However, for a fixed t and n large b may not be as efficient as~GLS and hence the tests based on b may not be as powerful as the tests based on~GLS'
The distribution of b is exactly normal for all nand t, whereas the exact distribution of~EGLS is unknown. A small Monte Carlo study was conducted to compare the performance of the test statistics based on b and~EGLS' (In the study, the test statistics based on~OLS were also included.) The results of the study are summarized in the next section.
MONTE CARLO SIMULATION
Consider the model Yij =~Oi +~1iXij + e ij , i=1, ... ,n j=1, .
•. The values for nand t are taken to be 5, 10 and 50 to represent small, moderate and large samples. A set of 250 x. 0 values were generated once for 'J all and the same values of x. 0' i=1, ... ,n; j=1, ... ,t, were used in all of the 'J replications. For each pair of values of nand t, 100 Monte Carlo replications were used. In each replication, independent~o 's and e .. 's were generated. Tables 1 and 2 .
From the asymptotic results in section 3 we would expect that the EGLS estimator~EGLS and the simple estimator b perform equally well when t is large. However, we do not expect the ordinary least squares estimator to do as well as b when t is large. For t=50 this expectation was borne out. At all values of n the probability of rejecting a true hypothesis (using the Fapproximation) was 9% or less for all three statistics, but the power for rejecting either of the false hypotheses was always greater for~EGLS and b than for~OLS. Furthermore the rejection rates for~EGLS and b were identical. A look at the true variances of~GLS' b and~OLS revealed that the relative efficiency of b was almost 100% for both the intercept and the slope parameters, whereas for~OLS it was only 67% for the intercept parameter and 89% for the slope parameter in the case when n=5 and t=50. For smaller t, the efficiency of~OLS was even worse. However, the efficiency of b was always close to 100%. Similar values for the relative efficiencies of the estimators were observed when n=5 and n=50. In our simulation this
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As n approaches infinity for fixed t we would expect~EGLS to be more powerful than b. As it turned out, for n=50 the rejection rates for~EGLS and b (using the x 2 approximation) were nearly indistinguishable. The rejection rate for~OLS ranged from 14 to 39 percent lower than that of the other two estimators.
For small sample sizes none of the estimators was very powerful. However, contrary to our expectation, the performance of~EGLS was reasonable. The In our simulation even though the X. matrices were different for different , individuals, the weight matrices W. turned out to be close to n-1 1. This may , be one of the reasons why the tests based on b and~EGLS had very similar power for all sample sizes.
SUMMARY
In random coefficient regression models several estimators for~exist in the literature. Carter and Yang (1986) derived the asymptotic distribution of the estimated generalized least squares estimator as either n, the number of experimental units, tends to infinity and/or as t, the number of repeated measurements on each unit, tends to infinity. They proposed test statistics based on the EGLS estimator.
--1 n The simple average b = n E. 1b. of the regression estimates from each unit has not received much attention in the literature. The main contribution of the paper is to show that inferences can be made, without much difficulty, using the simple estimator b. Asymptotic results for the estimator b, similar to those derived by Carter and Yang (1986) for~EGLS' are derived. Also, the results of a small Monte Carlo study indicate that it is reasonable to use b for inferences on~.
It is important to emphasize the simplicity of the estimator b, the test statistics based on b and their asymptotic properties. The estimator~EGLS is not as simple to compute. Also, the estimator E~~that enters the computation of~EGLS may need to be adjusted so that E~~is positive A definite. We are, however, not suggesting that~EGLS be ignored. The estimator~EGLS may perform very well for several model matrices (especially when n is large).
Our results extend to the case where unequal number (r., say) of , measurements are made on different individuals. In this case, part (a) of Result 3.1 should be modified to say "for a fixed n and minimum (r.) tending to , infinity." Also, when minimum (r.) is large, the Result 3.1 (a) holds even if 2 ).
A1so , reca 11 ,
where
and Z. is defined in Remark 3.1. Since~. and Z. are independent normal random 
since from Remark 1 we know that Z. , = 0 (t-1 / 2 ) and Z 
Now, the result (a) follows because T 2 has the Hotelling's T 2 distribution m with (n-1) degrees of freedom.
(b) t fixed and n tends to infinity:
From Remark 3.2, we know that the exact distribution of T*2 is chisquare with q degrees of freedom.
The difference between T and T is that 
Z.Z~-(n-1)-1 n ii' 
1=
where~2 is defined in Section 2. Note that (n-1)(l'S~~l)(lIE~~l)-1 is a x 2 (n-1) random variable and (nt-nk)~2/02 is a x 2 (nt-nk) random variable.
Therefore, Sbb is the sum of independent scalar multiples of chi-square random variables. Ignoring the terms of order (nt)-1/2 and using Satterthwaite's and a are independent. Therefore, for nt large, the distribution of T * can be approximated by Student's t-distribution with v degrees of freedom.
