Abstract. Coherent wave-propagation in the Fresnel-or paraxial regime is the underlying contrast-mechanism to near-field X-ray propagation imaging (XPI), an emerging lensless technique that enables 2D-and 3D-imaging of biological soft tissues and other light-element samples down to nanometer-resolutions. Mathematically, propagation is governed by the Fresnel-propagator, a convolution with an arbitrarily non-local kernel. As real-world detectors may only capture a finite field-of-view, this non-locality implies that the recorded diffraction-patterns are necessarily incomplete. This raises the question of stability of image-reconstruction from the truncated data -even if the complex-valued wave-field, and not just its modulus, could be measured. Contrary to the latter restriction of the acquisition, known as the phase-problem, the finite-detector-problem has not received much attention in literature. The present work therefore analyzes locality of Fresnel-propagation in order to establish stability of XPI with finite detectors. Image-reconstruction is shown to be exponentially ill-posed in this settingeven without a phase-problem. However, quantitative estimates of the leaked wave-field reveal that Lipschitz-stability holds down to a sharp resolution limit that depends on the detector-size and varies within the field-of-view. The smallest resolvable lengthscale is found to be ≈ 1/f times the detector's aspect length, wheref is the Fresnel number corresponding to this length. The stability results are extended to phaseless imaging in the linear contrast-transfer-function regime.
1. Introduction. State-of-the-art high-resolution imaging techniques are a driving force behind current biomedical-and material science. Among such, (near-field) X-ray propagation imaging (XPI), also known as (in-line-)holography or propagation-based phase contrast imaging, stands out as it yields two-or three-dimensional images down to nanometer-resolutions with high penetration-depths at relatively low radiation-dose and sample-preparation requirements. [26, 19, 17, 4, 1, 13, 9, 5] . The setup of XPI is appealingly simple, see the example sketched in Figure 1 .1: essentially, it boils down to a coherent X-ray beam illuminating an unknown object and a detector that records the resulting near-field diffraction pattern, also termed hologram, at a finite distance downstream of the sample. The coherent wave-propagation from the sample to the detector, described by the Helmholtz equation in the paraxial-of Fresnel -approximation [7, 15] , is essential as it enables phase-contrast: it partially encodes phase-shifts in the complex-valued X-ray wave-field Ψ induced by refraction within the sample into measurable wave intensities ∝ |Ψ| 2 , thereby circumventing the well-known phase problem, i.e. the inability to measure the phase of Ψ directly. This permits imaging of biological soft tissues and other light-element samples, for which the absorption of X-rays -but not refraction -is negligible [19] .
To obtain an interpretable image of the sample, the induced phase-shifts (and absorption) have to be reconstructed from the measured hologram(s), i.e. an inverse problem has to be solved. By the limitation of the data to the squared modulus |Ψ| 2 , this requires to recover the missing phase-information. For the present setting, however, this task is comparably wellunderstood by now and routinely solved using data from multiple sample-detector-distances along with a linearization of the contrast known as the contrast-transfer-function (CTF) model [4, 23, 10, 9] and/or additional a priori knowledge on the recovered images [2, 1, 18, 13] . Indeed, it has been shown in previous work that the mild assumption of a known compact support of the image ensures well-posedness of the reconstruction in the linear CTF-regime [14] .
What is typically tacitly ignored, however, is the data-incompleteness arising from the finiteness of the field-of-view captured by the detector due to the de-localizing action of (Fresnel-)wave-propagation: existing theory mostly assumes data within the complete infinite detector-plane and most reconstruction methods implicitly assume periodic detectorboundaries, possibly combined with artificial extension of the data by padding. While this produces reasonable results in practice, theoretical understanding for the effects of a finite detector and of the associated heuristic corrections is lacking.
This work aims to close this gap of theory by deriving rigorous estimates on the locality of information-transport by wave-propagation in the Fresnel-regime with the ultimate goal of extending existing stability estimates for XPI to settings with finite detectors. In particular, the focus is on the question of resolution:
Given an XPI setup, what is the size of the smallest sample-features that can be stably reconstructed from the measured data?
The manuscript is organized as follows: §2 introduces the mathematical setting and notation as well as some preliminary insights and perspectives on the finite-detector problem. In §3, the relation between resolution and detector-size is assessed by the study of Gaussian wave-packets, resulting in best-case estimates in some sense. These are then complemented by worst-case estimates on stability of the reconstruction derived in §4, §5 and §6 under different a priori assumptions on the unknown objects. After having derived all of these results under the simplifying assumption that also the phase of the diffraction data is measured, the obtained locality-and stability estimates are then extended to the phaseless case of linearized XPI in §7. §8 concludes this work.
Despite the focus on XPI, note that the derived estimates may be extended to a wide range of wave-propagation problems from classical physics and quantum-mechanics. 2 is recorded within the detection-domain K at some distance behind the object.
Forward models.
As detailed in [19, 7, 15, 14] , Fresnel-diffraction data arises in near-field X-ray propagation imaging (XPI): if the incident beam in Figure 1 .1 is modeled by a plane wave as sketched in Figure 2 .1, the wave-field in the object's exit-plane z = 0 is Ψ(·, 0) = exp(h) with h = −iφ − µ = −ik R δ − iβ dz, (2.3) (within some standard approximations of X-ray optics [7] ), where n(x, z) = 1−δ(x, z)+iβ(x, z) is the spatially varying refractive index of the sample. The complex-valued image h is thus a projection of the sample-characterizing quantities δ, β. As the wave-field in the detector-plane relates toΨ(·, 0) via Fresnel-propagation, the detected intensities are given by
Under the additional assumption that the object is sufficiently weakly scattering for the image to be "small" in a suitable sense, (2.4) may be linearized:
I = 1 + T (h) + O(h
2 ) with T (h) = 2Re(D(h)), (2.5) where Re is the pointwise real part. In Fourier-space, the contrast in the phase-shifts φ and attenuation φ is then described by oscillatory contrast transfer functions (CTF):
F T (−iϕ − µ) (ξ) = −2 sin |ξ| 2 /(2f) F(φ)(ξ) − 2 cos |ξ| 2 /(2f) F(µ)(ξ) (2.6) for all ξ ∈ R m . Therefore, the linearized XPI-model is also termed CTF-model. Furthermore, it is often assumed [16, 23] that the object is homogeneous, in the sense that refraction and absorption are proportional: h = −µ − iφ = −ie −iα ϕ for some α ∈ [0; π) and a real-valued function ϕ. In the linearized case, this yields a modified CTF-model:
S α (ϕ) := T (h) = −2F −1 (s α · F(ϕ)) , s α (ξ) := sin |ξ| 2 /(2f) + α (2.7)
The case α = 0 corresponds to pure phase objects, inducing negligible absorption µ ≈ 0.
Object-and detection-domains.
We assume that the approximate size of the imaged object is known a priori. Then there exists a bounded object-domain Ω ⊂ R m such that the unknown image h satisfies supp(h) = {x ∈ R m : h(x) = 0} ⊂ Ω, where the overbar denotes set-closure. We consider the L 2 -functions satisfying this support-constraint:
Throughout this work, f, g := R m f (x)g(x) * dx and h := h, h 1/2 refer to the innerproduct and norm in the space of square-integrable functions L 2 (R m ).
Contrary to most previous work, we account for the fact that real-world detectors may only record data within a bounded detection-domain K R m , also referred to as field-of-view (FoV ) or simply detector. Thus, only restrictions I| K of the intensity-data in (2.3), defined by I| K (x) = I(x) for x ∈ K and I| K (x) = 0 otherwise, are available. By considering continuous measurements, however, we neglect that detectors are composed of discrete pixels.
For the XPI-setting, a two-dimensional square detector
] 2 is certainly of highest practical relevance. By the analysis in [8, 20] , however, also the case m = 3 is of interest as it arises in a linearized model of tomographic imaging. Moreover, m = 3 is also the natural dimension for an alternate application from quantum-mechanics: Remark 2.1 (Application in quantum mechanics). The paraxial Helmholtz equation in (2.2) is equivalent to the time-dependent Schrödinger-equation for a free electron if z is identified with the time-dimension. Accordingly, all results of this work can be interpreted in view of the question how much probability-mass of a wave-function, initially localized in Ω ⊂ R m , leaks out of some domain K ⊂ R m upon time-propagation.
Therefore, the analysis is carried out independently of the dimension m as far as possible.
Fresnel number(s).
The dimensionless parameter f in (2.1) is the (modified) Fresnel number of the imaging setup (related to the classically defined Fresnel numberf by a convenient 2π-factor: f = 2πf). It is defined as f = kb 2 /d, where k is the wavenumber of the incident plane-wave in Figure 2 .1, d is the distance between object-and detector-plane and b is the physical length that corresponds to unity in the dimensionless coordinates x. The value of f determines how strongly structures of lengthscale 1 in an object h are distorted upon Fresnel-propagation h → D(h): for f 1, structures are essentially preserved whereas f 1 corresponds to full far-field diffraction.
The FoV will typically be taken as the unit-square,
Thereby, the Fresnel number f is implicitly defined with b as the detector's physical aspect length. Typical values are then in the range 10 3 f 10 5 for high-resolution XPI-experiments at synchrotrons. By the freedom in choosing b, however, one can also associate a Fresnel number with any other lateral scale: if σ is a dimensionless length, f σ := σ 2 f is the Fresnel number that describes diffraction on the physical scale corresponding to σ.
2.1.5. Inverse problems. In order to study XPI with a finite FoV, we consider imagereconstruction problems both with complex-and phaseless Fresnel-data (δ: data-errors):
Inverse Problem 2 (Reconstruction of real-valued (homogeneous) images). For Ω, K ⊂ R m and α ∈ [0; π), reconstruct a real-valued ϕ ∈ L 2 (Ω, R) from either of the following data:
It should be emphasized that reconstructions in the setting of IP 2(b),(c), are currently standard in XPI, whereas solving IP 1(b),(c) is typically considered too unstable due to the larger number of unknowns to be recovered. Yet, it is not at all obvious that IP 1 and IP 2 also exhibit different effects due to a finite FoV. To the author's great surprise, however, this indeed turns out to be the case.
To identify the effects of a finite FoV, we will mostly consider the non-phaseless problems IP 1(a) and IP 2(a). By the richness of measured data, however, the problems (b) and (c) are clearly harder to solve than the variants (a) and IP 2(a) is easier to solve than any of the others. In particular, this "hierarchy-of-difficulties" means that any instabilities in IP 1(a) and IP 2(a) will necessarily also be present in the phaseless problems.
Properties of the Fresnel Propagator.
As a preparation for the subsequent analysis, we summarize some basic properties of the Fresnel propagator, see also [15, 11, 6] :
(P2) Convolution form: As a Fourier-multiplier, D can be alternatively written as a convo-
(P3) Alternate form: By rearranging the convolution-formulation (P2), the following alternate form of the Fresnel propagator can be obtained:
(P4) Separability: m f factorizes into a product of functions of a single coordinate:
Consequently, D factorizes into a commuting product of quasi-1D Fresnel-propagators acting along the different dimensions:
is the 1D-Fourier transform along the jth dimension.
(P5) Isotropy and translation invariance: As a convolution operator, D is translation invariant, i.e. commutes with coordinate-shifts. As m f is invariant under orthogonal transformations, i.e. m f (Aξ) = m f (ξ) for all ξ ∈ R m , A ∈ O(m), D also commutes with orthogonal coordinate transforms, i.e. acts isotropically along all dimensions:
(P6) Extension to distributions: D can be extended to tempered distributions S (R m ) , i.e. to the dual space of smooth and rapidly decaying Schwartz-functions S (R m ):
In particular, one has D(1) = 1 for the constant 1-function. Moreover, by continuity of D, F : S (R m ) → S (R m ) , (P3) remains valid in a distributional sense.
Preliminary results.
We aim to characterize the ill-posedness of inverse problems IP 1 and IP 2. Let us first note that Fresnel-propagation is, in principle, arbitrarily non-local:
Proof. By (P3) and the Paley-Wiener-Schwartz-theorem, D(h) is an entire analytic function. Thus, D(h) is non-zero almost everywhere in R m .
Accordingly, measuring diffraction-data only within a finite FoV will always result in some information-leakage. One might think that this ultimately introduces non-uniqueness of the reconstruction. This is however not the case, as has been shown in previous work: Theorem 2.3 means that the question, whether a small detection-domain K raises issues, admits no simple yes-no-answer. Indeed, it implies that the effects of the size of K can only be understood by studying stability. We recall that -for infinite detectors -the linear inverse problems IP 1(a),(b) and IP 2(a),(b) are Lipschitz-stable, i.e. well-posed : 
Proof. For IP 1(a) and IP 2(a), the result is due to the unitarity of the Fresnel propagator (P1) and one has C IP1(a) stab = C IP2(a) stab = 1. For IP 1(b) and IP 2(b), the general statement along with estimates of the constants C IP * stab is proven in [14] .
The point of Lipschitz-stability estimates of the form (2.9) is that they are necessary and sufficient for the operator T to have a bounded (pseudo-)inverse T † and thereby ensure that data-errors δ induce only bounded deviations ≤ (C IP * stab ) −1 δ in the reconstructions. Clearly, one would like to have similar results for finite detectors K R m . However, the following theorem shows that stability may deteriorate dramatically due to a finite FoV: Proof. By the hierarchy-of-difficulty discussed in §2.1, it is sufficient to prove the claim for IP 2(a). Accordingly, we have to consider the singular values of the forward operator
Thus, we compute T * T . Using the convolution-form (P2), it can be shown that, for arbitrary h ∈ L 2 (Ω, R),
Accordingly, T * T is given by an integral-operator with kernel k. Since k f is bounded and infinitely smooth, so is k and k ∈ L 2 (Ω × Ω) by boundedness of Ω. In total, this implies that T * T is an infinitely smoothing compact integral-operator so that its eigenvalues, the squared singular values of T , decay super-algebraically. This shows that IP 2(a) and hence all considered inverse problems are exponentially ill-posed.
Importantly, the exponential ill-posedness arises independently of the phase-problem, i.e. also for reconstructions from seemingly complete Fresnel-data D(h)| K . In practice, the result means that there will always be a large number of image-modes that cannot be recovered from finite detector data at any realistically achievable noise-levels. This prediction is in contradiction to the stable reconstructions achieved in practical XPI and thus necessitates a deeper analysis of the nature of the found ill-posedness.
3. Assessment by Gaussian wave-packets. In the following, we aim to assess stability of IP 1 and IP 2 by considering Gaussian wave-packets as a special class of object-signals h, for which Fresnel-propagation may be computed analytically. The theory is completely analogous to the textbook-example of wave-packets for the time-dependent Schrödinger-equation.
3.1. The Gaussian-Beam Solution. We consider centered Gaussians of width σ > 0:
Owing to the Gaussian form, D(p σ ) can be computed explicitly. It constitutes an exact solution to the paraxial Helmholtz equation (2.2) known as the Gaussian beam, see e.g. [22, Sec. 3.1] . With a certain unitary factor u 0 , it can be written in the form
Accordingly, D(p σ ) is again of Gaussian shape, yet modulated by a unitary oscillatory factor.
Consider the limit σ → 0 of a more and more localized peak. Then the propagated width σ tends to infinity according to (3.2), i.e. the propagated Gaussian D(p σ ) becomes arbitrarily delocalized. Indeed, it holds that
for any bounded detection-domain K ⊂ R m . The example indicates that, asymptotically, the sharper a feature in the object the less contrast it induces in the diffraction data on a finite detector K. Accordingly, a finite FoV limits the achievable resolution.
3.2. Gaussian Wave Packets. In order to further investigate the relation between the detection-domain K and resolution, we study the propagation of Gaussian wave-packets, given by a Gaussian peak that is modulated by a sinusoidal oscillation:
Analytical propagation of such signals is enabled by the following lemma:
Lemma 3.1 (Fresnel propagation under frequency shifts). For ξ, b ∈ R m , e ξ (x) := exp(iξ·x) denote the Fourier mode to the frequency ξ and
where m f is the Fresnel factor from (2.1).
Lemma 3.1 is proven in Appendix A. It states that the Fresnel propagator partly translates frequency-shifts into spatial shifts. By applying (3.5) to the Gaussian-beam (3.2), we obtain an analytical formula for the propagation of Gaussian wave-packets:
The oscillatory factor ν ξ has constant modulus. Accordingly, the envelope D h ξ,a ∝ pσ((·)− a − ξ/f) is again a Gaussian of widthσ, whose center is shifted by ξ/f with respect to that of the original wave-packet h ξ,a . Accordingly, wave-packets propagate laterally within the field-of-view upon action of the Fresnel-propagator.
3.3.
Resolution estimates via Gaussian wave-packets. We aim to use the analytical propagation formula (3.6) for Gaussian wave-packets to derive upper bounds the achievable resolution in the reconstruction for IP 1 and IP 2. Since uniqueness always holds, see Theorem 2.3, the only reasonable way to define resolution is via stability: if we claim that the reconstruction has a resolution 1/r, i.e. that features of the object down to a size r > 0, are faithfully recovered, then the reconstruction should be stable to perturbations of the object h by any functionh that varies on lengthscales r, i.e. the induced contrast in the data should be sufficiently large compared to h . By the hierarchy-of-difficulty of the considered inverse problems and linearity of D, a necessary condition for this to hold is that
Gaussian wave-packetsh = h ξ,x 0 of frequency |ξ| ≤ π/r constitute special perturbations varying on lengthscales r. Thus, we can derive upper, i.e. possibly optimistic bounds on the achievable resolution 1/r by identifying parameter-regimes, for which D(h ξ,x 0 )| K / h ξ,x 0 is negligibly small.
Resolution for complex-valued images.
We study IP 1(a) for a square detection-
In this setting, the unknown image h ∈ L 2 (Ω) is complexvalued so that Gaussian wave-packetsh = h ξ,x 0 of the form (3.4) centered at some point x 0 ∈ Ω constitute admissible perturbations (1) . As seen from (3.6), the center of the Gaussian is then shifted to the point x prop := x 0 + ξ/f upon Fresnel-propagation. Accordingly, if we consider wave-packets of larger and larger frequency |ξ|, then the propagated wave-packet will eventually leave the detection domain, as visualized in Figure 3 .1. More quantitatively, upon defining the path-length from a point x to the detector-boundary ∂K along a direction n,
the propagated center x prop is inside K if and only if dist ξ/|ξ| (x 0 , ∂K) ≤ |ξ|/f. If x prop ∈ K, then the induced data-contrast is non-negligible:
On the contrary, if x prop / ∈ K with distance dist(x prop , K) σ greater than the propagated widthσ of the wave-packet, then the contrast may be quite small:
As the complementary error function erfc(x) decays very fast for x 1, (3.9) shows that the perturbation h → h+h ξ,x 0 is practically invisible in the data D(h+h ξ,x 0 )| K if |ξ| is sufficiently large. In other words, oscillations at x 0 above a certain cutoff-frequency cannot be resolved.
The construction reveals that the local resolution 1/r(x 0 ) at a point x 0 is closely related to the distance to the detector-boundary dist(x, ∂K) = min |n|=1 dist n (x, ∂K):
1 For all Gaussian wave-packets h ξ,x 0 with |ξ| < f dist(x 0 , ∂K), the propagated center x prop lies within the detection-domain K 2 For all frequencies ξ > f dist(x, ∂K), there exists a wave-packet h ξ,x with |ξ| = ξ, such that the propagated center x prop lies outside K As wave-packets leaving the field-of-view K correspond to non-resolvable lengthscales, these observations translate into a resolution estimate:
Result 3.2 (Resolution limit for complex-valued image reconstruction). For K convex and Ω ⊂ K, stable reconstruction in IP 1 can only be achieved down to a local resolution limit
where r(x) denotes the smallest resolvable feature-size of the image h at position x.
In particular, for
] m , the global maximum resolution is bounded by the classical Fresnel number of the imaging setup (see §2.1.4): max x∈K 1/r(x) f/(2π) =f.
(1) We ignore that the Gaussian wave-packet is technically not compactly supported and thus h+h ξ,x 0 / ∈ L 2 (Ω). Note, however, that h ξ,x 0 |Ω ≈ h ξ,x 0 up to a very small L 2 -error given that x0 is sufficiently far from the boundary of Ω in units of the Gaussian's width σ. 2 , f = 10 3 , σ = 0.08. Plotted are the real-parts of the complex-valued wave-packet (top row) and its propagated version D(h ξ,x0 )| K (bottom row) computed via (3.6) for different frequencies |ξ|. As |ξ| increases from left to right, the propagated wave-packet D(h ξ,x0 ) is more and more shifted with respect to h ξ,x0 until it leaves the field of view K (right-most column) and is thus practically invisible to the considered imaging setup. The linear colorscale is identical in all images.
The resolution limit stated in Result 3.2 is isotropic -the resolution for features along a specific direction may be higher. 
Resolution for real-valued images.
In the case of IP 2(a), real-valued images are to be reconstructed so that complex-valued Gaussian wave-packets are no longer admissible perturbations. Accordingly, we study real-valued wave-packets. Such signals are given by a superposition two Gaussian wave-packets with wavevectors ξ and −ξ:
for x, ξ, a ∈ R m , β ∈ [0; 2π). Using (3.6) and linearity of the Fresnel-propagator, an analytical propagation formula is obtained for h real ξ,a : The analytical solution (3.12) reveals surprising features of the propagated signal: upon propagation, the wave-packet splits up into two packets propagating into opposite directions ±ξ as visualized in Figure 3 .3. This has important consequences in terms of stability: if an object h ∈ L 2 (Ω, R) is perturbed by a real-valued wave-packet h real ξ,x at some point x ∈ K, then this perturbation manifests non-negligibly in the data D(h + h real ξ,x )| K as long as either of the two wave-packets remains within the field-of-view K. For a point x ∈ K and a direction n, we therefore introduce the following distance-measure:
dist n sym (x, ∂K) gives the larger length of the two line-segments {x ± yn : y ≥ 0} ∩ K, which connect x with the boundary of ∂K along n. In view of wave-packets, the interpretation is simple: for x, ξ ∈ R m , the centers of both propagating wave-packets forming D(h real ξ,x ) lie outside K if and only if dist ξ/|ξ| sym (x, ∂K) < |ξ|/f. Hence, the following relations hold true: 1 For all wave-packets h real ξ,x with |ξ| < f dist sym (x, ∂K), the center of one of the propagating wave-packets lies within K. 2 For all frequencies ξ > f dist sym (x, ∂K), there exists a wave-packet h real ξ,x with |ξ| = ξ, such that the center of both wave-packets lie outside of K.
Accordingly, the quantity dist sym (x, ∂K) yields an upper bound for the local resolution in the real-valued setting:
Result 3.3 (Resolution limit for real-valued image reconstruction). For K convex and Ω ⊂ K, stable reconstruction in IP 2 can only be achieved down to a local resolution limit
The resulting spatially varying resolution for f = 10 4 is plotted in Figure 3.2(b) . Notably, the maximum resolution is attained slightly off-center and is higher than in complex-valued case, compare Figure 3 .2(a). Moreover, a high resolution 1/r ≥ 1000 is obtained within a much larger subdomain of the field of view K. Most prominently, the resolution in Figure 3 .2(b) even remains large near the detector boundary -except for the corners of K. Yet, the maximum resolution remains essentially bounded by max x∈K 1/r(x) f .
4. Locality estimates for complex-valued objects. The goal of the subsequent sections is to complement the (potentially) optimistic resolution estimates from §3 with worst-case bounds. Accordingly, we aim to prove that stable image reconstruction can indeed be achieved down to a certain resolution. Note that this is necessarily more involved than the preceding analysis because stability has to be proven with respect to general perturbations instead of considering just a special class like Gaussian wave-packets.
Basic idea and preliminaries.
The principal difficulty in proving stability-estimates for bounded detection domains K ⊂ R m lies in the pronounced non-locality of the Fresnelpropagator: according to (P2), it is given by a convolution with a kernel k f (x) ∝ exp(ifx/2) that shows no spatial decay whatsoever! Hence, Fresnel-propagation may transport objectinformation over arbitrary lateral distances in principle, i.e. features of imaged object h ∈ L 2 (Ω) with Ω ⊂ K may manifest far outside the field-of-view K in the diffraction data D(h). In addition to this non-locality in real-space, any restriction to K R m breaks the translational invariance of D and thus its diagonality, i.e. locality, in Fourier-space.
On the other hand, it has been seen in §3 that the distance, by which object-information is transported laterally, depends on the spatial frequencies of the signal. Accordingly, locality might be established by restricting to lower frequencies, i.e. to sufficiently smooth objects.
The principal idea of the subsequent analysis is to decompose the convolution kernel k f into an inner, local part, and an outer non-local part:
For an object h ∈ L 2 (Ω) supported in Ω ⊂ K ⊂ R m and a suitably chosen P , the wave-field leaked outside K depends only on the outer part: 
Principal leakage estimates.
Our principal leakage estimate is based the insight that the frequency response of a restricted Fresnel-kernel k f | P is readily computable: Lemma 4.1 (Frequency response of a restricted Fresnel-kernels). Let P ⊂ R m be a measurable set such that D(1 P ) ∈ L ∞ (R m ) is well-defined and bounded. Let k f denote the convolutionkernel of the Fresnel-propagator. Then it holds for all h ∈ L 2 (R m ) that
and in particular for any measurable set A ⊂ R m :
Proof. By the assumption D(1 P ) ∈ L ∞ (R m ), both sides of the equation (4.2) are continuous in h with respect to the L 2 -norm. Hence, it is sufficient to prove the claim for Schwartz-functions h ∈ S (R m ) by denseness of these in L 2 (R m ).
For h ∈ S (R m ), the convolution k f | P * h is well-defined in a pointwise sense but can also be regarded as convolution between a Schwartz-function and a tempered distribution k f | P ∈ S (R m ) . Accordingly, the convolution theorem holds, i.e.
in a distributional sense. Recalling that the alternate form of the Fresnel-propagator (P3) remains valid for tempered distributions, we get
Inserting (4.5) into (4.4) yields (4.2). The inequality (4.3) now follows by using unitarity of the Fourier transform along with the observations that m f has constant modulus 1 and that the restriction-operation f → f | A is non-increasing in the L 2 -norm:
A surprising feature of Lemma 4.1 is that D(. . .) occurs as a factor in Fourier-space. Similar as Lemma 3.1, this reveals an interesting real-space-Fourier-space-duality of the Fresnelpropagator. Using Lemma 4.1, we may derive leakage estimates as outlined in §4.1: Theorem 4.2 (Principal leakage estimate). Let K, Ω, P leak ⊂ R m be measurable sets such that the boundary ∂K has Lebesgue-measure zero and Ω + P leak = {x + y :
Proof. By a similar continuity argument as in Lemma 4.1 it is sufficient to prove the claim for Schwartz-functions h ∈ L 2 (Ω) ∩ S (R m ). Then the convolution-form (P2) of the Fresnel-propagator may be used. Hence, we have
According to standard results on the support of convolutions, it holds that
Applying the bound (4.3) to the right-hand side of (4.10) now yields the assertion. Theorem 4.2 bounds the leaked wave-field D(h)| K c in terms of a filtering-operation. In order to predict in which cases leakage is small or large, we need to understand the nature of the filter-responsep leak that weights the Fourier-components of h in (4.7). If Ω ⊂ K ⊂ R m , then the largest admissible set P in Theorem 4.2 is some bounded domain containing 0, where the exact size of P depends on the distance between Ω and ∂K. Let us assume that the size of P is much larger than 1/f 1 2 as will be the typical case in the following. Then the indicatorfunction 1 P c is essentially preserved upon Fresnel-propagation, i.e. D(1 P c ) ≈ 1 P c = 1 − 1 P up to some oscillations near the boundary of P . Accordingly,p leak = D(1 P c )(·/f) acts as a high-pass filter, essentially damping out all Fourier-frequencies within the domain f · 1 P . Thus, the right-hand side of (4.7) is small for sufficiently smooth objects h.
4.
Note thatθ is an entire analytic function and bounded with max x∈R |θ(x)| ≤ 1.171.
By the separability-and isotropy-properties of the Fresnel-propagator, (P4) and (P5), the explicit solution generalizes to half-spaces H a,n := {x ∈ R m : n · x ≥ a} in arbitrary dimensions with a ∈ R and n ∈ S m−1 = {x ∈ R m : |n| = 1}:
Using linearity of D, (4.11) furthermore yields the Fresnel-transform of intervals:
Here, we introduced the Fresnel number associated with the lateral lengthscale ∆ > 0, f ∆ := ∆ 2 f, compare §2.1.4. Again by the separability of the Fresnel-propagator, this generalizes to stripe-shaped domains S ∆,n := {x ∈ R m : −∆ ≤ n · x ≤ ∆} and squares:
for all x = (x 1 , . . . , x m ) ∈ R m , where e j ∈ R m denotes the j-th unit normal vector. Finally, indicator functions of complements are simple to propagate using linearity and D(1) = 1:
Using the formulas derived above, we can explicitly write down the filter from Theorem 4.2 for the important special case of square domains: 
Proof Figure 4 .1(a) for an exemplary 1D-setting. It can be seen to be a high-pass filter of width ≈ 2(f · f ∆ ) 1/2 = 2f∆ in Fourierspace. Note that this width is in perfect agreement with the expected cut-off frequency from the Gaussian wave-packet analysis in §3.3.1 for the considered distance dist(Ω, ∂K) = ∆ between object-domain and detector-boundary. However,p leak ,f,f ∆ is heavily oscillatory on fine scales and is not everywhere ≤ 1, although this would be reasonable by unitarity of the Fresnel-propagator. Another drawback of the filter-response in (4.17) is that it varies in a non-trivial manner in higher dimensions.
Both the oscillatory behavior and the complicated high-dimensional structure can be resolved by exploiting the simple rectangular geometry to obtain an alternative filter: 
where e j denotes the unit normal vector along the j-th dimension.
Proof. Let h ∈ L 2 (Ω). If we define the half-spaces H j,± : 
Corollary 4.5 gives lower-and upper bounds on the contrast on a square detector in terms of filtering operations with explicitly known profile in Fourier-space. It is tempting to interpret the bound as the norm of a low-pass-filtered version of h:
However, this is technically not correct because |p leak (ξ)| typically attains values greater than 1 at frequencies above the cut-off |ξ| ≥ f∆, see Figure 4 .1. This means that the bound (4.22) indeed permits negative contrast in certain Fourier-frequencies. While this is certainly counter-intuitive from a physical point-of-view, one has to cope with this peculiarity in order to make sense of the stability estimates.
Since |p leak | is typically much smaller than 1 for low frequencies (compare Figure 4. 1), the right-hand side of (4.22) will be positive for objects h whose Fourier-transform F(h) is sufficiently localized at low frequencies. Accordingly, a natural candidate for a class of functions that can be stably recovered from D (h) | K would be band-limited ones, such that F(h) vanishes above a certain maximum frequency, including all parts of the Fourier domain where 1 − |p leak | 2 is negative. Importantly, however, Corollary 4.5 also assumes h to have compact support in real-space so that F(h) is an entire function and thus cannot vanish in any open set U ⊂ R m unless F(h), and thus h, is identically zero.
As a remedy, we will consider objects given by B-splines, which may have a compact support and will be shown to be essentially band-limited in a suitable quantitative manner.
5. Stability estimates for spline objects. In the following, we derive stability results for objects given by multi-variate B-splines, which can be regarded as images of finite resolution. Such a restriction also makes sense from an experimentalist's point-of-view as the finite number of detector-pixels introduce a natural discretization in any real-world XPI setup.
Multi-variate B-splines.
As a model for discretized, i.e. pixelated images, we consider spaces of j-th order multi-variate B-splines: for a fixed resolution 1/r with r > 0 and origin o ∈ [0; 1) m , we arrange nodes on a uniform Cartesian grid in G m r,o := {o + rj : j ∈ Z m } ⊂ R m : Now we define objects as linear combinations of basis-splines centered at these nodes:
For details and explicit formulas of B-splines, see for example [25, 24] . For our purposes here it is sufficient to note that supp(
2 ] m and B m k ∈ C k−1 (R m ) for k ≥ 1. 5.1.1. Approximation properties. Splines interpolate values assigned on the grid nodes: for any sequence (y j ) ∈ 2 (Z m ) and k ∈ N 0 , there exists a unique spline h ∈ B m k,r,o such that h(rj + o) = y j for all j ∈ Z m and the map (y j ) → h is continuous from 2 (Z m ) to L 2 (R m ). This is related to the fact that B-splines form a Riesz sequence [3] :
for some constants C Riesz,k > 0 and all
The Rieszsequence-property ensures stability of the approximation of functions by B-splines.
Separability.
According to their definition in (5.1), B-splines exhibit a separable structure: for any h ∈ B m k,r,o , 1 ≤ j ≤ m and x <j ∈ R j−1 , x >j ∈ R m−j fixed, it holds that h (x <j ,x >j ) : x j → h(x <j , x j , x >j ) ∈ B 1 k,r,o . In other words, multi-variate B-splines are one-dimensional B-splines along each coordinate dimension.
Quasi-band-limitation of B-splines.
Our interest in B-splines is mainly due to their property of being quasi band-limited. As the following estimate of this quasi-band-limitation is slightly off-topic and lengthy to derive, its proof is given in Appendix B. 
where the constant C band (k, ν) < 1 is given by
where · is the "round up"-operation,ν := 1 + 2 (ν − 1)/2 andν :=ν − ν − 1.
Conversely, for any ν < 1, there exists an h ∈ B 1 k,r,o such that F(h)| (νΞr) c = F(h), i.e. no estimate of the form (5.3) can hold true for any constant C band (k, ν) < 1. The constant C band (k, ν) in (5.3) may be readily evaluated by computing the infinite series in (5.4) via known analytical formulas. In Figure 5 .1, C band (k, ν) is plotted against ν for different spline-orders k = 0, 1, 3, 5, 7. It can be seen that the bound C band (k, ν) drops discontinuously from 1 to ≈ 2 −1/2 at ν = 1 and then decreases exponentially until ν ≈ 1.5, where the decrease is sharper for higher spline-orders k. For ν ∈ [1.5; 3], the value of C band (k, ν) stagnates before it continues to decrease within the interval [3; 3.5] and so on.
By exploiting the separable structure of B-splines discussed in §5.1.2, the 1D-result in Theorem 5.1 may be easily generalized to higher dimensions: 
Withη f ∆ as defined in Theorem 4.4, the constant is given by
Proof. We first prove the claim for m = 1, i.e. let h ∈ B 1 k,r,o ∩ L 2 (Ω) for K = [− 
By combining these bounds with the estimate (5.9), we obtain
Since h ∈ B 1 k,r,o and ν ≥ 1, the norm F(h)| Ξ c r can be bounded via the quasi-band-limitation Theorem 5.1:
) F(h) . Inserting this bound into (5.12) yields
Extension to m > 1:. The result may be generalized to higher dimensions by exploiting the separability of the Fresnel-propagator (P4), of multi-variate B-splines and of the domains Ω and K: if we set K j := R j−1 × [− 
Moreover, as the operators T j : f → D j (f )| K j act only along the j-th coordinate dimension and since h ∈ B m k,r,o with supp(h) ⊂ Ω, it holds that supp(h j ) ⊂ Ω j for all 1 ≤ j ≤ m and h j is a 1D B-spline when restricted to the j-th coordinate dimension (compare §5. 1.2) . This implies that we may bound expressions of the form D j h j K j using the bound for m = 1 dimensions derived above. By recursive application of this argument, we arrive at .15) 5.4. Application: resolution estimates. The stability estimate in Theorem 5.3 can be used to verify that an imaging setup allows for a certain resolution at a realistic noise level within the setting of inverse problem IP 1(a). We can address to types of questions:
1 For a fixed (spline-)resolution 1/r, how stable is the reconstruction within a square object-domain Ω depending on its distance ∆ to the detector boundary ∂K? 2 If we require a stability estimate D(h)| K ≥ C h with some minimal contrast C ∈ (0; 1), what resolution 1/r can be achieved depending on d?
We illustrate this for an exemplary setting in m = 2 dimensions with square detector K = [− We compute values of the stability-constant C stab (f ∆ , f r , k, ν) for different 0 < ∆ < 1 2 , f ∆ = ∆ 2 f and a suitable ν (here, we choose ν = 1.2 fixed but note that, in principle, one could optimize over this parameter as the bound (5.7) holds for all ν ≥ 1). For any point x ∈ K, we can then express the local stability of the reconstruction at a point x as
The resulting values of c stab,r (x) are plotted in Figure 5.2(a) . It can be seen that c stab,r (x) = 0, indicating instability, holds true up to dist(x, ∂K) π/(fr) and then increases very quickly to a value close 1 for larger distances to the detector-boundary. These results are in very good agreement with the resolution estimates from the analysis of Gaussian wave-packets in §3. Numerically computed values of 1/r stab,C (x) for C = 1/4 are plotted in Figure 5.2(b) . The plot turns out to be practically identical to 3.2(a), up to slightly lower resolutions by a global factor of about 1.2. In other words, the worst-case resolution estimates of the present section are very close to the possibly optimistic bounds derived in §3.3.1.
6. Improved estimates for real-valued objects.
6.1. Quasi-symmetric propagation principle. In the preceding sections, we have derived locality-and stability estimates for Fresnel-propagation in terms of essentially two ingredients: smoothness, i.e. a finite resolution, and distance to the detector-boundary. Moreover, as both best-case-and worst-case-stability has been considered, these ingredients have been shown to be both necessary and sufficient! In §3.3.2, however, it has been found that the reconstruction of real-valued images is subject to much less severe resolution limits, based on the observation that real-valued Gaussian wave-packets propagate symmetrically upon Fresnel propagation.
Clearly, the observed behavior of wave-packets could be just a peculiarity of the considered, very special class of functions. Yet, quasi -symmetric propagation of real-valued signals turns out to be a general principle, that is closely related to the characteristic symmetry-properties of their Fourier transforms: for any ϕ : R m → R, F(ϕ) is a Hermitian function, i.e. it holds that F(ϕ)(−ξ) = F(ϕ)(ξ) * for all ξ ∈ R m . We use this property via the following lemma:
where sym (p) is defined by sym(p)(ξ) :
Despite its simplicity, Lemma 6.1 enables us to prove a surprisingly general result on the propagation of real-valued signals: Theorem 6.2 (Quasi-symmetric propagation of real-valued signals). For a ∈ R and n ∈ S m−1 , let K := {x ∈ R m : n · x ≥ a} ⊂ R m be a half-space. Then it holds that
with a universal constant C sym < 1, independent of f, m, a, n and ϕ, that is bounded by
On the contrary, for general, complex-valued signals ϕ ∈ L 2 (K, C), no bound of the form (6.3) may hold true for any C sym < 1.
Proof. Let ϕ ∈ L 2 (K, R) be real-valued. If we set P leak := {x ∈ R m : n · x ≥ 0}, Theorem 4.2 is applicable and we obtain by (4.7)
where the filter is given byp leak (ξ) = D(1 P c leak )(ξ/f) =θ(−n · ξ/f 1/2 ) by the analytical propagation-formula (4.12) for half-spaces. By Lemma 6.1, it follows that
The result can be further simplified by using thatp leak varies only along the axis n:
Combining (6.5), (6.6) and (6.7) yields the first assertion. Now let us drop the assumption of real-valuedness, i.e. let 0 = h ∈ L 2 (K(, C)) be arbitrary. By Lemma 3.1, the propagated intensity |D(h)| 2 may be shifted in arbitrary directions and arbitrarily far by replacing h withh : x → exp(iξ ·x)h(x) for a suitable ξ ∈ R m , while one still hash ∈ L 2 (K) with h = h . By this shifting-mechanism, one may thus constructh for which |D(h)| 2 is arbitrarily concentrated in K c , i.e. D(h)| K c / h may be arbitrarily close to 1. Hence, no non-trivial bound of the form (6.3) may hold for complex-valued signals.
Theorem 6.2 states that -independent of any smoothness constraints (!) -only a limited fraction of a real-valued signal may propagate out of its support in a single direction. As is also stated in the theorem, this situation is unique to the real-valued case. We note that the analytical estimate for the constant C sym is not optimal: Remark 6.3 (Optimal value of C sym ). Numerical eigenvalue computations (not shown) indicate that the optimal value of the symmetric-propagation constant is given by C sym ≈ 0.721. Accordingly, at most a fraction of 0.721 2 ≈ 0.52 of the intensity of a real-valued signal may leak out of the field-of-view along a single direction.
6.2. Construction of improved leakage bounds. Next, we extend the quasi-symmetric propagation bound in Theorem 6.2 from half-spaces to the more practically relevant case of square FoVs. In such a setting, the propagated signal may always leak out of the detection domain along two opposite directions so that (quasi-)symmetric propagation alone may not guarantee finite leakage. Instead, we have to combine the latter principle with the detectordistance-based leakage estimates of the preceding sections. The idea is simple: along each direction, we can decompose an object-signal into a part with support close to the detectorboundary ∂K, to be bounded by exploiting quasi-symmetric propagation, and another part that is concentrated far away from ∂K and which thus can be bounded using the theory from §4. We first prove such a bound for half-spaces:
as in Theorem 4.4 and the constant C sym,f ∆ is given by
Proof. By separability (P4) and isotropy (P5), it is sufficient to prove the claim for the 1D-setting m = 1, n = 1, a = 0, K = Ω = [0; ∞) and Ω ≤∆ = [0; ∆].
Thus, let ϕ ∈ L 2 (K, R) be arbitrary. We follow a similar approach as in Theorem 4.2: using the convolution-form of the Fresnel-propagator (P2), we obtain
Now we decompose ϕ into left-hand-and right-hand parts, ϕ = ϕ + ϕ r with ϕ := ϕ| Ω ≤∆ , ϕ r := ϕ| Ω c
≤∆
. By standard results on the support of convolutions, we then have
Together with (6.10), this implies that
An application of the triangle inequality and Lemma 4.1 thus yields
Using the exact propagation-formulas from §4.3, we get
Moreover, since ϕ and thus ϕ are real-valued, Lemma 6.1 is applicable. Thus,
Substituting (6.13) into (6.11) now yields the assertion.
Note that the constant C sym,f ∆ in (6.8) attains almost the same values as C sym within the relevant regime f ∆ 1. Next, we extend Lemma 6.4 to square detectors K = [− 
Proof. Let ϕ ∈ L 2 (Ω, R) be arbitrary. We decompose K c into a left-hand and a right-hand part:
If we set a = − ;0] denotes the left-hand part of ϕ. If we define ϕ r := ϕ| [0; 1 2 ] , an analogous estimate can be obtained for the right-hand domain R:
where it has been exploited thatp real leak,f/4 is an even function by definition. Now we apply the estimates (6.16) and (6.17) to (6.15) and exploit that ϕ and ϕ r are L 2 -orthogonal so that ϕ 2 + ϕ r 2 = ϕ 2 and ϕ + ϕ r ≤ 2 1/2 ϕ :
As seen in §4.3,p leak f,f/4 acts as high-pass filter with cutoff-frequency |ξ| ≈ f/2. Provided that C sym,f/4 < 1 is small enough, (6.14) thus guarantees positive contrast
. This indicates that image-reconstruction is stable down to features of size r 2π/f, which is already the upper limit for the achievable resolution by §3.3.1. Moreover, as the object-domain is Ω = K in Theorem 6.5, this optimal resolution can be obtained in the entire FoV! However, the surprisingly strong 1D-result does not carry over to higher dimensions because square detectors K = [− 
where Ω ≤∆ := Ω \ (− Proof. Let ϕ ∈ L 2 (Ω, R). If we define the half-spaces K j,± :
By construction, each of the squared norms on the right-hand side can be estimated via Lemma 6.4 (with parameters a = − 1 2 , n = ±e j ), yielding
where we have definedp leak
The last summand on the right-hand side of (6.21) can be regarded as a euclidean inner product in R 2m . By applying Cauchy-Schwarz' inequality to this term and using that
Now the choice of Ω ensures that the sub-domains {Ω j,± } are mutually disjoint (up to intersections of measure zero). Hence, the {ϕ j,± } are mutually L 2 -orthogonal, which implies
6.3. Stability estimates for spline objects. The leakage estimates from the preceding section may be used to derive stability estimates for spline objects analogously as in §5.3. 
where the constant C real,(1d) stab νπ r ], the leakage bound (6.14) yields
, where the quasi-band-limitation Theorem 5.1 has been applied in the final step. Rearranging (6.26) yields (6.27 ) proves the assertion.
Once more, the remarkable aspect of the 1D stability result in Theorem 6.7 is that does not require any distance between the object-domain Ω and the boundary of K. Analogously, we can obtain a stability estimate for the higher-dimensional case: 
Since ϕ| Ω <d ≤ ϕ 2 , we then have by Theorem 6.6:
(e j · ξ) as defined in the proof of Theorem 6.6. Let
Then it holds that max ξ∈Ξ r,j |p leak f,f ∆ ,j (ξ)| = C low and max ξ∈R m |p leak f,f ∆ ,j (ξ)| = C tot and hence, by a derivation completely analogously as in (6.26) ,
for all 1 ≤ j ≤ m, where Theorem 5.2 has been applied. Bounding the right-hand side of (6.30) via (6.31) and rearranging as in the proof of Theorem 6.7 yields the assertion. According to Figure 6 .1(a), stable reconstruction is guaranteed within the entire FoV except for square-shaped neighborhoods around the corners of K. The width of the unstable region is about 1.5 times π/(fr) -the value that is to be expected from the analysis §3.3.2. Likewise, the local resolutions in 7. Extension to the phaseless case: application to linearized XPI. So far, the analysis has been limited to the case where the full complex-valued propagated wave field D(h)(x) -including the phase -is measured at each point x ∈ K of the FoV. In the following, we outline how the results can be extended to the case of phaseless data. We consider the inverse problems IP 1(b) and IP 2(b) that model image-reconstruction in XPI within the linear CTFregime. On the contrary, analyzing the nonlinear problems IP 1(c) and IP 2(c) is beyond reach as stability is an open problem for these even in the case of a full FoV K = R m .
7.1. Leakage estimates. As a first step, we aim to bound the amount of data that is leaked outside a square field-of-view within the setting of IP 1(b) and IP 2(b). This is fairly simple as the measured data, ∼ 2Re(D(h)), relates to Fresnel-propagation simply by the pointwise real-part and |Re(z)| ≤ |z| for all z ∈ C. This yields the following bound: Theorem 7.1 (Leakage bound for linearized XPI data). Let K ⊂ R m be measurable and
The meaning of Theorem 7.1 is simple: it states that the leaked part of XPI data T (h)| K c cannot contain more information than the corresponding full Fresnel-data D(h)| K c . Despite its simplicity, however, this result has important consequences: by Theorem 7.1, literally any of the leakage estimate of the preceding sections induces a bound for the phaseless case.
Stability estimates.
Using the simple insight from Theorem 7.1, we may derive stability estimates for propagation imaging with finite detectors. To this end, we combine leakage estimates with the stability results for XPI with infinite FoVs from Theorem 2.4: 
for all h ∈ L 2 (Ω). If h ∈ B m k,r,o is a spline and ν ≥ 1, then (7.3) further implies
where the notation is as in Theorem 5.3.
Proof. The first inequality, (7.2) , is obtained by bounding T (h)| K c via Theorems 4.4 and 7.1 and using that While the right-hand side of (7.4) is clearly the simplest of all bounds in Theorem 7.2, it is also the most pessimistic. The reason is that both the full-FoV-contrast T (h) and the leaked part T (h)| K c are bounded via worst-case estimates. Hence, the bound (7.4) is likely to be far from sharp since, otherwise, some h ∈ B m k,r,o ∩ L 2 (Ω) would have to both minimize T (h) and maximize T (h)| K c . However, as shown in [14] , T (h) is minimized by low-frequency modes, whereas the leakage estimates are in terms of high-pass filters.
Despite its lossiness, we demonstrate that the bound (7.4) may indeed guarantee stability in practically relevant settings. To this end, the required stability constant for an infinite FoV C IP * stab is approximated numerically, which can be done to high accuracy for ball-or squaredomains Ω. Let us first consider IP 1(b). This problem is excessively ill-conditioned [14] even for a full FoV, except for settings with very small object-domains. For such a case, we show that stability also holds with finite detectors: Example 7.3 (Stability estimate for XPI of weak objects (IP 1(b)) ). Let f = 2 · 10 3 and 
By Result 3.2, an upper bound for the resolution is given by 1/r 0.45f/π ≈ 290.
Unfortunately, as C IP1 (b) stab (Ω, f) decays exponentially with the Fresnel number associated with the size of Ω [14] , stability cannot be guaranteed for larger object-domains Ω or f.
The situation is better for IP 2(b), i.e. for the reconstruction of homogeneous objects as introduced in §2.1.2. Of particular relevance are non-absorbing, pure phase objects: 
By Result 3.3, an upper bound for the resolution is given by 1/r 0.5f/π ≈ 800.
Yet, the full-FoV stability constant C IP2(b) stab (Ω, f, 0) decays like f −1 for f → ∞, which is still too fast for (7.4) to guarantee stability at larger Fresnel numbers. This is different when the imaged sample is also known to be slightly absorbing, in which case the asymptotics improve to C [14] . This enables stability guarantees for reconstructions at optical resolutions as fine as the native resolution of typical detectors. In such a setting, the finite FoV is no longer a limiting factor for the performance of the imaging setup. We consider an example for a sample satisfying µ = 0.1φ, i.e. for 10 % absorption (see §2.1.2): 
By Result 3.3, an upper bound for the resolution is given by 1/r 2 −3/2 f/π ≈ 4500.
7.3. Improved estimates for real-valued objects. In principle, the improved leakage bounds for the real-valued setting from §6 apply to the CTF-based reconstruction of homogeneous objects, IP 2(b). Unfortunately, the derived bounds are too pessimistic in this setting to enable stability estimates for practically relevant Fresnel numbers. However, note that numerical simulations indicate that the larger stability regions for the real-valued case, shown in Figures 3.2 and 6 .1, indeed seem to carry over to the phaseless XPI-setting.
Conclusions.
We have studied locality of wave-propagation in the Fresnel-(or paraxial) regime in order to quantify the effects of a finite detector on the stability of X-ray propagation imaging (XPI). The analysis shows that locality depends on spatial frequencies, i.e. the finer the features of some object h the more delocalized it is upon Fresnel-propagation h → D(h). As a consequence, truncated diffraction-data, as measured by any real-world detector, introduces a spatially varying resolution limit within the field-of-view: features of the imaged object finer than some limiting length-scale r stab may induce a signal in the diffraction-pattern that essentially leaks out the detection-domain K upon propagation and thus cannot be stably reconstructed from the data. On the contrary, Lipschitz-stability estimates hold for images that comply with the resolution limit, as has been proven for multi-variate B-splines.
These results do not only hold for the (hypothetical) case where full complex-valued Fresnel-data D(h)| K is measured, but have also been extended to the phaseless setting of XPI in the linear CTF-regime. However, as the (possibly complicated) interplay between the instabilities due to a finite FoV and those due to the missing phase is not taken into account, the derived estimates for the phaseless case are expected to be highly non-optimal.
The maximum resolution for a square detector is found to be 1/r stab ≈f, wheref = b 2 /(λd) is the Fresnel number corresponding to the detector's aspect-length b (λ: wavelength, d: propagation-distance). Hence, iff is smaller than the number of detector-pixels along one dimension, the finite FoV bottlenecks the achievable resolution. For complex-valued images to be reconstructed, the optimal resolution is moreover attained only in the very center of the FoV. Interestingly, this situation is much worse than for the standard XPI case of homogeneous objects, that boils down to reconstructing a real-valued image. In the latter case, maximum resolution ≈f can be achieved in large parts of the FoV, except for the detector-corners.
The analysis of this work may be readily extended. For once, all results can be adjusted to non-square object-and detection-domains at the cost of a more involved notation. Moreover, it is straightforward to extend the derived locality-bounds to multiple diffraction-patterns acquired at different Fresnel numbers f 1 , f 2 , . . ., which is a typical setting in XPI. However, the larger amount of data is not too useful in view of a finite detector because, according to this work's analysis, features that leak outside the FoV for the largest Fresnel number are lost in all diffraction patterns. Finally, the estimates obtained within the Fresnel-regime may be generalized to propagation within the full Helmholtz equation, by combining them with bounds on the deviation from the paraxial limit. Thereby, the results might be applied to a large range of scattering experiments that give rise to approximately paraxial wave-fields. Since (T t ) −1 = T −t and F T t (g) = e t · F(g) for any t ∈ R m , g ∈ L 2 (R m ), we thus have where the union is mutually disjoint except for intersections of Lebesgue-measure zero. Accordingly, the squared L 2 -norm over (νΞ r ) c can be written as a sum We first consider the squared norms in the second summand on the right-hand-side of (B.3). By the 2π-periodicity ofĥ per , we have We aim to explicitly compute the coefficients c k,n . To this end, we use the known Fourier transform of B k , F(B k )(ξ) = (2π) −1/2 sinc(ξ/2) k+1 for all ξ ∈ R where sinc(x) := sin(x)/x. As the function sin 2 is π-periodic, it holds that |F(B k )(ξ + 2πl)| The assertion now follows by exploiting that F(h) 2 = F(h)| (νΞr) c 2 + F(h)| νΞr 2 :
(B.12)
≥ C band (k, ν) 
