Abstract-In this paper, the so-called Wang-Mendel (WM) method for generating fuzzy rules from data is enhanced to make it a comprehensive and flexible fuzzy system approach to data description and prediction. In the description part, the core ideas of the WM method are used to develop three methods to extract fuzzy IF-THEN rules from data. The first method shows how to extract rules for the user-specifed cases, the second method generates all the rules that can be generated directly from the data, and the third method extrapolates the rules generated by the second method over the entire domain of interest. In the prediction part, two fuzzy predictive models are constructed based on the fuzzy IF-THEN rules extracted by the methods of the description part. The first model gives a continuous output and is suitable for predicting continuous variables, and the second model gives a piecewise constant output and is suitable for predicting categorical variables. We show that by comparing the prediction accuracy of the fuzzy predictive models with different numbers of fuzzy sets covering the input variables, we can rank the importance of the input variables. We also propose an algorithm to optimalize the fuzzy predictive models, and show how to use the models to solve pattern recognition problems. Throughout this paper, we use a set of real data from a steel rolling plant to demonstrate the ideas and test the models. The core codes of the WM method are included in the Appendix.
I. INTRODUCTION

D
ESCRIPTION and prediction are the two major tasks in data mining [6] . The two most commonly used data mining algorithms are decision trees [2] , [11] and neural networks [12] . In fact, most commercial data mining products on the market use these two methods to construct their predictive models [8] . Decision trees and neural networks have their advantages and disadvantages. Decision trees are easy to understand and suitable for descriptive tasks, but the prediction accuracy is low due to the piecewise constant nature of the model. Neural networks give accurate prediction, but the resulting models are difficult to interpret. The fuzzy system models in this paper give accurate prediction and at the same time are easy to explain to nonspecialists. This combined description and prediction capability is achieved through the rule-based structure of the fuzzy system models. On one hand, fuzzy IF-THEN rules are among the most convenient frameworks for humans to understand; on the other hand, by using fuzzy logic principles to combine the fuzzy IF-THEN rules, we can construct fuzzy system predictive models that give high prediction accuracy. The Wang-Mendel (WM) method, proposed in [15] , was among the first methods to design fuzzy systems from data (see also [3] , [10] , and many others developed over the last ten years under the title of "neuro-fuzzy" methods). The method has been applied to a variety of problems [5] , [13] and is one of the benchmark methods in the field (reference [15] was cited by more than 250 papers published in the journals selected in Science Citation Index during the first ten years since its publication). Over the years, many ideas of improvements and extensions were discovered, and the purpose of this paper is to introduce these ideas that will make the method more comprehensive and more useful. Specifically, we will show: 1) how to extract specific rules targeted at a particular region and rules with different resolutions with flexible choices of the membership functions; 2) how to extrapolate the rules over regions not covered by the data; 3) how to build and validate the fuzzy predictive models based on the extracted fuzzy IF-THEN rules; 4) how to rank the importance of the input variables based on the fuzzy predictive models (this will help to select the most relevent factors that influence the variable we want to predict); 5) how to fine-tuning and pruning the fuzzy predictive models; and 6) how to use the fuzzy predictive model to solve the pattern recognition problem. We believe that these extensions will make this enhanced WM method a powerful and flexible method for the data mining industry. Comparisons of the original WM method with other methods in the field can be founded in the review paper [9] .
In Section II, we will propose the descriptive models. Specifically, we will give the basic steps of extracting fuzzy IF-THEN rules from data and how to extrapolate the rules over regions not covered by the data. In Section III, we will develop the predictive models. Specifically, we will construct two fuzzy system predictors based on the rules extracted in Section II and show the basic ideas of validating the fuzzy predictive models. In Section IV, we will briefly show some ideas of extensions of the methods, including ranking the importance of the input variables, fine-tuning and pruning the membership functions in the fuzzy predictive models to increase the prediction accuracy, and using the fuzzy predictive model to solve the pattern recognition problem. Throughout this paper, we will use a set of real data from a steel rolling process to demonstrate the models. Finally, some concluding remarks will be drawn in Section V, and the core codes of the WM method will be included in the Appendix . We will use an elementary style to write this paper so that data mining practitioners who are not experts in fuzzy theory can easily understand and use the method. 
II. DESCRIPTIVE MODELS
A. Problems
The task of description in data mining is to solve the following problem [6] .
Basic Problem: Given a set of input-output data pairs (sampling data) (1) where and , our task is to extract rules that describe how the output variable is influenced by the input variables based on the sampling data (1) .
In order to present our ideas and methods more clearly and to show the application results, we will use the following real example from the steel making industry throughout this paper.
Example: Consider the steel rolling system, and our task is to study how various factors influence the tension of the plate. So in this example the output is the tension of the plate, and the inputs are the factors that may influence the tension value. We select five factors including the carbon content, the temperature of rolling, the thinkness of the plate, and others. Fig. 1 plots 823 data points from a real plant, where each data point represents a piece of plate made in the past, that is, for each , , is the tension of a plate and indicate the condition under which this plate was made. For security reasons, we made some transformations on the data and conceal the physical meanings of the input variables to . The extracted rules in the basic problem can take different forms. In our fuzzy system approach in this paper, we use the following fuzzy IF-THEN rules to describe the relationship between and  :   and  and  (2) where and are fuzzy sets defined in is the index of the rule, and with is a subsequence of . In real applications of data mining, we can give the fuzzy sets and more meaningful names like "large," "small," "very large," etc. The choice of the input variables in (2) with implies that we allow the descriptions (rules) to contain only a selection of the input variables; this will make the methods more flexible to deal with the cases of different combinations of the input variables. With the description in the form of the fuzzy IF-THEN rules (2), we can make the basic problem more specific. Depending on different requirements, we divide the task of description into three specific problems-Problems D1, D2, and D3, as follows.
Problem D1: We are interested to know what the output variable would be when the input variables fall into some fuzzy regions. Specifically, given that the input variables selected from fall into the fuzzy region characterized by "IF is and, …, and is " where the membership functions for the fuzzy sets are given, our task is to determine the fuzzy set in the fuzzy IF-THEN rule   and  and  is  is  (3) based on the sampling data (1), and the degree of confidence (defined in some reasonable way) of the generated rule (3). We consider two cases for fuzzy set . Case 1: is selected from a collection of pre-defined fuzzy sets . Case 2: has the meaning of " is around " characterized by the triangular membership function defined as if if (4) where and are constants to be determined from the data. Problem D1 corresponds to the case where we want to know what would happen to when some factors that influence fall into some particular regions. Taking the steel rolling system as an example, we may want to know what the tension would be if the carbon content is high and the rolling temperature is low. In this case, we define membership functions to specify what we mean by "high" and "low", and the description for tension can be selected from a collection of pre-defined fuzzy sets like "very high," "low," etc. (Case 1) or be in the form of the triangular fuzzy set (4) (Case 2).
Problem D2: For a given fuzzy division of the input space, we want to extract fuzzy IF-THEN rules over the fuzzy regions that contain sampling data. Specifically, we define fuzzy sets , for each input where , , and is a subsequence of , and we want to extract all the possible rules in the form of (2) from the data, where is one of the 's we just defined. Problem D2 corresponds to the case where we divide the input space into some regular fuzzy regions and we want to know what Fig. 2 . Projection of the data points in Fig. 1 onto the x1-x2 subspace and the fuzzy sets covering the input and output spaces. the output would be if the inputs fall into these fuzzy regions. Since the sampling data may not cover all the fuzzy regions, we restrict ourselves to those regions with sampling data. In the next problem, Problem D3, we will concentrate on how to obtain rules over the regions not covered by the data.
As an example of Problem D2, let us consider the steel rolling example of Fig. 1 . Select and as the input variables of interests (so with and ), and we want to obtain fuzzy IF-THEN rules in the form of (2). From Fig. 1 , we see that the sampling points for and fall into the intervals [14, 24] and [11, 20] , respectively. We define three fuzzy sets , over [14, 24] for and four fuzzy sets over [11, 20] for , as shown in Fig. 2 . Also shown in Fig. 2 is the projection of the 823 data points in Fig. 1 onto the subspace. Our goal is to extract fuzzy IF-THEN rules from the data in the following form: is and is is
where and are fuzzy sets selected from and , respectively. The maximum number of rules that can be generated for this example is . Depending on the distribution of the sampling data, we may or may not generated all these rules. If we observe the data distribution in Fig. 2 in detail, we see that among the 12 regions, ten contain data and the other two have no data sampled over them. So, we can expect that ten rules, over the regions with sampling data, will be generated after solving Problem D2. If we view the division of the input regions in Fig. 2 [14] .
Before moving to Problem D3, we define a number of concepts that will help to make our presentation easier and more clear.
Definition 1:
We say a point is covered by a fuzzy IF-THEN rule in the form of (2) if . We say a set of fuzzy IF-THEN rules in the form of (2) is complete over if any point in is covered by at least one rule from this rule set. If a point is covered by more than one rules, we call the rule with the largest the dominant rule over this point. We call a region the dominant region of rule if is the union of all points in over which rule (in the form of (2)) is the dominant rule. Finally, the center of a fuzzy set is any point at which its membership function achieves the maximum value.
Consider the example in Fig. 2 with rules in the form of (5). A complete set of rules consist of the 12 rules with and taking all the possible combinations of and , respectively. If any rule is missing, the remaining rules will not be complete over [14, 24] [11, 20] . For example, if the rule "IF is and is , THEN is " is missing, then the point (24,14) will not be covered by any of the remaining 11 rules. The lines in Fig. 2 divide the input space into 12 regions that correspond to the dominant regions of the 12 rules.
Problem D3: Let us call the fuzzy IF-THEN rules generated in Problem D2 the data-generated rules which are in general not complete. Our task now is to extrapolate these data-generated rules over the regions not covered by these rules to obtain a complete set of fuzzy IF-THEN rules over the whole domain of interest.
Problem D3 corresponds to the case where we want to extrapolate our knowledge to the regions without sampling data. This is clearly a harder problem than Problem D2. When description is the concern, this extrapolation may not be crucial; but when we build predictive models based on the extracted fuzzy IF-THEN rules (in the next section), a complete fuzzy rule set is a crucial because otherwise the predictor will not be well-defined at the points not covered by the rules.
B. Solutions
We now propose three methods, methods D1, D2, and D3, to solve Problems D1, D2, and D3, respectively.
Method D1: In this method, Problem D1 is solved through the following three steps.
Step 1) For each input-output pair in the data set (1), , compute
where are the fuzzy sets in (3). If , then no rule in the form of (3) will be generated; the method stops. Otherwise, view as a weight for and compute the weighted average
Step 2) A fuzzy IF-THEN rule in the form of (3) is generated with determined according to the following two cases. Case 1: Among the fuzzy sets defined in the output space , find the such that (8) for . The is chosen as . Case 2: Compute the weighted "variance" (9) and the fuzzy set is the triangular fuzzy set (4) with membership function (10) Step 3) Compute the degree of confidence (doc) of the rule generated in
Step 2). Specifically, in Case 1 the doc is defined as (11) and in Case 2 it is defined as (12) The philosophy and justification of this method are explained as follows. Overall speaking, what we are doing here is to use one rule to summarize the data points over the region covered by this rule. Since the region is a fuzzy region characterized by the membership functions , is a measure of strength of the points belonging to the fuzzy region covered by the rule. Therefore, the weighted average is the single point that best represents the contributions of all the data points over the region of the rule, and consequently the fuzzy set should best represent the point . So, in Case 1, we choose the to be the one with the largest membership value at and, in Case 2, the triangular fuzzy set is centered at . For the meanning of the degree of confidence defined in (11) and (12), observe that the smaller the "variance" , the more concentrated the data is around the "center" . Since determines the fuzzy set in the rule, smaller implies that we have more confidence on the value . Hence, we have the definition (11) and (12) . The term in (11) accounts for the disagreement between fuzzy set and the point ; since the center of is at in Case 2, no such term is needed in (12) . Since is a weighted average of all the points and is the "variance" defined in (9), we have . Therefore, is a number between 0 and 1. As an example of the application of method D1, consider the data and membership functions in Fig. 2 . Suppose we want to know what the output (tension) would be if the inputs is and is ; that is, we want to extract a rule in the form is and is is (
We now apply method D1 to determine . In Step 1), we have . For Case 1 in
Step 2), suppose we have six fuzzy sets to shown in Fig. 2 to choose from. It is clear from Fig. 2 that achieves the largest membership value at , so in this case. For Case 2 in Step 2), we have , so the is . To explain the extracted rules to people with different background in data mining applications, it is helpful to use more meaningful names for the fuzzy sets, for example (small, medium, large), (very small, small, large, very large) very small small small medium large medium large very large So, the extracted rule (13) becomes is large and is very small is small medium (14) in Case 1; in Case 2 the rule is is large and is very small is around with variance (
We now move to method D2 which solves Problem D2. Method D2: In this method, Problem D2 is solved through the following three steps.
Step 1) For a fixed input-output pair in the data set (1) (16) for all . Let the following rule be called the rule generated by : (17) [This is not the final rule; the final rule will be generated in Step 2) .] Compute the weight of the rule as (18) Step 2) Repeat
Step 1) for all the from 1 to to obtain data generated rules in the form of (17) . Divide these rules into groups with rules in a group share the same IF where is a triangular fuzzy set with center and "variance" computed as (21) (22) where the weights were computed in Step 1) according to (18) . Repeat this combination for all the groups, and obtain the final rule set which contains rules in the form of (20); this corresponds to Case 2 in method D1. If we want the to be selected from a collection of predefined fuzzy sets (as in Case 1 of method D1), then we still have rules in the form of (20) 
The philosophy and justification of method D2 are explained as follows. From Problem D2 we see that for each input variable there are predefined fuzzy sets ( ) to characterize it; that is, there are possibilities for the " is " in the to-be-generated rules (2) for each . So the maximum number of rules that can be possibly generated is . The idea of this method is that only those rules among the possibilities whose dominant region contains at least one data point will be generated; Steps 1)-3) show the details of how these rules are generated. The task of Step 1) can be summarized as generating one rule from one input-output data pair. The idea is to select the fuzzy set that achieves the maximum membership value at the data point as the one in the IF part of the rule, see (16) and (17) . The THEN part fuzzy set is centered at the data point , and the weight of the rule, is measured by the agreement between the data point with the IF part of the rule, as computed in (18) . Since the number of data point is usually large, many rules generated in Step 1) will share the same IF part. The task of Step 2) is to combine the rules with the same IF part into a single rule. Since the IF part has already been determined, the task reduces to determining the THEN part fuzzy set . The idea is to put the center of at the weighted average of the output values of the data points that generate this group of rules, as computed in (21), where the weight is the rule weight computed in Step 1). The two cases of selection and the definition of the degree of confidence in Step 3) are very similar to those of method D1 whose motivation and justification were discussed before.
An advantage of method D2 is that it can be used to extract different levels of knowledge, that is, knowledge with different resolution, in a very natural way. Indeed, by defining less fuzzy sets to cover the input domain, we obtain rough rules with low resolution; this can be viewed as obtaining high level knowledge. On the contrary, by defining more fuzzy sets to cover the input domain, we obtain rules with higher resolution with each rule concentrating on more details of the relationship. Fig. 3 illustrates an example, where on the left we define 3 fuzzy sets each to cover and so we have 9 rule to cover the input domain, on the right we define 5 fuzzy sets each for the input variables and we have 25 rules. We see that the region covered by one rule on the left of Fig. 3 is covered by more than one rules on the right; this is what we mean by rules with different resolution. If the person to whom we report our findings are high level executives whose main concerns are the "big pictures," then we define less fuzzy sets to obtain rules that show the "big picture." If the persons who are going to use our findings are interested in the details, then we can define more fuzzy sets to obtain high resolution rules. Since the definition of the fuzzy sets is totally under our control, we can extract rough rules or fine rules very easily.
As an example of the application of method D2, consider the data and membership functions in Fig. 2 . The rules generated are shown in a table look-up form in Fig. 4 , where a box in the table corresponds to the dominant region of a possible rule whose IF part is defined from the entry of the table. If such a rule is indeed generated from the data, the fuzzy set in the box represents the THEN part fuzzy set of the rule; an empty box indicates that the rule corresponding to this box cannot be generated from the data. From Fig. 4 , we see that ten rules were generated from the 823 data points. This rule set is not complete over the domain of interest; how to make it complete is the task of Problem D3.
Before we propose our method to solve Problem D3, we define the following concepts which will be useful in our presentation.
Definition 2: Consider the fuzzy IF-THEN rules in the form of (2). We define the input center of the rule to be the point in the input space such that achieves its maximum value at for . Similarly, the output center of the rule is defined as the point at which achieves its maximum value. If the points at which the maximum is achieved are not unique, then choose an arbitrary one from these points as the center. We call two rules neighbors to each other if they share the same IF part except in one variable and the fuzzy sets for this variable in the two rules are neighbor of each other. Finally, let the rules that have already been generated from the data be called data-generated rules, and the rules to be extrapolated based on the data-generated rules be called extrapolating rules.
Method D3: In this method, Problem D3 is solved through the following four steps.
Step 1) For each extrapolating rule, determine how many neighbors it has from the set of data-generated rules. Find the group of extrapolating rules that have the maximum number of such neighbors, and call this group the max-group. Step 2) For each rule in the max-group, compute
where is the index of the rule, is the number of neighbors this rule has from the data-generated rules, and are the output center and degree of confidence [computed from (25)] of these neighbor rules, respectively, and is the distance between the input center of this rule and its neighbor rule . The extrapolating rules in this max-group are generated as is and and is is (27) where are fuzzy sets (defined in Problem D2) corresponding to the entry of the extrapolating rule in the rule table, and is a triangular fuzzy set (4) with given in (26) and computed as (28)
Step 3) Compute the degree of confidence of the extrapolating rule (27) as (29) where , run over all the neighbor rules as the in (26) and (28).
Step 4) View the extrapolating rules generated in Step 2) as the same of the data-generated rules, and go to Step 1) to repeat the process until all the extrapolating rules are generated. The extrapolating rules plus the data-generated rules form a complete fuzzy rule set.
There are two main ideas in method D3. The first one is that the extrapolating rules are not generated in parallel, but are generated in groups starting from the positions most close to the data points. In this way, the data are "smoothly expanded," wave after wave, from the sampling points to the empty regions. This should be a good strategy based on intuition. The second idea is about how to generate the extrapolating rules. Here, we just used common sense: the output center of an extrapolating rule is the weighted average of the output centers of its neighbor rules, where the weights are determined according to how strong the neighbor rules are (characterized by and how far away the neighbor rules are (measured by ). The "variance" of (28) is the weighted average of the distances between the output centers of the extrapolating rule and its neighbor rules. The justification for the definition of the degree of confidence in (29) is the same as that in methods D1 and D2.
We applied method D3 to the data-generated rules in Figs. 4 and 5 shows what we obtained. We see that the two missing rules were extrapolated and the fuzzy rule base is now complete.
III. PREDICTIVE MODELS
A. Problem
The task of prediction in data mining is to solve the following problem.
Prediction Problem: Given a set of input-output data pairs (1), the objective is to construct a function (called predictive model) such that is a good prediction of the output variable when the inputs are at , where is a selection of variables from the possible inputs in the sampling data (1). There are three subproblems in the course of solving the prediction prblem. In practice, many factors may influence the value of the output variable we want to predict. Our first task is to select the most relevant factors. Some of these factors are measureable and contained in the data file, whereas others are not measureable and therefore cannot be used as inputs in the predictive model. For the factors that are contained in the data file, their strength of influence on the output variable are quite different. Some may think that the more the factors were included in the predictive model, the more accurate the prediction would be. Unfortunately, the real situation is not so simple. As the number of input variables increases, it gets more and more difficult to construct an accurate predictive model. The reason is that in high-dimensional space the sampling data become very sparse. Consider, for example, that we have 100 data points on the one-dimensional interval [0, 1], we can say that the data are dense. Putting the 100 data points over the two-dimensional region , we cannot say the data are dense anymore. If we had 100 data points over three, four or even higher dimensional space, most regions would have no sampling data. If a region contains no data, then we have to use extrapolating strategies to do the prediction which in general gives less accurate results. This phenomena was called the "curse of dimensionality" by Bellman [1] . Therefore, blindly including all the factors that may influence the output variable is not a good idea; we should include only those factors that are most influential. So a very important problem is how to rank the importance of the input variables. We will propose a solution to this problem in the next section.
In the rest of this section, we will give solutions to subproblems 2 and 3. 
B. Fuzzy System Predictive Models
The basic structure of a fuzzy system is shown in Fig. 6 . The fuzzy rule base consists of a collection of fuzzy IF-THEN rules in the form of (2). In our case, these rules are generated by methods D2 and D3 in the last section. The fuzzy inference engine combines the rules in the fuzzy rule base into a mapping from fuzzy set in the input space to fuzzy set in the output space based on fuzzy logic principles. There are many different choices for the fuzzy inference engine; see [14] for details. The fuzzifier converts the real-valued input into a fuzzy set , whereas the defuzzifier determines a single point in the output space that best represents the fuzzy set . Again, there are many different choices for the fuzzifier and defuzzifier, see [14] for the details. From an input-output point of view, the fuzzy system is a function from to which will be used as the predictive model for the data mining problem.
The fuzzy inference engine to be used in our fuzzy predictive models is the following product inference engine [14] :
where the fuzzy sets , are those in the fuzzy IF-THEN rules (2) . The fuzzifier to be used in our fuzzy predictive models is the following singleton fuzzifier:
where is the input to the fuzzifier. Two defuzzifiers will be used to construct the fuzzy predictive models; they are the center-average defuzzifier:
(32) and the maximum defuzzifier (33) where and are the center and height of the 'th fuzzy set in (the height of a fuzzy set is its maximum membership value achievable), respectively, and is any point at which achieves its maximum value.
Using the fuzzy rule base (2), the fuzzy inference engine (30), the fuzzifier (31) and defuzzifiers (32) or (33), we obtain two fuzzy predictive models as follows.
Continuous Fuzzy Predictive Model: Use the fuzzy IF-THEN rules in the form of (2), the product inference engine (30), the singleton fuzzifier (31) and the center-average defuzzifier (32), the following fuzzy system is obtained: (34) where is the center of . We call this fuzzy system the continuous fuzzy predictive model for the output variable based on the inputs . The fuzzy system (34) is obtained by substituting (31) into (30) and use the result in (32); the details can be found in [14, Ch. 9] .
Piecewise Constant Fuzzy Predictive Model: Use the fuzzy IF-THEN rules in the form of (2), the product inference engine (30), the singleton fuzzifier (31) and the maximum defuzzifier (33), the following fuzzy system is obtained: (35) where is the center of with determined according to (36) for all . We call this fuzzy system the piecewise constant fuzzy predictive model for the output variable based on the inputs . The fuzzy system (35) is obtained by substituting (31) into (30) and use the result in (33); the details can be found in [14, Ch. 9] .
We now plot what the fuzzy predictive models look like. Specifically, consider the 12 fuzzy IF-THEN rules in (35) is more suitable for predicting categorical variables, that is, for that takes values from a finite set of numbers with each number representing a category the corresponding input variables belong to. Therefore, for the prediction problem studied in this section, we suggest to use the continuous fuzzy predictive model (34). For the pattern recognition problem which we will briefly study in the next section, the piecewise constant fuzzy predictive model (35) would be more appropriate.
C. Application Algorithms
In this subsection, we summarize the procedures of constructing the fuzzy predictive models (34) or (35) from the sampling data (1), with emphasis on two validation strategies. In the first algorithm, we divide the data (1) into a training set and a test set, and the fuzzy predictive model is constructed from the training set but is targeted at minimizing the prediction error on the test set. In the second algorithm, we use a more sophisticated cross-validation strategy to construct the fuzzy predictive model.
Algorithm 1 (Test-Set Validation):
Step 1) Divide the input-output data pairs (1) into two groups: a training set containing data pairs, and a test set containing the remaining data pairs. There is no definite rule for how to divide the data; or 8/2 are reasonable choices.
Step 2) Select variables from the input variables in the data (1), , and view these variables as the inputs to the fuzzy predictive model . These variables should be the most important factors that influence the value of the output variable .
(This step corresponds to Subproblem 1 early in this section, and as we discussed there, there is a tradeoff between more input variables versus less input variables. In the next section, we will propose a method to rank the importance of the input variables which will help us to select the most important input variables.)
Step 3) Start with Problem D2 (define fuzzy sets to cover the input variables) and apply methods D2 and D3 in the last section to the data in the training set to construct a complete fuzzy rule base which contains rules in the form of (2) with , , taking all the possible combinations. Construct a fuzzy predictive model A disadvantage of Algorithm 1 is that not all the data are used to construct the fuzzy predictive model. Intuitively, the more the data were used in the construction, the more accurate the predictive model would be. However, we need a mechanism to estimate the prediction error of the model over the entire domain in order to prevent overfitting. So a test set is needed in Algorithm 1. It would be nice if we use all the data to construct the fuzzy predictive model and at the same time we have some way to estimate the prediction error; Algorithm 2 is such a method.
Algorithm 2 (Cross-Validation):
Step 1) Divide the input-output data pairs (1) (we call it ) into groups: , each contains roughly data pairs. Let , , be the data in excluding those in .
Step 2) The same as Step 2) in Algorithm 1.
Step 3) The same as Step 3) in Algorithm 1 except that the training set is replaced by with initially .
Step 4) The same as Step 4) in Algorithm 1 except that the test set in (37) is replaced by and the number is replaced by the number of data points in . Let be the prediction error so computed.
Step 5) Repeat by going to Step 3) with until the last data set . Compute the overall prediction error (38)
Step 6) Repeat Step 3) with replaced by the entire data set , and the constructed is our predictive model. The prediction error of this model is estimated as the computed in Step 5).
Step 7) Increase the 's and repeat by going to Step 3) until stops decreasing and tends to increase. Stop and the final fuzzy predictive model is the one with the smallest prediction error .
The advantage of Algorithm 2 is that all the data are used to construct the fuzzy predictive model. The price paid is its computational intensity: fuzzy systems need to be constructed in order to estimate the prediction error of one fuzzy predictive model.
Some theoretical analyzes of the prediction accuracy of the fuzzy models constructed by Algorithms 1 and 2 can be found in [16] . The general conclusion was that three factors have a major influence on the prediction accuracy: 1) the resolution of the fuzzy regions: the more fuzzy sets are defined for the input variables, the more accurate the prediction will be; 2) the distance between the point of prediction and the nearest data point: the shorter the distance, the better the prediction; and 3) the variation of the function to be estimated (the true function from to ): the higher the variation, the less accurate the prediction would be.
We applied Algorithm 1 to the steel rolling data in Fig. 1 . We chose the first 600 data points as training set and the remaining 223 data points as test set, and selected , and as the inputs. We used the continuous fuzzy predictive model (34). The algorithm stopped with , and the result is shown in Fig. 9 , where the top curve is the true tension value, the middle curve is the output of the predictive model at the corresponding input points, and the bottom curve is the prediction error which is the difference of the two curves above. The average absolute prediction error over all the 823 points is 1.52. From Fig. 9 we see that the output curve of the fuzzy predictive model is much smoother than the true values. This is reasonable because we could not expect the model to predict noise. Indeed, we see from Figs. 9 and 1 that the data are very noisy. Our model could predict the trend well, and the error left was more or less due to the noise. We also applied Algorithm 2 to the data and the results were very similar.
IV. SOME IDEAS OF EXTENSIONS
A. Ranking the Importance of Input Variables
As we mentioned before, one fundamental problem in data mining is to determine the most relevant factors that influence the variable we want to predict. In other words, we should have some way to rank the importance of the input Fig. 9 . Prediction of the tension value using the continuous fuzzy predictive model with x1, x2 and x4 in Fig. 1 as inputs, where the top curve is the true tension value, the middle is the output of the fuzzy predictive model, and the bottom is the difference of the two.
variables regarding their ability or strength in influencing the output variable. The very basic method to rank the variables is, understandably, based on the physical meanings of the variables and the physical intuition of the relationship. This is the starting point and gives us an initital selection. Usually, this initial selection consists of a large number of variables. If we put all these variables as the inputs to the predictive model, then due to the "curse of dimensionality" it becomes difficult to construct an accurate predictive model. If we have some way to rank the importance of these relevant variables, it will help us to select the most important ones as the inputs to the predictive model. A good choice of input variables provides a balance between the completeness in considering all the relevant factors versus the easiness of constructing the predictive model. In this subsection, we propose a method to rank the importance of the input variables based on our fuzzy predictive model.
The basic idea of the method comes from the following observation: if the output is sensitive to an input, then by defining more fuzzy sets to cover this input variable, a more accurate fuzzy predictive model would be obtained; if the output is not sensitive to the input, then the prediction accuracy will not change much when more fuzzy sets are defined for this input variable. A theoretical justification of this observation can be found in [16] . Based on this observation, we propose the following method to rank the importance of the input variables.
Method for Ranking the Input Variables:
Step 1) Do Steps 1)-4) of Algorithm 1 in the last section with only three fuzzy sets , , and defined for each input variable, where the three fuzzy sets are uniformly spaced and in the form shown in Fig. 2 .
Step 2) Increase the number of fuzzy sets defined for one input variable to 7 and keep the membership functions for the remaining variables unchanged. Repeat Step 1) and compute the difference between the prediction errors of this fuzzy predictive model and the model obtained in Step 1 over the whole data set. Step 3) Repeat
Step 2) for all the input variables, and the input variables are ranked according to the differences of the prediction errors computed in
Step 2) as follows: the larger the decrease of the prediction error, the more important the input variable would be. That is, the input variables are ranked according to the values of the decrease of the prediction error computed in Step 2), with the most important variable being the one that gives the largest decrease.
The numbers 3 and 7 in Steps 1) and 2) are only suggestions; other choices are possible depending on the applications. For example, we can change 3 to 2 and 7 to 4 or 5. Several trials-anderrors are usually needed in real applications.
We applied this method to the steel rolling data in Fig. 1 , and the ranking we obtained is: , , , and , with being the most important one.
B. Fine-Tuning and Pruning of the Fuzzy Predictive Model
A key step in the construction of the fuzzy predictive model is to define fuzzy sets to cover the input variables [Step 3) in Algorithm 1]. We did not discuss how to define these fuzzy sets in the last section. Usually, a simple way is to choose the fuzzy sets as equally spaced triangular fuzzy sets over the domain of interest as those in Fig. 2 . Our experience with the method has concluded that this is not a bad choice and often gave reasonably good results. The problem is that the efficiency is low, because the complexity of the relationship to be approximated is usually not uniformly distributed over the domain of interest. A more efficient way is to place more fuzzy sets over the regions where the data show some complex patterns and place less fuzzy sets over the regions where the relationship seems to be flat. In this subsection, we propose an algorithm to fine-tune and prune the membership functions in the constructed fuzzy predictive model to make it more efficient.
The basic idea of the algorithm is to move the centers of the membership functions until a local optimal point is reached; if no local optimal point is reached before a center is merged into the center of its neighbor membership function, then combine the two fuzzy sets into one fuzzy set. The details are given in the following algorithm.
Algorithm for Fine-Tuning and Pruning of the Fuzzy Predictive Model: Suppose we have already constructed a fuzzy predictive model using Algorithm 1 or Algorithm 2 in the last section with the input membership functions to be equally spaced triangular forms as those in Fig. 2 . We plot these membership functions for a single input variable in Fig. 10 . Now the steps of the algorithm:
Step 1) Start from the second fuzzy set of the first input variable and move its center, in Fig. 10 , a small amount to the left and the same amount to the right, and construct two fuzzy predictive models corresponding to the two choices of membership functions. When moving the center , the relationship between and its neighbors and is unchanged, that is, the right end of and the left end of are keeped moving with the center of , and the left and right ends of are at the centers of and , respectively. When moving the as above, all other membership functions remain unchanged. Compute the differences of the prediction errors of these two new fuzzy predictive models with the original model and choose the one with the larger error reduction as the new model. If the prediction errors of the two new models are larger than that of the original model, then the fine-tuning for is over and go to Step 3).
Step 2) If the new model in Step 1) is the one with moved to the left (right), then continue to move to the left (right) in the same way in Step 1) until the prediction error does not decrease or the merges to ( ). In the first case (prediction error does not decrease), fix the center at the point that gives the minimum prediction error; in the second case ( merges to ( )), delete and put the right (left) end of ( ) at the center of ( ), and relabel the remaining fuzzy sets.
Step 3) Repeat Steps 1) and 2) for the third till the last second fuzzy sets, to .
Step 4) Repeat Steps 1)-3) for all the other input variables to . The small amount moved in Step 1) can be any small number compared with the distance between the centers, for example, one-tenth of the distance to the nearby center. This small move of the centers is what we mean by fine-tuning the fuzzy predictive model. Of course, only local minima can be obtained, but it gives us a way to locate more fuzzy sets over the the regions where the data show some complex patterns in the input-output relationship. If the center has been merged to its neighbor and still no local minima is reached, then we delete this fuzzy set; this is what we mean by pruning the fuzzy predictive model. Through this fine-tuning and pruning, we hope that a more efficient fuzzy predictive model could be obtained.
We applied this algorithm to the fuzzy predictive model that gave the prediction in Fig. 9 . After fine-tuning and pruning, the average prediction error was reduced from 1.52 to 1.45.
C. Extension to Pattern Recognition Problem
Our fuzzy predictive models can also be used to solve pattern recognition problems. In fact, if we restrict the output as a categorical variable which can take values only from a finite set with each number representing a class the corresponding input vector belongs to, then our methods and algorithms directly apply to the pattern recognition problem. Since the output can only take values, it is more suitable to use the piecewise constant fuzzy predictive model (35). We now state the pattern recognition problem first and then show its solution using our fuzzy model.
Pattern Recognition Problem: Given a set of input-output data pairs (training patterns):
, , where , and the 's are distinct real-valued numbers.
implies that the corresponding input vector belongs to class , and there is a total of classes. The objective is to determine a function , based on these training patterns, such that for a new input vector , indicates the class this is likely to belong to.
Construction of Fuzzy Model for Pattern Recognition:
The pattern recognition problem is solved, with being a fuzzy system, through the following steps.
Step 1) Divide the input-output data pairs , , into a training set and a test set .
Step 2) Define fuzzy sets to cover each input variable , , as in Problem D2 and apply methods D2 and D3 to the training set to obtain a complete fuzzy rule base, where in methods D2 and D3 we consider only the case where the fuzzy set is selected from a set of predefined fuzzy sets which are defined in such a way that the center of is located at , .
Step 3) Construct a piecewise constant fuzzy predictive model (35) based on the fuzzy rule base obtained in Step 2) . Since the fuzzy sets in the THEN parts of the rules are selected from and can only take values at the centers of , we have . So the indicates which class the belongs to.
We see that the piecewise constant fuzzy predictive model (35) provides a very natural classifier for the pattern recognition problem.
V. CONCLUSION
In this paper, the WM method for designing fuzzy systems from data, which was originally proposed in [15] , was thoroughly revised and extended to make it especially suitable for data mining applications. We proposed three methods to generate three types of descriptive models, with the first model targets at user-specified situations, the second model concentrates on regions with sampling data, and the third model covers the entire input space. We constructed two fuzzy predictive models, one suitable for predicting continuous variables and the other suitable for categorical variables. Some extensions were given to show how to rank the importance of the input variables, how to optimalize the fuzzy predictive models, and how to apply the fuzzy models to solve pattern recognition problems.
The key advantages of the fuzzy system approach in this paper are: i) we can use the same structure -fuzzy IF-THEN rules-for both description and prediction tasks; ii) the fuzzy IF-THEN rules are easy to understand for nonspecialists; iii) the flexibility in defining the membership functions makes the user to have a stronger control over the generated models so that the models can be tuned to suit particular situations and requirements (for example, extracting rough knowledge versus fine knowledge); and iv) the fuzzy predictive models can be used in a natural way to rank the importance of the input variables.
APPENDIX CORE CODES OF THE WM METHOD
A. Generating Fuzzy Rules From Training Data
Inputs to the program are as follows. 1) DataTrain.txt: Text file of the training data, columns, with the first columns being the samples of the input variables , respectively, and the last column being the corresponding samples of the output variable . Each raw of the file represents a sample of the input-output variables. 2) NumFuzSet.txt: Text file, elements, with the 'th element representing the number of fuzzy sets covering the 'th input . Outputs of the program are: zb.txt, ranges.txt and fnCounts.txt, text files containing the parameters of the generated predictive model (to understand the exact meanings of the files, one needs to read the details of the program); these files will be used by the test program to be given in the next subsection of the Appendix.
The program in Matlab is given as follows. 
