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We show the Hardy inequality for Grushin operator like ∂2x + 4x2∂2y on a bounded
domain Ω ⊂ R2 can be refined by adding remainder terms such as the improvement of
Brezis–Vázquez, Vazquez–Zuazua and Filippas–Tertikas.
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1. Introduction
LetΩ be a bounded domain in RN , N ≥ 3, and 0 ∈ Ω . The Hardy inequality reads, for all f ∈ C∞0 (Ω),
Ω
|∇f |2dx ≥ (N − 2)
2
4

Ω
f 2
|x|2 dx. (1.1)
It is known that the constant (N−2)
2
4 in (1.1) is sharp and never archived. So, one could anticipate improving this inequality
by adding some nonnegative correction term to the right-hand side of the inequality (1.1). In [1], Brezis and Vázquez have
improved it by establishing that there exists a constant C > 0 such that for all f ∈ C∞0 (Ω),
Ω
|∇f |2dx ≥ (N − 2)
2
4

Ω
f 2
|x|2 dx+ C

Ω
f 2dx. (1.2)
The constant C in (1.2) is given by C = z20

ωN
|Ω|
 2
N
, whereωN and |Ω| denote the volume of the unit ball andΩ respectively,
and z0 = 2.4048 · · · denotes the first zero of the Bessel function J0(z). Triggered by thework of Brezis andVázquez, improved
Hardy inequalities have been established in recent years by several authors. In particular, Vazquez and Zuazua [2] proved
that for every 1 ≤ q < 2, there exists a constant C(q,Ω) > 0, such that for all f ∈ C∞0 (Ω),
Ω
|∇f |2dx ≥ (N − 2)
2
4

Ω
f 2
|x|2 dx+ C(q,Ω)

Ω
|∇f |qdx
 2
q
. (1.3)
Also motivated by the work of Brezis and Vázquez, Filippas and Tertikas [3, Theorem A], established the following
Hardy–Sobolev inequality: for all f ∈ C∞0 (Ω), there holds, for some CN > 0,
Ω
|∇f |2dx− (N − 2)
2
4

Ω
f 2
|x|2 dx ≥ CN

Ω
X
2(N−1)
N−2
 |x|
D

|f | 2NN−2 dx
 N−2
N
, (1.4)
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where D > supx∈Ω |x| and
X(s) := (− ln s)−1, 0 < s ≤ 1.
Furthermore, the best constant CN in (1.4) can be exactly computed (for details, see [4]).
Our goal in this note is to establish analogous inequalities (1.2)–(1.4) for a Grushin operator like ∂2x + 4x2∂2y . Recall that
the Hardy inequality for ∂2x + 4x2∂2y states that, for all f ∈ C∞0 (R2), there holds [5]
R2
|∇Lf |2dxdy ≥ 14

R2
f 2
ρ2
|∇Lρ|2dxdy (1.5)
and 14 is the best constant in (1.4), where ∇L = (∂x, 2x∂y) and
ρ := ρ(x, y) = (x4 + y2) 14 .
The Sobolev inequality on the Grushin plane reads that, for all f ∈ C∞0 (R2), there holds (see [6,7])
R2
|∇Lf |2dxdy ≥ π 23

R2
|f |6dxdy
 1
3
. (1.6)
The inequality above is sharp and the extremal is given by [(1+ x2)2+ y2]−1/4, up to a scaling and a vertical translation. For
simplicity, we also denote byΩ a bounded domain in the Grushin plan R2 with 0 ∈ Ω . To this end we have:
Theorem 1.1 (Brezis–Vázquez Improvement). There exists a constant C1 > 0 such that for all f ∈ C∞0 (Ω),
Ω
|∇Lf |2dxdy− 14

Ω
f 2
ρ2
|∇Lρ|2dxdy ≥ C1

Ω
|f |2dxdy. (1.7)
Theorem 1.2 (Vazquez–Zuazua Improvement). Let 1 ≤ q < 2. There exists a constant C2 > 0 such that for all f ∈ C∞0 (Ω),
Ω
|∇Lf |2dxdy− 14

Ω
f 2
ρ2
|∇Lρ|2dxdy ≥ C2

Ω
|∇Lf |qdxdy
 2
q
. (1.8)
Theorem 1.3 (Filippas–Tertikas Improvement). There exists a constant C3 > 0 such that for all f ∈ C∞0 (Ω),
Ω
|∇Lf |2dxdy− 14

Ω
f 2
ρ2
|∇Lρ|2dxdy ≥ C3

Ω
|f |6X4

ρ(x, y)
D

dxdy
 1
3
, (1.9)
where D > sup(x,y)∈Ω ρ(x, y).
We note the main tools for the proof of inequalities (1.2)–(1.4) are either symmetric rearrangement [1] or the spherical
harmonic decomposition [3,2]. However, to our knowledge, such rearrangement and decomposition do not exist for
the Grushin operator. In order to prove the Theorems 1.1–1.3, we decompose the function in another way and this
decomposition works (for details, see Section 3). This is the reason we can obtain inequalities (1.7)–(1.9).
We fail to compute the best constant in inequality (1.9). The main reason is that the extremal of inequality (1.6) is not
radial. So the method used in [4] does not work.
2. Notations and preliminaries
We begin by quoting some preliminary facts which will be needed in the sequel and refer to [6,5,8,7] for more precise
information about the Grushin operator. Recall that the Grushin operator is the operator defined on R2 = Rx × Ry by
∆L = ∂
2
∂x2
+ 4x2 ∂
2
∂y2
.
∆L is elliptic for x ≠ 0 and degenerates on the manifold {0} × Ry. This operator belongs to the wide class of subelliptic
operators studied by Franchi et al. in [8]. The operator∆L possesses a natural family of anisotropic dilations, namely
δλ(x, y) = (λx, λ2y), λ > 0.
One easily checks that∆L is homogeneous of degree twowith respect to {δλ}λ>0. The Jacobian of the dilations δλ is λQ , where
Q = 3 is the homogeneous dimension. For simplicity, we will write λ(x, y) to denote δλ(x, y). Denote by ∇L = (∂x, 2x∂y).
Then
∆L = ⟨∇L,∇L⟩
and ∇L is homogeneous of degree one with respect to {δλ}λ>0.
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The anisotropic dilation structure on R2 introduces homogeneous norm
ρ := ρ(x, y) = (x4 + y2) 14 .
A function f on R2 is said to be radial if f (x, y) =f (ρ). If f is radial, then (see [5])
|∇Lf | = |x|
ρ
|f ′(ρ)| (2.1)
and
∆Lf = |∇Lρ|2

f ′′ + 2
ρ
f ′

= |x|
2
ρ2

f ′′ + 2
ρ
f ′

. (2.2)
With the norm ρ, we can define the ball centered at origin with radius R
BR = {(x, y) ∈ R2 : ρ(x, y) < R}
and the unit sphereΣ = ∂B1 = {(x, y) ∈ R2 : ρ(x, y) = 1}. Given any (0, 0) ≠ ξ = (x, y) ∈ R2, set x∗ = xρ(x,y) , y∗ = yρ(x,y)2
and ξ ∗ = (x∗, y∗). The polar coordinates on R2 associated with ρ is the following (cf. [9, Proposition 1.15]):
R2
f (x, y)dxdy =
 ∞
0

Σ
f (λ(x∗, y∗))λ2dσdλ, f ∈ L1(R2).
Next we give a parametrization of the Grushin plane and refer to [5, p. 728] and [10, Theorem 5.12] for more information
about this parametrization. On [0,+∞)× (−∞,+∞), we set
x = ρ√sin θ, y = ρ2 cos θ, 0 ≤ θ ≤ π, 0 < ρ < +∞.
Then for all f ∈ L1([0,+∞)× (−∞,+∞)), +∞
0
 +∞
−∞
f (x, y)dxdy =
 +∞
0
 π
0
f (x(ρ, θ), y(ρ, θ))
√
sin θ
−1
ρ2dρdθ. (2.3)
On the other hand, it is easy to check that, for f ∈ C∞0 ([0,+∞)× (−∞,+∞)),
∂ f
∂ρ
= √sin θ ∂ f
∂x
+ 2ρ cos θ ∂ f
∂y
,
∂ f
∂θ
= ρ cos θ
2
√
sin θ
∂ f
∂x
− ρ2 sin θ ∂ f
∂y
,
sin θ
 ∂ f∂ρ
2 + 4ρ2
 ∂ f∂θ
2

=
∂ f∂x
2 + 4x2 ∂ f∂y
2 = |∇Lf |2.
Therefore, +∞
0
 +∞
−∞
|∇Lf |2dxdy =
 +∞
0
 π
0
 ∂ f∂ρ
2 + 4ρ2
 ∂ f∂θ
2
√
sin θρ2dρdθ. (2.4)
Similarly, on (−∞, 0] × (−∞,+∞), we set
x = −ρ√− sin θ, y = ρ2 cos θ, π ≤ θ ≤ 2π, 0 < ρ < +∞.
Then for all f ∈ L1((−∞, 0] × (−∞,+∞)), 0
−∞
 +∞
−∞
f (x, y)dxdy =
 +∞
0
 2π
π
f (x(ρ, θ), y(ρ, θ))
√− sin θ−1 ρ2dρdθ (2.5)
and for f ∈ C∞0 ((−∞, 0] × (−∞,+∞)), 0
−∞
 +∞
−∞
|∇Lf |2dxdy =
 +∞
0
 2π
π
 ∂ f∂ρ
2 + 4ρ2
 ∂ f∂θ
2
√− sin θρ2dρdθ. (2.6)
Combining (2.3)–(2.6) yields, for f ∈ C∞0 (R2),
R2
f (x, y)dxdy =
 +∞
0
 2π
0
f (x(ρ, θ), y(ρ, θ))
| sin θ |−1 ρ2dρdθ (2.7)
and 
R2
|∇Lf |2dxdy =
 +∞
0
 2π
0
 ∂ f∂ρ
2 + 4ρ2
 ∂ f∂θ
2
| sin θ |ρ2dρdθ. (2.8)
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Set, for γ > −1,
Aγ :=

Σ
|∇Lρ|γ dσ =

Σ
|x∗|γ dσ =
 2π
0
| sin θ | γ−12 dθ. (2.9)
Closely following [11, pp. 1572–1573], we have
Aγ = (3+ γ )
 1
0
ργ+2dρ

Σ
|x∗|γ dσ = (3+ γ )

Σ
 1
0
|ρx∗|γ ρ2dρdσ
= (3+ γ )

ρ<1
|x|γ dxdy = (3+ γ )

|y|<1

|x|<(1−|y|2) 14
|x|γ dxdy
= (3+ γ ) 2
1+ γ

|y|<1
(1− |y|2) γ+14 dy = 4(3+ γ )
1+ γ
 1
0
(1− y2) γ+14 dy
= 4(3+ γ )
1+ γ ·
1
2
 1
0
(1− t) γ+14 t− 12 dt
= 2(3+ γ )
1+ γ
Γ

γ+5
4

Γ (1/2)
Γ

γ+7
4
 = 2Γ

γ+1
4

Γ (1/2)
Γ

γ+3
4
 < +∞. (2.10)
3. The proofs
For every f ∈ C∞0 (R2), we decompose f into
f (x, y) = f1(ρ(x, y))+ f2(x, y),
where f1(ρ) is the integral mean of f over the unit sphereΣ with weight |∇Lρ|2, that is
f1(ρ) := 1
Σ
|∇Lρ|2dσ

Σ
f |∇Lρ|2dσ .
Then f1, f2 ∈ C∞0 (R2). Furthermore, this decomposition satisfies the following:
Lemma 3.1. Let f ∈ C∞0 (R2). There holds,
(1) for α < 3,
R2
|f |2
ρα
|∇Lρ|2dxdy =

R2
|f1|2
ρα
|∇Lρ|2dxdy+

R2
|f2|2
ρα
|∇Lρ|2dxdy;
(2)

R2 |∇Lf |2dxdy =

R2 |∇Lf1|2dxdy+

R2 |∇Lf2|2dxdy.
Proof. (1) Notice that
R2
|f2|2
ρα
|∇Lρ|2 =

R2
|f − f1|2
ρα
|∇Lρ|2
=

R2
|f |2
ρα
|∇Lρ|2 +

R2
|f1|2
ρα
|∇Lρ|2 − 2

R2
ff1
ρα
|∇Lρ|2.
Using polar coordinates, we have
R2
ff1
ρα
|∇Lρ|2 =
 +∞
0
f1(ρ)ρ2−α ·

Σ
f |∇Lρ|2dσ

dρ
=
 +∞
0
f1(ρ)ρ2−α · f1(ρ)

Σ
|∇Lρ|2dσdρ
=

R2
|f1|2
ρα
|∇Lρ|2dxdy.
Therefore
R2
|f2|2
ρα
|∇Lρ|2 =

R2
|f |2
ρα
|∇Lρ|2 +

R2
|f1|2
ρα
|∇Lρ|2 − 2

R2
ff1
ρα
|∇Lρ|2
=

R2
|f |2
ρα
|∇Lρ|2 −

R2
|f1|2
ρα
|∇Lρ|2.
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The desired result follows.
(2) The proof is similar to that of (1). Using (2.2), we have
R2
⟨∇Lf ,∇Lf1⟩ = −

R2
f∆Lf1 = −
 +∞
0

Σ
f |∇Lρ|2

f ′′1 +
2
ρ
f ′1

ρ2dσdρ
= −
 +∞
0

f ′′1 +
2
ρ
f ′1

ρ2 ·

Σ
f |∇Lρ|2dσ

dρ
= −
 +∞
0

f ′′1 +
2
ρ
f ′1

ρ2 · f1

Σ
|∇Lρ|2dσdρ
= −
 +∞
0

Σ
f1

f ′′1 +
2
ρ
f ′1

|∇Lρ|2ρ2dσdρ
= −

R2
f1∆Lf1 =

R2
|∇Lf1|2.
Therefore
R2
|∇Lf2|2 =

R2
|∇Lf −∇Lf1|2
=

R2
|∇Lf |2 +

R2
|∇Lf1|2 − 2

R2
⟨∇Lf ,∇Lf1⟩
=

R2
|∇Lf |2 −

R2
|∇Lf1|2.
The proof of Lemma 3.1 is now completed. 
Lemma 3.2. There exists a constant C > 0, such that
R2
|∇Lf2|2dxdy− 14

R2
|f2|2
ρ2
|∇Lρ|2dxdy ≥ C

R2
|∇Lf2|2dxdy.
Proof. Set
µ = inf
 2π
0 |u′(θ)|2
√| sin θ |dθ 2π
0 |u(θ)|2
√| sin θ |dθ : u ∈ C
1([0, 2π ]),
 2π
0
u(θ)
| sin θ |dθ = 0, u ≠ 0 .
Since
 2π
0 f2
√| sin θ |dθ = 
Σ
f2|∇Lρ|2dσ =

Σ
f |∇Lρ|2dσ − f1

Σ
|∇Lρ|2dσ = 0, we have, by (2.8),
R2
|∇Lf2|2dxdy =
 +∞
0
 2π
0
∂ f2∂ρ
2 + 4ρ2
∂ f2∂θ
2
| sin θ |ρ2dρdθ
≥
 +∞
0
 2π
0
∂ f2∂ρ
2 + 4µ|f2|2ρ2
| sin θ |ρ2dρdθ
=
 +∞
0
 2π
0
∂ f2∂ρ
2 ρ2 + 4µ|f2|2
| sin θ |dρdθ. (3.1)
On the other hand, +∞
0
 2π
0
∂ f2∂ρ
2 ρ2| sin θ |dρdθ − 14
 +∞
0
 2π
0
|f2|2
| sin θ |dρdθ
=
 2π
0
 +∞
0
∂ f2∂ρ
2 ρ2dρ − 14
 +∞
0
|f2|2dρ
| sin θ |dθ
=
 2π
0
 +∞
0
∂
√
ρf2

∂ρ

2
ρdρ
| sin θ |dθ ≥ 0. (3.2)
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Combining (3.1) and (3.2) yields
R2
|∇Lf2|2dxdy ≥

1
4
+ 4µ
 +∞
0
 2π
0
|f2|2
| sin θ |dρdθ
=

1
4
+ 4µ

R2
|f2|2
ρ2
|∇Lρ|2dxdy,
i.e. 
R2
|∇Lf2|2dxdy− 14

R2
|f2|2
ρ2
|∇Lρ|2dxdy ≥ 16µ1+ 16µ

R2
|∇Lf2|2dxdy.
To finish the proof, it is enough to show µ > 0. Let u ∈ C1([0, 2π ]) satisfying  2π0 u(θ)√| sin θ |dθ = 0. Then for each
φ ∈ [0, 2π ],
|u(φ)| =
u(φ)−
 2π
0 u(θ)
√| sin θ |dθ 2π
0
√| sin θ |dθ
 =

 2π
0 (u(φ)− u(θ))
√| sin θ |dθ 2π
0
√| sin θ |dθ

=

 2π
0
 φ
θ
u′(t)dt
√| sin θ |dθ 2π
0
√| sin θ |dθ
 ≤
 2π
0
 φθ u′(t)dt√| sin θ |dθ 2π
0
√| sin θ |dθ
≤
 2π
0
 2π
0 |u′(t)|dt
√| sin θ |dθ 2π
0
√| sin θ |dθ =
 2π
0
|u′(t)|dt
≤
 2π
0
|u′(t)|2| sin t|dt 12 ·  2π
0
| sin t|−1 dt 12 .
Therefore, 2π
0
|u(φ)|2| sinφ|dφ ≤  2π0 |u′(t)|2√| sin t|dt ·  2π0 dt√| sin t| ·  2π0 √| sinφ|dφ.
We obtain, by (2.9) and (2.10),
µ ≥ 1 2π
0
dt√| sin t| ·
 2π
0
√| sinφ|dφ =
1
A0A1
> 0.
The desired result follows. 
Proof of Theorem 1.1. Without loss of generality, we assume Ω = BR for some R > 0. In fact, if Ω is a bounded domain,
thenΩ ⊂ BR with R = sup(x,y)∈Ω ρ(x, y). If Theorem 1.1 is true for any u ∈ C∞0 (BR), then it is also true for any u ∈ C∞0 (Ω).
Since f1 is radial,
BR
|∇Lf1|2dxdy− 14

BR
f 21
ρ2
|∇Lρ|2dxdy = A2
 R
0 |f ′1|2ρ2dρ − 14
 R
0 |f1|2dρ

,
where A2 is defined in (2.9). Following [1], we have, for some C > 0, R
0
|f ′1|2ρ2dρ −
1
4
 R
0
|f1|2dρ =
 R
0
√
ρf1
′
ρdρ ≥ C
 R
0
|f1|2ρ2dρ.
Therefore,
BR
|∇Lf1|2dxdy− 14

BR
f 21
ρ2
|∇Lρ|2dxdy ≥ CA2
 R
0
|f1|2ρ2dρ = CA2A0

BR
|f1|2dxdy,
where A0 is defined in (2.9). On the other hand, by Lemma 3.2,
BR
|∇Lf2|2dxdy− 14

BR
|f2|2
ρ2
|∇Lρ|2dxdy ≥ C

BR
|∇Lf2|2dxdy ≥ C4R2

BR
|f2|2dxdy.
To get the last inequality above, we use the Poincaré inequality (see [5, Theorem 3.7])
BR
|∇Lf2|2dxdy ≥ 14R2

BR
|f2|2dxdy.
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It then follows from Lemma 3.1, for some C, C ′ > 0,
BR
|∇Lf |2dxdy− 14

BR
f 2
ρ2
|∇Lρ|2dxdy =

BR
|∇Lf1|2dxdy− 14

BR
f 21
ρ2
|∇Lρ|2dxdy
+

BR
|∇Lf2|2dxdy− 14

BR
f 22
ρ2
|∇Lρ|2dxdy
≥ C

BR
|f1|2dxdy+ C

BR
|f2|2dxdy ≥ C ′

BR
|f |2dxdy.
This completes the proof of Theorem 1.1. 
Proof of Theorem 1.2. The proof is similar to that of Theorem 1.1. Without loss of generality, we may also assumeΩ = BR.
Since f1 is radial,
BR
|∇Lf1|2dxdy− 14

BR
f 21
ρ2
|∇Lρ|2dxdy = A2
 R
0
|f ′1|2ρ2dρ −
1
4
 R
0
|f1|2dρ

≥ C
 R
0
|f ′1|qρ2dρ
 2
q
= C
A
1
q
q

BR
|∇Lf1|qdxdy
 2
q
, (3.3)
where Aq is defined in (2.9). On the other hand, by Lemma 3.2,
BR
|∇Lf2|2dxdy− 14

BR
|f2|2
ρ2
|∇Lρ|2dxdy ≥ C

BR
|∇Lf2|2dxdy ≥ C
|BR|
2−q
q

BR
|∇Lf2|qdxdy
 2
q
, (3.4)
where |BR| is the volume of BR. To get the last inequality above, we use the Hölder inequality:
BR
|∇Lf2|qdxdy ≤

BR
|∇Lf2|2dxdy
 q
2 ·

BR
dxdy
 2−q
2
= |BR| 2−q2

BR
|∇Lf2|2dxdy
 q
2
.
It remains to combine (3.3) and (3.4) and the desired result follows. 
Proof of Theorem 1.3. The proof is similar to that of Theorems 1.1 and 1.2. As in the proof of Theorems 1.1 and 1.2, we
can consider only the case Ω = BR. Using the polar coordinates, one can easily check that Theorem 1.3 is true for radial
functions. On the other hand, by Lemma 3.2, for some C, C ′ > 0,
BR
|∇Lf2|2dxdy− 14

BR
|f2|2
ρ2
|∇Lρ|2dxdy ≥ C

BR
|∇Lf2|2dxdy
≥ Cπ 23

BR
|f2|6dxdy
 1
3 ≥ C ′

BR
|f2|6X4
ρ
D

dxdy
 1
3
.
To get the last inequality above, we use the fact that X4( ρD ) is bounded.
Therefore,
BR
|∇Lf |2dxdy− 14

BR
f 2
ρ2
|∇Lρ|2dxdy =

BR
|∇Lf1|2dxdy− 14

BR
f 21
ρ2
|∇Lρ|2dxdy
+

BR
|∇Lf2|2dxdy− 14

BR
f 22
ρ2
|∇Lρ|2dxdy
≥ C ′

BR
|f1|6X4
ρ
D

dxdy
 1
3 + C ′

BR
|f2|6X4
ρ
D

dxdy
 1
3
≥ C ′′

BR
|f |6X4
ρ
D

dxdy
 1
3
.
The proof of Theorem 1.3 is now completed. 
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