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Non-convex optimization often plays an important role in many machine learning
problems. Study the existing algorithms that aim to solve the non-convex optimiza-
tion problems can help us understand the optimization problem itself and may shed
light on developing more effective algorithms or methods. In this thesis, we study
two popular non-convex optimization problems along with two popular algorithms.
The first pair is maximum likelihood estimation with expectation maximization
algorithm. Expectation Maximization (EM) is among the most popular algorithms
for estimating parameters of statistical models. However, EM, which is an iterative
algorithm based on the maximum likelihood principle, is generally only guaranteed
to find stationary points of the likelihood objective, and these points may be far from
any maximizer. We address this disconnect between the statistical principles behind
EM and its algorithmic properties. Specifically, we provide a global analysis of EM
for specific models in which the observations comprise an i.i.d. sample from a mixture
of two Gaussians. This is achieved by (i) studying the sequence of parameters from
idealized execution of EM in the infinite sample limit, and fully characterizing the
limit points of the sequence in terms of the initial parameters; and then (ii) based on
this convergence analysis, establishing statistical consistency (or lack thereof) for the
actual sequence of parameters produced by EM.
The second pair is phase retrieval problem with approximate message passing al-
gorithm. Specifically, we consider an `2-regularized non-convex optimization problem
for recovering signals from their noisy phaseless observations. We design and study
the performance of a message passing algorithm that aims to solve this optimization
problem. We consider the asymptotic setting m,n→∞, m/n→ δ and obtain sharp
performance bounds, where m is the number of measurements and n is the signal
dimension. We show that for complex signals the algorithm can perform accurate
recovery with only m = 64
pi2
− 4 ≈ 2.5n measurements. The sharp analyses in this
paper enable us to compare the performance of our method with other phase recovery
schemes.
Finally, the convergence analysis of the iterative algorithms are done by a geomet-
ric approach to dynamical systems. By analyzing the movements from iteration to
iteration, we provide a general tool that can show global convergence for many two
dimensional dynamical systems. We hope this can shed light on convergence analysis
for general dynamical systems.
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Optimization often plays an important role in many machine learning problems, from
the simplest linear regression model to more complicated deep learning models. De-
pends on the objective function, the optimization problems are divided into two cat-
egories: convex and non-convex optimization. Comparing to convex optimization, a
non-convex optimization can capture the learning and prediction problems more ac-
curately, but in general, such optimization could be NP-hard to solve. To address the
intractability issue, a common approach, known as convex relaxation, is to transform
the non-convex objective to a convex one and mainly focus one the later convex opti-
mization problem. Although this approach is often convenient in derivation, it loses
the immense modeling power given by the non-convex optimization. Hence, another
approach, perhaps a more appropriate one, is to analyze the non-convex problems
directly. Further, despite of the possibility of spurious local optima, simple iterative
methods such as gradient descent have been remarkably successful to solve non-convex
optimizations in practice [Jain and Kar, 2017; Chi et al., 2018]. However, the theoret-
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ical footings for the good practical performance, in contrast, had been largely lacking
until recently [Candès and Recht, 2009; Davenport and Romberg, 2016; Chen and
Chi, 2018; Shechtman et al., 2015]. They demonstrated that global optimal can be
found in some non-convex problems that arise in natural settings such as matrix com-
pletion and phase retrieval. Their success encourage us to analyze more complicated
non-convex problems in machine learning and signal processing. More specifically, the
goal is to answer the following questions for a given non-convex optimization problem
Q.1 Are all local optima are global optima?
Q.2 If local optimum exists, when a common iterative algorithm (e.g. gradient
decent) can find the global optimum? What initialization or regularization is
required for the algorithm to find the global optimum?
The answers to these questions can provide us a deeper understanding of the non-
convex optimizations that appear in practice and may shed light on developing more
effective algorithms or methods to solve these problems. The problems we consider
in this thesis are mainly based on two areas: maximum likelihood estimation and low
rank matrix estimation. The related work in these areas as well as other interesting
areas are presented in the following subsections.
1.2 Maximum Likelihood Estimation
Since Fisher’s 1922 paper Fisher [1922], maximum likelihood estimators (MLE) have
become one of the most popular tools in many areas of science and engineering.
The asymptotic consistency and optimality of MLEs have provided users with the
confidence that, at least in some sense, there is no better way to estimate parameters
for many standard statistical models. Despite its appealing properties, computing
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the MLE is often intractable. Indeed, this is the case for many latent variable models
{f(Y , z;θ)}, where the latent variables z are not observed. For each setting of the




f(Y , z;θ) .
It is this marginalization over latent variables that typically causes the computational
difficulty. Furthermore, many algorithms based on the MLE principle are only known
to find stationary points of the likelihood objective (e.g., local maxima), and these
points are not necessarily the MLE.
Among the algorithms mentioned above, Expectation Maximization (EM) has
attracted more attention for the simplicity of its iterations, and its good performance
in practice [Dempster et al., 1977; Redner and Walker, 1984]. EM is an iterative
algorithm for climbing the likelihood objective starting from an initial setting of the
parameters θˆ
〈0〉
. In iteration t, EM performs the following steps:
E-step: Qˆ(θ | θˆ〈t〉) ,
∑
z
f(z | Y ; θˆ〈t〉) log f(Y , z;θ) , (1.1)
M-step: θˆ
〈t+1〉 , arg max
θ
Qˆ(θ | θˆ〈t〉) , (1.2)
In many applications, each step is intuitive and can be performed very efficiently.
Despite the popularity of EM, as well as the numerous theoretical studies of its
behavior, many important questions about its performance—such as its convergence
rate and accuracy—have remained unanswered. In Chapter 2, we address these ques-
tions for some specific Gaussian mixture models in which the observation Y is an
i.i.d. sample from a mixture of Gaussians.
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1.2.1 Background
The EM algorithm was formally introduced by Dempster et al. [1977] as a general
iterative method for computing parameter estimates from incomplete data. Although
EM is billed as a procedure for maximum likelihood estimation, it is known that with
certain initializations, the final parameters returned by EM may be far from the
MLE, both in parameter distance and in log-likelihood value [Wu, 1983]. Several
works characterize local convergence of EM to stationary points of the log-likelihood
objective under certain regularity conditions [Wu, 1983; Tseng, 2004; Chrétien and
Hero, 2008]. However, these analyses do not distinguish between global maximizers
and other stationary points (except, e.g., when the likelihood function is unimodal).
Thus, as an optimization algorithm for maximizing the log-likelihood objective, the
“worst-case” performance of EM is somewhat discouraging.
For a more optimistic perspective on EM, one may consider a “best-case” analy-
sis, where (i) the data are an iid sample from a distribution in the given model, (ii)
the sample size is sufficiently large, and (iii) the starting point for EM is sufficiently
close to the parameters of the data generating distribution. Conditions (i) and (ii)
are ubiquitous in (asymptotic) statistical analyses, and (iii) is a generous assumption
that may be satisfied in certain cases. Redner and Walker [1984] show that in such a
favorable scenario, EM converges to the MLE almost surely for a broad class of mix-
ture models. Moreover, recent work of Balakrishnan et al. [2017] gives non-asymptotic
convergence guarantees in certain models; importantly, these results permit one to
quantify the accuracy of a pilot estimator required to effectively initialize EM. Thus,
EM may be used in a tractable two-stage estimation procedures given a first-stage
pilot estimator that can be efficiently computed.
Indeed, for the special case of Gaussian mixtures, researchers in theoretical com-
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puter science and machine learning have developed efficient algorithms that deliver
the highly accurate parameter estimates under appropriate conditions. Several of
these algorithms, starting with that of Dasgupta [1999], assume that the means of
the mixture components are well-separated—roughly at distance either dα or kβ for
some α, β > 0 for a mixture of k Gaussians in Rd [Dasgupta, 1999; Arora and Kannan,
2005; Dasgupta and Schulman, 2007; Vempala and Wang, 2004; Kannan et al., 2008;
Achlioptas and McSherry, 2005; Chaudhuri and Rao, 2008; Brubaker and Vempala,
2008; Chaudhuri et al., 2009b]. More recent work employs the method-of-moments,
which permit the means of the mixture components to be arbitrarily close, provided
that the sample size is sufficiently large [Kalai et al., 2010; Belkin and Sinha, 2010;
Moitra and Valiant, 2010; Hsu and Kakade, 2013; Hardt and Price, 2015]. In particu-
lar, Hardt and Price [2015] characterize the information-theoretic limits of parameter
estimation for mixtures of two Gaussians, and that they are achieved by a variant of
the original method-of-moments of Pearson [1894].
Most relevant to this thesis are works that specifically analyze EM (or variants
thereof) for Gaussian mixture models, especially when the mixture components are
well-separated. Xu and Jordan [1996] show favorable convergence properties (akin to
super-linear convergence near the MLE) for well-separated mixtures. In a related but
different vein, Dasgupta and Schulman [2007] analyze a variant of EM with a particu-
lar initialization scheme, and proves fast convergence to the true parameters, again for
well-separated mixtures in high-dimensions. For mixtures of two Gaussians, it is pos-
sible to exploit symmetries to get sharper analyses. Indeed, Chaudhuri et al. [2009a]
uses these symmetries to prove that a variant of Lloyd’s algorithm [MacQueen, 1967;
Lloyd, 1982] (which may be regarded as a hard-assignment version of EM) very quickly
converges to the subspace spanned by the two mixture component means, without
any separation assumption. Lastly, let us consider a specific case where the observa-
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tion Y is an i.i.d. sample from the mixture distribution 0.5N(−θ?,Σ) + 0.5N(θ?,Σ),
Σ is a known covariance matrix in Rd, and θ? is the unknown parameter of interest.
Balakrishnan et al. [2017]; Daskalakis et al. [2017] proves linear convergence of EM
for this specific case.
1.3 Phase Retrieval








∣∣∣∣+ wa, a = 1, 2, . . . ,m, (1.3)
where x?i is the ith component of x? and wa ∼ CN (0, σ2w) a Gaussian noise. The
recent surge of interest has led to a better understanding of the theoretical aspects of
this problem [Candès et al., 2013; Netrapalli et al., 2013; Eldar and Mendelson, 2014;
Candès et al., 2015; Chen and Candès, 2017; Wang et al., 2016; Zhang and Liang,
2016; Goldstein and Studer, 2016; Bahmani and Romberg, 2016; Cai et al., 2016; Sun
et al., 2016; Soltanolkotabi, 2017; Duchi and Ruan, 2017; Lu and Li, 2017; Davis et
al., 2017; Soltanolkotabi, 2017; Tan and Vershynin, 2017; Jeong and Güntürk, 2017;
Zeng and So, 2017; Mondelli and Montanari, 2017; Dhifallah and Lu, 2017; Dhifallah
et al., 2017; Abbasi et al., 2017; Qu et al., 2017]. Thanks to such research we now
have access to several algorithms, inspired by different ideas, that are theoretically
guaranteed to recover x? exactly in the noiseless setting. Despite all this progress,
there is still a gap between the theoretical understanding of the recovery algorithms
and what practitioners would like to know. For instance, for many algorithms, in-
cluding Wirtinger flow [Candès et al., 2015; Chen and Candès, 2017] and amplitude
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flow [Wang et al., 2016; Zhang and Liang, 2016], the exact recovery is guaranteed
with either cn log n or cn measurements, where c is often a fixed but large constant
that does not depend on n. In both cases, it is often claimed that the large value of
c or the existence of log n is an artifact of the proving technique and the algorithm
is expected to work with cn for a reasonably small value of c. Such claims have left
many users wondering which algorithm should we use? Since the theoretical analyses
are not sharp, they do not shed any light on the relative performance of different
algorithms. Researchers have developed certain intuition based on a combination of
theoretical and empirical results, to give heuristic answers to these questions. How-
ever, as demonstrated in a series of papers in the context of compressed sensing, such
folklores are sometimes inaccurate [Zheng et al., 2017]. In the light of this, we would
like to further ask the following questions despite that we already have some answers
to the question Q2 we have raised above.
Q.3 How does the constant δ affect the landscape of the optimization and the dy-
namics of the algorithm?
Q.4 Can we determine the constant δ for an algorithm?
Q.5 What is the impact of initialization schemes, such as spectral initialization?
To address these questions, several researchers have adopted the asymptotic frame-
workm,n→∞,m/n→ δ, and provided sharp analyses for the performance of several
algorithms [Dhifallah and Lu, 2017; Dhifallah et al., 2017; Abbasi et al., 2017]. This
line of work studies recovery algorithms that are based on convex optimization. In
this thesis, we adopt the same asymptotic framework and study the following popu-
lar non-convex problem, known as amplitude-based optimization [Zhang and Liang,
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(ya − |(Ax)a|)2 + µk
2
‖x‖22. (1.4)
where (Ax)a denotes the a-th entry of Ax. Note that compared to the optimization
problem discussed in Zhang and Liang [2016]; Wang et al. [2016], Equation (1.4)
has an extra `2-regularizer. Regularization is known to reduce the variance of an
estimator and hence is expected to be useful when w 6= 0. However, as we will try to
clarify later in Chapter 3, since the loss function
∑m
a=1 (ya − |(Ax)a|)2 is non-convex,
regularization can help the iterative algorithm that aims to solve Equation (1.4) even
in the noiseless settings.
Since Equation (1.4) is a non-convex problem, the algorithm to solve it matters.
In this paper, we study a message passing algorithm that aims to solve Equation
(1.4). As a result of our studies we
1. present sharp characterization of the mean square error (even the constants are
sharp) in both noiseless and noisy settings.
2. present a quantitative characterization of the gain initialization and regulariza-
tion can offer to our algorithms.
Furthermore, the sharpness of our results enables us to present a quantitative and
accurate comparison with convex optimization based recovery algorithms [Dhifallah
and Lu, 2017; Dhifallah et al., 2017; Abbasi et al., 2017]. We will formally introduce
our message passing algorithm and state our main results in Chapter 3.
CHAPTER 1. INTRODUCTION AND BACKGROUND 9
1.3.1 Background
1.3.1.1 Existing theoretical work
Early theoretical results on phase retrieval, such as PhaseLift [Candès et al., 2013]
and PhaseCut [Waldspurger et al., 2015], are based on semidefinite relaxations. For
random Gaussian measurements, a variant of PhaseLift can recover the signal exactly
(up to global phase) in the noiseless setting using O(n) measurements [Candès and Li,
2014]. However, PhaseLift (or PhaseCut) involves solving a semidefinite programming
(SDP) and is computationally prohibitive for large-scale applications. A different
convex optimization approach for phase retrieval, which has the same O(n) sample
complexity, was independently proposed in Goldstein and Studer [2016] and Bahmani
and Romberg [2016]. This method is formulated in the natural signal space and does
not involve lifting, and is therefore computationally more attractive than SDP-based
counterparts. However, both methods require an anchor vector that has non-zero
correlation with the true signal, and the quality of the recovery highly depends on
the quality of the anchor.
Apart from convex relaxation approaches, non-convex optimization approaches
attract considerable recent interests. These algorithms typically consist of a care-
fully designed initialization step (usually accomplished via a spectral method [Netra-
palli et al., 2013]) followed by iterations that refine the estimate. An early work in
this direction is the alternating minimization algorithm proposed in Netrapalli et al.
[2013], which has sub-optimal sample complexity. Another line of work includes the
Wirtinger flow algorithm [Candès et al., 2015; Ma et al., 2017], truncated Wirtinger
flow algorithm [Chen and Candès, 2017], and other variants[Cai et al., 2016; Zhang
and Liang, 2016; Wang et al., 2016; Soltanolkotabi, 2017]. Other approaches include
Kaczmarz method [Wei, 2015; Chi and Lu, 2016; Tan and Vershynin, 2017; Jeong
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and Güntürk, 2017], trust region method [Sun et al., 2016], coordinate decent [Zeng
and So, 2017], prox-linear algorithm [Duchi and Ruan, 2017] and Polyak subgradient
method [Davis et al., 2017].
All the above theoretical results guarantee successful recovery with m = δn mea-
surements (or more) where δ is a fixed often large constant. However, such theories
are not capable of providing fair comparison among different algorithms. To resolve
this issue researchers have started studying the performance of different algorithms
under the asymptotic setting m/n → δ and n → ∞. An interesting iterative pro-
jection method was proposed inLi et al. [2015], whose dynamics can be characterized
exactly under this asymptotic setting. However, Li et al. [2015] does not analyze the
number of measurements required for this algorithm to work. The work in Lu and
Li [2017] provides sharp characterization of the spectral initialization step (which
is a key ingredient to many of the above algorithms). The analysis in Lu and Li
[2017] reveals a phase transition phenomenon: spectral method produces an estimate
not orthogonal to the signal if and only if δ is larger than a threshold (called “weak
threshold” in Mondelli and Montanari [2017]). Later, Mondelli and Montanari [2017]
derived the information-theoretically optimal weak threshold (which is 0.5 for the
real-valued model and 1 for the complex-valued model) and proved that the optimal
weak threshold can be achieved by an optimally-tuned spectral method. Using the
non-rigorous replica method from statistical physics, Dhifallah and Lu [2017] ana-
lyzes the exact threshold of δ (for the real-value setting) above which the PhaseMax
method in Goldstein and Studer [2016] and Bahmani and Romberg [2016] achieves
perfect recovery. The analysis in Dhifallah and Lu [2017] shows that the performance
of PhaseMax highly depends on initialization (see Fig. 1 of Dhifallah and Lu [2017]),
and the required δ is lower bounded by 2 for real-valued models. On the other hand,
we will show that AMP.A proposed in this paper achieves perfect recovery for δ > 1.5
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under the same setting. The analysis in Dhifallah and Lu [2017] was later rigorously
proved in Dhifallah et al. [2017] via the Gaussian min-max framework [Thrampoulidis
et al., 2016, 2015], and a new algorithm called PhaseLamp was proposed. The Phase-
Lamp method has superior recovery performance over PhaseMax, but again it does
not work when δ < 2 for real-valued models. Further, Dhifallah and Lu [2017]; Dhi-
fallah et al. [2017] focus on the noiseless scenario, while in this paper we also analyze
the noise sensitivity of AMP.A. Finally, a recent paper Abbasi et al. [2017] derived
an upper bound of δ such that PhaseLift achieves perfect recovery. The exact value
of this upper bound can be derived by solving a three-variable convex optimization
problem and empirically Abbasi et al. [2017] shows that δ ≈ 3 for real-valued models.
1.3.1.2 Existing work based on AMP
Our work in this paper is based on the approximate message passing (AMP) frame-
work [Donoho et al., 2009; Bayati and Montanari, 2011], in particular the generalized
approximate message passing (GAMP) algorithm developed and analyzed in Rangan
[2011]; Javanmard and Montanari [2013]. A key property of AMP (including GAMP)
is that its asymptotic behavior can be characterized exactly via the state evolution
platform [Donoho et al., 2009; Bayati and Montanari, 2011; Rangan, 2011; Javanmard
and Montanari, 2013].
For phase retrieval, a Bayesian GAMP algorithm has been proposed in Schniter
and Rangan [2015]. However, Schniter and Rangan [2015] did not provide rigorous
performance analysis, partly due to the heuristic treatments used in the algorithm
(such as damping and restart). Another work related to ours is the recent paper
Barbier et al. [2017], which analyzed the phase transitions of the Bayesian GAMP
algorithms for a class of nonlinear acquisition models. For the phase retrieval prob-
lem, a phase transition diagram was shown in Barbier et al. [2017, Fig. 1] under a
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Bernoulli-Gaussian signal prior. The numerical results in Barbier et al. [2017] in-
deed achieve state-of-the-art reconstruction results for real-valued models. However,
Barbier et al. [2017] did not provide the analysis of their results and in particular
did not mention how they handle a difficulty related to initialization. Further, the
algorithm in Barbier et al. [2017] is based on the Bayesian framework which assumes
that the signal and the measurements are generated according to some known distri-
butions. Contrary to Schniter and Rangan [2015] and Barbier et al. [2017], this paper
considers a version of GAMP derived from solving the popular optimization prob-
lem Equation (1.4). We provide rigorous performance analysis of our algorithm for
both real and complex-valued models. Note that the advantages and disadvantages
of Bayesian and optimization-based techniques have been a long debate in the field
of Statistics. Hence, we do not repeat those debates here. Given our experience in
the fields of compressed sensing and phase retrieval, it seems that the performance of
Bayesian algorithms are more sensitive to their assumptions than the optimization-
based schemes. Furthermore, performance analyses of Bayesian algorithms are often
very challenging under “non-ideal” situations which the algorithms are not designed
for.
Here, we emphasize another advantage of our approach. Given the fact that
the most popular schemes in practice are iterative algorithms derived for solving non-
convex optimization problems, the detailed analyses of AMP.A presented in our paper
may also shed light on the performance of these algorithms and suggest new ideas to
improve their performances.
1.3.1.3 Fundamental limits
It the literature of phase retrieval, it is well known that to make the signal-to-
observation mapping injective one needs at least m = 4n measurements [Bandeira
CHAPTER 1. INTRODUCTION AND BACKGROUND 13
et al., 2014] (or m = 2n [Balan et al., 2006] in the case of real-valued models). On the
other hand, the measurement thresholds obtained in this paper are δ = 64
pi2
− 4 ≈ 2.5
for complex-valued signal and δ = pi2
4
− 1 ≈ 1.5 for real-valued signal respectively. In
fact, our algorithm can in principal recover the signal when δ > 2 and δ > 1 + 4
pi2
(or
δ > 1 if continuation is not applied) for complex and real-valued models, provided
that the algorithm is initialized close enough to the signal (though no known ini-
tialization strategy can accomplish this goal). Hence, our threshold are even smaller
than the injectivity bounds. We emphasize that this is possible since the injectivity
bounds derived in Balan et al. [2006]; Bandeira et al. [2014] are defined for all x?
(which can depend on A in the worst case scenario). This is different from our as-
sumption that x? is independent of A, which is more relevant in applications where
one has some freedom to randomize the sampling mechanism. In fact, several papers
have observed that their algorithm can operate at the injectivity thresholds δ = 2 for
real-valued models [Wang et al., 2016; Duchi and Ruan, 2017]. These two different
notions of thresholds were discussed in Jalali and Maleki [2016]. In the context of
phase retrieval, the reader is referred to the recent paper Bakhshizadeh et al. [2017],
which showed that by solving a compression-based optimization problem, the required
number of observations for recovery is essentially the information dimension of the
signal (see Bakhshizadeh et al. [2017] for the precise definition). For instance, if the
signal is k-sparse and complex-valued, then 2k measurements suffice.
1.4 Dynamical System
A dynamical system is a system in which a function describes the time dependence
of a point in a geometrical space. In general, the time dependence can be defined on
real line, yet in this thesis, we focus on the case when it is restricted on non-nagative
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integers. Formally, we focus on the following dynamical system {η〈t〉 ∈ Rd}t≥0 defined
by a continuous update rule f : Rd 7→ Rd, i.e.,
η〈t+1〉 = f(η〈t〉).
By definition, many iterative algorithms are also dynamical systems, and therefore
studying the convergence of the algorithms is equivalent to study the trajectories
of η〈t〉 for the dynamical systems. It is easy to show that when η〈t〉 converges, the
converging point should be one of the solutions to the equation f(η) = η which
are referred as the fixed points of this dynamical system. However, except for some
special cases such as linear dynamical systems, it is hard in general to show whether
η〈t〉 converges, and if so which fixed point η〈t〉 converges to when there are more than
one fixed point. A standard approach to prove the convergence of η〈t〉 to a fixed point
η? is to establish the following inequality for some constants ρ ∈ (0, 1):
‖f(η)− η?‖22 ≤ ρ ‖η − η?‖22 . (1.5)
In Section 2.4, we will prove Equation (1.5) for a class of one dimensional dynamical
systems. However for many cases, Equation (1.5) only holds in a small neighborhood
around η? and the trajectories become unclear for initializations outside the neigh-
borhood. A general approach is to replace the `2 distance in Equation (1.5) with any
continuous non-negative function M with the property that η? is the unique solution
to M(η) = 0. Yet, finding such function M remains a big challenge. In this thesis,
we propose a geometric approach to construct the function M for a class of two di-
mensional dynamical systems, and prove convergence of η〈t〉 to the desired fixed point
η?.
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Before we proceed to the main results and their proofs in the next chapters, let
us specify the following important concept of stable fixed points.
Definition 1. Let η? be a fixed point of an one-dimensional dynamical system defined
by the update rule f : R 7→ R. We say η? is a stable fixed point if there exists  > 0
such that either
η〈t〉 → η?, ∀η〈0〉 ∈ (η? − , η?)
or
η〈t〉 → η?, ∀η〈0〉 ∈ (η?, η? + )
holds.
In other words, a fixed point is considered not stable if a small perturbation will
let the trajectory avoid the fixed point. There are other notions that discuss the
stability of a fixed point and this concept can be extended to multi-dimension and.
We focus on our definition in one dimension because of two reasons. First, in many
cases, verifying a stable fixed point is relatively easy in one dimension. The following
cases are such examples,
(i) There exists  > 0 such that η? ≥ f(η) > η for all η ∈ (η? − , η?) or η? ≤
f(η) < η for all η ∈ (η?, η? + ). Then the fixed point η? is stable.
(ii) There exists  > 0 such that f(η) < η for all η ∈ (η? − , η?) and f(η) > η for
all η ∈ (η?, η? + ). Then the fixed point η? is not stable.
(iii) The function f is Lipchitz in a neighborhood around η? with Lipchitz constant
strictly smaller than 1.
The proof for the last two examples are straightforward since they directly imply
whether Equation (1.5) holds or not. To prove the first example, note that {η〈t〉} is a
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monotonic sequence in either (η? − , η?) or (η?, η? + ), and therefore η〈t〉 converges.
Since η? is the only fixed point in (η? − , η?] or [η?, η? + ), η〈t〉 should converge to
η?.
Secondly, we can exploit the relation between stable fixed points and the inequality
f(η) ≷ η in one dimension. Example (i) above shows when the inequality can imply
stable fixed points. On the other hand, suppose ηl < ηr are the only two fixed points
in [ηl, ηr] and f is monotonic on [ηl, ηr], then we have
• If ηl is not a stable fixed point, then f(η) > η for all η ∈ (ηl, ηr).
• If ηr is not a stable fixed point, then f(η) < η for all η ∈ (ηl, ηr).
The above claims can be proved by simple contradiction arguments. Note that in-
equality f(η) ≷ η implies the direction of the movement from η〈t〉 to η〈t+1〉. When η〈t〉
is multi-dimensional vector, we combine the directions of the movement in all axes
and deduct the trajectory of η〈t〉. See our proofs for more details.
1.5 Notations
Since maximum likelihood estimation for GMM and phase retrieval are two separate
non-convex optimization problems, we will use two separate sets of notations for each
problem with details in Chapter 2 and 3 respectively. Here we only summarize the
common notations for complex number, vectors and matrices.
a¯ denotes the conjugate of a complex number a. ∠a denotes the phase of a. We
use bold lower-case and upper case letters for vectors and matrices respectively. For
a matrix A, AT and AH denote the transpose of a matrix and its Hermitian respec-
tively. Throughout the thesis, we also use the following two notations: 1 ∆= [1, . . . , 1]T
and 0 ∆= [0, . . . , 0]T. φ(x) and Φ(x) are used for the probability density function and
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cumulative distribution function of the standard Gaussian random variable. A ran-
dom variable a said to be circularly-symmetric Gaussian, denoted as a ∼ CN (0, σ2),
if a = aR + iaI and aR and aI are two independent real Gaussian random variables
with mean zero and variance σ2/2. Finally, we define 〈a, b〉 ∆= ∑i=1 a¯ibi for a, b ∈ Cd
or 〈a, b〉 ∆= ∑i=1 aibi for a, b ∈ Rd.





In this chapter, we study the Expectation Maximization algorithm in the context
of some simple yet popular and well-studied Gaussian mixture models specifically
mixtures of two Gaussians. We want to address the questions about the performance
such as the convergence rate and accuracy of the algorithm. Towards this goal,
we study an idealized execution of EM in the large sample limit, where the E-step
is modified to be computed over an infinitely large i.i.d. sample from a Gaussian
mixture distribution in the model. In effect, in the formula for Qˆ(θ | θˆ〈t〉), we replace
the observed data Y with a random variable Y ∼ f(y;θ?) for some Gaussian mixture
parameters θ? and then take its expectation. The resulting E- and M-steps in iteration
t are
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E-step: Q(θ | θ〈t〉) , EY
[∑
z
f(z | Y ;θ〈t〉) log f(Y , z;θ)
]
, (2.1)
M-step: θ〈t+1〉 , arg max
θ
Q(θ | θ〈t〉) . (2.2)
This sequence of parameters (θ〈t〉)t≥0 is fully determined by the initial setting θ〈0〉.
We refer to this idealization as Population EM. (To avoid confusion, we refer the
original EM algorithm run with a finite sample as Sample-based EM.) Not only does
Population EM shed light on the dynamics of EM in the large sample limit, but it
can also reveal some of the fundamental limitations of EM. Indeed, if Population
EM cannot provide an accurate estimate for the parameters θ?, then intuitively, one
would not expect the EM algorithm with a finite sample size to do so either.
The structure of this chapter is the following: we first introduce our models in
Section 2.1. Then, we present results based on Population EM and Sample-based EM
in Section 2.2 and Section 2.3 respectively. Next, we present proofs for these results in
Section 2.4 and Section 2.5 respectively. Finally we present some interesting auxiliary
results in Section 2.6.
Notation: Let φd(µ,Σ) be the pdf for the general Gaussian distribution with
mean µ and covariance Σ. We use φ(x) be the pdf of the standard normal distribution
N (0, 1). We use Φ(x) be the CDF of the standard normal distribution N (0, 1).
Throughout, we denote the Euclidean norm by ‖ · ‖, and the signum function by
sgn(·) (where sgn(0) = 0, sgn(z) = 1 if z > 0, and sgn(z) = −1 if z < 0). Finally, we
use Population EM# as a short hand for the Population EM iterates with Model #.
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2.1 Models
In this section, we introduce the specific models we study in this chapter, along with
the corresponding Sample-based EM and Population EM updates.
Model 1. The observation Y is an i.i.d. sample from the mixture distribution
0.5N (−θ?,Σ) + 0.5N (θ?,Σ); Σ is a known covariance matrix in Rd, and θ? is the
unknown parameter of interest.















where y1, . . . ,yn are the independent draws that comprise Y ,
wd(y,θ) ,
φd(y − θ,Σ)
φd(y − θ,Σ) + φd(y + θ,Σ) .
2. Population EM iteratively updates its estimate according to the following equa-
tion:
θ〈t+1〉 = Ey∼f?1 (2wd(y,θ
〈t〉)− 1)y, (2.4)
where f ?1 = f ?1 (θ





Our first model is also studied in Balakrishnan et al. [2017]; Daskalakis et al.
[2017]. Note that, we impose equal weights, symmetric means conditions on Model
1. To generalize Model 1, we relax one of these conditions separately and obtain the
following 3 models.
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Model 2. The observation Y is an i.i.d. sample from the mixture distribution
0.5N (µ?1,Σ) + 0.5N (µ?2,Σ). Again, Σ is known, and (µ?1,µ?2) are the unknown pa-
rameters of interest.
1. Sample-based EM iteratively updates its estimate of µ?1 and µ?2 at every iteration




















i=1(1− vd(yi, µˆ〈t〉1 , µˆ〈t〉2 ))yi∑n
i=1(1− vd(yi, µˆ〈t〉1 , µˆ〈t〉2 ))
, (2.6)
where y1, . . . ,yn are the independent draws that comprise Y , and
vd(y,µ1,µ2) ,
φd(y − µ1,Σ)
φd(y − µ1,Σ) + φd(y − µ2,Σ)
.






















E(1− vd(y,µ〈t〉1 ,µ〈t〉2 ))
, (2.8)




Model 3. The observation Y is an i.i.d. sample from the mixture distribution
w?1N (θ?,Σ)+w?2N (−θ?,Σ). Both covariance matrix Σ and weights w?1, w?2 are known.
The mean θ? is the unknown parameter of interest.
1. Sample-based EM iteratively updates its estimate of θ? according to the follow-




























w?1φd(y − θ〈t〉,Σ)− w?2φd(y + θ〈t〉,Σ)




where f ?3 = f ?3 (θ
?, w?1) here denotes the true distribution
w?1N (θ?,Σ) + w?2N (−θ?,Σ).
Model 4. The observation Y is an i.i.d. sample from the mixture distribution
w?1N (θ?,Σ) + w?2N (−θ?,Σ). The covariance matrix Σ is known. Both the weights
w?1, w
?
2 and the mean θ
? are the unknown parameters of interest.





































1 φd(yi − θˆ
〈t〉















2. Population EM iteratively updates its estimates according to the following equa-









1 φd(y − θ〈t〉,Σ)
w
〈t〉














1 φd(y − θ〈t〉,Σ)− w〈t〉2 φd(y + θ〈t〉,Σ)
w
〈t〉




where f ?4 = f ?4 (θ
?, w?1) here denotes the true distribution
w?1N (θ?,Σ) + w?2N (−θ?,Σ).
One can check that Model 2 to 4 are extensions of Model 1. For example, to verify
for Model 2, let us consider the following re-parametrization of the model parameters






















We will explain why we abuse the notation of θ〈t〉 and θ? shortly. The iterations of
Population EM can be written in terms of these new parameters a〈t〉,θ〈t〉 as
a〈t+1〉 =
γ〈t+1〉(1− 2p〈t+1〉)
2p〈t+1〉(1− p〈t+1〉) , (2.15)
θ〈t+1〉 =
γ〈t+1〉
2p〈t+1〉(1− p〈t+1〉) , (2.16)
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where
γ〈t+1〉 = Ey∼f?2 wd(y − a〈t〉,θ〈t〉)y
, (2.17)
p〈t+1〉 = Ey∼f?2 wd(y − a〈t〉,θ〈t〉) .
The following lemma establishes a connection between the iterations of Population
EM for Model 1 and for Model 2.
Lemma 2.1. Suppose f ?1 and f ?2 correspond to the same distribution, i.e, µ?1 = −µ?2 =
θ?. Then for Population EM2, if a〈0〉 = 0, then a〈t〉 = 0 for every t. Furthermore,
θ〈t+1〉 = 2Ey∼f?2 wd(y,θ
〈t〉)y = Ey∼f?1 (2wd(y,θ
〈t〉)− 1)y .
Proof. The proof is a simple induction that exploits the fact that
wd(y,θ
〈t〉) + wd(−y,θ〈t〉) = 1.
That is if a〈t〉 = 0, then









Observe that the expression for θ〈t+1〉 in Lemma 2.1 is the same as the Population
EM update under Model 1, given in Equation (2.4). Therefore, Lemma 2.1 tells
us that Model 1 is a special case of Model 2 if we know the value of the mean
(µ?1 +µ
?
2)/2. In this case, θ
〈t〉 is regarded as an estimate of (µ?2 −µ?1)/2, in the same
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way that θ〈t〉 is an estimate of θ? in Model 1. This explains our choice of the notation
θ〈t〉 , (µ〈t〉2 − µ〈t〉1 )/2 and θ? , (µ?2 − µ?1)/2 in Equation (2.14).
2.2 Main Results for Population EM
In this section, we present our main results for Population EM with all models. These
results are based on the two paper Xu et al. [2016] and Xu et al. [2018]. We present
the proofs in Section 2.4 with more details left in Appendix A.1.
Note that due to the property of Gaussian distribution and the EM algorithm for
GMM (See Lemma 2.3), we may assume that the known covariance matrix Σ is the
identity matrix Id without loss of generality. Hence, for simplification, we present
our main results for the case when Σ = Id for all models. We start with Model 1.
Theorem 2.1. Assume θ? ∈ Rd \{0}. Let (θ〈t〉)t≥0 denote the Population EM iterates
for Model 1.
• If 〈θ〈0〉,θ?〉 = 0, then
θ〈t〉 → 0 as t→∞ .
• If 〈θ〈0〉,θ?〉 6= 0, then there exists κθ ∈ (0, 1)—depending only on θ? and θ〈0〉—
such that
∥∥∥θ〈t+1〉 − sgn(〈θ〈0〉,θ?〉)θ?∥∥∥ ≤ κθ · ∥∥∥θ〈t〉 − sgn(〈θ〈0〉,θ?〉)θ?∥∥∥ .
Theorem 2.1 asserts that the sequence (θ〈t〉)t≥0 converges to sgn(〈θ〈0〉,θ?〉)θ?.
Further, if θ〈0〉 is not on the hyperplane {x ∈ Rd : 〈x,θ?〉 = 0}, the EM algorithm
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finds either θ? or −θ?, which both are the global optimum, at a linear convergence
rate.
We now discuss Population EM with Model 2 which is an extension of Model 1
when the symmetric condition on the mean parameter is relaxed. To state our results
more concisely, we use the re-parameterization introduced in Equation (2.14). If the




2 ))t≥0 converges to (µ?1,µ?2), then we






∈ [0, pi] . (2.18)
(This is well-defined as long as θ〈t〉 6= 0 and θ? 6= 0.)
We now present results on Population EM with Model 2.
Theorem 2.2. Assume θ? ∈ Rd \ {0}. Let (a〈t〉,θ〈t〉)t≥0 denote the (re-parameterized)
Population EM iterates for Model 2.
• If 〈θ〈0〉,θ?〉 = 0, then
(a〈t〉,θ〈t〉) → (0,0) as t→∞ .
• If 〈θ〈0〉,θ?〉 6= 0, then θ〈t〉 6= 0 for all t ≥ 0. Furthermore, there exist κa ∈ (0, 1)
and κβ ∈ (0, 1)—all depending only on θ? and initialization (a〈0〉,θ〈0〉)—such
that




sin(β〈t+1〉) ≤ κtβ · sin(β〈0〉) . (2.20)
Finally, there exist T0 > 0, κθ ∈ (0, 1), and cθ > 0—all depending only on θ?
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and initialization (a〈0〉,θ〈0〉)—such that
∥∥∥θ〈t+1〉 − sgn(〈θ〈0〉,θ?〉)θ?∥∥∥2 ≤ cθ · ‖a〈t〉‖
+κ2θ ·
∥∥∥θ〈t〉 − sgn(〈θ〈0〉,θ?〉)θ?∥∥∥2 ∀t > T0 .
(2.21)
Theorem 2.2 implies that
a〈t〉 → 0 as t→∞ ,




Further, when 〈θ〈0〉,θ?〉 6= 0, by combining the inequalities from Theorem 2.2, we
conclude
























at a linear rate as well. Therefore, Theorem 2.2 shows that
the re-parameterized Population EM iterates converge, at a linear rate, to the global
optimum as long as the initialization θ〈0〉 is not orthogonal to θ?.
We now move to Model 3 and Model 4 which are extensions of Model 1 when the
condition of equal weights is relaxed. We first discuss Population EM with Model
3 and show that the same global convergence for Model 1 and 2 may not hold for
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Model 3 when w?1 6= w?2.
Theorem 2.3. Consider Model 3 in dimension one (i.e., θ? ∈ R). For any θ? > 0,
there exists δ > 0, such that given w?1 ∈ (0.5, 0.5 + δ) and initialization θ〈0〉 ≤ −θ?,
the Population EM estimate θ〈t〉 for Model 3 converges to a fixed point θwrong inside
(−θ?, 0).
Theorem 2.3 implies that if we use random initialization, the iterates of Population
EM with Model 3 may converge to the wrong fixed point with constant probability.
We illustrate this in Figure 2.1. We define function θ 7→ H(θ; θ?, w?1) be the update
function defined in Equation (2.10), i.e., θ〈t+1〉 = H(θ〈t〉; θ?, w?1). Then, the iterates of
Population EM with Model 3 converge to a fixed point of H. We have plotted this
function for several different values of w?1 in the left panel of Figure 2.1. When w?1
is close to 1, H(θ; θ?, w?1) has only one fixed point and that is at θ = θ?. Hence, in
this case, the estimates produced by Population EM with Model 3 converge to the
true θ?. However, when we decrease the value of w?1 below a certain threshold (which
is numerically found to be approximately 0.77 for θ? = 1), two other fixed points of
H(θ; θ?, w?1) emerge. These new fixed points are foils for Population EM with Model
3.
From the failure of Population EM with Model 3, one may expect the over-
parameterized Model 4 to fail as well. Yet, surprisingly, our next theorem proves
the opposite is true: Population EM with Model 4 has global convergence even when
w?1 6= w?2.
Theorem 2.4. For any w?1 ∈ [0.5, 1), suppose we initialize w〈0〉1 = 0.5, then the Pop-
ulation EM estimate (θt, w〈t〉1 ) for Model 4 converges to either (θ
?, w?1) or (−θ?, w?2)
with any initialization θ〈0〉 except on the hyperplane 〈θ〈0〉,θ?〉 = 0. Furthermore, the
convergence speed is linear after some finite number of iterations, i.e., there exists a
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finite number T and constant ρ ∈ (0, 1) – depending only on θ?, w?1 and initialization
θ〈0〉– such that
‖θ〈t+1〉 − κθ?‖2 + |w〈t+1〉1 − w?1|2 ≤ ρt−T
(
‖θ〈T 〉 − κθ?‖2 + (w〈T 〉1 − w?1)2
)
, ∀t > T,
where κ = sgn(〈θ〈0〉,θ?〉).
Theorem 2.4 implies that if we use random initialization for θ〈0〉, with probability
one, the Population EM estimates converge to the true parameters for Model 4.
The failure of Population EM3 and success of Population EM4 can be explained
intuitively. Let C1 and C2, respectively, denote the true mixture components with
parameters (w?1, θ?) and (w?2,−θ?). Due to the symmetry in Population EM3, we are
assured that among the two estimated mixture components, one will have a positive
mean, and the other will have a negative mean: call these Cˆ+ and Cˆ−, respectively.
Assume θ? > 0 and w?1 > 0.5, and consider initializing the Population EM3 with
θ〈0〉 := −θ?. This initialization incorrectly associates Cˆ− with the larger weight w?1
instead of the smaller weight w?2. This causes, in the E-step of EM, the component
Cˆ− to become “responsible” for an overly large share of the overall probability mass,
and in particular an overly large share of the mass from C1 (which has a positive
mean). Thus, in the M-step of EM, when the mean of the estimated component Cˆ−
is updated, it is pulled rightward towards +∞. It is possible that this rightward pull
would cause the estimated mean of Cˆ− to become positive—in which case the roles
of Cˆ+ and Cˆ− would switch—but this will not happen as long as w?1 is sufficiently
bounded away from 1 (but still > 0.5).1 The result is a bias in the estimation of θ?,
1When w?1 is indeed very close to 1, then almost all of the probability mass of the true distribution
comes from C1, which has positive mean. So, in the M-step discussed above, the rightward pull of
the mean of Cˆ− may be so strong that the updated mean estimate becomes positive. Since the
model enforces that the mean estimates of Cˆ+ and Cˆ− be negations of each other, the roles of Cˆ+
and Cˆ− switch, and now it is Cˆ+ that becomes associated with the larger mixing weight w?1 . In this
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Figure 2.1: Left panel: we show the shape of iterative function H(θ; θ?, w?1) with
θ? = 1 and different values of w?1 ∈ {0.9, 0.77, 0.7}. The green plus + indicates the
origin (0, 0) and the black points indicate the correct values (θ?, θ?) and (−θ?,−θ?).
We observe that as w?1 increases, the number of fixed points goes down from 3 to 2
and finally to 1. Further, when there exists more than one fixed point, there is one
stable incorrect fixed point in (−θ?, 0). Right panel: we show the shape of iterative
function Gw(θ, w1;θ?, w?1)(defined in Equation (2.25)) with θ? = 1, w?1 = 0.7 and
different values of θ ∈ {0.3, 1, 2}. We observe that as θ increases, Gw becomes from a
concave function to a concave-convex function. Further, there are at most three fixed
points and there is only one stable fixed point.
thus explaining why the Population EM3 estimate converges to some θwrong ∈ (−θ?, 0)
when w?1 is not too large.
2.3 Main Results for Sample-based EM
Using the results on Population EM presented in the above section, we can now
establish consistency of (Sample-based) EM. We focus attention on Model 2 and
Model 4, as the same results for Model 1 easily follow as a corollary. The proof of
the results are presented in Section 2.5 with more details in Appendix A.2.
case, owing to the symmetry assumption, Population EM3 may be able to successfully converge to
θ?.
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First, we start with Model 2 and state a simple connection between the Population
EM and Sample-based EM iterates.
Theorem 2.5. Suppose Population EM and Sample-based EM for Model 2 have the






2 . Then for each iteration t ≥ 0,
µˆ
〈t〉
1 → µ〈t〉1 and µˆ〈t〉2 → µ〈t〉2 as n→∞ ,
where convergence is in probability.
Note that Theorem 2.5 does not necessarily imply that the fixed point of Sample-
based EM (when initialized at (µˆ〈0〉1 , µˆ
〈0〉




2 )) is the same as that of Pop-
ulation EM. It is conceivable that as t → ∞, the discrepancy between (the iterates
of) Sample-based EM and Population EM increases. We show that this is not the
case: the fixed points of Sample-based EM indeed converge to the fixed points of
Population EM.
Theorem 2.6. Suppose Population EM and Sample-based EM for Model 2 have the






2 . If 〈µ〈0〉2 − µ〈0〉1 ,θ?〉 6= 0, then
lim sup
t→∞
|µˆ〈t〉1 − µ〈t〉1 | → 0 and lim sup
t→∞
|µˆ〈t〉2 − µ〈t〉2 | → 0 as n→∞ ,
where convergence is in probability.
Finally, to complete the analysis of EM for the mixtures of two Gaussians, we
present the following result that applies to Sample-based EM for Model 4.




1 ) be the estimates of Sample-based EM for Model 4. Sup-
pose θˆ
〈0〉





and 〈θ〈0〉,θ?〉 6= 0. Then we have
lim sup
t→∞
‖θˆ〈t〉 − θ〈t〉‖ → 0 and lim sup
t→∞
|wˆ〈t〉1 − w〈t〉1 | → 0 as n→∞ ,
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where convergence is in probability.
2.4 Proof for Population EM’s results
Due to Lemma 2.3, we assume that Σ = Id for all models for the entire section. Also,
due to Lemma 2.1, Population EM1 is a special case of Population EM2 with a〈t〉 = 0
for all t ≥ 0. Hence, Theorem 2.1 immediately follows Theorem 2.2 with a〈t〉 = 0.
Yet, the analysis for Model 1 in one dimension is a standard analysis for the dynamic
system of one update sequence({θ〈t〉} in this case). Further, it plays a key role in the
proofs of both Theorem 2.2 and Theorem 2.3 and inspires the proof for Theorem 2.4.
Hence, in Subsection 2.4.1, we provide a detailed proof for Model 1 in one dimension
followed by the proof for Theorem 2.3.
For Theorem 2.2 and Theorem 2.4, due to the high complexity of the proofs, we
present our proofs for the three theorems in four subsections. In Subsection 2.4.2,
we prove some properties that shared among Model 2, and 4, and then prove the
reduction to the case when d ≤ 2. Then in Subsection 2.4.3 and Subsection 2.4.4, we
prove the theorems respectively for d ≤ 2.
Notation: We define φ+d (y,θ, w) be the pdf for the mixture of two Gaussians
wN (θ, I) + (1−w)N (−θ, I), i.e., φ+d (y,θ, w) = wφd(y− θ) + (1−w)φd(y+ θ). Let
φ+(y, θ, w) be shorthand for φ+d when d = 1 and further, φ
+(y, θ) be shorthand for
φ+(y, θ, w = 0.5). Next, we define the following functions based on the update rules









































where w2 = 1 − w1 and w?2 = 1 − w?1. In one dimensional setting, we use lower case


























yφ+(y, θ?, w?1)dy (2.30)
Then we define F : R2 → R:












(2w(y + θ?, θ)− 1)(y + θ?)φ(y)dy. (2.31)
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F (θ, θ?). (2.32)
Similarly, when d = 1, we also have
H(θ; θ?, 0.5) ≡ F (θ, θ?). (2.33)
2.4.1 Analysis of Model 1 and Model 3 when d = 1
Without loss of generality, we assume that θ? > 0 and Σ = 1. We start with Model
1 providing a detailed proof of the convergence analysis. Then, we analyze Model 3
and prove Theorem 2.3.
2.4.1.1 Model 1
In one dimension, the Population EM iterates of Model 1 follow the following update
rule:
θ〈t+1〉 = H(θ〈t〉; θ?, 0.5) = F (θ〈t〉, θ?).
It is straightforward to show that
• F (θ, θ?) is a concave function of θ for θ ≥ 0 and F (θ?, θ?) = θ?.
• F (θ, θ?) is a convex function of θ for θ ≤ 0 and F (−θ?, θ?) = −θ?.
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• F (0, θ?) = 0.
Due to the concavity and convexity of the function, we have
F (θ, θ?)− θ =

> 0, θ ∈ (−∞,−θ?)
⋃
(0, θ?)
= 0, θ = −θ?, 0, θ?




F (θ, θ?)− sgn(θ)θ? =

< 0, θ ∈ (−∞,−θ?)
⋃
(0, θ?)




Therefore, function F has only three fixed points which are {−θ?, 0, θ?}. Hence, if we
initialize at the fixed points, i.e., θ〈0〉 ∈ {−θ?, 0, θ?}, then the Population EM iterates
will stay at that fixed point, i.e., θ〈t〉 = θ〈0〉 for all t ≥ 0.
Further, from the discussion in Definition 1 and the shape of function F (θ, θ?) ≡
H(θ; θ?, 0.5) shown in Equation (2.34), we know θ? and −θ? should be the only two
stable fixed points. Hence, when initialization is away from the fixed points, i.e.,
θ〈0〉 /∈ {−θ?, 0, θ?}, we should expect that the iterates θ〈t〉 converges to one of the
stable fixed points θ? or −θ?. Our next step is to confirm this claim, i.e.,
θ〈t〉 → sgn(θ〈0〉)θ?, as t→∞. (2.35)
Let us show Equation (2.35) when θ〈0〉 > 0. The case when θ〈0〉 < 0 follows the same
proof due to the fact that F (θ, θ?) is an odd function of θ. Note that from Equation
(2.34), we have
(F (θ, θ?)− θ)(F (θ, θ?) + θ − 2θ?) < 0, ∀θ ∈ (0, θ?)
⋃
(θ?,∞)
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which is equivalent to
(F (θ, θ?)− θ?)2 < (θ − θ?)2, ∀θ ∈ (0, θ?)
⋃
(θ?,∞). (2.36)
Hence, (θ〈t〉 − θ?)2 is a positive decreasing sequence and thus it converges to a non-
negative limit. To show Equation (2.35), we just need to confirm that (θ〈t〉 − θ?)2
converges 0 and we prove it by contradiction. Suppose (θ〈t〉 − θ?)2 converges to a
non-zero limit, then we know there exists a small enough constant  ∈ (0, θ?/2) and
large enough iteration T0 > 0 such that
θ〈t〉 ∈ (0, θ? − ]
⋃
[θ? + ,∞), ∀t ≥ T0.
Further, from Equation (2.34), we know that for all t ≥ 0,
• If θ〈t〉 ∈ (0, θ?), we have θ〈t+1〉 ∈ (θ〈t〉, θ?)
• If θ〈t〉 ∈ (θ?,∞), we have θ〈t+1〉 ∈ (θ?, θ〈t〉).
Hence, we have
θ〈t+1〉 ∈ [min(θ? − 2, θ〈t〉), θ? − ]
⋃
[θ? + ,max(θ? + 2, θ〈t〉)], ∀t ≥ T0.
By induction, it is straightforward to show that
θ〈t〉 ∈ [min(θ? − 2, θ〈T0〉), θ? − ]
⋃
[θ? + ,max(θ? + 2, θ〈T0〉)], ∀t ≥ T0.
Now we have bounded θ〈t〉 in a compact set that excludes 0 and θ?. Let us denote
this compact set be C. Then note that the function (F (θ, θ?)− θ?)2/(θ− θ?)2 is a well
defined and continuous function of θ for θ in the compact set C. Hence, by Equation
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(2.36), we know there exists a constant ρ ∈ (0, 1) such that
(F (θ, θ?)− θ?)2
(θ − θ?)2 ≤ ρ, ∀θ ∈ C. (2.37)
Hence, we have
(θ〈t+1〉 − θ?)2 < ρ(θ〈t〉 − θ?)2, ∀t ≥ T0.
This implies
(θ〈t〉 − θ?)2 < ρt−T0(θ〈T0〉 − θ?)2, ∀t ≥ T0,
which implies that (θ〈t〉 − θ?)2 converges to 0 and this is a contradiction. Hence, we
have shown that θ〈t〉 → θ? when θ〈0〉 > 0. The case when θ〈0〉 < 0 follows the same
proof and therefore we have complete the proof for Equation (2.35) and our analysis
of for Model 1 under one dimensional setting.
Remark 2.1. From the proof we know that the continuity of function F and its prop-
erties in Equation (2.34) are the keys to the proof of convergence to the stable fixed
points. We should point out that the contradiction arguments do not guarantee ge-
ometric convergence. The geometric convergence can be guaranteed if function F
further satisfies that there exists a neighborhood around the stable fixed point such
that in the neighborhood, F is differentiable and its derivatives is bounded away from
1. In fact, F (θ, θ?) for Model 1 has this property and this strategy is also embedded
and proved in the analysis for Model 2 and Model 4.
2.4.1.2 Model 3
In one dimension, the Population EM iterates of Model 3 follow the following update
rule:
θ〈t+1〉 = H(θ〈t〉; θ?, w?1),
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where w?1 > 0.5. From Definition 1, to prove Theorem 2.3, we need to find a stable
fixed points of H(θ; θ?, w?1) which is not θ? or −θ?. Towards this goal, we analyze
the shape of H(θ; θ?, w1). Note that we have analyzed the shape of H at w1 = 0.5 in
Equation (2.34) and conclude that ±θ? are the only two stable fixed points. Our next
step is to compare H(θ; θ?, w?1) with F (θ; θ?) = H(θ; θ?, 0.5) and prove the following
lemma.
Lemma 2.2. For all w1 6= 0.5, we have
H(θ; θ?, w1) > H(θ; θ
?, 0.5), ∀θ < θ?, (2.38)
and for all w1 ∈ [0, 1], we have





2 < 1, ∀θ ≥ θ?. (2.39)
We prove this lemma in Appendix A.1.1.1.
Lemma 2.2 shows that the function curve of H(θ; θ?, w1) is strictly above the curve
H(θ; θ?, 0.5) for all w1 6= 0.5 and θ < θ?, then by Equation (2.34), we have
H(θ; θ?, w1)− θ > H(θ; θ?, 0.5)− θ ≥ 0, ∀w1 6= 0.5, θ ≤ −θ?. (2.40)
Further, since function H(θ; θ?, w1) is continuous with respect to w1 and from Equa-
tion (2.34),
H(θ; θ?, 0.5) < θ, ∀θ ∈ (−θ?, 0),
we know there exists δ > 0 and θδ, such that
H(θδ; θ
?, w1) < θδ, ∀w1 ∈ [0.5, 0.5 + δ].
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Hence, with Equation (2.40) and continuity of function H(θ; θ?, w?1)− θ with respect
to θ, we know when w?1 ∈ (0.5, 0.5 + δ], there exists θw ∈ (−θ?, 0) (the smallest fixed
point) such that
H(θw; θ
?, w?1) = θw and H(θ; θ
?, w?1) > θ, ∀θ ∈ (−∞, θw).
Therefore, if we initialize θ〈0〉 < −θ?, then the Population EM iterates θ〈t〉 is an
increasing sequence with θ〈t〉 < θw for all t ≥ 0. Hence, θ〈t〉 should converge to the
smallest fixed point of the function H, i.e., θ〈t〉 converges to θw. This completes the
proof of Theorem 2.3.
In addition, Lemma 2.2 implies the following corollary
Corollary 2.1. For all w?1 ∈ [0, 1], H(θ; θ?, w?1) has only one fixed point (a stable fixed
point) in (0,∞), which is θ = θ?.
2.4.2 Reduction from d > 0 to the case when d ≤ 2
In this section, besides the main goal of proving the reduction, we will show some
common properties of the Population EM algorithms that are shared among the
models. The first property we observe is that the Population EM iterates are rotation
invariant for Model 2 and 4.
Lemma 2.3. Let U ∈ Rd×d denote a full rank matrix. Let Y be the random vari-
able that follows the true data distribution, i.e., Y ∼ f ?2 /f ?4 for Model 2/4 respec-
tively. Let {(θ〈t〉,a〈t〉)}t≥0/{(θ〈t〉, w〈t〉1 )}t≥0/{(θ〈t〉, σ〈t〉)}t≥0 be the estimate sequence
of Population EM applied on data Y with initialization (θ〈0〉,a〈0〉)/(θ〈0〉, w〈0〉1 ) for
Model 2/4 respectively. Then, we have that {(Uθ〈t〉,Ua〈t〉)}t≥0 or {(Uθ〈t〉, w〈t〉1 )}t≥0
is the estimate sequence of Population EM applied on data UY with initialization
(Uθ〈0〉,Ua〈0〉) or (Uθ〈0〉, w〈0〉1 ) for Model 2 or Model 4 respectively.
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The proof of Lemma 2.3 is simple by a change of variables in integrations.
With Lemma 2.3, without loss of generality, we assume that Σ = I for all models.
Further, Lemma 2.3 implies that at any iteration, we can either directly update
the estimates or we first rotate the coordinates, apply one step of Population EM
algorithm and then rotate the coordinates back to the original ones. Hence, if our
goals are invariant under rotation of the coordinates such as the results stated in
Theorem 2.2 and 2.4, we are free to choose any arbitrary coordinate system at any
iteration. This flexibility of choosing a desirable coordinate system at each iteration
will help us to prove both Theorem 2.2 and 2.4. In fact, using Lemma 2.3, we can
prove the following invariance properties of the iterates including the invariance of
the sign of 〈θ〈t〉,θ?〉.

































1. If a〈0〉(1) = −a〈0〉(2) and θ〈0〉(1) = θ〈0〉(2), then
a
〈t〉
(1) = −a〈t〉(2) and θ〈t〉(1) = θ〈t〉(2) , ∀t ≥ 0 .







(1) = −θ〈t〉(2) , ∀t ≥ 0 .
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Lemma 2.5. For Model 4 with initialization w〈0〉1 = w
〈0〉
















Further, for any two settings of initializations (θ〈0〉(1), w
〈0〉





0.5), if we have θ〈0〉(1) = −θ〈0〉(2), then
θ
〈t〉
(1) = −θ〈t〉(2) and w〈t〉1,(1) + w〈t〉1,(2) = 1 , ∀t ≥ 0 .
We prove above lemmas in Appendix A.1.2.1 and A.1.2.2 respectively.
Lemma 2.4 and Lemma 2.5 implies that it suffices to prove Theorem 2.2 and
Theorem 2.4 for the case when 〈θ〈t〉,θ?〉 ≥ 0 for all t ≥ 0. Further, we can assume
without loss of generality that in Model 2, we have 〈a〈0〉,θ?〉 ≥ 0 and p〈t〉 ≤ 0.5 for
all t ≥ 0, and in Model 4, we have w〈t〉1 ≥ 0.5 for all t ≥ 0. Finally, let us show that
the mean estimates of Population EM lie on a subspace with dimension two.
Lemma 2.6. For Model 2, the mean estimates µ〈t〉1 and µ
〈t〉
2 of Population EM lie on








. For Model 4, the mean
estimates θ〈t〉 of Population EM lie on the subspace spanned by θ? and θ〈0〉.
Proof. The proof consists of three simple steps. First, rotate the coordinates such
that the subspace of the first two coordinates is the same subspace spanned by θ? and
θ〈0〉. Then, using induction, it is straightforward to show that all the mean estimates
lie in the subspace of the first two coordinates and thus Lemma 2.3 holds for this new
coordinate system. Finally, we can conclude the results of Lemma 2.6 in the original
coordinate system by applying Lemma 2.3 and the fact that orthogonality does not
change under rotation of the coordinates.
Due to Lemma 2.6, without loss of generality, we can reduce the d dimensional
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problem to an at most two dimensional problem for Model 2 and Model 4.
2.4.3 Proof of Theorem 2.2 when d ≤ 2
For the two dimensional problem, we can now extend the definition of β〈t〉 ∈ [0, pi] in
Equation (2.18) to β〈t〉 ∈ (−pi, pi]. Specifically, for any iteration t, we fix an orthogonal
basis {e〈t〉1 , . . . , e〈t〉d } such that
〈θ〈t〉, e〈t〉1 〉 = ‖θ〈t〉‖ and θ? = 〈θ?, e〈t〉1 〉e〈t〉1 + 〈θ?, e〈t〉2 〉e〈t〉2 , (2.41)







Due to Lemma 2.4, without loss of generality, we assume |β〈t〉| ∈ [0, pi/2] for all
t ≥ 0 for the rest of this section. Depending on the initialization of β〈0〉, we split the
problem into two cases:
(i) |β〈0〉| = pi/2.
(ii) |β〈0〉| ∈ [0, pi/2).
For case (i), we need to prove the first part of Theorem 2.2, i.e.,
Lemma 2.7. Let (a〈t〉,θ〈t〉)t≥0 denote the (re-parameterized) Population EM iterates
for Model 2. If 〈θ〈0〉,θ?〉 = 0, then
(a〈t〉,θ〈t〉) → (0,0) as t→∞ .
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We prove this lemma in Appendix A.1.3.5.
Remark 2.2. To show Lemma 2.7, we use a new strategy, part of which is based
on prior work in Tseng [2004]. From this approach, one can also show convergence
of (a〈t〉,θ〈t〉) for the case 〈θ〈0〉,θ?〉 6= 0 as well. However, the strategy in Tseng
[2004] neither can analyze the convergence speed nor where the estimates converges
to directly. Further it is unclear whether it can be generalized to other more complex
GMM models.
Now for the rest of the section, we focus on case (ii) when 〈θ〈0〉,θ?〉 6= 0. From
Lemma 2.3, we have the ability to choose arbitrary coordinate system at any iteration
as long as our targets are invariant under the rotation of the coordinates. Hence, let
us pick one specific sequence of the coordinate systems denoted by A: At iteration t,
we rotate the coordinates such that the following holds:
θ〈t〉 = (‖θ〈t〉‖, 0)>.
To avoid confusion and indicate the coordinate system we are currently using, we
use a different notation for θ?,θ〈t+1〉,a〈t+1〉 and γ〈t+1〉. More specifically, when the




For variables at iteration t, we do not change the notation. For variables at t +











〈t+1〉 and γ〈t+1〉〈t〉 , γ
〈t+1〉
〈t〉,i for γ
〈t+1〉. Finally, we keep the same notation
for p〈t+1〉 because p〈t+1〉 is rotation invariant, i.e.,
p〈t+1〉 = Gp(a〈t〉,θ
〈t〉,θ?) = Gp(Ua〈t〉,Uθ
〈t〉,Uθ?), ∀U>U = I.
In summary, when the coordinate system is chosen according to θ〈t〉, the update rule
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1 , ‖θ〈t〉‖, θ?〈t〉,1). (2.43)
Further, recall that due to Lemma 2.4, we can assume that 〈θ〈t〉,θ?〉 > 0 and
〈θ〈t〉,a〈t〉〉 ≥ 0 for all t ≥ 0. Hence, for the rest of the section, we have
θ?〈t〉,1 > 0 and a
〈t〉
1 ≥ 0. (2.44)
To prove Theorem 2.2, we show that {|β〈t〉|}t≥0 is either a sequence of 0 or a
decreasing sequence.
Lemma 2.8. If β〈0〉 = 0, then we have β〈t〉 = 0 for all t ≥ 0. If β〈0〉 ∈ (0, pi/2),
we have pi/2 > β〈0〉 > β〈1〉 > . . . > β〈t〉 > . . . > 0. If β〈0〉 ∈ (−pi/2, 0), we have
−pi/2 < β〈0〉 < β〈1〉 < . . . < β〈t〉 < . . . < 0.
Proof. We only prove the claims for β〈0〉 ∈ (0, pi/2) because the case when β〈0〉 ∈
(−pi/2, 0) follows a similar proof and it is straightforward to check the case when
β〈0〉 = 0. The strategy of the proof is to use induction to prove that the following
three statements hold for ∀t ≥ 0:
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(i) β〈t〉 ∈ (0, pi
2
).
(ii) α〈t〉 ∈ (0, β〈t〉).
(iii) β〈t+1〉 = β〈t〉 − α〈t〉 ∈ (0, β〈t〉).
It is clear that the claim of the lemma holds if (iii) holds for all t ≥ 0. The inductive
argument uses the following chain of arguments for step t:
Claim 1 If (i) holds for t, then (ii) holds for t.
Claim 2 If (i) and (ii) hold for t, then (iii) holds for t.
Claim 3 If (i), (ii), and (iii) hold for t, then (i) holds for t+ 1.
Since (i) holds for t = 0 by assumption, it suffices to prove Claims 1–3.
Claim 2 and 3 are trivially true. So we just have to prove Claim 1. Note that
the angles α〈t〉 and β〈t〉 for all t are invariant under the rotation of the coordinates.
Hence, we apply the sequence of the coordinate systems A defined previously for the
rest of the proof. Then Claim 1 is equivalent to proving that if θ?〈t〉,2 > 0, then α
〈t〉 > 0
and α〈t〉 < β〈t〉. Therefore, in the rest of the proof, we essentially do these two steps.
1. α〈t〉 > 0: First note that θ〈t+1〉〈t〉 and γ
〈t+1〉
〈t〉 are in the same direction. Hence, to
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wd(y − a〈t〉,θ〈t〉)y2φ+d (y,θ?〈t〉)dy
=
ˆ
w(y1 − a〈t〉1 , ‖θ〈t〉‖)y2
1
2



















w(y1 − a〈t〉1 , ‖θ〈t〉‖)
1
2














1 , ‖θ〈t〉‖, θ?〈t〉,1), (2.45)
where φ−(y, θ) , 1
2
(φ(y − θ) − φ(y + θ)) is shorthand for the difference of two















w(y − a, θ)1
2
(φ(y − θ?)− φ(y + θ?))dy . (2.46)
Hence it is clear that θ?〈t〉,2 > 0 implies α
〈t〉 > 0 since S(a, θ, θ?) > 0 for all θ > 0
and θ? > 0.
2. α〈t〉 < β〈t〉: We just need to show α〈t〉 < pi/2 and compare the co-tangent of α〈t〉

















wd(y − a〈t〉,θ〈t〉)y1φ+d (y,θ?〈t〉)dy
=
ˆ
w(y1 − a〈t〉1 , ‖θ〈t〉‖)y1φ+d (y,θ?〈t〉)dy (2.47)
=
ˆ
w(y1 − a〈t〉1 , ‖θ〈t〉‖)y1φ+(y1, θ?〈t〉,1)dy1 (2.48)
= gγ(a
〈t〉
















where gγ : R3 → R is defined in Equation (2.28). It is clear that γ〈t+1〉〈t〉,1 > 0. For






1 , ‖θ〈t〉‖, θ?〈t〉,1)
=
ˆ
w(y1 − a〈t〉1 , ‖θ〈t〉‖)y1
1
2
(φ(y1 − θ?〈t〉,1) + φ(y1 + θ?〈t〉,1))dy1
= θ?〈t〉,1
ˆ
w(y1 − a〈t〉1 , ‖θ〈t〉‖)
1
2
(φ(y1 − θ?〈t〉,1)− φ(y1 + θ?〈t〉,1))dy1
+
ˆ



























1 , ‖θ〈t〉‖, θ?〈t〉,1) +R(‖θ〈t〉‖, a〈t〉1 − θ?〈t〉,1) +R(‖θ〈t〉‖, a〈t〉1 + θ?〈t〉,1),
(2.50)
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w(y − a, θ)y1
2
φ(y)dy . (2.51)


























= cot β〈t〉 ,
where the last inequality is due to the fact that R(θ, a) > 0 for all θ > 0.
Lemma 2.8 implies that β〈t〉 has a limit as iteration t goes to ∞. Our next step is
to show that this limit is in fact 0 and prove Equation (2.20), i.e.,
sin(β〈t+1〉) ≤ κtβ · sin(β〈0〉) ,
where κβ is some constant in (0, 1) depending only on θ? and initialization (a〈0〉,θ〈0〉).
Note that Equation (2.20) is invariant under rotation of the coordinates. Hence,
we apply the sequence of the coordinate systems A. For notational simplicity we also
define Rs , R(‖θ〈t〉‖, a〈t〉1 −θ?〈t〉,1)+R(‖θ〈t〉‖, a〈t〉1 +θ?〈t〉,1) and Ss , S(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1).
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Since θ〈t+1〉〈t〉 and γ
〈t+1〉


















































‖θ?〈t〉‖2S2s +R2s + 2Rsθ?〈t〉,1Ss
,
where Equality (i) is the result of Equation (2.45) and Equation (2.50). Hence it is


















sin β〈t+1〉 ≤ Rs
Rs + θ?〈t〉,1Ss
sin β〈t〉. (2.52)
Our goal is to prove that there exists 0 < κβ < 1, such that Rs/(Rs + θ?〈t〉,1Ss) ≤ κβ
at every iteration. Toward this goal we will prove that θ?〈t〉,1Ss > 0. First note
that since according to Lemma 2.8 the angle β〈t〉 is decreasing, θ?〈t〉,1 is an increasing
sequence. Hence, θ?〈t〉,1Ss ≥ θ?〈0〉,1Ss. Our goal is to show that Ss > 0. Note that




1 , ‖θ〈t〉‖, θ?〈t〉,1) is only zero if ‖θ〈t〉‖ = 0 and can only go to zero if a〈t〉1 →∞
or ‖θ〈t〉‖ → ∞. Hence, if we find a lower bound for inft ‖θ〈t〉‖ and prove that we
have an upper bound for supt ‖a〈t〉‖ and supt ‖θ〈t〉‖, then we obtain a non-zero lower
bound for Ss. The following two lemmas prove our claims:
















, c2U,1,∀t ≥ 0,
‖θ〈t〉‖2 ≤ max
(




, c2U,3,∀t ≥ 0,
where cU,2 = 14(1−Φ(cU,1 + ‖θ?‖)). Hence, {‖a〈t〉‖, ‖θ〈t〉‖}t belong to a compact set.
We prove this lemma in Appendix A.1.3.1, but the fact that the estimates remain
bounded should not be surprising for the reader.
Lemma 2.10. Let θ〈t〉 and a〈t〉 denote the estimates of Population EM under initial-
ization 〈θ〈0〉,θ?〉 6= 0. There exists a value cl > 0 depending on ‖θ?‖, 〈θ〈0〉,θ?〉,
‖a〈0〉‖, and ‖θ〈0〉‖ such that
‖θ〈t〉‖ ≥ min(‖θ〈0〉‖, cl) , cL,1.
We prove this lemma in Appendix A.1.3.2.
Note that according to Lemma 2.9 we know that supt ‖a〈t〉‖ ≤ cU,1 and supt ‖θ〈t〉‖ ≤






1 , ‖θ〈t〉‖, θ?〈t〉,1) +Rs)
∈ (0, 1),
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then Equation (2.52) implies
sin β〈t+1〉 ≤ κβ sin β〈t〉.
This proves Equation (2.20) in Theorem 2.2. Note that Equation (2.20) implies that
the angle between θ〈t〉 and θ? eventually vanishes. Hence, the convergence behavior
of the Population EM estimates (a〈t〉,θ〈t〉) mainly depends on their behavior under
one dimensional setting. Yet, even in one dimensional case, we have two sequences of
iterates each of which has the update rule depending on both sequences. Hence, the
standard analysis of Model 1 in Section 2.4.1 can not be applied here. As discussed in
Section 1.4, it can be hard in general to analyze the convergence behavior for such a
coevolving dynamic system. However, in the case of Model 2, the correct fixed points
are (a〈t〉, θ〈t〉) = (0,±θ?). Therefore, when Population EM iterates find the global
optimum of the maximum likelihood problem, we should expect that a〈t〉 converges
to 0. Therefore, from Lemma 2.1, Model 1, which has a benign convergence behavior,
is not only a special case of Model 2 with a〈t〉 = 0, it is also the limit to which Model
2 is expected to converge. Hence, our next goal is to prove Equation (2.19), i.e.,




which implies a〈t〉 indeed converges to 0 with Equation (2.20). As before we write
‖a〈t+1〉‖2 = (a〈t+1〉〈t〉,1 )2 + (a〈t+1〉〈t〉,2 )2 and then bound each term separately. According to






1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− 2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
(i)
≤ κaa〈t〉1 ≤ κa‖a〈t〉‖.(2.53)
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where Inequality (i) is due to the following lemma:
Lemma 2.11. For any xθ? ≥ 0, there exists a constant κa ∈ (0, 1) only depending on
xθ? and continuous for xθ? > 0 such that
gγ(a, θ, xθ?) (1− 2gp(a, θ, xθ?))
2gp(a, θ, xθ?) (1− gp(a, θ, xθ?)) ≤ κaa, ∀a ≥ 0, θ > 0. (2.54)
We prove this lemma in Appendix A.1.3.3.
Our next step is to establish the convergence of a〈t+1〉〈t〉,2 . From Equation (2.42) and






〈t〉,2 (1− 2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
2gp(a
〈t〉




1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− 2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
2gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
.
And according to Equation (2.43), we have
gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1) =
ˆ
































Combining Equation (2.53) and Equation (2.56) establishes Equation (2.19) in our
Theorem 2.2.
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From Equation (2.20) and Equation (2.19), we can confirm that Model 1 is indeed
the limit where Model 2 converges. Note that Equation (2.36) proves the convergence
of θ〈t〉 for Model 1. Hence, our final goal is to prove Equation (2.21), i.e.,
∥∥∥θ〈t+1〉 − sgn(〈θ〈0〉,θ?〉)θ?∥∥∥2 ≤ κ2θ ·∥∥∥θ〈t〉 − sgn(〈θ〈0〉,θ?〉)θ?∥∥∥2 + cθ · ‖a〈t〉‖ ∀t > T0 ,
which can be considered as a perturbation and stronger version of Equation (2.36).
It is straightforward to use Equation (2.19) and Equation (2.20) to show that for
every δa > 0, there exists a value of Tδa such that for every t > Tδa , ‖a〈t〉‖ ≤ δa. For
the moment suppose that the following claim is true: there exists δa > 0, κθ, cθ only
depending on θ? and the initialization (a〈0〉,θ〈0〉), such that if ‖a〈t〉‖ ≤ δa for some t,
then the next iteration θ〈t+1〉 satisfies the following equation:
‖θ〈t+1〉 − θ?‖2 ≤ κ2θ‖θ〈t〉 − θ?‖2 + cθ‖a〈t〉‖.
If we combine this claim with Equation (2.19) and Equation (2.20), we obtain Equa-
tion (2.21). Hence, the problem reduces to proving the above claim.
Note that in Lemma 2.9, Lemma 2.10 and Lemma 2.8, we have
‖a〈t〉‖ ∈ [0, cU,1], ‖θ〈t〉‖ ∈ [cL,1, cU,3], θ?〈t〉,1 ∈ [θ?〈0〉,1, ‖θ?‖],∀t ≥ 0.
Therefore, it is again straightforward to see that the following lemma implies our
claim:
Lemma 2.12. For any a〈t〉,θ〈t〉,θ? ∈ R2, if ‖a〈t〉‖ ∈ [0, Ua], ‖θ〈t〉‖ ∈ [Lθ, Uθ], 〈θ
?,θ〈t〉〉
‖θ〈t〉‖ ∈
[Lθ? , ‖θ?‖],∀t ≥ 0, where Lθ > 0, Lθ? > 0 then there exists δa ∈ (0,min{Lθ? , 1}];κθ ∈
(0, 1); cθ > 0 such that ∀‖a〈t〉‖ ∈ [0, δa], ‖θ〈t〉‖ ∈ [Lθ, Uθ], 〈θ
?,θ〈t〉〉
‖θ〈t〉‖ ∈ [Lθ? , ‖θ
?‖], the
CHAPTER 2. EXPECTATION MAXIMIZATION FOR GAUSSIAN MIXTURE
MODELS 54
next iteration θ〈t+1〉 satisfying
‖θ〈t+1〉 − θ?‖2 ≤ κ2θ‖θ〈t〉 − θ?‖2 + cθ‖a〈t〉‖,
where δa, κθ and cθ are functions of only Ua, Lθ, Uθ, Lθ? , ‖θ?‖.
Proof. To prove this lemma, note that its statement is rotation invariant, therefore
we apply the sequence of coordinate systems A. Our strategy of proving this lemma
is to prove the following two claims :
1. There exists κs ∈ (0, 1) such that |θ〈t+1〉〈t〉,2 − θ?〈t〉,2| ≤ κs|θ?〈t〉,2|.
2. There exists κ′θ ∈ (0, 1) and δa > 0 such that if ‖a〈t〉‖ ≤ δa, then
|θ〈t+1〉〈t〉,1 − θ?〈t〉,1| ≤ κ′θ
∣∣∣‖θ〈t〉‖ − θ?〈t〉,1∣∣∣+ (16‖θ?‖+ 6)‖a〈t〉‖.
We will then combine the above two claims to obtain Lemma 2.12.
1. Proof of |θ〈t+1〉〈t〉,2 − θ?〈t〉,2| ≤ κs|θ?〈t〉,2|:
To prove our first claim, first note that according to Equation (2.42) and Equa-













1 , ‖θ〈t〉‖, θ?〈t〉,1)
2gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
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Hence




1 , ‖θ〈t〉‖, θ?〈t〉,1)
2gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
)
≤ |θ?〈t〉,2|(1− 2S(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
By definition of function S in Equation (2.46), it is straightforward to conclude
that S(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1) is only zero if ‖θ〈t〉‖ = 0 and can only go to zero if
a
〈t〉






1− 2S(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1) < 1, (2.57)
where κs only depends on Ua, Lθ, Uθ, Lθ? and ‖θ?‖. Hence,
|θ〈t+1〉〈t〉,2 − θ?〈t〉,2| ≤ κs|θ?〈t〉,2|. (2.58)
2. Proof of |θ〈t+1〉〈t〉,1 − θ?〈t〉,1| ≤ κ′θ|‖θ〈t〉‖ − θ?〈t〉,1|+ (16‖θ‖+ 6)‖a〈t〉‖:
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Note that
|θ〈t+1〉〈t〉,1 − θ?〈t〉,1| =
∣∣∣∣∣ gγ(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)
2gp(a
〈t〉




















1 , ‖θ〈t〉‖, θ?〈t〉,1)− θ?〈t〉,1
4gp(a
〈t〉












1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
∣∣∣∣∣∣∣ (2.59)
Furthermore in Equation (A.33) in the proof of Lemma 2.11, we proved that





(F (θ, a+ xθ?) + F (θ, xθ? − a)).
Hence, we have
|2gγ(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)− θ?〈t〉,1|
=




(F (‖θ〈t〉‖, θ?〈t〉,1 + a〈t〉1 )− F (‖θ〈t〉‖, θ?〈t〉,1)) + (F (‖θ〈t〉‖, θ?〈t〉,1)− θ?〈t〉,1)
∣∣∣∣ .
(2.60)
Combining Equation (2.59) and Equation (2.60), we conclude that in order to
obtain an upper bound for |θ〈t+1〉〈t〉,1 − θ?〈t〉,1| we have to find the following bounds:
(a) Obtain an upper bound for |2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)− 1|.
(b) Obtain an upper bound for |F (‖θ〈t〉‖, xθ?)−F (‖θ〈t〉‖, θ?〈t〉,1)| for all θ?〈t〉,1 ∈
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[Lθ? , ‖θ?‖] and |xθ? − θ?〈t〉,1| ≤ Lθ? .
(c) Obtain an upper bound for |F (‖θ〈t〉‖, θ?〈t〉,1)−θ?〈t〉,1| for all θ?〈t〉,1 ∈ [Lθ? , ‖θ?‖]
and ‖θ〈t〉‖ ∈ [Lθ, Uθ]
(d) Obtain a lower bound for 4gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)).
We summarize our strategy for bounding each of these terms below:
(a) Upper bound for |2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)−1|: It is straightforward to confirm




Hence, we have to calculate |2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1) − 2gp(0, ‖θ〈t〉‖, θ?〈t〉,1)|.
According to mean value theorem







∣∣∣∣∣ (a〈t〉1 ), (2.61)

























φ(y − θ?〈t〉,1)dy. (2.62)
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Next we show that
∣∣∣∣∂gp(a,‖θ〈t〉‖,θ?〈t〉,1))∂a ∣∣a=0∣∣∣∣ is a decreasing function of θ?〈t〉,1










































Our next step is to show that there exists δ1 > 0 is a function of only











∣∣∣∣∣ ≤ 1. (2.64)
This is a simple proof by contradiction. Since we have already done similar
arguments in the proof of Lemma A.3, for the sake of brevity we skip this
argument. By combining Equation (2.61) and Equation (2.64) we conclude
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for all a〈t〉1 ∈ [0, δ1], ‖θ〈t〉‖ ∈ [Lθ, Uθ], θ?〈t〉,1 ∈ [Lθ? , ‖θ?‖],
|1− 2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)| ≤ 2a〈t〉1 . (2.65)
(b) Upper bound for |F (‖θ〈t〉‖, xθ?)−F (‖θ〈t〉‖, θ?〈t〉,1)|: Again by employing the




a neighborhood of xθ? = θ?〈t〉,1 for all ‖θ〈t〉‖ ∈ [Lθ, Uθ], θ?〈t〉,1 ∈ [Lθ? , ‖θ?‖].
Note that, ∀xθ? ≥ 0∣∣∣∣∣∂F (‖θ〈t〉‖, xθ?)∂xθ?
∣∣∣∣∣ =
∣∣∣∣ˆ (2w(y, ‖θ〈t〉‖)− 1)y(y − xθ?)φ(y − xθ?)dy∣∣∣∣
=
∣∣∣∣ˆ (2w(y, ‖θ〈t〉‖)− 1){(y − xθ?)2 + xθ?(y − xθ?)}φ(y − xθ?)dy∣∣∣∣
=
∣∣∣xθ? ˆ ey‖θ〈t〉‖ − e−y‖θ〈t〉‖
ey‖θ〈t〉‖ + e−y‖θ〈t〉‖


















∣∣∣∣∣∂gp(a, ‖θ〈t〉‖, xθ?)∂a ∣∣a=0
∣∣∣∣∣+ 1,




< 1. To see why (ii) holds, one may check Equation
(2.62). By employing Equation (2.63), we then conclude that
∣∣∣∣∣∂F (‖θ〈t〉‖, xθ?)∂xθ?
∣∣∣∣∣ < xθ? 4√2pi + 1 ≤ 4‖θ?‖+ 1,∀xθ? ∈ [0, 2‖θ?‖].
Therefore, using mean value theorem, we have ∀|xθ? − θ?〈t〉,1| ≤ Lθ? , θ?〈t〉,1 ∈
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[Lθ? , ‖θ?‖],
|F (‖θ〈t〉‖, xθ?)− F (‖θ〈t〉‖, θ?〈t〉,1)| ≤ (4‖θ?‖+ 1)|xθ? − θ?〈t〉,1|.
Hence, we have ∀a〈t〉1 ∈ [0, Lθ? ], θ?〈t〉,1 ∈ [Lθ? , ‖θ?‖],




(F (‖θ〈t〉‖, θ?〈t〉,1 + a〈t〉1 )− F (‖θ〈t〉‖, θ?〈t〉,1))
∣∣∣∣ ≤ (4‖θ?‖+ 1)a〈t〉1 .
(2.66)
(c) Upper bound for |F (‖θ〈t〉‖, θ?〈t〉,1)− θ?〈t〉,1|:
Because the proof of this part has many algebraic steps we postpone it to
Appendix A.1.3.4.
Lemma 2.13. Given θ ∈ [Lθ, Uθ], xθ? ∈ [Lθ? , ‖θ?‖] where 0 < Lθ ≤ Lθ? ≤
‖θ?‖ ≤ Uθ <∞, there exists κ′′θ ∈ (0, 1) is a function of only Lθ, Uθ, Lθ? , ‖θ?‖
such that
|F (θ, xθ?)− xθ?| ≤ κ′′θ |θ − xθ? |, ∀θ ∈ [Lθ, Uθ], xθ? ∈ [Lθ? , ‖θ?‖].
(d) Lower bound for 4gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)): Note that
1
4gp(0, ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(0, ‖θ〈t〉‖, θ?〈t〉,1))
− 1 = 0.




, 1} (This choice will become clear later in the proof).
Using contradiction arguments similar to the ones employed in the proof
of Lemma A.3, it is straight forward to see that there exists δ2 > 0 only
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1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
− 1 ≤ p.
(2.67)
Now combining Equation (2.59), Equation (2.60), Equation (2.65), Equation
(2.66), Equation (2.67) and Lemma 2.13 we conclude that for all ‖θ〈t〉‖ ∈
[Lθ, Uθ], a
〈t〉
1 ∈ [0,min{δ1, Lθ? , 1}] and θ?〈t〉,1 ∈ [Lθ? , ‖θ?‖],
|2gγ(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)− θ?〈t〉,1|
≤ |a〈t〉1 (2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)− 1)|+ |
1
2
(F (‖θ〈t〉‖, θ?〈t〉,1 − a〈t〉1 )− F (‖θ〈t〉‖, θ?〈t〉,1))|
+|1
2
(F (‖θ〈t〉‖, θ?〈t〉,1 + a〈t〉1 )− F (‖θ〈t〉‖, θ?〈t〉,1))|+ |F (‖θ〈t〉‖, θ?〈t〉,1)− θ?〈t〉,1|
≤ 2(a〈t〉1 )2 + (4‖θ?‖+ 1)a〈t〉1 + κ′′θ |‖θ〈t〉‖ − θ?〈t〉,1|
≤ (4‖θ?‖+ 3)a〈t〉1 + κ′′θ |‖θ〈t〉‖ − θ?〈t〉,1|.
Hence together with Equation (2.65) again and Equation (2.67) in Equation
CHAPTER 2. EXPECTATION MAXIMIZATION FOR GAUSSIAN MIXTURE
MODELS 62
(2.59), we have ∀a〈t〉1 ∈ [0,min{δ1, Lθ? , 1, δ2}], ‖θ〈t〉‖ ∈ [Lθ, Uθ], θ?〈t〉,1 ∈ [Lθ? , ‖θ?‖]
|θ〈t+1〉〈t〉,1 − θ?〈t〉,1| ≤
∣∣∣∣∣ 2gγ(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)− θ?〈t〉,1
4gp(a
〈t〉







1 , ‖θ〈t〉‖, θ?〈t〉,1)− 1)2
4gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
∣∣∣∣∣
≤ (1 + p)
(∣∣∣2gγ(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)− θ?〈t〉,1∣∣∣+ θ?〈t〉,1 (2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)− 1)2)
≤ (1 + p)((4‖θ?‖+ 3)a〈t〉1 + κ′′θ |‖θ〈t〉‖ − θ?〈t〉,1|+ 4‖θ?‖a〈t〉1 )






κ′′θ |‖θ〈t〉‖ − θ?〈t〉,1|









< 1, we have
∀a〈t〉1 ≤ ‖a〈t〉‖ ∈ [0, δa], ‖θ〈t〉‖ ∈ [Lθ, Uθ], θ?〈t〉,1 ∈ [Lθ? , ‖θ?‖],
|θ〈t+1〉〈t〉,1 − θ?〈t〉,1| ≤ (16‖θ?‖+ 6)‖a〈t〉‖+ κ′θ|‖θ〈t〉‖ − θ?〈t〉,1|.
So far we have proved in Equation (2.58) and Equation (2.68) and the following
bounds:
|θ〈t+1〉〈t〉,1 − θ?〈t〉,1| ≤ (16‖θ?‖+ 6)‖a〈t〉‖+ κ′θ|‖θ〈t〉‖ − θ?〈t〉,1|
|θ〈t+1〉〈t〉,2 − θ?〈t〉,2| ≤ κs|θ?〈t〉,2|.
CHAPTER 2. EXPECTATION MAXIMIZATION FOR GAUSSIAN MIXTURE
MODELS 63
Let κθ = max{κs, κ′θ} ∈ (0, 1) and c′θ = 16‖θ?‖+ 6. Then, we conclude that
‖θ〈t+1〉 − θ?‖2 = |θ〈t+1〉〈t〉,1 − θ?〈t〉,1|2 + |θ〈t+1〉〈t〉,2 − θ?〈t〉,2|2
≤ ((16‖θ?‖+ 6)‖a〈t〉‖+ κ′θ|‖θ〈t〉‖ − θ?〈t〉,1|)2 + (κsθ?〈t〉,2)2
≤ κ2θ(|‖θ〈t〉‖ − θ?〈t〉,1|2 + |θ?〈t〉,2|2) + (c′θ)2‖a〈t〉‖2 + 2c′θ‖a〈t〉‖κθ|‖θ〈t〉‖ − θ?〈t〉,1|
≤ κ2θ‖θ〈t〉 − θ?‖2 + ((c′θ)2 + 2c′θUθ + 2c′θ‖θ?‖)‖a〈t〉‖.
Setting cθ = (c′θ)2 + 2c′θUθ + 2c′θ‖θ?‖ completes the proof of Lemma 2.12.
2.4.4 Proof of Theorem 2.4 when d ≤ 2
Due to Lemma 2.5, we can safely assume without loss of generality that 〈θ〈t〉,θ?〉 > 0
and w〈t〉 > 0.5 for all t > 0. Then we use the following the strategy to prove Theorem
2.4.
1. Prove global convergence when the mean parameters θ? is in one dimension.
2. Show that we can reduce the multi-dimensional problem into the one dimen-
sional one.
3. Show geometric convergence by proving an attraction basin around (θ?, w?1).
2.4.4.1 One dimension case
In one dimension, the Population EM iterates of Model 4 follow the following update
rule:
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Note that, we have a dynamic system of two coevolving sequences like Model 2.
However, unlike Model 2, neither Model 1 nor Model 2 is the limit which Model 4
converges to, and therefore, we require a more general approach to analyze Model 4.
Indeed, let us consider a general dynamic system defined as follows:
w〈t+1〉 = gw(θ〈t〉, w〈t〉)
θ〈t+1〉 = gθ(θ〈t〉, w〈t〉),
where gw(θ, w) and gθ(θ, w) are two continuous functions. Our goal is to verify
whether {(θ〈t〉, w〈t〉)} converges to the fixed point (θ?, w?). Towards this goal, we
establish the following conditions:
C.1 There exists a set S = (aθ, bθ) × (aw, bw) ∈ R2, where aθ, bθ ∈ R ∪ {±∞} and
aw, bw ∈ R, such that S contains point (θ?, w?) and point (gθ(θ, w), gw(θ, w)) ∈ S
for all (θ, w) ∈ S. Further, gθ(θ, w1) is a non-decreasing function of θ for a
given w1 ∈ (aw, bw) and gw(θ, w1) is a non-decreasing function of w for a given
θ ∈ (aθ, bθ),
C.2 There is a reference curve r : [aw, bw]→ [aθ, bθ] defined on S¯ (the closure of S)
such that:
C.2a r is continuous, decreasing, and passes through point (θ?, w?), i.e., r(w?) =
θ?.
C.2b Given θ ∈ (aθ, bθ), function w 7→ gw(θ, w) has a stable fixed point in
[aw, bw]. Further, any stable fixed point ws in [aw, bw] or fixed point ws in
(aw, bw) satisfies the following:
(i) If θ < θ? and θ ≥ r(bw), then r−1(θ) > ws > w?.
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(ii) If θ = θ?, then r−1(θ) = ws = w?.
(iii) If θ > θ? and θ ≤ r(aw), then r−1(θ) < ws < w?.
C.2c Given w ∈ [aw, bw], function θ 7→ gθ(θ, w) has a stable fixed point in
[aθ, bθ]. Further, any stable fixed point θs in [aθ, bθ] or fixed point θs in
(aθ, bθ) satisfies the following:
(i) If w1 < w?, then r(w) > θs > θ?.
(ii) If w1 = w?, then r(w) = θs = θ?.
(iii) If w1 > w?, then r(w) < θs < θ?.
We explain C.1 and C.2 in the right panel of Figure 2.2. Heuristically, we expect
(θ?, w?1) to be the only fixed point of the mapping (θ, w) 7→ (gθ(θ, w), gw(θ, w)), and
that (θ〈t〉, w〈t〉) move toward this fixed point. Hence, we can prove the convergence
of the iterates by showing certain geometric relationships between the curves of fixed
points of the two functions. Hence, C.1 helps us to bound the iterates on the area
that such nice geometric relations exist, and the reference curve r and C.2 are the
tools to help us mathematically characterizing the geometric relations shown in the
figure. Indeed, the next lemma implies that C.1 and C.2 are sufficient to show the
convergence to the right point (θ?, w?):
Lemma 2.14. Suppose continuous functions gθ(θ, w), gw(θ, w) satisfy C.1 and C.2,
then there exists a continuous mapping m : S¯ → [0,∞) such that (θ?, w?) is the only
solution for m(θ, w) = 0 on S¯, the closure of S. Further, if we initialize (θ〈0〉, w〈0〉) in
S, the sequence {(θ〈t〉, w〈t〉)}t≥0 defined by
θ〈t+1〉 = gθ(θ〈t〉, w〈t〉), and w〈t+1〉 = gw(θ〈t〉, w〈t〉),
satisfies that m(θ〈t〉, w〈t〉) ↓ 0, and therefore (θ〈t〉, w〈t〉) converges to (θ?, w?).
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Proof. Based on (θ?, w?), we divide the region of S − {(θ?, w?)} into 8 pieces:
• R1 = {(θ, w) ∈ S : θ ∈ [θ?,min{r(aw), bθ}), w ∈ (aw, w?]} − {(θ?, w?)}.
• R2 = {(θ, w) ∈ S : θ ∈ [θ?,min{r(aw), bθ}), w ∈ [w?, bw)} − {(θ?, w?)}.
• R3 = {(θ, w) ∈ S : θ ∈ (max{r(bw), aθ}, θ?], w ∈ (aw, w?]} − {(θ?, w?)}.
• R4 = {(θ, w) ∈ S : θ ∈ (max{r(bw), aθ}, θ?], w ∈ [w?, bw)} − {(θ?, w?)}.
• R5 = {(θ, w) ∈ S : θ ≤ r(bw), w ∈ (aw, w?]}.
• R6 = {(θ, w) ∈ S : θ ≤ r(bw), w ∈ [w?, bw)}.
• R7 = {(θ, w) ∈ S : θ ≥ r(aw), w ∈ (aw, w?]}.
• R8 = {(θ, w) ∈ S : θ ≥ r(aw), w ∈ [w?, bw)}.
Note that region R5 to R8 may not exists depending on the range of r(w). Next,
due to C.2a, we know the reference curve only crosses region R1 and R4. Note that
r−1(θ) exists on the regions R1, R2, R3 and R4. Hence, based on the points are above
or below the reference curve r, we can further divide the region R1 and R4 into 4
pieces:
• R11 = {(θ, w) ∈ R1 : r−1(θ) ≤ w}.
• R12 = {(θ, w) ∈ R1 : r−1(θ) ≥ w}.
• R41 = {(θ, w) ∈ R4 : w ≤ r−1(θ)}.
• R42 = {(θ, w) ∈ R4 : w ≥ r−1(θ)}.
Now let’s define m : S → [0,∞) based on the following 10 regions
{R11, R12, R2, R3, R41, R42, R5, R6, R7, R8} :
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• If (θ, w) ∈ R11, m(θ, w) = (w?−w)(r(w)−θ?), which is the area of the rectangle
D(θ, w) given by (θ?, w?), (r(w), w).
• If (θ, w) ∈ R12,m(θ, w) = (w?−r−1(θ))(θ−θ?), which is the area of the rectangle
D(θ, w) given by (θ?, w?), (θ, r−1(θ)).
• If (θ, w) ∈ R2, m(θ, w) = (w − r−1(θ))(θ − r(w)), which is the area of the
rectangle D(θ, w) given by (r(w), r−1(θ)), (θ, w).
• If (θ, w) ∈ R3, m(θ, w) = (r−1(θ) − w)(r(w) − θ), which is the area of the
rectangle D(θ, w) given by (r(w), r−1(θ)), (θ, w).
• If (θ, w) ∈ R41,m(θ, w) = (r−1(θ)−w?)(θ?−θ), which is the area of the rectangle
D(θ, w) given by (θ?, w?), (θ, r−1(θ)).
• If (θ, w) ∈ R42, m(θ, w) = (w−w?)(θ?−r(w)), which is the area of the rectangle
D(θ, w) given by (θ?, w?), (r(w), w).
• If (θ, w) ∈ R5, m(θ, w) = (bw −w)(r(w)− θ), which is the area of the rectangle
D(θ, w) given by (r(w), bw), (θ, w).
• If (θ, w) ∈ R6, m(θ, w) = (bw − w?)(θ? − θ), which is the area of the rectangle
D(θ, w) given by (θ, bw), (θ?, w?).
• If (θ, w) ∈ R7, m(θ, w) = (w? − aw)(θ − θ?), which is the area of the rectangle
D(θ, w) given by (θ?, w?), (θ, aw).
• If (θ, w) ∈ R8, m(θ, w) = (w− aw)(θ− r(w)), which is the area of the rectangle
D(θ, w) given by (r(w), aw), (θ, w).
It is straightforward to show that function m is a continuous function by checking
the boundary and continuity of the reference function r. Further, (θ?, w?) is indeed
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the only solution for m(θ, w) = 0. Moreover, our construction of the rectangle D
makes sure that
If (θ˜, w˜) is strictly inside D(θ, w), then D(θ˜, w˜) ( D(θ, w). (2.69)
Next, we shall discuss the movement of the iterates from point (θ〈t〉, w〈t〉) to point
(θ〈t+1〉, w〈t+1〉). For a given w〈t〉 ∈ [aw, bw], consider all the fixed points V in [aθ, bθ]
for gθ(θ, w) with respect to θ. Then, for any θ〈t〉 ∈ (aθ, bθ),
• If θ〈t〉 is a fixed point, then θ〈t+1〉 will stay at this fixed point.
• If θ〈t〉 is not a fixed point, then we can find an interval [q1, q2] such that
– θ〈t〉 ∈ [q1, q2] and q1, q2 ∈ V
⋃{aθ, bθ}
– There is no fixed points in (q1, q2)
– At least one of q1 or q2 is either a stable fixed point or one of aθ, bθ.
Note that, since gθ(θ, w) is a non-decreasing function of θ and (θ〈t+1〉, w〈t+1〉) ∈
S, we know θ〈t+1〉 = gθ(θ〈t〉, w〈t〉) ∈ [q1, q2] as well. Hence, comparing to the
previous iteration θ〈t〉, θ〈t+1〉 = gθ(θ〈t〉, w〈t〉) should move towards a stable fixed
point qi or aθ, bθ. Further, if θ〈t+1〉 moves towards aθ or bθ, then aθ or bθ has
to be a stable fixed point as well. In other words, suppose θ〈t+1〉 move towards
aθ and aθ is not a stable fixed point. Then aθ is not a fixed point as well and
there exists a constant c > 0 such that limθ→aθ gθ(θ, w〈t〉) ≤ aθ − c. Hence by
choosing θ close enough to aθ, we know gθ(θ, w) < aθ which contradicts C.1.
In summary, we know the movement from θ〈t〉 to θ〈t+1〉 is either stay at a fixed point
or move towards a stable fixed point. Now, by C.2b, C.2c and discussing which region
CHAPTER 2. EXPECTATION MAXIMIZATION FOR GAUSSIAN MIXTURE
MODELS 69
(θ, w) belongs to, we can prove
Point (θ〈t+1〉, w〈t+1〉) is strictly inside D(θ〈t〉, w〈t〉),
m(θ〈t+1〉, w〈t+1〉) < m(θ〈t〉, w〈t〉). (2.70)
and














Note that depending on the regions, there are total 10 cases. But for simplicity,
we show the proof for two cases: R11 and R6 and leave the rest of the cases to the
readers. For the first example, if point (θ〈t〉, w〈t〉) ∈ R11, then we know there exists a
fixed point θs ∈ [θ?, bθ] for gθ and ws ∈ [aw, w?] for gw such that θ〈t+1〉 = gθ(θ〈t〉, w〈t〉)
lies in between θ〈t〉 and θs, and w〈t+1〉 = gw(θ〈t〉, w〈t〉) lies in between w〈t〉 and ws.
Hence (θ〈t+1〉, w〈t+1〉) can only stay in R1 which proves Equation (2.71) for the case
(θ〈t〉, w〈t〉) ∈ R11. Further, we have
|gθ(θ〈t〉, w〈t〉)− θs| ≤ |θ〈t〉 − θs|, (2.72)
|gw(θ〈t〉, w〈t〉)− ws| ≤ |w〈t〉 − ws|, (2.73)
where equality Equation (2.72)/Equation (2.73) holds if and only if θ〈t〉 = θs/w〈t〉 =
ws. Hence, by C.2, we have
• If θ〈t〉 = θ?, then w〈t〉 < w?. Hence we have θs ∈ (θ?, r(w〈t〉)) and ws = w?. and
therefore, Equation (2.73) is strict inequality. Hence, w〈t〉 < w〈t+1〉.
CHAPTER 2. EXPECTATION MAXIMIZATION FOR GAUSSIAN MIXTURE
MODELS 70
• If θ〈t〉 > θ?, then max(θs, θ〈t〉) ≤ r(w〈t〉) and ws > r−1(θ〈t〉) ≥ w〈t〉, therefore,
θ〈t+1〉 = gθ(θ〈t〉, w〈t〉) ≤ r(w〈t〉), and w〈t〉 < gw(θ〈t〉, w〈t〉) = w〈t+1〉. (2.74)
Therefore point (θ〈t+1〉, w〈t+1〉) lies in the rectangle D(θ〈t〉, w〈t〉) no matter what. Fur-
ther, due to monotonic property of function r, we have
r(w〈t〉) > r(gw(θ〈t〉, w〈t〉)). (2.75)
Hence, by Equation (2.74) and Equation (2.75), no matter what region R11 or R12
contains the point (θ〈t+1〉, w〈t+1〉), the rectangle D(θ〈t+1〉, w〈t+1〉) is strictly smaller
than the rectangle D(θ〈t〉, w〈t〉). Hence, we have Equation (2.70) holds for the case
(θ〈t〉, w〈t〉) ∈ R11. For the second example that if (θ, w) ∈ R6, then by C.2, we know
there exists a fixed point θs ∈ (r(bw), θ?] for gθ and ws ∈ [w?, bw] for gw such that
θ〈t+1〉 = gθ(θ〈t〉, w〈t〉) lies in between θ〈t〉 and θs; and w〈t+1〉 = gw(θ〈t〉, w〈t〉) lies in
between w〈t〉 and ws. Hence, point (θ〈t+1〉, w〈t+1〉) can only stay in the region R6 or
R4. Further, we have
|gθ(θ〈t〉, w〈t〉)− θs| ≤ |θ〈t〉 − θs|,
where equality holds if and only if θ〈t〉 = θs. Therefore, we have
θ〈t+1〉 = gθ(θ〈t〉, w〈t〉) > θ〈t〉,
and hence, no matter what region R6 or R4 contains the point (θ〈t+1〉, w〈t+1〉), the
rectangle D(θ〈t+1〉, w〈t+1〉) is strictly smaller than the rectangle D(θ〈t〉, w〈t〉). Similarly,
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we can show Equation (2.70) holds for all other cases. Next, we claim that if point






R8, then within finite steps t0, the estimate (θ〈t0〉, w〈t0〉)






R4. Suppose point (θ〈0〉, w〈0〉) ∈ R6, gθ(θ, w)/θ
is continuous on [θ〈0〉, r(bw)]× [w?, bw]. Further, due to Equation (2.70), we have
gθ(θ, w)/θ > 1, ∀(θ, w) ∈ [θ〈0〉, r(bw)]× [w?, bw].
Therefore, there exists a constant ρ > 1 such that gθ(θ, w) ≥ ρθ on [θ〈0〉, r(bw)] ×







larly we can show for (θ〈0〉, w〈0〉) ∈ R5, R7, R8 as well. Hence, by Equation (2.71), we






R4. Now we use contradiction to
prove that m(θ〈t〉, w〈t〉) converges to 0. Suppose m(θ〈t〉, w〈t〉) does not converge to 0,
then by definition of m, we know there exists some constant cθ > 0 and cw > 0, such
that
|θ? − θ〈t〉| ≥ cθ and |w? − w〈t〉| ≥ cw, ∀t ≥ 0. (2.76)
Further, since S ⊃ D(θ〈0〉, w〈0〉) ⊃ D(θ〈1〉, w〈1〉) ⊃ · · · , we know all points (θ〈t〉, w〈t〉)




we know U is continuous on (θ〈t〉, w〈t〉) ∈ Q = {(θ, w) ∈ D(θ〈0〉, w〈0〉) : |θ? − θ| ≥
cθ, |w? − w| ≥ cw}. Further, since Q is a compact set and U < 1 on Q, we know
there exists constant ρ < 1 such that supQ U(θ, w) ≤ ρ. Hence, we have m(θ〈t〉, w〈t〉)
converges to 0. Therefore, (θ〈t〉, w〈t〉) converges to (θ?, w?) since it is the only solution
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for m = 0 and m is continuous.
Remark 2.3. The contradiction proof above is an analog to the proof for Model 1 in
Section 2.4.1, and again this strategy does not guarantee geometric convergence until
we can analyze locally around the fixed point.
Remark 2.4. We consider the construction of functionm is an extension to the proof of
Model 1. Indeed, the key property Equation (2.34) implies the following statements:
Suppose θ〈t〉 > 0, then θ〈t+1〉 will be strictly inside the interval [θ〈t〉, θ?] or [θ?, θ〈t〉].
Therefore, the length of the interval defined by θ〈t〉 and θ? is strictly decreasing.
Hence from the proof of Lemma 2.14, it is clear that the rectangle D(θ, w) is an
extension of the interval [θ, θ?] and the function m is an extension to the length of
the interval. On the other hand, we here consider m as the areas of the rectangles.
From the rectangles, one can also construct upper bounds of the `2 distance between
the estimate to (θ?, w?) and show this sequence of upper bounds converge to 0.
In our case of Model 4, we let gθ(θ, w1) and gw(θ, w1) be the shorthand for the
two update functions Gθ(θ, w1; θ?, w?1) and Gw(θ, w1; θ?, w?1) in Equation (2.68) for a
fixed (θ?, w?1). Also, we set aw = 0.5, bw = 1, aθ = 0, bθ = ∞ and (θ?, w?) = (θ?, w?1).
Then we just need to verify C.1 and C.2.





φ(y − θ)φ(y + θ)
(w1φ(y − θ) + w2φ(y + θ))2φ






(w1φ(y − θ) + w2φ(y + θ))2φ
+(y, θ, w?1)dy ≥ 0.
Hence, gw is a increasing function of w1 for all given θ and gθ is a non-decreasing
function of θ for all given w1. The rest of C.1 is guaranteed by our assumption stated
in the beginning (See Lemma 2.5).
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To show C.2, we first define the reference curve r by
r(w1) :=
w?1 − w?2




?, ∀w1 ∈ (0.5, 1], w2 = 1− w1. (2.77)
The claim C.2a holds by construction. To show C.2b, according to Equation (2.77),
function r is a one to one mapping between w ∈ (0.5, 1] and θ ∈ [(w?1 − w?2)θ?,∞).
Hence, we can simplify C.2b as
• If w1 ∈ (w?1, 1], then w1 > ws > w?1,
• If w1 = w?1, then w1 = ws = w?,
• If w1 ∈ (0.5, w?1), then w1 < ws < w?1,
where ws is any stable fixed point in [aw, bw] or fixed point in (aw, bw) for θ = r(w1).
To prove the claim, we establish an even stronger property of the weights update
function gw(θ, w): for any fixed θ > 0, the function w1 7→ gw(θ, w1) has at most one
other fixed point besides w1 = 0 and w1 = 1, and most importantly, it has only one
unique stable fixed point. This is formalized in the following lemma.
Lemma 2.15. For all θ > 0, there are at most three fixed points for gw(θ, w1) with
respect to w1. Further, there exists an unique stable fixed point Fw(θ) ∈ (0, 1], i.e.,
(i) Fw(θ) = gw(θ, Fw(θ)) and (ii) for all w1 ∈ (0, 1), we have
gw(θ, w1) < w1 ⇔ w1 < Fw(θ) and gw(θ, w1) > w1 ⇔ w1 > Fw(θ). (2.78)
We prove this lemma in Appendix A.1.4.1.
We explain Lemma 2.15 in Figure 2.1. Note that, in the figure, we observe that
gw is an increasing function with gw(θ, 0) = 0 and gw(θ, 1) = 1. Further, it is ei-
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is at most 1, the only stable fixed point is w1 = 1, else if the
derivative is larger than 1, there exists only one fixed point in (0,1) and it is the only
stable fixed point.
By Equation (2.78) in Lemma 2.15, we can complete the proof for C.2b by showing
the following technical lemma
Lemma 2.16. Let γ = 2w
?
1−1
2w1−1 , we have
gw(γθ
?, w1) < w1 and gw(γθ?, w?1) > w
?
1 ∀w1 ∈ (w?1, 1]
gw(γθ
?, w1) > w1 and gw(γθ?, w?1) < w
?
1 ∀w1 ∈ (0.5, w?1)
We prove this lemma in Appendix A.1.4.2.
The final step to apply Lemma 2.14 is to prove C.2c. However, (θ, w1) = ((2w?1 −
1)θ?, 1) is a point on the reference curve r and θ = (2w?1−1)θ? is a stable fixed point for
gθ(θ, 1). This violates C.2c. To address this issue, since we can characterize the shape
and the number of fixed points for gw, by typical uniform continuity arguments, we can
find δ,  > 0 such that the adjusted reference curve radj(w) := r(w)−·max(0, w−1+δ)
satisfies C.2a and C.2b. Then we can prove that the adjusted reference curve radj(w)
satisfies C.2c. Specifically, note that, we have
radj(w) = r(w)−  ·max(0, w − 1 + δ) = 2w
?
1 − 1
2w − 1 θ
? −  ·max(0, w − 1 + δ),
for some positive , δ > 0. Also, note that gθ(θ, 1) ≡ (2w?1−1)θ?. Hence, we just need
to show the following
C.2c’ Given w1 ∈ (aw, bw), any stable fixed point θs of gθ(θ, w) in [aθ, bθ] or fixed point
2There exists w˜ ∈ (0, 1) such that gw(θ, w) is concave in [0, w˜] and convex in [w˜, 1].
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θs in (aθ, bθ) satisfies that
– If w1 < w?, then r(w) > θs > θ?.
– If w1 = w?, then r(w) = θs = θ?.
– If w1 > w?, then r(w) < θs < θ?.
We first show that there exists stable fixed point for gθ(θ, w1) with respect to θ,
i.e.,
Claim 1 If w1 ∈ (0.5, w?1], then there exists an unique non-negative fixed point for
gθ(θ, w1) denoted as Fθ(w1). Further, Fθ(w1) ≥ θ?.
Claim 2 If w1 ∈ (w?1, 1], then there exists positive stable fixed point for gθ(θ, w1) and all
non-negative fixed points are in (0, θ?).
First, it is clear that θ = 0 is not a fixed point for w1 > 0.5 and w?1 > 0.5, therefore,
we just need to consider θ > 0. Then, to prove Claim 1 and Claim 2, we should find
out the shape of gθ(θ, w1) for different true values (θ?, w?1). Notice that, by Lemma
2.2, we know the shape of H(θ; θ?, w1) = Gθ(θ, w1; θ?, w1), i.e., for θ > 0, w1 ∈ [0.5, 1]
H(θ; θ?, w1) R θ is equivalent to θ Q θ?. (2.79)
Hence, our next step to compareGθ(θ, w1; θ?, w?1) withH(θ; θ?, w1) = Gθ(θ, w1; θ?, w1).




























(w1eyθ + w2e−yθ) (w1e−yθ + w2eyθ)
y (φ(y − θ?)− φ(y + θ?)) dy > 0.
(2.80)
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Hence, if w1 ∈ (w?1, 1], we know Gθ will be strictly below H. Therefore
Gθ(θ, w1; θ
?, w?1) < θ, ∀θ ≥ θ?.
Hence, with Gθ(0, w1; θ?, w?1) = (w1 − w2)(w?1 − w?2)θ? > 0 and continuity of the
function, we know Claim 2 holds. Similarly, if w1 ∈ (0.5, w?1], we know Gθ will be
strictly above H. Therefore
Gθ(θ, w1; θ
?, w?1) > θ, ∀0 < θ ≤ θ?.
Hence, to prove Claim 1, we just need to show that Gθ(θ, w1; θ?, w?1) is bounded by




< 1, ∀θ ≥ θ?, w1 ∈ (0.5, w?1]. (2.81)
To prove boundedness, we have the following more general lemma:
Lemma 2.17. Given any (θ, w1,θ?, w?1), we have
‖Gθ(θ, w1;θ?, w?1)‖2 ≤ 1 + ‖θ?‖2.
Hence, for all t ≥ 1, ‖θ〈t〉‖2 ≤ ‖θ?‖2 + 1.
We prove this lemma in Appendix A.1.4.3.
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where inequality (ii) holds due to Lemma 2.2 and inequality (i) holds due to
w1e
yθ + w2e
−yθ ≥ w1e−yθ + w2eyθ, ∀θ > 0.
This completes the proof for Claim 1 and Claim 2. Finally, it is straightforward to
show the rest of C.2c by Claim 1 and Claim 2 and the following lemma:
Lemma 2.18.
gθ(γθ
?, w1) < γθ




?, w1) > bθ
?, ∀b ∈ (0, γ], w1 ∈ (w1, 1). (2.83)
We prove this lemma in Appendix A.1.4.4.
Remark 2.5. We should point out that despite of the illustration from the right panel
of Figure 2.2, we have not proved that the fixed points of gθ forms a continuous curve
as a function of w1 and the fixed points of gw forms a continuous curve as a function of
θ. One advantage of Lemma 2.14 is its capability to handle the case when continuous
fixed point curves may not exist. On the other hand, when two fixed point curves
both exist, we can show convergence directly without the construction of the reference
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Figure 2.2: Left panel: The landscapes of log-likelihood objectives for
Population EM1 and Population EM2 with (θ?, w?1) = (1, 0.4) are shown in the black
belt and the yellow surface respectively. The two green points indicates the two
global maxima of Population EM2, one of which is also the global maximum of
Population EM1. The purple point indicates the local maximum of Population EM1.
Over-parameterization helps us to escape the local maximum through the direction
of w1. Right panel: The fixed point curves for functions gθ and gw are shown with red
and blue lines respectively. The green point at the intersections of the three curves
is the correct convergence point (θ?, w?). The black dotted curve shows the reference
curve r. The cross points × are the possible initializations and the plus points +
are the corresponding positions after the first iteration. By the geometric relations
between the three curves, the iterations have to converge to (θ?, w?)
curve. Indeed, we will discuss it further in Chapter 3.
2.4.4.2 Reduction to one dimension case
In this section, we show how to reduce multi-dimensional problem into one-dimensional
problem by proving the angle between the two vectors θ? and θ〈t〉 is decreasing to 0.
We use similar strategy shown in Section 2.4.3 to prove this. Specifically, let us recall
the definition of α〈t〉 and β〈t〉 in Section 2.4.3, i.e., the angle between the two vectors
θ〈t〉 and θ〈t+1〉 and the angle between the two vectors θ〈t〉 and θ? respectively. Then
we will first show that |α〈t〉| ≤ |β〈t〉| and {|β〈t〉|} is a non-increasing sequence and then
show that |β〈t〉| → 0 as t→∞. Towards this goal, since Lemma 2.3 holds for Model 4
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as well, just like the analysis for Model 2, we are free to apply any coordinate system
to prove any statements that are invariant under rotation. Hence, let us recall the
sequence of the coordinate systems A where at iteration t, the coordinates are chosen
such that θ〈t〉 = (‖θ〈t〉‖, 0)>. Further, we adopt the notation θ〈t+1〉〈t〉 = (θ〈t+1〉〈t〉,1 , θ〈t+1〉〈t〉,2 )
for θ〈t+1〉 under the coordinates with respect to θ〈t〉. Finally, due to Lemma 2.3,
{w〈t〉} remains the same under rotation, we keep the same notation for w〈t〉 when we
apply the coordinate systems A.
Then given 〈θ〈0〉,θ?〉 > 0, we have
• If β〈0〉 = 0, then for t ≥ 1, we have β〈t〉 = 0, i.e., it is an one-dimensional
problem.
• If |β〈0〉| ∈ (0, pi
2
), then for t ≥ 1, we have |β〈t〉| ∈ (0, |β〈t−1〉|).
We assume β〈0〉 ≥ 0 and the proof for β〈0〉 < 0 is similar. Further, it is straightforward
to verify that if β〈0〉 = 0, we have β〈t〉 = 0,∀t ≥ 0. Therefore, we just need to show
β〈t〉 < β〈t−1〉,∀t > 0. To prove this, we just need to to prove the same three statements
as in Section 2.4.3 hold for ∀t ≥ 0:
(i) β〈t〉 ∈ (0, pi
2
).
(ii) α〈t〉 ∈ (0, β〈t〉).
(iii) β〈t+1〉 = β〈t〉 − α〈t〉 ∈ (0, β〈t〉).
We use induction to show (i)-(iii) by proving the following chain of arguments:
Claim 1 If (i) holds for t, then (ii) holds for t.
Claim 2 If (i) and (ii) hold for t, then (iii) holds for t.
Claim 3 If (i), (ii), and (iii) hold for t, then (i) holds for t+ 1.
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(i) holds for t = 0 and Claim 2 and 3 are trivially true. So we just have to prove
Claim 1 for all t ≥ 0. It is straightforward to check that the Claims are invariant
under any rotation of the coordinates. Hence, due to Lemma 2.3, we use the sequence
of the coordinate systems A. Under A, we apply the same calculations in Equation
(A.20), Equation (A.22) and Equation (A.23)(where (θ˜1, θ˜2) and (θ?‖, θ
?
⊥) correspond
to (θ〈t+1〉〈t〉,1 , θ
〈t+1〉




〈t〉,2) respectively), and obtain that
0 < tanα〈t〉 < tan β〈t〉 = θ?〈t〉,2/θ
?
〈t〉,1.
Hence, we have Claim 1 holds.
Next, we want to prove the angle |β〈t〉| is decreasing to 0. Again, we assume
β〈0〉 ≥ 0 and continue to apply the sequence of the coordinate systems A. To show
β〈t〉 decreases to 0, it is equivalent to show that θ?〈t〉,1 converges to ‖θ?‖. Then, since
β〈t〉 is decreasing, we have θ?〈t〉,1 = ‖θ?‖ · β〈t〉 is increasing. Hence
θ?〈t〉,1 ∈ [θ?〈1〉,1, ‖θ?‖], ∀t ≥ 1. (2.84)
To prove the increasing sequence θ?〈t+1〉,1 converges to ‖θ?‖, we just need to show that
for any θˆ < ‖θ?‖, we can find θ?〈t+1〉,1/θ?〈t〉,1 ≥ ρθˆ for some constant ρθˆ > 1, then
with a straightforward contradiction argument, within finite iterations, we should
have θ?〈t′〉,1 > θˆ for a certain t
′, which implies θ?〈t+1〉,1 converges to ‖θ?‖. To find
such ρ, note that, since θ?〈t〉,1 is a value invariant to coordinate rotations, by Equation
(A.20),Equation (A.22) and Equation (A.23), we have θ?〈t+1〉,1/θ
?
〈t〉,1, as a function of
‖θ〈t〉‖, w〈t〉1 and θ?〈t〉,1, is continuous and
θ?〈t+1〉,1/θ
?
〈t〉,1 > 1, ∀‖θ〈t〉‖ > 0, w〈t〉1 ∈ (0.5, 1], θ?〈t〉,1 ∈ [θ?〈1〉,1, ‖θ?‖).
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Hence, we just need to find some constants 0 < c1 < c2 and 0.5 < c3 < 1 such
that ‖θ〈t〉‖ ∈ [c1, c2] and w〈t〉1 ∈ [c3, 1] for t ≥ 1, then we can find ρ by the uniform
continuity argument. From Lemma 2.17, we have c2 = 1 + ‖θ?‖. Since both ‖θ〈t〉‖
and w〈t〉1 is invariant to the coordinate rotations, we continue to apply the sequence













y‖θ〈t〉‖ + w〈t〉2 e−y‖θ
〈t〉‖
(
w?1φ(y − θ?〈t〉,1) + w?2φ(y + θ?〈t〉,1)
)
dy












y‖θ〈t〉‖ + w〈t〉2 e−y‖θ
〈t〉‖
(
w?1φ(y − θ?〈t〉,1) + w?2φ(y + θ?〈t〉,1)
)
dy
= Gw(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1, w?1) (2.85)
Hence, (θ〈t+1〉〈t〉,1 , w
〈t+1〉
1 ) is the next iteration of (‖θ〈t〉‖, w〈t〉1 ) of the Population EM esti-
mates under the true value (θ?〈t〉,1, w
?
1). Indeed, we can consider this two dimensional
problem as a series of one dimensional problems that follows this procedure:
Step 1 Start with point (‖θ〈1〉‖, w〈1〉1 ) ∈ S, where S = (0,∞)× (0.5, 1).
Step 2 For iteration t, let point (‖θ〈t〉‖, w〈t〉1 ) move towards the point (θ〈t+1〉〈t〉,1 , w〈t+1〉1 )
following the one dimensional update rule for the true value θ? = θ?〈t〉,1.




1 ) to the right to their
new values: true value θ? = θ?〈t+1〉,1 and new point (‖θ〈t+1〉‖, w〈t+1〉1 ).
Step 4 End iteration t and go back to Step 2 for iteration t+ 1.
To analyze this, we recall our analysis for the one dimension case previously in
this section. Due to Lemma 2.15 holds for any non-zero true value θ?, by typical
uniform continuity argument, we can find δ,  > 0 such that the adjusted reference
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curve radj(w1; θ?) defined by
radj(w1; θ?) =
2w?1 − 1
2w1 − 1θ? −  ·max(0, w1 + δ − 1) > 0,
satisfies C.1,C.2 with (aθ, bθ) = (0,∞), (aw, bw) = (0.5, 1) for any true value θ? ∈
[θ?〈1〉,1, ‖θ?‖] and w? = w?1. Hence, on S = (0,∞) × (0.5, 1), as θ? increases, the
reference curve shifted to the right. Further, for any point (θ, w) in S, recall its cor-
responding area function m(θ, w) and rectangle D(θ, w) in the proof for Lemma 2.14.
We use m(θ, w; θ?) and D(θ, w; θ?) to denote their values under the true value θ?. By
their definitions, we note that the left side and down side of the rectangleD(θ, w; θ?) is
non-decreasing as θ? increases. Hence, by Equation (2.70), we know as θ?〈t〉,1 increases,
w
〈t〉
1 is always lower bounded by the down side of the rectangle D(‖θ〈1〉‖, w〈1〉1 ; θ?〈1〉,1)





≥ bottom side of D(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1)
(ii)
≥ bottom side of D(‖θ〈t〉‖, w〈t〉1 ; θ?〈t−1〉,1)
(iii)
≥ bottom side of D(θ〈t〉〈t−1〉,1, w〈t−1〉1 ; θ?〈t−1〉,1)
(iv)
≥ bottom side of D(‖θ〈t−1〉‖, w〈t−1〉1 ; θ?〈t−1〉,1)
≥ · · · ≥ bottom side of D(‖θ〈1〉‖, w〈1〉1 ; θ?〈1〉,1) = c3,
where inequality (i) holds due to Equation (2.70), inequality (ii) and (iii) hold due
to the shift of reference curve and definition of the rectangle D, and inequality (iv)
holds due to Equation (2.69). Also, we can show
‖θ〈t〉‖ ≥ min{‖θ〈1〉‖, (w?1 − w?2)θ?〈1〉,1 − δ} := c1.
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This is because,
• If ‖θ〈t〉‖ ≤ θ?〈t〉,1−δ, i.e., point (‖θ〈t〉‖, w〈t〉1 ) is inside the region R5 or R6 defined
by the true value θ? = θ?〈t〉,1, then we know ‖θ〈t+1〉‖ ≥ θ〈t+1〉〈t〉,1 ≥ ‖θ〈t〉‖.
• If ‖θ〈t〉‖ ≤ θ?〈t〉,1 − δ, i.e., point (‖θ〈t〉‖, w〈t〉1 ) is inside the regions R1-R4 (note




1 ) stay at
R1-R4 and hence ‖θ〈t+1〉‖ ≥ θ〈t+1〉〈t〉,1 ≥ θ?〈t〉,1 − δ.
Hence, this completes the proof of our claim that the angle β〈t〉 is decreasing to 0.
Finally, we want to show that (‖θ〈t〉‖, w〈t〉1 ) converges to (‖θ?‖, w?1) which implies
(θ〈t〉, w〈t〉1 ) converges to (θ
?, w?1) due to β〈t〉 → 0. Since the `2 norm is rotation
invariant, we apply the sequence of the coordinate system A. To prove this final step,
we just need to bound w〈t〉1 away from 1, i.e., there exists c4 ∈ (0, 1) such that
w
〈t〉
1 ≤ c4 < 1, ∀t ≥ 1. (2.86)







〈t〉,1)/m(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1)
U2 = m(‖θ〈t+1〉‖, w〈t+1〉1 ; ‖θ?‖)/m(θ〈t+1〉〈t〉,1 , w〈t〉1 ; θ?〈t〉,1)
U3 = m(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1)/m(‖θ〈t〉‖, w〈t〉1 ; ‖θ?‖).
For any δ0 > 0, we have after finite iterations t1, θ?〈t1〉,1 will stay in the δ0-
neighborhood around ‖θ?‖. Hence, consider t > t1, note that on the following com-
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we have U1 < 1, therefore, we can find constant ρ1 < 1 such that U1 ≤ ρ1 on S ′.
Further, we know there exists a constant c′ such that max(U2, U3) ≤ (1 + c′ · |β〈t〉|)
on this compact set S ′ since θ?〈t〉,1 = cos β〈t〉 · ‖θ?‖ and θ〈t+1〉〈t〉,1 = cosα〈t〉 · ‖θ〈t+1〉‖ with
|α〈t〉| < |β〈t〉|. Hence for large enough t2, there exists ρ2 < 1 such that for any t > t2
and point (‖θ〈t〉‖, w〈t〉1 ) in S ′, we have
m(‖θ〈t+1〉‖, w〈t+1〉1 ; ‖θ?‖)
m(‖θ〈t〉‖, w〈t〉1 ; ‖θ?‖)
= U1 · U2 · U3 ≤ ρ2 < 1.
Hence, we have either m(‖θ〈t+1〉‖, w〈t+1〉1 ; ‖θ?‖) is strictly decreasing at rate ρ2 or
(‖θ〈t〉‖, w〈t〉1 ) was in the 2δ0-neighborhood around (‖θ?‖, w?1) and therefore by the
analysis in Lemma 2.14, there exists constant c′′ > 0 and c′′′ > 0 such that
m(‖θ〈t+1〉‖, w〈t+1〉1 ; ‖θ?‖) < (1 + c′′ · |β〈t〉|) · c′′′δ20.
Either way, by arbitrary choice of δ0, we know m(‖θ〈t+1〉‖, w〈t+1〉1 ; ‖θ?‖) converges to
0 which implies θ〈t〉 converges to θ?. Hence, finally, we just need to bound w〈t〉1 . Note
that in the proof of Lemma 2.14, we used the following strategy to show that w〈t〉1 is
bounded away from 1:
• If (θ〈0〉, w〈0〉1 ) ∈ R5
⋃
R6, within finite iterations t0, (θ〈t0〉, w
〈t0〉
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R4, by Equation (2.69) and Equation
(2.70), we have for all t ≥ t0,
(θ〈t+1〉, w〈t+1〉1 ) ∈ D(θ〈t+1〉, w〈t+1〉1 )
(a)
⊆ D(θ〈t〉, w〈t〉1 ) ⊆ · · · ⊆ D(θ〈t0〉, w〈t0〉1 ). (2.88)
Hence, w〈t〉 ≤ max(w〈t0〉1 , r−1(θ〈t0〉)).
However, in multi-dimsnional case, since we changed the true values θ? from θ?〈t〉,1
to θ?〈t+1〉,1 after each iteration, definition of R5 and R6 changes and relation (a) in







〈t+1〉,1) 6⊂ D(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1).
Yet, we can have a quick remedy for this strategy. Note that since θ?〈t〉,1 → ‖θ?‖,
our adjusted reference curve radj(w1; θ?〈t〉,1) also converges to radj(w1; ‖θ?‖) uniformly
for w1 ∈ [w?1, 1]. Hence, we can find δ′ > 0, t′ > 0 such that we can perturb every
radj(w1; θ
?
〈t〉,1) for t > t
′ such that we have r˜adj(w1; θ?〈t〉,1) satisfies C.1 and C.2 for true
value θ? = θ?〈t〉,1 for all t > t
′ with
r˜adj(w1; θ?) = radj(w1; θ
?
〈t′〉,1), ∀w1 ∈ [1− δ′, 1], θ? ∈ [θ?〈t′〉,1, ‖θ?‖],
and
r˜adj(w1; θ?) = r(w1; θ?), ∀w1 ≤ w?1, θ? ∈ [θ?〈t′〉,1, ‖θ?‖].
Hence, the region R5 and R6 are invariant for θ? ∈ [θ?〈t′〉,1, ‖θ?‖], and therefore with
the same arguments made in the proof of Lemma 2.14, within finite iterations t′′, we
have
‖θ〈t′′〉‖ > θ?〈t′〉,1(w?1 − w?2),
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R4 for any true value θ? ∈
[θ?〈t′〉,1, ‖θ?‖]. Once the point (‖θ〈t



























1 , 1− δ′); θ?〈t〉,1
)
, (2.89)
due to the fact that (θ〈t+1〉〈t〉,1 , w
〈t+1〉
1 ) ∈ D(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1) and ‖θ〈t+1〉‖ ≤ c2. Denote
the set defined in Equation (2.89) as Q(‖θ〈t〉‖, w〈t〉1 ). Then, we can check that for
any (θ, w1) ∈ Q(‖θ〈t〉‖, w〈t〉1 ), we have Q(θ, w1) ⊆ Q(‖θ〈t〉‖, w〈t〉1 ). Therefore, we have
Q(‖θ〈t+1〉‖, w〈t+1〉1 ) ⊆ Q(‖θ〈t〉‖, w〈t〉). Hence, by a chain of arguments starting from
t′′, we have








′′〉‖; ‖θ?‖), 1− δ′, w〈t′′〉1
)
< 1, ∀t ≥ t′′.
2.4.4.3 Geometric convergence
Since we have shown that (θ〈t〉, w〈t〉) converges to (θ?, w?1), we just need to show an
attraction basin around (θ?, w?1), and therefore, combining both, we know after a
finite iteration T , we have geometric convergence. To show an attraction basin, let us
consider the following two terms ‖θ〈t+1〉− θ?‖ and |w〈t+1〉1 −w?1|. Apply the sequence
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of the coordinate system A, then by Equation (2.85) and Equation (A.20), we have
‖θ〈t+1〉 − θ?‖2 = |θ〈t+1〉〈t〉,1 − θ?〈t〉,1|2 + |θ〈t+1〉〈t〉,2 − θ?〈t〉,2|2
= |Gθ(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1, w?1)− θ?〈t〉,1|2 + |θ?〈t〉,2|2(1− s(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1, w?1))2,
|w〈t+1〉1 − w?1| = |Gw(‖θ〈t〉‖, w〈t〉1 ; θ?〈t〉,1, w?1)− w?1|. (2.90)
Hence, we just need to show that for all θ?‖ > 0 and w
?
1 ∈ (0, 1), the eigenvalues of
the Jacobian matrix of the following mapping:
(θ, w1) 7→ (Gθ(θ, w1; θ?‖, w?1), Gw(θ, w1; θ?‖, w?1)) (2.91)
are in [0, 1) at (θ, w1) = (θ?‖, w
?






















Hence, by continuity of the Jacobian of the functions, there exists  > 0 and ρ < 1





1)− θ?‖)2 + (Gw(θ, w1; θ?‖, w?1)− w?1)2 ≤ ρ
(
(θ − θ?‖)2 + (w1 − w?1)2
)
.
Further, by Equation (A.23), we know function s(θ, w1; θ?‖, w
?
1) is positive on θ, θ?‖ ∈
[‖θ?‖ − , ‖θ?‖ + ] and w1 ∈ [w?1 − , w?1 + ]. Hence, there exists constant ρ′ such
that
(1− s(θ, w1; θ?‖, w?1))2 ≤ ρ′, ∀θ, θ?‖ ∈ [‖θ?‖ − , ‖θ?‖+ ], w1 ∈ [w?1 − , w?1 + ].
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Hence, plug in Equation (2.90), we have if ‖θ〈t〉‖, θ?〈t〉,1 ∈ [‖θ?‖ − , ‖θ?‖ + ] and
w
〈t〉
1 ∈ [w?1 − , w?1 + ], then
‖θ〈t+1〉 − θ?‖2 + |w〈t+1〉1 − w?1|2 ≤ ρ
(





‖θ〈t〉 − θ?‖2 + (w〈t〉1 − w?1)2
)
.
Hence, by triangle inequality, we know once ‖θ〈t〉 − θ?‖ ≤  and |w〈t〉1 − w?1| ≤ , we
have (θ〈t〉, w〈t〉1 ) geometrically converges towards (θ
?, w?1). Further, the first iteration
to reach the attraction basin is guaranteed by the geometric convergence of the angle
β〈t〉 and geometric convergence of the area function m(θ, w) on S ′ defined in Equation
(2.87) for δ0 = /4.
Next, we will show that for all θ?‖ > 0 and w
?
1 ∈ (0, 1), the eigenvalues of the
Jacobian matrix of the mapping defined in Equation (2.91) at (θ, w1) = (θ?‖, w
?
1) are
in [0, 1). Note that this Jacobian matrix at (θ, w1) = (θ?‖, w
?

















































Then the two eigenvalues of J should be the two solutions of the following equation:
q(λ) = λ2 − λ(J11 + J22) + J11J22 − J12J21 = 0.
Note that, by Cauchy-Schwarz inequality, we know det(J) = J11J22− J12J21 ≥ 0 and
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therefore q(0) ≥ 0. Also note that
q(J22) = −J222 − J12J21 ≤ 0,
and


































































Hence, we just need to show q(1) > 0, then the two solutions of q(λ) = 0 should stay
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Combine Equation (2.92) and Equation (2.93), we have





















































where the last inequality holds due to Cauchy-Schwarz inequality. Hence, we have
q(1) > 0 and this completes our proof for geometric convergence of the EM estimates.
2.5 Proof for Sample-based EM’s results
It is straightforward to show that Sample-based EM also has the property of Lemma
2.3. Therefore, without loss of generality, we assume Σ = I.
2.5.1 Proof of Theorem 2.5













. Then the iteration functions based on
(aˆ〈t〉, θˆ
〈t〉












2(1− pˆ〈t+1〉) . (2.95)






















wd(yi − aˆ〈t〉, θˆ
〈t〉
). (2.97)
Therefore qˆ〈t〉 and pˆ〈t〉 are the empirical versions of γ〈t〉 and p〈t〉 respectively. Our first
goal is, for each i ∈ {1, 2}, to compare the Population EM sequence (µ〈t〉i )t≥0 to the





are the same. We prove that
aˆ〈t〉→a〈t〉 in probability and θˆ〈t〉→θ〈t〉 in probability, as n→∞. (2.98)
We prove by induction. For t = 0, it is clear that Equation (2.98) holds because
both Population EM and Sample-based EM start with the same initialization. For






wd(yi − aˆ〈0〉, θˆ
〈0〉
)yi






wd(yi − aˆ〈0〉, θˆ
〈0〉
)







p→ Ey = 0.
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2p〈1〉(1− p〈1〉) = θ
〈1〉 in probability.
Therefore Equation (2.98) holds for t = 1. Now we assume that Equation (2.98) holds
for t ≥ 1, and our goal is to prove it for t+ 1. Note that
∥∥∥∥∂wd(y − xa,xθ)∂xa
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Therefore we have






































































〈t〉 + (1− ξ)aˆ〈t〉, and θ〈t〉ξ = ξθ〈t〉 + (1− ξ)θˆ
〈t〉
, for some ξ ∈ [0, 1].
By WLLN, induction assumption and
‖a〈t〉ξ ‖ ≤ 2‖a〈t〉‖+ ‖a〈t〉 − aˆ〈t〉‖, and ‖θ〈t〉ξ ‖ ≤ 2‖θ〈t〉‖+ ‖θ〈t〉 − θˆ
〈t〉‖,
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we have










2‖a〈t〉‖+ ‖a〈t〉 − aˆ〈t〉‖
2






→ 0 in probability.
Similarly, we have




wd(yi − aˆ〈t〉, θˆ
〈t〉
)yi‖














wd(yi − aˆ〈t〉, θˆ
〈t〉
)yi‖





























∥∥∥∥∥ ‖θˆ〈t〉 − θ〈t〉‖+ (‖a〈t〉‖‖θ〈t〉 − θˆ〈t〉‖+ ‖θ〈t〉‖‖a〈t〉 − aˆ〈t〉‖







By WLLN and induction assumption, we have
‖γ〈t+1〉 − qˆ〈t+1〉‖ → 0 in probability.
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2p〈t+1〉(1− p〈t+1〉) = θ
〈t+1〉 in probability.
Hence Equation (2.98) holds for t+1. With induction, we completes the proof of this
lemma.
2.5.2 Proof of Theorem 2.6
The main idea of the proof is simple. We first show that if we initialize Sample-based
EM in a way that aˆ〈0〉 is small enough and θˆ
〈0〉
is in small neighborhood of θ?, then
the sampled based EM will converge to a point whose distance from θ? is O(
√
d/n)
with probability converging to 1 as n → ∞. Let’s call this neighborhood of (a, b),
N0,θ? .
According to Theorem 2.2, we know that Population EM converges to the true
parameter under quite general initialization. Hence, there exists an iteration T0 at
which the estimate of Population EM is in N0,θ? . We know from Theorem 2.5 that at
iteration T0, aˆ〈T0〉 → a〈T0〉 and θˆ〈T0〉 → θ〈T0〉 in probability. Hence, with probability
converging to 1, (aˆ〈T0〉, θˆ
〈T0〉
) ∈ N0,θ? , and hence (aˆ〈t〉, θˆ〈t〉) converge to a point that
is at a distance O(
√
d/n) from (0,θ?). In other words, if aˆ∞ and θˆ
∞
the limiting






‖θˆ∞ − θ?‖ = O(
√
d/n),
with probability converging to 1, which is equivalent to what we wanted to prove.
As is clear from the above discussion, the only challenging part is to prove that
if (aˆ〈0〉, θˆ
〈0〉
) is in small neighborhood of (0,θ?), then the sampled-based EM will
converge to a point whose distance from (0,θ?) is O(
√
d/n). The proof of this fact
is our main goal in the rest of this proof.
We remind the reader that according to Theorems 2.2 the estimates of Population
EM satisfy the following equations (if initialized properly):
‖a〈t〉‖ → 0,
‖θ〈t〉 − θ?‖ → 0, (2.99)
Also, we know from the arguments provided in the proof of Theorem 2.5 that aˆ〈t〉
and θˆ
〈t〉
converge to a〈t〉 and θ〈t〉 in probability. Hence, we expect to have a similar
equations for aˆ〈t〉 and θˆ
〈t〉
, except for probably an error term that will vanish as
n → ∞. The only issue that may happen is that the errors that are introduced in
each iteration may accumulate and will let to a non-vanishing error for t→∞. Our
first lemma shows that this does not happen.
Lemma 2.19. Suppose that there exist κa ∈ (0, 1), κθ ∈ (0, 1) and cθ > 0 such that
CHAPTER 2. EXPECTATION MAXIMIZATION FOR GAUSSIAN MIXTURE
MODELS 97
for all t′ ≥ 1, we have
‖aˆ〈t′〉‖ ≤ κa‖aˆ〈t′−1〉‖+ a, (2.100)
‖θˆ〈t




for some a, θ > 0. Then we have ∀t ≥ 0,
‖aˆ〈t〉‖ ≤ (κa)t‖aˆ〈0〉‖+ 1
1− κa a, (2.102)












We prove this lemma in Appendix A.2.1.1.
According to Lemma 2.19 as long as the errors that are introduced in each iteration
are bounded by a and θ, the overall error will also remain bounded and are, in the
worst case, proportional to
√
a and θ. Hence, if a → 0 and θ → 0 as n→∞, the
overall errors will go to zero too. Hence, proving that Equation (2.100) and Equation
(2.101) hold for a → 0 and → 0 will complete the proof Theorem 2.6. Indeed, the
following lemma provides such claim.

















only depending on θ?, such that if the initialization (aˆ〈0〉, θˆ
〈0〉
) satisfies
‖aˆ〈0〉‖ ≤ δa, and ‖θˆ〈0〉 − θ?‖ ≤
√
1− (κa)2‖θ?‖,
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then ∀t ≥ 0, we have
‖aˆ〈t+1〉‖ ≤ κa‖aˆ〈t〉‖+ a,
‖θˆ〈t+1〉 − θ?‖ ≤ κθ‖θˆ〈t〉 − θ?‖+
√
cθ‖aˆ〈t〉‖+ θ,
with probability at least 1− 3δ. The value of the other constants are the following














where ρ = sup‖xa‖≤1,‖xθ‖≤ 32‖θ?‖max{gp(xa,xθ,θ
?), 1 − gp(xa,xθ,θ?)} ∈ (0, 1). In




















We showed the following equations in Section 2.5.1:


































wd(yi − aˆ〈t〉, θˆ
〈t〉
),
















wd(yi − xa,xθ)− EYwd(y − xa,xθ)
















Note that by setting δ = 1
n
, we see that cθ → 0, Cθ → 0, and δ → 0 simultaneously. In
the rest of the proof we assume that Equation (2.106), Equation (2.107) and Equation
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(2.108) hold. Let









The following lemma that will be proved in Appendix A.2.1.3 is a key step in our
analysis:




‖a¯〈t+1〉‖ ≤ κa‖aˆ〈t〉‖, (2.109)
Furthermore, there exist δ′a ∈ (0, 1), κθ ∈ (0, 1) and cθ > 0 such that if ‖aˆ〈t〉‖ ∈ [0, δ′a],
then
‖θ¯〈t+1〉 − θ?‖ ≤ κθ‖θˆ〈t〉 − θ?‖+
√
cb‖aˆ〈t〉‖. (2.110)
Constant κa, κθ, δ′a and cθ only depend on θ
?.
The above equations provide connections between (a¯〈t+1〉, θ¯〈t+1〉) and (aˆ〈t〉, θˆ
〈t〉
).
Next, we establish connection between (a¯〈t+1〉, θ¯〈t+1〉) and (aˆ〈t+1〉, θˆ
〈t+1〉
). In the rest
of the proof we assume that κa ∈ (
√
3/2, 1). If κa is less than
√
3/2 we set it to
√
3/2.
This is just for making notations simpler and has no specific technical reason.
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Note that from Equation (2.94), we have
‖aˆ〈t+1〉‖ =
∥∥∥∥∥ qˆ〈t+1〉(1− 2pˆ〈t+1〉)2pˆ〈t+1〉(1− pˆ〈t+1〉) + y¯2(1− pˆ〈t+1〉)
∥∥∥∥∥
≤





∣∣∣∣ (1− 2pˆ〈t+1〉)2pˆ〈t+1〉(1− pˆ〈t+1〉)
∣∣∣∣ ‖qˆ〈t+1〉 − γ¯〈t+1〉‖+ ∥∥∥∥ γ¯〈t+1〉(1− 2p¯〈t+1〉)2p¯〈t+1〉(1− p¯〈t+1〉)





((p¯〈t+1〉)2 + (1− p¯〈t+1〉)2 − (1− 2p¯〈t+1〉)|pˆ〈t+1〉 − p¯〈t+1〉|)
pˆ〈t+1〉(1− pˆ〈t+1〉)
∥∥∥∥∥ |pˆ〈t+1〉 − p¯〈t+1〉|
≤
∣∣∣∣ 12pˆ〈t+1〉(1− pˆ〈t+1〉)








Furthermore, from Equation (2.95) we have




















(1− 2p¯〈t+1〉 + |pˆ〈t+1〉 − p¯〈t+1〉|)
pˆ〈t+1〉(1− pˆ〈t+1〉)
∥∥∥∥∥ |pˆ〈t+1〉 − p¯〈t+1〉|
≤
∣∣∣∣ 12pˆ〈t+1〉(1− pˆ〈t+1〉)





∥∥∥∥∥ |pˆ〈t+1〉 − p¯〈t+1〉|+ ‖ y¯2(1− pˆ〈t+1〉)‖.
(2.112)
Suppose for the moment that ‖aˆ〈t〉‖ ∈ [0, 1] and ‖θˆ〈t〉 − θ?‖ ≤ 1
2
‖θ?‖. It is straight-
forward to use Equation (2.107) and Equation (2.105) and the definition of ρ in the
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By combining Equation (2.106)-Equation (2.108), Equation (2.111)), Equation (2.112),
and Equation (2.113) we obtain





2− ρ = ‖a¯
〈t+1〉‖+ a,





2− ρ = θ, (2.114)
and hence ‖θˆ〈t+1〉 − θ?‖ ≤ ‖θ¯〈t+1〉 − θ?‖+ θ.
Now suppose that the assumptions of Lemma 2.21 hold, i.e., ‖aˆ〈t〉‖ ∈ [0, δ′a] and
‖θˆ〈t〉 − θ?‖ ≤√1− (κa)2‖θ?‖. Then Equation (2.114) implies that
‖aˆ〈t+1〉‖ ≤ ‖a¯〈t+1〉‖+ a ≤ κa‖aˆ〈t〉‖+ a,
‖θˆ〈t+1〉 − θ?‖ ≤ ‖θ¯〈t+1〉 − θ?‖+ θ ≤ κθ‖θˆ〈t〉 − θ?‖+
√
cb‖aˆ〈t〉‖+ θ.(2.115)
Note that Equation (2.115) is the result we claimed in Lemma 2.20. However, to
obtain Equation (2.110), which is one of the main steps in deriving Equation (2.115)
we have assumed that
‖aˆ〈t〉‖ ∈ [0, δ′a] and ‖θˆ
〈t〉 − θ?‖ ≤
√
1− (κa)2‖θ?‖.
In order to prove the above equation holds for every t, we will prove an even stronger
statement:
‖aˆ〈t〉‖ ∈ [0, δa] and ‖θˆ〈t〉 − θ?‖ ≤
√
1− (κa)2‖θ?‖, (2.116)
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where δa = min{δ′a, (1−κθ)
2(1−(κa)2)‖θ?‖2
4cθ
}. We use induction to prove that Equation
(2.116) holds ∀t ≥ 0. By the assumptions of this Lemma, the initial estimates
(aˆ〈0〉, θˆ
〈0〉
) satisfy Equation (2.116). Hence the base of the induction is true. Suppose
Equation (2.116) holds for t ≥ 0, then for t+ 1 Equation (2.115) holds. Hence all we
need to prove is that







For the first inequality, since the condition on n in Equation (2.105) ensure that
a ≤ (1− κa)δa, together with induction assumption that ‖aˆ〈t〉‖ ≤ δa, we have
‖aˆ〈t+1〉‖ ≤ κa‖aˆ〈t〉‖+ a ≤ κaδa + (1− κa)δa ≤ δa.
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Hence with induction assumption that ‖θˆ〈t〉 − θ?‖ ≤√1− (κa)2‖θ?‖, we have



















Hence the second part of Equation (2.116) holds for t+ 1. This completes the proof.
2.6 Landscape of the Expected Log-likelihood
Do the results we derived in this chapter regarding the performance of EM provide any
information on the landscape of our non-convex maximum likelihood optimization?
To address this question, we show how our analysis can determine the stationary
points of the expected log-likelihood and characterize the shape of the expected log-
likelihood in a neighborhood of the stationary points. Let Lf (η) denote the expected
log-likelihood, i.e.,
Lf (η) , E(log fη(Y )) =
ˆ
f(y;η?) log f(y;η)dy,
where η? denotes the true parameter value. Also consider the following standard
regularity conditions:
R1 The family of probability density functions f(y;η) have common support.
R2 ∇η
´
f(y;η?) log f(y;η)dy =
´
f(y;η?)∇η log f(y;η)dy, where ∇η denotes the
gradient with respect to η.




z f(z | Y ;η〈t〉) log f(Y , z; η)) = E
∑
z f(z | Y ;η〈t〉)∇η log f(Y , z;η).
Then we have the following lemma that establishes the connection between fixed
points of the algorithms and the stationary points of the optimization problem.
Lemma 2.22. Let η¯ ∈ Rd denote a stationary point of Lf (η). Also assume that
Q(η | η〈t〉) has a unique and finite stationary point in terms of η for every η〈t〉, and
this stationary point is its global maxima. Then, if the model satisfies conditions R1–
R3, and the Population EM algorithm is initialized at η¯, it will stay at η¯. Conversely,
any fixed point of Population EM is a stationary point of Lf (η).
Proof. Let η¯ denote a stationary point of Lf (η). We first prove that η¯ is a stationary
point of Q(η | η¯) (See definition in Equation (2.1)).
∇ηQ(η | η¯)|η=η¯ =
ˆ ∑
z












f(y;η?)dy = 0 ,
where the last equality is using the fact that η¯ is a stationary point of Lf (η). Since
Q(η | η¯) has a unique stationary point, and we have assumed that the unique sta-
tionary point is its global maxima, then Population EM will stay at that point. The
proof of the other direction is similar.
Remark 2.6. The fact that η? is the global maximizer of Lf (η) is well-known in the
statistics and machine learning literature [e.g., Conniffe, 1987]. Furthermore, the
fact that η? is a global maximizer of Q(η | η?) is known as the self-consistency
property Balakrishnan et al. [2017].
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Back to our models, it is clear that Model 1 and Model 2 satisfy the conditions
R1-R3. Therefore, we have the following corollary that analyzes the landscape of
Model 1 and Model 2.
Corollary 2.2. • The expected log-likelihood objective for Model 1 has only three
stationary points. If d = 1 (so θ = θ ∈ R), then 0 is a local minima, while θ?
and −θ? are global maxima. If d > 1, then 0 is a saddle point, and θ? and −θ?
are global maxima.


































The first two points are global maxima. The third point is a local minima when
d = 1 or a saddle point when d > 1.
Finally, we have the following theorem that analyze the landscape for Model 4.
Theorem 2.8. For all w?1 6= 0.5, the expected log-likelihood objective for Model 4 has
only one saddle point (θ, w1) = (0, 1/2) and no local maximizers besides the two
global maximizers (θ, w1) = (θ?, w?1) and (θ, w1) = (−θ?, w?2).
The proof of this theorem is slightly more complicated because Model 4 does not
satisfy the conditions R1-R3 on the boundary when w1 = 0 or w1 = 1. Hence, we can
not directly apply Lemma 2.22 and we leave the proof in Appendix A.2.2.1.
Remark 2.7. Consider the landscape of the expected log-likelihood objective for Model
3 and the point (θwrong, w?1), where θwrong is the local maximizer suggested by The-
orem 2.3. Theorem 2.8 implies that we can still easily escape this point due to the
non-zero gradient in the direction of w1 and thus (θwrong, w?1) is not even a saddle
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point. We emphasize that this is exactly the mechanism that we have hoped for the
purpose and benefit of over-parameterization (See the left panel in Figure 2.2).
Remark 2.8. Note that although (θ, w1) = ((w?1 − w?2)θ?, 1) or ((w?2 − w?1)θ?, 0) are
the two fixed points for Population EM with Model 4 as well, they are not the first
order stationary points of the expected log-likelihood objective if w?1 6= 0.5.




Framework for Phase Retrieval
We first formally introduce our message passing algorithm. Following the steps pro-
posed in Rangan [2011], we obtain the following algorithm called, Approximate Mes-
sage Passing for Amplitude-based optimization (AMP.A). Starting from an initial
estimate x0 ∈ Cn×1, AMP.A proceeds as follows for t ≥ 0:













g(p, y) = y · p|p| − p,














τ t−1 + 1
2
−divp(gt−1) · λt−1.
In the above, p/|p| at p = 0 can be any fixed number and does not affect the perfor-































Note that we add an regularization term to the amplitude loss and here we would
like to discuss the effect of this regularizer on AMP.A. For the moment suppose that
the noise w is zero. Does including the regularizer in Equation (1.4) benefit AMP.A?
Clearly, any regularization may introduce unnecessary bias to the solution. Hence, if
the final goal is to obtain x? exactly we should set µk = 0. However, the optimization
problem in Equation (1.4) is non-convex and iterative algorithms intended to solve it
can get stuck at bad local minima. In this regard, regularization can still help AMP.A
to escape bad local minima through continuation. Continuation is popular in convex
optimization for improving the convergence rate of iterative algorithms [Hale et al.,
2008]. In continuation we start with a value of µk for which AMP.A is capable of
finding the global minimizer of Equation (1.4). Then, once AMP.A converges we will
either decrease or increase µk a little bit (depending on the final value of µ for which
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we want to solve the problem) and use the previous fixed point of AMP.A as the
initialization for the new AMP.A. We continue this process until we reach the value
of µk we are interested in. For instance, if we would like to solve the noiseless phase
retrieval problem then µk should eventually go to zero so that we do not introduce
unnecessary bias. The rationale behind continuation is the following. Let µk and
µ′k be two different values of the regularization parameter, and they are close to
each other. Suppose that the global minimizer of Equation (1.4) with regularization
parameter µ′k is x(µ′k) and is given to the user. Suppose further that the user would
like to find the global minimizer of Equation (1.4) with µk. Then, it is conceivable
that the global minimizer of the new problem is close to x(µ′k).1 Hence, the user can
initialize AMP.A with x(µ′k) and hope that the algorithm may converge to the global
minimizer of Equation (1.4) for µk.
A more general version of the continuation idea we discussed above is to let µk









This way we can not only automate the continuation process, but also let AMP.A
decide which choice of µk is appropriate at a given stage of the algorithm. Our discus-
sion so far has been heuristic. It is not clear whether and how much the generalized
continuation can benefit the algorithm. To give a partial answer to this question we




1Given the sometimes complex geometry of non-convex problems, this might not always be the
case.
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the following version of AMP.A:




[−divp(gt) · xt +AHg(pt,y)] . (3.4b)
3.1 Asymptotic analysis of AMP.A
In this section, we present the asymptotic platform under which AMP.A is studied,
and we derive a set of equations, known as state evolution (SE), that capture the
performance of AMP.A under the asymptotic analysis. The results are combinations
of our paper Ma et al. [2018] and Ma et al. [2019].
3.1.1 Asymptotic framework and state evolution
Our analysis of AMP.A is carried out based on a standard asymptotic framework
developed in Bayati and Montanari [2011, 2012]. In this framework, we letm,n→∞,
while m/n→ δ. Within this section, we will write x?, xt, w and A as x?(n), xt(n),
w(n) and A(n) to make explicit their dependency on the signal dimension n. In
this section we focus on the complex-valued AMP. We postpone the discussion of the
real-valued AMP until Section 3.2. Following Mousavi et al. [2015], we introduce the
following definition of converging sequences.
Definition 2. The sequence of instances {x?(n),A(n),w(n)} is said to be a converging
sequence if the following hold:
– m
n
→ δ ∈ (0,∞), as n→∞.
– A(n) has i.i.d. Gaussian entries where Aij ∼ CN (0, 1/m).
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– The empirical distribution of x?(n) ∈ Cn converges weakly to a probability
measure pX with bounded second moment. Further, 1n‖x?(n)‖2 → κ2 where
κ2 ∈ (0,∞) is the second moment of pX . For convenience and without loss of
generality, we assume κ = 1.2
– The empirical distribution of w(n) ∈ Cn converges weakly to CN (0, σ2w).
Under the asymptotic framework introduced above, the behavior of AMP.A can
be characterized exactly. Roughly speaking, the estimate produced by AMP.A in each
iteration is approximately distributed as the (scaled) true signal + additive Gaussian
noise; in other words, xt can be modeled as αtx? + σth, where h behaves like an iid
standard complex normal noise. We will clarify this claim in Theorem 3.1 below. The
scaling constant αt and the noise standard deviation σt evolve according to a known
deterministic rule, called the state evolution (SE), defined below.
Definition 3. Starting from fixed (α0, σ20) ∈ C×R+\(0, 0), the sequences {αt}t≥1 and
{σ2t }t≥1 are generated via the following recursion:
αt+1 = ψ1(αt, σ
2
t ),
σ2t+1 = ψ2(αt, σ
2




where ψ1 : C× R+ 7→ C and ψ2 : C× R+ 7→ R+ are respectively given by
ψ1(α, σ







2; δ, σ2w) = 4 · E
[|g(P, Y )|2] = 4 · E [(|P | − |Z| −W )2] .
2Otherwise, we can introduce the following normalized variables: y˜ = y/κ, x˜ = x/κ, w˜ = w/κ,
x˜t = xt/κ and p˜t = pt/κ. One can verify that the AMP.A algorithm defined in Equation (3.4) for
these normalized variables remains unchanged. Therefore, we can view that our analyses are carried
out for these normalized variables; we don’t need to actually change the algorithm though.
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In the above equations, the expectations are over all random variables involved: Z ∼
CN (0, 1/δ), P = αZ + σB where B ∼ CN (0, 1/δ) is independent of Z, and Y =
|Z|+W where W ∼ CN (0, σ2w) is independent of both Z and B. Further, the partial
Wirtinger derivative ∂zg(p, |z|+ w) is defined as:










where zR and zI are the real and imaginary parts of z (i.e., z = zR + izI).
Remark 3.1. The functions ψ1 and ψ2 are well defined except when both α and σ2
are zero.
Remark 3.2. Most of the analysis in this chapter is concerned with the noiseless case.
For brevity, we will often write ψ2(α, σ; δ, 0) (where σ2w = 0) as ψ2(α, σ; δ). Further,
when our focus is on α and σ2 rather than δ, we will simply write ψ2(α, σ2; δ) as
ψ2(α, σ
2).
In Appendix A.3.1.2, we simplify the functions ψ1(·) and ψ2(·) into the following
expressions (with θα being the phase of α):
ψ1(α, σ




|α| sin2 θ(|α|2 sin2 θ + σ2) 12 dθ, (3.6a)
ψ2(α, σ
2; δ, σ2w) =
4
δ
|α|2 + σ2 + 1− ˆ pi2
0
2|α|2 sin2 θ + σ2(|α|2 sin2 θ + σ2) 12 dθ
+ 4σ2w. (3.6b)
The above expressions for ψ1 and ψ2 are more convenient for our analysis.
The state evolution framework for generalized AMP (GAMP) algorithms [Rangan,
2011] was first introduced and analyzed in Rangan [2011] and later formally proved
in Javanmard and Montanari [2013]. As we will show later in Theorem 3.1, SE char-
acterizes the macroscopic behavior of AMP.A. To apply the results in Rangan [2011];
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Javanmard and Montanari [2013] to AMP.A, however, we need two generalizations.
First, we need to extend the results to complex-valued models. This is straightfor-
ward by applying a complex-valued version of the conditioning lemma introduced in
Rangan [2011]; Javanmard and Montanari [2013]. Second, existing results in Rangan
[2011]; Javanmard and Montanari [2013] require the function g to be smooth. Our
simulation results in case of complex-valued AMP.A show that SE predicts the per-
formance of AMP.A despite the fact that g is not smooth. Since the thesis mainly
focus on the convergence of the algorithm, we use the smoothing idea discussed in
Zheng et al. [2017] to address the issues and connect the SE equations presented in
Equation (3.5) with the iterations of AMP.A in Equation (3.4). Let  > 0 be a small








[−divp(gt,) · xt +AHg(pt,y)] ,




= y · h(p)− p,









Note that as → 0, gt, → gt and hence we expect the iterations of smoothed-AMP.A
converge to the iterations of AMP.A.
Theorem 3.1 (asymptotic characterization). Let {x?(n),A(n),w(n)} be a converging
sequence of instances. For each instance, let x0(n) be an initial estimate independent
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‖x0‖2 = σ20 + |α0|2.
Let xt(n) be the estimate produced by the smoothed AMP.A initialized by x0(n)
(which is independent of A(n)) and p−1(n) = 0. Let 1, 2, . . . denote a sequence of
smoothing parameters for which i → 0 as i→∞ Then, for any iteration t ≥ 1, the









|xtj ,i(n)− eiθt x?i |2 = E
[|X t − eiθtX?|2] = ∣∣1− |αt|∣∣2 + σ2t , (3.8)
where θt = ∠αt, X t = αtX? + σtH and X? ∼ pX is independent of H ∼ CN (0, 1).
Further, {α}t≥1 and {σ2t }t≥1 are determined by Equation (3.5) with initialization α0
and σ20.
The proof of Theorem 3.1 is given in Appendix A.3.2.
3.1.2 Convergence of the SE for noiseless model
We now analyze the dynamical behavior of the SE. Before we proceed, we point
out that in phase retrieval, one can only hope to recover the signal up to global
phase ambiguity [Netrapalli et al., 2013; Candès et al., 2013, 2015], for generic signals
without any structure. In light of Equation (3.8), AMP.A is successful if |αt| → 1
and σ20 → 0 as t→∞.
Let us start with the following interesting feature of the state evolution, which
can be seen from Equation (3.6).
Lemma 3.1. For any (α0, σ20) ∈ C × R+\(0, 0), ψ1 and ψ2 satisfy the following prop-
erties:
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(i) ψ1(α, σ2) = ψ1(|α|, σ2) · eiθα , with eiθα being the phase of α;
(ii) ψ2(α, σ2) = ψ2(|α|, σ2).
Hence, if θt denotes the phase of αt, then θt = θ0.
In light of this lemma, we can focus on real and nonnegative values of αt. In
particular, we assume that α0 ≥ 0 and we are interested in whether and under what
conditions can the SE converge to the fixed point (α, σ2) = (1, 0). The following two










Our next theorem reveals the importance of δAMP. The proof of this theorem
detailed in Section 3.3.
Theorem 3.2 (convergence of SE). Consider the noiseless model where σ2w = 0. If
δ > δAMP, then for any 0 < |α0| ≤ 1 and σ20 ≤ 1, the sequences {αt}t≥1 and {σ2t }t≥1
defined in Equation (3.5) converge to
lim
t→∞
|αt| = 1 and lim
t→∞
σ2t = 0.
There are a couple of points that we would like to emphasize here:
1. 0 < |α0| ≤ 1 and σ20 ≤ 1 is a pessimistic condition for Theorem 3.2. In
particular, when δ > 4, this condition could be relaxed to α0 6= 0 and σ20 <∞.
In this chapter, we did not try to optimize this condition since it is fairly loose
and can be achieved by the spectral method in the noiseless case. In other
words, if δ > δAMP the issue of initialization becomes minor. Alternatively,
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0 < |α0| ≤ 1 and σ20 ≤ 1 can also be achieved for the noiseless setting if the
signal of interest has nonzero mean. To see this, consider the initialization
x0 = 1. (In the general case where κ 6= 1, we initialize as x0 = κ1. Note that
κ2 = ‖x‖2/n can be accurately estimated in the noiseless setting [Lu and Li,
2017].) Such initialization ensures that |α0|2 +σ20 = 1. Further, α0 = E[X?] 6= 0.
Therefore, |α0| ∈ (0, 1) and σ20 ∈ (0, 1).
2. α0 6= 0 is essential for the success of AMP.A. This can be seen from the fact that
α = 0 is always a fixed point of ψ1(α, σ2) for any σ2 > 0. From our definition of
α0 in Theorem 3.1, α0 = 0 is equivalent to 1n〈x?,x0〉 = 0. This means that the
initial estimate x0 cannot be orthogonal to the true signal vector x?, otherwise
there is no hope to recover the signal no matter how large δ is.
The following theorem describes the importance of δglobal and its proof can be
found in Section 3.4.
Theorem 3.3 (local convergence of SE). When σ2w = 0, then (α, σ2) = (1, 0) is a fixed
point of the SE in Equation (3.6). Furthermore, if δ > δglobal, then there exist two
constants 1 > 0 and 2 > 0 such that the SE converges to this fixed point for any
α0 ∈ (1− 1, 1) and σ20 ∈ (0, 2). On the other hand if δ < δglobal, then the SE cannot
converge to (1, 0) except when initialized there.
According to Theorem 3.3, with proper initialization, SE can potentially converge
to (α, σ2) even if δglobal < δ < δAMP. However, there are two points we should
emphasize here: (i) As δ decreases from δAMP to δglobal the basin of attraction of
(α, σ2) = (1, 0) shrinks. Check the numerical results in Figure 3.1. (ii) we find that
when δ < δAMP, standard initialization techniques, such as the spectral method, do
not help AMP.A converge to x?. More specifically, to find out whether spectral
initialization helps our algorithm, we need to examine whether (α0, σ20) produced by
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Figure 3.1: The red region exhibits the basin of attraction of (α, σ2) = (1, 0). From
left to right δ = 2.45, δ = 2.3, δ = 2.1. Note that the basin of attraction of (1, 0) in the
case of δ = 2.1 is a really small region in the bottom-right corner of the graph. The
results are obtained by running the state evolution (SE) of AMP.A (complex-valued
version) with α0 and σ20 chosen from 100× 100 values equispaced in [0, 1]× [0, 1].
the spectral estimate can fall into the attraction basin of the good fixed point (α, σ2) =
(1, 0). Currently, the basin of attraction cannot be analytically characterized, but it
can be conveniently computed via SE. Specifically, for a given (α0, σ20), we run the
SE for a sufficiently large number of iterations and see if it converges to (1, 0) (up to
a pre-defined tolerance). On the other hand, the spectral initialization method was
introduced in Netrapalli et al. [2013] for phase retrieval and subsequently studied in
Candès et al. [2015]; Chen and Candès [2017]; Wang et al. [2016]; Lu and Li [2017];
Mondelli and Montanari [2017]. Specifically, the “direction” of the signal is estimated
by the principal eigenvector v (‖v‖2 = n) of the following matrix:
D
∆
= AHdiag{T (y1), . . . , T (ym)}A, (3.9)
where T : R+ → R is a nonlinear processing function, and diag{a1, . . . , am} is a
diagonal matrix with diagonal entries given by {a1, . . . , am}. The exact asymptotic
performance of the spectral method was characterized in Lu and Li [2017] under some
regularity assumptions on T .
Fig. 3.2 plots the basin of attraction of the fixed point (α, σ) = (1, 0) for δ = 2.4
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Figure 3.2: Plot of the attraction basin of AMP.A and the achievable region of the
spectral method. Left: δ = 2.40. Right: δ = 2.41. In this figure, the vertical axis is
σ instead of σ2.
or 2.41 (indicated by the blue curve). The straight line is obtained in the following
way: From Lu and Li [2017], for a given δ and T , the ratio σ0/α0 can be computed
by solving a set of fixed point equations, and this ratio determines a straight line
σ/α = σ0/α0 in the α− σ plane. The red line in Fig. 3.2 is obtained using T derived
in Mondelli and Montanari [2017]. The region above the red line can be potentially
achieved by certain choices of T together with linear scaling. On the other hand,
no known T can achieve the region below the red line. As we see in this figure, the
spectral estimate cannot fall into the basin of attraction in the current example for
δ = 2.4 (left subfigure). The smallest δ such that two curves intersect is numerically
found to be around δ = 2.41 (right subfigure) which is quite close to δAMP ≈ 2.48.
Notice that for δ > δAMP, AMP.A works for any α0 6= 0. This means that the spectral
method cannot help AMP.A much besides providing an estimate not orthogonal to
the true signal. Hence, the question of finding initialization in the basin of attraction
of (α, σ2) = (1, 0) (when δ < δAMP) remains open for future research.
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3.1.3 Noise sensitivity
So far we have only discussed the performance of AMP.A in the ideal setting where
the noise is not present in the measurements. Now let us discuss the performance of
AMP.A under noisy settings. We assume that the measurement noise is Gaussian and
small. Clearly, in this setting exact recovery is impossible, hence we study the asymp-










In the noisy case, one can use Equation (3.5) to calculate the asymptotic MSE
(AMSE) of AMP.A as a function of the variance of the noise and δ. However, as
our next theorem demonstrates it is possible to obtain an explicit and informative
expression for AMSE of AMP.A in the high signal-to-noise ratio (SNR) regime.
Theorem 3.4 (noise sensitivity). Suppose that δ > δAMP = 64pi2 − 4 and 0 < |α0| ≤ 1











The proof of this theorem can be found in Section 3.5.
3.1.4 Background on Elliptic Integrals
The functions that we have in Equation (3.5) are related to the first and second
kinds of elliptic integrals. Below we review some of the properties of these functions
that will be used throughout this chapter. Elliptic integrals (elliptic integral of the
second kind) were originally proposed for the study of the arc length of ellipsoids.
Since their appearance, elliptic integrals have appeared in many problems in physics
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and chemistry, such as characterization of planetary orbits. Three types of elliptic
integrals are of particular importance, since a large class of elliptic integrals can be
reduced to these three. We introduce two of them that are of particular interest in
our work.
Definition 4. The first and second kinds of complete elliptic integrals, denoted by











(1−m sin2 θ) 12 dθ. (3.11b)
For convenience, we also introduce the following definition:
T (m) = E(m)− (1−m)K(m). (3.11c)
In the above definitions, we continued to use m, to follow the convention in the
literature of elliptic integrals. Previously, m was defined to be the number of measure-
ments, but such abuse of notation should not cause confusion as the exact meaning
of m is usually clear from the context.
Below, we list some properties of elliptic integrals that will be used in this chapter.
The proofs of these properties can be found in standard references for elliptic integrals
and thus omitted (e.g., Byrd and Friedman).
Lemma 3.2. The following hold for K(m) and E(m) defined in Equation (3.11):
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(i) K(0) = E(0) = pi
2
. Further, for → 0, E(1− ) and K(1− ) behave as















(ii) On m ∈ (0, 1), K(m) is strictly increasing, E(m) is strictly decreasing, and
T (m) is strictly increasing.




























Furthermore, we will use a few more elliptic integrals in our work. Next lemma
connects these elliptic integrals to Type I and Type II elliptic integrals.




































1 + 2m sin2 θ(
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We prove this lemma in Appendix A.3.3
3.2 Extension to real-valued signals
Until now our focus is on complex-valued signals. In this section, our goal is to
extend our results to real-valued signals. Since most of the results are similar to
the complex-valued case, we will skip the details and only emphasize on the main
differences.
3.2.1 AMP.A Algorithm
In the real-valued case, AMP.A uses the following iterations:
xt+1 = −divp(gt) · xt +ATg(pt,y),
pt = Axt − 1
δ
g(pt−1,y),
where g(p, y) : R× R+ 7→ R is given by
g(p, y)
∆
= y · sign(p)− p,
where sign(p) denotes the sign of p. We emphasize that the divergence term divp(gt)
contains a Dirac delta at 0 due to the discontinuity of the sign function. This makes
the calculation of the divergence in the AMP.A algorithm tricky. One can use the
smoothing idea we discussed in Section 3.1.1. Alternatively, there are several possible
approaches to estimate the divergence term.
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3.2.2 Asymptotic Analysis
Our analysis is based on the same asymptotic framework detailed in Section 3.1.2.
The only difference is that the measurement matrix is now real Gaussian with Aij ∼
N (0, 1/m) and wa ∼ N (0, σ2w). In the real-valued setting, the state evolution (SE)
recursion of AMP.A in Equation (3.15) becomes the following.
Definition 5. Starting from fixed (α0, σ20) ∈ R×R+\(0, 0) the sequences {αt}t≥1 and
{σ2t }t≥1 are generated via the following iterations:
αt+1 = ψ1(αt, σ
2
t ),
σ2t+1 = ψ2(αt, σ
2




where, with some abuse of notations, ψ1 : R × R+ 7→ R and ψ2 : R × R+ 7→ R+ are
now defined as
ψ1(α, σ
2) = E[∂zg(P, |Y |)] = E[sign(Z P )],
ψ2(α, σ
2; δ, σ2w) = E[g2(P, |Y |)] = E
[
(|Z| − |P |+W )2] .
The expectations are over the following random variables: Z ∼ N (0, 1/δ), P =
αZ + σB where B ∼ N (0, 1/δ) is independent of Z, and Y = |Z| + W where
W ∼ N (0, σ2w) independent of both Z and B.
























As in the complex-valued case, we would like to study the dynamics of these two
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equations. The following lemma simplifies the analysis.
Lemma 3.4. ψ1 (α, σ2) and ψ2(α, σ2) in Equation (3.17) and Equation (3.17b) have
the following properties:
(i) ψ1(α, σ2) = ψ1(|α|, σ2) · sign(α).
(ii) ψ2(α, σ2) = ψ2(|α|, σ2).




− 1 ≈ 1.47,




The following two theorems correspond to Theorems 3.2 and 3.3 that explain the
dynamics of SE for complex-valued signals. The proofs can be found in Appendix
A.4.2 and Appendix A.4.3 respectively.
Theorem 3.5 (convergence of SE). Suppose that δ > δAMP = pi
2
4
− 1 and σ2w = 0. For




|αt| = 1 and lim
t→∞
σ2t = 0.
Note that in Theorem 3.5 the sequences converge for any σ20 < ∞. This result
is stronger than the complex-valued counterpart, which requires 0 < |α0| ≤ 1 and
σ20 ≤ 1 (see Theorem 3.2).
Theorem 3.6 (local convergence of SE). For the noiseless setting where σ2w = 0,
(α, σ2) = (1, 0) is a fixed point of the SE in Equation (3.6). Furthermore, if δ >
δglobal = 1 +
4
pi2
, then there exist two constants 1 > 0 and 2 > 0 such that the SE
converges to this fixed point for any α0 ∈ (1 − 1, 1) and σ20 ∈ (0, 2). On the other
hand if δ < δglobal, then the SE cannot converge to (1, 0) except when initialized there.
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Note that δglobal here is different from the information theoretic limit δ = 1. We
should emphasize that if we had not used the continuation discussed in Equation
(3.3), then the basin of attraction of (α, σ) = (1, 0) would be non-empty as long as
δ > 1.
Finally, we discuss the performance of AMP.A in the high SNR regime. See
Appendix A.4.4 for its proof.
Theorem 3.7 (noise sensitivity). Suppose that δ > δAMP = pi
2
4
− 1 and α0 ∈ R\0 and












3.3 Proof of Theorem 3.2
The goal of this section is to prove Theorem 3.2. However, since the proof is very
long we start with the proof sketch to help the reader navigate through the complete
proof.
3.3.1 Roadmap of the proof
Our main goal is to study the dynamics of the iterations:
αt+1 = ψ1(αt, σ
2
t ),




Notice that according to the assumptions of the theorem, we assume that we initialized
the dynamical system with α0 > 0. Our first hope is that this dynamical system will
not oscillate and will converge to the solutions of the following system of nonlinear
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equations:
α = ψ1(α, σ
2),
σ2 = ψ2(α, σ
2; δ),
(3.19)
Hence, the first step is to characterize and understand the fixed points of the solutions
of Equation (3.19). Toward this goal we should study the properties of ψ1(α, σ2) and
ψ2(α, σ
2; δ). In particular, we would like to know how the fixed points of ψ1(α, σ2)
behave for a given σ2 and how the fixed points of ψ2(α, σ2; δ) behave for a given value
of α and δ. The graphs of these functions are shown in Figure 3.3. We list some of
,




























Figure 3.3: Left: plot of ψ1(α, σ2) against α. σ2 = 0.3. Right: plot of ψ2(α, σ2; δ)
against σ2. α = 0.3 and δ = δAMP.
the important properties of these two functions. We refer the reader to Section 3.3.2
to see more accurate statement of these claims.
1. ψ1 (α, σ2) is a concave and strictly increasing function of α > 0, for any σ2 > 0:
This implies that ψ1 (α, σ2) can have two fixed points: one at zero and one at
α > 0. Also, as is clear from the figure, the second fixed point is the stable one.
2. If δ > δAMP, then ψ2 has always one stable fixed point. It may have one unstable
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fixed points (as a function of σ2). See Fig. A.1 for an example of this situation.
For the moment assume that the unstable fixed points do not affect the dynamics
of AMP.A. Let F1(σ2) denote the non-zero fixed point of ψ1 and F2(σ2) the stable
fixed point of ψ2.3 We will prove in Lemma 3.11 that F1(σ2) is a decreasing function
and hence F−11 (α) is well-defined on 0 < α ≤ 1. Moreover, we will show that by
choosing F−11 (0) =
pi2
16
, F−11 (α) is continuous on [0,1]. F
−1
1 (α) and F2(α; δ) are shown
in Fig. 3.4. Note that the places these curves intersect correspond to the fixed points
of Equation (3.19). Depending on the value of δ the two curves show the following
different behaviors:
1. When δ > δAMP, the dashed curve (see Fig. 3.4) is entirely below the solid curve
except at (α, σ2) = (1, 0). δAMP is the critical value of δ at which F2(0; δ) =
F−11 (0). Formally, we will prove the following lemma:
Lemma 3.5. If δ ≥ δAMP = 64pi2 − 4, then F−11 (α) > F2(α; δ) holds for any
α ∈ (0, 1).
We prove this lemma in Appendix A.3.4.4.
Intuitively speaking, in this case we expect the state evolution to converge to
the fixed point (α, σ2) = (1, 0), meaning that AMP.A achieves exact recovery.
2. When 2 < δ < δAMP, the two curves intersect at multiple locations, but F2(α) <
F−11 (α) for the values of α that are close to one. This implies that AMP.A can
still exactly recover x? if the initialization is close enough to x?. However,
this does not happen with spectral initialization. We will discuss this case in
Theorem 3.3 and we do not pursue it further here.
3In the literature of dynamical systems, these functions are sometimes called nullclines. Nullclines
are useful for qualitatively analyzing local dynamical behavior of two-dimensional maps (which is
the case for the SE in this chapter).
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from top to bottom:
/ = 2:2, / = /AMP and / = 3
Figure 3.4: Plots of F−11 (α) and F2(α) for different values of δ. When δ = δAMP,
F−11 (α) and F2(α; δ) intersect at α = 0.
So far, we have studied the solutions of Equation (3.19). But the ultimate goal of
analysis of AMP.A is the analysis of Equation (3.18). In particular, it is important to
show that the estimates (αt, σ2t ) converge to (1, 0) and do not oscillate. Unfortunately,
the dynamics of (αt, σ2t ) do not monotonically move toward the fixed point (1, 0),
which makes the analysis of SE complicated. More specifically, we can not directly
apply Lemma 2.14 since ψ2(α, σ2; δ) is not a monotone function of σ2 (See Figure
3.3). Yet, since we can show the existence of the fixed point curves F1 and F2, it is
possible to analyze the movements from (αt, σt) to (αt+1, σt+1). We share some of the
insights below.
Suppose that δ > δAMP. We first show that (αt, σ2t ) lies within a bounded region
if the initialization falls into that region.
Lemma 3.6. Suppose that α0 > 0 and σ20 ≤ 1. If δ > δAMP = 64pi2 − 4, then the
sequences {αt}t≥1 and {σ2t }t≥1 generated by Equation (3.5) satisfy the following:
0 ≤ αt ≤ 1 and 0 ≤ σ2t ≤ σ2max, ∀t ≥ 1,










Proof. As discussed in Lemma 3.1, the assumption α0 > 0 implies that αt > 0,
∀t ≥ 1. Further, from the property that 0 < ψ1(α, σ2) < 1 for α > 0 and σ2 > 0
(see Lemma 3.9 (ii)), we readily have 0 ≤ αt ≤ 1. Similarly, Lemma 3.10 (iii) shows
that if δ > δAMP, α ∈ [0, 1] and σ2 ∈ [0, σ2max], then 0 ≤ ψ2(α, σ2; δ) ≤ σ2max. By our
assumption, we have σ20 ≤ 1 ≤ σ2max, and using induction we prove 0 ≤ σ2t ≤ σ2max.
From the above lemma, we see that to understand the dynamics of the SE, we
only focus on the region R ∆= {(α, σ2)∣∣0 < α ≤ 1, 0 < σ2 ≤ σ2max}. Since the dynamic
of AMP.A is complicated, we divide this region into smaller regions. See Figure 3.5
for an illustration.
,














Figure 3.5: Illustration of the three regions in Definition 6. Note thatR2 also includes
the region below F2(α; δ).
Definition 6. We divide R ∆= {(α, σ2)∣∣0 < α ≤ 1, 0 < σ2 ≤ σ2max} into the following






∣∣0 < α ≤ 1, pi2
16












∣∣0 < α ≤ 1, 0 ≤ σ2 ≤ F−11 (α)} .
(3.20)
Our next lemma shows that if (αt, σ2t ) is in R1 or R2 for t ≥ 1, then (αt, σ2t )
converges to (1, 0). The following lemma demonstrates this claim.
Lemma 3.7. Suppose that δ > δAMP. If (αt0 , σ2t0) is in R1 ∪ R2 at time t0 (where
t0 ≥ 1), and {αt}t≥t0 and {σ2t }t≥t0 are obtained via the SE in Equation (3.5), then
(i) (αt, σ2t ) remains in R1 ∪R2 for all t > t0;
(ii) (αt, σ2t ) converges:
lim
t→∞
αt = 1 and lim
t→∞
σ2t = 0.
This claim will be proved in Section 3.3.3. Notice that the condition t0 ≥ 1 is
important for part (i) to hold: if (α0, σ20) is close to the origin (and thus in R2), then
(α1, σ
2
1) can move to R0. However, this cannot happen when t ≥ 1. In the proof
given in Section 3.3.3, we showed that for any (α0, σ20) ∈ R the possible locations of
(α1, σ
2
1) are bounded from below by a curve, and once (α, σ2) is above this curve and
also in region R1 or R2, then we will prove that it cannot go to R0. Finally, we will
prove the following Lemma that completes the proof.
Lemma 3.8. Suppose that δ > δAMP. Let {αt}t≥1 and {σ2t }t≥1 be the sequences
generated according to Equation (3.5) from any (α0, σ20) ∈ R0. Then, there exists a
finite number T ≥ 1 such that (αT , σ2T ) ∈ R1 ∪R2.
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The proof of this result is in Section 3.3.4. Combining the above two lemmas, it
is straightforward to see that (αt, σ2t )→ (1, 0), and hence the proof is complete.
Below we present the missing details.
3.3.2 Properties of ψ1, ψ2, F1 and F2
First we present the main properties of ψ1, ψ2 and the stable fixed points functions
F1 and F2 introduced in Section 3.3.1 that are useful throughout the chapter. The
following first lemma summarizes the properties of ψ1.
Lemma 3.9. ψ1 (α, σ2) has the following properties (for α ≥ 0):
(i) ψ1 (α, σ2) is a concave and strictly increasing function of α > 0, for any given
σ2 > 0.
(ii) 0 < ψ1(α, σ2) ≤ 1, for α > 0 and σ2 > 0.
(iii) If 0 < σ2 < pi2/16, then there are two nonnegative solutions to α = ψ1(α, σ2):
α = 0 and α = F1(σ2) > 0. Further, F1(σ2) is strongly globally attracting,
meaning that
α < ψ1(α, σ
2) < F1(σ
2), α ∈ (0, F1(σ2)), (3.21a)
and
F1(σ
2) < ψ1(α, σ
2) < α, α ∈ (F1(σ2),∞). (3.21b)
On the other hand, if σ2 ≥ pi2/16 then α = 0 is the unique nonnegative fixed
point and it is strongly globally attracting.
We prove this lemma in Appendix A.3.4.1
Next, we present the properties of ψ2 in the following lemma.
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Lemma 3.10. ψ2 (α, σ2; δ) has the following properties:








(ii) For any δ > 2, σ2 = ψ2 (α, σ2; δ) has a unique fixed point in σ2 ∈ [0, 1] for any
α ∈ [0, 1]. Further, the fixed point is (weakly) globally attracting in σ2 ∈ [0, 1]:
σ2 < ψ2(α, σ
2; δ), σ2 ∈ (0, F2(α)), (3.22a)
and
ψ2(α, σ
2) < σ2, σ2 ∈ (F2(α), 1). (3.22b)
(iii) If δ ≥ δAMP, then for any α ∈ [0, 1], we have




(iv) If δ ≥ δAMP, then for any α ∈ [0, 1], F2(α) is the unique (weakly) globally
attracting fixed point of σ2 = ψ2(α, σ2; δ) in σ2 ∈ [0, σ2max]. Namely,
σ2 < ψ2(α, σ
2; δ), σ2 ∈ (0, F2(α)), (3.23a)
and
ψ2(α, σ
2) < σ2, σ2 ∈ (F2(α), σ2max). (3.23b)
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Here, K(·) and E(·) denote the complete elliptic integrals introduced in Equa-
tion (3.11). Further, when α > α∗ and δ > δAMP, then F2(σ2) is strongly
globally attracting in [0, σ2max]. Specifically,
σ2 < ψ2(α, σ
2; δ) < F2(α), σ
2 ∈ (0, F2(α)),
and
F2(α) < ψ2(α, σ
2) < σ2, σ2 ∈ (F2(α), σ2max).
We prove this lemma in Appendix A.3.4.2.
Finally, we present the properties of F1 and F2 in the following lemma.
Lemma 3.11. The following hold for F1(σ2) and F2(α; δ) (for δ > 2):




2) = 0. Further, by choosing F1(pi
2
16
) = 0, we have
F1(σ





















for δ 6= 4 and F2(0; 4) = 4/pi2.
We prove this lemma in Appendix A.3.4.3.
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With these properties we have proved for ψ1, ψ2, F1 and F2, we can prove Lemma
3.5 and details are presented in Appendix A.3.4.4.
3.3.3 Proof of Lemma 3.7















1 + (φ−11 (α))2
]) , α ∈ (0, 1), (3.25)


















2 sin2 θ + s2(




where φ−11 is the inverse functions of φ1. The existence of φ
−1
1 follows from its mono-
tonicity, which can be seen from its definition.
In the following, we list some preliminary properties of L(α; δ). The main proof
for Lemma 3.7 comes afterwards.
• Preliminaries:
The following lemma helps us clarify the importance of L in the analysis of the
dynamics of SE:





] ≤ ψ2(α, σ2; δ), (3.27)
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where ψ1 and ψ2 are the SE maps defined in Equation (3.6), and L(α; δ) is
defined in Equation (3.25).
We prove this lemma in Appendix A.3.4.5
To understand the implication of this lemma, let us consider the tth iteration of
the SE:
αt+1 = ψ1(αt, σ
2
t ),
σ2t+1 = ψ2(αt, σ
2
t ; δ),
Note that according to Lemma 3.12, no matter where (αt, σ2t ) is, (αt+1, σ2t+1)
will fall above the σ2 = L(α; δ) curve. This function is a key component in the
dynamics of AMP.A. More specifically, for models in Chapter 2, monotonicity
of the update functions ensures that the estimates will move towards the fixed
point in the corresponding direction but will not cross them. Therefore we
can use rectangles to bound them. In the current case, because ψ2 is not a
monotonic function, the estimates (αt, σ2t ) can cross the fixed point on F2(α)
and can potentially oscillate between R1 and R2b (instead of R2a) in Figure
3.6. The function L serves the purpose of preventing this kind of oscillation
happens. Because of the importance of the function L, we discuss some main
properties of the function L(α; δ) before we proceed further.
Lemma 3.13. L(α; δ) is a strictly decreasing function of α ∈ (0, 1).
We prove this lemma in Appendix A.3.4.6
The next lemma compares the function L(α; δ) with F−11 (α).
Lemma 3.14. If δ > δAMP, then
F−11 (α) > L(α; δ), ∀α ∈ (0, 1).
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We prove this lemma in Appendix A.3.4.7
The third lemma shows the lower bound on L(α; δ) for all α ∈ (0, 1) and δ > 0.













where L(α, δ) is defined in Equation (3.25).
We prove this lemma in Appendix A.3.4.8.
Finally, we analyze the monotonic properties of ψ2 for σ2 ∈ [L(α; δAMP),∞)
and at σ2 = L(α; δ) in the following two lemmas.
Lemma 3.16. For any α ∈ [0, 1], ψ2(α, σ2; δAMP) is an increasing function of σ2
on σ2 ∈ [L(α; δAMP),∞), where the function L(α; δ) is defined in Equation (7).
We prove this lemma in Appendix A.3.4.9.
Lemma 3.17. For any α ∈ [0, 1], ψ2 (α,L(α; δ); δ) is a strictly decreasing function
of δ > 0, where L(α; δ) is defined in Equation (3.25).
We prove this lemma in Appendix A.3.4.10.
• Main proof




) cannot fall below the curve L(α; δ) for t0 ≥ 1. Hence, for R2, we can
focus on the region above L(α; δ) (including L(α; δ)), which we denote as R2a.
See Fig. 3.6 for illustration.
We will first prove that if (α, σ2) ∈ R1 ∪ R2a, then the next iterates ψ1(α, σ2)
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Figure 3.6: Illustration of the convergence behavior. R1 and R2 are defined in Def-
inition 6. For both point A and point B, B1(α, σ2) and B2(α, σ2) are given by the
two dashed lines. After one iteration, R2b will not be achievable and we can focus on
R2a.
and ψ2(α, σ2) satisfy the following:
ψ1(α, σ
2) ≥ B1(α, σ2), (3.29a)
and
ψ2(α, σ
2) ≤ B2(α, σ2), (3.29b)



















Note that when (α, σ2) is on F−11 (i.e., σ2 = F
−1
1 (α)), equalities in Equation
(3.29a) and Equation (3.29b) can be achieved. Further, this is the only case
when either of the equality is achieved. Also, it is easy to see that if (α, σ2) is
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on F−11 , then (ψ1(α, σ2), ψ2(α, σ2)) cannot be on F
−1
1 .









2), σ2] if (α, σ2) ∈ R1,
[α, F−11 (α)] if (α, σ2) ∈ R2a.
(3.31)
As a concrete example, consider the situation shown in Fig. 3.6. In this case,
for both point A and point B, B1(α, σ2) and B2(α, σ2) are given by the two
dashed lines. This directly follows from Equation (3.31) by noting that point A
is in region R1 and point B is in region R2a. Let R2a\F−11 (α) be a shorhand for
{(α, σ2)|(α, σ2) ∈ R2a, α 6= F1(σ2)}. To prove the strict inequality in Equation
(3.29), we deal with (α, σ2) ∈ R1 and (α, σ2) ∈ R2a\F−11 (α) separately.
1. Assume that (α, σ2) ∈ R1. Using Equation (3.31), the inequality in Equa-
tion (3.29) can be rewritten as
ψ1(α, σ
2) > F1(σ
2) and ψ2(α, σ2) < σ2. (3.32)
Since (α, σ2) ∈ R1, we have σ2 > F−11 (α). Then, applying Equation (3.21)
proves ψ1(α, σ2) > F1(σ2). Further, using Lemma 3.5, we have σ2 >
F−11 (α) > F2(α). Also, Lemma 3.6 guarantees that σ2 < σ2max. Hence,
F−11 (α) < σ
2 < σ2max and applying Lemma 3.10 (iv) yields ψ2(α, σ2) < σ2.
2. We now consider the case where (α, σ2) ∈ R2a\F−11 (α). Similar to Equa-
tion (3.32), we need to prove
ψ1(α, σ
2) > α and ψ2(α, σ2) < F−11 (α). (3.33)
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The inequality ψ1(α, σ2) > α can be proved by the global attractiveness in
Lemma 3.9 (iii) and the fact that σ2 < F−11 (α) when (α, σ2) ∈ R2a\F−11 (α).
The proof for ψ2(α, σ2) < F−11 (α) is considerably more complicated and is
detailed in Lemma 3.18 below.
Lemma 3.18. For any (α, σ2) ∈ R2a (see Definition 6) and δ ≥ δAMP, the
following holds:
ψ2(α, σ
2; δ) < F−11 (α), (3.34)
where ψ2 is the SE map in Equation (3.6b) and F−11 is the inverse of F1
defined in Lemma 3.9.
Proof. The following holds when (α, σ2) ∈ R2a:
ψ2(α, σ








∣∣L(α; δ) ≤ σ2 ≤ F−11 (α)} . (3.35)
Hence, to prove Equation (3.34), it suffices to prove that the following




2; δ) < F−11 (α). (3.36)
We next prove Equation (3.36). We consider the three different cases:
(i) α ∈ [α∗, 1] and all δ ∈ [δAMP,∞), where α∗ is defined in Equation
(3.24).
(ii) α ∈ [0, α∗) and δ ∈ [δAMP, 17].
(iii) α ∈ [0, α∗) and δ ∈ (17,∞).
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Case (i): Lemma 3.10 (v) shows that ψ2 is an increasing function of σ2 in




2; δ) = ψ2(α, F
−1
1 (α); δ).
Therefore, proving Equation (3.40) reduces to proving
ψ2(α, F
−1
1 (α); δ) ≤ F−11 (α). (3.37)
Finally, Equation (3.37) follows from the global attractiveness property in
Lemma 3.10 (iv) and the inequality F−11 (α) > F2(α; δ) in Lemma 3.5.
Case (ii): We will prove that the following holds for α ∈ [0, α∗) and




2; δ) = max
{





Namely, the maximum of ψ2 over σ2 is achieved at either σ2 = L(α; δ) or
σ2 = F−11 (α). Hence, we only need to prove that the following holds for
any α ∈ [0, α∗) and δ ≥ δAMP:
max
{
ψ2(α,L(α; δ); δ), ψ2(α, F
−1
1 (α); δ)
} ≤ F−11 (α). (3.39)
In the sequel, we first use Equation (3.38) to prove Equation (3.36), and
the proof for Equation (3.38) will come at the end of this proof.
Firstly, it is easy to see that ψ2(α, F−11 (α); δ) is a decreasing function of δ,
since ψ2(α, σ2; δ) is a decreasing function of δ and F−11 (α) does not depend
on δ. Further, Lemma 3.17 shows that ψ2(α,L(α; δ); δ) is also a decreasing
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function of δ. (Notice that unlike F−11 (α), L(α; δ) depends on δ, and thus
Lemma 3.17 is nontrivial.) Hence, to prove Equation (3.39) for δ ≥ δAMP,
it suffices to prove Equation (3.39) for δ = δAMP, namely,
max
{
ψ2(α,L(α; δ); δAMP), ψ2(α, F
−1
1 (α); δAMP)
} ≤ F−11 (α). (3.40)
When δ = δAMP, we prove in Lemma 3.16 that ψ2 is an increasing function
of σ2 in σ2 ∈ [L(α; δAMP),∞). (Such monotonicity generally does not hold
if δ is too large.) Further, Lemma 3.14 shows that F−11 (α) > L(α; δAMP).
Hence,
ψ2(α,L(α; δ); δAMP) ≤ ψ2(α, F−11 (α); δAMP),
and thus proving Equation (3.40) reduces to proving
ψ2(α, F
−1
1 (α); δAMP) ≤ F−11 (α),
which follows from the same argument as that for Equation (3.37).
Case (iii): Lemma 3.10 (iii) shows that ψ2(α;σ2; δ) ≤ 4δ for any σ2 ∈









Further, Lemma 3.11 shows that F−11 : [0, 1] 7→ [0, pi2/16] is monotonically
decreasing. Hence,
F−11 (α) > F
−1
1 (α∗) ≈ 0.415, (3.42)
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where the numerical constant is calculated from the closed form formula
F−11 (α) = α
2 · [φ−11 (α)]2 (see Equation (A.135)) and α∗ ≈ 0.5274 (from
Equation (3.24)). Comparing Equation (3.41) and Equation (3.42) shows
that Equation (3.36) holds in this case.






















where s ∆= σ/α. Further, we have proved in Equation (A.121) that f(s) is
strictly increasing on [0, s∗) and strictly decreasing on (s∗,∞), where s∗ is
defined in Equation (3.25). Hence, when f(0) = 0.5 < α < f(s∗) = α∗,
there exist two solutions to
α = f(s),
denoted as s1(α) and s2(α), respectively. Also, from Equation (3.43) and








≤ 0⇐⇒ σ2 ∈ [σ21(α), σ22(α)] ,
where σ21(α)
∆
= α2s21(α) and σ22(α)
∆
= α2s22(α). Hence, for fixed α where
α ∈ (f(0), f(s∗)), σ21(α) is a local maximum of ψ2 and σ22(α) is a local
minimum. Clearly, if
L(α; δ) ≥ σ21(α), (3.44)
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then the maximum of ψ2 over σ2 ∈ [L(α; δ), F−11 (α)] can only happen at
either L(α; δ) or F−11 (α), which will prove Equation (3.38). Further, for
the degenerate case α ∈ (0, f(0)), ψ2 only has a local minimum, and it is
easy to see that Equation (3.38) also holds. Thus, we only need to prove
that Equation (3.44) holds when δ < 17. This can be proved as follows:
σ21(α)
(a)
≤ s2∗ · α2
(b)
≤ s2∗ · α2∗, (3.45)
where (a) is from the fact that s1(α) ≤ s∗ and (b) is from our assumption
α ≤ α∗. On the other hand, since L(α) is a decreasing function of α (see
Lemma 3.13), and thus for α ≤ α∗ we have












1 + (φ−11 (α∗))2
]) , (3.46)
where the last step is from Definition 3.25. Based on Equation (3.45) and











1 + (φ−11 (α∗))2
]) ≈ 17.04,
where the numerical constant is calculated based on the definition of α∗ in
Equation (A.125), the definition of s∗ in Equation (3.25), and that of φ1
and φ2 in Definition 3.25. Hence, the condition δ < 17 is enough for our
purpose. This concludes our proof.
Now we turn our attention to the proof of part (i) of Lemma 3.7. Suppose that
(α, σ2) ∈ R1 ∪ R2a. Then, using Equation (3.29) and based on the fact that
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F1(α) is a strictly decreasing function, we know that (ψ1(α, σ2), ψ2(α, σ2)) ∈
R1∪R2 (See Definition 6). Further, Lemma 3.8 shows that (ψ1(α, σ2), ψ2(α, σ2))
/∈ R2b. Hence, (ψ1(α, σ2), ψ2(α, σ2)) ∈ R1 ∪ R2a. Applying this argument re-
cursively shows that if (αt0 , σ2t0) ∈ R1 ∪ R2a, then (αt, σ2t ) ∈ R1 ∪ R2a for all
t > t0. An illustration of the situation is shown in Fig. 3.6.
Now we can discuss the proof of part (ii) of Lemma 3.7. To proceed, we introduce
two auxiliary sequences {α˜t+1}t≥t0 and {σ˜2t+1}t≥t0 , defined as:
α˜t+1 = B1(αt, σ
2
t ) and σ˜
2
t+1 = B2(αt, σ
2
t ), (3.47)
where B1 and B2 are defined in Equation (3.30). Note that the definitions of
B1(α, σ
2) and B2(α, σ2) require (α, σ2) ∈ R1 ∪ R2a, and such requirement is
satisfied here due to part (i) of this lemma. Noting the SE update αt+1 =
ψ1(αt, σ
2
t ) and σ2t+1 = ψ2(αt, σ2t ), and recall the inequalities in Equation (3.29),
we obtain the following:
αt+1 ≥ α˜t+1 and σ2t+1 ≤ σ˜2t+1, ∀t ≥ t0. (3.48)
Namely, {α˜t+1}t≥t0 and {σ˜2t+1}t≥t0 are “worse” than {αt+1}t≥t0 and {σ2t+1}t≥t0 ,
respectively, at each iteration. We next prove that
lim
t→∞
α˜t+1 = 1 and lim
t→∞
σ˜2t+1 = 0, (3.49)
which together with Equation (3.48), and the fact that αt+1 ≤ 1 and σt+1 > 0
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(since (αt, σ2t ) ∈ R2a), leads to the results we want to prove:
lim
t→∞
αt+1 = 1 and lim
t→∞
σ2t+1 = 0.
It remains to prove Equation (3.49). First, notice that α˜t+1 ≤ 1 and σ˜2t+1 ≥ 0
(∀t ≥ t0), from the definition in Equation (3.30). We then show that the
sequence {α˜t+1}t≥t0 is monotonically non-decreasing and {σ˜2t+1}t≥t0 is mono-
tonically non-increasing, namely,
α˜t+2 ≥ α˜t+1 and σ˜2t+2 ≤ σ˜2t+1, ∀t ≥ t0, (3.50)
and equalities of Equation (3.50) hold only when the equalities in Equation
(3.29) hold. Then we can finish the proof by the fact that α˜ and σ˜2 will im-






continuous functions of (αt, σ2t ) on [α˜t0 , 1]× [0, σ2max]. (This is essentially due to
the fact that equalities in Equation (3.29) can be achieved when σ2 = F−11 (α),
but this cannot happen in two consecutive iterations. See the discussions below
Equation (3.30).)
To prove Equation (3.50), we only need to prove the following (based on the
definition in Equation (3.47))
B1 [ψ1, ψ2] ≥ B1(α, σ2) and B2 [ψ1, ψ2] ≤ B2(α, σ2), ∀(α, σ2) ∈ R1 ∪R2a,
where ψ1 and ψ2 are shorthands for ψ1(α, σ2) and ψ2(α, σ2; δ). From Equation
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(3.30), the above inequalities are equivalent to







} ≤ B2(α, σ2). (3.52)
Note that Equation (3.29) already proves the following
ψ1 ≥ B1(α, σ2) and ψ2 ≤ B2(α, σ2).
Hence, to prove Equation (3.51) and Equation (3.52), we only need to prove
F1(ψ2) ≥ B1(α, σ2) and F−11 (ψ1) ≤ B2(α, σ2).
























where (a) is from Equation (3.29b), (b) is from Equation (3.30), and (c) is due
to the fact that F−11 is strictly decreasing, and (d) from Equation (3.29). Hence,
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Further, it is straightforward to see that if both inequalities are strict in Equa-
tion (3.29) then
min {ψ1, F1(ψ2)} > B1(α, σ2).
This shows that equalities of Equation (3.50) hold only when the equalities in
Equation (3.29) hold.
The proof for F−11 (ψ1) ≤ B2(α, σ2) is similar and omitted.
3.3.4 Proof of Lemma 3.8
Suppose that (α, σ2) ∈ R0. From Definition 6, we have
pi2
16
< σ2 ≤ σ2max. (3.53)
Further, F−11 is monotonically decreasing and hence (for δ > δAMP)
pi2
16
= F−11 (0) > F
−1
1 (α) ≥ F2(α; δ), (3.54)
where the last inequality is due to Lemma 3.5. Combining Equation (3.53) and
Equation (3.54) yields
F2(α; δ) < σ
2 ≤ σ2max. (3.55)
By the global attractiveness property in Lemma 3.10 (iv), Equation (3.55) implies
ψ2(α;σ
2; δ) < σ2.
From the above analysis, we see that as long as pi2
16
< σ2t ≤ σ2max (and also 0 <
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αt < 1), σ2t+1 will be strictly smaller than σ2t :
σ2t+1 = ψ2(αt;σ
2
t ; δ) < σ
2
t .








Otherwise, σ2t will converge to a σ¯2 in R0. This implies that σ¯2 is a fixed point of ψ2
for certain value of 0 < α ≤ 1. However, we know from part (i) of Lemma 3.11 and
Lemma 3.5 that this cannot happen.
Based on a similar argument, we also have ψ1(α;σ2) < α and so αt+1 < αt for
t ≤ T − 1. Further, we can show that αt > 0 (i.e., αt 6= 0) for all 0 ≤ t ≤ T .
First, α0 > 0 follows from our assumption. Further, from Equation (3.6a) we see that
αt+1 > 0 if αt > 0. Then, using a simple induction argument we prove that αt > 0 for
all 0 ≤ t ≤ T . Putting things together, we showed that there exists a finite number
T ≥ 1 such that




(Recall that we have proved in Lemma 3.6 that αT ≤ 1.) From Definition 6,
(αT , σ
2
T ) ∈ R1 ∪R2.
3.4 Proof of Theorem 3.3
We consider the two different cases separately: (1) δ > δglobal and (2) δ < δglobal.
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3.4.1 Case δ > δglobal
In this section, we will prove that when δ > δglobal the state evolution converges to
the fixed point (α, σ2) = (1, 0) if initialized close enough to the fixed point. We first
claim the following lemma, which shows that F−11 is larger than F2(α; δ) for α close
to one.
Lemma 3.19. Suppose that δ > δglobal = 2. Then, there exists an  > 0 such that the
following holds:
F−11 (α) > F2(α; δ), ∀α ∈ (1− , 1). (3.56)












Figure 3.7: Illustration of the local convergence behavior when δ > δglobal. For all the
three points shown in the figure, B1 and B2 are given by the dashed lines.
The idea of the proof is similar to that of Theorem 3.2. There are some differences
though, since now δ can be smaller than δAMP and some results in the proof of Theorem
3.2 do not hold for the case considered here. On the other hand, as we focus on the
range α ∈ (1− , 1) > α∗, and under this condition we know that F2(σ2; δ) is strongly
globally attracting (see Lemma 3.10-(v)), which means that ψ2(α, σ2) moves towards
the fixed point F2(α; δ), but cannot move to the other side of F2(α; δ).
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We continue to prove the local convergence of the state evolution. We divide













∣∣1−  ≤ α ≤ 1, 0 ≤ σ2 ≤ F2(α; δ)} .
(3.57)
Similar to the proof of Lemma 3.7 discussed in Section 3.3.3, we will show that if
(α, σ2) ∈ R then the new states (ψ1, ψ2) can be bounded as follows:
ψ1(α, σ













Based on the strong global attractiveness of ψ1 (Lemma 3.9-iii) and ψ2 (Lemma
3.10-v) and the additional result Equation (3.22), it is straightforward to show the
following:
ψ1(α, σ
2) ≥ F1(σ2) and ψ2(α, σ2) ≤ σ2, ∀(α, σ2) ∈ R1,
ψ1(α, σ
2) ≥ α and ψ2(α, σ2) ≤ σ2, ∀(α, σ2) ∈ R2a,
ψ1(α, σ
2) ≥ α and ψ2(α, σ2) ≤ F2(α; δ), ∀(α, σ2) ∈ R2b,
which, together with the definitions given in Equation (3.57) and the fact that
F2(α; δ) < F
−1
1 (α) (cf. Lemma 3.19), proves Equation (3.58). The rest of the proof
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follows that in Section 3.3.3. Namely, we construct two auxiliary sequences {α˜t+1}
and {σ˜2t+1} where
α˜t+1 = B1(αt, σ
2
t ) and σ˜
2
t+1 = B2(αt, σ
2
t ),
and show that {α˜t+1} and {σ˜2t+1} monotonically converge to 1 and 0 respectively. The
detailed arguments can be found in Section 3.3.3 and will not be repeated here.
3.4.2 Case δ < δglobal





















where s = σ
α
















, ∀α > 0. (3.59)
Therefore,
∂2ψ2(α, 0) > 1, ∀α > 2
4− δ .




4− δ < α
∗ < 1,
which together with Equation (3.59) yields
∂2ψ2(α
∗, 0) > 1.
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Further, as discussed in the proof of Lemma 3.10-(i), ∂2ψ2(α∗, σ2) is a continuous
function of σ2. Hence, there exists ξ∗ > 0 such that
∂2ψ2(α
∗, σ2) > 1, ∀σ2 ∈ [0, ξ∗]. (3.60)




















and it is easy to see that ∂2ψ2(α, σ2; δ) is an increasing function of α ∈ (0,∞). Hence,
together with Equation (3.60) we get the following
∂2ψ2(α, σ
2; δ) > 1, ∀(α, σ2) ∈ [α∗, 1]× [0, ξ∗],
which means that ψ2(α, σ2) − σ2 is a strictly increasing function of σ2 for (α, σ2) ∈
[α∗, 1]× [0, ξ∗]. Hence,
ψ2(α, σ
2)− σ2 > ψ2(α, 0) = 4
δ
(1− α)2 ≥ 0, ∀(α, σ2) ∈ [α∗, 1]× [0, ξ∗].
This implies that σ2 moves away from 0 in a neighborhood of the fixed point (1, 0).
3.5 Proofs of Theorems 3.4
In light of Lemma 3.1, we assume that α0 ≥ 0 throughout this section.
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3.5.1 Discussion
The goal of this section is to prove Theorems 3.4. The strategy is similar to the proof
of Theorem 3.2. We first construct the functions F−11 and F2. Then, we show that
these two functions will intersect at exactly one point when δ > δAMP. Finally, we
discuss the dynamics of the state evolution and show that (αt, σ2t ) converge to the
intersection of F−11 and F2. However, there are a few differences that make the proof
of the noisy case more challenging:
1. Recall that in the noiseless case, the curve F−11 is entirely above F2 (except for
the fixed point (1, 0)) if δ > δAMP. See the plot in Fig. 3.5. On the other hand,
when there is some noise, the curve F2 will move up a little bit (while F−11 is
unchanged) and will cross F1 at a certain α? ∈ (0, 1). As shown in Fig. A.3,
F−11 is above F2 for α < α? and is below F2 when α > α?.
2. In the noisy setting the dynamic of SE becomes more challenging. In fact
(αt, σ
2
t ) can move in any direction around the fixed point. That makes the
proof of convergence of (αt, σ2t ) more complicated.
3. In the noiseless setting the location of the fixed point of SE was (α, σ2) = (1, 0).
This is not the case for the noisy settings where the location of the fixed point
depends on the noise variance.
In the sections below we go over the entire proof, but will skip the parts that are
similar to the proof of the noiseless setting which was discussed in Section 3.3.
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3.5.2 Preliminaries
In the noisy setting, ψ1(α;σ2) remains unchanged, and ψ2(α, σ2; δ) is replaced by
ψ2(α, σ
2; δ, σ2w) below:
ψ2(α, σ
2; δ, σ2w) = ψ2(α, σ







































Before we proceed to the analysis of ψ1, ψ2, F1, and F2, we list a few identities for φ1
and φ3 which will be used in our proofs later.





























































respectively in the last two
identities.
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The proof of this lemma is a simple application of the identities we derived in
Section 3.1.4, and is hence skipped.
Our next lemma summarizes the main properties of ψ1, ψ2, F1 and F2 in the noisy
phase retrieval problem.
Lemma 3.21. Let σ˜2max
∆
= σ2max + 4σ
2
w, where σ2max = max{1, 4/δ}. For any δ >
δAMP, there exists  > 0 such that when 0 < σ2w <  the following statements hold
simultaneously:
(a) For 0 ≤ α ≤ 1, we have ψ2(α, σ2; δ, σ2w) ≤ σ˜2max, ∀σ2 ∈ [0, σ˜2max].
(b) For 0 ≤ α ≤ 1, σ2 = ψ2(α, σ2; δ)+4σ2w admits a unique globally attracting fixed
point, denoted as F2(α; δ, σ2w), in σ2 ∈ [0, σ˜2max]. Further, if α ≥ α∗ (note that
α∗ ≈ 0.53 is defined in Equation (3.24)), then F2(α; δ, σ2w) is strongly globally
attractive. Finally, F2(α; δ, σ2w) is a continuous function of σ2w.
(c) The equation F−11 (α) = F2(α; δ, σ2w) has a unique nonzero solution in α ∈ [0, 1].
Let α?(δ, σ2w) be that unique solution. Then, F
−1
1 (α) > F2(α; δ, σ
2





1 (α) < F2(α; δ, σ
2
w) for α?(δ, σ2w) < α ≤ 1.
(d) There exists αˆ(δ, σ2w), such that F2(α; δ, σ2w) is a strictly decreasing function on
α ∈ (0, αˆ(δ, σ2w)) and a strictly increasing function on (αˆ(δ, σ2w), 1). Further,
α?(δ, σ
2
w) < αˆ(δ, σ
2
w) < 1.
(e) Define L(α; δ, σ2w)
∆
= L(α; δ) + 4σ2w, where L(α; δ) is defined in Equation (3.25).
Then, L(α; δ, σ2w) < F
−1
1 (α) for all α ∈ (0, α∗], where α∗ ≈ 0.53 is defined in
Equation (3.24).
(f) For any α ∈ (0, α∗] and σ2 ∈ [L(α; δ, σ2w), F−11 (α)], we have ψ2(α, σ2; δ, σ2w) ∆=
ψ2(α, σ
2; δ) + 4σ2w < F
−1
1 (α).
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(g) F2(1; δ, σ2w) < F
−1
1 (α∗).
We prove this lemma in Appendix A.3.7
3.5.3 Convergence of the SE
Our next lemma proves that the state evolution still converges to the desired fixed

























Figure 3.8: Dynamical behavior the state evolution in the low noise regime. Left:
points inR1 andR2 will eventually move toR3. Here, α∗ ≈ 0.53. Right: Illustration
of R3. Points in R3b and R3c will eventually move to R3a. For points in R3a (marked
A, B, C, D, E, F), we can form a small rectangular region that bounds the remaining
trajectory. Note that the lower and right bounds for A and B (and also the upper
and left bounds for D and E) are given by σ2? and α? respectively.
Lemma 3.22. Let {αt}t≥1 and {σ2t }t≥1 be two state sequences generated according to
Equation (3.5) from α0 and σ20. Let  be the constant required in Lemma 3.21. Then,
the following holds for any δ > δAMP, 0 < σ2w < , and 0 < α0 ≤ 1 and σ20 ≤ 1:
lim
t→∞
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where α?(δ, σ2w) is the unique positive solution to F
−1
1 (α) = F2(α; δ, σ
2




Proof. From Lemma 3.21-(a), when σ2w is small enough, (αt, σ2t ) ∈ R for all t ≥ 1,
where R ∆= {(α, σ2)|0 < α ≤ 1, 0 ≤ σ2 ≤ σ˜2max}, where σ˜2max = max{1, 4/δ} + 4σ2w.
We divide R into several regions and discuss the dynamical behaviors of the state
evolution for different regions separately. Specifically, we define
R0 ∆=
{



















where α∗ ≈ 0.53 was defined in Equation (3.24). Notice that α?(δ, 0) = 1, and
therefore it is guaranteed that α?(δ, σ2w) > α∗ for small enough σ2w. See Fig. 3.8 for
illustration. To prove the lemma, we will prove the following arguments:
(i) If (αt0 , σ2t0) ∈ R0, then there exists a finite T1 ≥ 1 such that (αt0+T1 , σ2t0+T1) ∈
R\R0.
(ii) If (αt0 , σ2t0) ∈ R1 ∪ R2 for t0 ≥ 1 (i.e., after one iteration), then there exists a
finite T2 ≥ 1 such that (αt0+T2 , σ2t0+T2) ∈ R3.
(iii) We show that if (αt0 , σ2t0) ∈ R3 for t0 ≥ 0, then (αt, σ2t ) ∈ R3 for all t > t0, and
(αt, σ
2
t ) converges to (α?, σ2?).
The proof of (i) is similar to that of Lemma 3.8 and therefore omitted here.
Proof of (ii): Following the proof of Lemma 3.7, we argue that if (αt, σ2t ) ∈ R1∪R2
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then the following holds
αt+1 ≥ B1(αt, σ2t ) and σ2t+1 ≥ B2(αt, σ2t ), (3.65)






. Then, it is
easy to show that (αt+1, σ2t+1) ∈ R1 ∪R2 ∪R3. Applying this recursively, we see that
(α, σ2) either moves to R3 at a certain time or stays in R1 ∪R2. We next prove that
the latter case cannot happen. Suppose that (αt, σ2t ) ∈ R1 ∪ R2 for t ≥ t0. If this is
the case, then it can be shown that
B1(αt, σ
2
t ) ≤ B1(αt+1, σ2t+1) and B2(αt, σ2t ) ≥ B2(αt+1, σ2t+1), ∀t > t0. (3.66)
On the other hand, since we assume (αt, σ2t ) ∈ R1∪R2 for t ≥ t0, B1 is upper bounded
by α∗ and B2 lower bounded by F−11 (α∗). Hence, this means the sequences B1 and
B2 converges to α∗ and F−11 (α∗), respectively. This cannot happen since there is no
fixed point in R1 ∪R2.
The proof for Equation (3.65) and Equation (3.66) are basically the same as those
for the noiseless counterparts and hence skipped here. Please refer to the proof of
Lemma 3.7. We only need to show that some of the key inequalities used in the proof
of Lemma 3.7 still hold in the noisy case, which have been listed in Lemma 3.21 (e)
and (f).
Proof of (iii): Lemma 3.21-(c), (d) and (g) imply that F2 < F−11 (α∗) for all
α ∈ [α∗, 1]. Then, based on the strong global attractiveness of F1 and F2, it is easy
to show that if (αt0 , σ2t0) ∈ R3 then (αt, σ2t ) ∈ R3 for all t ≥ t0. We have proved
in Lemma 3.21-(d) that F2 is a decreasing function of α on [0, αˆ] and increasing on
[αˆ, 1], where α? < αˆ < 1. Then, the maximum of F2 on [α?, 1] can only happen at
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either α? or 1. We assume that the latter case happens; it will be clear that our proof
for the former case is a special case of the proof for the latter one. See the right panel
of Fig. 3.8.
As discussed above, we assume that F2(1; δ, σ2w) > F2(α?; δ, σ2w). Hence, by
Lemma 3.21-(d), there exists a unique number α ∈ (α?, 1) such that F2(α; δ, σ2w) =
F2(α?; δ, σ
2














(α, σ2)|α < α ≤ 1, F−11 (α) ≤ σ2 < F−11 (α∗)
}
.
Based on the strong global attractiveness of F1 and F2 (and similar to the proof of
part (i) of this lemma), we can show the following:
• if (αt0 , σ2t0) ∈ R3a, then (αt0+1, σ2t0+1) can only be in R3a;
• if (αt0 , σ2t0) ∈ R3b, then (αt0+1, σ2t0+1) can be in R3a, R3b or R3c;
• if (αt0 , σ2t0) ∈ R3c, then (αt0+1, σ2t0+1) can be in R3c or R3a.
Putting things together, and similar to the treatment of R0, it can be shown that
there exists a finite T3 such that (αt, σ2t ) ∈ R3a for all t ≥ t0 + T3.
It only remains to prove that if (αt′ , σ2t′) ∈ R3a at a certain t′ ≥ 0, then {(αt, σ2t )}t≥t′
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See examples depicted in Fig. 3.8. Using the strong global attractiveness of F1 and
F2 and noting that F−11 (α) > F2(α) > σ2? for α ∈ [α∗, α?) and F−11 (α) < F2(α) < σ2?
for α ∈ (α?, α), it can be proved that
Blow1 (αt, σ
2
t ) ≤ αt+1 ≤ Bup1 (αt, σ2t ),
Blow2 (αt, σ
2
t ) ≤ σ2t+1 ≤ Bup2 (αt, σ2t ).
Further, the sequences {Blow1 (αt, σ2t )}t≥t′ and {Blow2 (αt, σ2t )}t≥t′ are monotonically
non-decreasing and {Bup1 (αt, σ2t )}t≥t′ and {Bup2 (αt, σ2t )}t≥t′ are monotonically non-
increasing. Also, Blow1 and Blow2 are upper bounded by α? and σ2?, and B
up
1 and
Bup2 are lowered bounded by α? and σ2?. Together with some arguments about the
strict monotonicity of {Blow1 (αt, σ2t )}t≥t′ and {Blow2 (αt, σ2t )}t≥t′ (see discussions below


















t ) = σ
2
?,
which implies that limt→∞ αt+1 = α? and limt→∞ σ2t+1 = σ2?. We skip the proofs
for the above statements since similar arguments have been repeatedly used in this
chapter.
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3.5.4 Proof of Theorem 3.4
According to Lemma 3.22, we know that (αt, σ2t ) converges to the unique fixed point
of the state evolution equation. We now analyze the location of this fixed point and
further derive the noise sensitivity. Applying a variable change s ∆= σ/α, we obtain
the following equations for this unique fixed point:





α2 + σ2 + 1− α [φ1 (s) + φ3 (s)]
}
+ 4σ2w, (3.67b)
where φ1 and φ3 are defined in Equation (3.62). Using Equation (3.67a) and σ2 =
α2s2 = φ21(s)s
2, and after some algebra, we can write Equation (3.67b) as











































Also, it is straightforward to see that ∂T (s
2,σ2w)
∂σ2w
= −4. Note that we have an implicit


















CHAPTER 3. APPROXIMATE MESSAGE PASSING FRAMEWORK FOR
PHASE RETRIEVAL 163
Further, s is a continuously differentiable function of σ2w. Hence, by the mean value


































To derive the noise sensitivity, we notice that
AMSE(σ2w, δ) = (α− 1)2 + σ2
= [φ1(s)− 1]2 + s2φ21(s).
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Chapter 4
Discussion and Conclusion
In this thesis, we have analyzed two non-convex optimization problems and two pop-
ular iterative algorithms that aim to solve those two optimizations. In Chapter 2,
we provide global convergence guarantees of the EM algorithm for some specific mix-
ture of two Gaussian models. Further, we have reveal some interesting properties
of the EM algorithm in Section 2.4.2. Finally, we have provided a global analysis
of the landscape of the maximum likelihood estimation of these models in Section
2.6. As a byproduct, our analysis on Model 3 and Model 4 provides some interesting
insights to the mechanism of the over-parameterization techniques. In Chapter 3,
we provide global analysis for the AMP algorithm on the phase retrieval problem for
both complex valued signal and real valued signal. We have characterized the exact
phase transition from global convergence to local convergence (i.e., Theorem 3.2 and
Theorem 3.5) and from local convergence to when the algorithm has no chance to
recover unless it is initialized at the correct solution (i.e., Theorem 3.3 and Theorem
3.6). We also analyze the noise sensitivity of the algorithm in the low noise regime
(i.e., Theorem 3.4 and Theorem 3.7), and briefly discussed the impact of the `2 reg-
ularization and spectral initialization. Yet besides our results, there are still many
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interesting questions for these two problems that remain unanswered. We here list
some potential interesting future directions.
• Extension to variance estimation for mixtures of two Gaussians: Our
current analysis only focus on mean/weight estimations and we assumed known
variance. Naturally, our next step is to include variance estimation. The first
promising model is the following:
Model 5. The observation Y is an i.i.d. sample from the mixture distribution
0.5N (−θ?, (σ?)2I) + 0.5N (θ?, (σ?)2I); σ? is an unknown scalar, and θ? is the
unknown parameter of interest.
We can show that the nice properties shown in Section 2.4.2 hold for Model 5
as well. Further the angles β〈t〉 between the estimate θ〈t〉 and θ? are decreasing
when 〈θ〈t〉,θ?〉 6= 0. Finally, in one dimensional case, given θ〈t〉, σ〈t〉 > 0, we can
show that not only the update rule of θ〈t〉 has a unique fixed point for any given
σ〈t〉, but also the update rule of σ〈t〉 has a unique fixed point for any given θ〈t〉
as well. Further, we illustrate the fixed point curves in Figure 4.1. Although
the relative positions do not satisfy the conditions given in Lemma 2.14, they
are similar to the case of the noisy phase retrieval problem we have analyzed in
Section 3.5 (See Figure 3.8). These benign properties suggest that we may have
global convergence of (θ〈t〉, σ〈t〉) to the desired fixed points (−θ?, σ?) or (θ?, σ?)
as long as 〈θ〈t〉,θ?〉 6= 0.
However, there is one main issue that makes our claim inconclusive. That
is whether the EM algorithm can escape an undesired fixed point (θ, σ2) =
(0, 1 + ‖θ
?‖2
d
). More specifically, the Jacobian matrix with respect to θ has
d − 1 number of small eigenvalues (specifically their values are d/(d + ‖θ?‖2))
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at (θ, σ2) = (0, 1 + ‖θ
?‖2
d
). To address this issue, we may modified the EM
algorithm to ensure a uniform lower bound on ‖θ〈t〉‖ to avoid this undesired
fixed point. Besides this issue, we are also missing some technical details to
confirm the illustration of Figure 4.1 to complete the proof.
• Optimal loss function for phase retrieval problem: In this thesis, we
mainly analyzed convergence of AMP algorithm for amplitude flow loss func-
tion. We have empirically evaluated Wirtinger flow loss function which has less
performance than amplitude flow loss function. Further, we are able to show
that it achieves the best convergence speed around the global optimum for the
AMP algorithm when the loss function is indeed the amplitude loss. However,
it is not clear whether our loss function gives the optimal landscape in the sense
that the AMP algorithm achieves the optimal sample size to achieve convergence
to the global optimum (either globally or under the best initialization scheme).
Note that if we can answer this question, it may shed light on convergence of
other algorithms and better understanding of the impact of loss function not
only on phase retrieval but also other low rank matrix estimation as well.
Besides above possible future directions, one can also consider to follow our dy-
namical analysis to prove convergence for other non-convex optimization problems and
iterative algorithms. Indeed, one of our main contributions is that our convergence
analysis provides a better understanding towards the dynamics of the algorithms. As
shown in the proof, our convergence analysis is carried out by understanding the di-
rections of the movements from iteration t to iteration t+ 1 in every axis. We obtain
these directional information by analyzing the fixed points of the update functions.
We have shown that on each axis, under very mild conditions (e.g. monotonicity),
the estimates should move towards the fixed point of the update function of that
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axis. Therefore, by analyzing the relative position among the fixed points of different
update functions, we may determine from which region the estimates will eventually
escape (e.g. R0 in Figure 3.5) and in which region the estimates are remain trapped
(e.g. R1
⋃R2 in Figure 3.5). Because of these dynamical understandings, we can
conclude whether the estimates converge to the desired fixed point of the dynamical
system. Furthermore, the transition of the relative positions of the fixed points may
help us determine the transition between global convergence to local convergence (e.g.
Theorem 3.2 and Theorem 3.3 in Chapter 3, and see Figure 3.4 for illustration).
• Generalization of our geometric approach: Despite of the success men-
tioned above, there is a major limitation of our current methods that is our
target dynamical system has dimensions at most two. Therefore, we need to
reduce the original high dimensional problem into a two dimensional one. In
this thesis, this reduction is done by exploiting the special properties of both the
problem and the algorithm (i.e., rotation invariant property of EM for GMM
and state evolution from AMP framework for phase retrieval) which may not
exist in general. Hence, how to generalize our methods to dynamical system
with higher dimension becomes an interesting problem. On one hand, as dis-
cussed in Remark 2.4, our strategy is a successful generalization to the standard
technique used in one dimension. It is possible to extend our approach further
to three dimensions or higher. On the other hand, as dimension grows, the fixed
point curves become hyperplane and the possible relative positions among them
grow exponentially with dimensions. This could be the fundamental limits of
our approach.
In summary, our results have shed some light on the convergence behavior of the
iterative algorithms that target the non-convex optimization. We also hope that by
CHAPTER 4. DISCUSSION AND CONCLUSION 168
continuing our work on above interesting directions can provide deeper understanding
of the dynamics of the algorithms in the future.
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1st Quadrant2nd Quadrant
3rd Quadrant 4th Quadrant
Figure 4.1: Let gθ and gσ2 be the update function for θ and σ2 respectively. The fixed
point curves for functions gθ and gw are shown with red and blue lines respectively.
The green point at the intersections of the two curves is the correct convergence point
(θ?, (σ?)2) = (1, 1). The yellow point at the top left corner is the undesired fixed point
(0, 1 + (θ?)2). The cross points × are the possible initializations and the plus points
+ are the corresponding positions after the first iteration. Let us divide the plane
into 4 quadrants based on point (θ?, (σ?)2). Initializations in 1st/3rd/4th quadrants
will either converges to (θ?, (σ?)2) or go to the 2nd quadrant. Initializations in the
2nd quadrant will be trapped in this quadrant and the relative positions of the fixed
point curves is similar to Model 4 of EM.
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Appendix A
Proofs omitted in main chapters
A.1 Proofs of Population EM results omitted in Sec-
tion 2.4
A.1.1 Proofs omitted in Sections 2.4.1
A.1.1.1 Proof of Lemma 2.2
In the proof of this lemma, we have h(θ, w1) = H(θ; θ?, w1). To prove Equation (2.38),




> 0, w1 > 0.5
< 0, w1 < 0.5
∀θ < θ?. (A.1)
To prove this, we divide it into two cases (i) θ ≤ 0 and (ii) θ ∈ (0, θ?). To prove (i),


















2 dy︸ ︷︷ ︸
part 2
.
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> 0, w1 > 0.5
< 0, w1 < 0.5
. (A.2)
























y(θ?−2θ) − ey(2θ−θ?)) + 2w1w2(eyθ? − e−yθ?)









Since θ ≤ 0, we have
ey(θ
?−2θ) − ey(2θ−θ?) ≥ max{∣∣eyθ? − e−yθ?∣∣ , ∣∣ey(θ?+2θ) − e−y(θ?+2θ)∣∣} .
Hence, we have
part 2
w1 − w2 ≥
ˆ
y≥0
(w1 − w2)2(ey(θ?−2θ) − ey(2θ−θ?))
(w1eyθ + w2e−yθ)2(w1e−yθ + w2eyθ)2
yφ(y)e−
(θ?)2




≥ 0, w1 > 0.5
≤ 0, w1 < 0.5
. (A.3)
Combine Equation (A.2) and Equation (A.3), we have Equation (A.1) holds for case
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< 0, w1 > 0.5
> 0, w1 < 0.5
∀θ ∈ (0, θ?). (A.5)



























2 dy︸ ︷︷ ︸
part 4







y(θ?−θ) − ey(θ−θ?))(e−yθ − eyθ)(A2 +B2 − AB)




where A = w1eyθ +w2e−yθ and B = w1e−yθ +w2eyθ. Hence, since θ ∈ (0, θ?), we have
part 3
{
< 0, w1 > 0.5
> 0, w1 < 0.5
. (A.6)





















< 0, w1 > 0.5
> 0, w1 < 0.5
. (A.7)
Combine Equation (A.6) and Equation (A.7), we have Equation (A.5) holds and
therefore Equation (A.1) holds for case (ii). This completes the proof for Equation
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(2.38). To prove Equation (2.39), note that



















y2(w2φ(y − θ?) + w1φ(y + θ?))dy︸ ︷︷ ︸
part 6
.
Since part 5 and part 6 are symmetric with respect to w1, w2, WLOG, we assume



























































































?) + w2φ(y − θ?))dy, (A.9)
where inequality (i) holds due to AM-GM inequality, and inequality (ii) holds due to
the monotonic of hyperbolic cosine function. Our next step is to prove for all yθ? ≥ 0
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? ≥ 2(w1e−yθ? + w2eyθ?), (A.10)












and therefore, combine with Equation (A.8), we have Equation (2.39) holds. To prove


































































≤ (w1 + w2)1− θ
?
θ = 1.
where the last two inequalities holds due to AM-GM inequality and Holder inequality
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≥ 2(w1 + w2) = 2,
which holds due to AM-GM inequality. Hence, we have Equation (A.10) holds.
A.1.2 Proofs omitted in Sections 2.4.2
A.1.2.1 Proof of Lemma 2.4
We first show Lemma 2.4. Recall that, after reparameterization, the Population EM








where (with Equation (2.27) and Equation (2.28))
γ〈t+1〉 = Ey∼f?2 wd(y − a〈t〉,θ〈t〉)y = gγ(a〈t〉,θ〈t〉;θ?) ,
p〈t+1〉 = Ey∼f?2 wd(y − a〈t〉,θ〈t〉) = gp(a〈t〉,θ〈t〉;θ?) .
Note that
gγ(a,θ;θ
?) = gγ(−a,θ;θ?) = −gγ(a,−θ;θ?),
gp(a,θ;θ
?) = 1− gp(−a,θ;θ?) = 1− gp(a,−θ;θ?).
With induction, it is straightforward to show the second half of the lemma and we
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〈a〈t+1〉,θ〈t+1〉〉 = ‖θ〈t+1〉‖2(1− 2p〈t+1〉).
Since p〈t+1〉 ∈ (0, 1) and ‖θ?‖ > 0, we have
sgn(〈θ〈t+1〉,θ?〉) = sgn(〈γ〈t+1〉,θ?〉)
sgn(〈a〈t+1〉,θ〈t+1〉〉) = sgn(1− 2p〈t+1〉) sgn(‖θ〈t+1〉‖2)
= sgn(1− 2p〈t+1〉)| sgn(〈θ〈t+1〉,θ?〉)|.
Hence if we have
sgn(〈γ〈t+1〉,θ?〉) = sgn(〈θ〈t〉,θ?〉), (A.12)
and
sgn(1− 2p〈t+1〉) = sgn(〈a〈t〉,θ〈t〉〉), (A.13)
then immediately, we have
sgn(〈θ〈t+1〉,θ?〉) = sgn(〈θ〈t〉,θ?〉),
and
sgn(〈a〈t+1〉,θ〈t+1〉〉) = sgn(1− 2p〈t+1〉)| sgn(〈θ〈t+1〉,θ?〉)|
= sgn(〈a〈t〉,θ〈t〉〉)| sgn(〈θ〈t〉,θ?〉)|
= sgn(〈a〈t〉,θ〈t〉〉).
Hence our next goal is to prove Equation (A.12) and Equation (A.13). Note that for
all orthogonal matrix V ∈ Rd×d and any vectors y,a, b ∈ Rd, we have
gγ(V a,V b;V θ
?) = V gγ(a, b;θ
?),
gp(V a,V b;V θ
?) = gp(a, b;θ
?). (A.14)
Hence, it is straightforward to check that all the quantities 〈a〈t〉,θ〈t〉〉, 〈θ〈t〉,θ?〉, 1 −
2p〈t〉 are rotation invariant. Therefore, with Lemma 2.3, to show Equation (A.12)
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and Equation (A.13), we can assume without loss of generality that θ? has all its

















wd(y − a〈t〉,θ〈t〉)y1φ+(y1, ‖θ?‖)dy1)dy2 · · · dyd,
(A.15)
where φ+(y, θ) is a shorthand for φ+(y, θ, 0.5) in this proof. Hence, define y2...d =








wd(y − a〈t〉,θ〈t〉)y1φ+(y1, ‖θ?‖)dy1) = sgn(〈θ〈t〉,θ?〉) = sgn(‖θ?‖θ〈t〉1 )
= sgn(θ
〈t〉
1 ), ∀y2...d, B(y2...d).
Note that
ˆ






















wd(y − a〈t〉,θ〈t〉)y1φ+(y1, ‖θ?‖)dy1) = sgn(θ〈t〉1 ), ∀y2...d, B(y2...d).
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To prove Equation (A.13), according to Lemma 2.3, we have
2p〈t+1〉 − 1 = Ey∼f?2 (2wd(y − a〈t〉,θ〈t〉)− 1)











e2〈y,θ〈t〉〉 + e−2〈y,θ〈t〉〉 + e2〈a〈t〉,θ〈t〉〉 + e−2〈a〈t〉,θ〈t〉〉
.
Hence, we have
sgn(1− 2p〈t+1〉) = sgn(〈a〈t〉,θ〈t〉〉).
This completes the proof of Lemma 2.4.
A.1.2.2 Proof of Lemma 2.5









Moreover, let w2 = 1− w1 and note that the symmetric property of Gθ and Gw, i.e.,
Gθ(θ, w1;θ
?, w?1) +Gθ(−θ, w2;θ?, w?1) = 0
Gw(θ, w1;θ
?, w?1) +Gw(−θ, w2;θ?, w?1) = 1. (A.16)
Hence, we just need to show
• For all 〈θ,θ?〉 > 0, w1 ∈ [0.5, 1), we have
〈Gθ(θ, w1;θ?, w?1),θ?〉 > 0 and Gw(θ, w1;θ?, w?1) > 0.5. (A.17)
• For all 〈θ,θ?〉 < 0, w1 ∈ (0, 0.5], we have
〈Gθ(θ, w1;θ?, w?1),θ?〉 < 0 and Gw(θ, w1;θ?, w?1) < 0.5. (A.18)
and then by a simple induction argument, it is straightforward to show Lemma 2.5
holds.
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We first prove Equation (A.17) and then the claim of Equation (A.18) immediately
follows due to Equation (A.16). Since for any orthogonal matrices V , we have
〈Gθ(θ, w1;θ?, w?1),θ?〉 = 〈Gθ(V θ, w1;V θ?, w?1),V θ?〉
Gw(θ, w1;θ
?, w?1) = Gw(V θ, w1;V θ
?, w?1)
Hence, the claim of Lemma 2.5 is invariant to rotation of the coordinates. Hence, with-
out loss of generality, we assume that θ = (‖θ‖, 0, 0, . . . , 0)> and θ? = (θ?‖, θ?⊥, 0, . . . , 0)>
with θ?‖ > 0. To prove Equation (A.17), let us first show Gw(θ, w;θ
?, w?1) > 0.5. It








w?1φ(y − θ?‖) + w?2φ(y + θ?‖)
)
dy
=: gw(‖θ‖, w1; θ?‖, w?1).
Hence, we just need to show that
gw(θ, w1; θ











1φ(y − θ?) + w?2φ(y + θ?)) dy > 0.
Hence, we just need to show gw(θ, 0.5; θ?, w?1) > 0.5. Note that
gw(θ, 0.5; θ






















where coshy(x) = 12(e
yx + e−yx). Hence, Equation (A.19) holds.
Now we just need to show 〈Gθ(θ, w1;θ?, w?1),θ?〉 > 0. It is straightforward to show
that all components of Gθ(θ, w1;θ?, w?1) are 0 except for the first two components
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w?1φ(y − θ?‖)− w?2φ(y + θ?‖)
)
dy
= θ?⊥ · s(‖θ‖, w1; θ?‖, w?1), (A.20)







(w?1φ(y − θ?)− w?2φ(y + θ?)) dy. (A.21)





























w?1φ(y − θ?‖) + w?2φ(y + θ?‖)
)
dy
> θ?‖ · s(‖θ‖, w1; θ?‖, w?1), (A.22)
where equation (i) holds due to partial integration. Hence, by Equation (A.20) and
Equation (A.22) and θ?‖ > 0, we have
〈Gθ(θ, w1;θ?, w?1),θ?〉 > ‖θ?‖2 · s(‖θ‖, w1; θ?‖, w?1).
Hence, we just need to show
s(θ, w1; θ
?, w?1) > 0, ∀θ > 0, w1 ∈ [0.5, 1], θ? > 0, w?1 ∈ (0.5, 1). (A.23)
For w1 = 0.5, by Equation (A.20), we have















? − e−yθ?) dy > 0. (A.24)
For w1 ∈ (0.5, 1], by Equation (A.20) and taking derivative with respect to w?1, we















(w1eyθ + w2e−yθ) (w1e−yθ + w2eyθ)
(φ(y − θ?) + φ(y + θ?)) dy
> 0.
Hence, we just need to show
s(θ, w1; θ














(w1eyθ + w2e−yθ) (w1e−yθ + w2eyθ)
(φ(y − θ?)− φ(y + θ?)) dy
≥ 0.
Hence, we have Equation (A.25) holds. Combine with Equation (A.24), we have
Equation (A.23) holds which completes the proof of this lemma.
A.1.3 Proofs omitted in Sections 2.4.3
A.1.3.1 Proof of Lemma 2.9
We remind the reader that due to Lemma 2.4, we assume that 〈θ〈0〉,θ?〉 > 0 and
〈a〈0〉,θ〈0〉〉 ≥ 0 without loss of generality. Then it is straightforward to show that if
‖θ〈0〉‖ = 0, then
a〈t〉 = θ〈t〉 = 0, ∀t ≥ 1.
Hence, we assume that ‖θ〈0〉‖ > 0. Since ‖θ〈t〉‖ is rotation invariant, we apply the
sequence of coordinate systems A we introduced in Section 2.4.3. Our goal is to prove




〈t〉,1 , and θ
〈t+1〉
〈t〉,2 . We start with bounding a
〈t+1〉
〈t〉,2 and
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θ
〈t+1〉




































1 , ‖θ〈t〉‖, θ?〈t〉,1)
p〈t+1〉
, (A.26)
where Equalities (i) and (iii) are due to Equation (2.45). To obtain Inequality (ii) we
used the following chain of arguments: According to Lemma 2.4, p〈t〉 ≤ 0.5 for every
t. Hence, 2(1− p〈t+1〉) ≥ 1.
With exactly same calculation showed in Equation (2.55), we have
p〈t+1〉 = gp(a
〈t〉
i , ‖θ〈t〉‖, θ?〈t〉,1) > S(a〈t〉i , ‖θ〈t〉‖, θ?〈t〉,1).










2(1− p〈t+1〉) ≤ ‖θ
?‖. (A.27)
Hence the only remaining step is to bound a〈t+1〉〈t〉,1 and θ
〈t+1〉
〈t〉,1 . To bound a
〈t+1〉
〈t〉,1 we
consider two separate cases.
1. a〈t〉1 ≥ θ?〈t〉,1 ≥ 0, t ≥ 0: First note that according to Equation (2.42), we have








1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− 2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
2gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
≤ gγ(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)
2gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)
. (A.28)
Hence to bound a〈t+1〉〈t〉,1 we require a bound for
gγ(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)
2gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)
.
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Our next lemma provides such a bound.





















2 ≤ ‖a〈t〉‖2 + 2pi
2
.
Therefore, combined with Equation (A.27), we have

















2. a〈t〉1 < θ?〈t〉,1: Again according to Equation (2.42) we have








1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− 2gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
2gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
.
We know from Lemma 2.4 that p〈t+1〉 ≤ 0.5. In the range 0 < p〈t+1〉 ≤ 0.5,
(1− 2p〈t+1〉)
2p〈t+1〉(1− p〈t+1〉)
is a positive decreasing function of p〈t+1〉. Hence, if we a lower bound for gp
may lead to an upper bound for a〈t+1〉〈t〉,1 . The following lemma provides such an
upper bound.
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Lemma A.2. If a ≥ xθ? ≥ 0 and θ ≥ 0, we have
gp(a, θ, xθ?) ≥ 1
2
(1− Φ(a− xθ?)) + 1
2
(1− Φ(a+ xθ?)).
If 0 ≤ a < xθ? and θ ≥ 0, we have
gp(a, θ, xθ?) ≥ 1
4
.
We prove this lemma in Appendix A.1.5.1.
By plugging gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1) = 0.25 in Equation (A.30), we have


























1 + ‖θ?‖2. (A.30)
Combining this with Equation (A.27), we obtain
‖a〈t+1〉‖2 = ‖a〈t+1〉〈t〉 ‖2 ≤
16
9


























= c2U,1 <∞,∀t ≥ 0.
So far we have bounded {‖a〈t〉‖}t≥0 by cU,1. Also, in Equation (A.27) we obtained an
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Hence, we have to find an upper bound for gγ and a lower bound for gp. Note that
∂gp(a
〈t〉









1 ‖θ〈t〉‖ + e−y‖θ〈t〉‖+a
〈t〉
1 ‖θ〈t〉‖)2
φ+(y, θ?〈t〉,1)dy ≤ 0.
Therefore p〈t+1〉 = gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1) is a decreasing function of a〈t〉1 . Since a〈t〉1 ≤
‖a〈t〉‖ ≤ cU,1, with Lemma A.2, we have ∀t ≥ 0
p〈t+1〉 = gp(a
〈t〉






(1− Φ(cU,1 − θ?〈t〉,1)) +
1
2
(1− Φ(cU,1 + θ?〈t〉,1))}
≥ 1
4
(1− Φ(cU,1 + ‖θ?‖)) , cU,2 > 0.
Note that in Equation (A.30), we derived an upper bound for gγ(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1).
Therefore, we have













Thus with Equation (A.27), we have
‖θ〈t〉‖2 ≤ max{‖θ〈0〉‖2, ‖θ?‖2 + 1
4c2U,2(1− cU,2)2
(1 + ‖θ?‖2)} = c2U,3 < ∞,∀t ≥ 0.
This completes the proof of Lemma 2.9.
A.1.3.2 Proof of Lemma 2.10
We remind the reader that due to Lemma 2.4, we assume that 〈θ〈0〉,θ?〉 > 0 and
〈a〈0〉,θ〈0〉〉 ≥ 0 without loss of generality. Since ‖θ〈t〉‖ is rotation invariant, we apply
the sequence of coordinate systems A we introduced in Section 2.4.3. Note that we
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have




1 , ‖θ〈t〉‖, θ?〈t〉,1)
2gp(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1)(1− gp(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1))
≥ 2gγ(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1), (A.32)
where gγ and gp are defined in Equation (2.28) and Equation (2.27). Hence, the goal
of the rest of the proof is to show that:
2gγ(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1) ≥ min{‖θ〈t〉‖, cl}.






1 + |xθ? |2
2
.
Hence, intuitively speaking we can argue that there exists a neighborhood of θ = 0
on which the derivative is always larger than 0.5. Hence, when ‖θ〈t〉‖ belongs to
this neighborhood, ‖θ〈t+1〉‖ is larger than ‖θ〈t〉‖ and cannot go to zero. Next lemma
justifies this claim.









We present the proof of this result in the Appendix A.1.5.4. We remind the
reader that according to Lemma 2.9, ‖a〈t〉‖ ≤ cU,1. Furthermore, since the angle
β〈t〉 is a non increasing sequence according to Lemma 2.8, we have θ?〈t〉,1 ≥ θ?〈0〉,1.
Suppose that ‖θ〈t〉‖ ≤ δθ. Then from Equation (A.32) we know that ‖θ〈t+1〉‖ ≥
2gγ(a
〈t〉
1 , ‖θ〈t〉‖, θ?〈t〉,1). Also from the mean value theorem we have:
|gγ(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1)− gγ(a〈t〉1 , 0, θ?〈t〉,1)| =
∂gγ(a
〈t〉






· ‖θ〈t〉‖ ≥ 1
2
‖θ〈t〉‖,
where ξ ∈ [0, ‖θ〈t〉‖] and to obtain the last inequality we used Lemma A.3 and the
fact that ‖θ〈t〉‖ ≤ δθ.
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So far we have proved that if ‖θ〈t〉‖ ≤ δθ, then ‖θ〈t+1〉‖ ≥ ‖θ〈t〉‖. But, we have
not ruled out the possibility of the situation in which ‖θ〈t〉‖ ≥ δθ, but ‖θ〈t+1〉‖ is
close to zero. That requires a simple continuity argument. Note that since gγ is a
continuous function of all its variables, its infimum over a compact set is achieved at
certain point. Since, the value of gγ(x1, θ, xθ?) is only zero when θ = 0, we conclude
that the infimum is not zero. Hence, we conclude that
cl , inf
0≤a≤cU,1,δθ≤θ≤cU,3,θ?〈0〉,1≤xθ?≤‖θ?‖
2gγ(a, θ, xθ?) > 0.
Hence, we have if ‖θ〈t〉‖ ≥ δθ, then
‖θ〈t+1〉‖ ≥ 2gγ(a〈t〉1 , ‖θ〈t〉‖, θ?〈t〉,1) ≥ cl.
Therefore combining the result of ‖θ〈t〉‖ ≤ δθ and ‖θ〈t〉‖ ≥ δθ, we know Lemma 2.10
holds.
A.1.3.3 Proof of Lemma 2.11
We consider three cases and deal with them separately: (i) 0 < a < xθ? , (ii) a ≥ xθ? ,
(iii) a = 0.
(i) 0 < a < xθ? : Let x1 , xθ? + a > xθ? − a , x2 > 0. We first simplify the left
hand side of the inequality in Equation (2.54). Our main goal in this section is
to derive sharp upper bounds for gγ(a, θ, xθ?) and 1 − 2gp(a, θ, xθ?). We start
with gγ(a, θ, xθ?). Note that
gγ(a, θ, xθ?) =
ˆ
w(y − a, θ)yφ+(y, xθ?)dy
= a · gp(a, θ, xθ?) +
ˆ (






(y − a)φ+(y, xθ?)dy




w(y − a, θ)− 1
2
)
(y − a)φ+(y, xθ?)dy







w(y − a, θ)− 1
2
)
(y − a)(φ(y − xθ?) + φ(y + xθ?))dy





(F (θ, xθ? − a) + F (θ, xθ? + a))





(F (θ, x1) + F (θ, x2)) , (A.33)
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where F is defined in Equation (2.31). Next, we find an upper bound for
1
2
(F (θ, x1) + F (θ, x2)). Note that ∀θ ≥ 0, xθ? ≥ 0, we have













































= xθ?(1− 2Φ(−xθ?)) + 2φ(xθ?) , l(xθ?). (A.34)
Therefore, if we replace xθ? with x1 and x2 in Equation (A.34), we have
1
2
(F (θ, x1) + F (θ, x2)) ≤ 1
2
(l(x1) + l(x2)) ≤ l(x1), (A.35)
where the last inequality holds since l(x) is an increasing function. This can be
proved by taking the derivative of l(x):
dl(xθ?)
dxθ?
= 1− 2Φ(−xθ?) + 2xθ?φ(xθ?)− 2xθ?φ(xθ?) = 1− 2Φ(−xθ?) ≥ 0.
Combining Equation (A.33) and Equation (A.35) we obtain
gγ(a, θ, xθ?) ≤ a · gp(a, θ, xθ?)− 1
2
a+ 2l(x1). (A.36)
Now we obtain an upper bound for 1− 2gp(a, θ, xθ?). Note that,












































= K(x1, θ)−K(x2, θ), (A.37)










The following lemma proved in the Appendix A.1.5.5 summarizes some of the
nice properties of this function, which will be used later in our proof.
Lemma A.4. K(x, θ) is a concave, strictly increasing function of x. Furthermore,
K(0, θ) = 0.
Given Equation (A.36) and Equation (A.37) we can now prove the claimed
upper bound in Lemma 2.11. We have
gγ(a, θ, xθ?)(1− 2gp(a, θ, xθ?))
2gp(a, θ, xθ?)(1− gp(a, θ, xθ?))
=
[
a · gp(a, θ, xθ?)− 12a+ 14(F (θ, x1) + F (θ, x2))
]
(1− 2gp(a, θ, xθ?))




(F (θ, x1) + F (θ, x2))(1− 2gp(a, θ, xθ?))− a




(F (θ, x1) + F (θ, x2))(K(x1, θ)−K(x2, θ))− x1−x22
4gp(a, θ, xθ?)(1− gp(a, θ, xθ?))




4gp(a, θ, xθ?)(1− gp(a, θ, xθ?)) . (A.38)
It is straightforward to use the concavity of K(x, θ) in terms of x and prove that
the function K(x1,θ)−K(x2,θ)
x1−x2 is a decreasing function of x2. Hence, it is maximized
at x2 = 0. Since K(0, θ) = 0, proved in Lemma A.4, we have
K(x1, θ)−K(x2, θ) ≤ K(x1, θ)
x1
(x1 − x2). (A.39)
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Combining Equation (A.38) and Equation (A.39) implies:
gγ(a, θ, xθ?)(1− 2gp(a, θ, xθ?))

























































































− Φ(−x)) we use the following
lemma:
















< 1, ∀x1 = a+ xθ? ∈ [xθ? , 2xθ? ].
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It is straightforward to prove that κ¯a(xθ?) is a continuous function of xθ? ∈
(0,∞). Since 4gp(a, θ, xθ?)(1−gp(a, θ, xθ?)) ≤ 1, we can bound Equation (A.40)
in the following way:
gγ(a, θ, xθ?)(1− 2gp(a, θ, xθ?))
2gp(a, θ, xθ?)(1− gp(a, θ, xθ?)) ≤
1 + l(x1) 12−Φ(−x1)x1 − 12






4gp(a, θ, xθ?)(1− gp(a, θ, xθ?))
)
a
≤ κ¯a(xθ?)a, ∀0 < a < xθ? , θ > 0. (A.41)
This completes the proof of part (i).
(ii) a ≥ xθ? : Note that
1− 2gp(a, θ, xθ?) =
ˆ
(1− 2w(y − a, θ))φ+(y, xθ?)dy
=
ˆ




2yθ + e−2yθ + 2e−2aθ






e2yθ + e−2yθ + e2aθ + e−2aθ
φ+(y, xθ?)dy
≥ 0. (A.42)
From Lemma A.1 with Equation (A.42), we have
gγ(a, θ, xθ?)(1− 2gp(a, θ, xθ?))







(1− 2gp(a, θ, xθ?))





(1− 2gp(a, θ, xθ?))− a
2(1− gp(a, θ, xθ?)) .(A.43)
From Lemma A.2, we have
1− 2gp(a, θ, xθ?) ≤ Φ(a+ xθ?) + Φ(a− xθ?)− 1. (A.44)
Note that
∂(Φ(a+ xθ?) + Φ(a− xθ?)− 1)
∂a




, ∀a ∈ R,
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and
Φ(0 + xθ?) + Φ(0− xθ?)− 1 = 0.
Therefore, from Equation (A.44) and mean value theorem, we have





Together with Equation (A.43) and Equation (A.42), we have
gγ(a, θ, xθ?)(1− 2gp(a, θ, xθ?))




(1− 2gp(a, θ, xθ?))− a














where the last inequality holds due to the fact that gp(a, θ, xθ?) ≥ 0.
(iii) a = 0: It is straightforward to prove that gp(0, θ, xθ?) = 12 . Hence,
gγ(a, θ, xθ?)(1− 2gp(a, θ, xθ?))
2gp(a, θ, xθ?)(1− gp(a, θ, xθ?)) = 0.















, xθ? = 0
,
then the statement of Lemma 2.11 holds.
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A.1.3.4 Proof of Lemma 2.13
According to the definition of function F in Equation (2.31), we have




























We claim there exists δ > 0 is a function of only Lθ, Uθ, Lθ? , ‖θ?‖ such that ∀|θ−xθ?| ∈
[0, δ], θ ∈ [Lθ, Uθ], xθ? ∈ [Lθ? , ‖θ?‖],
∂F (θ, xθ?)− xθ?
∂θ







We prove it by contradiction. If not, for all δ > 0, we have θδ ∈ [Lθ, Uθ], θ?δ ∈
[Lθ? , ‖θ?‖], |θδ − θ?δ | ∈ [0, δ] such that













For any sequence {δi} such that δi → 0, there exists subsequence δij such that
{(θδij , θ?δij )} converge to the limits (θ
∞, θ∞? ). By compactness of the choice of θ, xθ? ,
we have
θ∞ ∈ [Lθ, Uθ], θ∞? ∈ [Lθ? , ‖θ?‖], |θ∞ − θ∞? | ∈ [0, lim
j→∞
δij = 0].

































APPENDIX A. PROOFS OMITTED IN MAIN CHAPTERS 202
Contradiction! Hence we have Eq.(A.46) holds and for all |θ−xθ?| ∈ [0, δ], θ ∈ [Lθ, Uθ],
xθ? ∈ [Lθ? , ‖θ?‖],















Note that from the definition of function F in Equation (2.31), we have



























= H(θ; θ?, 0.5). (A.47)
With Equation (2.34), we have







|F (θ, xθ?)− xθ?|
|θ − xθ?|
 ,
by continuity of the function |F (θ,xθ? )−xθ? ||θ−xθ? | , we have κ
′′
b ∈ (0, 1) is a function of only
Lθ, Uθ, Lθ? , ‖θ?‖ and
|F (θ, xθ?)− xθ?| ≤ κ′′b |θ − xθ? |, ∀θ ∈ [Lθ, Uθ], xθ? ∈ [Lθ? , ‖θ?‖].
This completes the proof of this lemma.
A.1.3.5 Proof of Lemma 2.7
In this lemma, we provide a new approach based on work in Tseng [2004] to prove
convergence of (a〈0〉,θ〈0〉) for the case 〈θ〈0〉,θ?〉 = 0. From this approach, one can
also show convergence of (a〈t〉,θ〈t〉) for the case 〈θ〈0〉,θ?〉 6= 0 as well. However, the
strategy in Tseng [2004] neither can analyze the convergence speed nor where the
estimates converges to directly. Further it is unclear whether it can be generalized to
other GMM models. Hence, we do not adopt it for the proof of the case 〈θ〈0〉,θ?〉 6= 0.
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The new approach uses the following strategy:
(i) We first characterize all the stationary points of Population EM. Let (a,θ)
denote the stationary points and we show that a = 0 and θ ∈ {−θ?,0,θ?}.
(ii) We then show that any accumulation point of {(a〈t〉,θ〈t〉)} is one of the station-
ary points. Let (a∞,θ∞) denote any accumulation point.
(iii) We show that if 〈θ〈0〉,θ?〉 = 0, θ∞ can not converge to −θ? or θ?. Hence, the
algorithm has to converge to 0. Since a∞ = 0 for all stationary points, we have
{a〈t〉,θ〈t〉} converges to (0,0).
A.1.3.6 Characterizing the Fixed Points of Population EM











wd(y − a〈t〉,θ〈t〉)yφ+d (y,θ?)dy,
p〈t+1〉 =
ˆ
wd(y − a〈t〉,θ〈t〉)φ+d (y,θ?)dy.
If (γ〈t〉, p〈t〉,a〈t〉,θ〈t〉) converges to (γ, p,a,θ), then it is straightforward to show that
a =
γ(1− 2p)
2p(1− p) , (A.48)
θ =
γ
2p(1− p) , (A.49)
γ =
ˆ
wd(y − a,θ)yφ+d (y,θ?)dy, (A.50)
p =
ˆ
wd(y − a,θ)φ+d (y,θ?)dy. (A.51)
Hence, the main step of the proof is to characterize the solutions of these four equa-
tions. We first consider the one-dimensional setting in which Y ∈ R and prove the
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following two facts:
(i) The only feasible solution for a is zero.
(ii) We then set a = 0 and show that the only possible solutions for θ are −θ?, 0, θ?.
We should prove the above two by considering the following four different cases: (1)
a ≥ 0, θ ≥ 0, (2) a ≥ 0, θ ≤ 0, (3) a ≤ 0, θ ≥ 0, (4) a ≤ 0, θ ≤ 0. Since the four cases
are similar we focus on the first case only, i.e., a ≥ 0, θ ≥ 0. To prove that the only
possible solution of a is zero, note that Equation (A.48) can be written as
a =
gγ(a, θ, θ
?)(1− 2gp(a, θ, θ?))
2gp(a, θ, θ?)(1− gp(a, θ, θ?))
(1)
≤ κaa. (A.52)
where κa < 1. Note that Inequality (1) is a result of Lemma 2.11. Note that Equation
(A.52) implies that a must be zero.
The only remaining step is to examine the solutions for θ. It is straightforward to
prove that gp(0, θ, θ?) = 12 . Hence, we can simplify Equation (A.49) to
θ = 2gγ(0, θ, θ
?) = F (θ, θ?), (A.53)
where the last equality is due to Equation (2.32). Hence, from Equation (2.34) and
Equation (A.47), it proves our claim in the one dimensional setting.
To extend the proof to higher dimensions, we rotate the coordinates. Suppose
that the fixed point is a,θ, p,γ. Let M˜ denote a rotation for which the following
two hold: (i) θ˜ , M˜θ = (‖θ‖2, 0, 0, . . . , 0) and (ii) θ˜? , M˜θ? = (θ˜?1, θ˜?2, 0, . . . , 0).
Define γ˜ = M˜γ and a˜ = M˜a. Lemma 2.3 shows that if we let θ˜, a˜, γ˜, p denote




2p(1− p) , (A.54)
θ˜ =
γ˜
2p(1− p) , (A.55)
γ˜ =
ˆ





wd(y − a˜, θ˜)φ+d (y, θ˜
?
)dy. (A.57)
First, it is straightforward to employ Equation (A.54) and Equation (A.55) and con-
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firm that ∀i ≥ 2 we have
γ˜i = 2θ˜ip(1− p) = 0,
a˜i = θ˜i(1− 2p) = 0.
Hence, with θ˜
?
i = 0, ∀i ≥ 3, we only need to consider the first two coordinates. Our
goal is to prove the following two statements:
(i) If θ˜?2 6= 0, then θ˜1 = 0 and a˜1 = 0. In other words, both a and θ are zero.
(ii) If θ˜?2 = 0, then the problem will be reduced to the one-dimensional problem
that we have already discussed. Hence, it is straightforward to characterize the
fixed points.
Here we focus on case (i), i.e., θ˜?2 6= 0. Since γ˜2 = 0, we have
0 = γ˜2 =
ˆ







































It is straightforward to see that since θ˜?2 6= 0, then θ˜?1 = 0. Hence, from Equation
(A.54) and the definitions of gγ and gp functions given in Equation (2.27) and Equation
(2.28) we have
‖a‖ = ‖a˜‖ = |a˜1| = |θ˜1||1− 2p| = gγ(‖a˜‖, ‖θ‖, 0)(1− 2gp(‖a˜‖, ‖θ‖, 0))
2gp(‖a˜‖, ‖θ‖, 0)(1− gp(‖a˜‖, ‖θ‖, 0)) ≤ κa‖a˜‖,
where the last inequality is due to Lemma 2.11. We know that κa < 1. Therefore we
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have a = 0 and



















Thus the only solution is
(a,θ) = (0,0).
A.1.3.7 Proof of Convergence for Population EM
We can break the proof into the following steps. Let {(a〈t〉,θ〈t〉)}∞t=1 denote all the
estimates of the Population EM algorithm.
(i) We first prove the following lemma that analyzes any clustering point of the
sequence {(a〈t〉,θ〈t〉)}.
Lemma A.6. Any clustering point (a,θ) of the estimates of the Population EM







γ = Ewd(y − a,θ)y,
p = Ewd(y − a,θ),
where y ∼ 0.5N(−θ?, I) + 0.5N(θ?, I).
We prove this lemma in Appendix A.1.5.7.
We have already proved that these fixed point equations only have the follow-
ing solutions : a = 0 and θ ∈ {−θ?,0,θ?}. We proved in Lemma 2.4 that
sgn(〈θ〈t〉,θ?〉) = sgn(〈θ〈t+1〉,θ?〉). Hence, we conclude that 〈θ〈t〉,θ?〉 = 0 for
every t. The only possible fixed point is hence (0,0). In summary, in the first
step we prove that it only has one accumulation point, that is (0,0).
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(ii) Next we prove that {a〈t〉,θ〈t〉}∞t=1 is a convergent sequence. Suppose that the
sequence does not converge to (0,0), then there exists an  such that for every
T , there exists a t > T such that
‖(a〈t〉,θ〈t〉)‖2 > .
We construct a subsequence of our sequence in the following way: Set T = 1
and pick t1 > T such that ‖(a〈t1〉,θ〈t1〉)‖2 > . Now, set T = t1 + 1, and pick
t2 > T such that ‖(a〈t2〉,θ〈t2〉)‖2 > . Continue the process until we construct
a sequence {(a〈tn〉,θ〈tn〉)}∞n=1. According to Lemma 2.9 {(a〈tn〉,θ〈tn〉)}∞n=1 is in
a compact set and has a convergent subsequence. But according to part (i)
the converging subsequence of this sequence must converge to (0,0) which is in
contradiction with the construction of the sequence {(a〈tn〉,θ〈tn〉)}∞n=1. Hence
{a〈t〉,θ〈t〉}∞t=1 must be a convergent sequence and converges to (0,0).
A.1.4 Proofs omitted in Sections 2.4.4
A.1.4.1 Proof of Lemma 2.15
We study the shape of gw by its first, second and third derivatives. Note that (with
































increasing function of w1 if θ 6= 0. Hence, the second derivative can only change the
sign at most once, the shape of gw can only be one of the following three cases: (i)
concave (the second derivative is always negative), (ii) concave-convex (the second
derivative is negative, then positive) and (iii) convex (the second derivative is always
positive). Note that by Lemma 2.5, we know gw(θ, 0.5) > 0.5 if θ > 0. Moreover, it is
easy to check that g(θ, 0) = 0 and g(θ, 1) = 1. Hence, we know for θ > 0, the shape
of gw can only be either case (i) or case (ii). For case (i), it is clear that we have 1 is
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the only stable fixed point and
gw(θ, w1) > w1 is equivalent to w1 ∈ (0, 1). (A.61)
For case (ii), then depends on the value of the derivative at w1 = 1 i.e., ∂gw(θ,w1)∂w1 |w1=1,
we have
• If ∂gw(θ, w1)/∂w1|w1=1 ≤ 1, w1 = 1 is the stable fixed point and Equation (A.61)
holds.
• If ∂gw(θ, w1)/∂w1|w1=1 < 1, then w1 = 1 is only a fixed point and there exists a
stable fixed point in (0, 1) such that Equation (2.78) holds.
A.1.4.2 Proof of Lemma 2.16
We first analyze the condition that can determine the sign of g(θ, w1)−w1. Note that




































































which is equivalent to
0 ≶ (2w1 − 1) coshy(θ?)
+(w?1 − w1) coshy(θ? + 2θ) + (1− w1 − w?1) coshy(θ? − 2θ) (A.62)
where coshy(x) = (eyx + e−yx)/2. Let θγ = γθ? =
2w?1−1
2w1−1θ
?. Let us first show that for
w1 ∈ (0.5, 1]
gw(θγ, w
?
1) ≷ w?1, ∀w1 ≷ w?1. (A.63)
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By Equation (A.62), we just need to show
coshy(θ
?) ≷ coshy(θ? − 2θγ), ∀w1 ≷ w?1,
which holds due to the monotonic of hyperbolic cosine function. Hence, we have
proved Equation (A.63). Next, we want to show
gw(θγ, w1) ≷ w1, ∀w1 ≶ w?1. (A.64)
By Equation (A.62), we just need to show that ∀y > 0,
0 ≶ (2w1 − 1) coshy(θ?) + (w?1 − w1) coshy(θ? + 2θγ)
+(1− w1 − w?1) coshy(θ? − 2θγ), ∀w1 ≶ w?1.
(A.65)





, we just need to show that
given γ = 2w
?
1−1
2w1−1 , we have
0 < (2w1 − 1) + (w?1 − w1)(1 + 2γ)2k
+(1− w?1 − w1)(2γ − 1)2k, ∀w1 ∈ (
1
2
, w?1), k > 0, (A.66)
0 < (w1 − w?1)(1 + 2γ)2k
+(w?1 + w1 − 1)(2γ − 1)2k − (2w1 − 1), ∀w1 ∈ (w?1, 1], k > 1. (A.67)
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For Equation (A.66), since w1 < w?1, we have γ > 1 and
(2w1 − 1) + (w?1 − w1)(1 + 2γ)2k + (1− w?1 − w1)(2γ − 1)2k
= (w?1 − w1)
(
(1 + 2γ)2k − (2γ − 1)2k)+ (2w1 − 1) (1− (2γ − 1)2k)




(1 + 2γ)i(2γ − 1)2k−1−i
)











(1 + 2γ)i − 2) (2γ − 1)2k−1−i)





(1 + 2γ)i − 2) (2γ − 1)2k−1−i)
= 4(w?1 − w1)(γ − 1)(2γ − 1)2k−2 > 0.
For Equation (A.67), we have
(w1 − w?1)(2γ + 1)2k + (w?1 + w1 − 1)(2γ − 1)2k − (2w1 − 1)
= (w1 − w?1)
(
(2γ + 1)2k − (2γ − 1)2k)+ (2w1 − 1) ((2γ − 1)2k − 1)
= (w1 − w?1)
(
(2γ + 1)2 − (2γ − 1)2)(k−1∑
i=0













(2γ + 1)2i − 1) (2γ − 1)2k−2i−2) > 0.
Hence, this completes the proof for Equation (A.64).
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A.1.4.3 Proof of Lemma 2.17
We just need to bound ‖Gθ(θ, w1;θ?, w?1)‖2. Note that by Equation (2.26) and
Jensen’s inequality, we have








≤ Ey‖y‖2 = 1 + ‖θ?‖2.
A.1.4.4 Proof of Lemma 2.18





w1eyθγ + (1− w1)e−yθγ (w
?





w1eyθγ + (1− w1)e−yθγ (w
?
1φ(y − θ?) + w?2φ(y + θ?)) dy.
Note that ∀w1
(2w1 − 1)θγ ≡ w1A+ w2B. (A.68)
Hence, we have Equation (2.82) is equivalent to show that
w1A− w2B < w1A+ w2B
2w1 − 1 , ∀w1 ∈ (0.5, w
?
1),
which is equivalent to show













































1 + w1 − 1)
(
eyθ
?(1−γ) − e−yθ?(1−γ))+ (w?1 − w1) (eyθ?(1+γ) − e−yθ?(1+γ))
(w1eyθγ + w2e−yθγ ) (w1e−yθγ + w2eyθγ )
dy.
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Hence, we just need to show that for ∀y > 0, w?1, w1 ∈ (12 , 1),







?(1+γ) − e−yθ?(1+γ)) , ∀w1 ∈ (0.5, w?1)
By Taylor expansion of ex, we just need to prove that for all k ≥ 0, we have
(w?1 + w1 − 1)(1− γ)2k+1 + (w?1 − w1)(1 + γ)2k+1 > 0, ∀w1 ∈ (0.5, w?1)
By definition of γ, we just need to show
0 < (w?1 + w1 − 1)22k+1(w1 − w?1)2k+1
+(w?1 − w1)22k+1(w?1 + w1 − 1)2k+1, ∀w1 ∈ (0.5, w?1)
⇔ w1 + w?1 − 1 > w?1 − w1, ∀w1 ∈ (0.5, w?1),
which obviously holds. To show Equation (2.83), we should analyze the condition for




















1 − 1− b)eyθb − w2(2w?1 − 1 + b)e−yθb
w1eyθγ + w2e−yθγ










w1w2 (2(1− b) sinhyθ?(2b+ 1) + 2(1 + b) sinhyθ?(2b− 1))
(w1eyθγ + w2e−yθγ ) (w1e−yθγ + w2eyθγ )
+
((2w1 − 1)(2w?1 − 1)− (1− 2w1w2) b) · 2 sinhyθ?(1)
(w1eyθγ + w2e−yθγ ) (w1e−yθγ + w2eyθγ )
)
dy,
where sinhyθ?(x) = (eyxθ
? − e−yxθ?)/2. Hence, we just need to show for all y > 0,
w1w2 ((1− b) sinhyθ?(2b+ 1) + (1 + b) sinhyθ?(2b− 1))
+ ((2w1 − 1)(2w?1 − 1)− (1− 2w1w2) b) sinhyθ?(1) > 0, ∀b ∈ (0, γ], w1 ∈ (w?1, 1).
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By Taylor expansion of sinhyθ?(x), we just need to show for all k ≥ 0, we have
w1w2
(
(1− b)(2b+ 1)2k+1 + (1 + b)(2b− 1)2k+1)
+ ((2w1 − 1)(2w?1 − 1)− (1− 2w1w2) b) ≥ 0, ∀b ∈ (0, γ], w1 ∈ (w?1, 1).
(A.70)
where inequality is strict for k ≥ 2. It is straight forward to check Equation (A.70)
holds for k = 0 due to b ≤ γ. For k ≥ 1, note that
(1− b)(2b+ 1)2k+1 + (1 + b)(2b− 1)2k+1
=
(


















(2b+ 1)2k−2i−1(2b− 1)2i(4− 4b) + (2b− 1)2k − 1
)
















where last two inequalities hold due to b ≤ γ < 1 and last inequality is strict when
k ≥ 2. Hence, to show Equation (A.70), we just need to show
2bw1w2 + (2w1 − 1)(2w?1 − 1)− (1− 2w1w2) b ≥ 0
⇔ b ≤ γ,
which holds clearly. Hence, this completes the proof for this lemma.
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A.1.5 Proof of Auxiliary Lemmas in Appendix A.1
A.1.5.1 Proof of Lemma A.2
According to the definition of gp(a, θ, xθ?) in Equation (2.27), we have
gp(a, θ, xθ?) =
ˆ
w(y − a, θ)φ+(y, xθ?)dy
=
ˆ




φ+(y + a, xθ?)dy +
ˆ
y≥0
w(−y, θ)(φ+(y − a, xθ?)− φ+(y + a, xθ?))dy.
(A.71)
where the last equality used the fact that w(y, θ)+w(−y, θ) = 1. If a ≥ xθ? ≥ 0, then
2(φ+(y − a, xθ?)− φ+(y + a, xθ?))
= φ(y − a+ xθ?) + φ(y − a− xθ?)− φ(y + a+ xθ?) + φ(y + a− xθ?)
= φ(y − a+ xθ?)− φ(y + a− xθ?) + φ(y − a− xθ?)− φ(y + a+ xθ?)
≥ 0, ∀y ≥ 0.
Hence with Equation (A.71), the above equation implies that if a ≥ xθ? ≥ 0, we have
gp(a, θ, xθ?) ≥
ˆ
y≥0




(1− Φ(a− xθ?)) + 1
2
(1− Φ(a+ xθ?)). (A.72)
This completes the proof of the first part of Lemma A.2. Now we discuss the second
part, i.e., the case a < xθ? . First note that gp is a decreasing function of a, since







φ+(y, xθ?)dy ≤ 0.
Therefore, we have
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where the last inequality holds because a = xθ? satisfies the condition of Equation
(A.72). Hence, it immediately gives us that if a < xθ? , then
gp(a, θ, xθ?) ≥ 1
4
.
This completes the proof.
A.1.5.2 Proof of Lemma A.1
We warn the reader that in this proof we use the proof of Lemma A.2, presented in
the last section. According to the definition of gγ in Equation (2.28), we have
gγ(a, θ, xθ?) =
ˆ
w(y − a, θ)yφ+(y, xθ?)dy
= a · gp(a, θ, xθ?) +
ˆ
w(y − a, θ)(y − a)φ+(y, xθ?)dy
= a · gp(a, θ, xθ?) +
ˆ
w(y, θ)yφ+(y + a, xθ?)dy
< a · gp(a, θ, xθ?) +
ˆ
y≥0
yφ+(y + a, xθ?)dy

















φ(y + a− xθ?)dy − (a+ xθ?)
ˆ
y≥0
φ(y + a+ xθ?)dy
)
= a · gp(a, θ, xθ?) + 1
2




(φ(xθ? + a)− (a+ xθ?)(1− Φ(a+ xθ?)))
= a · gp(a, θ, xθ?) + 1
2
(W (a+ xθ?) +W (a− xθ?)) , (A.73)
where W (x) = φ(x) − x(1 − Φ(x)). Therefore we should find an upper bound for
W (x). Towards this goal we use the following lemma:
Lemma A.7. Let φ(x),Φ(x) denote the pdf and CDF of standard Gaussian respec-
tively. Then we have
φ(x)




, ∀x > 0.
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Hence we can upper bound Equation (A.73) by the following inequality:












From Lemma A.2, we have
gp(a, θ, xθ?) ≥ 1
2
(1− Φ(a− xθ?)) + 1
2
(1− Φ(a+ xθ?)), ∀a ≥ xθ? .
Therefore, if a ≥ xθ? , then we have

















which completes the proof.
A.1.5.3 Proof of Lemma A.7





)(1− Φ(x))− φ(x) > 0, ∀x > 0.
Taking the first derivative of the left hand side, we have
dr(x)
dx
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Hence, we have r′′(x) < 0 if x <
√
pi/2 and r′′(x) > 0 if x >
√
pi/2. Therefore,
r′(x) is first strictly decreasing then strictly increasing function of x for x ≥ 0. Since










we know there exists x0 ∈ (0,
√
pi/2) such that r′(x) > 0 if x < x0 and r′(x) < 0 if
x > x0. Hence, r(x) is first strictly increasing and then strictly decreasing function

























Hence, we have r(x) > 0, ∀x > 0. This completes the proof of this Lemma.
A.1.5.4 Proof of Lemma A.3





























This derivative is clearly larger than 0.5. Now we prove the main result by contra-
diction. Suppose that the claim of the lemma is not correct. Then, for any fixed












APPENDIX A. PROOFS OMITTED IN MAIN CHAPTERS 218
Therefore, for any sequence {δi} such that δi → 0, we have
aδi ∈ [0, cU,1], θδi ∈ [0, δi], θ?δi ∈ [θ?〈0〉,1, ‖θ?‖].
Since the sequence {aδi , θδi , θ?δi}∞i=1, belong to a compact set, there exists a subsequence
δij such that {(aδij , θδij , θ?δij )} converges to a limit (a
∞, θ∞, θ∞? ) satisfying
a∞ ∈ [0, cU,1], θ∞ ∈ [0, lim
j→∞
δij = 0], θ
∞
? ∈ [θ?〈0〉,1, ‖θ?‖].




























This contradiction proves that Lemma A.3 is correct.
A.1.5.5 Proof of Lemma A.4









which is the integral of an odd function and is hence equal to zero. To prove that
the function is increasing and concave for x ≥ 0, we calculate its derivatives. It is















φ(y − x) 2θ
(eyθ + e−yθ)2
dy > 0,
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where equality (i) is an application of integration by parts.
A.1.5.6 Proof of Lemma A.5
Recall the definition of l(x) in Equation (A.34) in Appendix A.1.3.3:





(x− l(x)(1− 2Φ(−x))) = 2φ(x)Φ(−x) + 2xΦ(−x)− φ(x)− 2xΦ(−x)2.
We would like to show that J(x) ≥ 0. Hence, we analyze the shape of the function
J(x) by taking the derivatives, for all x > 0
dJ(x)
dx
= −2φ(x)2 + 2Φ(−x)− xφ(x)− 2Φ(−x)2
d2J(x)
dx2
= φ(x)(4φ(x)x− 3 + x2 + 4Φ(−x))
dJ ′′(x)/φ(x)
dx





Therefore J ′′(x)/φ(x) is an strictly increasing function of x. With J ′′(0) < 0 and
J ′′(10) > 0, we have J ′(x) is first strictly decreasing then strictly increasing function
of x. Since J ′(0) = 1/2 − 1/pi > 0 and limx→∞ J ′(x) = 0, we know J(x) achieves its
minimum at either 0 or ∞. Since J(0) = 0 and limx→∞ J(x) = 0, we have
J(x) > 0, ∀x > 0.
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This completes the proof of this lemma.
A.1.5.7 Proof of Lemma A.6
Here is a summary of our strategy to prove this result. We first prove that ‖a〈t+1〉 −
a〈t〉‖ → 0 and ‖θ〈t+1〉 − θ〈t〉‖ → 0 as t → ∞. Then we use the following simple
argument to prove that in fact the clustering points must satisfy the above fixed point
equations. Suppose that (a,θ) is an accumulation point. Then there is a subsequence
{(a〈ti〉,θ〈ti〉)}∞i=1 that converges to (a,θ). Since we have ‖a〈t+1〉 − a〈t〉‖ → 0 and
‖θ〈t+1〉 − θ〈t〉‖ → 0, we can simply argue that {(a〈ti+1〉,θ〈ti+1〉)}∞i=1 also converges to







γ〈ti+1〉 = Ewd(y − a〈t〉,θ〈t〉)y
p〈ti+1〉 = Ewd(y − a〈t〉,θ〈t〉).
By taking the limit i→∞ from both sides of the above equations we obtain the fixed
point equations. Hence, the rest of the section is devoted to the proof of ‖a〈t+1〉 −
a〈t〉‖ → 0 and ‖θ〈t+1〉 − θ〈t〉‖ → 0. The technique we us to prove this claim was first
developed in Tseng [2004]. Since a〈t〉 = (µ〈t〉1 + µ
〈t〉
2 )/2 and θ
〈t〉 = (µ〈t〉2 − µ〈t〉1 )/2, we
only need to prove that ‖µ〈t+1〉1 − µ〈t〉1 ‖ → 0 and ‖µ〈t+1〉2 − µ〈t〉2 ‖ → 0.










where f(·) indicates corresponding pdf. Let µ〈t〉 be a shorthand for (µ〈t〉1 ,µ〈t〉2 ). As
the first step of our proof we would like to show that D(µ〈t+1〉,µ〈t〉) → 0. From
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Equation (2.1), we have








= E ln (f(y;η))−D(η,ν) +H(ν,ν)
= L(η)−D(η,ν) +H(ν,ν),
where
L(η) , E ln (f(y|η)) = E ln (1
2










f(z|y;ν) ln (f(z|y;η)). (A.76)
Hence,
µ〈t+1〉 = argmaxµ′Qf (µ
′|µ〈t〉) = argmaxµ′{L(µ′)−D(µ′,µ〈t〉)}.
Note that every estimate of Population EM is obtained in a trade-off between max-
imizing the expected log-likelihood and minimizing the distance between the two
consecutive estimates. First note that
L(µ〈t+1〉)−D(µ〈t+1〉,µ〈t〉) ≥ L(µ〈t〉)−D(µ〈t〉,µ〈t〉) = L(µ〈t〉) (A.77)
Hence, L(µ〈t+1〉) ≥ L(µ〈t〉) +D(µ〈t+1〉,µ〈t〉). Therefore, {L(µ〈t〉)} is a non-decreasing
sequence. Since according to Equation (A.75), L(µ) is upper bounded, thus {L(µ〈t〉)}t
converges. Also, according to Equation (A.77) we have
0 ≤ D(µ〈t+1〉,µ〈t〉) ≤ L(µ〈t+1〉)− L(µ〈t〉)→ 0, as t→∞.
This implies that
{D(µ〈t+1〉,µ〈t〉)} → 0, as t→∞.
Note that D(·, ·) is a measure of discrepancy between its two arguments. However,
our goal is to show that the Euclidean distance between µ〈t〉 and µ〈t+1〉 goes to zero.
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in order to prove ‖µ〈t+1〉 − µ〈t〉‖ → 0, we should show that ∀z ∈ {1, 0}
‖Ef(z|y;µ〈t+1〉)y − Ef(z|y;µ〈t〉)y‖ → 0,
and
|Ef(z|y;µ〈t+1〉)− Ef(z|y;µ〈t〉)| → 0.










Since ψ(x) > 0 for every value of x > 0, the fact that D(µ〈t+1〉,µ〈t〉)→ 0 implies that






f(z|y;µ〈t〉) → 0, as t→∞. (A.79)

















≥ Ef(z|y;µ〈t〉)(f(z|y;µ〈t+1〉)− f(z|y;µ〈t〉))2I(‖y‖ < M), ∀t,M > 0.
where Equality (i) is the result of the Taylor expansion on lnX and ξ is a number
between f(z|y;µ〈t+1〉) and f(z|y;µ〈t〉) and Inequality (ii) holds for the fact that
f(z|y;µ〈t+1〉), f(z|y;µ〈t〉) ∈ (0, 1), ∀z ∈ {1, 0}.
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Hence, with Equation (A.79), we have for all M > 0, z ∈ {1, 0},
Ef(z|y;µ〈t〉)(f(z|y;µ〈t+1〉)− f(z|y;µ〈t〉))2I(‖y‖ < M)→ 0, as t→∞.
According to Lemma 2.9 {(a〈tn〉,θ〈tn〉)}∞n=1 is in a compact set and hence so is {µ〈t〉}.
Since f(z|y;µ〈t〉) is a continuous function of y and µ〈t〉 with f(z|y;µ〈t〉) > 0 and
compactness of {µ〈t〉}, there exists a constant c only depending on M such that
f(z|y;µ〈t〉) > c, ∀‖y‖ < M, z ∈ {1, 0}, t > 0.
Therefore, for all M > 0, z ∈ {1, 0}, we have
E(f(z|y;µ〈t+1〉)− f(z|y;µ〈t〉))2I(‖y‖ < M)→ 0, as t→∞. (A.80)
Also, for all t ≥ 0, z ∈ {1, 0}, we have
E(f(z|y;µ〈t+1〉)− f(z|y;µ〈t〉))2I(‖y‖ ≥M) ≤ EI(‖y‖ ≥M)→ 0, as M →∞.
(A.81)
With Equation (A.80) and Equation (A.81), we have
E(f(z|y;µ〈t+1〉)− f(z|y;µ〈t〉))2 → 0, as t→∞, ∀z ∈ {1, 0}.









Hence with compactness on sequence {µ〈t〉}, we have
‖µ〈t+2〉1 − µ〈t+1〉1 ‖ =
∥∥∥∥Ef(z = 0|y;µ〈t+1〉)yEf(z = 0|y;µ〈t+1〉) − Ef(z = 0|y;µ〈t〉)yEf(z = 0|y;µ〈t〉)
∥∥∥∥→ 0, as t→∞,
and
‖µ〈t+2〉2 − µ〈t+1〉2 ‖ =
∥∥∥∥Ef(z = 1|y;µ〈t+1〉)yEf(z = 1|y;µ〈t+1〉) − Ef(z = 1|y;µ〈t〉)yEf(z = 1|y;µ〈t〉)
∥∥∥∥→ 0, as t→∞.
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This completes the proof of this lemma.
A.2 Proofs of Sample-based EM and Landscape re-
sults
A.2.1 Proofs omitted in Sections 2.5
A.2.1.1 Proof of Lemma 2.19
We first prove Equation (2.102) for ‖aˆ〈t〉‖. Clearly the result holds for t = 0. For all
t ≥ 1, using the condition Equation (2.100) on ‖aˆ〈t′〉‖ for all t′ ≤ t, we have
‖aˆ〈t〉‖ ≤ κa‖aˆ〈t−1〉‖+ a








Hence Equation (2.102) holds. Next, we prove Equation (2.103) for ‖θˆ〈t〉‖. Clearly
the result holds for t = 0. For all t ≥ 1, using the condition Equation (2.101) on
‖θˆ〈t
′〉‖ for all t′ ≤ t, we have
‖θˆ〈t〉 − θ?‖ ≤ κθ‖θˆ〈t−1〉 − θ?‖+
√
cθ‖aˆ〈t−1〉‖+ θ
≤ κθ(κθ‖θˆ〈t−2〉 − θ?‖+
√
cθ‖aˆ〈t−2〉‖+ θ) + θ
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Hence we have












































≤ (κθ)t‖θˆ〈0〉 − θ?‖+ t
√




1− κa a +
1
1− κθ θ.
This completes the proof of this lemma.
A.2.1.2 Proof of Equation (2.106)-Equation (2.108)



















with probability at least 1− δ.
(3) sup‖xθ‖≤c,‖xa‖≤1 ‖ 1n
∑n





, with probability at least 1− δ.
Proof. We first prove the first claim (1). Note that yi can be expressed by yi =
ζiθ
?+ωi, where ζi are i.i.d sequence of Rademacher variables and ωi are i.i.d N(0, Id)































Note that ‖ 1√
n
∑n
i=1ωi‖2 dist.= ν, where ν ∼ χ2(d). Hence, using Cramér-Chernoff
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∣∣∣∣∣ ≤√8d ln(2/δ) ≤ d+ 2 ln(2/δ) for sufficiently large n.
Moreover, for Rademacher variables ζi, using Hoeffding’s inequality, we have with












































2(2 ln(2/δ))‖θ?‖2 + 2(2d+ 2 ln 2/δ)
= 2
√














wd(yi − xa,xθ)− Ewd(y − xa,xθ).
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i=1 ξi(wd(yi−xa,xθ)− 12 )|,
Note that to obtain Inequality (i) we have used Jensen’s inequality. Also, ξi are i.i.d
sequence of Rademacher variables. To simplify the final expression even further, we
use the following lemma from Koltchinskii [2011]
Lemma A.9. Let H ∈ Rn and let ψi : R 7→ R, i = 1, · · · , n be functions such that
ψi(0) = 0 and
|ψi(u)− ψi(v)| ≤ |u− v| ∈ R.















where i are i.i.d. Rademacher random variables.
Since wd(y − xa,xθ) is a function of 〈y − xa,xθ〉 and
|wd(y − xa,xθ)− wd(y − x′a,x′θ)| ≤
1
2
|〈y − xa,xθ〉 − 〈y − x′a,x′θ〉|,
letting Ψ(x) = e2λx and ψi(x) = 2e
x
ex+e−x − 1 with hi = 〈yi − xa,xθ〉 in Lemma A.9,
APPENDIX A. PROOFS OMITTED IN MAIN CHAPTERS 228
we have




i=1 ξi(wd(yi,xa,xθ)− 12 )|










































i=1 ξi|︸ ︷︷ ︸
part 2
)1/2,
where last equality holds for the fact that the distribution of yi is symmetric and
equality (ii) holds for the fact that 1
n
∑n
i=1 ξi〈yi−xa,xθ〉 is symmetric in terms of xθ
and the constraints on xθ is symmetric.
For part 1, we use the notation {uj, j = 1, · · · ,M} for a 1/2-covering of the






















































recall that yi = ζiθ










2 ≤ e ‖θ
?‖2+1
2 , (A.83)
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For part 2, notice that 1
n
∑n





i=1 ξi| ≤ 2Eξe4λc 1n
∑n
i=1 ξi





Therefore combining Equation (A.84) and Equation (A.85), we have
EeλZ+ ≤ e16λ2c2 ‖θ
?‖2+1
n











P (Z+ > ) ≤ EeλZ+−λ,∀, λ > 0,
choosing λ = n
32c2(‖θ?‖2+2) , we have
















wd(yi − xa,xθ)− Ewd(y − xa,xθ)
∣∣∣∣∣∣ ≤ 8c(‖θ?‖+ 2)
√
d+ 2 + ln(1/δ)
n
,
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with probability at least 1− δ.
For the last claim, we borrow a technique in the proof of corollary 2 in B.2 in








































i=1 ξi(wd(yi−xa,xθ)− 12 )〈yi,uj〉,
where ξi are i.i.d. sequence of Rademacher variables and the last inequality holds for
standard symmetrization result for empirical process. Since
|(2wd(yi − xa,xθ)− 1)〈yi,uj〉 − (2wd(yi − x′a,x′θ)− 1)〈yi,uj〉|
≤ |〈yi − xa,xθ〉 − 〈yi − x′a,x′θ〉|〈yi,uj〉,
let Ψ(x) = e2λx and ψi(x) = ( 2e
x
ex−e−x − 1)〈yi,uj〉 with hi = 〈yi − xa,xθ〉 in Lemma


































































where ‖ · ‖op is l2-operator norm of a matrix(maximum singular value), equality (iii)
holds for the fact that 1
n
∑n
i=1 ξi〈yi −xa,xθ〉〈yi,uj〉 is symmetric in terms of xθ and
constraints of xθ is symmetric. The correctness of the last inequality is shown in B.2












Recall that yi = ζiθ






Eeλξ〈yi,uj〉2 ≤ e (‖θ
?‖2+1)λ2
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P (Z > ) ≤ EY eλZ−λ,∀, λ > 0,
choosing λ = n
32c2(‖θ?‖2+2) , we have




















with probability at least 1− δ.
A.2.1.3 Proof of Lemma 2.21
Since a¯〈t+1〉 and θ¯〈t+1〉 are the result of first iteration based on initialization (aˆ〈t〉, θˆ
〈t〉
)
in Population EM model where initialization (aˆ〈t〉, θˆ
〈t〉
) satisfying the corresponding
condition mentioned in the lemma. Hence to prove the lemma holds for all t ≥ 0, it is
sufficient to prove that for any initialization (a〈0〉,θ〈0〉) satisfying the same condition,
we have ‖a〈1〉‖ ≤ κa‖a〈0〉‖ for Equation (2.109) and ‖θ〈1〉 − θ?‖ ≤ κθ‖θ〈0〉 − θ?‖ +
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√
cθ‖a〈0〉‖ for Equation (2.110). To achieve this goal, we use the sequence of the
coordinate systems A. We first prove the first claim:
‖a〈1〉‖ ≤ κa‖a〈0〉‖. (A.87)
If a〈0〉 = 0, we immediately have Equation (A.87) holds. If a〈0〉 6= 0, because of
Lemma 2.4, we assume 〈a〈0〉,θ〈0〉〉 > 0 without loss of generality, thus a〈0〉1 > 0. Since
θ〈1〉(1−2p〈1〉) = a〈1〉, we know they are in the same direction, thus the angle between
a〈1〉 and θ〈0〉 is the same angle between θ〈1〉 and θ〈0〉, i.e., α〈1〉. Furthermore, according












Therefore, we need to bound a〈1〉〈0〉,1 and
1
cosβ〈0〉 . According to Equation (2.53) and






1 , ‖θ〈0〉‖, θ?〈0〉,1)(1− 2gp(a〈0〉1 , ‖θ〈0〉‖, θ?〈0〉,1))
gp(a
〈0〉
1 , ‖θ〈0〉‖, θ?〈0〉,1)(1− gp(a〈0〉1 , ‖θ〈0〉‖, θ?〈0〉,1))
≤ κ′aa〈0〉1 ≤ κ′a‖a〈0〉‖,
where κ′a ∈ (0, 1) is a continuous function of θ?〈0〉,1 > 0. Since the condition of
‖θ〈0〉 − θ?‖ ≤ 1
2














〈0〉,1) ∈ (0, 1),
and κa only depends on θ?. Now for 1cosβ〈0〉 , by the condition of ‖θ〈0〉 − θ?‖ ≤√














Hence Equation (A.87) holds. Next we prove the second claim:
‖θ〈1〉 − θ?‖ ≤ κθ‖θ〈0〉 − θ?‖+
√
cθ‖a〈0〉‖.
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According to Lemma 2.12 we can conclude there exists δ′a ∈ (0, 1), κθ ∈ (0, 1) and
cθ > 0 such that that if ‖a〈0〉‖ ≤ δ′a, then
‖θ〈1〉 − θ?‖ ≤
√
κ2b‖θ〈0〉 − θ?‖2 + cb‖a〈0〉‖ ≤ κθ‖θ〈0〉 − θ?‖+
√
cb‖a〈0〉‖,
where δ′a, κθ and cθ only depend on Ua = 1, Lθ =
1
2





and ‖θ?‖. Hence δ′a, κθ and cθ only depend on θ?. This completes the proof.
A.2.2 Proofs omitted in Sections 2.6
A.2.2.1 Proof of Theorem 2.8













Due to the symmetric property of the landscape, without loss of generality, we assume
w?1 > 0.5.
Note that the first order stationary points of above optimization problem should















We first consider the two trivial cases when w1 = 1 and w1 = 0. Suppose w1 = 1, then
from Equation (A.90), we have θ = (w?1−w?2)θ?. Now plug it in Equation (A.91), we
have the following equation holds
ˆ (
1− e−2(w?1−w?2)y‖θ?‖) (w?1φ(y − ‖θ?‖) + w?2φ(y + ‖θ?‖)) dy = 0,










Taking the derivative with respect to ‖θ?‖, it is straightforward to show that when
APPENDIX A. PROOFS OMITTED IN MAIN CHAPTERS 235
w?1 > 0.5, the LHS is a strictly decreasing function of ‖θ?‖ and achieves its maximum
0 at ‖θ?‖ = 0. Hence, it contradicts the RHS of the equation and therefore Equation
(A.90) and Equation (A.91) can not hold simultaneously for w1 = 1. Hence, there
is no first order stationary point for the case w1 = 1. Further, based on above
calculation, it is straightforward to show that there is no local optimum in general on
the boundary w1 = 1 and similarly for w1 = 0.
Now we restrict w1 ∈ (0, 1). Then it is straightforward to show that every first
order stationary point of the optimization in Equation (A.89) should be a fixed point
for population-EM2. From the proof of Theorem 2.4, we know the two global maxima
(θ?, w?1) and (−θ?, w?2) are the only fixed points of population-EM2 in the following
region:
{(θ, w1)|w1 ∈ [0.5, 1), 〈θ,θ?〉 > 0}︸ ︷︷ ︸
Area1
⋃
{(θ, w1)|w1 ∈ (0, 0.5], 〈θ,θ?〉 < 0}︸ ︷︷ ︸
Area2
Furthermore, for any fixed point lies in the hyperplane H : 〈θ,θ?〉 = 0, it is clear that
its corresponding w1 should be 0.5. Further, since 〈θ,θ?〉 = 0, from Equation (A.90),





Since the derivative with respect to ‖θ‖ of the LHS is in (0, 1) for ‖θ‖ > 0, it is clear
that ‖θ‖ = 0 is the only solution for the equation and therefore, (θ, w1) = (0, 12) is the
only fixed point in the hyperplane H. Furthermore, the Hessian of the log-likelihood
in Equation (A.89) at (θ, w1) = (0, 12) is the following matrix.[
θ?(θ?)> 2(w?1 − w?2)θ?
2(w?1 − w?2)(θ?)> 0
]
(A.92)
It is clear that it has a positive eigenvalue, a negative eigenvalue and therefore (0, 1
2
)
is a saddle point.
Finally, we will show there is no fixed point in the rest of the region in R2× [0, 1],
i.e.,
{(θ, w1)|w1 ∈ (0, 0.5), 〈θ,θ?〉 > 0}︸ ︷︷ ︸
Area3
⋃
{(θ, w1)|w1 ∈ (0.5, 1), 〈θ,θ?〉 < 0}︸ ︷︷ ︸
Area4
Due to the symmetric property, we will just prove the result for Area3. Note that, by
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Lemma 2.15 and the fact that
gw(θ, 0.5) ≶ 0.5, ∀θ ≶ 0. (A.93)
We know for all w1 ∈ (0, 0.5),






w∗1φ(y − θ‖) + w∗2φ(y + θ‖)
)
dy






where θ‖ = 〈θ?,θ〉/‖θ‖. Hence, there is no solution for Equation (A.91) in Area3.
This completes the proof of this theorem.
A.3 Proofs of asymptotics of AMP.A in complex-valued
case
A.3.1 Simplifications of SE maps
A.3.1.1 Auxiliary Results
Here we collect some auxiliary results that will be used in the simplification of the
state evolution equation.





r cos θ exp
(
−r





















r sin θ exp
(
−r
2 − 2ar cos θ
b
)
drdθ = 0. (A.94b)
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r cos θ exp
(
−r














































































































































































, ∀m ∈ R, v ∈ R+,
Equation (ii) is from the variable change θˆ = θ − pi, Equation (iii) is from the fact
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r sin θ exp
(
−r

















Lemma A.11. Let Z˜ ∼ N (0, 1) be a standard Gaussian random variable. Then, for













































where φ(·) and Φ(·) are, respectively, PDF and CDF functions of the standard Gaus-
sian distribution.
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where Equation (i) is from the identity φ′(z) = zφ(z) and Equation (ii) from our
previously derived identities in Equation (A.97) and Equation (A.99).
A.3.1.2 Complex-valued AMP.A
From Definition 3, the SE equations are given by
ψ1(α, σ








2; δ, σ2w) = 4 · E
[|g(P, Y )|2]
= 4 · E [(|Z| − |P |+W )2]




In the above, Z ∼ CN (0, 1/δ), P = αZ + σB where B ∼ CN (0, 1/δ) is independent
of Z, and Y = |Z|+W whereW ∼ CN (0, σ2w) independent of both Z and B. We first
consider a special case σ2 = 0 (α 6= 0). When σ = 0, we have P = αZ + σB = αZ,
and therefore






ψ2(α, 0; δ, σ
2
w) = 4 · E
[
(|Z| − |αZ|)2]+ 4σ2w = 4δ (1− |α|)2 + 4σ2w.
We next turn to the general case where σ2 6= 0. Later, we will see that our formulas
derived for positive σ2 covers the special case σ2 = 0 as well. Lemma A.12 can
simplify our derivations.
Lemma A.12. ψ1 and ψ2 in Equation (A.101) have the following properties (for any
α ∈ C\0 and σ2 ≥ 0):
(i) ψ1(α, σ2) = ψ1(|α|, σ2) · eiθα , with eiθα being the phase of α;
(ii) ψ2(α, σ2; δ) = ψ2(|α|, σ2; δ).
Proof. Note that for ψ1 and ψ2 defined in Equation (A.101), we have
P |Z ∼ CN (αZ, σ2/δ).
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Consider the random variable P˜ ∆= P · e−iθα . Based on the rotational invariance of












= eiθα · ψ1(|α|, σ2).
The proof of ψ2(α, σ2; δ) = ψ2(|α|, σ2; δ) follows from a similar argument: the joint dis-
tribution of |Z| and |P | does not depend on θα, and thus ψ2(α, σ2) = 4E
[
(|Z| − |P |)2]
does not depend on θα.
Note that Lemma A.12 also holds for α = 0 if we define ∠0 = 0.
Remark A.1. In the following, we will derive ψ1 and ψ2 for the case where α is real
and nonnegative. The results for complex-valued α can be easily derived from those
for nonnegative α, based on Lemma A.12.








Note that θp − θz is the phase of an auxiliary variable Pˆ ∆= e−iθzP = α|Z|+ σe−iθzB.
Further, from the rotational invariance, conditioned on |Z|, Pˆ is distributed as Pˆ ∼


















































r sin θ · 1
piσ2/δ
e
















r cos θ · 1
piσ2/δ
e

















where the last step follow the following two identities together with some straightfor-
























− r2−2α|Z| cos θr
σ2/δ drdθ = 0.
The above identities are proved in Lemma A.10 in Appendix A.3.1.1. Using Equation











































































































2δr exp(−δr2), and Equation (ii) follows from the identity ´∞
0
r2 exp(−ar2)dr =√
pi/4 · a−3/2, and Equation (iii) is derived in Equation (A.106).
We next derive ψ2(α, σ2; δ). From Equation (A.101), we have
ψ2(α, σ
2; δ) = 4E
[
(|Z| − |P |)2]
= 4
(
1 + α2 + σ2
δ
− 2 · E {|ZP |}
)
,
where the last step is from Z ∼ CN (0, 1/δ) and P ∼ CN (0, (α2 + σ2)/δ). We next
calculate E[|ZP |]. Again, conditioned on |Z|, P is distributed as P ∼ CN (α|Z|, σ2/δ).
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We first calculate E[|P |∣∣ |Z|]:
E


































































































, ∀m ∈ R, v ∈ R+
and some manipulations similar to those in Equation (A.95). Following the same
















































































where in the last step we used the following identities:
´∞
0




r2 exp(−ar2)dr = √pi/4 · a−3/2. Finally, using Equation (A.105) we
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have
ψ2(α, σ
2; δ) = 4
(
1 + α2 + σ2
δ





































































































2α2 sin2 θ + σ2(






where Equation (i) is from Equation (A.105), and the derivations of Equation (ii) is
more involved and are given in Lemma 3.3.
A.3.2 Proof of Theorem 3.1
Since the proof of the real-valued and complex valued signals look similar, for the
sake of notational simplicity we present the proof for the real-valued signals. First
note that according to [Mondelli and Montanari, 2017, Lemma 13]1 for the smoothed








xt+1j ,i (n)− sign(αt) · x?i
)2
= E(X t+1j − sign(αt) ·X?)2,
1The proof for a more general result was first presented in Javanmard and Montanari [2013].
However, we found Mondelli and Montanari [2017] easier to follow. The reader may also find
[Rangan, 2011, Claim 1] and related discussions useful, although no formal proof was provided.
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where X t = α,tX? +σ,tH and X? ∼ pX is independent of H ∼ N (0, 1), and α,t and







σ2,t+1 = E[g2 (P t, Y )],
where Y = |Z| + W , P t = α,tZ + σ,tB, where B ∼ N (0, 1/δ) is independent of
Z ∼ N (0, 1/δ) and W ∼ N (0, 1/δ). It is also straightforward to use an induction
step similar to the one presented in the proof of Theorem 1 of Zheng et al. [2017] and







σ2t+1 = E[g2(P t, Y )].
A.3.3 Proof of Lemma 3.3
We will only prove Equation (3.14b). Equation (3.14a) can be proved in the same
way. The idea is to express the integrals using elliptic integrals defined in Equation
(3.11), and then apply known properties of elliptic integrals (Lemma 3.2) to simplify
the results. The same tricks in proving Equation (3.14b) are used to derive other
related integrals in this chapter. Below, we will provide the full details for the proof
of Equation (3.14b), and will not repeat such calculations elsewhere. The LHS of
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The equality in Equation (A.106) can be proved by combining the following identities



































































































where K(m) and E(m) denote the complete elliptic integrals of the first and second














(1 +m sin2 θ)
1

































where (a) is from the definition of K(m) and E(m) in Equation (3.11), and (b) is
from Lemma 3.2 (iii).





(1 +m sin2 θ)
3
2
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where (a) is due to Lemma 3.2 (iv) and (b) is from Lemma 3.2 (iii).










































where step (a) follows from the third step of Equation (A.108), and step (b) follows
from Lemma 3.2 (iii).










































where (a) is from the third step of Equation (A.109), step (b) is from Lemma 3.2 (iv)
and (c) is from Lemma 3.2 (iii).
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where step (a) follows from the derivations of the previous two identities and (b) is
again due to Lemma 3.2 (iii).
A.3.4 Proofs omitted in Section 3.3
A.3.4.1 Proof of Lemma 3.9
Part (i): From Equation (3.6), it is easy to verify that ψ1(α, σ2) is an increasing









sin2 θ · σ2











−3 sin4 θ · σ2α
(α2 sin2 θ + σ2)
5
2
dθ < 0, ∀α > 0, σ2 > 0. (A.110b)
Hence, ψ2(α, σ2) is a concave function of α for α > 0.















sin θdθ = 1.
Proof of (iii): The claim is a consequence of the concavity of ψ1 (with respect to α)










The detailed proof is as follows. First, it is straightforward to verify that α = 0 is

























− 1 = pi
4σ
− 1 < 0, (A.111)
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where the second equality can be calculated from Equation (A.110a). Since Ψ1(α, σ2)
is a decreasing function of α and is equal to zero at zero, and it does not have any












− 1 = pi
4σ
− 1 > 0.












Hence, Ψ1(α, σ2) = 0 has exactly one more solution for α > 0. Note that since from
part (ii) ψ1(α, σ2) < 1, the solution of α = ψ1(α, σ2) also satisfies α ≤ 1.
Finally, the strong global attractiveness follows from the fact that ψ1 is a strictly
increasing function of α.
A.3.4.2 Proof of Lemma 3.10
























at σ2 = 0. Note that the formula in Equation (A.112) was derived













is divergent. It turns out that the derivative ∂ψ2(α,σ
2;δ)
∂σ2
is a continuous function of σ2.
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> 1 for δ < 2.
Part (ii): We first prove that the following equation has at least one solution for any
α ∈ [0, 1] and δ > 2:
σ2 = ψ2(α, σ
2; δ), σ2 ∈ [0, 1].
It is straightforward to verify that
ψ2(α, σ
2; δ)|σ2=0 = 4
δ
(1− α)2 ≥ 0. (A.113)
We next prove our claim by proving the following:
ψ2(α, σ
2; δ)|σ2=1 < 1, ∀α ∈ [0, 1] and δ > 2. (A.114)
From Equation (3.6b), we have
ψ2(α, σ




2α2 sin2 θ + 1
(α2 sin2 θ + 1)
1
2





We next show that g(α2) in Equation (A.115) is a concave function of α2, and hence
the minimum can only happen at either α = 0 or α = 1. The first two derivatives









α2 sin2 θ + 3
2
)















α2 sin2 θ + 5
4
)




The concavity of g(α2) implies that its minimum happens at either α = 0 or α = 1.






and g(1) ≈ 1.509 > 2− δ
4
,
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which holds for δ > 2. Hence, Equation (A.115) holds. By combining Equation
(A.113) and Equation (A.114) we conclude that ψ2(α, σ2; δ) has at least one fixed
point between σ2 = 0 and σ2 = 1. The next step is to prove the uniqueness of this
fixed point. For the rest of the proof, we discuss two cases separately: a) δ > 4 and
b) 2 < δ ≤ 4.





2; δ)− σ2. (A.116)
From Equation (A.112), if δ > 4, then ∂ψ2(α,σ
2;δ)
∂σ2
< 1, ∀σ2 > 0. This means that
Ψ2(α, σ
2; δ) defined in Equation (A.116) is monotonically decreasing in σ2 > 0.
Hence, the solution to Ψ2(α, σ2; δ) = 0 is unique. Furthermore, the following
property is a direct consequence of the monotonicity of Ψ2(α, σ2; δ):
Ψ2(α, σ
2; δ) < 0, ∀0 < σ2 < F2(α), (A.117a)
and
Ψ2(α, σ
2; δ) > 0 > σ2, ∀F2(α) < σ2 < 1, (A.117b)
where F2(α) denotes the solution to Ψ2(α, σ2; δ) = 0.
(b) 2 < δ ≤ 4. In this case, we will prove that there exists a threshold on σ2,








> 1, ∀σ2 ∈ (σ2?(α; δ),∞).
(A.118)
This means that Ψ2(α, σ2; δ) = ψ2(α, σ2; δ) − σ2 is strictly decreasing on σ2 ∈
(0, σ2?(α; δ)) and increasing on σ2 ∈ (σ2?(α; δ),∞). Note that since we have
proved that Ψ2(α, σ2; δ) = 0 has at least one solution, we conclude that there
exist exactly two solutions to Ψ2(α, σ2; δ) = 0, one in (0, σ2?(α; δ)) and the
second in (σ2?(α; δ),∞), if Ψ2(α, σ2; δ)|σ2=σ2?(α;δ) < 0. This is the case since
Ψ2(α, σ
2; δ)|σ2=1 < 0 (see Equation (A.114)), and that Ψ2(α, σ2; δ)|σ2=1 <
Ψ2(α, σ
2; δ)|σ2=σ2?(α;δ) (since the latter is the global minimum of Ψ2(α, σ2; δ) in
σ2 ∈ (0,∞)).
Also, it is easy to prove Equation (A.117). In fact, the following holds:
Ψ2(α, σ
2; δ) < 0, ∀0 < σ2 < F2(α),
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and
Ψ2(α, σ
2; δ) > 0 > σ2, ∀F2(α) < σ2 < Fˆ2(α; δ),
where Fˆ2(α; δ) > 1 denotes the larger solution to Ψ2(α, σ2; δ) = 0. See Fig. A.1
for an illustration.
<2










F2(,; /) F^2(,; /)
Figure A.1: Plot of ψ2(α, σ2; δ) for α = 0.7 and δ = 2.1.
From the above discussions, it remains to prove Equation (A.118). To this
end, it is more convenient to express Equation (A.112) using elliptic integrals





































where we introduced a new variable s ∆= σ
α
and the last step is derived using
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To prove this, we first show that there exists s∗ such that f(s) is strictly in-
creasing on (0, s∗) and decreasing on (s∗,∞), namely,
f ′(s) > 0, for s < s∗, and f ′(s) < 0, for s > s∗. (A.121a)










































Further noting that E(·) is strictly decreasing in (0, 1) while K(·) is increasing,
we proved Equation (A.121).
s













Figure A.2: Illustration of f(s).
Based on the above discussions, we can finally turn to the proof of Equation
(A.120). From Equation (A.119b), it is straightforward to verify that f(0) = 1
2
.











= f(0), ∀δ > 2 and 0 ≤ α ≤ 1.
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, ∀δ > 2 and 0 ≤ α ≤ 1.
See Fig. A.2 for an illustration. Also, from our above discussions on the mono-











, ∀s ∈ (s?(α; δ),∞) ,
which proves Equation (A.120) by setting σ?(α; δ)
∆
= α · s?(α; δ). This proves
Equation (A.118), which completes the proof.
Part (iii): We will prove a stronger result: ψ2 ≤ 4/δ. From Equation (3.6b),
ψ2(α, σ
2; δ) ≤ 4/δ is equivalent to




2α2 sin2 θ + σ2




















































≈ 1.09 > 1,
(A.123)
where step (a) from σ2max = max {1, 4/δ} ≥ max {1, 4/δAMP} = 4/δAMP ≈ 1.6. Due






































dθ ≈ 1.02 > 1.




































































≈ 0.98 < 1,
(A.124)
where step (a) follows from the constraint 0 ≤ α ≤ 1 and the inequality sin θ ≤ θ;
(b) is due to the variable change θ˜ = θ/σ; (c) is a consequence of the constraint
σ2 ≤ σ2max = max{1, 4/δ} ≤ max{1, 4/δAMP} = 4/δAMP. As a result of Equation
(A.124), Ψ2(α, σ2; δ) = ψ2(α, σ2; δ) − σ2 is decreasing in σ2 ∈ [0, σ2max]. It is easy to
verify that ψ2(0, α; δ) ≥ 0 for α ∈ [0, 1]. Further, Lemma 3.10 (iii) implies that
ψ2(σ
2
max, α; δ)− σ2max ≤ 0.
Hence, there exists a unique solution (which we denote as F2(α)) to the following
equation:
ψ2(σ, α; δ) = σ
2, 0 ≤ σ2 ≤ σ2max.
Finally, the property in Equation (3.23) is a direct consequence of the fact that
Ψ2(α, σ
2; δ) = ψ2(α, σ
2; δ)− σ2 is a decreasing function of σ2 ≤ σ2max.
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where s ∆= σ
α
. From Equation (A.119b), we see that ψ2(α, σ2; δ) is an increasing
function of σ2 if the following holds:
α > f(s).



























Clearly, α > α∗ immediately implies α > f(s), which further guarantees that ψ2(α, σ2; δ)
is monotonically increasing on σ2 > 0. Finally, the strong global attractiveness of
F2(α) is a direct consequence of part (iv) of this lemma together with the monotonic-
ity of ψ2.
A.3.4.3 Proof of Lemma 3.11




2) = 0. First, F1(0) = 1
can be seen from the following facts: (a) ψ1(α, 0) = 1 for α > 0, see Equation
(3.6a); and (b) By definition, F1(0) is the non-zero solution to α = ψ1(α, 0). Then,








2) = 0 since σ2 = pi2
16
corresponds to a case where the non-
negative solution to ψ1(α, σ2) = α decreases to zero. Next, we prove the monotonicity




Differentiation w.r.t. σ2 yields
F ′1(σ
2) = ∂2ψ1(F1(σ
2), σ2) + ∂1ψ1(F1(σ
2), σ2) · F ′1(σ2),


















] · F ′1(σ2) = ∂2ψ1(F1(σ2), σ2). (A.126)





< 1 when σ2 < pi2
16
. Together
















Further, from Equation (3.6a), it is straightforward to see that ψ1 is a strictly de-









Substituting Equation (A.127) and Equation (A.128) into Equation (A.126), we ob-
tain
F ′1(σ




Proof of (ii): By Lemma 3.10 (ii) and continuity of ψ2, it is straightforward to
check that F2 is continuous. Moreover, we have proved that σ2 = F2(α; δ) is the









2α2 sin2 θ + σ2





, σ2 ∈ [0, 1]. (A.129)









, σ2 ∈ [0, 1],
which has two possible solutions (for δ 6= 4):
σ1 =
−pi +√pi2 + 4(δ − 4)
δ − 4 and σ2 =
−pi −√pi2 + 4(δ − 4)
δ − 4 .
(For the special case δ = 4, σ1 = 2/pi.) However, σ2 is invalid due to our constraint
0 < σ2 < 1. This can be seen as follows. First, σ2 < 0 for δ > 4 and hence invalid.
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pi2 − 4(4− δ)
4− δ >
pi
4− δ > 1.









2 sin2 θ + σ2





, σ2 ∈ [0, 1].
It is straightforward to verify that σ2 = 0 is a solution. Also, from Lemma 3.10 (ii),
σ2 = 0 is a also the unique solution. Hence, F2(1; δ) = 0.
A.3.4.4 Proof of Lemma 3.5
In Lemma 3.10, we have proved that F2(α; δ) is the unique globally attracting fixed
point of ψ2 in σ2 ∈ [0, 1] (for δ > 2), and from Equation (3.22) we have
σ2 > F2(α; δ)⇐⇒ ψ2(α, σ2; δ) < σ2, σ2 ∈ [0, 1]. (A.130)
Here, our objective is to prove that F−11 (α) < F2(α; δ) holds for any α ∈ (0, 1) when
δ ≥ δAMP. From Equation (A.130) and noting that F−11 (α) ≤ pi2/16 < 1 (from
Lemma 3.11), our problem can be reformulated as proving the following inequality
(for δ > δAMP):
ψ2(α, F
−1
1 (α); δ) < F
−1
1 (α), ∀α ∈ (0, 1). (A.131)
Since ψ2(α, F−11 (α); δ) is a strictly decreasing function of δ (see Equation (3.6b)), it
suffices to prove that Equation (A.131) holds for δ = δAMP:
ψ2(α, F
−1
1 (α); δAMP) < F
−1
1 (α), ∀α ∈ (0, 1). (A.132)
We now make some variable changes for Equation (A.132). From Equation (3.6a),
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Notice that φ1 : R+ 7→ [0, 1] is a monotonically decreasing function, and it defines a
one-to-one map between α and s. From the above definitions, we have
F−11 (α) = s
2α2 = s2φ21(s), (A.135)
where the first equality is from Equation (A.133) and the second step from Equa-
tion (A.134). Using the relationship in Equation (A.135), we can reformulate the
inequality in Equation (A.132) into the following equivalent form:
ψ2(φ1(s), s
2φ21(s); δAMP) < s
2φ21(s), ∀s > 0. (A.136)
Substituting Equation (A.134) and Equation (3.6b) into Equation (A.136) and












(1− γs2) sin2 θ + s2
(sin2 θ + s2)
1
2









In the next two subsections, we prove Equation (A.137) for s2 > 0.07 and s2 ≤ 0.07
using different techniques.
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≥ γ, ∀t ∈ [0, 14.3). (A.139a)





















Notice that if we could prove Equation (A.139a) for t < 14.3, we would have
proved Equation (A.137) for s2 > 0.07, since 14.3 > 1/0.07 ≈ 14.28. For the






































We now prove Equation (A.139a). First, it is straightforward to verify that
equality holds for Equation (A.139a) at t = 0, i.e.,
G(0) = γ. (A.141)
Hence, to prove that G(t) ≥ γ for t ∈ [0, 14.3), it is sufficient to prove that
G(t) is an increasing function of t on t ∈ [0, 14.3). To this end, we calculate the









































where step (a) follows from the identities listed in Equation (A.140). Since
g3(t) > 0, we have
G′(t) > 0⇐⇒ G1(t) +G2(t)− 2 > 0.
It remains to prove that G1(t)+G2(t)−2 > 0 for t < 14.3. Our numerical results
suggest that G1(t) +G2(t) is a monotonically decreasing function for t > 0, and
G1(t) + G2(t) → 2 as t → ∞. However, directly proving the monotonicity of
G1(t) +G2(t) seems to be quite complicated. We use a different strategy here.
We will prove that (at the end of this section)
– G1(t) is monotonically increasing;
– G2(t) is monotonically decreasing.
As a consequence, the following hold true for any c2 > c1 > 0:
G1(t) +G2(t)− 2 ≥ G1(c1) +G2(c2)− 2, ∀t ∈ [c1, c2].
Hence, if we verify that G1(c1)+G2(c2)−2 > 0, we will be proving the following:
G1(t) +G2(t)− 2 > 0, ∀t ∈ [c1, c2].
To this end, we verify that G1(c1) + G2(c2) − 2 > 0 hold for a sequence of c1
and c2: [c1, c2] = [0, 0.49], [c1, c2] = [0.49, 1.08], [c1, c2] = [1.08, 1.78], [c1, c2] =
[1.78, 2.56], [c1, c2] = [2.56, 3.47], [c1, c2] = [3.47, 4.47], [c1, c2] = [4.47, 5.56],
[c1, c2] = [5.56, 6.77], [c1, c2] = [6.67, 8.08], [c1, c2] = [8.08, 9.5], [c1, c2] = [9.5, 11],
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[c1, c2] = [11, 12.6], [c1, c2] = [12.6, 14.3]. Combining all the above results proves
G1(t) +G2(t)− 2 > 0, ∀t ∈ [0, 14.3].
From the above discussions, it only remains to prove the monotonicity of G1(t)

































· [−g23(t) + g2(t)g4(t)].
(A.142)






























Combining Equation (A.142) and Equation (A.143), we proved that G′1(t) ≥ 0,
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Combining the previous two equations leads to G′2(t) ≥ 0, which completes our
proof.
(ii) Case II: We next prove Equation (A.137) for s2 ≤ 0.07, which is based on a












(1− γs2) sin2 θ + s2











where E(·), K(·) and T (·) are elliptic integrals defined in Equation (3.11), γ is







From our reformulation in Equation (A.144), the inequality in Equation (A.137)
for s2 < 0.07 becomes
E(x)T (x)
x
− γ (1− x)T
2(x)
x2
> 1, x ∈ [0.93, 1). (A.145)
Note that 0.93 < 1/(1 + 0.07) and thus proving the above inequality for x ∈
[0.93, 1) is sufficient to prove the original inequality for s2 ≤ 0.07 (note that
x
∆
= 1/(1 + s2), see Equation (A.144b)).




(1− x) > γ, x ∈ [0.93, 1). (A.146)
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The following inequality is due to [Anderson and Vamanamurthy, 1985, Eqn. (1)]







1− x , ∀x ∈ (0, 1),
and to prove Equation (A.146) it suffices to prove the following
E(x)T (x)− x
1− x > γ, ∀x ∈ [0.93, 1). (A.147)
To this end, we will prove that the LHS of Equation (A.147) is a strictly increas-








We next prove the monotonicity of E(x)T (x)−x
1−x . From the identities in Lemma 3.2,
we derive the following
[E(x)T (x)− x]′ = E
2(x)− 2(1− x)E(x)K(x) + (1− x)K2(x)
2x
− 1.
Hence, to prove that E(x)T (x)−x
1−x is monotonically increasing, it is sufficient to
prove the following inequality:
0 <
(





−[E(x)T (x)− x](−1). (A.148)
Now, substituting T (x) = E(x)− (1− x)K(x) into Equation (A.148) and after
some manipulations, we finally reformulate the inequality to be proved into the
following form:
T (x)2 > 2x− xE2(x).
It can be verified that equality holds at x = 1. We next prove that T (x)2 +
xE(x)2 − 2x is monotonically decreasing on [0.93, 1). We differentiate once
more:
(T (x)2 + xE(x)2 − 2x)′ = 2E(x)2 − (1− x)K(x)2 − 2.
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Our problem boils down to proving 2E(x)2 − (1 − x)K(x)2 − 2 < 0 for x ∈
[0.93, 1). We can verify that 2E(x)2− (1−x)K(x)2− 2 = 0 holds at x = 1. We
finish by showing that 2E(x)2 − (1 − x)K(x)2 − 2 is monotonically increasing
in x ∈ [0.93, 1). To this end, we differentiate again:
[2E(x)2 − (1− x)K(x)2 − 2]′ = K(x)




















E(x) is a monotonically increasing function in
(0,1) since K(x) is monotonically increasing and E(x) is monotonically decreas-

























E(x)2, ∀x ∈ [0.93, 1). (A.150)
Substituting Equation (A.150) into Equation (A.149), we prove that [2E(x)2−
(1− x)K(x)2 − 2]′ > 0 for x ∈ [0.93, 1), which completes the proof.
A.3.4.5 Proof of Lemma 3.12
Define X ∆= {(α, σ2)|α > 0, σ2 > 0}. Let Y be the image of X under the SE map in
Equation (3.6). We will prove that the following holds for an arbitrary C ∈ [0, 1]:




where (αˆ, σˆ2) satisfies the constraint
ψ1(αˆ, σˆ
2) = C.
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If Equation (A.151) holds, we would have proved Equation (3.27). To see this, con-











≤ ψ2(α, σ2; δ),
where step (a) follows from Equation (A.151) and ψ1(α, σ2) = C, and step (b) holds
since the choice αˆ = α and σˆ2 = σ2 is feasible for the constraint ψ1(αˆ, σˆ2) = ψ1(α, σ2).
This is precisely Equation (3.27).






(α2 sin2 θ + σ2)1/2
dθ.







= C =⇒ s ∆= σˆ
αˆ
= φ−11 (C). (A.152)
Similarly, from Equation (3.6b), i.e. the definition of ψ2, and the definition of φ2 in















(1 + s2)αˆ2 + 1− αˆ · φ2(s)
]
.
From Equation (A.152), we see that fixing ψ1(αˆ, σˆ2) = C is equivalent to fixing




































 = L (C; δ) ,
where the last step is from the definition of L is Equation (3.25). This completes the
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proof.
A.3.4.6 Proof of Lemma 3.13




























From Equation (3.26a), it is easy to see that φ1(s) is a decreasing function. Hence,
to prove that L(α; δ) is a decreasing function of α, it suffices to prove that I2(s) is
strictly decreasing.









2 sin2 θ + s2(

























[2E(x)− (1− x)K(x)]2 ,
where step (a) is obtained through similar calculations as those in Equation (A.107),
and in the last step we defined x = 1
1+s2
. Hence, to prove that I2(s) is a decreasing
function of s, it suffices to prove that [2E(x)− (1−x)K(x)]2 is an increasing function
of x. Further, 2E(x)− (1− x)K(x) = T (x) + E(x) > 0 (form the definition of T (x)
in Equation (3.11)), our problem reduces to proving that 2E(x) − (1 − x)K(x) is
increasing. To this end, differentiation yields
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where (a) is from the differentiation identities in Lemma 3.2, (b) is from Equation
(3.11), and T (x) > 0 follows from Lemma 3.2 (ii) together with the fact that T (0) = 0.
A.3.4.7 Proof of Lemma 3.14
We prove by contradiction. Suppose that L(αˆ; δ) ≥ F−11 (αˆ) at some αˆ ∈ (0, 1). If
this is the case, then there exists a σˆ2 such that
F−11 (αˆ) ≤ σˆ2 ≤ L(αˆ; δ). (A.154)
Since F1 is a decreasing function (see Lemma 3.11), the first inequality implies that
αˆ≥F1(σˆ2). Then, based on the global attractiveness property in Lemma 3.9 (iii), we
have
ψ1(αˆ, σˆ
2) ≤ αˆ. (A.155)
Further, Lemma 3.5 shows that F−11 (αˆ) > F2(αˆ; δ) for δ > δAMP, and using Equation
(A.154) we also have σˆ2 ≥ F−11 (αˆ) > F2(αˆ; δ). Also, from Equation (A.154),











where (a) is due to the monotonicity of L(α; δ) (see Lemma 3.13). From the above








≤ L [ψ1(αˆ, σˆ2); δ] , (A.156)
where step (a) follows from the global attractiveness property in Lemma 3.10 (iv), step
(b) is due to the hypothesis in Equation (A.154), step (c) is from Equation (A.155)
together with the monotonicity of L(α; δ) (see Lemma 3.13). Note that Equation
(A.156) shows that ψ2(αˆ, σˆ2; δ) < L [ψ1(αˆ, σˆ2); δ], which contradicts Lemma 3.12,
where we proved that ψ2(α, σ2; δ) ≥ L [ψ1(α, σ2); δ] for any α > 0, σ2 > 0 and δ > 0.
Hence, we must have that L(α; δ) < F−11 (α) for any α ∈ (0, 1).
A.3.4.8 Proof of Lemma 3.15








1 + (φ−11 (α))2




α2, ∀α ∈ (0, 1), (A.157)
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where φ1 : [0,∞) 7→ [0, 1] and φ2 : [0,∞) 7→ [0,∞) are defined as (see Equation














2 sin2 θ + s2(




We make a variable change:
α = φ1(s).






+ 2φ21(s), s ∈ (0,∞). (A.159)





(sin2 θ + s2)
1
2 dθ. (A.160)
From Equation (A.158) and Equation (A.160), we have
φ2(s) = φ1(s) + φ3(s),
and Equation (A.159) can be reformulated as
[φ1(s) + φ3(s)]







To this end, we can write the LHS of Equation (A.161) into a quadratic form of φ1(s):
[φ1(s) + φ3(s)]






= φ21(s) + φ
2






= −(1 + 2s2)φ21(s) + 2φ1(s)φ3(s)−
pi2
4
(1 + s2) + φ23(s).
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Hence, to prove that this quadratic form is negative everywhere, it suffices to prove
that the discriminant is negative, i.e.,

















































which completes our proof.
A.3.4.9 Proof of Lemma 3.16
From Lemma 3.10 (v), the case α > α∗ ≈ 0.53 is trivial since then ψ2(σ2, α; δAMP) is
strictly increasing in σ2 ∈ R+. In the rest of this proof, we assume that α < α∗. We





















Hence, the result of Lemma 3.16 can be reformulated as proving the following:




, α ∈ [0, α∗).
We proceed in three steps:
(i) In Lemma 3.15, we proved that the following holds for any α ∈ [0, 1]:




















(ii) We prove that f(s) is monotonically decreasing on s ∈ [sˆ(α),∞) for α < α∗.
(iii) We prove that the following holds for α < α∗:
α > f(sˆ(α)).
Clearly, Equation (A.162) follows from the above claims. Here, we introduce the
function Lˆ since Lˆ has a simple closed-form formula and is easier to manipulate than
L(α). We next prove step (ii). From Equation (A.121), it suffices to prove that
sˆ(α) > s∗, ∀α < α∗,
where s∗ and α∗ are defined in Equation (3.25) and Equation (A.125) respectively.










where the inequality follows from the fact that Lˆ in Equation (A.163) is strictly
decreasing in α, and the last step is calculated from Equation (A.163) and α∗ ≈ 0.527
. Finally, numerical evaluation of Equation (3.25) shows that s∗ ≈ 0.458. Hence,
sˆ(α) > s∗, which completes the proof.





















where (a) is from the definition of sˆ(α) in Equation (A.164) and (b) is due to Equation
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Now, from Equation (A.166) and Equation (A.119b), we have



























> 0, ∀t ∈ R+. (A.168)











δAMP(1− x) + 2x







, ∀x ∈ (0, 1].









δAMP(1− x) + 2x,




(δAMP − (δAMP − 2)x) < 4
pi2
(16− pi2) = δAMP
where the second equality follows from the definition δAMP = 64pi2 − 4. The above
inequality holds since 0 < 1 − x
2
< 1 and 0 < δAMP − (δAMP − 2)x < δAMP. This
completes the proof.
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A.3.4.10 Proof of Lemma 3.17
From the definition of L(α; δ) in Equation (3.25), we can write




















1 + (φ−11 (α))2
]) .
A key observation here is that σ¯2 does not depend on δ. Clearly, Lemma 3.17 is








< 0, ∀σ¯2 > 0, α > 0, δ > 0,



























(1 + γs¯2)α2 + 1− α ˆ pi2
0
2 sin2 θ + γs¯2(





where the last equality is from the definition of ψ2 in Equation (3.6b). It remains to
prove that ψ2 (α, γσ¯2; γ−1) is an increasing function of γ. The partial derivative of
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ψ2(α, σ








2 sin2 θ + γs¯2

















= (1 + 2s2)α2 − 4α
ˆ pi2
0
2 sin2 θ + s2(






























where in step (a) we used the relationship s2 = γs¯2 (see Equation (A.169)), and step
(b) is from the identities in Equation (A.107). From Equation (A.170), we see that
∂ψ2(α,γσ¯2;γ−1)
∂γ
















− 4(1 + 2s2) < 0. (A.171)




























1 + 2s2. (A.172b)












Applying a variable change x = 1
1+s2
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The above inequality holds since
4E(x)− 2(1− x)K(x) > 2E(x)− 2(1− x)K(x) = 2T (x) > 0,
where the last equality is from the definition of T (x) in Equation (3.11).
We next prove Equation (A.172b). Again, applying the variable change x = 1
1+s2
and after some straightforward manipulations, we can rewrite Equation (A.172b) as




= (5− x)E(x)− 2(1− x)K(x)− 4√2− x < 0.
Hence, we only need to prove h(x) < 0 for 0 < x < 1. First, we note that
limx→1− h(x) = 0, from the fact that E(1) = 1 and limx→1−(1 − x)K(x) = 0 (see
Lemma 3.2 (i)). We finish the proof by showing that h(x) is strictly increasing in









To prove h′(x) > 0, it is equivalent to prove
4x
















(1− x sin2 θ) 12 dθ.
(A.174)















1− x − 1
)
.
Hence, to prove Equation (A.174), it suffices to prove
4x





1− x − 1
)
,
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, ∀x ∈ (0, 1).
A.3.5 Proof of Lemma 3.19
In Lemma 3.5, we proved that F−11 (α) > F2(α; δ) holds for all α ∈ (0, 1) when
δ > δAMP ≈ 2.5. Here, we will prove that F−11 (α) > F2(α; δ) holds for α close to 1
when δ > δglobal = 2. Similar to the manipulations given in Appendix A.3.4.4, the












(1− γs2) sin2 θ + s2
(sin2 θ + s2)
1
2
dθ > 1, ∀s ∈ (0, ξ), (A.176)
where γ ∆= 1 − δ/4 and ξ = φ−11 () (see Equation (A.134) for the definition of φ1).























To complete the proof, we only need to show that the derivative of the LHS of
Equation (A.177) in a small neighborhood of x = 1 is strictly negative when δ >
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2γ(x− 4)E(x) · (1− x)K(x) + [4γ(1− x) + x] · (1− x)K2(x)





where the last step is due to the facts that E(x) = 1 and limx→1(1 − x)K(x) = 0.
See Section 3.1.4 for more details. Hence, the above derivative is negative if γ < 1
2
or
δ > 2 by noting the definition γ = 1− δ/4.
A.3.6 Continuity of the partial derivative ∂ψ2(α,σ
2)
∂σ2 at (α, σ
2) =
(1, 0)










A.3.6.1 Proof of the main claim







. From the definition of the

















1 + σ2 + 1−
ˆ pi/2
0
2 sin2 θ + σ2
(sin2 θ + σ2)
1
2













2 sin2 θ + σ2
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m sin2 θ + 1/
√
m







































































































































































is continuous at (α, σ2) = (1, 0).
A.3.7 Proof of Lemma 3.21
In the following, we will prove that each part of the lemma holds when σ2w is smaller
than a constant. Hence, the statements hold simultaneously when σ2w is smaller than
the minimum of those constants.
APPENDIX A. PROOFS OMITTED IN MAIN CHAPTERS 279
Part (a): In Lemma 3.10-(iii) we proved that, for the noiseless setting, ψ2(α;σ2; δ) ≤
σ2max for σ2 ∈ [0, σ2max]. If fact, it is easy to verify that our proof can be strengthened
to ψ2(α;σ2; δ) ≤ σ2max for σ2 ∈ [0, 2], see Equation (A.123). Note that σ2max =
max{1, 4/δ} ≤ 4/δAMP ≈ 1.6. Hence, ψ2(α;σ2; δ) ≤ σ2max for σ2 ∈ [0, σ˜2max] =
σ2max + 4σ
2
w when σ2w is small. Further, ψ2(α;σ2; δ, σ2w) = ψ2(α;σ2; δ) + 4σ2w, and
hence ψ2(α;σ2; δ, σ2w) ≤ σ˜2max for σ2 ∈ [0, σ˜2max].
Part (b): The claim is a consequence of three facts: (i) ψ2(α, σ2; δ, σ2w) ≤ σ2
at σ2 = σ˜2max; (ii)
∂ψ2(α,σ2;δ,σ2w)
∂σ2
< 1 when σ2 ∈ [0, σ˜2max], and (iii) if α ≥ α∗, then
∂ψ2(α,σ2;δ,σ2w)
∂σ2
> 0 for any σ2 ≥ 0. Fact (i) has been proved in part (a) of this lemma.




σ2 ∈ [0, σ2max]. Again, similar to part (a) of this lemma, we can argue that the result
actually holds for σ2 ∈ [0, σ˜2max]. We prove Fact (ii) by further noting ψ2(α, σ2; δ, σ2w) =
ψ2(α, σ






. Fact (iii) follows from Lemma







We now show that F2(α; δ, σ2w) is a continuous function of σ2w. Let x be an arbitrary
constant in (0, ). Suppose that limσ2w→x− F2(α; δ, σ
2
w) = y1 and limσ2w→x+ F2(α; δ, σ
2
w) =
y2, where y1, y2 ∈ [0, σ˜2max] and y1 6= y2. Since F2 is the fixed point of ψ2, we then have
y1 = ψ2(α, y1; δ) + 4x and y2 = ψ2(α, y2; δ) + 4x, which leads to y1 − ψ2(α, y1; δ) =
y2 − ψ2(α, y2; δ). However, we have shown in Lemma 3.10 that Ψ˜2(α, σ2; δ) ∆= σ2 −
ψ2(α, σ
2; δ) − C is a strictly increasing function of σ2 in [0, σ˜2max], and hence for any
C ∈ R there cannot be two solutions to Ψ˜2(α, σ2; δ) = 0. This leads to contradiction.
Part (c): It is more convenient to introduce a variable change:
s
∆











As have been argued in Appendix A.3.4.4, F−11 (α) ≤ F−11 (0) = pi2/16 < σ˜2max. Then,
by the global attractiveness of F2(α; δ, σ2w) (part (b) of this lemma) and noting that







+ 4σ2w > s







+ 4σ2w < s
2φ21, ∀s > s?(δ, σ2w).
From the definition of ψ2 in Equation (3.61) and after straightforward manipulations,
APPENDIX A. PROOFS OMITTED IN MAIN CHAPTERS 280
we can write Equation (A.181) into
T (s2, δ, σ2w) < 0, ∀s ∈ [0, s?(δ, σ2w)) and T (s2, δ, σ2w) > 0, ∀s > s?(δ, σ2w),
(A.182)
where


















































> 0, ∀s2 ∈ [0, ].
The above result shows that T (s2, σ2w) is monotonically increasing in s2 ∈ [0, ]. Fur-
ther, from Equation (A.183) we have
T (s2, δ, σ2w) = T (s
2, δ, 0)− 4σ2w.
It is straightforward to show that T (0, δ, σ2w) = −σ2w < 0. Hence, T (s2, δ, σ2w) = 0 has
a unique solution if the following holds:
inf
s2≥




T (s2, δ, 0). (A.185)
Lemma 3.5 proves that F−11 (α) > F2(α; δ) for α ∈ (0, 1) for any δ > δAMP, which,
after re-parameterization implies that T (s2, δ, 0) > 0 for s > 0 if δ > δAMP. Hence,
infs2≥ T (s2, δ, 0) is strictly positive, and there exists sufficiently small σ2w such that
Equation (A.185) holds.
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Part (d): From the fixed point equation F2 = ψ2(α, F2; δ, σ2w) where (F2 denotes
F2(α; δ, σ
2
w)), we can derive the following (cf. Equation (A.126))
(
1− ∂2ψ2(α, F2; δ, σ2w)
) · dF2(α; δ, σ2w)
dα
= ∂1ψ2(α, F2; δ, σ
2
w).
Similar to the proof of part (b), 1 − ∂2ψ2(α, F2; δ, σ2w) > 0 when σ2w is sufficiently
small. Hence, proving ∂1ψ2(α, F2; δ, σ2w) < 0 is simplified to proving that there exists
αˆ(δ, σ2w) such that
∂1ψ2(α, F2; δ, σ
2






∂1ψ2(α, F2; δ, σ
2

















2α3 sin4 θ + 3ασ2 sin2 θ













sin4 θ + 3
2
s2 sin2 θ





















, ∀α ∈ (αˆ(δ, σ2w), 1) .
From the definition given in Equation (A.187), it is easy to show that h : R+ 7→











α · h−1(α)]2 = G(α), ∀α ∈ (αˆ(δ, σ2w), 1) . (A.188b)
Similar to Equation (A.181) and Equation (A.182), Equation (A.188) can be re-
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,














Figure A.3: Depiction of F−11 (α), F2(α; δ, σ2w) and G(α). α?(δ, σ2w): solution to
F−11 (α) = F2(α; δ, σ
2






+ 4σ2w > s







+ 4σ2w < s
2h2, ∀s > sˆ(δ, σ2w), (A.190)
where sˆ(δ, σ2w)
∆
= h−1 (αˆ(δ, σ2w)). We skip the proof for Equation (A.189) since it is
very similar to the proof of part (c) of this lemma. (Note that to apply the above
re-parameterization (which is based on the global attractiveness of F2, i.e., part (b)
of this lemma), we need to ensure G(α) < σ˜2max. This can be seen from the fact
that G(α) ≤ G(0) = (3pi/8)2 ≈ 1.38 while σ˜2max + 4σ2w and σ2max = max{1, 4/δ} >
max{1, 4/δAMP} ≈ 1.6.)
Finally, to show αˆ(δ, σ2w) > α?(δ, σ2w), we will prove that G(α) > F
−1
1 (α) for α ∈
[0, 1). See the plot in Fig. A.3. Since G(α) = [α ·h−1(α)]2 and F−11 (α) = [α ·φ−11 (α)]2,
we only need to prove h−1(α) > φ−11 (α). Noting that both φ1 and h are monotonically
decreasing functions, it suffices to prove h(s) > φ1(s) for s > 0, which directly follows
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sin4 θ + 3
2
s2 sin2 θ



















(sin2 θ + s2)
3
2
> 0, ∀s > 0.
Part (e): First note that L(α; δ, σ2w) = L(α; δ) + 4σ2w. Hence, the proof for the
claim is straightforward if the inequality L(α; δ) < F−11 (α) is strict for α ≤ α∗. This
is the case since Lemma 3.14 shows that L(α; δ) ≤ F−11 (α) for α ≤ 1, but equality
only happends at α = 1.
Part (f): In Lemma 3.18, we have proved the following result in the case of σ2w = 0:
ψ2(α, σ
2; δ) < F−11 (α), ∀0 ≤ α ≤ α∗, L(α; δ) < σ2 < F−11 (α).
(In fact, the above inequality holds for α up to one.) In the noisy case, ψ2 increases
a little bit: ψ2(α, σ2; δ, σ2w) = ψ2(α, σ2; δ) + 4σ2w. Hence, when σ2w is sufficiently small,
we still have
ψ2(α, σ
2; δ, σ2w) < F
−1
1 (α), ∀0 ≤ α ≤ α∗, L(α; δ) < σ2 < F−11 (α). (A.191)
Clearly, the inequality in Equation (A.191) also holds for L(α; δ, σ2w) < σ2 < F
−1
1 (α),
since L(α; δ, σ2w) = L(α; δ) + 4σ2w > L(α; δ).
Part (g): Note that F−11 (α∗) ≈ F−11 (0.53) > 0 does not depend on σ2w. Further,
F2(1; δ, 0) = 0 and F2(1; δ, σ2w) is a continuous function of σ2w. Hence, F2(1; δ, σ2w) <
F−11 (α∗) for small enough σ2w.
A.4 Proofs of asymptotic analysis of AMP.A in real-
valued case
A.4.1 Simplifications of SE maps for Real-valued AMP.A
For the real-valued case, the SE maps are given by
ψ1(α, σ
2) = E[∂zg(P, Y )],
ψ2(α, σ
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whereZ ∼ N (0, 1/δ), P = αZ + σB where B ∼ N (0, 1/δ) is independent of Z, and
Y = |Z| + W where W ∼ N (0, σ2w) independent of both Z and B. Substituting
g(p, y) = y · sign(p)− p into Equation (A.192) yields
ψ1(α, σ
2) = E [∂z|Z| · sign(P )]




(|Z| − |P |+W )2]
= E
[






(|Z| − |P |)2] = 1
δ
(α2+σ2+1)−2E[|ZP |]. It remains to derive the following
terms: E [sign(ZP )] and E[|ZP |]. We first consider E [sign(ZP )]. Similar to the
derivations in Appendix Equation (A.3.1.2), we will first calculate the expectation
conditioned on Z. Note that conditioned on Z, we have P |Z ∼ N (αZ, σ2/δ) and
S
∆




















where Φ(·) denotes the CDF function of a standard Gaussian random variable and
Z˜
∆
= Z · √δ ∼ N (0, 1). We further average E·|Z [sign(ZP )] over Z:





















where the last step is due to the identity derived in Equation (A.96). We next derive
E[|ZP |]. Conditioned on Z, |ZP | is the magnitude of a Gaussian random variable
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(see Equation (A.194)), and its mean is given by Leone et al. [1961]
E




















































Again, in the last step we defined Z˜ ∆=
√
δZ. Averaging the above equality over |Z˜|
yields


















































































where Equation (i) is derived using the identities in Equation (A.96). Finally, com-
bining Equation (A.193), Equation (A.195) and Equation (A.196), and after some


























A.4.2 Proof of Theorem 3.5
The proof of Theorem 3.5 is in parallel to that for Theorem 3.2. For this reason, we
will only report the discrepancies. For intuition and more discussions, please refer to
Section 3.3.
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A.4.2.1 Roadmap of the proof
Again, we define F1(σ2) to be the non-negative fixed point of ψ1 and F2(α, δ) to be
the fixed point of ψ2, where ψ1 and ψ2 are now defined in Equation (3.17). Different
from the complex-valued case, ψ2 now has a unique fixed point. Properties of ψ1
and ψ2 are detailed in Section A.4.2.2. Similar to complex-valued case, F−11 (α) and
F2(α; δ) satisfy the following property:
Lemma A.13. If δ > δAMP = pi
2
4
− 1, then F−11 (α) > F2(α; δ) for α ∈ (0, 1).
This lemma is proved in Section A.4.2.4. We will later use this lemma to show
that when δ > δAMP = pi
2
4
− 1 the state evolution converges to the desired fixed point
(α, σ2) = (1, 0) for all initialization as long as α0 6= 0. This means that AMP.A
recovers the signal perfectly as long as the initial estimate is not orthogonal to the
true signal.
Our next step is to analyze the dynamics of AMP.A for δ > δAMP. The following
lemma implies that we only need to focus on the region where α ∈ [0, 1].
Lemma A.14. Let {αt}t≥1 and {σ2t }t≥1 be two sequences generated according to Equa-
tion (3.16). Then for any α0 ≥ 0 and σ20 ∈ R+, we have αt ∈ [0, 1] for any t ≥ 1.
This lemma is a direct consequence of Lemma A.19-ii proved in Section A.4.2.2.
Hence, we skip its proof. Similar to Equation (3.25), the following function charac-
terizes the lower boundary of the region that (αt, σ2t ) (∀t ≥ 1) can fall into.






















For the intuition about L the reader may refer to Section 3.3. As in the complex-
valued signals case, the following properties of this function play critical roles in the
dynamics of the SE:
Lemma A.15. L(α; δ) defined in Equation (A.197) is a strictly decreasing function of
α ∈ (0, 1).
This is straightforward to see and hence the proof is skipped.
Lemma A.16. If δ > δAMP = pi
2
4
− 1, then F−11 (α) > L(α; δ) for any α ∈ (0, 1)
We skip the proofs of this Lemma. The arguments are similar to Lemma 3.5
and the calculations are straightforward too. Similar to Definition 9, we divide
{(α, σ2) : α ∈ (0, 1], σ2 ≥ 0} into four subregions.
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∣∣0 < α ≤ 1, 0 ≤ σ2 < L(α; δ)} .
(A.198)
Note that there are two differences between Definition 9 and Definition 6. First,
the upper limit of σ2 for R1 is changed from pi216 to 4pi2 . Second, in Definition 6,
σ2 < σ2max = max{1, δ/4} for R0, but in Definition 9, the value of σ2 for R2 is not
upper bounded. Our next lemma shows that for any (α0, σ20) ∈ R, the states of the
dynamical system Equation (3.16) will eventually move to R1 or R2a.
Lemma A.17. Suppose that δ > δAMP. Let {αt}t≥1 and {σ2t }t≥1 be the sequences
generated according to Equation (3.16) from any α0 > 0 and σ0 ∈ R+.
(i) Starting from t ≥ 1, (αt, σ2t ) cannot be in R2b for any α0 6= 0 and σ20 ≥ 0.
(ii) Let (α0, σ20) be an arbitrary point in R0. Then, there exists a finite number
T ≥ 1 such that (αT , σ2T ) ∈ R1 ∪R2a.
The proof of Lemma A.17 is very similar to that of Lemma 3.8 and therefore
skipped here. Finally, we complete the proof by proving the following lemma.
Lemma A.18. Suppose that δ > δAMP. If (αt0 , σ2t0) is in R1 ∪ R2a at time t0 (where
t0 ≥ 0), and {αt}t≥t0 and {σ2t }t≥t0 are obtained via the SE in Equation (3.17), then
(i) (αt, σ2t ) remains in R1 ∪R2a for all t > t0;
(ii) (αt, σ2t ) converges:
lim
t→∞
αt = 1 and lim
t→∞
σ2t = 0.
The proof of this lemma is presented in Section A.4.2.5.
A.4.2.2 Properties of ψ1 and ψ2
In this section, we discuss several properties of ψ1 and ψ2.
Lemma A.19. ψ1 (α, σ2) in Equation (3.17a) has the following properties (for α ≥ 0):
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(i) ψ1 (α, σ2) is a concave and strictly increasing function of α > 0, for any given
σ2 > 0.
(ii) 0 < ψ1(α, σ2) < 1, for α > 0 and σ2 > 0.
(iii) If σ2 < 4/pi2, then there are two nonnegative solutions to α = ψ1(α, σ2): α = 0
and α = F1(σ2) > 0. Further, F1(σ2) is strongly globally attracting. On the
other hand, if σ2 ≥ 4/pi2 then α = 0 is the unique nonnegative fixed point and
it is strongly globally attracting.
Proof. The proof strategy is similar to the one given in Section 3.3.2. Also, the
calculations are straightforward. Hence, to save some space we skip the proof of this
lemma.
Lemma A.20. ψ2 (α, σ2; δ) has the following properties:
(i) If δ < 1, then σ2 = 0 is a locally unstable fixed point to σ2 = ψ2 (α, σ2; δ) for







(ii) For any δ > 1, σ2 = ψ2 (α, σ2; δ) has a unique fixed point, denoted as F2(α; δ),
in σ2 ∈ [0,∞) for any α ∈ [0, 1]. Further, the fixed point is weakly globally
attracting in σ2 ∈ [0,∞).
(iii) For any δ ≥ 0, ψ2(α, σ2; δ) is an increasing function of σ2 ≥ 0 if




Further, in this case F2(α; δ) is strongly globally attracting in σ2 ∈ [0,∞).
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, ∀α > 0.
Proof of (ii): From Equation (A.200), we see that the following holds for any




< 1, ∀σ2 > 0.
Hence, the function Ψ2(α, σ2; δ) = ψ2(α, σ2; δ)− σ2 is strictly decreasing on σ2 ∈ R+.
Since Ψ2(α, 0; δ) = 1δ (α − 1)2 ≥ 0 and Ψ2(α,∞; δ) = −∞ for δ > 1 (which is easy
to show from the definition of ψ2), it follows that there exists a unique fixed point,
denoted as F2(α; δ), to the following equation:
ψ2(α, σ
2; δ)− σ2 = 0.
Further, using similar arguments as those in the proof of Lemma 3.10, we can prove
that F2(α; δ) is globally attracting in σ2 ∈ [0,∞).













σ − σ2, σ2 ≥ 0.
It is easy to show that the maximum of the RHS over σ2 ≥ 0 is 1
pi2
. Hence, ψ2(α, σ2)
is a strictly increasing function of σ2 in [0,∞) if α > 1
pi
.
A.4.2.3 Properties of F1 and F2
In this section we derive the main properties of the functions F1 and F2.
Lemma A.21. The following hold for F1(σ2) and F2(α; δ) (for δ > 1):
(i) F1(0) = 1 and limσ2→ 4
pi2
− F1(σ
2) = 0. Further, by defining F1( 4pi2 ) = 0, we have
F1(σ






















and F2(1; δ) = 0.
Proof. The proof is similar to the proof of Lemma 3.11.
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A.4.2.4 Proof of Lemma A.13
It is straightforward to show that F2(α; δ) is a decreasing function of δ for any α ∈
[0, 1]. Hence, we only need to prove the lemma for the case where δ = δAMP. Based




α, F−11 (α); δAMP
)
< F−11 (α), ∀α ∈ (0, 1). (A.201)
We make the following variable change:
t = g−1(α),






arctan (t) . (A.202)











, ∀t > 0. (A.203)
Substituting the definition of ψ2 in Equation (3.17b) into Equation (A.203) and after












> 1− δAMP, ∀t > 0. (A.204)
From Equation (A.202) and Equation (A.204) and noting δAMP = pi
2
4
− 1, we can
verify that limt→0+ G(t) = 1 − δAMP. Consequently, it suffices to prove that G(t) is
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> 0, t > 0, (A.207)
where the inequality follows since arctan(t)− t
1+t2
is strictly increasing on (0,∞) and
[arctan(t) − t
1+t2











−1 > 0, ∀t > 0. (A.208)
Similar to the treatment in Appendix A.3.4.4, we consider two different cases: (1)
0 < t ≤ 0.75 and (2) t ≥ 0.75.
(i) Case I: 0 < t ≤ 0.75. From Equation (A.207), h(t) is a strictly increasing
function of t > 0, and thus G2(t) = 2pih(t) is strictly decreasing.
We next show that G1(t) is an increasing function of t > 0. The derivative of















2(t) [(3 + t2)arctan(t)− 3t]
[t− (1 + t2)arctan(t)]2
(b)
> 0,
where (a) is from Equation (A.208), Equation (A.206) and Equation (A.207),
and (b) is a consequence of the following facts: (i) [(3+t2)arctan(t)−3t]t=0 = 0,
(ii) [(3 + t2)arctan(t) − 3t]′ = 2t (arctan(t)− t
1+t2
)
> 0 (similar to Equation
(A.207)).
The following proof is based on the idea introduced in Appendix A.3.4.4: since
G1(t) is an increasing function and G2(t) is a decreasing function, the following
holds for any c2 > c1 > 0:
G1(c1) +G2(c2)− 1 > 0 =⇒ G1(t) +G2(t)− 1 > 0, ∀t ∈ [c1, c2].
We verified that G1(c1) + G2(c2) − 1 > 0 holds for a sequence of intervals:
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[c1, c2] = [0, 0.32], [c1, c2] = [0.32, 0.45], [c1, c2] = [0.45, 0.55], [c1, c2] = [0.55, 0.64],
[c1, c2] = [0.64, 0.7], [c1, c2] = [0.7, 0.75]. Altogether, we proved G1(t) +G2(t)−
1 > 0 for t ∈ (0, 0.75].
(ii) Case II: t ≥ 0.75. From the definitions in Equation (A.208), Equation (A.206)
and Equation (A.207), and based on some calculations not shown here, we write






3 + t) · arctan3(t) + (t2 + 1)arctan2(t)− arctan(t) · t




From limt→∞ arctan(t) = pi/2, it is easy to see that
lim
t→∞
G1(t) +G2(t)− 1 = 0.
Hence, to prove G1(t) + G2(t) − 1 > 0 for t ≥ 0.75, it suffices to show that
R(t) in Equation (A.209) is strictly decreasing on [0.75,∞). To this end, we
calculate R′(t) below:
R′(t) =
(t4 − 1)arctan3(t) + t3 + 3(t3 + t)arctan2(t)− 3(t4 + t2)arctan(t)






Since D(t) > 0, we have
R′(t) < 0⇐⇒ N(t) < 0.
To this end, it can be shown that
N ′(t) = 4t2 · arctan(t) · [t · arctan2(t) + 3 · arctan(t)− 3t].
Hence, to prove N ′(t) < 0 for t ≥ 0.75, we only need to prove
t · arctan2(t) + 3 · arctan(t)− 3t < 0, ∀t ≥ 0.75,
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which is equivalent to proving
arctan(t) <
−3 +√9 + 12t2
2t
, ∀t ≥ 0.75.








, ∀t > 0.















, ∀t ≥ 0.75.
which, after some straightforward manipulations, reduces to
3 + 4
√





t2 < 0, ∀t > 0.75.
We can verify that the above inequality holds for t = 0.75. We complete our



















= 48t · (pi
2 − 12)t2 + 25pi4
256
− 9
T 21 T2 + T1T
2
2











+ pi2t2, and the last inequality can be
easily proved since (pi2− 12)t2 + 25pi4
256
− 9 < 0 is a strictly decreasing function of
t and [(pi2 − 12)t2 + 25pi4
256
− 9]t=0.75 < 0.
A.4.2.5 Proof of Lemma A.18
• Preliminaries
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Lemma A.22. For any α > 0 and δ > 0, L(α; δ) satisfies
















































which is clear from the Cauchy-Schwartz Inequality.
Lemma A.23. For any α ∈ [0, 1], ψ2(α, σ2; δAMP) in Equation (3.17) is an in-
creasing function of σ2 in σ2 ∈ [L(α; δAMP),∞).
Proof. In Lemma A.20, we proved that ψ2 is strictly increasing on σ2 > 0
for α ≥ 1/pi. Hence, we only need to consider the case α < α∗ = 1pi . From
the expression of ψ2 in Equation (3.17), it is straightforward to see that ψ2 is














Lemma A.22 shows that Lˆ(α; δ) is a lower bound of L(α; δ) for any α ∈ (0, 1).














Noting δAMP = pi
2
4













− α2, α ∈ [0, pi−1].
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which holds since the LHS is lower bounded by 1/pi while the RHS is upper
bounded by 1/pi.
Lemma A.24. ψ2(α,L(α, δ); δ) is a decreasing function of δ > 0 for any α > 0.
Proof. Note that we can represent L(α, δ) as 1
δ
σ¯2, where σ¯2 is a number that







function of δ for any fixed α > 0 and σ¯2 > 0. From the definition of ψ2 in































































− arctan(s), and in (b) we
















= ψ2 (α, β































where in the last step we defined s ∆= βs¯. It suffices to prove that























α + 1 > 0.
We prove by showing that the discriminant of the above quadratic function (of










− 4(1 + 2s2) < 0.



















1 + 2s2 < 0. (A.215)
First, Equation (A.214) follows from the following facts: (i) 2 > 4
pi
arctan(s) and



















































which holds since (i) LHS is an increasing function of s while the RHS is a
decreasing function, and (ii) equality holds when s→∞.
Lemma A.25. For any (α, σ2) ∈ R2a and δ ≥ δAMP = pi24 −1, we have ψ2(α, σ2; δ) <
F−11 (α), where R2a is defined in Equation (A.198).
Proof. The proof is similar to that of Lemma 3.18. We consider three different
cases:
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(i) α ∈ [pi−1, 1] and δ ∈ [δAMP,∞].
(ii) α ∈ [0, pi−1) and δ ∈ [δAMP, δ∗].
(iii) α ∈ [0, pi−1] and δ ∈ [δ∗,∞),
where δ∗ =





Case (i): In Lemma A.20, we proved that ψ2 is strictly increasing on σ2 > 0
for α ≥ 1/pi. Since in R2a σ2 < F−11 (α), the proof of
ψ2(α, σ
2; δ) < F−11 (α)




2; δ) = ψ2(α, F
−1
1 (α); δ) < F
−1
1 (α).
The last equality is clear from the global attractiveness of F2(α) in ψ2 that is
proved in Lemma A.20-ii and the fact that F2(α) < F−11 (α) that is proved in
Lemma A.13.





































where σ21(α) is a local maximum and σ22(α) is a local minimum. Then, the
maximum of ψ2 over σ2 ∈ [L(α; δ), F−11 (α)] can only happen at either L(α; δ)
or F−11 (α) if the following holds:
L(α; δ) ≥ σ21(α), ∀α ∈ [0, pi−1).
Since L(α; δ) is a decreasing function of α (which can be confirmed with a
straightforward calculation of the derivative), then the following holds for α <
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pi−1:



















, ∀α ∈ [0, pi−1)










= δ∗ ≈ 4.87.
Now, suppose that δ < δ∗. Then, proving that ψ2(α, σ2; δ) < F−11 (α) is equiva-
lent to proving:
max{ψ2(α,L(α; δ); δ), ψ2(α, F−11 (α); δ)} < F−11 (α).
The rest of the argument is similar to the ones used in the proof of Lemma 3.18.
Since according to Lemma A.24 ψ2(α,L(α; δ); δ) is a decreasing function of δ,
and trivially ψ2(α, F−11 (α); δ)} is a decreasing function of δ we need to prove
that
max{ψ2(α,L(α; δAMP); δAMP), ψ2(α, F−11 (αAMP); δAMP)} ≤ F−11 (α). (A.218)
Also, since according to Lemma A.23, we have




and Equation (A.218) simplifies to:
ψ2(α, F
−1
1 (αAMP); δAMP) ≤ F−11 (α),
which is a simple implication of the global attractiveness of F2(α) in ψ2 that is
proved in Lemma A.20-ii.
Case (iii): Since F1(σ2) is the solution of α = ψ1(α, σ2) = 2piarctan(α/σ), we
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. Since F−11 (α) is a decreasing function,
we have
F−11 (α) > F
−1
1 (pi
−1) ≈ 0.339, α ∈ [0, pi−1). (A.219)
Further, if the following holds for α ∈ [0, pi−1) we would have proved that
ψ2(α, σ
2; δ) < 0.25 when δ > 4:
ψ2(α, σ
2; δ) ≤ 1
δ
, ∀(α, σ2) ∈ R2a. (A.220)
Noting that F−11 (α) > 0.339 > 0.25 > 1/δ for α ∈ [0, pi−1), δ > 4. Comparing
this result with Equation (A.219) proves that
ψ2(α, σ
2; δ) < F−11 (α), ∀α ∈ [0, pi−1), δ > 4.
Finally, we prove Equation (A.220). Since ψ2(α, σ2) = 1δ (α











, we only need to prove








≤ 0, ∀α ∈ [0, pi−1), (α, σ2) ∈ R2a
which is equivalent to
α · α
σ










≤ 0, ∀α ∈ [0, pi−1), (α, σ2) ∈ R2a,
Since α < 1, it suffices to prove
α
σ










≤ 0, ∀(α, σ2) ∈ R2a.
Simple differentiation shows that the maximum of the function f(x) = x− 4
pi
x ·
atan(x) happens at x∗ where 4pi · atan(x∗) = 1− 4pi · x∗1+x2∗ (x∗ ≈ 0.44) and hence
x− 4
pi
x · atan(x) ≤ x∗ − 4
pi






· 0.17 < 2
pi
.
Using the above inequality, we obtain
α
σ










< σ − 2
pi
< 0,
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• Main part The proof is similar to that of Lemma 3.7. The only noticeable
difference is the proof for the following inequality (cf. Equation (3.33))
ψ2(α;σ
2) < F−11 (α), ∀(α, σ2) ∈ R2a, (A.221)
where R2a is now defined in Definition 9. We have dedicated Lemma A.25 to
the proof of the above inequality, which is in parallel to Lemma 3.18 for the
complex-valued case.
A.4.3 Proof of Theorem 3.6
The proof is similar to that of Theorem 3.3. Hence, we only focus on the discrepancies.
A.4.3.1 δ > δglobal
Lemma A.26. Suppose that δ > δglobal = 1 + 4pi2 . Then, there exists an  > 0 such
that the following holds:
F−11 (α) > F2(α; δ), ∀α ∈ (1− , 1). (A.222)







, s2 · g2 (s−1) ; δ) < s2 · g2 (s−1) , ∀s ∈ (0, ξ),
where g(x) ∆= 2
pi
arctan(x), s = cot(pi
2


















(δ − 1)) s2
1 + (δ − 1)s2︸ ︷︷ ︸
R(s)
, s ∈ (0, ξ).
























s3 + (δ − 1)s4 +O(s5)
Then,







(δ − 1) < 0,
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> R(s), ∀s ∈ (0, ξ).
Since the rest of the proof is exactly similar to the proof of Lemma 3.3 for the
sake of brevity we skip it here.
A.4.3.2 δ < δglobal
It is straightforward to use an argument similar to the one presented in Section 3.4.2
and show that there exists a neighborhood of (α, σ2) = (1, 0) in which ψ2(α, σ2)−σ2 >
0. Hence, the state evolution moves away from (0, 1).
A.4.4 Proofs of Theorems 3.7
























Similar to the complex-valued case, the SE of real-valued AMP.A still converges to
the nonzero fixed point, as stated in Lemma A.27 below. We skip the proof since it
is very similar to the proof of Lemma 3.22.
Lemma A.27. Let {αt}t≥1 and {σ2t }t≥1 be two state sequences generated according
to Equation (3.16) from α0 > 0 and σ20 < ∞. Then, for any δ > δAMP the following
holds for sufficiently small σ2w:
lim
t→∞









where α?(δ, σ2w) is the unique positive solution to F
−1
1 (α) = F2(α; δ, σ
2




Now we can prove Theorem 3.7. First note that AMSE(σ2w, δ) = (α − 1)2 + σ2,
where with slight abuse of notation α and σ2 denote the solution of Equation (A.223)
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Using Equation (A.224a) and with simple manipulations we can rewrite Equation
(A.224b) as
(δ − 1)σ2 + α2 + 4σ
pi
− 1− δσ2w = 0. (A.225)











arctan(s−1) and σ =
2
pi
arctan(s−1) · s. (A.226)
Substituting Equation (A.226) into Equation (A.225) yields
T (s2, σ2w) ,
[
(δ − 1)s2 + 1] · arctan2(s−1) + 2 · s · arctan(s−1)− pi2
4









2s(δ − 1)arctan2 (s−1)
























Note that we have an implicit relation between s2 and σ2w. By the implicit function















(δ − 1) · arctan2 (s−1)− arctan (s−1) (δ−1)s
1+s2
















(δ − 1)− 1 =
δ
δ − (1 + 4
pi2
) ,
where we defined arctan(s−1) = pi/2 at s = 0. Now it is straightforward to use the



























































δ − (1 + 4
pi2
) ,
which proves Theorem 3.7 by noting that δglobal = 1 + 4/pi2.
