Abstract. We analyse the asymptotic behaviour of solutions of the Teichmüller harmonic map flow from cylinders, and more generally of 'almost minimal cylinders', in situations where the maps satisfy a Plateau-boundary condition for which the three-point condition degenerates. We prove that such a degenerating boundary condition forces the domain to stretch out as a boundary bubble forms. Our main result then establishes that for prescribed boundary curves that satisfy Douglas' separation condition, these boundary bubbles will not only be harmonic but will themselves be branched minimal immersions. Together with earlier work, this in particular completes the proof that the Teichmüller harmonic map flow changes every initial surface in R n spanning such boundary curves into a solution of the corresponding Douglas-Plateau problem.
Introduction and results

Let Γ
± be two disjoint C 3 Jordan curves in Euclidean space R n , n ≥ 3, and let u 0 : C 0 → R n be any given map from the cylinder C 0 = [−1, 1] × S 1 that spans Γ ± in the sense that u 0 | {±1}×S 1 is a weakly monotone parametrisation of Γ ± .
We consider a geometric flow, introduced by the first author in [17] , that is designed to change such an initial map into a parametrisation of a minimal surface spanning Γ ± . This flow is modelled on the construction of Teichmüller harmonic map flow for maps u from arbitrary closed surfaces M into general target manifolds (N, g N ) by P. Topping and the first author from [18] . The flow in [18] is defined as a natural gradient flow of the Dirichlet energy E(u, g) = 1 2ˆM |du| 2 g dv g viewed as a function on the space of equivalence classes of pairs (u, g) of maps u : M → (N, g N ) and metrics g on M , identified under the symmetries of E, see [18] for details. The results of P. Topping and the first author [18] - [22] establish that this flow decomposes every initial map u 0 : M → N from a closed domain to a compact Riemannian manifold into critical points of the area functional, i.e. into (possibly branched) minimal immersions.
For the analogous flow of maps from cylinders to Euclidean space satisfying a Plateau-boundary condition, the results of [17] establish the existence of a global weak solution for every initial data. In the case that the corresponding three-point condition (1.6) does not degenerate as t → ∞, the results of [17] furthermore ensure convergence along a sequence t i → ∞ to a critical point of the area functional that spans the prescribed boundary curves Γ ± in the target, so that in these situations the flow changes the initial surface into (possibly branched) minimal immersions as desired.
Here we investigate the remaining case of the asymptotic behaviour of the flow, i.e. the case of a degeneration of the three-point condition. This is equivalent to more and more of the prescribed boundary curves Γ ± in the target being parametrised over smaller and smaller subarcs of the corresponding boundary curves of the domain. As we shall see, this forces harmonic bubble(s) to form at the boundary of the domain, a phenomenon that is excluded for many similar geometric flows, such as the harmonic map flow with Dirichlet boundary condition or the flows of ChangLiu [1, 2, 3] , respectively Duzaar-Scheven [5] , that change disc-type surfaces into minimal discs, respectively discs with prescribed mean curvature.
While the bubbling behaviour of almost harmonic maps on closed domains has been the subject of intensive study over the past decades, see e.g. [13, 14, 15, 26, 27] and the references therein, relatively little has been known about the formation and structure of boundary bubbles until very recently, when work of Jost, Liu and Zhu [11] , respectively Huang, Wang [7] , established the energy identity and no-neck property for the bubble-tree convergence of approximate harmonic maps satisfying free-boundary, respectively weak and strong anchoring conditions, see also [12] .
While the present work is also concerned with the analysis of boundary bubbles, its focus is quite different as our main goal is to establish minimality of the obtained harmonic bubbles and as we deal with Plateau-boundary data for which a (degenerating) three-point condition is imposed. In contrast to free-boundary harmonic discs, which are always (branched) minimal immersions, the bubbles we obtain are in general not conformal and can indeed a priori have poles in no fewer than four points. Excluding the formation of such poles will be a key step in the asymptotic analysis of the flow, and more generally the analysis of almost minimal maps.
For boundary curves that satisfy the separation condition, which we introduce in (1.11) below and which is a weaker version of Douglas' separation condition that we recall in (1.12), we obtain that the resulting bubbles formed by the flow are indeed minimal immersions provided the three-point condition does not degenerate too quickly, a condition which can be easily guaranteed by a suitable coupling of the equations of the flow, see (1.10) below.
As a consequence of our analysis and the results of [17] , we thus obtain in particular Theorem 1.1. Let Γ ± ⊂ R n be any two disjoint C 3 Jordan curves satisfying the separation condition (1.11) and let u 0 ∈ H 1 (C 0 , R n ) be any initial map which spans Γ ± in the sense that u 0 | {±1}×S 1 is a (weakly monotone) parametrisation of Γ ± , and let g 0 ∈ M be any initial metric. Then the global solution (u, g) of the flow (1.4) and (1.5) for coupling functions η ± satisfying (1.10) changes u 0 into either a minimal cylinder or into two minimal discs in the sense that there exist times t i → ∞ so that u(t i ) converges to (branched) minimal immersions u ∞ : C 0 → R n , respectivelyû ± ∞ : D → R n , spanning Γ ± as is made precise in [17, Theorem 2.7] , respectively Theorem 1.3 below.
To state our main results in full detail, we first need to recall more details on the construction and properties of the flow from [17] . As in the case of a closed domain, for M = C 0 a cylinder, the flow is defined as a gradient flow of the energy E on the set of pairs of maps and metrics that are identified under the symmetries of E, i.e. conformal invariance E(u, g) = E(u, e 2v g) and invariance E(u, g) = E(u • f, f * g) under pull-back by diffeomorphisms f : C 0 → C 0 .
We recall from [17] that the conformal invariance allows us to restrict the metric to the set of hyperbolic metrics with boundary curves of prescribed constant geodesic curvature. We also recall that if we were to use all of the symmetries to simplify the evolution of the metric component (rather than use some of the symmetries for the map component instead), we could further restrict the metric to be an element of the one-parameter family G ℓ of metrics which are obtained as follows: for each ℓ ∈ (0, ∞), we consider the standard hyperbolic collar 1 which are chosen such that (G ℓ ) is horizontal, i.e. moves L 2 -orthogonal to the action of the diffeomorphisms, and whose precise form was given in [17, Lemma 2.4] . This condition on G ℓ is equivalent to d dℓ G ℓ being an element of the horizontal space H(G ℓ ) which is made up of all trace-and divergence-free tensors k for which furthermore k(ν, t) ≡ 0 on ∂C 0 , if ν, t are normal, respectively tangent, to ∂C 0 , so
While for the flow of Topping and the first author [18] on closed domains, the metric component only moves in horizontal directions, for surfaces with boundary, we need to reserve some of the symmetries coming from the diffeomorphism invariance to impose a three-point condition on the map component, compare (1.6) below. As a result, one must also allow the metric to move by the pull-back by select diffeomorphisms. In the case of the cylinder, these are given by elements of the six-parameter family of diffeomorphisms 
, and that a change of the metric
is supported in a fixed compact subset of the corresponding half-cylinder C + := (0, 1] × S 1 , with the analogous statement holding also for variations V − (g) induced by changes of (b
The metric component of the flow hence evolves in
We can equip T g M with either the L 2 -metric or, more generally, with a product metric
, where we shall assume in the following that η ± = η(|b ± |) for a smooth function η : [0, 1) → R + which is bounded from above.
As the negative L 2 -gradient of E is described in terms of the Hopf-differential Φ(u, g) by
for local isothermal coordinates (x, y) on (C 0 , g), the resulting gradient flow for the metric component is hence characterised by
The map component of a solution of the flow is determined by evolving a map u in H 1 Γ, * (C 0 , R n ) by the negative L 2 -gradient of the energy, and hence characterised bŷ
where
, with u| {±1}×S 1 a weakly monotone parametrisation of Γ ± } which furthermore satisfy the three-point condition
3 ) (1.6) for some fixed distinct points Q j,± ∈ Γ ± . Here T [17] corresponds to the case that the coupling functions η ± ≡ 1, but observe that all results of [17] remain valid also for general smooth coupling functions η ± = η(|b ± |) with η > 0 bounded from above, as explained in Appendix A.1. We also note that we could furthermore introduce a coupling that relates the speeds of the horizontal part of the metric and the map component, and that questions related to the choice of the coupling constant in the closed case have been considered by Huxol in [8] .
The results of [17] guarantee that for every u 0 ∈ H 1 Γ, * (C 0 ), there exists a global weak solution
of (1.4) and (1.5) which, furthermore, is stationary at the boundary of C 0 except at the points P j,± 0 for almost every time t, compare (1.9) below, and which satisfies the energy inequality
for almost every t 1 < t 2 , where by construction
(1.8) Here and in the following, we say that a map u : (Ω, g) → R n satisfies the stationarity condition (or say u is stationary) at a boundary curve γ of a domain Ω except at finitely many points P j if there exists a neighbourhood U of γ such that
for every X ∈ Γ(T Ω) such that X is tangential to γ, X(P j ) = 0 and supp(X) ⊂ U .
In the case that the diffeomorphisms (h b,φ ) t by which we pull back the metrics G ℓ to obtain g = h * b,φ G ℓ do not degenerate as t → ∞, the results of [17] ensure that the flow changes the initial surface into either a (branched) minimal immersion from the cylinder spanning both Γ ± (if ℓ(t i ) 0) or into two (branched) minimal immersions from discs, each spanning one of the boundary curves (if ℓ(t i ) → 0), as is described in detail in [17, Theorem 2.7] .
In the present paper, we address the remaining case of the asymptotic behaviour, i.e. the case that the diffeomorphisms h b,φ degenerate as in (1.15), which will result in the formation of a harmonic boundary bubble. We shall furthermore see that for coupling functions η ± = η(|b 10) and for boundary curves Γ ± that satisfy the separation condition
these boundary bubbles must themselves be (branched) minimal immersions so that the flow will again decompose the initial map into two minimal discs spanning Γ ± .
We remark that our condition (1.11) is a weaker version of Douglas' separation condition that requires dist(S + , S − ) > 0 for all minimal discs S ± spanning Γ ± , (1.12) and ensures the existence of minimal cylinders spanning Γ ± , compare [4] , and under which Struwe [25] developed a Morse theory for the energy of annulus type minimal surfaces, there with the energy viewed as a function of the parametrisations of the boundary curves via harmonic extension.
To state our result in detail, we first note that using the identification (u, g) ∼ (u • f, f * g), f a diffeomorphism, we can view a solution of the flow at times t equivalently as either maps u(t) that satisfy the standard three-point condition (1.6) but are defined on cylinders (C 0 , g(t) = h * (b,φ)(t) f * ℓ(t) g ℓ(t) ) whose metrics become singular as |b ± | → 1, or as maps
on the well controlled cylinders (C ℓ(t) , g ℓ(t) ) that are described by (1.1), at the cost of the new maps now satisfying a three-point condition that degenerates as |b ± | → 1: namely for every t ∈ [0, ∞) the mapũ(t) satisfiesũ(t, P j,± ) = Q j,± for the same fixed points Q j,± ∈ Γ ± in the target, but now for points P j,± (t) = (±Y ℓ(t) , θ j,± (t)) which are characterised by
(1.14)
If |b ± (t)| → 1, then ε ± := min j =k (dist g ℓ(t) (P k,± (t), P j,± (t))) → 0 so, after passing to a subsequence t i → ∞, at least two of the points P j,± (t i ) will converge to the same accumulation point which we denote by P ± * . As we shall see below, this not only forces a boundary bubble to form at P ± * , but furthermore forces the cylinder to stretch out and become infinitely long and the map to converge to a constant away from the concentration point(s) P ± * .
To be more precise, we shall prove the following result:
Γ, * (C 0 ) be any initial map, g 0 ∈ M any initial metric, and let (u, g) be the corresponding global solution of Teichmüller harmonic map flow (1.4), (1.5) on the cylinder which is stationary at the boundary except at the three points P j,± 0 and satisfies the energy inequality (1.7). Here η ± = η(|b ± |) for an arbitrary function η ∈ C ∞ ([0, 1), R + ) that is bounded from above. Suppose that the three-point condition degenerates as t → ∞ in the sense that
and there exist t i → ∞, chosen in particular so that (b, φ)(t i ) → (b ∞ , φ ∞ ), so that the following holds true for the corresponding mapsũ(t i ) : (C ℓ(ti) , g ℓ(ti) ) → R n that are defined by (1.13):
can be extended across the puncture to a (branched) minimal immersion on the unit disc. In both cases the convergence is weak H 2 -convergence away from at most three points and strong H 1 -convergence away from at most one point, see Theorem 1.4 for details.
(ii) Harmonic bubbles will form at P ± * in the sense that if |b ± ∞ | = 1, then the mapsũ(t i ) can be pulled back to a sequence of mapsû
away from at most four points to a harmonic mapû
Here the domains Ω ± i are such that they exhaust the unit disc minus a point P ± * ∈ ∂D. (iii) Moreover, if the coupling function satisfies (1.10) and the curves Γ ± satisfy the separation condition (1.11), then the bubblesû ± ∞ : D → R n are themselves (branched) minimal immersions and indeed no Hopf-differential is lost near the boundary in the sense that
The above result will be a consequence of more general results, stated in Theorems 1.4 and 1.5 below, about the formation of boundary bubbles for sequences of almost minimal maps from hyperbolic cylinders 16) where ρ ℓi are as defined in (1.2), and
for some fixed numbers ℓ 0 , c 1,2 > 0. We note that this ensures that the metrics g i are uniformly equivalent to the standard metric ds 2 +dθ 2 on 'chunks' K ±,Λ i := {(s, θ) : Y ± −Λ ≤ ±s ≤ Y ± } of fixed length Λ > 0 at the ends of the cylinder and remark that (1.17) is satisfied, in particular, for the cylinders (1.1) arising from the flow considered above. For related results on almost minimal maps from closed (degenerating) surfaces we refer to [9, 27] .
Jordan curves, let (C i , g i ) be hyperbolic cylinders as in (1.16) and (1.17) and let Q 1,2,3,± ∈ Γ ± be distinct points. Let u i ∈ H 1 Γ (C i , g i ) be a sequence of maps with uniformly bounded energy that satisfy the stationarity condition (1.9) at the boundary curves of C i except at six points P j,± i for which furthermore u i (P j,± i ) = Q j,± , j = 1, 2, 3. Suppose that at least one of these three-point conditions degenerates in the sense that at least one of ε 18) and that the maps u i are almost minimal in the sense that 19) and, in the case that ε
and, after passing to a subsequence, the maps u i converge in the following sense:
If one of the three-point conditions does not degenerate, say ε On the half-cylinders C ± i = C i ∩{±s > 0} on which the three-point condition degenerates (which may be one or both of them), i.e. for which ε
, where P ± * = (0, θ ± * ) for the mutual limit θ ± * of the angular components of at least two of the three points P j,± i .
(ii) Harmonic bubbles form at P ± * in the sense that the maps converge to a harmonic map u ± ∞ : D → R n spanning Γ ± after being pulled-back by suitable conformal diffeomorphismsf
for some P ± * ∈ ∂D where thef ± i are defined on a sequence of domains Ω ± i exhausting D \ { P ± * } and furthermore converge to the constant map P ± * uniformly away from P ± * . Moreover, the limit maps satisfy the stationarity condition (1.9) for all vector fields X ∈ Γ(T D) with support supp(X) ∩ { P ± * } = ∅ and with X( P j,± ) = 0, j = 1, 2, 3, where P j,± are the limits of the points (f
), and the convergence is also weakly in H 2 loc away from these four points { P j,± , P ± * }.
Our main result, Theorem 1.5, then shows that a suitable relation between the decay (1.19) of the tension and the horizontal part of the Hopf-differential on the one hand and the rate of the degeneration (1.18) of the three-point condition on the other hand ensures that the bubbles we obtain are not only harmonic but indeed describe minimal discs.
Jordan curve and let Q 1,2,3 ∈ Γ be distinct points. Let u i ∈ H 1 (C i , g i ) be a sequence of maps with E(u i , g i ) ≤ E 0 from cylinders C i which are as in (1.16) and (1.17) and for which ℓ i ≤l for some numberl(E 0 , α, c 1,2 ) > 0 that is determined by Lemma 2.8. If the three-point condition degenerates in the sense that
and the maps are almost minimal in the sense that
and if furthermore the mean values M ui (±Y (i) The cylinders C i degenerate at a rate of
In particular, after passing to a subsequence a harmonic bubble forms as described in part (ii) of Theorem 1.4. (ii) If furthermore δ i → 0 fast enough so that for some q < √ 2,
then the harmonic limit mapû ∞ obtained by rescaling u i around the concentration point P * as in part (ii) of Theorem 1.4 is weakly conformal and hence a (possibly branched) minimal immersion spanning Γ. Furthermore, if 25) then no Hopf-differential is lost near the boundary curve, namely
While the focus of the present paper is the analysis of boundary bubbles, it might be worth noting that the above result applies without change also for almost minimal maps u i satisfying a non-degenerate three-point condition.
We note that if the maps u i in the above theorem also satisfy a (not necessarily degenerating) Plateau-boundary condition on the second boundary curve {Y
, then we may drop the assumption (1.22) in favour of imposing the separation condition (1.11), see Section 2.3 for details.
The paper is organised as follows: First, in Section 2, we provide the proofs of the results on almost minimal cylinders, Theorem 1.4 and Theorem 1.5. The proof of the first part of Theorem 1.4 is based on a combination of well-understood techniques from the analysis of bubbling for harmonic maps, developed in particular in [13] , [14] , [15] and [26] , with the Courant-Lebesgue Lemma and the regularity theory of [5] , while the proof of the second part relies on the use of a compactness result for 'almost-meromorphic functions', stated in Lemma 2.1 and proven in Section 3. A crucial part of the present work is to establish strong control of the Hopf-differential, both globally on the domain and in particular near the points where the three-point condition is imposed and where poles can form. This control is used both to show that the formation of a boundary bubble forces the domain to degenerate (in the setting of Theorem 1.5 with rate (1.23)), and also to show that the Hopf-differential of the harmonic bubble is not just meromorphic but holomorphic, and hence zero, thereby establishing that the bubble is indeed a (branched) minimal immersion. To this end, we shall prove in Section 4 that the residues at potential poles of almost minimal maps are controlled in terms of the tension and the horizontal part of the Hopf differential and use this result, which is stated in detail in Lemma 2.7, to complete the proof of Theorem 1.5 in Section 2.2. Based on these general results on almost minimal cylinders, we may then derive the asymptotic convergence of the Teichmüller harmonic map flow (1.4), (1.5) 
Proof of the main results
In this section, we assemble the proofs of all of our main results, with some of the arguments based on lemmas that are proven later on in Sections 3 and 4. To this end, we will first establish our main results concerning almost minimal maps from cylinders, stated in Theorems 1.4 and 1.5, and later apply these results to derive the claimed asymptotic convergence of the flow in Section 2.3.
Before we begin with the proofs of our main theorems, we collect the results used in their proofs.
To begin with, we recall that the stationarity condition implies that the trace of the Hopfdifferential on the boundary curve is real, see Appendix A.2 for details. As the horizontal space H(g) can be equivalently characterised as the real part H(g) = Re(H(C 0 , g)) of the space H(C 0 , g) of holomorphic quadratic differentials whose traces on ∂C 0 are real, the assumption of smallness of the horizontal part P H g (Re(Φ i )) of the Hopf-differentials in our main theorems can thus be thought of as Φ i having only a small holomorphic part.
Conversely, the antiholomorphic derivative of the Hopf-differential is controlled in terms of ∆ g u,
, and a key tool in the proof of Theorem 1.4 is the following compactness result for almost-meromorphic Sobolev functions which is a generalisation of [18, Lemma 2.3] and which is proven in Section 3.
Suppose that there exist sets
Then, after passing to a subsequence,
for a limiting functionφ ∞ which is furthermore holomorphic in the case that ∂ φ i L 1 (Ω) → 0.
Here and in the following, the residues are defined by res p j i
We use in particular the following consequence of the above lemma, whose proof is also provided in Section 3.
and that the traces of φ i on {0} × S 1 \ S i are real. Suppose furthermore that the singular points converge to limit points p
and where the numbers a 
Remark 2.3. We note that since the functions h p by which we modify are such that
In particular, the corre-
The above compactness results will be crucial to gain control of the Hopf-differential near the concentration points P ± * where the bubbles form and where we have no chance of obtaining strong enough convergence of the map to be able to gain the necessary control on the Hopfdifferential directly. They will also prove to be useful to analyse the Hopf-differential near points where the three-point condition is imposed, whether these points p j i converge to a mutual limit point P ± * or to distinct limits P j,± ∞ .
Conversely, on half-discs D + R (x 0 ) away from the points where the three-point condition is imposed, we can control the H 2 -norm of maps using the following lemma which is a consequence of the regularity theory developed by Duzaar-Scheven in [5] , see in particular [5, Theorem 8.3] .
n be a C 3 Jordan curve and let Γ ′ ⊂ Γ be any sub-arc. Suppose u is an element of the space
) and, for a constant C > 0 that depends only on Γ, the modulus of continuity of u on D R ∩ {y = 0}, and an upper bound on the energy E(u, g),
We note that in contrast to [5, Theorem 8 .3], we do not need to assume smallness of energy in the above lemma since the maps we consider satisfy a linear differential inequality of the form (2.6) rather than a non-linear version of this as considered in [5] , though in fact smallness of energy is in our case also just a simple consequence of the fact that there are no non-constant harmonic maps from S 2 to R n , compare [17, Lemma 3.8] .
We also recall the following well known consequence of the Courant-Lebesgue lemma (see e.g.
[10, Lemma 3.
1.1] or [24, Lemma 4.4])
Remark 2.5. Given any E 0 > 0 and any ε > 0 we may choose δ = δ(ε, E 0 , Γ ± ) ∈ (0 ,   1 2 ) so that for any map u ∈ H 1 Γ (C) with E(u, g 0 ) ≤ E 0 and any p 0 ∈ {±Y ± } × S 1 we have either osc
< ε or osc
where here and in the following g 0 = ds 2 + dθ 2 denotes the flat metric on the cylinder. In particular, if the three-point condition does not degenerate, then the traces u i | ∂C of maps u i ∈ H 1 Γ (C) with uniformly bounded energy are equicontinuous. Conversely, if at least two of the three points P j,± i at which we impose the three-point condition converge to a common limit P ± * then the traces on {±Y ± } × S 1 \ {P ± * } converge to a constant locally uniformly.
Proof of Theorem 1.4.
Based on the tools collected above, we can now give the proof of our first main result. This proof is done in two main steps, first establishing that ℓ i → 0 and then analysing the maps on the half-cylinders C ± i = C i ∩ {±s > 0}. This later part only uses properties of the maps on
and is thus applicable also in more general situations, including the setting of Theorem 1.5.
Proof of Theorem 1.4. Let u i : (C i , g i ) → R n be as in Theorem 1.4. After passing to a subsequence, we can assume that the angular components θ j,± i of the points P j,± i at which the three-point condition is imposed converge and denote by θ j,± ∞ the resulting limits. We furthermore recall that since the boundary curves are disjoint and the energy of the maps is bounded uniformly, the length
of the cylinders is bounded away from zero by a uniform constant and hence the numbers ℓ i are bounded from above, compare (3.10) in [17] , so we may assume that ℓ i → ℓ ∞ ≥ 0.
We first prove that a degeneration of (at least one of) the three-point conditions forces the cylinders C i to degenerate, i.e. ℓ ∞ to be zero. Suppose that this is not the case. After passing to a subsequence, we may thus assume that
∞ | ≤ Λ} of the boundary curves, and so that the pulled back metrics converge
The uniform H 2 -bounds on compact subsets of C ∞ \ S ∞ from Lemma 2.4 allow us to pass to a subsequence so that on C ∞ \ S ∞ ,
Viewing v i as maps from the limiting surface (C ∞ , g ∞ ), we hence know that the corresponding
Combining the uniform H 2 -bounds on the maps with the convergence of the metrics (2.7) and the assumption that
so that the obtained limit map is harmonic.
In the neighbourhoods Ω ± of the boundary where f i is conformal and indeed f *
We also recall that the Hopf-differential depends only on the conformal structure, 9) so that the stationarity condition implies that the traces of φ(v i , g ∞ ) on ∂C i are real, compare Appendix A.2. We may thus apply Corollary 2.2 to conclude that
where a j i and h · are as in that corollary.
We now first consider the case that the three-point condition degenerates on both of the boundary curves, i.e. that both ε
In this situation, we obtain from the CourantLebesgue lemma that the traces of v i on both boundary curves converge to constant maps locally uniformly away from the two concentration points P ± * , compare Remark 2.5. As the limit map u ∞ is thus constant on both boundary curves and harmonic on the whole cylinder, it must be described by a parametrisation (proportional to arclength) u ∞ (s, θ) = α(s) of a straight line that connects two points Q ± on the disjoint curves Γ ± and that is hence nontrivial. As a consequence, the Hopf-differential of the limit map takes the form c · dz 2 for some c > 0, i.e. Re(Φ(u ∞ , g ∞ )) is a non-trivial element of H(g ∞ ) and has thus in particular non-zero projection onto H(g ∞ ).
This implies that
so combining the strong L 1 -convergence of the modified Hopf-differentials ψ i dz 2 obtained from Corollary 2.2 with the fact that the modification we made has no horizontal part, compare Remark 2.3, implies that
However, combining the fact that the metrics g ∞ and f * i g i are conformal in a neighbourhood of the boundary, and the resulting relation (2.9), with the convergence of the maps and metrics (2.7), (2.8) away from the boundary also implies that
leading to a contradiction in this first case where we assumed that ℓ ∞ > 0 and ε
Suppose now that still ℓ ∞ > 0 but that only one of the ε ± ∞ is zero, say ε
Repeating the above argument, we obtain a limit
1 , and whose Hopf-differential is real on the boundary curves and holomorphic away from the points P j,± ∞ where it might a priori have poles of order one. However, since ε + ∞ > 0, the assumptions of the theorem ensure that the projection of the Hopf-differential onto the space V + (g i ), corresponding to changes of (b + , φ + ), tends to zero as well. By [17, Lemma 3.3] , compare also [17, Proof of Theorem 2.7(i)], this implies that the stationarity condition holds for the limit u ∞ for all vector fields supported in a neighbourhood of the boundary curve {Y so that Φ(u ∞ , g ∞ ) may in particular not form any poles there either. As the stationarity condition ensures that Φ(u ∞ , g ∞ ) is real on both boundary curves, Re(Φ(u ∞ , g ∞ )) is hence again an element of H(g ∞ ), and thus, by the argument from above, must be zero.
This implies that the map u ∞ : C ∞ → R n is harmonic, conformal, and constant on one of the boundary curves and hence has vanishing normal derivative there, and so may be reflected across that curve to give a map from
which, by [6] , is either constant or a minimal immersion away from finitely many points. As ∇u ∞ = 0 on {−Y − ∞ } × S 1 , we would thus need u ∞ to be constant which contradicts the fact that u ∞ | {Y
Having thus established that ℓ i → 0 as claimed in the theorem and hence that Y ± i → ∞, we now turn to the analysis of the shifted maps u
As these maps and the following analysis use only the information on the corresponding half-cylinders C ± i = {±s > 0} ∩ C i and the fact that Y ± i → ∞, we remark that the following argument is applicable not only in the setting of Theorem 1.4 but also in the setting of Theorem 1.5 (there once we have established that ℓ i → 0).
Repeating the argument from the first part of the proof, now applied to u ± i instead of v i , we conclude that, after passing to a subsequence, the maps converge away from S
to a limit map u ± ∞ which is harmonic, has finite energy and which may thus be extended across the puncture to a harmonic map defined over the disc using the removability of singularities theorem of Sacks-Uhlenbeck [23] .
The obtained maps u Before we analyse the bubbles, we note that since the diffeomorphisms f ± i are conformal on the whole cylinder and so, in particular, in a neighbourhood of the boundary, the analysis of the Hopf-differential carried out in the first part of the proof still applies. Thus, after modifying the Hopf-differentials as in Corollary 2.2, we obtain strong local L 1 -convergence to the Hopfdifferential of these limit maps u ± ∞ , i.e. to zero; see Corollary 2.6 below for a precise statement.
We now analyse the bubbles forming at the concentration point P at which we imposed the three-point condition are pulled-back to e at which the three-point condition is imposed. We furthermore remark that [17, Lemma 3.11] excludes the possibility that energy concentrates at the three points e so that the maps also converge strongly in
Since the stationarity condition is invariant under conformal changes of the metric, we thus obtain that´Re(Φ(u ∞ , g ∞ )) · L X g dv g = 0 holds true for every vector field X that is supported in D \ { P − * } and that furthermore satisfies X(e It is important to observe at this point that the above proof yields that, for i large, the Hopfdifferential on C − i is essentially described by the modification j a j,− i h P j,− i dz 2 obtained in Corollary 2.2, which in turn is determined only by the residues of the Hopf-differential at the three points P j,− i . As observed above, this argument is applicable not only in the setting of the result that we have just proven, but once we prove that the assumptions of Theorem 1.5 imply that ℓ i → 0 also in that situation, so it is important to record that we have shown in particular: 
Then the Hopf-differentials of u i are essentially described by the corresponding quadratic differentials
Proof of Theorem 1.5.
The analysis carried out in the previous section implies that a lack of control on the residues of the Hopf-differential at the points where the three-point condition is imposed is the main obstruction to the obtained bubbles being not only harmonic but indeed minimal. We will obtain the required control on these residues as a consequence of Lemma 2.7 that we state below and that will be proven in Section 4.
To state this lemma we consider as usual maps from a cylinder of the form
for some c ± ∈ [c 1 , c 2 ], ℓ ∈ (0, ℓ 0 ), where ℓ 0 , c 1 and c 2 are arbitrary fixed, positive constants.
Lemma 2.7. For any α, E 0 , c 1,2 > 0 there existsl =l(α, E 0 , c 1,2 ) > 0, determined in Lemma 2.8 below, so that the following holds. Let u ∈ H 1 (C, R n ) be a map on a cylinder as above for which ℓ ≤l with E(u, g) ≤ E 0 and ∆ g u ∈ L 2 (C, g). Suppose that u satisfies the stationarity condition (1.9) on {−Y − } × S 1 except at three points P 1,2,3 = (−Y − , θ j ) which are ordered so that
14)
that the Hopf-differential Φ = φdz 2 of u is in W 1,1 loc (C \ {P 1,2,3 }) and that the mean values
Then the residues of the Hopf-differential at the points P j satisfy the following estimates:
for constants C, C q > 0 that in addition to α, E 0 and c 1,2 are allowed to depend on upper bounds on ∆ g u L 2 and
| and for C q additionally on the choice of q < √ 2.
In addition, we shall need that the length of the central geodesic of such a cylinder is controlled by the following lemma, which establishes in particular the claimed rate (1.23) of the degeneration in Theorem 1.5.
Lemma 2.8. Let (C, g) be a cylinder as described in (2.13), let u ∈ H 1 (C, R n ) be a map for which (2.15) is satisfied for some α > 0 and let Φ be the corresponding Hopf-differential. Then
for a constant C that depends only on an upper bound E 0 on the energy of u and the constants c 1,2 and ℓ 0 in the definition of the cylinder. In particular, there exists a numberl =l(α, E 0 , c 1,2 ) > 0 so that if the length ℓ of the central geodesic of the cylinder C is no more than ℓ ≤l, then indeed
20)
where C now additionally depends on α.
In the special case of maps which are both harmonic and conformal, the above lemma of course just reduces to the well known fact that the conformal structures of solutions to the Douglas-Plateau problem are constrained in terms of the energy and α. The above lemma should however not be seen as a generalisation of this fact to maps which are almost harmonic and almost conformal as control on the horizontal part of the Hopf-differential and on ∆ g u is insufficient to control the full Hopf-differential Φ due to the poles of Φ in the points where the three-point condition is imposed.
Instead, this lemma will be a key ingredient in proving that almost harmonic maps whose Hopf-differentials have small horizontal part are indeed almost conformal in situations where a boundary bubble forms. While the proof of this lemma is given in Section 4, we first use it to give the proof of our main result on almost minimal maps from cylinders.
Proof of Theorem 1.5. Let u i : C i → R n be as in Theorem 1.5. We first note that since the metrics g i are uniformly equivalent to the flat metric g 0 near the boundary of the cylinders C i , the assumption (1.24), respectively (1.25), involving the distances dist gi (P ) at which the three-point condition is imposed is equivalent to asking that (1.24), respectively (1.25), is satisfied instead for the differences between the corresponding angles θ j i . Following the notation from Lemma 2.7, we can thus consider instead ε i,j defined as in (2.14), i.e. after possibly reordering the points, assume that
As the lengths ℓ i of the central geodesics of the cylinders (C i , g i ) are assumed to be no more than the constantl from the above Lemma 2.8, we first note that this lemma implies that ℓ i → 0 with the rate given in (1.23). As such we may apply the second part of the proof of Theorem 1.4 to conclude that, after passing to a subsequence, the translated maps u
form a bubble at a concentration point P − * as described in detail in Theorem 1.4.
As the rescaled mapsû 
Because the diffeomorphismsf
are conformal and the L 1 -norm of quadratic differentials is conformally equivalent, (2.21) is equivalent to
where g 0 = ds 2 + dθ 2 . As we shall see below, this in turn will follow provided we show that
and we shall prove that this is the case if the tension and horizontal part of Hopf-differential decay according to (1.24) . Moreover, we shall see that the slightly stronger assumption (1.25) ensures that no Hopf-differential at all can be lost on any finite length chunk around the boundary curve, namely that
To prove (2.23) and (2.24), we note that, by Corollary 2.6, the claim (2.23) is equivalent to
for the quadratic differentials M − i = m − i dz 2 that are obtained by modifying the Hopf-differentials Φ(u i , g i ) = φ i dz 2 as described in Corollary 2.6, while (2.24) is equivalent to proving that
In the case that ε i,2 is bounded away from zero uniformly, Lemma 2.7 yields, for q < √ 2,
allowing us to bound the coefficients a
) by which we modify the Hopf-differential. To estimate M
, we consider the shifted functions m
1 and split these domains into the disc D 4εi,1 = D 4εi,1 (0) and the rest ofṼ i resulting in (Vi\D4ε i,1 ) ), where the second step follows using Taylor and the fact that h 0 L 1 (Dr) ≤ Cr for 0 < r < 1.
If (1.24) is satisfied we hence obtain that
while under the stronger assumption (1.25) we indeed obtain that
This completes the proof of the theorem in the case that the ε i,2 are bounded away from zero.
To show that (2.26) holds true also in the case where all three points P j i converge to the same limit point, i.e. that both ε i,1 and ε i,2 tend to zero, we note that in this situation, the function m − i from Corollary 2.6 is characterised by m
To estimate the norm of this function over V i as above, we now split up the domain into the disc of radius 4ε i,1 , the annulus D 4εi,2 \ D 4εi,1 and the remaining cylinder to get
The last term in this estimate is controlled by (2.16) which, together with (1.21), implies that
Similarly, we may use (2.17) to bound the first two terms in the above estimate by
if the weaker assumption (1.24) of the theorem is satisfied.
Writing these three terms for short as o (1) and applying Taylor's theorem to h −iεi,1 − h 0 and h iεi,2 − h 0 , we may thus apply (2.17) and (2.18) to obtain that
In the case that V i = D Mεi,1 (P 2 i ) we take the norm of z −2 only over annuli D Mεi,1 \ D 4εi,1 over which this function has bounded L 1 norm so that (1.24) again ensures that
Conversely, the stronger assumption (1.25) allows us to deal with the additional log(ε i,2 /ε i,1 ) term arising if
so that in this case (2.26) follows.
Finally, to explain why (2.22) follows from (2.23), we recall that on ∂D the angular component of f 4) , (1.5) as obtained in [17] which satisfies both the stationarity condition (1.9) at the boundary except at P j,±
3 ) and the energy inequality (1.7), which implies in particular that
Hence if max(|b + |, |b − |)(t) → 1 as t → ∞ as assumed in the theorem, we may pass to a subsequence of times t i → ∞ so that
or, to be more precise, so that
and so that
30) where at least one of the |b ± ∞ | = 1, while in the case that |b
(2.31) Theorem 1.4 then immediately implies that ℓ(t i ) → 0 and also yields parts (i) and (ii) of Theorem 1.3 for the maps u i =ũ(t i ) : (C ℓ(ti) , g ℓ(ti) ) → R n defined in (1.13).
We also note that we can exclude the possibility that there is another sequence of times t ′ i → ∞ along which ℓ(t ′ i ) ≥ ν > 0 by applying the above argument to a sequence of nearby timest i , chosen as follows. Suppose that ℓ(t
for all s, t with |s − t| < c(ν). We can thus chooset i with |t i − t ′ i | ≤ c(ν, E 0 ) and hence ℓ(t i ) ≥ ν 2 , so that the corresponding maps u(t i ) are almost minimal in the sense that (2.28), (2.30) and (2.31) hold at theset i which, by Theorem 1.4, leads to a contradiction.
In order to prove that the separation condition (1.11) and the choice of the coupling function (1.10) ensure that the obtained boundary bubbles are also conformal and hence indeed minimal, we first recall that we not only have an orthogonal splitting of the tangent space to M as described in (1.3), but that, for |b + | = 0, the space of variations V + (g) induced by changes of (b
into variations induced by changing only one of |b + |, Arg(b + ), respectively φ + , where, for example,
We may hence control the change of |b + | by
in [17] , so we obtain that if the coupling function η satisfies η(|b
) . Using the energy inequality (1.7), we may thus bound
giving an a priori bound on the speed at which the Möbius transforms can degenerate of
On the boundary, our diffeomorphisms are described by Möbius transforms whose derivatives are bounded by (M
1−|b| , so we obtain the same control also on the rate at which the three-point condition for our maps u i =ũ(t i ) : (C i , g i ) → R n can degenerate, i.e. the corresponding points P j,+ (t i ) given by (1.14) are so that
i for a constant c 0 that depends only on the initial energy and the bound on the coupling function. Of course, the above argument also holds for |b − |.
As the sequence of times t i was chosen so that (2.29) holds, we hence obtain that the assumption (1.25) of Theorem 1.5 is satisfied as, with the notation from Theorem 1.5,
as (1.24) allows us to choose q < √ 2 so that
We finally remark that if the three-point condition degenerates on both boundary curves, then both integrals converge´{ ±Y ± i }×S 1 u i dS →q ± ∈ Γ ± so that the difference of these integrals is bounded (for i large) by, for example,
The other main assumption (1.22) of Theorem 1.5 is hence satisfied in this case for arbitrary disjoint curves Γ ± not necessarily satisfying the separation condition (1.11).
It is hence only in situations where a boundary bubble forms on only one of the boundary curves,
0, that we shall use the separation condition (1.11). In this case, we know from Theorem 1.5 that the maps u
n that can be extended across the puncture to a parametrisation of a minimal disc S + that spans Γ + . Letting δ 0 := dist(Γ − , S + ) > 0, we then choose Λ > 0 large enough so that osc 
so that also in this case assumption (1.22) of Theorem 1.5 is satisfied.
In both situations, we may thus appeal to this theorem to conclude that in the setting of Theorem 1.3, any boundary bubble that is formed by the flow (1.4), (1.5) will again be a minimal immersion, and hence that the flow changes any initial data into either a minimal cylinder or into two minimal discs. This completes the proof of Theorem 1.3.
Compactness of almost meromorphic functions
The goal of this section is to establish the compactness results for almost meromorphic functions stated in Lemma 2.1 and Corollary 2.2. Our proof of Lemma 2.1 is based on the arguments used in the proof of the L 1 -compactness result [18, Lemma 2.3] of Topping and the first author for C 1 functions with bounded antiholomorphic derivatives, though we need to proceed with more care as we are dealing with functions that are only 'almost meromorphic' rather than 'almost holomorphic'. To this end, we use
, Ω ⊂ C open, be so that there is a finite set of points S = {p
loc Ω \ S) and suppose that ∂ φ L 1 (Ω) < ∞. Then for any Ω ′ ⊂⊂ Ω and any function r :
approximates φ in the sense that
Here σ j (z) denotes the winding number of ∂D r(z) (z) around p j .
The proof of this lemma is based on the following standard result.
Lemma 3.2. In the setting of Lemma 3.1, the standard Cauchy-formula holds, i.e.
for any Ω ′ ⊂⊂ Ω with smooth boundary, and there are sequences δ
For the sake of completeness, we include a sketch of the proof of (3.4) in the appendix.
Proof of Lemma 3.1. Let r and φ (r) be as in the lemma. Set r
* ) be any fixed number, and set Ω
. We remark that for z ∈ Ω ′ and any such ε, we have ∂D r(z) (z) ⊂ Ω ′ ε and note that this allows us to conclude that, for any δ j ∈ (0, ε),
(3.5) Indeed for C 1 functions this is a simple consequence of the inhomogeneous Cauchy-formula and Fubini's theorem, while for functions φ as in the lemma, we can approximate φ by
) and use that all integrals in (3.5) are taken over subsets of the set Ω \ D δ j (p j ) to pass to the limit.
Finally, applying (3.5) for δ j = δ With this result in hand, we can now complete the proof of the compactness result for 'almost holomorphic functions'. The argument below is based on the proof of Lemma 2.3 in [18] .
Proof of Lemma 2.1. Let φ i be a sequence of functions as in Lemma 2.1, and definẽ
to obtain a function with zero residues at the singular points p j i where, after passing to a subsequence, we may assume that p 
Given any Ω
′ ⊂⊂ Ω and any ε > 0, the main step of the proof is now to establish that there exists a sequence of functionsφ ε i such that, for a constant C independent of ε,
Theseφ ε i will be obtained as mollifications of theφ i , where we will mollify at different scales at different points and with mollifiers supported on annuli rather than on balls due to the singularities of the functionsφ i , resulting in piecewise smooth functionsφ ε i , rather than smooth functions obtained by a standard mollification.
To prove (3.6), it suffices to consider ε > 0 such that min(dist(p
, and i sufficiently large so that max j |p
We now approximateφ i by mollifying at two different scales, namely defineφ
which corresponds to taking an average of the functions (φ i ) (λr(z)) = (φ i ) (λr(z)) that were defined by (3.1) in Lemma 3.1. To be more precise, if we set r(z) :=
We note that, by construction, dist(p , 2] and i sufficiently large. We may thus apply Lemma 3.1 for each of the functions z → λr(z), to conclude that
as claimed in (3.6). The second claim of (3.6) follows from standard compactness arguments applied to the sequence (φ Having thus established (3.6), we note that compactness of the sequenceφ i now follows by a standard diagonal sequence argument. Furthermore, the fact that the limit is holomorphic in the case ∂ φ i → 0 can be obtained exactly as in [18, Lemma 2.3] , as the mapsφ i have zero residues.
Proof of Corollary 2.2. We first remark that since the functions φ i are real on the boundary, they can be extended by reflection φ(−s + iθ) = φ(s + iθ) to 2πi periodic functions on the strip {z = s + iθ ∈ C : |s| < Λ} which are still in W 1,1 away from the singular points. We may then apply Lemma 2.1 on a neighbourhood of a fundamental domain, say of V = (−Λ, Λ) × [−π, π] if none of the limit points coincide with ±iπ, to obtain that for every subsequence of the φ i , there exists a further subsequence for which the modified functionsφ i defined in Lemma 2.1 converge strongly in
have bounded L 1 -norm which in turn yields a uniform bound on the sum(s)
Passing to a subsequence so that the above sum(s) converge, we hence obtain a sequence of functions, obtained as modifications by
, a j i as in the corollary, which converges
to a limit ψ ∞ which is meromorphic with poles of order at most one at iθ j ∞ .
As we already know that φ i itself converges to φ ∞ away from S ∞ , it hence suffices to show that φ ∞ = ψ ∞ , or equivalently that
and that
(z) is as in the corollary.
In the case that all limit points iθ j ∞ are distinct, these claims trivially hold true as M i ≡ M i = 0. In the case that two or three of the limit points coincide, we remark that since the corresponding sums j a j i = 0 and since the residues must be purely imaginary, we may set w = i(z − iθ , and show that the analogues of (3.7) and (3.8) hold true for any sequence of such functions m i ,m i for which m i L 1 is bounded and for which the maximally allowed distance ε i between the points tends to zero.
To see this, we note that a short calculation, obtained by rewritingm as
and considering the norm of the function on suitable annuli and sectors around 0, implies that
which immediately yields (3.7).
These estimates furthermore imply that |b 1,2 |δ 1,2 ≤ C and hence give that
f the holomorphic function f (w) = . Hencem − m converges to zero not just in L 1 as needed in (3.8) but indeed uniformly on Ω ′ as ε → 0.
Controlling the residues of the Hopf-differential
The goal of this section is to establish the control on the residues of the Hopf-differentials of our sequence of maps claimed in Lemma 2.7 and on the length of the central geodesic claimed in Lemma 2.8 that were used in the proof of Theorem 1.5.
The proofs of both of these lemmas use the following standard angular energy estimates.
Lemma 4.1. For arbitrary maps u ∈ H 1 (C, R n ) from a hyperbolic cylinder (C, g) as in (2.13), the following estimates on the angular energy ϑ(s) :=´{ s}×S 1 |u θ | 2 dθ hold true.
For any number q < √ 2, we have
In particular,ˆY
and, for every 0
Here and in the following, g 0 = ds 2 + dθ 2 is the flat metric on the cylinder, E 0 denotes an upper bound on the energy of u, and the constants C and C q depend on the numbers c 1,2 , ℓ 0 > 0 in the definition of the cylinder, and of course on q for C q .
Similar estimates on ϑ can be found e.g. in [9] and [26] . In addition we also need Lemma 4.2. Let (C, g) be a cylinder as described in (2.13) and let u ∈ H 1 (C, R n ) be a map for which (2.15) is satisfied for some α > 0. Then M u (s) := ffl {s}×S 1 u dθ satisfies 4) and so in particular |M
Moreover, we have upper bounds of
The constants C, c > 0 depend only on the constants c 1,2 , ℓ 0 in the definition of the cylinder in (2.13) and an upper bound E 0 on the energy.
Based on these two lemmas, which will be proven at the end of this section, we can now give Proof of Lemma 2.8. Let u be as in the lemma and let Φ = Φ(u, g). Then, by definition,
where we continue to compute all norms and inner products over (C, g) unless indicated otherwise.
To obtain a lower bound on this quantity, we estimate
holds true for some constants C, c > 0 that depend only on the fixed upper bound ℓ 0 on ℓ and the fixed numbers c 1,2 from the definition of the cylinder in (2.13).
We may thus bound
for a remainder term I that we can bound, using Lemmas 4.1 and 4.2, as
2 , where we used that´ρ −1 ≤ Cℓ −2 in the penultimate step.
Inserting this bound into (4.10) and using the lower bound (4.5) on |M
as claimed in (2.19) . So, providedl =l(α, c 1 , c 2 , E 0 ) > 0 is chosen sufficiently small, we have that for ℓ ≤l As a next step towards the proof of Lemma 2.7, we show Lemma 4.3. In the setting of Lemma 2.7, the residues of the function φ describing the Hopfdifferential Φ = Φ(u, g) may be controlled by (4.12) and hence, for
where as in Lemma 2.7 the constants c, C, C q > 0 depend only on α > 0, upper bounds E 0 and R on the energy and on |M u (Y + ) − M u (−Y − )| and as usual the constants c 1,2 in the definition of the cylinder, respectively additionally on q (and M ) for C q (respectively C q,M ). 
Proof of Lemma 4.3. As the function u satisfies the stationarity condition on the boundary curve {−Y − } × S 1 (except at the points P j ), we know that the trace of the Hopf-differential on this curve is real so that we can extend φ by φ(−Y − − s, θ) :
with poles only at P j .
We will prove the first two claims of the lemma by applying the Cauchy formula (3.3) for φ and for e z φ on suitable domains and estimating the resulting terms using Lemmas 4.1 and 4.2.
To prove (4.11) we apply (3.3) for [−2Y
where the last step follows by using Wirtinger's inequality as well as the uniform upper bound ρ ≤ C(c 1 , ℓ 0 ) on the conformal factor.
Thanks to Lemma 4.1, we may thus bound for every q < √ 2,
where here and in the following norms are computed over (C, g) unless indicated otherwise.
L 2 and so certainly e −qY
In either case, we have that
This concludes the proof of (4.11).
To prove (4.12), we argue similarly, integrating now φ e z , z = s + iθ, over the rectangles 
where we applied Lemma 4.1 in the last step and where J :=´I Λ ×S 1 |u s | 2 dθ ds. As in (4.8), we now split
into terms that can be bounded using Lemmas 4.1, 4.2. Combined with Lemma 2.8 we thus get 15) where C = C(E 0 , α, c 1,2 , R). Inserted into (4.14) this gives the second claim (4.12) of the lemma.
To obtain the final claim, we first note that if
L 2 is no less than some fixed number δ 0 = δ 0 (c 1,2 , ℓ 0 , E 0 ) > 0 chosen later, then we can choose Λ = 1 and obtain (4.13) immediately from (4.12). Conversely, for δ < δ 0 we may choose Λ = −1/q log δ so that
which gives the final claim of the lemma.
We note that the only adjustment needed in the above argument in a situation where we drop the assumption of a uniform upper bound R on |M u (Y + ) − M u (−Y − )| as considered in Remark 4.4 is that we have a weaker upper bound on |M ′ u (0)| now given by (4.6) instead of (4.7) so that in (4.15) and the subsequent estimates we need to replace P
Based on this lemma, we can now finally establish Lemma 2.7 which played a key role in the proof of Theorem 1.5.
Proof of Lemma 2.7. We first remark that (2.16) was already proven in Lemma 4.3. To prove the other claims, we may assume without loss of generality that θ 2 = 0, so
and note that Lemma 4.3 gives bounds of C q,M δ 1− 1 q for each of the components of the vector A ε1,ε2 · (res P 1 (φ), res P 2 (φ), res P 3 (φ))
T since the trace of φ on {−Y − + iθ} × S 1 is real, and hence the residues are purely imaginary. Here and in the following, q < √ 2 and
As | det(A ε1,ε2 )| ≥ cε 1 ε 2 2 > 0 and
we have
2 for i = 1, 2 and j = 1, 2, 3 while
2 for i = 3 and j = 1, 2, 3 so the claimed estimate (2.17) on the residues immediately follows.
To obtain (2.18) we finally note that, by Lemma 4.3, | sin(−ε 1 )res
q , so we obtain that |ε 2 res P 3 (φ) − ε 1 res P 1 (φ)| ≤| sin(ε 2 )res P 3 (φ) − sin(ε 1 )res P 1 (φ)| + Cε Proof of Lemma 4.1. We follow closely the arguments of [21, Lemma 3.7] and [9, Lemma 2.5], which further simplify as our target manifold is R n . As in these papers, we first note that
For any fixed q < √ 2, we thus have, applying Wirtinger's inequality in the second step,
so that the first claim (4.1) follows from the maximum principle.
To bound the weighted integral of ϑ considered in (4.2) we observe that´e
. Integrating (4.1) and using Fubini thus allows us to bound
as claimed, where integrals are always computed over the whole of C unless indicated otherwise and where we used in the last step that the conformal factor is bounded away from zero uniformly at the ends of the cylinder. We note that the same argument, using now also that ρ is increasing in |s|, implies the bound on the integral of ϑ claimed in (4.3).
To obtain the claimed estimates for u sθ , we let η = η(s) ∈ C 
as claimed in (4.2). Finally, the estimate for´|u sθ | 2 may be obtained by the same argument, which in this situation simply yields an additional factor of sup |s|≤Λ+1 ρ 2 (s) ≤ Cρ 2 (Λ).
We finally include a brief proof of the auxiliary Lemma 4.2. 
so that (4.6) holds.
Appendix A.
A.1. Remarks on the flow. In this appendix, we explain why the results of [17] remain valid for general coupling functions as considered in the present paper.
We first note as in [17] , that also for general coupling functions η ± , the evolution equation for the metric reduces to a system of 7 ordinary differential equations (coupled with the equation (1.5) for the map). Short-time existence of solutions can hence be obtained exactly as in [17, Section 3] and solutions exist for as long as ℓ remains bounded away from zero and (b, φ) remain in a compact region of the parameter domain.
We then recall that the variations of the metric induced by changes of the parameters (b ± , φ ± ) are supported in fixed compact regions of C ± , to be more precise in {±s ∈ [ We note that while we would need this only for |b + | close to 1, and that this is the range of |b + | for which (A.1) was proven in [17] , a short calculation shows that (A.1) is indeed true for all values of |b + | ∈ [0, 1). So, with Λ ± := sup η ± , we have that Having thus explained why the arguments of [17] yield long-time existence of solutions to (1.4), (1.5) for any fixed coupling functions η ± , we finally remark that the asymptotic analysis of [17, Theorem 2.7] in the case that the three-point condition does not degenerate is also unaffected by the choice of coupling function as, in this case, |b ± (t i )| is contained in a compact subset of [0, 1) so that η ± (t i ) is bounded away from 0. Along a sequence of times t i as considered in [17, Theorem 2.7] , we hence still obtain that ∆ gi u(t i ) L 2 + P A.2. Remarks on the stationarity condition and on almost meromorphic functions. In this part of the appendix, we present some of the properties and uses of the stationarity condition (1.9) that was used extensively throughout the paper. We first recall that the stationarity condition can be thought of as a weak formulation of the condition that the function φ defining the Hopf-differential Φ = φ (ds + idθ) 2 of a map u : C 0 → R n is real on the boundary. Indeed, if u ∈ H 2 (C 0 , g), then (1.9) is equivalent to´∂ C0 Re(Φ)( ∂ ∂s , X) dθ = 0 by Stokes' Theorem. So, as Re(Φ) = Re(φ)(ds 2 − dθ 2 ) − Im(φ)(ds ⊗ dθ + dθ ⊗ ds), the stationarity condition reduces tó ∂C0 Im(φ)X θ dθ = 0.
As all limit maps we obtain are harmonic, it is useful to observe that in this case, the stationarity condition reduces toˆL Conversely, as φ is integrable, it cannot have a pole of order two or higher, and so we can write φ(z) = ai z + ψ(z), where ψ(z) is holomorphic and so bounded. As φ is real on {s = 0}, we must have a ∈ R, so Im(φ) = |φ| ds and the fact that δ → (δ| log(δ)|) −1 is not integrable near zero.
