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Abstract
The formula of Faa di Bruno is used to calculate higher order derivatives of a composition of functions.
In this paper, we ﬁrst review the multivariate version due to Constantine and Savits [A multivariate Faa di
Bruno formula with applications, Trans. AMS 348 (1996) 503–520]. We next derive some useful recursion
formulas. These results are then applied to obtain both explicit expressions and recursive formulas for the
multivariate Hermite polynomials and moments associated with a multivariate normal distribution. Finally,
an explicit expression is derived for the formal Edgeworth series expansion of the distribution of a normalized
sum of iid random variables.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Faa di Bruno’s formula (cf. [2]) gives an explicit expression for calculating the nth derivative of
a composition of two single variable functions. Speciﬁcally, let g(x) be deﬁned on a neighborhood
of x0 and have derivatives up to order n at x0; let f (y) be deﬁned on a neighborhood of y0 = g(x0)
and have derivatives up to order n at y0. Then the nth derivative of the compositionh(x) = f [g(x)]
at x0 is given by the formula
hn =
n∑
k=1
fk
∑
p(n,k)
n!
n∏
i=1
g
i
i
(i !)(i!)i . (1.1)
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In the above expression, we set
hn = d
n
dxn
h(x0), fk = d
k
dyk
f (y0), gi = d
i
dxi
g(x0)
and
p(n, k) =
{
(1, . . . , n) : i ∈ N0,
n∑
i=1
i = k,
n∑
i=1
ii = n
}
(1.2)
with N0 the set of nonnegative integers.
Amultivariate analoguewas given inConstantine and Savits [3] alongwith several applications.
In particular, it was used to give an explicit expression relating multivariate cumulants to multi-
vatiate moments and vice versa. This multivariate Faa di Bruno formula is reviewed in Section
2. Some useful recursion formulas are obtained in Section 3. The remaining sections consider
some applications in statistics. Multivariate Hermite polynomials are considered in Section 4,
while moments of a d-dimensional normal distribution are examined in Section 5. In both cases,
explicit expressions and recursion formulas are developed. The last section, Section 6, investigates
Edgeworth expansions.
Multivariate Hermite polynomials and Edgeworth expansions have also been considered by
McCullagh [6] andBarndorff-Nielsen andCox [1]. Their expressions are given implicitly, whereas
our expressions are explicit. We also have recursive formulas.
We now introduce some notation from Constantine and Savits [3] that will be used in the
remainder of this paper.
If  = (1, . . . , d) ∈ N d0 and z = (z1, . . . , zd) ∈ d , then deﬁne
|| =
d∑
i=1
i ,
! =
d∏
i=1
(i !),
Dx =
||
x11 · · · xdd
for || > 0,
D0x = identity operator and
z =
d∏
i=1
z
i
i .
Also, if  = (1, . . . , d) ∈ N d0 , we write  provided ii for i = 1, . . . , d. In such a
case, we set
(


)
=
d∏
i=1
(
i
i
)
= !
!( − )! .
A function h is said to belong to C(x0) if Dx h exists and is continuous in a neighborhood of x0
for all ; we also write h ∈ Cn(x0) if h ∈ C(x0) for all ||n.
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2. Multivariate Faa di Bruno
With the notation of Section 1, we are now ready to state the multivariate Faa di Bruno formula.
Let f (y1, . . . , ym) and g(1)(x1, . . . xd), . . . , g(m)(x1, . . . , xd) be real-valued functions, and set
h(x1, . . . , xd) = f [g(1)(x1, . . . , xd), . . . , g(m)(x1, . . . , xd)]. (2.1)
Let  = (1, . . . , d) with n = || > 0 and x0 be given. Assume g(1), . . . , g(m) ∈ C(x0) and
f ∈ Cn(y0), where y0 = (g(1)(x0), . . . , g(m)(x0)). Under these conditions Dxh(x) exists in a
neighborhood of x0 and can be explicitly expressed as below.
Theorem 2.1.
h(x) =
∑
1 || ||
f[g(x)]
∑
p(,)
(!)
q∏
j=1
[gj (x)]kj
(kj !)[j !]|kj |
, (2.2)
where
p(, ) =
{
(k1, . . . ,kq; 1, . . . , q) : |ki |0,
q∑
i=1
ki =  and
q∑
i=1
|ki |i = 
}
. (2.3)
In the above, 1, . . . , q is a complete listing of all vectors  with || > 0 and q = q() =
[∏ds=1(s + 1)] − 1. We also set h(x) = Dxh(x), f(y) = Dyf (y), g(i)µ (x) = Dµx g(i)(x), and
gµ(x) = (g(1)µ (x), . . . , g(m)µ (x)). Note that the vectors k ∈ Nm0 while the vectors  ∈ N d0 and
we always set 00 = 1. In order to get a better understanding of Theorem 2.1 and (2.3), it may be
useful to view the i’s as parts of  and the |ki |’s as their respective multiplicities analogous to
the univariate Faa di Bruno formula (1.1) and (1.2).
The form of Theorem 2.1 is stated somewhat different from that in Constantine and Savits
(1996), but it is equivalent. In fact, it is easy to show that for each vector (k1, . . . ,kq; 1, . . . , q) ∈
p(, ), at most n of k1, . . . ,kq are nonzero. Hence, p(, ) can be partitioned into the disjoint
subsets ps(, ), s = 1, . . . , n, which have exactly s nonzero ki terms.
The following example illustrates its use.
Example 2.2. Suppose we are interested in computing the  = (3,2)th derivative of h(x1, x2) =
f [g(x1, x2)], i.e., 
5
3x1
2
x2
h(x1, x2). Here m = 1, d = 2 and n = |(3, 2)| = 5. To use formula
(2.2), we ﬁrst need to determine the set p((3, 2), ) for all scalars  = 1, . . . , 5. A complete
listing of all vectors (3, 2) with || > 0 is (0, 1), (1, 0), (0, 2), (1, 1), (2, 0), (1, 2), (2, 1),
(3, 0), (2, 2)(3, 1), (3, 2). Thus, q = 11 and we need to ﬁnd all scalars k1, . . . , k110 such that∑11
i=1 kii = (3, 2). They are listed in Table 1.
Thus from Eq. (2.2), we can now write
h32 = f1[g32] + f2[2g01g31 + 3g10g22 + g02g30 + 6g11g21 + 3g20g12]
+f3[g201g30 + 6g01g11g20 + 6g01g10g21 + 3g210g12 + 6g10g211 + 3g10g02g20]
+f4[3g201g10g20 + g310g02 + 6g01g210g11] + f5[g201g310].
In the above we shortened h(3,2)(x1, x2) to h32, etc.
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Table 1
i  = ki
(0,1) (1,0) (0,2) (1,1) (2,0) (1,2) (2,1) (3,0) (2,2) (3,1) (3,2)
0 0 0 0 0 0 0 0 0 0 1 1
1 0 0 0 0 0 0 0 0 1 0 2
0 1 0 0 0 0 0 0 1 0 0 2
0 0 1 0 0 0 0 1 0 0 0 2
0 0 0 1 0 0 1 0 0 0 0 2
0 0 0 0 1 1 0 0 0 0 0 2
2 0 0 0 0 0 0 1 0 0 0 3
ki 1 0 0 1 1 0 0 0 0 0 0 3
1 1 0 0 0 0 1 0 0 0 0 3
0 2 0 0 0 1 0 0 0 0 0 3
0 1 0 2 0 0 0 0 0 0 0 3
0 1 1 0 1 0 0 0 0 0 0 3
2 1 0 0 1 0 0 0 0 0 0 4
0 3 1 0 0 0 0 0 0 0 0 4
1 2 0 1 0 0 0 0 0 0 0 4
2 3 0 0 0 0 0 0 0 0 0 5
3. Recursion formulas
The main difﬁculty in applying Theorem 2.1 is in determining the set p(, ). This was seen
in Example 2.2. An alternate approach is the use of a recursion formula. We shall derive it in this
section.
First, we rewrite formula (2.2) as
h(x) =
∑
1 || ||
f[g(x)] ,(x). (3.1)
The functions , are homogeneous polynomials of degree || in the partial derivatives of
g
(i)

, 1 im, . Thus, it is sufﬁcient to determine the polynomials ,.
Theorem 3.1. For 0, 1jm and 1 || || + 1, we have
 + ej , (x) =
m∑
i=1
i>0
∑
0|| || − 1
(


)
g
(i)
 + ej − (x),  − ei (x), (3.2)
where ej is the unit vector with jth component equal to 1 and we set
,0(x) =
{
1 if  = 0 and
0 if  = 0.
Corollary 3.2. For m = d = 1,  = n0 and 1rn + 1, the above reduces to
n+1,r (x) =
n∑
=r−1
(
n

)
gn+1−(x),r−1(x).
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Proof of Theorem 3.1. In Constantine and Savits [3], we introduced the functions
B(z; x) =
{∑
1 || || ,(x)z if || > 0,
1 if || = 0 (3.3)
for z ∈ m. We then established the relationship (cf. [3, Lemma 2.6])
B + ej (z; x) =
m∑
i=1
zi
⎡
⎣ ∑
0
(


)
g
(i)
+ej (x)B−(z; x)
⎤
⎦ . (3.4)
The result now follows by substitution and equating coefﬁcients of z. 
Remark 3.3. If we extend the deﬁnition of , by setting it equal to 0 if  0 or if || < ||,
then we can rewrite (3.2) more simply as
 + ej , (x) =
m∑
i=1
∑
0
(


)
g
(i)
 + ej − (x),  − ei (x). (3.5)
Example 3.4. If we use (3.1) instead of (2.2) to calculate the (3,2)th derivative of h given in
Example 2.2, we would need to determine (3,2), for  = 1, . . . , 5. We can do this recursively
using (3.2). Starting with 0,0 = 1, we would successively compute , for  = 1, . . . , || and
 = (0, 1), (1, 0), (0, 2), (1, 1), (2, 0), (1, 2), (2, 1) and (2, 2), respectively. Noting that (3, 2) =
(2, 2) + (1, 0), we can thus determine (3,2), for  = 1, . . . , 5 and hence h32.
4. Multivariate Hermite polynomials
In this section we will apply the results of Section 3 to obtain recursion formulas for the
multivariate Hermite polynomials. In addition, an explicit expression is determined using Eq.
(2.2). McCullagh [6] also considered the multivariate case, which he called Hermite tensors.Also
see Barndorff-Nielsen and Cox [1].
Consider a d-dimensional normal density (x) with mean 0 and covariance matrix  = [ij ].
Let V = −1 be its inverse matrix with entries vjk . For  = (1, . . . , d), the th (multivariate)
Hermite polynomial with respect to , denoted by H(x;) = H(x), is deﬁned by
H(x) = (−1)
||
(x)
Dx(x).
If we let f (y) = ey and g(x) = −( 12 )x′V x, we can write H(x) as
H(x) = (−1)
||
h(x)
Dxh(x),
where h(x) = f [g(x)]. Thus, we can use Faa di Bruno (Theorem 2.1 with m = 1) to calculate
Dh(x). Since f = f for all , we obtain from (3.1) and (3.3) that
H(x) = (−1)||B(1; x).
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Using the recursion formula (3.4), it follows that
H + ej (x) = (−1)||+1
∑
0
(


)
g + ej (x)(−1)|−|H−(x).
But since g = 0 for || > 2, the only nonzero terms in the summand are when  = 0 or  = ek
for some 1kd provided k1. Thus, using the fact that
gej (x) = −(V x)j = −
d∑
=1
vjx
and
gek + ej = −vjk,
the above recursion formula reduces to the following result.
Theorem 4.1. Set H0(x) = 1. Then for all 0 and 1jd,
H + ej (x) =
(
d∑
k=1
vjkxk
)
H(x) −
d∑
k=1
vjkkH − ek (x). (4.1)
Remark 4.2. Note that for 1jd ,
Hej (x) =
d∑
k=1
vjkxk.
Hence we can rewrite the above as
H + ej (x) = Hej (x)H(x) −
d∑
k=1
vjkkH − ek (x). (4.2)
Grad [4] has recursion formulas for the case  = I .
Example 4.3. For the univariate normal case, d = 1 and  = 2, we deduce the well-known
recursion formula
Hn+1(x) = x
2
Hn(x) − n
2
Hn−1(x)
with initial condition H0(x) = 1. It is not hard to show that its solution is given by
Hn(x) = −n
[ n2 ]∑
k=0
n!(−1)k(x/)n−2k
2kk!(n − 2k)! .
Also see Lange [5, pp. 15 and 199].
If we use Theorem 2.1 directly instead of the recursion formula, it can be shown after some
algebraic manipulations that
H(x) = (!)
||∑
|µ|=0
(−1)(||−|µ|)/2c(,µ)xµ, (4.3)
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where
c(,µ) =
∑
q(,µ)
⎡
⎣ d∏
i,j=1
v
ij
ij
ij !
⎤
⎦
[
d∏
i=1
v
kii
ii
2kii kii !
]⎡
⎣ ∏
1 i<jd
v
kij
ij
kij !
⎤
⎦
and (ij , 1 i, jd; kij , 1 ijd) ∈ q(,µ) if and only if
j =
d∑
=1
j
and
j =
d∑
=1
j + 2kjj +
j−1∑
=1
kj +
d∑
=j+1
kj
for j = 1, . . . , d. Here µ = (1, . . . , d). Note that if || is even(odd), then so must be |µ|.
Remark 4.4. The expressions for the Hermite tensors given in McCullagh [6, Eq. (5.7) on p.
149] are for the more general case when the normal density has mean  = 0. Thus, in order to
compare his results with our expression (4.3), either set  = 0 in his, or simply note that the
Hermite polynomials with respect to (,) are easily related to those with respect to (0,) by
H(x; ,) = H(x − ;).
5. Multivariate moments of N(0,)
Our goal in this section is to derive recursive formulas for the moments of a multivariate normal
distribution. Since we also show that they are connected with the Hermite polynomials of Section
4, we obtain an explicit expression.
As in Section 4, let (x) be the density of a d-dimensional normal distribution with mean 0
and covariance matrix  = [ij ]. Its  = (1, . . . , d)th moment about 0 is given by
 = () = (i)−||Dt(0),
where
(t) = e− 12 t′t
is the characteristic function of .
Letting f (s) = es and g(t) = −( 12 )t′t, we can use the same techniques as in Section 4 to
deduce that
 = (i)−||B(1; 0).
Analogously, we thus deduce the following recursion formula.
Theorem 5.1. Set 0 = 1. Then for all 0 and 1jd,
 + ej =
d∑
k=1
jkk − ek . (5.1)
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Corollary 5.2. LetH(x;) be themultivariate Hermite polynomials with respect to of Section
4 and set  = −−1. Then
() = H(0;).
Proof. Since H(0;) satisﬁes the recursion formula of Theorem 5.1, we are done.
It thus follows from Corollary 5.2 and (4.3) that
 = (!)(−1)||
∑
q()
[
d∏
i=1
kiiii
2kii kii !
]⎡⎣ ∏
1 i<jd

kij
ij
kij !
⎤
⎦ , (5.2)
where (kij , 1 ijd) ∈ q() if and only if
j = 2kjj +
j−1∑
=1
kj +
d∑
=j+1
kj
for all 1jd. 
6. Edgeworth expansions
In this last section, we use the formulas of Faa di Bruno to derive an Edgeworth expansion
for the formal “density” of normalized sums of iid random vectors in terms of the multivariate
Hermite polynomials of Section 4.
Let X,X1, . . . ,Xn be iid d-dimensional random vectors having mean µ and covariance matrix
 = [ij ]. SetY = X−µ,Yi = Xi −µ,Tn = ∑ni=1 Yi andVn = (1/√n)Tn. For convenience,
we assume that all cumulants  of Y exist. If 	(t) is the characteristic function of Y and 	n(t) is
the characteristic function of Vn, they are related by the equation
	n(t) = 	n
(
1√
n
t
)
.
The formal power series of log 	(t) is given by
log 	(t) =
∑
||1
(it)

! .
Thus, the formal power series of log 	n(t) is
log 	n(t) = n
∑
||1
(
i√
n
t
) 
! .
To get the Edgeworth expansion of the “density” of Vn we “invert” the series expansion of
	n(t). Noting that  = 0 if || = 1 and  = ij for some 1 ijd if || = 2, we can write
	n(t) = exp
⎧⎨
⎩−12 t′t +
∑
||3

! (it)

(
1√
n
)||−2⎫⎬
⎭
= exp
{ ∞∑
=0
b
u
!
}
exp
{
−1
2
t′t
}
= h(u) exp
{
−1
2
t′t
}
,
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where h(u) = exp
{∑∞
=0 b u

!
}
, u = 1/√n, b0 = 0 and
b = (!)
⎧⎨
⎩
∑
||=+2

! (it)

⎫⎬
⎭
for 1.
Deﬁne f (y) = ey and g(u) = ∑∞=0(b/!)u. Then since h(u) = f [g(u)], we can use Faa
di Bruno (cf. [3, Eq. (3.5)]) to calculate its series expansion:
h(u) = 1 +
∞∑
m=1
um
⎧⎨
⎩
m∑
=1
∑
p(m,)
m∏
j=1
b
kj
j
kj !(j !)kj
⎫⎬
⎭
or
	n(t) =
⎧⎪⎨
⎪⎩1 +
∞∑
m=1
n−m/2
m∑
=1
∑
p(m,)
m∏
j=1
[∑
||=j+2

! (it)

]kj
kj !
⎫⎪⎬
⎪⎭ exp
{
−1
2
t′t
}
,
where (k1, . . . , km) ∈ p(m, ) if and only if∑mi=1 ki =  and∑mi=1 iki = m.
In order to “invert” the above, we make use of a characterizing property of the Hermite polyno-
mialsH(x)with respect to: the Fourier transform of(x)H(x) is (it) exp
{− ( 12 ) t′t}. Here
(x) is the d-dimensional normal density with mean 0 and covariance matrix . To do so, we
ﬁrst need to expand the terms in the above expression. Let 1,j , . . . , rj ,j be a complete listing of
d-dimensional vectors having nonnegative integer-valued components satisfying |i,j | = j + 2.
There are rj =
(
d+j+1
j+2
)
of them. Let i,j , 1 irj , 1jm be nonnegative integers such that∑rj
i=1 i,j = kj . Then we can write
	n(t) =
⎧⎨
⎩1 +
∞∑
m=1
n−m/2
⎛
⎝ m∑
=1
∑
|µ|=m+2
(it)µ
×
⎡
⎣ ∑
qm(,µ)
m∏
j=1
rj∏
=1
[,j /,j !],j
,j !
⎤
⎦
⎞
⎠
⎫⎬
⎭ exp
{
−1
2
t′t
}
.
The set qm(,µ) consists of all vectors (,j , 1rj , 1jm) satisfying
m∑
j=1
rj∑
=1
,j =  and
m∑
j=1
rj∑
=1
,j ,j = µ.
Consequently, we obtain the following result for the formal density of Vn:
Theorem 6.1.
fn(x) =(x)
⎧⎨
⎩1 +
∞∑
m=1
n−m/2
⎛
⎝ m∑
=1
∑
|µ|=m+2
Hµ(x)
×
⎡
⎣ ∑
qm(,µ)
m∏
j=1
rj∏
=1
[,j /,j !],j
,j !
⎤
⎦
⎞
⎠
⎫⎬
⎭ .
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Corollary 6.2. In the special case when d = 1 ands fn(x) is the “density” of the standardized
sum Vn = Tn/√n, the above reduces to
fn(x) = (x)
⎧⎨
⎩1 +
∞∑
m=1
n−m/2
⎛
⎝ m∑
=1
Hm+2(x)
m+2
⎡
⎣ ∑
p(m,)
m∏
j=1
[j+2/(j + 2)!]kj
kj !
⎤
⎦
⎞
⎠
⎫⎬
⎭ ,
where (x) is the standard normal density and Hn(x) are the associated Hermite polynomials.
In particular, the ﬁrst few terms are
fn(x) = e−x2/2
{
1 + 1√
n
(
3
6
H3(x)
)
+ 1
n
(

4
24
H4(x) + 

2
3
72
H6(x)
)
+ 1
n3/2
(

5
120
H5(x) + 
3
4144 H7(x) +

33
1296
H9(x)
)}
+ O
(
1
n2
)
with 
j = j /j .
The result of Theorem 6.1 is to be compared with that of McCullagh [6, Eq. (5.9) on p. 150].
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