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Resumo
Neste trabalho, usamos o Metodo Variacional para resolver quatro equac~oes do
tipo Kircho com expoente crtico, uma equac~ao escalar, um sistema em RN com
a conhecida condic~ao de Ambrosetti-Rabinowitz, e uma equac~ao e um sistema em
R3 com uma condic~ao mais fraca que a de Ambrosetti-Rabinowitz. Em todos os
casos, utilizamos o Princpio de Concentrac~ao-Compacidade de Lions e uma vers~ao
do Teorema do Passo da Montanha com simetria.
Palavras-chave: Problemas elpticos, Problemas de kirchho, expoente crtico de
Sobolev, Teorema do passo da montanha.
Abstract
In this work, we use the Variational Method to solve four Kircho equations with
critical exponent, a scalar equation, a system in RN with the well-known condition of
Ambrosetti-Rabinowitz, and an equation and a system in R3 with a weaker condition
than that of Ambrosetti-Rabinowitz. In all cases, we use the Lions Concentration-
Compassion Principle and a version of the Mountain Pass Theorem with symmetry.
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u = g(x; u); em 
; u = 0; em @
; (1)
onde 
  RN e um domnio suave, m e uma func~ao positiva e a func~ao n~ao linear
g tem crescimento polinomial. Dizemos que este e um problema n~ao local devido a
presenca do termo m(). A equac~ao tem origem na teoria de vibrac~ao n~ao linear.
De fato, o caso m(t) = a+ bt, com a; b > 0 segue do seguinte modelo para a equac~ao



















para vibrac~oes livres de cordas elasticas. Aqui L e o comprimento da corda, h e a
area secc~ao, E e o modulo de Young do material,  e a densidade de massa e P0 a
tens~ao inicial.
Este tipo de equac~ao foi proposto por Kirchho [20] e foi considerado teorica-
mente ou experimentalmente por alguns fsicos depois disso (ver [35, 9, 34, 33]).
Problemas n~ao locais aparecem em outros campos alem da fsica, como em sistemas
biologicos, onde u descreve um processo que depende da sua propria media, por
exemplo, densidade populacional. Outras motivac~oes fsicas podem ser encontradas
em [12, 26, 25].
Introduc~ao 2
Neste trabalho, estudamos dois tipos de problemas elpticos envolvendo o termo
n~ao local m. Dois deles s~ao problemas escalares e outros dois sistema. Todos eles
envolvem o expoente crtico de Sobolev 2 = 2N=(N   2) e o objetivo e encon-
trar multiplas soluc~oes. Fazemos isso utilizando vers~oes do lema da concentrac~ao-
compacidade de Lions e uma vers~ao do Teorema do Passo da Montanha com simetria.
Os problemas est~ao divididos em quatro captulos que descrevemos na seque^ncia.
Para facilitar a leitura, todos os captulos foram escritos de maneira independente
um do outro. Deste modo, embora exista uma cronologia obvia na distribuic~ao, a
ordem de leitura dos captulo e formalmente irrelevante.
Multiplicidade de soluc~oes para (P)









u = f(x; u) + juj2 2u; em 
;
u 2 H10 (
);
onde 
  RN , N  3, e um domnio limitado suave, 2 = 2N
N 2 e  > 0 e um
para^metro. Denotando R+ = fs 2 R : s  0g, as nossas hipoteses nas func~oes m e
f s~ao as seguintes:
(m0) m 2 C(R+;R+) e crescente e m(0) > 0;
(f0) f 2 C(
 R;R) e mpar com relac~ao a segunda variavel;




jsjq 1 = 0; uniformemente em 
;
(f2) existe  2 (2; 2) tal que
0 < F (x; s)  sf(x; s); 8x 2 
; s 6= 0;










= 0; uniformemente em 
:


















M(t)dt e uma primitiva da func~ao m. Como f e mpar, o funcional
I e par e portanto podemos esperar que sua simetria nos garanta a existe^ncia de
multiplos pontos crticos. Provamos que isso corre, desde que  seja sucientemente
grande.
Teorema A. Suponha que m e f satisfacam (m0) e (f0)   (f3), respectivamente.
Ent~ao, dado k 2 N, existe k > 0 tal que o problema (P) tem k pares de soluc~oes
fracas n~ao nulas para todo   k.
Na prova do resultado acima, aplicamos uma vers~ao do Teorema do Passo da
Montanha com simetria. A n~ao compacidade da imers~ao H10 (
) ,! L2(
) e contor-
nada pelas ideias de Brezis e Nirenberg [8] juntamente com o Princpio de Concen-
trac~ao-Compacidade de Lions [27]. Como para dimens~oes N  4 o expoente crtico




juj2dx n~ao domina o termo M(kuk2).
Para contornar essa diculdade usamos um argumento (ver [1]) que consiste em
considerar uma equac~ao truncada, trabalhar com esse novo problema, provar que as
suas soluc~oes te^m norma pequena e portanto resolvem o problema original. Vamos
enfatizar que a presenca do termo n~ao local no funcional torna a vericac~ao das
condic~oes geometricas mais complexas do que aquelas apresentadas em [2].
Desde o trabalho pionmeiro de J.L.Lions [26] problemas n~ao locais como (P)
foram estudados extensivamente (ver [1, 4, 3, 22, 5]). O primeiro artigo que traba-
lhou equac~oes do tipo Kirchho via metodos variacionais foi [1]. Assumindo algumas
condic~oes tecnicas nas func~oes m e f , os autores obtiveram soluc~oes para o problema
(1). Desde ent~ao, existe uma vasta literatura que considera quest~oes de existe^ncia,
n~ao existe^ncia, multiplicidade e concentrac~ao de soluc~oes para problemas n~ao lo-
cais. Citamos aqui [18, 29, 19, 28, 39] para problemas subcrticos e [17, 16, 23] para
problemas com crescimento crtico.
Introduc~ao 4
Nosso primeiro resultado foi inspirado nos resultados de [13], onde o autor con-
siderou as hipoteses (f1)   (f3) e obteve uma soluc~ao fraca positiva u para  > 0
sucientemente grande e provou tambem que kuk ! 0, quando  ! +1. Menci-
onamos tambem o trabalho [32], onde o autor obteve para N = 3 e m(t) = a + tb,
a existe^ncia de uma soluc~ao positiva para qualquer  > 0. Nosso primeiro teorema
complementa os trabalhos citados, ja que estamos considerando multiplas soluc~oes
para a equac~ao crtica com uma condic~ao bem fraca para o termo n~ao local m.
Multiplicidade de soluc~oes para (P)









u = = f(x; u) + juj4u; em 
;
u 2 H10 (
);
onde 
  R3 e um domnio limitado suave,  > 0 e um para^metro e a func~ao m
satisfaz
(m0) m 2 C(R+;R+);
(m1) m(t)  m0 > 0, para todo t  0;
(m2) 2M(t)  m(t)t, para todo t  0;
(m3) existe a > 0 e b  0, tal que
m(t)  a+ bt; 8 t  0:
Apresentamos na seque^ncia exemplos de func~oes que satisfazem as condic~oes
acima:
Exemplo 1. Considere m(t) = m0+ bt
, com  2 [0; 1] e m0 > 0, b > 0. As condic~oes




bt+1  m0t+ bt+1 = m(t)t:
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Para a condic~ao (m3), basta usar  2 [0; 1] para obter que
m(t) = m0 + bt
  (m0 + b) + bt:
Exemplo 2. Considere m(t) = m0(1 + ln(1 + t)), com m0 > 0. As condic~oes (m0),
(m1) e (m3) s~ao imediatas. Para provar (m2) e suciente mostrar que
2M(t) = 2 ln(1 + t) + 2t ln(1 + t)  t+ t ln(1 + t) = m(t)t;
ou seja, que
(2 + t) ln(1 + t)  t:




+ ln(1 + t)  1  0; 8 t > 0:
Para a func~ao f : 
 R! R vamos supor que:
(f0) f 2 C(





jsj5 = 0; uniformemente em 

(f2) existe  2 [0; 2) e c1, c2 2 (0;+1) tal que
1
4
f(x; s)s  F (x; s)   c1   c2jsj; 8x 2 
; s 2 R;




(f3) existe um conjunto aberto 
0  




jsj4 = +1; uniformemente em 
0:
Provamos que, para valores pequenos de  > 0, o problema (P) possui multiplas
soluc~oes. Mais especicamente, vale o seguinte:
Teorema B. Suponha que m e f satisfacam (m0)  (m3) e (f0)  (f3), respectiva-
mente. Suponha ainda que uma das condic~oes abaixo se verica:
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(f4) existem q 2 (4; 6) e c3; c4 2 (0;+1) tal que
F (x; s)  c3jsjq + c4; 8 x 2 
; s 2 R;
ou
(f5) a func~ao




e tal que a+(x) := maxfa(x); 0g 2 L1(
).
Ent~ao, dado k 2 N, existe k > 0 tal que o problema (P) tem pelo menos k pares
de soluc~oes fracas n~ao nulas para todo  2 (0; k).
Obviamente, a hipotese (f1) desse problema e mais fraca que a do problema
anterior. Se n~ao tivermos um para^metro grande multiplicando o termo f(x; u), o
argumento de truncamento usando na prova do Teorema A n~ao funciona, neste
caso e natural considerar a hipotese de Ambrosetti-Rabinowitz com  > 4 (veja
[10, 32, 17, 19, 39]). Com essa hipotese, temos que F (x; s)  C1jsj para qualquer
x 2 
 e s 2 R. Ent~ao, a condic~ao (f2) que trabalhamos no segundo captulo e mais
fraca que a condic~ao de Ambrosetti-Rabinowitz com  > 4. Alem disso, a condic~ao
de superlinearidade (f5) e imposta somente em um conjunto de medida positiva, de
modo que as condic~oes sobre f na segunda parte deste trabalho s~ao mais fracas que
as usadas na primeira parte. Infelizmente, o argumento de truncamento n~ao funciona
sob essas hipoteses, o que nos impede de provar o resultado quando N  4. O ponto
principal e que n~ao sabemos se a norma das soluc~oes desse problema convergem para
zero quando ! 0+.
Um exemplo de func~ao F (x; s) =
R s
0
f(x; t)dt satisfazendo as hipoteses desse
captulo e a seguinte:




com a; b 2 C(
), de fato, as condic~oes (f0), (f1), (f3) e (f4) s~ao imediatas, para a
condic~ao (f2), bastar notar que
1
4






jsj   c1   c2jsj; 8x 2 
; s 2 R;
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O Captulo 2 foi inspirado no artigo [37], onde os autores consideram o caso local
m  1. Observamos porem que, mesmo neste caso, o nosso resultado e novo. De
fato, as nossas condic~oes (f3) e (f5) s~ao mais gerais do que os seus analogos (f4) e
(f7) em [37]. Deste modo, o Teorema B deste trabalho generaliza os Teoremas A e
C de [37].
Existe^ncia e multiplicidade de soluc~oes para (S)









u = Fu(x; u; v) +
1
2








v = Fv(x; u; v) +
1
2
Gv(u; v); em 
;
u; v 2 H10 (
);
onde 
  RN , N  3, e um domnio limitado com fronteira suave,  > 0 e um
para^metro e as func~oes m, l satisfazem
(m0) m 2 C([0;+1];R+) e crescente;
(l0) l 2 C([0;+1];R+) e crescente.
Na formulac~ao do problema estamos denotando por Fu e Fv as derivadas parciais
com relac~ao a segunda e terceira variavel, respectivamente, da n~ao linearidade F :

 R2 ! R. As hipoteses em F s~ao:
(F0) F 2 C1(
 R2;R);




jzjq 1 = 0; uniformemente em 
;
(F2) existe  2 (2; 2) tal que
0  F (x; z)  rF (x; z)  z; 8 z 2 R2;
onde z0  z1 denota o produto interno euclidiano de z0, z1 2 R2;
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jzj = 0; uniformemente em 
;
(F4) Fu(x; 0; t) = 0, Fv(x; s; 0) = 0, para todo x 2 
, (s; t) 2 R2.
Usando a mesma notac~ao acima e R2+ = f(s; t) 2 R2 : s  0; t  0g, as hipoteses
na func~ao G : R2 ! R s~ao as seguintes:
(G0) G 2 C1(R2;R) e 2-homoge^nea, isto e,
G(s; t) = 2

G(s; t); 8  > 0; (s; t) 2 R2;
(G1) G(s; t) > 0, para todo (s; t) 2 R2+ n f(0; 0)g;
(G2) vale uma das condic~oes abaixo:
(a) Gu(0; 1) = 0, Gv(1; 0) = 0;
(b) Gu(0; 1) > 0, Gv(1; 0) > 0.
No nosso primeiro resultado estamos interessados em existe^ncia de soluc~ao n~ao
negativa para (S), isto e, uma soluc~ao fraca (u; v) 2 H10 (
) H10 (
) tal que cada
uma das componentes e uma func~ao n~ao negativa em 
. A condic~ao (G2) acima
esta intimamente relacionada com a maneira pela qual faremos um truncamento
da func~ao G de modo que os pontos crticos do funcional energia associado sejam
n~ao negativos. Mais especicamente, se vale o item (a) da condic~ao (G2), vamos
trabalhar com a func~ao
eG(s; t) := G(s+; t+); 8 (s; t) 2 R2;
onde s+ := maxfs; 0g. Porem, quando vale o item (b), a func~ao eG acima n~ao e
diferenciavel. Neste caso, consideramos
eG(s; t) := G(s+:t+) rG(s+; t+)  (s ; t ); 8 (s; t) 2 R2;
onde s  := maxf s; 0g.
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Apresentamos na seque^ncia alguns exemplos (cf. [30]) de func~oes que satisfazem
as hipoteses (G0)  (G2): considere










onde i; i > 1, i + i = q e a1, a2, bi > 0 As seguintes func~oes e suas possveis
combinac~oes, com os coecientes apropriados, satisfazem as hipoteses sobre G
G(s; t) = P2(s; t); G(s; t) = (P22(s; t))




com l1   l2 = 2.
Os exemplos acima satisfazem a o item (a) da condic~ao (G2), porem o item (b)
nos permite trabalhar com uma P mais geral,








( ePq)s(0; 1) = ( ePq)t(1; 0) = 1 > 0
No nosso primeiro resultado da Captulo 3 obtemos, para  grande, a existe^ncia de
soluc~ao n~ao negativa. Mais especicamente, provamos o seguinte:
Teorema C. Suponha que m, l, F e G satisfacam (m0), (l0), (F0)  (F4) e (G0) 
(G2), respectivamente. Ent~ao existe 
 tal que, para todo  > , o problema (S)
tem uma soluc~ao n~ao nula e n~ao negativa (u; v) 2 H10 (




) ! 0 quando ! +1.
Para a demonstrac~ao vamos considerar, como no Captulo 1, um problema trun-
cado. Provamos que o funcional associado a esse novo problema satisfaz uma
condic~ao local de compacidade [27] e usamos o Teorema do Passo da Montanha
para encontrar soluc~ao do problema truncado. Finalizamos provando que, quando
 e grande, essa soluc~ao tem norma pequena, recuperando assim a soluc~ao para o
problema inicial.
Introduc~ao 10
O argumento de existe^ncia e uma adaptac~ao daquele usando para a equac~ao
escalar em [13]. O mesmo autor considera, em [14], uma vers~ao para sistema em
dimens~ao N = 3 supondo que a func~ao F e homoge^nea e G satisfaz a condic~ao
(G2)(a). Uma diferenca importante para o nosso trabalho e que, em [14], o termo
n~ao local pode ser acoplado e tem a forma mu(kuk2; kvk2)u e mv(kuk2; kvk2)v,
com a func~ao m vericando um conjunto de hipoteses tecnicas. No nosso resultado
optamos por desacoplar o termo n~ao local, o que nos permitiu uma classe m e n
mais geral e, alem disso, tratar o problema em dimens~ao maiores usando a tecnica
de truncamento. Nosso resultado complementa o de [14] no sentido que a nossa
func~ao F e mais geral, consideramos exemplos em que (G2)(b) pode ocorrer e n~ao
impomos restric~ao na dimens~ao. Ele tambem complementa os resultados de [30, 31],
onde o problema local foi considerado. Citamos ainda os artigos [11, 15, 24, 40] onde
sistemas envolvendo o operador de Kirchho foram considerados.
Para o segundo resultado deste captulo, substitumos as hipoteses (F0) e (G0)
por:
(cF0) F 2 C1(
 R2;R) e par com relac~ao a segunda variavel;
(cG0) G 2 C1(R2;R) e 2-homoge^nea e par.
Adaptando a demonstrac~ao do caso escalar provamos que o problema tem multiplas
soluc~oes novamente quando  e grande.
Teorema D. Suponha que m, l, F e G satisfacam (m0), (l0), (cF0), (F1)  (F3), e
(cG0), (G1), respectivamente. Ent~ao, dado k 2 N, existe k > 0 tal que o problema
(S) tem k pares de soluc~oes n~ao nulas para todo   k.
Os resultados desse captulo generalizam aqueles apresentados em [13] nos se-
guintes aspectos: consideramos um sistema em em troco de uma equac~ao escalar;
obtemos n~ao so resultados de existe^ncia mas tambem resultados de multiplicidade;
consideramos aqui uma classe maior de termos crticos. O Teorema D acima tambem
complementa os resultados de [14] onde considerou-se um sisema mas foi provado
somente um resultado de existe^ncia.
Introduc~ao 11
Multiplicidade de soluc~oes para o problema (S)

















v = Fv(x; u; v) + 2jvj4v; em 
;
u; v 2 H10 (
);
onde 
  R3, e um domnio limitado com fronteira suave, 2 = 6, 1, 2  0 s~ao
para^metros.
Vamos considerar as func~oesm e l pertencendo ao conjuntoA de todas as func~oes
g : R+ ! R+ tais que
(A1) g 2 C([R+;R+);
(A2) g(t)  g0 > 0, para todo t  0;
(A3) vale





Para a n~ao linearidade F , supomos que
(F0) F 2 C1(





jzj5 = 0; uniformemente em 
;
(F2) existem 1, 2 2 [0; 2) e c0, c1, c2 2 (0;+1) tal que
1
4
rF (x; s; t)  (s; t) F (x; s; t)   c0  c1jsj1   c2jtj2 ; 8 x 2 
; (s; t) 2 R2:
Alem disso, quando 1 6= 0 ou 2 6= 0, vamos assumir adicionalmente que
existe K > 0 tal que8>>><>>>:
2  1; se 1 6= 0 e 2 = 0;
2  1  K1; se 1 6= 0 e 2 6= 0;
1  K2; se 1 = 0 e 2 6= 0;
(2)
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(F3) existe um conjunto aberto, 
0  
, com medida positiva, tal que
lim
jsj!1
F (x; s; 0)
jsj4 = +1; uniformemente em 
0;
(F4) existem 1 2 2 (4; 6) e c3; c4; c5 2 (0;+1) tal que
F (x; s; t)  c3jsj1 + c4jtj2 + c5; 8x 2 
; (s; t) 2 R2:
O resultado principal deste captulo e a vers~ao para sistema do Teorema B.
Provamos o seguinte resultado:
Teorema E. Suponha que F satisfaca (F0)  (F4). Suponha ainda que m, l 2 A e
existem a, b 2 R tais que
m(t)  a+ bt; 8 t  0:
Ent~ao, dado k 2 N, existe k > 0 tal que o problema (S) tem pelo menos k pares
de soluc~oes fracas n~ao nulas para todo 1, 2 2 (0; k).
Se substituirmos (F3) pelo seu analogo
(cF3) existe um conjunto aberto 
0  
, com medida positiva, tal que
lim
jtj!1
F (x; 0; t)
jtj4 = +1; uniformemente em 
0;
temos a seguinte vers~ao do ultimo resultado:
Teorema E'. Suponha que F satisfaca (F0)   (F2), (cF3) e (F4). Suponha ainda
que m, l 2 A e existem a, b 2 R tais que
l(t)  a+ bt; 8 t  0
Ent~ao, dado k 2 N, existe k > 0 tal que o problema (S) tem pelo menos k pares
de soluc~oes fracas n~ao nulas para todo 1, 2 2 (0; k).
Assim como no Captulo 2, sem o para^metro multiplicando a func~ao Fu e Fv,
n~ao conseguimos usar o argumento de truncamento usado nas demonstrac~oes do
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Teorema A, C e D. Assim, consideramos a hipotese (F2), que e mais geral que a
tradicional condic~ao de superlinearidade de Ambrosetti-Rabinoitz (ver [2, 6, 36]).
Podemos observar que a adaptac~ao para sistema que zemos nesse captulo foi dife-
rente daquela feita no Captulo 3. Aqui n~ao iremos usar p e q tal que p + q = 2 e
sim o proprio 2 = 6 em cada uma das equac~oes do sistema. Outra diferenca e que
nosso termo crtico n~ao permite termos mistos. Esse e um impedimento tecnico que
esta relacionado com a limitac~ao das seque^ncias de Palais-Smale.
Assim como no Captulo 2, podemos usar a seguinte func~ao F (x; s; t) como exem-
plo:
F (x; s; t) = a1(x)jsj+ b1(x) jsj
5
5




com ai; bi 2 C(
) Como ja citado, exitem varios trabalhos resolvendo sistemas
elpticos na literatura. Especicamente para esse Captulo, citamos aqui [38], onde
os autores consideraram a vers~ao escalar para o operador p-laplaciano. O nosso re-
sultado complementa o Teorema A de [38] para o casoN = 3, visto que consideramos
um sistema envolvendo termos n~ao locais.
CAPITULO 1
Multiplicidade de soluc~oes para (P)









u = f(x; u) + juj2 2u; em 
;
u 2 H10 (
);
onde 
  RN , N  3, e um domnio limitado suave, 2 = 2N
N 2 e  > 0 e um
para^metro. Denotando R+ = fs 2 R : s  0g, as nossas hipoteses nas m e f s~ao as
seguintes:
(m0) m 2 C(R+;R+) e crescente, m(0) > 0;
(f0) f 2 C(
 R;R) e mpar com relac~ao a segunda variavel;




jsjq 1 = 0; uniformemente em 
;
(f2) existe  2 (2; 2) tal que
0 < F (x; s)  sf(x; s); 8x 2 
; s 6= 0;










= 0; uniformemente em 
:
Dizemos que u 2 H10 (













juj2 2u; 8 2 H10 (
):


















M(t)dt. Como f e mpar, o funcional I e par e portanto podemos
esperar que sua simetria nos garanta multiplos pontos crticos. O principal resultado
deste captulo e o seguinte:
Teorema A. Suponha que m e f satisfacam (m0) e (f0)   (f3), respectivamente.
Ent~ao, dado k 2 N, existe k > 0 tal que o problema (P) tem k pares de soluc~oes
fracas n~ao nulas para todo   k.
Para a demonstrac~ao do teorema, usaremos uma vers~ao do Teorema do Passo da
Montanha com simetria, o princpio da concentrac~ao-compacidade de Lions e um
problema auxiliar que apresentamos a seguir.
1.1 Problema auxiliar
Vamos inicialmente fazer um truncamento da func~ao m da seguinte forma: seja
a 2 m([0;1)) tal que




Como m e crescente, existe um s0 > 0, tal que m(s0) = a. Dena
ma(s) =
8<: m(s); 0  t  s0;a; t  s0:
Note que ma(s)  a, para todo s  0.
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Observe que, para denir ma precisamos apenas que m seja crescente em uma
vizinhanca do zero, porem se ela for limitada, n~ao precisamos fazer o truncamento,
por isso, estamos supondo que m e crescente em todo o domnio.
Estudaremos ent~ao o seguinte problema
(cP)
8><>:
 ma(kuk2)u = f(x; u) + juj2 2u; em 
;
u 2 H10 (
):
Em analogia com (P), dizemos que u 2 H10 (













juj2 2u; 8 2 H10 (
):
Usando (f0)  (f1) e calculos padr~oes, podemos provar que o funcional energia Ia;


















ma(t)dt. Alem disso, Ia; 2 C1(H10 (
);R) e as soluc~oes fracas de
(cP) s~ao pontos crticos de Ia;.
O lema abaixo deixa clara a estrategia para resolver o problema (P).
Lema 1.1. Suponha que u 2 H10 (
) e tal que I 0a;(u) = 0 e kuk  s0. Ent~ao u e
soluc~ao fraca do problema original (P).
Demonstrac~ao. O resultado segue da denic~ao de ma visto que, se kuk < s0, ent~ao
ma(kuk2) = m(kuk2). Neste caso, temos claramente I 0(u) = 0.
Nas proximas sec~oes vamos ent~ao procurar multiplos pontos crticos de Ia; com
norma pequena.
1.2 A condic~ao de Palais-Smale
Comecamos essa sec~ao lembrando a denic~ao da condic~ao de Palais-Smale. Seja
ent~ao I 2 C1(H10 (
);R) e c 2 R. Dizemos que I satisfaz a condic~ao de Palais-Smale
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I(un) = c; lim
n!+1
I 0(un) = 0;
possui subseque^ncia convergente. Uma seque^ncia com as propriedades acima sera
chamada de seque^ncia de (PS)c.
Lema 1.2. Suponha que m e f satisfacam (m0) e (f0)  (f2), respectivamente. Se
(un) e uma seque^ncia de (PS)c para Ia;, ent~ao (un) e limitada.
Demonstrac~ao. A condic~ao (m0) e a denic~ao de ma implica que
Ma(s)  m(0)s e ma(s)  a;
para qualquer s 2 R. Portanto, podemos usar (f2) para obter










onde on(1) se aproxima de zero quando n ! 1. Por (1.1), o termo dentro dos
pare^nteses acima e positivo e conclumos o desejado.
Antes de enunciar nosso proximo resultado vamos considerar C(
) o conjunto de
todas as func~oes contnuas u : 





ju(x)j. Denotamos por M(
) o espaco dual de C(
), que
e comumente chamado de espaco das medidas de Radon.
De uma maneira geral, o espaco M(
) e maior do que L1(
). Contudo, este
ultimo pode ser visto como um subespaco deM(
) atraves da seguinte construc~ao:
dada g 2 L1(






(gu)dx; 8u 2 C(
):
Claramente, Tg e linear e j(Tg)(u)j  kukC(
)kgkL1(
): Portanto Tg 2M(
). Alem
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Variando agora g 2 L1(
) construmos uma isometria linear T entre L1(
) eM(
).
Assim, podemos identicar L1(
) com um subespaco de M(
). Como M(
) e um
subespaco do espaco separavel C(
), ele tem algumas propriedades de compacidade
na topologia fraca?. Em particular, se (gn)  L1(
) e uma seque^ncia limitada, ent~ao
existe uma medida de Radon  2 M(
) tal que, a menos de subseque^ncia, gn * 












'd; 8' 2 C(
): (1.2)











e usando a notac~ao introduzida acima podemos enunciar um resultado classico de
concentrac~ao-compacidade provado por Lions [27, Lemma 1.1].
Lema 1.3. Suponha que (un)  H10 (
) e tal que8>>><>>>:




jrunj2 * ; na topologia fraca? (M(
); C(
));
junj2 * ; na topologia fraca? (M(
); C(
));
onde ;  2 M(
) s~ao medidas n~ao negativas e limitadas em 
. Ent~ao existe um
conjunto de ndices enumeravel J , que pode ser vazio, e uma famlia fxj ; j 2 Jg
de pontos em 
 tais que
(a)  = juj2dx+
X
j2J
jxj ; j > 0;
(b)   jruj2dx+
X
j2J




j  j; 8 j 2 J: (1.3)
Provaremos que, para alguns tipos de seque^ncias, o conjunto J e nito.
Lema 1.4. Seja (un) como no Lemma 1.3. Suponha ainda que I
0
a;(un)! 0, quando
n! +1. Ent~ao J e vazio ou um conjunto nito. Alem disso,
j  (m(0)S)N=2 ; 8 j 2 J: (1.4)
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Demonstrac~ao. Seja  2 C10 (RN ; [0; 1]) tal que   1 em B1=2(0) e   0 em
RN n B1(0). Suponha que J 6= ?, xe j 2 J e dena "(x) := (x xj" ) onde " > 0.
Armamos que ("un)  H10 (
) e limitada. De fato, usando a denic~ao de norma e





h"run + unr"; "run + unr"i
=
Z
2"jrunj2 + u2njr"j2 + 2"unhr";runi

Z
2"jrunj2 + u2njr"j2 + 2j"jjunjjr"jjrunj:
A denic~ao de " e a limitac~ao de (un) emH
1
0 (
) nos diz que os quatro termos do lado
direito da desigualdade acima s~ao limitados, concluindo ent~ao a nossa armac~ao.
Como ("un) e limitada e I
0





















un(run  r"). Usando (f1) e (f3) temos que, para cada " > 0, existe
C" > 0 tal que
f(x; s)  "jsj+ C"jsjq 1; 8x 2 
:
Portanto,
f(x; un)"  "junj" + C"junjq 1": (1.6)
Usando as imers~oes compactas de H10 (
) nos espacos de Lebesgue e a recproca do
Teorema da Converge^ncia Dominada de Lebesgue, sabemos que8>>><>>>:
un ! u; em L2(
);
un(x)! u(x); q.t.p. em 
;
jun(x)j  minfg1(x); gq 1(x)g; q.t.p. em 2 
;
com g1 2 L1(
) e gq 1 2 Lq 1(
). Substituindo em (1.6) obtemos
f(x; un)"  "jg1(x)j" + C"jgq 1(x)jq 1" 2 L1(
);











1.2 A condic~ao de Palais-Smale 20


























An;" = 0: (1.7)
Assumindo a armac~ao, podemos tomar "! 0, e usar o Teorema da Converge^ncia
Dominada de Lebesgue para obter 0j  j: Lembrando que S2=2

j  j, obtemos
m(0)S
2=2
j  m(0)j  0j  j;










) < +1, conclumos que o conjunto J e nito.


































































em que usamos N > 2 na ultima linha acima.
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Ent~ao o funcional Ia; satisfaz (PS)c para qualquer c < c
.
Demonstrac~ao. Seja (un)  H10 (
) tal que I 0a;(un)! 0 e Ia;(un)! c < c. Vamos
comecar provando que o conjunto J do Lema 1.3 e vazio. De fato, suponha por
contradic~ao que J n~ao e vazio. Se considerarmos " como na prova do Lema 1.4,
podemos usar o Lema 1.2, (f2) e (1.1) para obter









































contradizendo c < c.
Como J e vazio, temos que junj2 *  = juj2dx na topologia fraca? (M(
); C(
)),











onde u 2 H10 e o limite fraco de (un) em H10 (
). Relembrando que I 0a;(un)un =


































 2u 8 2 H10 (
):




Como ma e continua e positiva, temos que 0 = kuk, ent~ao a converge^ncia fraca
implica a converge^ncia forte un ! u em H10 (
) e a proposic~ao esta provada.
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1.3 Prova do Teorema A
Para provar o Teorema A usaremos a seguinte vers~ao do Teorema do Passo da
Montanha simetrico.
Teorema 1.6. Seja E = V W um espaco de Banach com dimV < 1. Suponha
que I 2 C1(E;R) e um funcional par satisfazendo I(0) = 0 e




(I2) existe um subespaco bV  E com dimV < dim bV < 1 tal que, para algum
M > 0
max
u2bV I(u) M ;
(I3) considerando M > 0 dado por (I2), I satisfaz a condic~ao de (PS)c para c 2
(0;M).
Ent~ao I possui pelo menos (dim bV   dimV ) pares de pontos crticos n~ao triviais.
A seguir, vericaremos que o funcional Ia: satisfaz as condic~oes (I1) e (I2).
Lema 1.7. Suponha que m e f satisfacam (m0), (f0), (f1) e (f3), respectivamente.




Demonstrac~ao. Dado " > 0, podemos usar (f1) e (f3) para obter C" > 0 tal que


































kuk2   C1kukq   C2kuk2 :
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onde 1(
) e o primeiro autovalor de ( ; H10 (
)) e C1, C2 > 0 s~ao constantes que






  C1kukq 2   C2kuk2 2

kuk2
e o resultado segue da express~ao acima e da desigualdade 2 < q < 2.
Proposic~ao 1.8. Suponha que f satisfaca (f0)  (f2). Ent~ao, para qualquer k 2 N
e M > 0, existe k > 0 com a seguinte propriedade: para qualquer   k podemos
encontrar um subespaco V k  H10 (





Demonstrac~ao. Seja ' 2 C10 (B1(0)) e escolha fx1; : : : ; xmg  
 e  > 0 tal que,
para i; j 2 I := f1; : : : ;mg, B(xi)  
 e B(xi) \ B(xj) = ?, se i 6= j. Para










 j2 R j'  x xi



















; 8 (y1; : : : ; yk) 2 Rk: (1.12)
Portanto, se denirmos
Vk; := spanf'1; : : : ; 'kg;
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onde d2 = d1k'k2k'k 2q , usamos (1.11), (1.12) e o fato dos suportes das func~oes 'i
serem disjuntos.
Como,
F (x; s)  d3jsj   d2; 8x 2 
; s 2 R;
podemos usar (1.13) para obter
Ia;(u)  a
2





kuk2   d2d3 (N 2  2N ) 2kuk   d2kN!N ;
(1.14)
onde !N e o volume da bola unitaria. Portanto, para constantes positivas d5 =
d5(k; ), d6 = d6(k;N) e
 :=  










kuk2   d5kuk + d6N ; 8u 2 Vk;: (1.15)





t2   d5 0+t + d6 0+N ; t > 0:






. Isto e 0 2 (;N) implica que






; 8  2 (0; ]:
Agora vamos tomar k := (
) 0 . Seja   k e dena o subespaco k-
dimensional V k := Vk; para  = 
 1=0 . Como  0 =   k = () 0 , obtemos










e temos o desejado.
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Estamos prontos para apresentar a prova do Teorema A.
Demonstrac~ao. Dado k 2 N dado, vamos aplicar o Teorema 1.6 com W = H10 (
).
A condic~ao (I1) e uma conseque^ncia direta do Lema 1.7. Para vericar as outras
condic~oes, vamos considerar M < c como na Proposic~ao 1.5. Falta obter um
subespaco de dimens~ao k para o qual (I2) vale. Porem, tal condic~ao sempre vale
para o subespaco V k dado na Proposic~ao 1.8, se tomarmos   k: Como Ia;(0) = 0
e este funcional e par, as hipoteses do Teorema 1.6 s~ao satisfeitas, ou seja, para cada
  k, existem k pares de soluc~oes n~ao nulas para o problema (cP).
Seja u 2 H10 (
) uma das soluc~oes obtidas acima. Como Ia;(u)  M  c,

















Como kuk  s0, segue do Lema 1.1 que u e uma soluc~ao fraca do problema (P).
CAPITULO 2
Multiplicidade de soluc~oes para (P)









u = f(x; u) + juj4u; em 
;
u 2 H10 (
);
onde 
  R3 e um domnio limitado suave, 2 = 6 e  > 0 e um para^metro.
Denotando R+ = fs 2 R : s  0g, supomos que a func~ao m satisfaz:
(m0) m 2 C(R+;R+);
(m1) m(t)  m0 > 0, para qualquer t  0;
(m2) vale





(m3) existe a > 0 e b  0, tal que
m(t)  a+ bt; 8 t  0:
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Com respeito a n~ao-linearidade f vamos supor as seguintes condic~oes:
(f0) f 2 C(





jsj5 = 0; uniformemente em 

(f2) existem  2 [0; 2) e c1, c2 2 (0;+1) tais que
1
4
f(x; s)s  F (x; s)   c1   c2jsj; 8x 2 
; s 2 R;




(f3) existe um conjunto aberto 
0  




jsj4 = +1; uniformemente em 
0:
Dizemos que u 2 H10 (













juj4u; 8 2 H10 (
):













juj6; u 2 H10 (
):
Como f e mpar, o funcional I e par e portanto tambem podemos esperar que sua
simetria nos garanta multiplos pontos crticos. O principal resultado deste captulo
e o seguinte:
Teorema B. Suponha que m e f satisfacam (m0)  (m3) e (f0)  (f3), respectiva-
mente. Suponha ainda que uma das condic~oes abaixo se verica:
(f4) existem q 2 (4; 6) e c3; c4 2 (0;+1) tais que
F (x; s)  c3jsjq + c4; 8 x 2 
; s 2 R;
ou
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(f5) a func~ao




e tal que a+(x) := maxfa(x); 0g 2 L1(
).
Ent~ao, dado k 2 N, existe k > 0 tal que o problema (P) tem pelo menos k pares
de soluc~oes fracas n~ao nulas para todo  2 (0; k).
Para a demonstrac~ao do teorema, usaremos uma vers~ao do Teorema do Passo da
Montanha com simetria e o princpio da concentrac~ao-compacidade de Lions.
2.1 A condic~ao de Palais-Smale
Seja I 2 C1(H10 (
);R) e c 2 R. Dizemos que I satisfaz a condic~ao de Palais-Smale





I(un) = c; lim
n!+1
I 0(un) = 0:
possui subseque^ncia converge^ncia. Uma seque^ncia com as propriedades acima sera
chamada de seque^ncia de (PS)c.
Nesta sec~ao provamos o seguinte resultado de compacidade:
Proposic~ao 2.1. Suponha que f satisfaca (f1); (f2) e uma das condic~oes (f4) ou
(f5). Ent~ao, dado M > 0, existe 
 = (
;M; a; c3; c4; ) > 0 tal que I satisfaz a
condic~ao (PS)c para todo c < M e  2 (0; ).
A prova sera feita em alguns passos. O primeiro deles e mostrar que seque^ncias
de Palais-Smale associadas ao funcional I s~ao limitadas.
Lema 2.2. Suponha que f satisfaca (f1); (f2) e uma das condic~oes (f4) ou (f5). Se
(un)  H10 (
) e tal que I(un)! c e I 0(un)! 0, ent~ao (un) e limitada em H10 (
).
Demonstrac~ao. Seja (un)  H10 (
) tal que I(un) ! c, I 0(un) ! 0 e considere
 2 [0; 2) dado em (f2). Para qualquer " > 0, existe C" > 0 tal que,
jsj  "jsj6 + C"; 8s 2 R: (2.1)
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Isto, (m2) e (f2) mostram que, para n grande, vale

























Escolhendo " > 0 sucientemente pequeno, obtemos d1, d2 tal que
kunk66  d1 + d2kunk: (2.2)








j+ c3kunkqq + c+ on(1): (2.3)
Como 2 < q < 6, temos uma desigualdade analoga a (2.1) com q no lugar de .
Logo segue de (2.2) que
m0
4
kunk2  d3kunk66 + d4  d5kunk+ d6;




Suponha agora que f satisfaz (f5) em vez de (f4). Dado " > 0, podemos usar
(f1) para obter d7 > 0 tal que
jF (x; s)j  d7 + "jsj6; 8x 2 
; s 2 R:





Isto e (f5) implicam que existe um C" > 0 tal que
jF (x; s)j  C"jsj6 +
 ka+k1 + " s2: (2.4)
Usando mais uma vez o fato de I(un) = c + on(1), (m1), (m2), (m3) e (2.4),


















kunk66 + C"kunk66 + (ka+k1 + ")kunk22 + c+ on(1):
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Como 2 < 6, obtemos tambem uma desigualdade analoga a (2.1), com 2 no lugar
de . Segue ent~ao de (2.2) que
m0
4
kunk2  d8kunk66 + d9  d10kunk+ d11:




O proximo lema e um resultado tecnico que foi provado em [37, Lema 3.1].
Lema 2.3. Suponha que f satisfaca (f0)   (f1) e (un)  H10 (
) e tal que un * u
fracamente em H10 (






jf(x; un)un   f(x; u)uj = 0:
Demonstrac~ao. Dado " > 0, segue de (f1) que existe C" > 0 tal que
jf(x; s)sj  C" + "jsj6; 8x 2 
; s 2 R: (2.5)
De acordo com as imers~oes de Sobolev temos ent~ao que8<: un * u; em L2(
);un(x)! u(x); q.t.p. em 
:
Usando isso e a continuidade de f , temos que f(x; un)un ! f(x; u)u quase sempre
em 
. Por outro lado, as imers~oes de Sobolev tambem nos garantem que
maxfkuk66; kunk66g  C; para todo n 2 N: (2.6)
Dado  > 0, podemos escolher 0 < " < =(4C) e aplicar o Teorema de Egorov
para obter um conjunto mensuravel b
  

















 jf(x; un)un   f(x; u)uj;
(2.7)
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Usando agora (2.5) e (2.6), obtemosZ

nb










































jf(x; un)un   f(x; u)uj 
Z
b
 jf(x; un)un   f(x; u)uj+ :







jf(x; un)un   f(x; u)uj  :
e portanto, como  > 0 foi arbitrario, conclumos o resultado desejado.
Antes de enunciar nosso proximo resultado vamos considerar C(
) o conjunto de
todas as func~oes contnuas u : 





ju(x)j. Denotamos por M(
) o espaco dual de C(
), que
e comumente chamado de espaco das medidas de Radon.
De uma maneira geral, o espaco M(
) e maior do que L1(
). Contudo, este
ultimo pode ser visto como um subespaco deM(
) atraves da seguinte construc~ao:
dada g 2 L1(






(gu)dx; 8u 2 C(
):
Claramente, Tg e linear e j(Tg)(u)j  kukC(
)kgkL1(
); e portanto Tg 2 M(
).










Variando agora g 2 L1(
) construmos uma isometria linear T entre L1(
) eM(
).
Assim, podemos identicar L1(
) com um subespaco de M(
). Como M(
) e um
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subespaco do espaco separavel C(
), ele tem algumas propriedades de compacidade
na topologia fraca?. Em particular, se (gn)  L1(
) e uma seque^ncia limitada, ent~ao
existe uma medida de Radon  2 M(
) tal que, a menos de subseque^ncia, gn * 












'd; 8' 2 C(
): (2.8)











e usando a notac~ao introduzida acima podemos enunciar um resultado classico de
concentrac~ao-compacidade provado por Lions [27, Lemma 1.1].
Lema 2.4. Suponha que (un)  H10 (
) e tal que8>>><>>>:




jrunj2 * ; na topologia fraca? (M(
); C(
));
junj6 *  na topologia fraca? (M(
); C(
));
onde ;  2 M(
) s~ao medidas n~ao negativas e limitadas em 
. Ent~ao existe um
conjunto de ndices enumeravel J , que pode ser vazio, e uma famlia fxj ; j 2 Jg
de pontos em 
 tais que
(a)  = juj6dx+
X
j2J
jxj ; j > 0;
(b)   jruj2dx+
X
j2J




j  j; 8 j 2 J: (2.9)
Agora podemos enunciar o lema:
Lema 2.5. Suponha que f satisfaca (f1) e seja (un)  H10 (
) como no Lema 2.4.






; 8 j 2 J: (2.10)
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Demonstrac~ao. Seja  2 C10 (RN ; [0; 1]) tal que   1 em B1=2(0) e   0 em
RN n B1(0). Suponha que J 6= ?, xe j 2 J e dena "(x) := (x xj" ) onde " > 0.
Armamos que ("un)  H10 (
) e limitada. De fato, usando a denic~ao de norma e



















2"jrunj2 + u2njr"j2 + 2j"jjunjjr"jjrunj:
A denic~ao de " e a limitac~ao de (un) emH
1
0 (
) nos diz que os quatro termos do lado
direito da desigualdade acima s~ao limitados, concluindo ent~ao a nossa armac~ao.
Como ("un) e limitada e I
0















































An;" = 0: (2.11)
Assumindo a armac~ao, podemos tomar "! 0, e usar o Teorema da Converge^ncia
Dominada de Lebesgue para obter m0j  j. Lembrando que S1=3j  j, obtemos
m0S
1=3
j  m0j  j;













e conclumos que o conjunto J e nito.
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em que usamos N > 2 na ultima linha acima.
Estamos prontos para provar nosso resultado de compacidade.
Prova da Proposic~ao 2.1. Seja (un)  H10 tal que I 0(un) ! 0 e I(un) ! c < M .
Pelo Lema 2.2, esta seque^ncia e limitada em H10 (
). Portanto existe u 2 H10 (
) e
duas medidas limitadas ;  2M(
) satisfazendo todas as hipoteses do Lema 2.4.
Argumentando como no Lema 2.2 e usando a desigualdade de Holder obtemos,
para n grande,


























com d1 := 1=12, d2 := c1j
j e d3 = c2j
j(6 )=6. Fazendo n ! +1 e relembrando
que junj6 *  fracamente no sentindo das medidas, obtemos
d1(
) M + d2 + d3(
)=6:
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Se (





















; 8 2 (0; e): (2.13)
Por outro lado, se (
)  1, podemos escolher b < m0S e mostrar que (
) <
(m0S







; 8 2 (0; );
e portanto segue de (2.10) que o conjunto J dado no Lema 2.4 e vazio . Assim,
junj6 *  = juj6dx na topologia fraca? (M(
); C(



























Alem disso, jun(x)j4un(x)! ju(x)j4u(x) q.t.p em 
, portanto









juj4u; 8 2  L6=5(
)0 = L6(
);
A armac~ao segue ent~ao do fato de que u 2 L6(
).













f(x; un)(un   u)! 0. Logo,
on(1) = I
0
(un)un   I 0(un)u = m(kunk2)
 kunk2   kuk2+ on(1):
Segue de (m1) que kunk ! kuk. Isto e a converge^ncia fraca de (un) implicam que
un ! u em H10 (
), o que naliza a demonstrac~ao.
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2.2 Prova do Teorema B
Para provar o Teorema B usaremos a seguinte vers~ao do Teorema do Passo da
Montanha com Simetria.
Teorema 2.6. Seja E = V W um espaco de Banach com dimV < 1. Suponha
que I 2 C1(E;R) e um funcional par satisfazendo I(0) = 0 e




(I2) existe um subespaco bV  E com dimV < dim bV < 1 tal que, para algum
M > 0
max
u2bV I(u) M ;
(I3) considerando M > 0 dado por (I2), I satisfaz a condic~ao de (PS)c para c 2
(0;M).
Ent~ao I possui pelo menos (dim bV   dimV ) pares de pontos crticos n~ao triviais.
Vamos considerar ('j)j2N as autofunc~oes de ( ; H10 (
)) normalizadas. Para
qualquer m 2 N, dena
Vm := spanf'1; : : : ; 'mg
e note que H10 (
) = Vm  V ?m . O resultado abaixo foi provado em [37, Lema 3.1]
Lema 2.7. Dado 2  r < 6 e  > 0, existe m0 2 N tal que, para todo m  m0Z


jujr  kukr; 8u 2 V ?m : (2.14)
Demonstrac~ao. Vamos primeiro considerar r = 2. Argumentando por contradic~ao,
suponha que existe um  > 0 e um 2 V ?m , para todom 2 N, tal que kumk22 > kumk2.
Tomando vm = um=kumk2, temos que kvmk2 = 1, para todo m 2 N e kvmk2 < 1=
Como (vm)  H10 (
) e uma seque^ncia limitada, podemos supor, sem perda de
generalidade, que vm * v fracamente em H
1
0 (
), de modo que v 2 V ?m , para todo
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m 2 N, isto e v = 0. Por outro lado, pela imers~ao de Sobolev H10 (
) ,! L2(
),
temos que kvk = 1, gerando uma contradic~ao.
Suponha agora que 2 < r < 6 e considere  2 (0; 1) tal que
r = (1  )2 + 6:
Usando a desigualdade de Holder com expoentes (1=(1  )) e 1=, juntamente com



























kuk6 = kuk(1 )2+6 = kukr;
concluindo a demonstrac~ao.
Continuando a demonstrac~ao, estamos interessados em mostrar que nosso funci-
onal satisfaz as hipoteses do Teorema do Passo da Montanha com Simetria. Vamos
mostrar primeiro que I satisfaz a condic~ao (I1).
Lema 2.8. Suponha que f satisfaca (f4) ou (f5). Ent~ao existem
 = (a; b;
; c3; c4) > 0;
m 2 N e ;  > 0 tal que, para qualquer  2 (0; ), vale
I(u)  ; 8u 2 @B(0) \ V ?m :
Demonstrac~ao. Primeiramente suponha que (f4) vale. Ent~ao podemos aplicar a
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para todo u 2 V ?m , onde usamos (m2), (m1) e (f4). Se  = () > 0 e tal que
c3






6; 8u 2 @B(0) \ V ?m :



























2; 8u 2 @B(0) \ V ?m :
A conclus~ao segue facilmente da desigualdade acima.
Se (f5) vale, tomamos " > 0 e usamos (m2), (m1) e (2.4) para obter
I(u)  m0
4
kuk2   (+ 6C")
6S3
kuk6   (ka+k1 + ")kuk22;
para qualquer u 2 H10 (
). Escolhendo r = 2 e  = m0(8(ka+k1 + ")) 1 em (2.14),









2; 8u 2 @B(0) \ V ?m :
O lema segue da desigualdade acima e do mesmo argumento usado no primeiro
caso.
A condic~ao de superlinearidade (f3) vai nos garantir (I2), como se pode ver do
proximo lema.
Lema 2.9. Suponha que f satisfaca (f0) e (f3). Ent~ao, para qualquer l 2 N, existe
um subespaco bV  H10 (
) de dimens~ao l e uma constante M > 0 tal que
sup
u2bV I(u) M; 8 > 0:
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Demonstrac~ao. Seja 
0  
 dado pela condic~ao (f3) e considere ('j)j2N as auto-
func~oes normalizadas de ( ; H10 (
0)). Vamos denir o subespaco
bVl := spanf'1; : : : ; 'lg:





juj44; 8u 2 bV : (2.15)
Dado " > b=(4d1), segue de (f3) e da continuidade de F que, para algum d2 =
d2(d1; b),
F (x; s)  "jsj4   d2; 8x 2 
0; s 2 R:


















com "0 = ("d1  b=4) > 0. Se denotarmos M o supremo acima, podemos usar a > 0
para concluir que 0 < M < +1, nalizando a demonstrac~ao.
Observac~ao 2.1. No caso local m  1, a mesma conclus~ao do ultimo lema e obtida,
se trocarmos a condic~ao (f3) pela seguinte condic~ao mais fraca
( bf3) existe um conjunto aberto 
0  





= +1; uniformemente em 
0:










com "0 := "bd1   (a=2) > 0. Portanto, o lema vale com M = d2j
j.
Estamos prontos para provar o resultado principal do captulo.
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Prova do Teorema B. Seja k 2 N xado. Como os resultados anteriores valem para
ambas as hipoteses (f4) e (f5), vamos apresentar a demonstrac~ao de maneira uni-
cada.
Pelo Lema 2.8, podemos encontrar m 2 N grande suciente tal que, para a
decomposic~ao H = V W , com
V := h'1; : : : ; 'mi; W := h'1; : : : ; 'mi?;
o funcional I satisfaz (I1) para qualquer  2 (0; ). Alem disso, pelo Lema 2.9,
obtemos um subespaco bV  H10 (
) e M > 0 tal que
dim bV = (k +m); sup
u2bV I(u) M; 8 > 0:
Portanto, I satisfaz (I2). Para a escolha de M acima, obtemos da Proposic~ao 2.1
um numero  tal que I satisfaz (I3), para qualquer  2 (0; ). Como I(0) = 0 e
I e par, podemos denir 

k := minf; g e usar o Teorema 2.6 para concluir que,
para todo  2 (0; k), o funcional I tem pelo menos (k + m   m) = k pares de
pontos crticos n~ao nulos, o que prova o teorema.
CAPITULO 3
Existe^ncia e multiplicidade de soluc~oes para (S)









u = Fu(x; u; v) +
1
2








v = Fv(x; u; v) +
1
2
Gv(u; v); em 
;
u; v 2 H10 (
);
onde 
  RN , N  3, e um domnio limitado com fronteira suave,  > 0 e um
para^metro e as func~oes m, l satisfazem
(m0) m 2 C([0;+1];R+) e crescente;
(l0) l 2 C([0;+1];R+) e crescente.
Na formulac~ao do problema estamos denotando por Fu e Fv as derivadas parciais
com relac~ao a segunda e terceira variavel, respectivamente, da n~ao linearidade F :

 R2 ! R. As hipoteses em F s~ao:
(F0) F 2 C1(
 R2;R);
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jzjq 1 = 0; uniformemente em 
;
(F2) existe  2 (2; 2) tal que
0  F (x; z)  rF (x; z)  z; 8 z 2 R2;
onde z1  z2 denota o produto interno Euclidiano de z1; z2 2 R2;




jzj = 0; uniformemente em 
;
(F4) Fu(x; 0; t) = 0, Fv(x; s; 0) = 0, para todo (s; t) 2 R2.
Usando a mesma notac~ao acima e R2+ = f(s; t) 2 R2 : s  0; t  0g, as hipoteses
na func~ao G : R2 ! R s~ao as seguintes:
(G0) G 2 C1(R2;R) e 2-homoge^nea, isto e,
G(s; t) = 2

G(x; s); 8  > 0; (s; t) 2 R2;
(G1) G(s; t) > 0, para todo (s; t) 2 R2+ n f(0; 0)g;
(G2) vale uma das condic~oes abaixo:
(a) Gu(0; 1) = 0, Gv(1; 0) = 0,
(b) Gu(0; 1) > 0, Gv(1; 0) > 0.
Daqui por diante vamos denotar por H o espaco de Hilbert H10 (














Por soluc~ao positiva n~ao negativa entendemos uma soluc~ao (u; v) 2 H com cada
uma das componentes sendo n~ao negativa em 
. No nosso primeiro resultado deste
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captulo obtemos esse tipo de soluc~ao desde que o para^metro  seja grande. Mais
especicamente, provamos o seguinte:
Teorema C. Suponha que m, l, F e G satisfacam (m0), (l0), (F0)  (F4) e (G0) 
(G2), respectivamente. Ent~ao existe 
 tal que, para todo  > , o problema (S)
tem uma soluc~ao n~ao nula e n~ao negativa (u; v) 2 H. Alem disso, k(u; v)k ! 0
quando ! +1.
Para o segundo resultado deste captulo n~ao precisamos das hipoteses (F4) e (G2)
mas, em contrapartida, substitumos as (F0) e (G0) por condic~oes que garantam que
o funcional energia associado ao problema seja par. Mais especicamente, supomos
que:
(cF0) F 2 C1(
 R2;R) e par com relac~ao a segunda variavel;
(cG0) G 2 C1(R2;R) e 2-homoge^nea e par,
e provamos o seguinte resultado de multiplicidade:
Teorema D. Suponha que m, l, F e G satisfacam (m0), (l0), (cF0), (F1)  (F3), e
(cG0), (G1), respectivamente. Ent~ao, dado k 2 N, existe k > 0 tal que o problema
(S) tem k pares de soluc~oes n~ao nulas para todo   k.
3.1 Problema auxiliar
Vamos inicialmente fazer um truncamento das func~oes m e l da seguinte forma:
sejam a 2 m([0;+1]) e b 2 l([0;+1]) tais que
m(0) < a <

2




Como as func~oes m e l s~ao crescentes, existem s0 > 0, s1 > 0 tais que m(s0) = a e
l(s1) = b. Denimos ma, la 2 C(R+;R+) como abaixo:
ma(s) :=
8<: m(s); se 0  s  s0;a; se s  s0;
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lb(s) =
8<: l(s); se 0  s  s1;b; se s  s1:
Estudaremos ent~ao o seguinte problema
(cS)
8>>>>><>>>>>:
 ma(kuk2)u = Fu(x; u; v) + 1
2
Gu(u; v); em 
;
 lb(kvk2)v = Fv(x; u; v) + 1
2
Gv(u; v); em 
;
u; v 2 H10 (
):
Como estamos interessados em obter soluc~ao positiva vamos supor, sem perda
de generalidade, que 8<: Fu(x; s; t) = 0;8 x 2 
; s  0; t 2 R;Fv(x; s; t) = 0; 8x 2 
; s 2 R; t  0: (3.2)
A hipotese (F4) implica que a suposic~ao acima n~ao afeta a continuidade de Fu e Fv.
Alem disso, usando (F0), (F1) e (F3), obtemos apos integrac~ao
jF (x; z)j  "
2
jzj2 + Cjzjq; 8x 2 






F (x; u; v) (3.3)
e de classe C1 em H.
Antes de fazer um trucamento analogo para a func~ao G vamos lembrar que, como
G e 2-homoge^nea, valem as seguintes propriedades:
(i) denindo o numero MG := maxfG(s; t) : s; t 2 R; jsj2 + jtj2 = 1g, para cada
(s; t) 2 R2, temos
jG(s; t)j MG(jsj2 + jtj2); (3.4)
(ii) rG e uma func~ao (2   1)  homoge^nea e, para cada (s; t) 2 R2, temos
rG(s; t)  (s; t) = 2G(s; t): (3.5)
Vale o seguinte lema:
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Lema 3.1. Suponha que G satisfaca (G2). Ent~ao existe eG 2 C1(R2;R+) tal queeG  G em R+  R+.
Demonstrac~ao. Suponha inicialmente que o item (a) da condic~ao (G2) se verica.
Neste caso, denimos
eG(s; t) := G(s+; t+); 8 (s; t) 2 R2; (3.6)
E suciente provar a regularidade nos eixos (s; 0) e (t; 0). Para isso, observe que
r eG(s; t) = (Gu(s; t); Gv(s; t)); para s > 0; t > 0;
r eG(s; t) = (0; Gv(0; t)); para s < 0; t > 0;
r eG(s; t) = (Gv(s; 0); 0); para s > 0; t < 0;
r eG(s; t) = (0; 0); para s < 0; t < 0:
Fixando t > 0, usando (3.5) e (G2) temos
lim
s!0 
r eG(s; t) = (0; Gv(0; t))
= (t2
 1Gu(0; 1); Gv(0; t))
= (Gu(0; t); Gv((0; t))
= rG(0; t):
Isto nos diz que a func~ao eG e regular no semi eixo (0; t) com t  0. Tambem temos,
para s < 0 xo,
lim
t!0+
r eG(s; t) = (0; Gv(0; 0)) = (0; 0);
fornecendo a regularidade no semi-eixo (s; 0) com s  0, pois no terceiro quadranteeG  (0; 0). Argumentando de modo analogo obtemos
lim
t!0 
r eG(s; t) = rG(s; 0); para s > 0;
lim
s!0+
r eG(s; t) = (0; 0); para t < 0;
concluindo ent~ao a regularidade nos dois semi-eixos restantes.
Suponha agora que o item (b) da condic~ao (G2) se verica e dena
eG(s; t) := G(s+; t+) rG(s+; t+)  (s ; t ); 8 (s; t) 2 R2; (3.7)
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Temos que
r eG(s; t) = rG(s; t); para s > 0; t > 0;
r eG(s; t) = (Gu(0; t); Gv(0; t) + (2   1)st2 2Gu(0; 1)); para s < 0; t > 0;
r eG(s; t) = (Gu(s; 0) + (2   1)ts2 2Gv(1; 0); Gv(s; 0)); para s > 0; t < 0;
r eG(s; t) = (0; 0); para s < 0; t < 0:
Como 2 > 2, temos
lim
t!0+
r eG(s; t) = rG(0; 0) = (0; 0); para s < 0;
lim
s!0 
r eG(s; t) = rG(0; t); para t > 0:
Uma vez que eG  (0; 0) no terceiro quadrante, a primeira equac~ao mostra a regula-
ridade no semi-eixo (s; 0) com s < 0. A segunda equac~ao mostra a regularidade no
semi-eixo (0; t) com t > 0. A regularidade nos demais semi-eixos, e feita de forma
analoga.
Lema 3.2. Suponha que G satisfaca o item (b) da condic~ao (G2) e seja eG denida
em (3.7). Ent~ao, eGu(s; t)  0 para s  0, e eGv(s; t)  0, para t  0.
Demonstrac~ao. Se s  0, podemos usar denic~ao de eG para escrever
eG(s; t) = G(0; t+) rG(0; t+)  ( s; t ):
Lembrando que rG e (2   1)-homoge^neo, obtemos
eG(s; t) =
8<: G(0; t) + st2
 1Gu(0; 1); se s  0; t  0;
G(0; 0) rG(0; 0)  ( s; t ); se s  0; t  0;




 1Gu(0; 1); se t  0;
0; se t  0:
Como Gu(0; 1) > 0 conclumos que eGs(s; t)  0. A prova da outra desigualdade e
analoga e sera omitida.
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Para simplicar a notac~ao, vamos na primeira parte deste captulo escrever so-
mente G para denotar a func~ao truncada eG dada pelo Lema 3.1.






















lb(t)dt. A regularidade da aplicac~ao denida em
(3.3) e o Lema 3.1 implicam que Ia;b; 2 C1(H;R). Alem disso, vale o seguinte
Lema 3.3. Se (u; v) 2 H e um ponto crtico do funcional Ia;b;, ent~ao (u; v) e n~ao
negativo.
Demonstrac~ao. Se I 0a;b;(u; v) = 0, ent~ao, para todo par (;  ) 2 H, temos que






















Observe agora que,por (3.2),Z

















No caso em que a extens~ao de G foi dada por (3.6) temos que














visto que Gu(0; 1) = 0. Para o caso em que a extens~ao foi dada por (3.7) procedemos
como acima e usamos o Lema 3.2 para obter





eGu(u; v)u   0:
Portanto, em qualquer um dos casos, J 0(u; v)(u ; 0)  0.
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As considerac~oes acima, juntamente com I 0a;b;(u; v)(u







o que implica que u  0 q.t.p. em 
. Um raciocnio analogo e a igualdade
I 0a;b;(u; v)(0; v
 ) = 0 implicam que v  0 q.t.p. em 
.
De acordo com o resultado acima, encontrar soluc~oes n~ao negativas para o pro-
blema modicado (cS) e equivalente o obter pontos crticos para Ia;b;.
O lema abaixo deixa clara a estrategia para resolver o problema (S):
Lema 3.4. Suponha que (u; v) 2 H e tal que I 0a;b;(u; v) = 0, kuk  s0 e kvk  s1.
Ent~ao (u; v) e uma soluc~ao do problema original (S).
Demonstrac~ao. O resultado segue das considerac~oes acima e da denic~ao de ma e la
visto que, se kuk  s0 e kvk  s1, ent~ao ma(kuk2) = m(kuk2) e lb(kvk2) = l(kuk2).
Neste caso, temos claramente (u; v) 2 H e soluc~ao (positiva) de (S).
3.2 A condic~ao de Palais-Smale
Comecamos essa sec~ao lembrando a denic~ao da condicao de Palais-Smale: seja
I 2 C(H;R) e c 2 R. Dizemos que I satisfaz a condic~ao de Palais-Smale no nvel c,
que denotaremos simplesmente por (PS)c, se toda seque^ncia (zn)  H tal que
lim
n!+1
I(zn) = c; lim
n!+1
I 0(zn) = 0;
possui subseque^ncia convergente. Uma seque^ncia com as propriedades acima sera
chamada de seque^ncia de (PS)c.
Lema 3.5. Suponha que F e G satisfacam (F0) (F3) e (G0) (G2), respectivamente.
Se (zn) = (un; vn)  H e uma seque^ncia de (PS)c para Ia;b;, ent~ao (zn) e limitada.
Demonstrac~ao. Seja (zn) = (un; vn)  H tal que
lim
n!+1
Ia;b;(zn) = c; lim
n!+1
I 0a;b;(zn) = 0:
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Uma vez que
d+ o(1)kznk+ o(1) = Ia;b;(zn)  1

I 0a;b;(zn)(zn);
em que o(1) denota uma quantidade que tende a zero quando n! +1, temos















F (x; zn)  1



















F (x; zn)  1

rF (x; zn)  zn

 0:

























































Como m(0) < a < 
2
m(0) e l(0) < b < 
2
l(0), existe C1 > 0 tal que
d+ o(1)kznk  C1kznk2 + o(1);
implicando a limitac~ao de (zn) 2 H.
Antes de enunciar nosso proximo resultado vamos considerar C(
) o conjunto de
todas as func~oes contnuas u : 
! R, que e um espaco de Banach quando munido





ju(x)j. Denotamos por M(
) o espaco dual de C(
), que
e comumente chamado de espaco das medidas de Radon.
De uma maneira geral, o espaco M(
) e maior do que L1(
). Contudo, este
ultimo pode ser visto como um subespaco deM(
) atraves da seguinte construc~ao:
dada g 2 L1(






(gu)dx; 8u 2 C(
):
Claramente, Tg e linear e j(Tg)(u)j  kukC(
)kgkL1(
); e portanto Tg 2 M(
).










Variando agora g 2 L1(
) construmos uma isometria linear T entre L1(
) eM(
).
Assim, podemos identicar L1(
) com um subespaco de M(
). Como M(
) e um
subespaco do espaco separavel C(
), ele tem algumas propriedades de compacidade
na topologia fraca?. Em particular, se (gn)  L1(
) e uma seque^ncia limitada, ent~ao
existe uma medida de Radon  2 M(
) tal que, a menos de subseque^ncia, gn * 












'd; 8' 2 C(
): (3.8)
Seguindo as ideias de [30], vamos introduzir a constante SG denida por










Seguindo as mesmas ideias da prova do resultado de concentrac~ao-compacidade de-
vido a Lions [27, Lemma 1.1], podemos provar a seguinte vers~ao para o nosso sistema:
Lema 3.6. Suponha que (un; vn)  H e tal que8>>><>>>:
(un; vn) * (u; v); fracamente em H;
(jrunj2 + jrvnj2) * ; na topologia fraca? (M(
); C(
));




onde ;  2 M(
) s~ao medidas n~ao negativas e limitadas em 
. Ent~ao existe um
conjunto enumeravel J , que pode ser vazio, e uma familia fxj; j 2 Jg de pontos em

, tais que
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(a)  = G(u; v)dx+
X
j2J
jxj ; j > 0,
(b)   (jruj2 + jrvj2)dx+
X
j2J




j  j 8j 2 J:
Provaremos que, para alguns tipos de seque^ncias, o conjunto J e nito.
Lema 3.7. Seja (zn)  H como no Lema 3.6. Suponha que I 0a;b;(zn)! 0, quando
n!1. Ent~ao J e vazio ou um conjunto nito. Alem disso,
j  (minfm(0); l(0)gS)N=2 ; 8 j 2 J: (3.10)
Demonstrac~ao. Seja  2 C10 (RN ; [0; 1]) tal que   1 em B1=2(0) e   0 em
RN nB1(0). Suponha que J 6= ?, xe j 2 J e dena "(x) := (x xj" ) onde " > 0.
Armamos que ("zn)  H e limitada. De fato, usando a denic~ao de norma e





("run + unr")  ("run + unr")
=
Z
2"jrunj2 + u2njr"j2 + 2"un(r"  run)

Z
2"jrunj2 + u2njr"j2 + 2j"jjunjjr"jjrunj:
A denic~ao de " e a limitac~ao de (un) em H
1
0 (
) nos diz que os quatro termos
do lado direito da desigualdade acima s~ao limitados, concluindo ent~ao que (eun) e
limitada em H10 (




modo que a armac~ao e verdadeira.

























rF (x; zn)  ("zn):
(3.11)




un(run  r"); Bn;" =
Z
vn(rvn  r"):
Como F tem crescimento subcrtico, podemos usar as imers~oes de Sobolev jun-
tamente com o Teorema da Converge^ncia Dominada conclumos queZ






rF (x; z)  ("z);
em que z e o limite fraco de (zn). Como m(t)  m(0) e l(t)  l(0), podemos usar



























Bn;" = 0: (3.13)
Assumindo a armac~ao, podemos fazer " ! 0 em (3.12) e usar o Teorema da
Converge^ncia Dominada de Lebesgue para concluir que
minfm(0); l(0)gj  j:
Lembrando que S
2=2
j  j, obtemos
minfm(0); l(0)gS2=2j  minfm(0); l(0)gj  j:
Portanto j  [minfm(0); l(0)gS]
N








(minfm(0); l(0)gS)N=2 : (3.14)
Como (
) < +1, conclumos que o conjunto J e nito.
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em que usamos N > 2 na ultima linha acima. A prova para Bn;" e analoga.









Ent~ao o funcional Ia;b; satisfaz (PS)c para qualquer c < c
.
Demonstrac~ao. Seja (zn)  H tal que I 0a;b;(zn) ! 0 e Ia;b;(zn) ! c < c. Vamos
provar que o conjunto J do Lema 3.6 e vazio. De fato, suponha por contradic~ao que
J n~ao e vazio. Se considerarmos " como na prova do Lema 3.7, podemos usar a
limitac~ao de (zn), (F2), (3.1) e (3.5) para obter
c = Ia;b;(zn)  1
















































"G(un; vn) + on(1):
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contrariando c < c. Logo J e vazio.
Como o conjunto J e vazio conclumos do Lema 3.6 que G(un; vn) *  =
G(u; v)dx na topologia fraca? (M(
); C(











Da limitac~ao de (zn)  H sabemos que, a menos de subseque^ncia,8>>>>>><>>>>>>:
un * u; vn * v; fracamente em H;
un ! u; vn ! v; em Ls(
); 2  s < 2;
un(x)! u(x); vn(x)! v(x); q.t.p. em 
;
maxfjun(x)j; jvn(x)jg  gs(x); q.t.p em 
;
(3.15)
com gs 2 Ls(
), 2  s < 2. Usando (F0), (F1) e (F3) obtemos
jrF (x; s; t)j  "j(s; t)j+ Cj(s; t)jq 1; 8x 2 
; (s; t) 2 R2:










rF (x; z)  z;
em que z = (u; v). Usando ent~ao I 0a;b;(zn)zn ! 0 obtemos
lim
n!1






























rG(un; vn)  (u; v):










rF (z)  z:















 junj2 + jvnj2 < C2;
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o que mostra que (Gu(un; vn)) e limitada em L
2=(2 1)(
). A converge^ncia q.t.p.
das seque^ncias (un) e (vn) implicam ent~ao G(un; vn) * G(u; v) fracamente em
L2
=(2 1)(








































kunk; 1 = lim
n!1
kvnk;
passando (3.17) ao limite e usando a continuidade de ma e lb obtemos
ma(
2










































0) > 0, isso implica que 
2
0  kuk2  20, o que mostra que kunk ! 0.
Segue da converge^ncia fraca de (un) que un ! u em H10 (
). De maneira analoga
mostramos que vn ! v em H10 (
), concluindo a demonstrac~ao da proposic~ao.
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3.3 Prova do Teorema C
Comecamos essa sec~ao mostrando que o funcional Ia;b; satisfaz as condic~oes geometricas
do Teorema do Passo da Montanha.
Lema 3.9. Suponha que F satisfaca (F0), (F1) e (F3). Ent~ao existem  > 0,  > 0
tais que
Ia;b;(u; v)   > 0; 8(u; v) 2 H \ @B(0):
Demonstrac~ao. Dado " > 0, podemos usar (F0), (F1) e (F3) para obter
F (x; s; t)  "
2
(jsj2 + jtj2) + C(jtjq + jsjq); 8x 2 
; (s; t) 2 R2:
Isso, (m0) e (l0) implicam que




















Podemos ent~ao usar as imers~oes de Sobolev para obter C2 > 0, tal que






Por outro lado, usando (3.4), obtemosZ


G(u; v)  C3(kuk2 + kvk2)  C4k(u; v)k2 : (3.18)
Conclumos ent~ao que
Ia;b;(u; v)  C2k(u; v)k2   C2k(u; v)kq   C4k(u; v)k2
= k(u; v)k2  C2   C2k(u; v)kq 2   C4k(u; v)k2 2 :
Como q 2 (2; 2), o resultado segue para  > 0 sucientemente pequeno.
Lema 3.10. Suponha que F satisfaca (F0)   (F3). Ent~ao, para todo  > 0, existe
e 2 H, independente de  > 0, tal que Ia;b;(e) < 0.
Demonstrac~ao. Seja u0 2 H10 (
)nf0g tal que ku0k = 1 e u0  0. Temos que
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G(u0; u0) > 0. Assim, usando (F2) obtemos






G(u0; u0)!  1; quando t! +1:
O resultado segue para e = t(u0; u0), com t > 0 sucientemente grande.
Sabendo que nosso funcional satisfaz a geometria do Teorema do Passo da Mon-
tanha, podemos construir uma seque^ncia (zn)  H tal que
Ia;b;(zn)! c; I 0a;b;(zn)! 0;
onde






  = f 2 C([0; 1]; H) : (0) = 0 e Ia;b;((1)) < 0g:
No resultado abaixo estudamos o comportamento assintotico dos nveis minimax
quando ! +1.




Demonstrac~ao. Seja u0 2 H10 (
)nf0g tal que ku0k = 1 e u0  0. Para z0 = (u0; u0),


































Sabemos que Ia;b;(0) = 0 e, do Lema 3.9, que Ia;b;(z0=kz0k) > 0. Por outro
lado, o Lema 3.10 nos diz que, para t > 0 sucientemente grande, Ia;b;(tz0) < 0.
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Pela escolha de t, devemos ter 









































G(u0; u0)  a+ b;
o que implica que (t) e limitado.
Seja agora (n)  R tal que n ! +1. A limitac~ao de (t) implica que
lim
n!1
tn = 0  0:





















G(u0; u0)  C1;
implicando que tn ! 0.
Para concluir, vamos considerar o caminho (t) = te, t 2 [0; 1], em que e 2 H
foi obtido no Lema 3.10. Note que
0 < ca;b;  max
t2[0;1]










Fazendo ! +1 e lembrando que t ! 0, conclumos que ca;b;n ! 0
Estamos prontos para provar o resultado de existe^ncia de soluc~ao para (S).
Demonstrac~ao do Teorema C De acordo com o ultimo resultado, sabemos que os
nveis minimax do Teorema do Passo da Montanha satisfazem ca;b; ! 0 quando








[minfm(0); l(0)gS]N2 ; 8  0:
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Para cada  > 0, podemos usar a Proposic~ao 3.8 e o Teorema do Passo da Montanha
para obter z = (u; v) 2 H tal que Ia;b;(z) = ca;b; > 0 e I 0a;b;(z) = 0, isto e, z
e uma soluc~ao (positiva) do problema truncado (cS).
Resta mostrar que, se  e grande ent~ao kuk  s0 e kvk  s1. De fato, suponha
por contradic~ao que existe uma seque^ncia (n)  R tal que n ! +1 e as soluc~oes
(un ; vn) s~ao tais que kunk > s0 ou kvnk > s1. Usando (F2), (3.5) e (G1) obtemos
































o que contradiz ca;b;n ! 0. Logo, existe  > 0 tal que, para todo  > , a soluc~ao
(u; v) obtida acima satisfaz o problema (S), conforme o Lema 3.4.
O mesmo argumento acima mostra que k(un ; vn)k ! 0 quando n ! +1 e
portanto o Teorema C esta provado. 
3.4 Prova do Teorema D
Nessa sec~ao vamos provar o resultado de multiplicidade para o nosso sistema. Lem-
bremos que as condic~oes (F0) e (G0) s~ao agora substitudas por
(cF0) F 2 C1(
 R2;R) e par com relac~ao a segunda variavel;
(cG0) G 2 C1(R2;R) e 2-homoge^nea e par.
Como n~ao estamos preocupados com o sinal das soluc~oes, as condic~oes (F4) e (G2)
n~ao s~ao necessarias aqui. De fato, para o nosso funcional, n~ao vamos considerar a
















com F satisfazendo (cF0), (F1)  (F3) e a func~ao G vericando somente (cG0). Note
que o funcional acima pertence a C1(H;R) e e par.
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Vamos obter pontos crticos usando a seguinte vers~ao do Teorema do Passo da
Montanha com Simetria.
Teorema 3.12. Seja E = V W um espaco de Banach com dimV <1. Suponha
que I 2 C1(E;R) e um funcional par satisfazendo I(0) = 0 e




(I2) existe um subespaco bV  E com dimV < dim bV < 1 tal que, para algum
M > 0
max
u2bV I(u) M ;
(I3) considerando M > 0 dado por (I2), I satisfaz a condic~ao de (PS)c para c 2
(0;M).
Ent~ao I possui pelo menos (dim bV   dimV ) pares de pontos crticos n~ao triviais.
Utilizando o mesmo argumento da Proposic~ao 3.8 podemos provar o seguinte
resultado de compacidade local:































ent~ao o funcional Ia;b; satisfaz (PS)c para qualquer c < c
.
A seguir, vericaremos que o funcional Ia;b; satisfaz as condic~oes (I1) e (I2).
Lema 3.14. Suponha que F satisfaca (cF0), (F1), (F3) e G satisfaca (cG0). Ent~ao
existem  > 0,  > 0 tais que
Ia;b;(u; v)   > 0; 8(u; v) 2 H \ @B(0):
Demonstrac~ao. Basta argumentar como na prova do Lema 3.9.
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Proposic~ao 3.15. Suponha que F satisfaca (cF0), (F1), (F3) e G satisfaca (cG0),
(G1). Ent~ao, para qualquer k 2 N e M > 0, existe  > 0 com a seguinte pro-
priedade: para qualquer    podemos achar um subespaco V k  H10 (
) tal que





Demonstrac~ao. Seja ' 2 C10 (B1(0)) e escolha fx1; : : : ; xmg  
 e  > 0 tal que,
para i; j 2 I := f1; : : : ;mg, B(xi)  
 e B(xi) \ B(xj) = ?, se i 6= j. Para










 j2 R j'  x xi



















; 8 (y1; : : : ; ym) 2 Rk: (3.20)
Portanto, se denirmos
Vk; := spanf('1; 0); : : : ; ('k; 0)g;







































onde d2 = d1k'k2k'k 2q , usamos (3.19), (3.20) e o fato dos suportes das func~oes 'i
serem disjuntos.
Como,
F (x; s; 0)  d3jsj   d4; 8 (x; s) 2 
 R;
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F (x; u; 0) (3.22)
 a
2
kuk2   d2d3 (N 2  2N ) 2kuk   d2kN!N ;
onde !N e o volume da bola unitaria. Portanto, para constantes positivas d5 =
d5(k; ), d6 = d6(k;N) e
 :=  










kuk2   d5kuk + d6N ; 8u 2 Vk;: (3.23)





t2   d5 0+t + d6 0+N ; t > 0:






. Isto e 0 2 (;N) implica que






; 8  2 (0; ]:
Agora vamos tomar k := (
) 0 . Seja   k e dena o subespaco k-
dimensional V k := Vk; para  = 
 1=0 . Como  0 =   k = () 0 , obtemos










e temos o desejado.
Estamos prontos para apresentar a prova do Teorema D.
Demonstrac~ao. Dado k 2 N dado, vamos aplicar o Teorema 3.12 com W = H. A
condic~ao (I1) e uma conseque^ncia direta do Lema 3.14. Para vericar as outras
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condic~oes, vamos considerar M < c como na Proposic~ao 3.8. Falta obter um
subespaco de dimens~ao k para o qual (I2) vale. Porem, tal condic~ao sempre vale para
o subespaco V k dado na Proposic~ao 3.15, se tomarmos   k: Como Ia;b;(0) = 0 e
este funcional e par, as hipoteses do Teorema 3.12 s~ao satisfeitas, ou seja, para cada
  k, existem k pares de soluc~oes n~ao nulas para o problema (cS).
Seja z 2 H uma das soluc~oes obtidas acima. Como Ia;b;(z) M  c, podemos

















Ou seja, kuk  s0, analogamente temos tambem que kvk  s1, segue ent~ao do Lema
3.4 que z e uma soluc~ao fraca do problema (S).
CAPITULO 4
Multiplicidade de soluc~oes para o problema (S)

















v = Fv(x; u; v) + 2jvj4v; em 
;
u; v 2 H10 (
);
onde 
  R3, e um domnio limitado com fronteira suave, 2 = 6, 1, 2  0 s~ao
para^metros.
Vamos considerar as func~oesm e l pertencendo ao conjuntoA de todas as func~oes
g : R+ ! R+ tais que
(A1) g 2 C([R+;R+);
(A2) g(t)  g0 > 0, para qualquer t  0;
(A3) vale






Para a n~ao linearidade de F , supomos que
(F0) F 2 C1(





jzj5 = 0; uniformemente em 
;
(F2) existem 1, 2 2 [0; 2) e c0, c1, c2 2 (0;+1) tal que
1
4
rF (x; s; t)  (s; t) F (x; s; t)   c0  c1jsj1   c2jtj2 ; 8 x 2 
; (s; t) 2 R2;
onde z1  z2 denota o produto interno Euclidiano de z1; z2 2 R2. Alem disso,
quando 1 6= 0 ou 2 6= 0, vamos assumir adicionalmente que8>>><>>>:
2  1; se 1 6= 0 e 2 = 0;
2  1  K1; se 1 6= 0 e 2 6= 0;
1  K2; se 1 = 0 e 2 6= 0;
(4.1)
para algum K > 0;
(F3) existe um conjunto aberto 
0  
 com medida positiva, tal que
lim
jsj!1
F (x; s; 0)
jsj4 = +1; uniformemente em 
0:
(F4) existem 1 2 2 (4; 6) e c3; c4; c5 2 (0;+1) tal que
F (x; s; t)  c3jsj1 + c4jtj2 + c5; 8x 2 
; (s; t) 2 R2;
Daqui por diante vamos denotar por H o espaco de Hilbert H10 (






































para toda (;  ) 2 H. Assim, as soluc~oes fracas do problema s~ao os pontos crticos




















kwk1=6 e a L6(
)-norma de w. O principal resultado deste captulo
e o seguinte:
Teorema E. Suponha que F satisfaca (F0)  (F4). Suponha ainda que m, l 2 A e
existem a, b 2 R tais que
m(t)  a+ bt; 8 t  0: (4.2)
Ent~ao, dado k 2 N, existe k > 0 tal que o problema (S) tem pelo menos k pares
de soluc~oes fracas n~ao nulas para todo 1, 2 2 (0; k).
Se substitumos (F3) pelo seu analogo
(cF3) existe um conjunto aberto 
0  
 com medida positiva, tal que
lim
jtj!1
F (x; 0; t)
jtj4 = +1; uniformemente em 
0:
obtemos a seguinte vers~ao do resultado acima.
Teorema E'. Suponha que F satisfaca (F0)   (F2), (cF3) e (F4). Suponha ainda
que m, l 2 A e existem a, b 2 R tais que
l(t)  a+ bt; 8 t  0 (4.3)
Ent~ao, dado k 2 N, existe k > 0 tal que o problema (S) tem pelo menos k pares
de soluc~oes fracas n~ao nulas para todo 1, 2 2 (0; k).
Para a demonstrac~ao dos teoremas, usaremos uma vers~ao do Teorema do Passo
da Montanha com simetria e o princpio de concentrac~ao-compacidade de Lions.
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4.1 A condic~ao de Palais-Smale
Seja I 2 C1(H;R) e c 2 R. Dizemos que I satisfaz a condic~ao de Palais-Smale no





I(zn) = c; lim
n!+1
I 0(zn) = 0:
possui subseque^ncia converge^ncia. Uma seque^ncia com as propriedades acima sera
chamada de seque^ncia de (PS)c.
Nesta sec~ao provamos o seguinte resultado de compacidade:
Proposic~ao 4.1. Suponha que F satisfaca (F0)  (F2) e (F4). Ent~ao, dado M > 0,
existe um  > 0 tal que I1;2 satisfaz a condic~ao (PS)c para todo c < M e 1,
2 2 (0; ).
A prova sera feita em alguns passos. O primeiro deles e mostrar que seque^ncias
de Palais-Smale associadas ao funcional I1;2 s~ao limitadas.
Lema 4.2. Suponha que F satisfaca (F0)   (F2) e (F4). Se (zn) = ((un; vn))  H
e tal que I1;2(zn)! c e I 01;2(zn)! 0, ent~ao (zn) e limitada em H.
Demonstrac~ao. Seja (zn)  H tal que I1;2(zn)! c, I 01;2(zn)! 0 e considere 1,
2 2 [0; 2) dados em (F2). Para qualquer " > 0, existe C" > 0 tal que,
jsj1  "jsj6 + C"; jtj2  "jtj6 + C"; 8 (s; t) 2 R2: (4.4)
Isto, (A2) e (F2) mostram que,





































Escolhendo " > 0 sucientemente pequeno, obtemos d1, d2 tal que
kznk66  d1 + d2kznk: (4.5)
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 Ckznk66 + c5j
j+ c3kunk11 + c4kvnk22 + c+ on(1):
Como 1, 2 2 (2; 6), temos uma desigualdade analoga a (4.4) com i no lugar de i.
Logo, segue de (4.5) que
minf0; 1g
4
kznk2  d3kznk66 + d4  d5kznk+ d6;
e portanto (zn) e limitada em H.
O proximo resultado e uma adaptac~ao do Lema 3.1 em [37].
Lema 4.3. Suponha que F satisfaca (F0)   (F1) e (zn) = ((un; vn))  H e tal que













jFv(x; zn)vn   Fu(x; z)v = 0:
Demonstrac~ao. Dado " > 0, segue de (F1) que existe C" > 0 tal que
jFu(x; s; t)sj  C" + "
2
(jsj6 + jtj5jsj); 8x 2 
; (s; t) 2 R2:
Usando a desigualdade de Young com r = 6=5 e r0 = 6, obtemos
jFu(x; s; t)sj  C" + "(jsj6 + jtj6); 8x 2 
; (s; t) 2 R2: (4.6)
De acordo com as imers~oes de Sobolev temos ent~ao que8<: un * u; vn * v; fracamente em L2(
);un(x)! u(x); vn(x)! v(x); q.t.p. em 
:
Usando isso e a continuidade de Fu, temos que Fu(x; zn)un ! Fu(x; z)u para q.t.p.
em em 
. Por outro lado, as imers~oes de Sobolev nos garantem que
maxfkuk66; kunk66; kvk66; kvnk66g  C; 8n 2 N: (4.7)
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Dado  > 0, podemos escolher 0 < " < =(8C) e aplicar o Teorema de Ego-
rov para obter um conjunto mensuravel b
  

















 jFu(x; zn)un   Fu(x; z)uj;
(4.8)
Usando (4.6) e (4.7), obtemosZ

nb












































jFu(x; zn)un   Fu(x; z)uj 
Z
b
 jFu(x; zn)un   Fu(x; z)uj+ :







jFu(x; zn)un   Fu(x; u)uj  :






jFu(x; zn)un   Fu(x; z)uj = 0:
O segundo limite pode ser provado de maneira analoga.
Antes de enunciar nosso proximo resultado vamos considerar C(
) o conjunto de
todas as func~oes contnuas u : 





ju(x)j. Denotamos por M(
) o espaco dual de C(
), que
e comumente chamado de espaco das medidas de Radon.
De uma maneira geral, o espaco M(
) e maior do que L1(
). Contudo, este
ultimo pode ser visto como um subespaco deM(
) atraves da seguinte construc~ao:
dada g 2 L1(






(gu)dx; 8u 2 C(
):
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Claramente, Tg e linear e j(Tg)(u)j  kukC(
)kgkL1(
); e portanto Tg 2 M(
).










Variando agora g 2 L1(
) construmos uma isometria linear T entre L1(
) eM(
).
Assim, podemos identicar L1(
) com um subespaco de M(
). Como M(
) e um
subespaco do espaco separavel C(
), ele tem algumas propriedades de compacidade
na topologia fraca?. Em particular, se (gn)  L1(
) e uma seque^ncia limitada, ent~ao
existe uma medida de Radon  2 M(
) tal que, a menos de subseque^ncia, gn * 












'd; 8' 2 C(
): (4.9)











e usando a notac~ao introduzida nos captulos anteriores, podemos enunciar um re-
sultado classico de concentrac~ao-compacidade provado por Lions [27, Lemma 1.1].
Lema 4.4. Suponha que (zn) = (un; vn)  H e tal que8>>><>>>:




jrunj2 * ; jrvnj2 * ; na topologia fraca? (M(
); C(
));
junj6 * ; jvnj6 * ; na topologia fraca? (M(
); C(
));
onde ; ; ;  2M(
) s~ao medidas n~ao negativas e limitadas em 
. Ent~ao existem
conjuntos de ndices enumeraveis J1 e J2, que podem ser vazios, e duas famlias
fxj ; j 2 J1g e fyj ; j 2 J2g de pontos em 
 tais que
(a)  = juj6dx+
X
j2J1
jxj ;  = jvj6dx+
X
j2J2
jyj j; j > 0;
(b)   jruj2dx+
X
j2J1
jxj ;   jrvj2dx+
X
j2J2




j  j; 8 j 2 J1; S1=3j  j; 8 j 2 J2: (4.10)
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Agora podemos enunciar o lema:
Lema 4.5. Suponha que F satisfaca (F1) e seja (zn)  H como no Lema 4.4. Se











; 8 j 2 J2: (4.11)
Demonstrac~ao. Seja  2 C10 (RN ; [0; 1]) tal que   1 em B1=2(0) e   0 em
RN n B1(0). Suponha que J1 6= ?, xe j 2 J! e dena "(x) := (x xj" ) onde " > 0.
Armamos que ("un)  H10 (
) e limitada. De fato, usando a denic~ao de norma e



















2"jrunj2 + u2njr"j2 + 2j"jjunjjr"jjrunj:
A denic~ao de " e a limitac~ao de (un) emH
1
0 (
) nos diz que os quatro termos do lado
direito da desigualdade acima s~ao limitados, concluindo ent~ao a nossa armac~ao.
Como ("un) e limitada e I
0
1;2















































An;" = 0: (4.12)
Assumindo a armac~ao, podemos tomar "! 0, e usar o Teorema da Converge^ncia
Dominada de Lebesgue para obter 0j  j. Lembrando que S1=3j  j, obtemos
0S
1=3
j  0j  j;
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e conclumos que o conjunto J1 e nito.


































































em que usamos N > 2 na ultima linha acima.
A demonstrac~ao para J2 e analoga e sera omitida.
Estamos prontos para provar nosso resultado de compacidade.
Prova da Proposic~ao 4.1. Vamos comecar supondo que 1 6= 0 e 2 6= 0. Dado
M > 0, vamos xar 1, 2 2 (0; 0), onde 0 sera escolhido mais a frente. Dado
c  M , seja (zn) = ((un; vn))  H tal que I1;2(zn) ! 0 e I 01;2(zn) ! 0, quando
n ! +1. Vamos mostrar que existe uma subseque^ncia de (zn) que converge forte
em H.
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Ja sabemos do Lema 4.2 que (zn) e limitada. Alem disso, a menos de sub-












kunk66 = kuk66 +Q1; lim
n!+1
kvnk66 = kvk66 +Q2: (4.14)























j   c1kunk11   c2kvnk22 :

























e aplicando a desigualdade de Young com
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onde A, B, C e D s~ao constantes positivas independentes de 1 e 2.
































Repetindo o argumento e diminuindo o 0 se necessario. obtemos Q1 < (0S=1)
3=2.
A demontrac~ao da desigualdade Q2 < (1S=2)
3=2 e analoga e portanto a armac~ao
ca estabelecida.
Usando a Armac~ao 1 e (4.11) conclumos que os conjuntos J1 e J2 do Lema 4.4









































Alem disso, jun(x)j4un(x)! ju(x)j4u(x) q.t.p em 
, portanto









juj4u; 8 2  L6=5(
)0 = L6(
);
A Armac~ao 2 segue ent~ao do fato de que u 2 L6(
).













Fu(x; zn)(un   u) ! 0. Alem disso, um ar-


















Fv(x; zn)(vn   v)! 0.
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Usando todas as converge^ncias acima e lembrando que I 01;2(zn)(un; 0) = on(1)
e I 01;2(zn)(u; 0) = on(1), podemos escrever
on(1) = I1;2(zn)(un; 0)  I 01;2(zn)(u; 0) = m(kunk2)
 kunk2   kuk2+ on(1):
Segue de (A1) que kuk ! kuk. Isto e a converge^ncia fraca de (un) implicam que
un ! u em H10 (
). De forma analoga vn ! v em H10 (
), concluindo a demonstrac~ao
para 1 6= 0 e 2 6= 0.


























A proposic~ao esta provada.
4.2 Prova dos Teoremas E e E'
Para demonstrar os nossos resultados principais usaremos a seguinte vers~ao do Te-
orema do Passo da Montanha com Simetria.
Teorema 4.6. Seja E = V W um espaco de Banach com dimV < 1. Suponha
que I 2 C1(E;R) e um funcional par satisfazendo I(0) = 0 e




(I2) existe um subespaco bV  E com dimV < dim bV < 1 tal que, para algum
M > 0
max
u2bV I(u) M ;
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(I3) considerando M > 0 dado por (I2), I satisfaz a condic~ao de (PS)c para c 2
(0;M).
Ent~ao I possui pelo menos (dim bV   dimV ) pares de pontos crticos n~ao triviais.
Considere ('j)j2N as autofunc~oes de ( ; H10 (
)) normalizadas. Para qualquer
m 2 N, dena
Vm := spanf('1; '1); : : : ; ('m; 'm)g
e note que H10 (
) = Vm  V ?m . O resultado abaixo foi provado em [37, Lema 3.1]
Lema 4.7. Dado 2  r < 6 e  > 0, existe m0 2 N tal que, para todo m  m0Z


jujr  kukr; 8u 2 V ?m : (4.19)
Demonstrac~ao. Vamos primeiro considerar r = 2. Argumentando por contradic~ao,
suponha que existe um  > 0 e um 2 V ?m , para todom 2 N, tal que kumk22 > kumk2.
Tomando vm = um=kumk2, temos que kvmk2 = 1, para todo m 2 N e kvmk2 < 1=
Como (vm)  H10 (
) e uma seque^ncia limitada, podemos supor, sem perda de
generalidade, que vm * v fracamente em H
1
0 (
), de modo que v 2 V ?m , para todo
m 2 N, isto e v = 0. Por outro lado, pela imers~ao de Sobolev H10 (
) ,! L2(
),
temos que kvk = 1, gerando uma contradic~ao.
Suponha agora que 2 < r < 6 e considere  2 (0; 1) tal que
r = (1  )2 + 6:
Usando a desigualdade de Holder com expoentes (1=(1  )) e 1=, juntamente com



























kuk6 = kuk(1 )2+6 = kukr;
concluindo a demonstrac~ao.
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Continuando a demonstrac~ao, estamos interessados em mostrar que nosso funci-
onal satisfaz as hipoteses do Teorema do Passo da Montanha com Simetria. Vamos
mostrar primeiro que I1;2 satisfaz a condic~ao (I1).
Lema 4.8. Suponha que F satisfaca (F0)   (F2) e (F4). Ent~ao existem  > 0,
m 2 N e ;  > 0 tal que, para qualquer 1, 2 2 (0; ), vale
I1;2(z)  ; 8z 2 @B(0) \ V ?m :
Demonstrac~ao. Usando (F4), as imers~oes de Sobolev e a desigualdade (4.19) com
















































j   c4kuk1   c5kvk2   1b1kuk6   2b2kvk6
para todo z 2 V ?m , portanto
I(z)  kzk2(c  c4kzk1 2   c5kzk2 2)  c3j
j   1b1kzk6   2b2kzk6;
Se  = () > 0 e tal que c4




j   1b16   2b26; 8z 2 @B(0) \ V ?m :
Note que pela escolha de delta, temos que () ! +1, quando  ! 0 portanto
podemos escolher  > 0, tal que (c=2)2   c3j
j > (c=4)2, logo
I(z)  c
4
2   1b16   2b26; 8z 2 @B(0) \ V ?m :







  1b14   2b24

> 0; 81; 2 2 (0; );
concluindo a demonstrac~ao.
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A condic~ao de superlinearidade (F3) vai nos garantir (I2), como se pode ver do
proximo lema.
Lema 4.9. Suponha que F e m satisfacam (F0), (F3) e (4.2). Ent~ao, para qualquer
j 2 N, existe um subespaco bV  H de dimens~ao j e uma constante M > 0 tal que
sup
u2bV I(z) M; 81; 2 > 0:
O mesmo reslultado vale se trocarmos (F3) por (cF3) e supormos que l satisfaz (4.3).
Demonstrac~ao. Vamos supor inicialmente que F e m satisfazem (F3) e (4.2). Seja

0  
 dado pela condic~ao (F3) e considere ('j)j2N as autofunc~oes normalizadas de
( ; H10 (
0)). Vamos denir o subespaco
bVj := spanf('j; 0); : : : ; ('j; 0)g:
Como bV tem dimens~ao nita, existe d1 = d(bV ) > 0 tal que
dkuk4  kuk44; 8u 2 bV : (4.20)
Dado " > b=(4d1), segue de (F3) e da continuidade de F que, para algum d2 =
d2(d1; b),
F (x; s; 0)  "jsj4   d2; 8 x 2 
0; s 2 R:



















com "0 = ("d1  b=4) > 0. Se denotarmos M o supremo acima, podemos usar a > 0
para concluir que 0 < M < +1, nalizando a demonstrac~ao.
A demonstrac~ao com (cF3) e (4.3) e analoga e sera omitida.
Prova dos Teoremas E e E'. Seja k 2 N xado. Pelo Lema 4.8, podemos encontrar
m 2 N grande suciente tal que, para a decomposic~ao H = V W , com
V := h('1; 0) : : : ; ('m; 0)i; W := h('1; 0); : : : ; ('m; 0)i?;
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o funcional I satisfaz (I1) para qualquer 1, 2 2 (0; ). Alem disso, pelo Lema 4.9,
obtemos um subespaco bV  H e M > 0 tal que
dim bV = (k +m); sup
z2bV I M; 81; 2 > 0:
Portanto, I1;2 satisfaz (I2). Para a escolha de M acima, obtemos da Proposic~ao
4.1 um numero  tal que I1;2 satisfaz (I3), para qualquer 1, 2 2 (0; ). Como
I(0) = 0 e I e par, podemos denir k := minf; g e usar o Teorema 4.6 para
concluir que, para todo  2 (0; k), o funcional I1;2 tem pelo menos (k+m m) = k
pares de pontos crticos n~ao nulos.
A prova do Teorema E' e analoga.
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