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Abstract
We propose a stochastic variance-reduced cubic regularized Newton algorithm for
the finite-sum problem over Riemannian manifolds. The proposed algorithm requires
full gradient and Hessian updates at the beginning of each epoch while it performs
stochastic variance-reduced updates in the iterations within each epoch. The iteration
complexity of the algorithm to attain an (, δ)-second order stationary point is shown
to be O(max{−3/2, δ−3}). Furthermore, the paper proposes a computationally more
appealing version of the algorithm which only requires inexact solution of the cubic
regularized Newton subproblem with the same rate of convergence. Numerical results
verify our theoretical findings. Furthermore, the performance of the proposed method is
compared with other second-order optimization algorithms for Riemannian manifolds.
1 Introduction
We study the optimization of the finite-sum problem over a Riemannian manifold M
embedded in a Euclidean space Rm×n
min
x∈M⊆Rm×n
F (x) =
1
N
N∑
i=1
fi(x). (1)
The finite-sum problem finds numerous applications in machine learning where fi is the
component of the loss function associated with the i-th training example. Addition of
the manifold constraint could have problem-specific, computational, or other reasons. For
instance, training deep recurrent neural networks (and in general deep neural nets) could
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be “notoriously difficult” (Arjovsky et al., 2016). When the eigenvalues of the hidden-to-
hidden weight matrices deviates from one in absolute value, optimization becomes difficult
due to the vanishing or exploding gradient (Arjovsky et al., 2016; Wisdom et al., 2016).
This challenge can be circumvented, if the weight matrices are unitary with eigenvalues
equal to one in absolute value. This can be achieved by requiring hidden-to-hidden weight
matrices to belong to Stiefel manifolds - see, e.g., Absil et al. (2009) for the definition.
We assume fi loss functions are nonconvex, two times continuously differentiable, and
we intend to develop a fast, computationally efficient algorithm with convergence guarantee
to a second-order stationary point, i.e., the algorithm can escape the saddle points.
The standard Newton method suffers from two drawbacks: first, it is possible that the
Hessian matrix is degenerated at a point; second, it is possible that the iterates diverge,
converge to a saddle or even a local maximum point. Hence, in the context of second-
order optimization algorithms, the proposed work solves a Newton subproblem with cubic
regularization, which is a promising technique to handle both drawbacks (Nesterov &
Polyak, 2006).
The major contributions of this paper are as follows. This work extends the stochas-
tic variance-reduced cubic regularized Newton method proposed in Zhou et al. (2018) for
optimization over Riemannian manifolds - see the algorithm in Section 2. The main con-
tribution of this paper is the careful convergence analysis of the proposed algorithm to
second-order stationary points with exact and inexact (but computationally more appeal-
ing) solutions to the cubic-regularized Newton subproblem - see the analysis in Section 4.
1.1 Related work
The proposed work shares ideas with two different lines of research: 1. Second-order
(stochastic) optimization methods, 2. Optimization over Riemannian manifolds, which are
briefly reviewed as follows.
In the context of second-order (stochastic) optimization algorithms, the proposed work
requires solving a cubic-regularized Newton subproblem, first proposed in Nesterov &
Polyak (2006). This approach was extended to nonconvex settings with convergence guar-
antees to first- and second-order stationary points in Cartis et al. (2011). In a stochastic
(second-order) setting, the most related work to ours is the stochastic variance-reduced cu-
bic regularized Newton method, proposed in Zhou et al. (2018) and Kovalev et al. (2019),
for vector spaces. The semi-stochastic approach of Zhou et al. (2018) considers a nonconvex
setting and provides a sublinear rate for firs- and second-order convergence with depen-
dence of d4/5 on the problem dimension. Kovalev et al. (2019) considers a strongly convex
setting and provides local linear-quadratic rates for their Newton and cubic-regularized
Newton methods. The stochastic quasi-Newton methods were also investigated in Wang
et al. (2017); Byrd et al. (2016); Bordes et al. (2009).
In the context of manifold optimization, the stochastic gradient method on manifold
was first studied in Bonnabel (2013). A Riemannian stochastic variance-reduced gradient
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descent (SVRG) method was later developed in Zhang et al. (2016). An extension of
Riemannian SVRG with computationally more efficient retraction and vector transport
was developed in Sato et al. (2019). Furthermore, the stochastic quasi-Newton method
was proposed in Kasai et al. (2017). In non-stochastic manifold optimization settings, the
cubic regularized Newton method was studied in Zhang & Zhang (2018) – see also Boumal
(2015) for a Riemannian trust region method. Recently, Agarwal et al. (2018) extend
adaptive cubic regularization method (Cartis et al., 2011) to Riemannian manifolds. Other
saddle-escape methods over manifolds are also studied in Sun et al. (2019) and Criscitiello
& Boumal (2019).
To the best of our best knowledge, our work is the first stochastic version of Newton
method on Riemannian manifold.
1.2 Preliminaries and notations
A Riemannnian manifold (M, g) is a real smooth manifoldM equipped with a Riemannain
metric g. The metric g induces an inner product structure in each tangent space TxM
associated with point x ∈ M. We denote the inner product of u,v ∈ TxM as 〈u,v〉x =
gx(u,v), and the norm of u is defined as ‖u‖ =
√
gx(u,u). Furthermore, the angle
between u and v is arccos(〈u,v〉 /(‖u‖‖v‖)). Given a smooth real-valued function f on
a Riemannian manifold M, Riemannian gradient and Hessian of f at x are denoted by
gradf(x) (also for simplicity by gx) and Hessf(x) (also for simplicity by Hx). For a
symmetric operator, e.g. the Riemannian Hessian H at x ∈ M, the operator norm of
H is defined as ‖H‖op = sup{‖Hη‖ : η ∈ TxM, ‖η‖ = 1}. An operator is positive
semidefinite H  0 if 〈H[η], η〉 ≥ 0, for any η ∈ TxM. A geodesic is a constant speed curve
γ : [0, 1]→M that is locally distance minimizing. An exponential map Expx : TxM→M
maps v ∈ TxM to y ∈ M, such that there is a geodesic γ with γ(0) = x, γ(1) = y,
and γ˙ = v. If between any two points in M there is a unique geodesic, the exponential
map has an inverse Exp−1x :M→ TxM and the geodesic is the unique shortest path with
‖Exp−1x (y)‖ = ‖Exp−1y (x)‖ the geodesic distance between x, y ∈ M. Parallel transport
Γyx : TxM → TyM maps a vector v ∈ TxM to Γyxv ∈ TyM, while preserving norm,
and roughly speaking “direction”. A tangent vector of a geodesic γ remains tangent if
parallel transported along γ. Parallel transport also preserves inner products, i.e. 〈u,v〉x =〈
Γ(γ)yxu,Γ(γ)
y
xv
〉
y
. We denote the orthogonal projection operator onto TxM by Px.
2 Proposed Algorithm
The proposed optimization scheme, presented in Algorithm 1, is indeed semi-stochastic,
which requires calculation of full gradient and Hessian at the beginning of each epoch s,
i.e., the outer loop in the algorithm. However, within each epoch, there are T iterations
of the inner loop, which require calculation of stochastic variance-reduced gradient and
Hessian by sampling |Ig| and |Ih| components, respectively.
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The major challenge for variance-reduction on Riemannian manifolds is that stochastic
gradients and Hessians at different iterations belong to different tangent spaces. Hence,
they can not be simply add or subtract from one another, and there is a need for parallel
transport operator Γ, which is utilized in lines 8 and 9 of the algorithm.
From the computational perspective, the major step of the algorithm is to solve the
cubic-regularized Newton subproblem in line 10. Solving this generally nonconvex sub-
problem is discussed below (28). For computational gain, we also consider solving the
subproblem inexactly. As long as the inexact solution satisfies the conditions in Defini-
tion 4.3, our analysis guarantees the same rate of convergence as the exact case. Note
that it is not necessary to characterize the hessian operator explicitly, the algorithm only
requires to evaluate Ust [η] for any η.
Algorithm 1 Riemannian Stochastic Variance-Reduced Cubic Regularization (R-SVRC)
Require: batch size parameters bg, bh, cubic penalty parameters σ, number of epochs S,
epoch length T , and a starting point x0.
1: Set xˆ1 = x0
2: for s = 1, ..., S do
3: xs0 = xˆ
s
4: gs = gradF (xˆs) = 1N
∑N
i=1 gradfi(xˆ
s); Hs = HessF (xˆs) = 1N
∑N
i=1 Hessfi(xˆ
s)
5: for t = 0, ..., T − 1 do
6: Sample index set Ig, Ih, s.t. |Ig| = bg, |Ih| = bh
7: Compute ηˆst ∈ Txˆs , s.t. Expxˆs(ηˆst ) = xst
8: vst = Γ
xst
xˆs (g
s)+ 1
bg
∑
it∈Ig gradfit (x
s
t )− 1bg Γ
xst
xˆs (
∑
it∈Ig gradfit (xˆ
s))−Γx
s
t
xˆs (
1
bg
∑
it∈Ig Hessfit (xˆ
s)−Hs)ηˆst
9: Ust = Γ
xst
xˆs ◦Hs ◦ Γ xˆ
s
xst
+ 1
bh
∑
jt∈Ih Hessfjt (x
s
t )− 1bh Γ
xst
xˆs ◦ (
∑
jt∈Ih Hessfjt (xˆ
s)) ◦ Γ xˆsxst
10: hst = argminh 〈vst ,h〉+ 12
〈
Ust ◦ Pxst [h],h
〉
+ σ
6
‖h‖3
11: xst+1 = Expxst (Px
s
t
hst )
12: end for
13: xˆs+1 = xs+1T
14: end for
15: return xout = x
s
t , where s, t are uniformly random chosen from s ∈ [S] and t ∈ [T ]
3 Lipschitzian smoothness on Riemannian manifolds
Let (M, g) be a connected Riemannian manifold (see e.g. Absil et al. (2009)) which carries
the structure of a metric space whose distance function is the arc length of a minimizing
path between two points.
Definition 3.1 (Riemannian distance). The Riemannian distance on a connected Rieman-
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nian manifold (M, g) is
d :M×M→ R : d(x,y) , inf
γ∈Γ
L(γ) (2)
where L(γ) =
∫ b
a
√
gγ(t)(
˙γ(t), ˙γ(t))dt and Γ is the set of all curves in M joining points x
and y. Specifically, if the inverse of the exponential map is well-defined, then d(x,y) =
‖Exp−1x (y)‖ which follows from the definition of exponential map.
Definition 3.2 (Riemannian Gradient). Given a smooth real-valued function f on a Rie-
mannian manifold M, the Riemannian gradient of f at a point x ∈ M, denoted by
gradf(x), is defined as the unique element of TxM that satisfies
〈gradf(x), ξ〉x = Df(x)[ξ], ∀ξ ∈ TxM. (3)
Specifically, when M is a Riemmannian submanifold of the Euclidean space Rm×n,
gradf(x) = Px∇f(x). (4)
Definition 3.3 (Riemannian Hessian). Given a real-valued function f on a Riemannian
manifold M, the Riemannian Hessian of f at a point x ∈ M is the linear mapping
Hessf(x) of TxM into itself defined as
Hessf(x)[ξ] = ∇ξgradf (5)
for all ξ ∈M, where ∇ is the Riemannian connection on M.
Specifically, whenM is a Riemmannian submanifold of the Euclidean space Rm×n, the
Riemannian Hessian of f is defined as
Hessf(x)[ξ] = Px(Dgradf(x)[ξ]), (6)
i.e. a classical directional derivatives followed by an orthogonal projection. For more
information, e.g., refer to, Proposition 5.3.2 in Absil et al. (2009).
Definition 3.4 (g-smoothness). A differentiable function f :M→ R is said to be geodesi-
cally Lg-smooth if its gradient is Lg-Lipschitz, i.e., for any x, y ∈M,
‖gx − Γxygy‖ ≤ Lgd(x,y). (7)
where Γxy is the parallel transport from y to x.
It can be proven that if f is Lg-smooth, then for any x, y ∈M,
|f(y)− (f(x) + 〈Exp−1x (y), gx〉x)| ≤ Lg2 d2(x,y). (8)
See, e.g. Bento et al. (2017), Lemma 2.1.
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Definition 3.5 (H-smoothness). A twice differentiable function f :M→ R is said to be
geodesically LH-smooth if its Hessian is LH-Lipschitz, i.e., for any x, y ∈M,
‖Hessf(y)− ΓyxHessf(x)Γxy‖op ≤ LHd(x,y). (9)
It is shown in the following lemma that if f is LH -smooth, then for any x, y ∈M,
|f(y)− (f(x) + 〈η, gx〉x +
1
2
〈η,Hessf(x)[η]〉)| ≤ LH
6
d3(x,y), (10)
and
‖gy − Γyxgx − ΓyxHessf(x)η‖ ≤
LH
2
d2(x,y) (11)
where η = Exp−1x (y).
Lemma 3.1 (Agarwal et al. (2018), Proposition 3.2). If f is H-smooth with constant LH ,
then (10) and (11) hold.
The Lipschitz-type conditions above are parallel to the conditions in the Euclidean
setting Nesterov & Polyak (2006). In general, it is not trivial to verify these conditions, or
even determine their parameters. However, we know there is a broad class of functions on
Euclidean space, which satisfy the Lipschitz continuity-related conditions. We conjectured
similar properties as the Euclidean setting would imply (9) to (11), if M is embedded in
the Euclidean space. In Absil et al. (2009), it was proven that if the manifold is compact
and the function has Lipschitz continuous gradient, then (7) holds. Boumal et al. (2019)
proved that if the manifold is compact and the function has lipschitz continuous gradient
and Hessian, then (8) and (10) hold. In the following lemma, it is shown that (9) holds
under the same conditions.
Lemma 3.2. If the manifold M ∈ Rm×n is smooth and compact, and f(x) has Lipschitz
continuous Hessian in the embedded Euclidean space, Rm×n, then (9) is satisfied.
Proof. Denote the orthogonal projection operator onto TxM, i.e. the tangent space of M
at x, by Px. Denote the Euclidean gradient and Hessian by ∇f(x) and ∇2f(x) correspond-
ingly. For any ξ ∈ TyM, s.t. ‖ξ‖ = 1, we have
Hessf(y)[ξ] = Py(D(y→ Py∇f(y))(y)[ξ])
= Py(D(y→ Py)(y)[ξ][∇f(y)]) + Py(∇2f(y)[ξ])
≡ A1 +B1,
The first equality follows from (6) and the second equality comes from the chain rule and
the fact that the projection operator is linear. Similarly, we have
ΓyxHessf(x)[Γ
x
yξ] = Γ
y
xPx(D(x→ Px∇f(x))(x)[Γxyξ])
= ΓyxPx(D(x→ Px)(x)[Γxyξ][∇f(x)]) + ΓyxPx(∇2f(x)[Γxyξ])
≡ A2 +B2.
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First, to quantify ‖A1−A2‖, we have,
‖A1−A2‖ = ‖OA1[∇f(y) +∇f(x)−∇f(x)]−OA2[∇f(x)]‖ (12)
= ‖OA1[∇f(y)−∇f(x)] + (OA1 −OA2)[∇f(x)]‖ (13)
≤ ‖OA1[∇f(y)−∇f(x)]‖+ ‖(OA1 −OA2)[∇f(x)]‖ (14)
≤ ‖OA1‖op · ‖∇f(y)−∇f(x)‖+ ‖(OA1 −OA2)[∇f(x)]‖ (15)
where OA1 , Py(D(y→ Py)(y)[ξ][·]) and OA2 , ΓyxPx(D(x→ Px)(x)[Γxyξ][·]).
Due to the smoothness and compactness ofM and ‖ξ‖ = 1, ‖Py(D(y→ Py)(y)[ξ][·])‖op
exists and is uniformly upper bounded, i.e. there exists a finite M independent of x, y and
ξ, s.t. ‖Py(D(y→ Py)(y)[ξ][·])‖op ≤M1 for any x, y ∈M and ξ, s.t. ‖ξ‖ = 1.
Define Qz,y,ξ , ΓyzPz(D(z → Pz)(z)[Γzyξ][·]). Note that OA1 = Qy,y,ξ and OA2 =
Qx,y,ξ. For fixed x˜, y˜ and ξ˜, Qz,y˜,ξ˜[∇f(x˜)] is a continuously differentiable function on z
based on the conditions that the manifold is smooth and f(x) has Lipschitz continuous
Hessian. Since z belongs to a compact set, Qz,y˜,ξ˜[∇f(x˜)] is Lipschitz continuous on z, i.e.
‖Qx,y˜,ξ˜[∇f(x˜)]−Qy,y˜,ξ˜[∇f(x˜)]‖ ≤Mx˜,y˜,ξ˜‖x− y‖,∀x,y ∈M (16)
where Mx˜,y˜,ξ˜ is a finite constant depending on x˜, y˜, ξ˜. Especially, due to the smoothness
of manifold and the function f(x) has Lipschitz continuous Hessian, we have a continuous
mapping from x˜, y˜, ξ˜ to Mx˜,y˜,ξ˜. Since x˜, y˜ ∈ M, which is a compact set and ‖ξ˜‖ = 1, we
have a finite constant M2, s.t. Mx˜,y˜,ξ˜ ≤ M2 for all x˜, y˜, ξ˜. In (16), letting x = x˜, y = y˜,
we have,
‖Qx˜,y˜,ξ˜[∇f(x˜)]−Qy˜,y˜,ξ˜[∇f(x˜)]‖ ≤Mx˜,y˜,ξ˜‖x˜− y˜‖ ≤M2‖x˜− y˜‖. (17)
Due to the arbitrariness of x˜, y˜ and ξ˜, we conclude the second term in (15), ‖(OA1 −
OA2)[∇f(x)]‖ ≤M2‖x− y‖.
On the other hand, the lipschiz continuous Hessian ∇2f(x) in the condition implies the
lipschitz continuous gradient ∇f(x). Therefore, there exists a finite L1, s.t.
‖A1−A2‖ ≤M1‖∇f(y)−∇f(x)‖+M2‖x− y‖ (18)
≤ (M1 · L1 +M2)‖y − x‖ (19)
≤ (M1 · L1 +M2)d(x,y), (20)
where d(x,y) is the Riemannian distance between x and y. The third inequality holds
since the manifold is embedded in the Euclidean space.
Second, to quantify ‖B1−B2‖, we define
Ry,ξ(z) , ΓyzPz(∇2f(z)[Γzyξ]). (21)
Fixing y,ξ to be y˜ and ξ˜, Ry˜,ξ˜(z) is Lipschitz continuous on z due to the smoothness of
the manifold and ∇2f(z) is Lipschitz continuous. Therefore, there exists a constant Ny˜,ξ˜
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depending on y˜ and ξ˜, s.t. ‖Ry˜,ξ˜(x)−Ry˜,ξ˜(y)‖ ≤ Ny˜,ξ˜‖x−y‖ for all x, y ∈M. Especially,
there is a continuous mapping from y˜, ξ˜ to Ny˜,ξ˜. Since y˜, ξ˜ are from compact sets, there
exists a finite constant M3, s.t. ‖Ry˜,ξ˜(x)−Ry˜,ξ˜(y)‖ ≤ Ny˜,ξ˜‖x−y‖ ≤M3‖x−y‖ for all x,
y ∈M.
Letting x = x˜, y = y˜, and due to the arbitrariness of x˜, y˜ and ξ˜, we have
‖B1−B2‖ = ‖Ry,ξ(y)−Ry,ξ(x)‖ ≤M3‖x− y‖ ≤M3 · d(x,y). (22)
Combining (20), (22), there exists a finite L ,M1 · L1 +M2 +M3, s.t.
‖Hessf(y)[ξ]− ΓyxHessf(x)[Γxyξ]‖ ≤ ‖A1−A2‖+ ‖B1−B2‖ ≤ L · d(x,y)
Since ξ is an arbitrary tangent vector, we have,
‖Hessf(y)− ΓyxHessf(x)Γxy‖op ≤ L · d(x,y).
4 Convergence analysis
Definition 4.1 (Optimal Gap). For function F (·) and the initial point x0 ∈M, define
∆F , F (x0)− F ∗, (23)
where F ∗ = infx∈M F (x).
Without loss of generality), we assume ∆F < +∞ throughout this paper. Similar to
Zhou et al. (2018) and Nesterov & Polyak (2006), we define
µ(x) , max{‖gradF (x)‖3/2,−λ
3
min(HessF (x))
L
3/2
H
}, (24)
where λmin(HessF (x)) is λmin(HessF (x)) = infη∈TxM{ 〈HessF (x)η,η〉‖η‖2 }. In particular, accord-
ing to the definition in (24), µ(x) ≤ 3/2 holds if and only if
‖gradF (x)‖ ≤ , λmin(HessF (x)) ≥ −
√
LH. (25)
Therefore, in order to find an (,
√
LH)− approximate local minimum of the function
defined over M, it suffices to find x ∈M such that µ(x) ≤ 3/2.
Assumption 1. Let M be a Riemannian manifold whose sectional curvature (see Burago
et al. (1992) or Zhang et al. (2016) for the definition) is lower-bounded by κ. We assume
that xst generated by Algorithm (1) belong to a compact set Ω ⊂M. Let D be the diameter
of Ω. We assume that M is embedded in a vector space, e.g., Euclidean space. For the
ease of presentation, we focus on discussing the case where M⊂ Rm×n.
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Assumption 2. We assume that the objective function F , and its components f1, ...fN
are twice continuously differentiable, g- and H-smooth.
Assumption 3. We assume the inverse of the exponential mapping is globally well-define.
Therefore we will use ‖Exp−1x (y)‖ to represent d(x,y).
Following the literature of the Newton method with cubic regularization (Nesterov &
Polyak, 2006; Cartis et al., 2011), we define
m˜(η) = 〈gradf, η〉+ 1
2
〈Hessf [η], η〉+ σ
6
‖η‖3, η ∈ TxM (26)
which can be regarded as a cubic regularization of locally quadratic approximation of
function f – see Agarwal et al. (2018). From (10), we have f(Expx(η)) ≤ m˜(η), for
∀η ∈ TxM, if σ ≥ LH . In Cartis et al. (2020), they propose a Lanczos-based method to
solve (26). The gradient, conjugated gradient and Newton methods to solve (26) are also
available in Boumal et al. (2014), accompanied by a nice package. We adopt the idea in
Zhang & Zhang (2018) to define the cubic approximation as follows.
m(h) = 〈gradf,h〉+ 1
2
〈Hessf [Pxh],h〉+ σ
6
‖h‖3,h ∈ Rm×n (27)
where 〈·, ·〉 is the inner product defined in Rm×n which is consistent with the inner product
restricted to TxM. The intuition is as follows. Assuming σ ≥ LH , for any η, h, s.t.
η = Pxh,
f(Expx(η)) ≤ m˜(η) = 〈gradf, Pxh〉+
1
2
〈Hessf [Pxh], Pxh〉+ σ
6
‖Pxh‖3
≤ 〈Pxgradf,h〉+ 1
2
〈PxHessf [Pxh],h〉+ σ
6
‖h‖3
≤ 〈gradf,h〉+ 1
2
〈Hessf [Pxh],h〉+ σ
6
‖h‖3 = m(h),
where the first inequality follows from 〈P (h1),h2〉 = 〈h1, P (h2)〉 and ‖Pxh‖ ≤ ‖h‖ and
the second inequality follows from gradf(x) ∈ TxM and Hessf [η] ∈ TxM. From (27), we
define
hst = argmin
h∈Rm×n
mst (h) (28)
where
mst (h) , 〈vst ,h〉+
1
2
〈
U˜st [h],h
〉
+
σ
6
‖h‖3
and U˜st , Ust ◦Pxst . Note that U˜st is a symmetric operator since Ust is a symmetric operator
and Ust ◦ Pxsth ∈ TxstM for any h. Note that mst (h) is not exactly the same as (27) since
the vst and U˜
s
t are not exact Riemannian gradient and Hessian.
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By definition (28), the cubic subproblem can be analyzed in Euclidean space Rm×n.
Generally, (28) is not a convex problem. In Nesterov & Polyak (2006), they proposed a
way to transform it into a convex problem of one variable. Recently, the results in Carmon
& Duchi (2019) show that under mild conditions gradient descent approximates the global
minimum with a rate of O(−1 log(1/)).
The proof framework comes from Zhou et al. (2018). Our contribution is to generalize it
to the Riemannian setting. We first present the following three lemmas which follows from
Lemmas 24-27 in Zhou et al. (2018). In Lemma (4.1), the proof of (29) directly follows from
the first-order optimality condition of stationary point of (28). The proof of (30) relies on
the fact that hst is a global minimizer which will not hold anymore when we discuss the
inexact solvers to (28) in the second part of our analysis. The proof of (31) is based on
(30) and (29). In the proof of Lemmas (4.2) and (4.3), the workhorse is the Lyapunov’s
Inequality (Durrett, 2019) and several matrix concentration inequalities (Mackey et al.,
2014). Since there is no essential difference between Lemmas 24-27 in Zhou et al. (2018)
and our setting, we refer readers to Zhou et al. (2018) and references therein.
Lemma 4.1. For the semi-stochastic gradient and Hessian, we have the following results:
vst + U˜
s
th
s
t +
σ
2
‖hst‖hst = 0, (29)
U˜st +
σ
2
‖hts‖I  0, (30)
〈vst ,hst 〉+
1
2
〈
U˜sth
s
t ,h
s
t
〉
+
σ
6
‖hst‖3 ≤ −
σ
12
‖hst‖3. (31)
Lemma 4.2. For the semi-stochastic gradient vst and semi-stochastic Hessian U
s
t , then
we have
EIg‖gradF (xst )− vst‖3/2 ≤
L
3/2
H
b
3/4
g
‖Exp−1xˆs (xst )‖3, (32)
EIh‖HessF (xst )−Ust‖3op ≤ 64L3H(ρ+ ρ2)3‖Exp−1xˆs (xst )‖3, (33)
where ρ =
√
2e logmn
bh
.
Lemma 4.3. For any η ∈ TxstM and M > 0, we have
〈gradF (xst )− vst , η〉 ≤
M
27
‖η‖3 + 2‖gradF (x
s
t )− vst‖3/2
M1/2
(34)
〈(HessF (xst )−Ust )[η], η〉 ≤
2M
27
‖η‖3 + 27
M2
‖HessF (xst )−Ust‖3op. (35)
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The following two Lemmas provide upper bounds for gradF and −λmin(HessF ).
Lemma 4.4. Under Assumption (2), if σ ≥ 2LH , then we have for any h ∈ Rm×n,
‖gradF (Expxst (Pxsth))‖ ≤ σ‖h‖
2 + ‖gradF (xst )− vst‖+
1
σ
‖HessF (xst )−Ust‖2op + ‖∇mst (h)‖
(36)
Proof. For simplicity, denote Expxst (Px
s
t
h) by y. Denote the parallel transport operator
Γyxst
by Γ, Γ
xst
y by Γ
−1. We have
‖gradF (y)‖ = ‖Γ−1gradF (y)‖
= ‖Γ−1gradF (y)− gradF (xst )−HessF (xst )Pxsth + vst + UstPxsth +
σ‖h‖
2
h
+ (gradF (xst )− vst ) + (HessF (xst )−Ust )Pxsth−
σ‖h‖
2
h‖
≤ ‖Γ−1gradF (y)− gradF (xst )−HessF (xst )Pxsth‖+ ‖vst + UstPxsth +
σ‖h‖
2
h‖
+ ‖gradF (xst )− vst‖+ ‖(HessF (xst )−Ust )Pxsth‖+
σ‖h‖2
2
Due to the isometric property of Γ and Lemma (3.1), we have
‖Γ−1gradF (y)− gradF (xst )−HessF (xst )Pxsth‖ = ‖gradF (y)− ΓgradF (xst )− ΓHessF (xst )Pxsth‖
≤ LH
2
‖Pxsth‖ ≤
σ
4
‖h‖,
where the last inequality follows from the condition σ ≥ 2LH and ‖Pxsth‖ ≤ ‖h‖. From
the definition of mst (·) in(28), we have
‖vst + UstPxsth +
σ‖h‖
2
h‖ = ‖∇mst (h)‖.
Note that
‖(HessF (xst )−Ust )Pxsth‖ ≤ ‖HessF (xst )−Ust‖op‖Pxsth‖
≤ ‖HessF (xst )−Ust‖op‖h‖
≤ 1
σ
‖HessF (xst )−Ust‖op +
σ
4
‖h‖2
where the last inequality is due to Young’s inequality. Combining these results, the proof
of (36) is completed.
Lemma 4.5. Under Assumption (2), if σ ≥ 2LH , then for any h ∈ Rm×n we have
−λmin(HessF (Expxst (Pxsth)) ≤ σ‖h‖+ ‖HessF (x
s
t )−Ust‖op +
σ
2
|‖h‖ − ‖hst‖|, (37)
where λmin(HessF (x)) is defined as λmin(HessF (x)) = infη∈TxM{ 〈HessF (x)η,η〉‖η‖ }.
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Proof. Denote Expxst (Px
s
t
h) by y, and denote xst by x. Denote the identity operator at x
by Ix, i.e. Ix(η) = η for any η ∈ TxM. We have
Hy  ΓyxHxΓxy − LH‖h‖Iy
 ΓyxU st Γxy − ‖ΓyxHxΓxy − ΓyxU st Γxy‖opIy − LH‖h‖Iy
 −σ
2
‖hst‖Iy − ‖Hx − U st ‖opIy − LH‖h‖Iy,
where the first inequality follows from (9) and ‖Pxh‖ ≤ ‖h‖, the second inequality simply
comes from the definition of operator norm and triangle inequality, and the third inequality
follows from the isometric property of the parallel transport Γ and the following argument:
Assume that ΓyxU
s
t Γ
x
y  −σ2 ‖hst‖Iy does not hold, then there exists ξ ∈ TyM, s.t.〈
ξ,ΓyxU
s
t Γ
x
yξ
〉
+ σ2 ‖hst‖ · ‖ξ‖ < 0. Denote the Γxyξ by η, since η ∈ TxM, Pxη = η and
‖Γxyξ‖ = ‖η‖, we have
〈η,UstPxη〉+
σ
2
‖hst‖ · ‖η‖ =
〈
ξ,ΓyxU
s
t Γ
x
yξ
〉
+
σ
2
‖hst‖ · ‖ξ‖ < 0,
which contradicts to (30).
Therefore, we have
−λmin(Hy) ≤ σ
2
‖hst‖+ ‖Hx − U st ‖op + LH‖h‖
=
σ
2
(‖hst‖ − ‖h‖) + ‖Hx − U st ‖op + (LH + σ/2)‖h‖
≤ σ‖h‖+ ‖Hx − U st ‖op +
σ
2
|‖hst‖ − ‖h‖|,
where the last inequality holds because LH ≤ σ/2.
Combining Lemmas (4.4) and (4.5) and µ(x) as defined in (24), we have the following
result.
Lemma 4.6. Setting σ = k¯LH , if k¯ ≥ 2, then for any h ∈ Rm×n,
µ(Expxst (Px
s
t
h)) ≤ 9k¯3/2[σ3/2‖h‖3 + ‖gradF (xst )− vst‖3/2 + σ−3/2‖HessF (xst )−Ust‖3
+ ‖∇mst (h)‖3/2 +
σ3/2
8
|‖h‖ − ‖hst‖|3].
Proof. The proof is similar to the proof of Lemma (4.12).
The following lemma is proposed in Zhang et al. (2016).
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Lemma 4.7 (Zhang et al. (2016), Lemma 5). If a, b and c are the side lengths of a
geodesic triangle in an Alexandrov space with curvature lower-bounded by κ, and A is the
angle between sides b and c, then
a2 ≤
√|κ|c
tanh
√|κ|cb2 + c2 − 2bc cosA. (38)
Lemma 4.8. Under Assumption (1), let ζ =
√|κ|D/tanh√|κ|D if κ < 0 and ζ = 1, o.w.,
where the diameter of Ω is bounded by D. See Assumption (1) for definition of Ω. Then,
for any h ∈Mm×n and T ≥ 2, we have
‖Exp−1xˆs (Expxst (h))‖
3 ≤ 2(
√
ζ − 1 + 1)3T 2‖h‖3 + (1 + 3
T
)‖Exp−1xˆs (xst )‖3. (39)
Proof. Let g(t) = t/ tanh t, it is easily to check that g(t) is non-decreasing on [0,
√|κ|D]
and that g(t) ≥ 1. For simplicity, denote ‖Exp−1xˆs (Expxst (h))‖, ‖h‖ and ‖Exp
−1
xˆs (x
s
t )‖ by a,
b and c respectively. Based on lemma (4.7), we have
a2 ≤
√|κ|c
tanh
√|κ|cb2 + c2 − 2bc cosA
≤ (b+ c)2 + (ζ − 1)b2
≤ [(
√
ζ − 1 + 1)b+ c]2.
Therefore,
a3 ≤ [(
√
ζ − 1 + 1)b+ c]3
= (
√
ζ − 1 + 1)3b3 + 3T 1/3(
√
ζ − 1 + 1)2b2 c
T 1/3
+ 3T 2/3(
√
ζ − 1 + 1)b c
2
T 2/3
+ c3
≤ (
√
ζ − 1 + 1)3b3 + 3(2
3
[T 1/3(
√
ζ − 1 + 1)2b2]3/2 + 1
3
c3
T 1/3×3
)
+ 3(
1
3
[T 2/3(
√
ζ − 1 + 1)b]3 + 2
3
c2×3/2
T 2/3×3/2
) + c3
= (
√
ζ − 1 + 1)3(1 + 2
√
T + T 2)b3 + (1 +
3
T
)c3
≤ 2(
√
ζ − 1 + 1)3T 2b3 + (1 + 3
T
)c3,
where the second inequality comes from Young’s inequality and the last inequality comes from the fact that
1 + 2
√
T + T 2 ≤ 2T 2 when T ≥ 2.
Lemma 4.9. Define a series ct as ct = ct+1(1 + 3/T ) + σ[500T
3(
√
ξ − 1 + 1)3]−1 for
0 ≤ t ≤ T − 1 and cT = 0. Then for any 1 ≤ t ≤ T , we have
σ/24− 2ct(
√
ξ − 1 + 1)3T 2 ≥ 0. (40)
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Proof. Assuming ct + q = p(ct+1 + q), we can easily derive p = 1 + 3/T and q =
σ[1500T 2(
√
ξ − 1+1)3]−1. By mathematical induction and cT = 0, we have ct = (pT−t−1)q.
Therefore
2ct(
√
ξ − 1 + 1)3T 2 = ((1 + 3
T
)T−t − 1) σ
750
≤ (1 + 3
T
)T
σ
750
≤ σ
24
, (41)
where the last inequality follows from the fact (1 + 3/T )T ≤ 27.
Theorem 4.1. Under Assumption (1) to (3), suppose that the cubic regularization param-
eter σ of Algorithm (1) is fixed and satisfies σ = k¯LH , where LH is the Hessian Lipschitz
parameter according to (9) and k¯ ≥ 2. Furthermore, the batch size parameters bg and bh
satisfy
bg ≥ 3000
4/3T 4(
√
ξ − 1 + 1)4
k¯2
, bh ≥ e log d
(
√
k¯
193T (
√
ζ−1+1) +
1
8 − 12√2)2
, (42)
where T ≥ 2 is the length of the inner loop of Algorithm (1) and d = mn is the dimension
of the problem. Then, we have
E[µ(xout)] ≤ 240k¯
2L
1/2
H ∆F
ST
, (43)
where µ(x) is defined in (24).
Proof. For simplicity, we denote η = Pxsth
s
t . We have η = Exp
−1
xst
(xst+1). Therefore,
〈vst , η〉+
1
2
〈Ust [η], η〉+
σ
6
‖η‖3
=
〈
vst , Pxsth
s
t
〉
+
1
2
〈
Ust [Pxsth
s
t ], Pxsth
s
t
〉
+
σ
6
‖Pxsthst‖3
≤ 〈vst ,hst 〉+
1
2
〈
Ust [Pxsth
s
t ],h
s
t
〉
+
σ
6
‖hst‖3
≤ − σ
12
‖hst‖3 ≤ −
σ
12
‖η‖3,
where the first and the third inequalities followes from the Cauchy-Schwarz inequality
‖Pxsthst‖2 =
〈
Pxsth
s
t , Pxsth
s
t
〉
=
〈
Pxsth
s
t ,h
s
t
〉 ≤ ‖Pxsthst‖ · ‖hst‖, and the second inequality
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follows from Lemma (4.1). We can now upper bound F (xst+1) as follows
F (xst+1) ≤ F (xst ) +
〈
gxst , η
〉
+
1
2
〈
Hxst [η], η
〉
+
LH
6
‖η‖3
= F (xst ) +
〈
gxst − vst , η
〉
+
1
2
〈
(Hxst −Ust )[η], η
〉− σ − LH
6
‖η‖3
+ 〈vst , η〉+
1
2
〈Ust [η], η〉+
σ
6
‖η‖3
≤ F (xst ) + (
σ
27
‖η‖3 + 2
σ1/2
‖gxst − vst‖3/2) +
1
2
(
2σ
27
‖η‖3 + 27
σ2
‖Hxst −Ust‖3op)
− σ − LH
6
‖η‖3 − σ
12
‖η‖3
≤ F (xst ) +
2
σ1/2
‖gxst − vst‖3/2 +
27
2σ2
‖Hxst −Ust‖3op −
σ
12
‖η‖3,
where the first inequality follows from Lemma (3.1) and the second inequality holds due
to lemma (4.3).
We define
Rst = E[F (xst ) + ct‖Exp−1xˆs (xst )‖3], (44)
where ct is defined in lemma (4.9).
By Lemma (4.8), for T ≥ 2, we have
ct+1‖Exp−1xˆs (Expxst (h
s
t ))‖3 ≤ 2ct+1(
√
ζ − 1+1)3T 2‖hst‖3 +ct+1(1+
3
T
)‖Exp−1xˆs (xst )‖3. (45)
From Lemma (4.6) with h = hst , we have
µ(xst+1)
240k¯2
√
LH
≤ σ
24
‖hst‖3 +
‖gradF (xst )− vst‖3/2
24
√
σ
+
‖HessF (xst )−Ust‖3
24σ2
(46)
Combining (44), (45) and (46), we have
Rst+1 + E[
µ(xst+1)
240k¯2
√
LH
]
= E[F (xst+1) + ct+1‖Exp−1xˆs (xst+1)‖3 +
µ(xst+1)
240k¯2
√
LH
]
≤ E[F (xst ) +
3√
σ
‖gradF (xst )− vst‖3/2 +
14
σ2
‖HessF (xst )−Ust‖3]
+ E[ct+1(1 +
3
T
)‖Exp−1xˆs (xst )‖3 − (
σ
24
− 2ct+1(
√
ξ − 1 + 1)3T 2)‖hst‖3]
≤ E[F (xst ) +
3√
σ
‖gradF (xst )− vst‖3/2 +
14
σ2
‖HessF (xst )−Ust‖3op + ct+1(1 +
3
T
)‖Exp−1xˆs (xst )‖3]
where the last inequality comes from Lemma (4.9).
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Based on Lemma (4.2), and the conditions on the size of bg and bh, it can be easily
verified that
3√
σ
E‖gradF (xst )− vst‖3/2 ≤
3L
3/2
H√
σb
3/4
g
E‖Exp−1xˆs (xst )‖3 ≤
σ
1000T 3(
√
ζ − 1 + 1)3E‖Exp
−1
xˆs (x
s
t )‖3,
(47)
14
σ2
E‖HessF (xst )−Ust‖3≤
896L3H(ρ+ ρ
2)3
σ2
E‖Exp−1xˆs (xst )‖3 ≤
σ
1000T 3(
√
ζ − 1 + 1)3E‖Exp
−1
xˆs (x
s
t )‖3
(48)
where ρ =
√
2e logmn
bh
. Therefore, we have
Rst+1 + E[
µ(xst+1)
240k¯2
√
LH
] ≤ E[F (xst ) + ‖Exp−1xˆst (x
s
t )‖3(ct+1(1 + 3/T ) +
σ
500T 3(
√
ζ − 1 + 1)3 )]
= E[F (xst ) + ct‖Exp−1xˆst (x
s
t )‖3]
= Rst
where the first equality comes from the definition of ct in Lemma (4.9). Telescoping the
above inequality from t = 0 to T − 1, we have
Rs0 −RsT ≥ (240k¯2
√
LH)
−1
T∑
t=1
E[µ(xst )]
Note that cT = 0 and x
s−1
T = x
s
0 = xˆ
s, then RsT = E[F (xsT )+cT ‖Exp−1xˆst (x
s
T )‖3] = EF (xˆs+1)
and Rs0 = E[F (xs0) + c0‖Exp−1xˆs (xs0)‖3] = EF (xˆs), which implies
EF (xˆs)− EF (xˆs+1) = Rs0 −RsT ≥ (240k¯2
√
LH)
−1
T∑
t=1
E[µ(xst )]
Telescoping the above inequality from s = 1 to S yields
∆F ≥
S∑
s=1
EF (xˆs)− EF (xˆs+1) ≥ (240k¯2
√
LH)
−1
S∑
s=1
T∑
t=1
E[µ(xst )].
By the definition about the choice of xout, the proof is completed.
Remark 1. Let K = ST where S and T are the number of epochs and epoch length in
Algorithm 1. Then, by Theorem 4.1, E(µ(x)) ≤  after O(1/K) iterations of the inner loop
in Algorithm 1, i.e., with k = O(1/), the algorithm obtains a solution with E[‖gradF‖3/2] ≤
 and E[−λ3min(HessF )] ≤ L3/2H . Using reverse Jensen’s inequality, after K iterations, we
have E[‖gradF‖] ≤ 2/3 and E[−λmin(HessF )] ≤ 1/3. Hence, the algorithm converges to
an (¯, ¯)-second order stationary point in O(max{1/¯3/2, 1/¯3}) iterations.
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Definition 4.2 (Second-order Oracle). Given an index i and a point x, one second-order
oracle (SO) call returns a triple
[fi(x),∇fi(x),∇2fi(x)]. (49)
Similar to the Euclidean setting, since Riemannian gradient and Hessian (along certain
direction) require summations over ∇fi(x) and ∇2fi(x), the number of SO calls is a rea-
sonable metric to evaluate complexity of different algorithms, stochastic and deterministic.
Corollary 4.1. Under Assumption (1) to (3), suppose that the cubic regularization pa-
rameter σ in Algorithm (1) is fixed and satisfies σ = k¯LH , where LH is the Hessian
Lipschitz parameter according to (9) and k¯ ≥ 2. Let the epoch length T = N1/5, batch sizes
bg =
30004/3N4/5(
√
ζ−1+1)4
k¯2
, bh =
e log d
(
√
k¯
193N1/5(
√
ζ−1+1) +
1
8
− 1
2
√
2
)2
, and the number of epochs S =
max{1, 240k¯2L1/2H ∆FN−1/5−3/2}, where d = mn is the dimension of the problem. Then,
Algorithm (1) finds an (,
√
LH)-approximate local minimum in O˜(N+L
1/2
H ∆FN
4/5−3/2)
number of second-order oracle calls.
Proof. The parameter setting in Corollary (4.1) satisfies the requirements of Theorem
(4.1). The epoch size S enforce E[µ(xout)] ≤ , which implies that xout is an (,
√
LH)-
approximate local minimum. On the other hand, Algorithm (1) needs to calculate full
Euclidean gradient ∇F and Hessian ∇2F at the beginning of each epoch, with N SO calls.
Inside each epoch, Algorithm (4.1) needs to calculate stochastic Euclidean gradient and
Hessian with bg + bh SO calls at each iteration. Thus, the total amount of SO calls is
SN + (ST )(bg + bh) ≤ N + 240k¯2L1/2H ∆FN4/5−3/2
+ 240k¯2L
1/2
H ∆F 
−3/2(bg + bh)
= O˜(N + L
1/2
H ∆FN
4/5−3/2),
where the O˜ comes from log d in bh.
In practice, finding the exact solution to the cubic-regularized Newton subproblem
(28) is not trivial (Nesterov & Polyak, 2006; Cartis et al., 2011). Instead, we can solve the
subproblem inexactly but yet guarantee convergence properties of the algorithm. Hence,
we propose a verified way to characterize the inexact solution (defined below) which then
provides sufficient conditions for the same convergence properties of the algorithm with
exact subproblem, except for their O(1) constants.
Definition 4.3 (Inexact Solution). h˜st is a δ-inexact solution to (28) for δ > 0 if it satisfies
mst (h˜
s
t ) ≤ −
σ
12
‖h˜st‖3 + δ (50)
‖∇mst (h˜st )‖ ≤ (σ)1/3δ2/3 (51)
λmin(∇2mst (h˜st )) ≥ −(σ)2/3δ1/3 (52)
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The following lemma is an inexact version of Lemma (4.1) which provides the intuition
to define an inexact solution to the cubic-regularized Newton subproblem (28).
Lemma 4.10. If h˜st is a δ-inexact solution to (28), then〈
vst , h˜
s
t
〉
+
1
2
〈
U˜st h˜
s
t , h˜
s
t
〉
+
σ
6
‖h˜st‖3 ≤ −
σ
12
‖h˜st‖3 + δ (53)
‖vst + U˜st h˜st + (
σ
2
‖h˜st‖)h˜st‖ ≤ (σ)1/3δ2/3 (54)
U˜st + σ‖h˜st‖I  −(σ)2/3δ1/3I (55)
Proof. (53) and (54) comes from expanding mst (h˜
s
t ) and ∇mst (h˜st ) in (50) and (51).
For (55), note that ∇2mst (h˜st ) = U˜st + λI + λ( h˜
s
t
‖h˜st‖
)(
h˜st
‖h˜st‖
)>, where λ = σ‖h˜
s
t‖
2 . We have
U˜st + 2λI  U˜st + λI + λ(
h˜st
‖h˜st‖
)(
h˜st
‖h˜st‖
)>
 −(σ)2/3δ1/3I
where the first inequality follows from the Cauchy-Schwarz inequality, ‖v‖ ≥ 〈v,h˜
s
t〉
‖h˜st‖
, for
any v ∈ Rm×n, and the second inequality follows from (55).
Since it is difficult to quantify the difference of h with the exact solution hst , i.e. |‖h‖−
‖hst‖|, we need to establish results similar to Lemmas (4.5) and (4.6) based on (55).
Lemma 4.11. Under Assumption (2), if σ ≥ 2LH , and h˜st is a δ-inexact solution to (28),
then for any h ∈ Rm×n, we have
−λmin(HessF (Expxst (Pxsth)) ≤
3σ
2
‖h‖+ ‖Hx − U st ‖op + σ|‖h˜st‖ − ‖h‖|+ (σ)2/3δ1/3, (56)
where λmin(HessF (x)) is defined as λmin(HessF (x)) = infη∈TxM{ 〈HessF (x)η,η〉‖η‖ }.
Proof. Denote Expxst (Px
s
t
h) by y, and denote xst by x. Denote the identity operator at x
by Ix, i.e. Ix(η) = η for any η ∈ TxM. We have
Hy  ΓyxHxΓxy − LH‖h‖Iy
 ΓyxU st Γxy − ‖ΓyxHxΓxy − ΓyxU st Γxy‖opIy − LH‖h‖Iy
 −(σ‖h˜st‖+ (σ)2/3δ1/3)Iy − ‖Hx − U st ‖opIy − LH‖h‖Iy,
where the first inequality follows from (9) and that ‖Pxh‖ ≤ ‖h‖, the second inequality
comes from the definition of the operator norm and triangle inequality, and the third
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inequality follows from the isometric property of the parallel transport Γ and the following
argument.
Assume ΓyxU
s
t Γ
x
y  −(σ‖h˜st‖+ (σ)2/3δ1/3)Iy does not hold, then there exists ξ ∈ TyM,
s.t.
〈
ξ,ΓyxU
s
t Γ
x
yξ
〉
+ (σ‖h˜st‖+ (σ)2/3δ1/3) · ‖ξ‖ < 0. Denote the Γxyξ by η, since η ∈ TxM,
Pxη = η and ‖Γxyξ‖ = ‖η‖, we have
〈η,UstPxη〉+ (σ‖h˜st‖+ (σ)2/3δ1/3) · ‖η‖ =
〈
ξ,ΓyxU
s
t Γ
x
yξ
〉
+ (σ‖h˜st‖+ (σ)2/3δ1/3) · ‖ξ‖ < 0,
which contradicts (55). Therefore, we have
−λmin(Hy) ≤ (σ‖h˜st‖+ (σ)2/3δ1/3) + ‖Hx − U st ‖op + LH‖h‖
= σ(‖h˜st‖ − ‖h‖) + ‖Hx − U st ‖op + (LH + σ)‖h‖+ (σ)2/3δ1/3
≤ 3σ
2
‖h‖+ ‖Hx − U st ‖op + σ|‖h˜st‖ − ‖h‖|+ (σ)2/3δ1/3,
where the last inequality holds because LH ≤ σ/2.
Recall the µ(x) definition in (24), combining Lemmas (4.4) and (4.11), we have the
following result.
Lemma 4.12. Setting σ = k¯LH with k¯ ≥ 2, for any δ-inexact solution h˜st , we have
µ(Expxst (Px
s
t
h˜st )) ≤ 9(k¯)3/2[
27(σ)3/2
8
‖h˜st‖3 + ‖gradF (xst )− vst‖3/2
+ (σ)−3/2‖HessF (xst )−Ust‖3op + (σ)1/2δ],
Proof. Recall µ(x) = max{‖gradF (x)‖3/2,−L−3/2H λ3min(HessF (x))}. We can apply Lem-
mas (4.4) and (4.11) to upper bound ‖gradF (x)‖3/2 and −(L3/2H )−1[λmin(HessF (x))]3}
separately.
‖gradF (Expxst (Pxst h˜
s
t ))‖3/2
≤ [σ‖h˜st‖2 + ‖gradF (xst )− vst‖+
1
σ
‖HessF (xst )−Ust‖2op + ‖∇mst (h˜st )‖]3/2
≤ 2[(σ)3/2‖h˜st‖3 + ‖gradF (xst )− vst‖3/2 + (σ)−3/2‖HessF (xst )−Ust‖3op + ‖∇mst (h˜st )‖3/2]
≤ 2[(σ)3/2‖h˜st‖3 + ‖gradF (xst )− vst‖3/2 + (σ)−3/2‖HessF (xst )−Ust‖3op + (σ)1/2δ],
where the first inequality follows from Lemma (4.4), the second inequality holds due to the
following basic inequality (a + b + c + d)3/2 ≤ 2(a3/2 + b3/2 + c3/2 + d3/2), and the third
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inequality follows from (51).
− L−3/2H [λmin(HessF (h˜st ))]3
= −(k¯)3/2(σ)−3/2[λmin(HessF (h˜st ))]3
≤ (k¯)3/2(σ)−3/2[3σ
2
‖h˜st‖+ ‖HessF (xst )−Ust‖op + (σ)2/3δ1/3]3
≤ 9(k¯)3/2[27(σ)
3/2
8
‖h˜st‖3 + (σ)−3/2‖HessF (xst )−Ust‖3op + (σ)1/2δ],
where the equality follows from σ = k¯LH , the first inequality follows from Lemma (4.11),
and the last inequality follows from the basic inequality (a+b+c)3 ≤ 9(a3 +b3 +c3). Since
9(k¯)3/2 > 2, we have
µ(Expxst (Px
s
t
h˜st )) = max{‖gradF (Expxst (Pxst h˜
s
t ))‖3/2,−L−3/2H λ3min(HessF (Expxst (Pxst h˜
s
t ))}
≤ 9(k¯)3/2[27(σ)
3/2
8
‖h˜st‖3 + ‖gradF (xst )− vst‖3/2
+ (σ)−3/2‖HessF (xst )−Ust‖3op + (σ)1/2δ],
which completes the proof.
Theorem 4.2. Under Assumption (1) to (3), suppose that the cubic regularization param-
eter σ in Algorithm (1) is fixed and satisfies σ = k¯LH , where LH is the Hessian Lipschitz
parameter according to (9) and k¯ ≥ 2. Suppose at each iteration, the cubic problem (28) is
solved inexactly and the results {h˜st} are δ-inexact solutions. Suppose that the batch sizes
bg and bh satisfy
bg ≥ 3000
4/3T 4(
√
ξ − 1 + 1)4
k¯2
, bh ≥ e log d
(
√
k¯
193T (
√
ξ−1+1) +
1
8 − 12√2)2
, (57)
where T ≥ 2 is the length of the inner loop in Algorithm (1) and d = mn is the dimension
of the problem. Then the output of the Algorithm (1) satisfies
E[µ(xout)] ≤ 729k¯
2L
1/2
H ∆F
ST
+ 738k¯2
√
LHδ, (58)
where µ(x) is defined in (24).
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Proof. For simplicity, we denote η = Pxst h˜
s
t , and recall that η = Exp
−1
xst
(xst+1). We have
〈vst , η〉+
1
2
〈Ust [η], η〉+
σ
6
‖η‖3
=
〈
vst , Pxst h˜
s
t
〉
+
1
2
〈
Ust [Pxst h˜
s
t ], Pxst h˜
s
t
〉
+
σ
6
‖Pxst h˜st‖3
≤
〈
vst , h˜
s
t
〉
+
1
2
〈
Ust [Pxst h˜
s
t ], h˜
s
t
〉
+
σ
6
‖h˜st‖3
≤ − σ
12
‖h˜st‖3 + δ ≤ −
σ
12
‖η‖3 + δ,
where the first and the third inequalities follows from the Cauchy-Schwarz inequality:
‖Pxst h˜st‖2 =
〈
Pxst h˜
s
t , Pxst h˜
s
t
〉
=
〈
Pxst h˜
s
t , h˜
s
t
〉
≤ ‖Pxst h˜st‖ · ‖h˜st‖, and the second inequality
follows from (53). We can now upper bound F (xst+1) as follows.
F (xst+1) ≤ F (xst ) +
〈
gxst , η
〉
+
1
2
〈
Hxst [η], η
〉
+
LH
6
‖η‖3
= F (xst ) +
〈
gxst − vst , η
〉
+
1
2
〈
(Hxst −Ust )[η], η
〉− σ − LH
6
‖η‖3
+ 〈vst , η〉+
1
2
〈Ust [η], η〉+
σ
6
‖η‖3
≤ F (xst ) + (
σ
27
‖η‖3 + 2
σ1/2
‖gxst − vst‖3/2) +
1
2
(
2σ
27
‖η‖3 + 27
σ2
‖Hxst −Ust‖3op)
− σ − LH
6
‖η‖3 − σ
12
‖η‖3 + δ
≤ F (xst ) +
2
σ1/2
‖gxst − vst‖3/2 +
27
2σ2
‖Hxst −Ust‖3op −
σ
12
‖η‖3 + δ,
where the first inequality follows from Lemma (3.1) and the second inequality holds due
to Lemma (4.3) and the statement above.
Next, we define
Rst , E[F (xst ) + ct‖Exp−1xˆs (xst )‖3], (59)
where ct is defined in Lemma (4.9). By Lemma (4.8), for T ≥ 2, we have
ct+1‖Exp−1xˆs (Expxst (h˜
s
t ))‖3 ≤ 2ct+1(
√
ξ − 1+1)3T 2‖h˜st‖3 +ct+1(1+
3
T
)‖Exp−1xˆs (xst )‖3. (60)
Furthermore, from Lemma (4.12), we have
µ(xst+1)
729k¯2
√
LH
≤ σ
24
‖h˜st‖3 +
‖gradF (xst )− vst‖3/2
81
√
σ
+
‖HessF (xst )−Ust‖3
81σ2
+
δ
81
. (61)
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Combining (59), (60) and (61), we have
Rst+1 + E[
µ(xst+1)
729k¯2
√
LH
]
= E[F (xst+1) + ct+1‖Exp−1xˆs (xst+1)‖3 +
µ(xst+1)
729k¯2
√
LH
]
≤ E[F (xst ) +
3√
σ
‖gradF (xst )− vst‖3/2 +
14
σ2
‖HessF (xst )−Ust‖3]
+ E[ct+1(1 +
3
T
)‖Exp−1xˆs (xst )‖3 − (
σ
24
− 2ct+1(
√
ξ − 1 + 1)3T 2)‖h˜st‖3] +
82δ
81
≤ E[F (xst ) +
3√
σ
‖gradF (xst )− vst‖3/2 +
14
σ2
‖HessF (xst )−Ust‖3op
+ ct+1(1 +
3
T
)‖Exp−1xˆs (xst )‖3] +
82δ
81
where the last inequality follows from Lemma (4.9).
Based on Lemma (4.2), and the conditions on the size of bg and bh, it can be easily
verified that
3√
σ
E‖gradF (xst )− vst‖3/2 ≤
3L
3/2
H√
σb
3/4
g
E‖Exp−1xˆs (xst )‖3 ≤
σ
1000T 3(
√
ξ − 1 + 1)3E‖Exp
−1
xˆs (x
s
t )‖3,
(62)
14
σ2
E‖HessF (xst )−Ust‖3≤
896L3H(ρ+ ρ
2)3
σ2
E‖Exp−1xˆs (xst )‖3 ≤
σ
1000T 3(
√
ξ − 1 + 1)3E‖Exp
−1
xˆs (x
s
t )‖3,
(63)
where ρ =
√
2e logmn
bh
. Therefore, we have
Rst+1 + E[
µ(xst+1)
729k¯2
√
LH
] ≤ E[F (xst ) + ‖Exp−1xˆst (x
s
t )‖3(ct+1(1 + 3/T ) +
σ
500T 3(
√
ξ − 1 + 1)3 )] +
82δ
81
= E[F (xst ) + ct‖Exp−1xˆst (x
s
t )‖3] +
82δ
81
= Rst +
82δ
81
where the first equality is due to the choice of {ct} defined in Lemma (4.9). Telescoping
the above inequality from t = 0 to T − 1, we have
Rs0 −RsT ≥ (729k¯2
√
LH)
−1
T∑
t=1
(E[µ(xst )]−
82δ
81
)
Note that cT = 0 and x
s−1
T = x
s
0 = xˆ
s, then RsT = E[F (xsT )+cT ‖Exp−1xˆst (x
s
T )‖3] = EF (xˆs+1)
and Rs0 = E[F (xs0) + c0‖Exp−1xˆs (xs0)‖3] = EF (xˆs), which implies
EF (xˆs)− EF (xˆs+1) = Rs0 −RsT ≥ (729k¯2
√
LH)
−1
T∑
t=1
(E[µ(xst )]−
82δ
81
)
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Telescoping the above inequality from s = 1 to S yields
∆F ≥
S∑
s=1
EF (xˆs)− EF (xˆs+1) ≥ (729k¯2
√
LH)
−1
S∑
s=1
T∑
t=1
(E[µ(xst )]−
82δ
81
).
By the definition of xout, the proof is completed.
The following corollary is similar to Corollary 4.1 for the inexact solution to cubic
regularized subproblem.
Corollary 4.2. Suppose that for each s, t, h˜st is an inexact solver of cubic subproblem
mst (h), which satisfies Definition 4.3 with δ = (1500k¯
2
√
LH)
−13/2. Under Assumption
(1) to (3), suppose that the cubic regularization parameter σ in Algorithm (1) is fixed
and satisfies σ = k¯LH , where LH is the Hessian Lipschitz parameter according to (9)
and k¯ ≥ 2. Let the epoch length T = N1/5, batch sizes bg = 3000
4/3N4/5(
√
ζ−1+1)4
k¯2
, bh =
e log d
(
√
k¯
193N1/5(
√
ζ−1+1) +
1
8
− 1
2
√
2
)2
, and the number of epochs S = max{1, 1500k¯2L1/2H ∆FN−1/5−3/2}.
Then, Algorithm (1) finds an (,
√
LH)-approximate local minimum in O˜(N+L
1/2
H ∆FN
4/5−3/2)
number of second-order oracle calls.
Proof. Under the parameter choice in Corollary 4.2 and Theorem 4.2, it holds that
E[µ(xout)] ≤ 729k¯
2L
1/2
H ∆F
ST
+ 738k¯2
√
LHδ ≤ 
3/2
2
+
3/2
2
= 3/2. (64)
Thus, xout is an (,
√
LH)-approximate local minimum. Similar to the discussion in Corol-
lary 4.1, the total amount of SO calls is
SN + (ST )(bg + bh) ≤ N + 1500k¯2L1/2H ∆FN4/5−3/2
+ 1500k¯2L
1/2
H ∆F 
−3/2(bg + bh)
= O˜(N + L
1/2
H ∆FN
4/5−3/2)
5 Numerical studies
To empirically validate our results, we consider a classification problem with N training
examples where xi ∈ Rm and yi ∈ {−1, 1} for all i. We aim to learn a linear predictor
f(x) = β>x such that for a new feature xˆ, it predicts yˆ = 1 if f(xˆ) > 0 and yˆ = −1,
otherwise. To test our algorithm, we enforce the Sphere manifold, {β ∈ Rm : β>β =
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1} Absil et al. (2009). We choose the smooth, non-convex loss function (Zhao et al., 2010;
Li & Yang, 2003):
L(β; {(xi, yi)}Ni=1) =
N∑
i=1
(1− 1
1 + e−yi·β>xi
)2. (65)
The Euclidean gradient and Hessian of L are
∇L(β) =
N∑
i=1
− e
−2yi(β>xi)
(1 + e−yi(β>xi))3
xi,
∇2L(β) =
N∑
i=1
(2− e−yiβ>xi)y2i e−2yi(β
>xi)
(1 + e−yi(β>xi))4
xix
>
i . (66)
The Riemannian gradient and Hessian of L along direction η (see Proposition 5.3.2 in Absil
et al. (2009)) are
gradL(β) =
N∑
i=1
− e
−2yi(β>xi)
(1 + e−yi(β>xi))3
xi +
e−2yi(β>xi)(β>xi)
(1 + e−yi(β>xi))3
β,
HessL(β)[η] =
N∑
i=1
(2− e−yiβ>xi)y2i e−2yi(β
>xi)
(1 + e−yi(β>xi))4
xix
>
i η
− (2− e
−yiβ>xi)y2i e
−2yi(β>xi)(β>xix>i η)
(1 + e−yi(β>xi))4
β +
e−2yi(β>xi)(β>xi)
(1 + e−yi(β>xi))3
η.
The above equations characterize the full gradient and Hessian, while the stochastic gra-
dient and Hessian (along certain direction) easily follow.
The Sphere manifold is compact and has positive sectional curvature everywhere; hence,
we set ζ in Lemma 4.8 (in the supplementary document) equal to 1. Next, note that
determining LH exactly relies on the objective function and manifold structure (see Zhang
& Zhang (2018)), which we did not investigate. Instead, we approximate LH numerically
by randomly sampling sufficiently large number of points over the manifold, given any
pair of points we calculated the smallest constant satisfying (9), and finally we took the
maximum constant over all of the pairs as LH .
In the following results, the cubic subproblem (step 10 of the algorithm) is solved
inexactly based on conjugated gradient method using the Manopt package Boumal et al.
(2014). Since the output of the algorithm (step 15) needs to be sampled uniformly at
random from for s ∈ [S] and t ∈ [T ], to verify our theoretical results, ‖gradL(βi)‖3/2
are averaged over i = 1, ..., k for k = 1, ...,K, where K = ST . Results are illustrated in
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Figure 1 (Top). The “default” parameter setting is taken to be σ = 50, bg = bh = 1000 and
T = 5, following Corollary 4.1, and in the other curves only the corresponding parameter
is changed. All trends show convergence of E[‖gradL‖3/2] to zero with a sublinear rate.
Furthermore, we kept track of {λminHessL(βi), i = 1, ..., k} (which was nonnegative in all
iterations) and find that µ(β) is dominated by ‖gradL(β)‖3/2 in all scenarios.
In practice, we can use the last iterate as the output of the algorithm. So, we also numer-
ically analyze the performance of the proposed algorithm for ‖gradL(βk)‖ and L(βk)−L∗,
taking the solution at the last iteration as the output. Results for one replication of the
algorithm are shown in Figure 2. Note that L∗ is obtained by the built-in trust region
method in Manopt Absil et al. (2007). All plots show a superlinear rate of convergence to
a first-order stationary point. Bigger values of σ tend to provide smaller objective values,
but with slower convergence. Smaller batch sizes result in slower convergence with more
oscillation around the stationary point. Finally, bigger values of T , which leads to less num-
ber of epochs (for a fixed K=ST) and, hence, less full gradient and Hessian calculations,
result in less precise convergence performance, which is intuitive.
Finally, we compare performance of the proposed algorithm with Riemannian adaptive
regularization with cubics Agarwal et al. (2018) and trust region Boumal et al. (2019)
algorithms. Results are shown in Figure 1 (Bottom). Since, the two benchmark methods
are deterministic and use full gradient and Hessian information, the x-axis is taken to
be the number of SO calls divided by N - see Definition 4.2. Comparing two the other
methods, the proposed R-SVRC algorithm converges to the stationary point faster over
the SO calls.
6 Conclusion
We present the stochastic variance-reduced cubic regularized Newton method for optimiza-
tion over Riemannian manifolds, which we called R-SVRC. The proposed second-order al-
gorithm requires information on full gradient and Hessian at the beginning of each epoch
but updates the gradient and Hessian within each epoch in a stochastic variance-reduced
fashion. Each iteration requires solving a cubic-regularized Newton subproblem. Itera-
tion complexity of the proposed algorithm to second-order stationary points is established
which matches the worst case complexity bounds in the Euclidean setting. Furthermore, a
version of the algorithm which requires solving the cubic regularized subproblem inexactly
is proposed with the same complexity bound as the exact case. Finally, our theoretical
findings are verified with detailed numerical studies.
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Figure 1: (Top) Convergence of averaged ‖gradL‖3/2 for different parameter settings.
(Middle) Decreases of the Riemannian gradient norm with respect to time. (Bottom)
Comparison of R-SVRC versus the Riemannian adaptive regularization with cubics (ARC)
and Riemannian trust region (RTR) algorithms.
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Figure 2: (Left) Decrease of ‖gradL(βk)‖. (Right) Decrease of L(βk)−L∗. The solution
of the last iteration is taken as the output of the algorithm.
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