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Many-body localization provides a mechanism to avoid thermalization in isolated interacting quantum
systems. The breakdown of thermalization may be complete, when all eigenstates in the many-body spectrum
become localized, or partial, when the so-called many-body mobility edge separates localized and delocalized
parts of the spectrum. Previously, De Roeck et al. [Phys. Rev. B 93, 014203 (2016)] suggested a possible
instability of the many-body mobility edge in energy density. The local ergodic regions—so-called “bubbles”—
resonantly spread throughout the system, leading to delocalization. In order to study such instability mechanism,
in this work we design a model featuring many-body mobility edge in particle density: the states at small
particle density are localized, while increasing the density of particles leads to delocalization. Using numerical
simulations with matrix product states, we demonstrate the stability of many-body localization with respect
to small bubbles in large dilute systems for experimentally relevant timescales. In addition, we demonstrate
that processes where the bubble spreads are favored over processes that lead to resonant tunneling, suggesting
a possible mechanism behind the observed stability of many-body mobility edge. We conclude by proposing
experiments to probe particle density mobility edge in the Bose-Hubbard model.
DOI: 10.1103/PhysRevB.102.060202
Introduction. Many-body localization (MBL) provides a
mechanism to avoid thermalization in isolated quantum inter-
acting systems [1,2]. Despite intensive theoretical [3,4] and
experimental [5–11] studies, only fully MBL phase in one
spatial dimension is relatively well understood. The fate of
MBL in higher dimensions [12–16] and the possibility of the
coexistence of localized and delocalized eigenstates in the
same many-body spectrum [17] remain debated.
Similarly to the case of Anderson localization [18], the
MBL and delocalized eigenstates cannot coexist at the same
energy suggesting the existence of many-body mobility edge
(MBME)—a certain energy in the spectrum separating lo-
calized and delocalized eigenstates [2]. In contrast to the
noninteracting case, the energy of MBME scales extensively
with system size. In the absence of a coupling to a bath, this
leads to an exactly vanishing conductivity (in contrast to an
exponentially small but finite value in Anderson insulator)
until a certain critical temperature [2].
Recently De Roeck et al. [17] suggested a possible mech-
anism that may destroy MBME in large systems: a finite
region with local energy density above the mobility edge—
a “bubble”—may resonantly spread throughout the system
thereby destroying localization everywhere. However, recent
experiments [11] and matrix product state (MPS) simulations
[19,20] gave evidence of MBME, at least on intermediate
timescales. In addition, a number of numerical studies ob-
served a mobility edge [21–25] using exact diagonalization
(ED). Unfortunately, the ED is limited to relatively small
system sizes; experiments with MBME in energy density are
also challenging since they require energy resolution.
In order to overcome the above challenges, we propose to
study MBME in particle density. This allows us to directly
probe the mechanism of instability suggested in Ref. [17],
which equally applies to MBME in any extensive conserved
quantity. First, using numerical simulation with MPSs, we
demonstrate that uniform dilute states remain localized even
at system sizes of L = 40 sites up to 250 tunneling times (i.e.,
more than two orders of magnitude larger than the inverse
local hopping). Next, we use a region with large particle
density to reproduce the bubble described in [17] and track its
influence on the dilute remainder of the system in a quantum
quench. We do not find any evidence of resonant tunneling of
the bubble, at least on experimentally relevant timescales.
In summary, the study of the particle density MBME
facilitates the state preparation and analysis and allows us
to access the dynamics of much larger systems using time
evolution with MPS. We report the stability of the particle
density mobility edge on long timescales and suggest that
similar physics may be experimentally probed using the Bose-
Hubbard model.
Correlated hopping model. We consider hard-core bosons
on an open chain of size L, with the following Hamiltonian:
ˆH = t1
L−1∑
i=1
(c†i+1ci + H.c.) +
L∑
i=1
inˆi
+ t2
L−1∑
i=2
(c†i−1nˆici+1 + H.c.). (1)
The first line corresponds to the noninteracting Anderson’s
model [26], where random on-site potential has a uniform dis-
tribution, i ∈ [−W,W ]. The facilitated hopping in the second
line enables motion of a pair of particles with amplitude t2,
••◦↔◦••, making the model interacting. The Hamiltonian (1)
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FIG. 1. Scaling of level spacing ratio demonstrates that at density
ν = 1/5 (solid lines, L = 15, 20, 25 with 3,4,5 particles) the system
enters MBL phase for W  6.3. In contrast, at half-filling ν = 1/2
(dashed curves, L = 10, . . . , 18) the critical disorder strength is
much larger and in the entire range of disorder rav approaches thermal
value with increasing system size. Data is generated from ED/SI
simulations with at least 103 disorder realizations using approxi-
mately 2% of eigenstates in the center of the spectrum.
has two channels for dynamics: the single-particle hopping
prevails in dilute states, while the pair hopping is dominant at
larger densities.
We note that a similar model was discussed in Ref. [17]
in two dimensions, although only with two particles. The
enhancement of localization length in the case of two inter-
acting particles also received significant attention [27,28]. In
a different direction, the fate of the single-particle mobility
edge in the presence of interactions was studied [10,29]. In
contrast, we study model (1) that does not have a single-
particle mobility edge and consider the finite particle density
regime.
We fix the value of the hopping parameters t1 = 0.5 and
t2 = 2 so that the localization length of a single particle ξSP 1
and at the same time a single pair has a localization length
ξP  2.5 for 2.5 W  6 [30]. For such a choice, our model
does not suffer from finite size effects [31] and we establish
MBME using eigenstate probes.
Eigenstate probes of localization. We use exact diagonal-
ization and shift-invert (SI) numerical techniques to provide
evidence for MBME in Hamiltonian (1). We analyze the
average ratio of level spacings, δi = Ei+1 − Ei, in the middle
of the spectrum, rav = 〈min(δi, δi+1)/ max(δi, δi+1)〉. This is
a commonly used probe of the MBL transition [22,32] that
attains the value rP  0.39 for the Poisson level statistics,
characteristic of the MBL phase, and rGOE  0.53 for the case
of random Gaussian orthogonal ensemble (GOE), typical for
chaotic Hamiltonians with time-reversal symmetry.
Figure 1 displays that at half-filling, ν = N/L = 1/2,
where N is the total number of particles and L is the chain
length, the level statistics approaches GOE with increasing
system size, which is consistent with the delocalized phase.
In contrast, at ν = 1/5 filling rav flows towards rP at strong
disorder. In what follows we fix the disorder strength to
be W = 6.5, since at this value the dilute limit is localized
while the dense limit clearly flows towards delocalization. The
scaling of entanglement entropy also confirms the coexistence
of localized and delocalized phases for disorder W = 6.5 [30].
Quench dynamics. Having provided numerical evidence
for the coexistence of localized and delocalized phases in
small systems, we turn to quantum quench dynamics that
distinguishes MBL from ergodic phase [5,33]. We consider
quenches where the system is initially prepared in a product
state and then evolved with the Hamiltonian (1). Starting with
a density wave of period 1/ν, a configuration that contains no
pairs, we calculate the density profile at late times. For the
dilute case, ν = 1/5, we use the time-evolved block decima-
tion (TEBD) with MPS [34,35] (see [30] for additional details
and benchmarks). This allows one to monitor the dynamics of
systems as large as L = 40 sites up to times Tmax = 500. In
the dense case (ν = 1/2) we use ED and the Krylov subspace
time evolution method. While ED allows one to access the
infinite-time density profile, with the Krylov method, we
simulate quantum dynamics up to Tmax = 1000.
The density profiles at late times look very different in the
dense and dilute cases. While in the dilute case the system
retains memory of the initial state [see Fig. 2(a)], at ν = 1/2
quantum dynamics leads to a progressively more uniform
density profile with increasing system size [Fig. 2(b)]. In
order to quantify the difference in the form of the density
profile at late times, in Fig. 2(c) we plot the average devi-
ation of the density from the equilibrium thermal value ν,
n = (1/L)∑Li=1 |〈nˆi(Tmax)〉 − ν|. The deviation of late-time
density from the thermal value, n, in the dense regime
decays exponentially with the system size as n ∼ e−L/ξT ,
where ξT  6.27. In contrast, for the dilute case n shows no
dependence on the system size, as is apparent in the density
profiles. The characteristic length ξT extracted in the dense
case gives the minimum size for genuine ergodic bubbles that
can destroy the MBME according to Ref. [17].
Having confirmed the coexistence of localized and de-
localized states at different values of particle density ν for
the same disorder strength, we proceed with a more detailed
study of the effect of a bubble, whose behavior is central to
the mechanism proposed in [17]. Figure 2(d) illustrates the
evolution of a nonuniform initial state, where a dense region
represents the bubble. The bubble region consists of eight
sites with two pairs of particles and has a local density of
ν = 1/2. The bubble is followed by a period-5 density wave
that occupies L − 10 sites and two additional empty sites at
the end of the chain. Although having ν = 8/30 > 1/5, this
state is still in a localized sector, as shown in [30]. The bubble
leaks only weakly into the dilute region even at late times
[see Fig. 2(d)], with particles far away from the bubble not
being affected. In contrast, in the dense case, Fig. 2(g), the
bubble with average density of ν = 2/3 successfully melts the
period-3 density wave state throughout the system.
Next, in panels Fig. 2(e) and 2(h) we further illustrate the
differences between the density dynamics in the dense and
dilute cases in the presence of a bubble. In both cases we plot
the density of particles within subregions of small size k, ν˜i =
(1/k)∑i+k−1j=i 〈n j〉, that are shown at the top of the plot. In the
dilute case, Fig. 2(e), we observe that ν˜ remains far from its
thermal value even at late times, in contrast with [17], where
an ergodic region larger than ξT is expected to delocalize the
system. The densities of regions in the bubble and adjacent
to the bubble seem to saturate, while the regions far away
from the bubble show very slow dynamics. In contrast, the
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FIG. 2. (a)–(c) The quantum quench from the uniform density wave with period 1/ν reveals memory of the initial state at ν = 1/5 in (a),
whereas in the dense case ν = 1/2 (b) the charge pattern relaxes to zero exponentially in the system size as is shown in (c). (d)–(f) Stability
of the dilute system against the bubble consisting of a half-filled region with four particles is illustrated in panel (d) by the density profile at
Tmax. (e) The time dynamics of density in the coarse-grained regions (see the legend at the top) shows the absence of significant relaxation in
regions away from the bubble. The density in the region at the boundary with the bubble increases logarithmically in time. (f) The onset of
logarithmic entanglement dynamics after a transient is visible for all cuts (see the legend at the top) away from the bubble. (g)–(i) In contrast,
the bubble delocalizes the system when the overall density ν = 1/2. The residual density profile at Tmax = 1000 in panel (g) has only weak
memory of the initial state. In addition, densities coarse-grained over three-site regions in (f) all tend to the equilibrium value of 1/2 and
entanglement entropy in (i) displays faster than logarithmic growth for all cuts. The data are generated using TEBD and Krylov (ED) dynamics
using between 5 × 104–100 (dilute) and 3 × 104–103 (dense) disorder realizations.
dense case, Fig. 2(h), shows that all expectation values evolve
towards equilibrium, although the regions far away from the
center of the chain display slow, logarithmic in time, growth
of density.
Finally, we study the dynamics of the bipartite entangle-
ment entropy, SvN [see Figs. 2(f) and 2(i)]. The entanglement
is defined as SvN = −trρ ln ρ, where ρ is the density matrix
of the left subregion calculated from |ψ (t )〉 = e−i ˆHt |ψ0〉. Dif-
ferent entanglement cuts shown at the top of Figs. 2(f) and
2(i) are encoded by their color. Consistent with MBL, the
increase of entanglement in the region close to the bubble
is logarithmic in time in Fig. 2(f) [36–39]. The entanglement
across the cuts further away from the bubble begins to grow at
significantly later times. For these more distant cuts, the initial
uprise in entanglement corresponds to a slow logarithmic
change of density [see Fig. 2(e)], and after saturation of den-
sity dynamics, we expect an onset of the logarithmic growth
of entanglement. In contrast, the entanglement dynamics in
Fig. 2(i) is always faster than logarithmic. In [30] we provide
more details on the contribution of particle transport to entan-
glement [39,40], demonstrating that it is responsible for the
logarithmic entanglement increase, in agreement with [41,42],
whereas the configurational entanglement grows faster than
logarithmic, and total entropy shows a power-law increase.
Bubble tunneling vs decay processes. The quench dynamics
discussed above suggests that a bubble is not able to spread
through the entire localized chain and remains in the vicinity
of its initial position. At the same time, most of our quench
simulations are restricted to finite, albeit long, times. In order
to give complementary evidence for the bubble localization,
we return to eigenstate properties that effectively probe the
infinite time limit.
We start with an initial product state in the half-filled case
illustrated for L = 12,
|ψ1〉 = • • ◦ • • ◦ ◦ ◦ • ◦ ◦ •, (2)
that contains a bubble of k = L/2 sites with ν = 2/3 filling
(boxed region), followed by a sparser region with the same
number of sites and density ν = 1/3. To quantify the relation
between the probability of the bubble tunneling to the opposite
end of the system and the probability of the bubble spreading
throughout the system, we use a spatial reflection of |ψ1〉 and
uniform density wave as a representative of the state with
bubble tunneling and spreading, respectively:
∣∣ψ t2
〉 = • ◦ ◦ • ◦ ◦ ◦ • • ◦ • • , (3)
∣∣ψ s2
〉 = • ◦ • ◦ • ◦ • ◦ • ◦ • ◦ •, (4)
illustrated for L = 12 and ν = 1/2 filling. For dilute config-
urations at ν = 1/5 we define the bubble as a region of size
2(νL − 1) with density 1/2, joined with a dilute remainder.
For L = 20 such a state is
|ψ1〉 = • • ◦ • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦.
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FIG. 3. The rapid increase of the ratio of Ps/Pt with system
size and disorder strength reveals that in the dilute case, ν = 1/5,
the probability for bubble spreading is strongly enhanced compared
to the probability of bubble tunneling to the opposite end of the
system. For the dense case these two probabilities are of the same
order and approach each other with increasing system size in a broad
range of disorders. Averaging is done over at least 2.5 × 103 disorder
realizations.
It is straightforward to show that the infinite-time average
probability of finding the system with the wave function
e−i ˆHt |ψ1〉 in the product state |ψ2〉 is given by
P (|ψ1〉, |ψ2〉) =
N∑
α=1
|〈Eα|ψ1〉〈Eα|ψ2〉|2, (5)
where |Eα〉 are the complete set of eigenstates of ˆH .
Equation (5) quantifies the similarity in the expansion of two
different states |ψ1,2〉 over the basis |Eα〉 and reduces to the
conventional participation ratio when |ψ1〉 = |ψ2〉.
In order to reveal the relation between bubble decay and
tunneling processes, we calculate the ratio of probabilities
of bubble decaying, Ps = P (|ψ1〉, |ψ s2〉), with |ψ s2〉 from
Eq. (4), to bubble tunneling, Pt = P (|ψ1〉, |ψ t2〉) with |ψ t2〉
from Eq. (3). In the dense case, these two probabilities are of
the same order and moreover tend to identity with increasing
system size as expected in the delocalized phase (see Fig. 3).
In the dilute case, the ratio Ps/Pt is rapidly increasing with
both disorder and system size. This proves that the bubble
tunneling processes are strongly suppressed compared to the
processes where the bubble spreads throughout the system,
calling into question the applicability of the resonance argu-
ment of [17].
Experimental realization. Finally, we discuss a possible
way to observe the physics related to MBME in experiments
with ultracold atoms. Within the disordered Aubry-André
bosonic Hamiltonian,
ˆH =
∑
i
[t (a†i ai+1 + H.c.) + ini,σ + Uni(ni − 1)], (6)
that is actively used to study MBL physics [39,43], the
bubbles can be represented by regions with 〈a†i ai〉 = ρ > 1
bosons per site. A particle within such region has a hopping
matrix element enhanced by the Bose factor of 〈ρ〉, thus
playing the role of hopping t2 in model (1). In the regime
of densities and disorder strengths such that the enhanced
hopping 〈ρ〉t corresponds to localization lengths significantly
larger than lattice spacing, ξdense > a, whereas a single boson
localization length is ξ  a, this model will implement similar
physics to our toy model. Note that at the same time it is
important to keep interaction U low enough, U  t , to avoid
the formation of minibands related to long-lived doublons.
By initializing the system in a product state with a dense
region of bosons in the center of the trap along with low
density of bosons away from such a region, the dynamics
under Hamiltonian (6) will probe the ability of the bubble
to melt the imbalance [5] away from its original position.
From our simulations we expect the absence of imbalance
relaxation far away from the bubble. In a different direction,
doublons [44,45] or second species of particles not subject to
disorder [9] are also promising candidates that can play a role
of the bubble.
Discussion. We presented a model with MBME in particle
density and investigated its properties numerically using ED
and time evolution with MPS. We find strong evidence of the
persistence of localization at infinite times for small systems
and also observe memory of initial configuration until times of
Tmax = 500 for systems with up to L = 40 sites. These times
are at least two orders of magnitude larger compared to the
inverse local hopping, h¯/t1, and are achievable with cold-atom
experiments. While we cannot rule out a residual very slow
delocalization at much later times, the constructed model
allows us to bound the timescale up to which the localization
remains stable in very large systems that are beyond the reach
for ED.
The model with MBME in particle density presented in
this work allows for direct tests of the arguments about the
instability of MBME [17]. In order for the bubble to move
throughout the system it is important that the bubble does not
disappear by spreading and that configurations with bubbles
situated at different locations are effectively coupled to each
other. Our simulations reveal that dilute systems have no
trace of bubble reemerging at a different location within the
system. Moreover, even the expectation value of the pair
density 〈nini+1〉 (pairs are building blocks of the bubble) is
exponentially suppressed away from the original location of
the dense bubble [30]. In an alternative approach, we directly
test the probability of the bubble to emerge at the opposite
end of the system at infinite time and find it to be strongly
suppressed.
To conclude, we expect that the proposed model will en-
able further investigations of particle density MBME. Studies
of the structure of matrix elements, extension of the theory
of local integrals of motion (LIOMs) [46,47] to systems with
MBME in particle density [23], and studies of the effect of
a small bath on a localized system [48–51] using our model
represent promising avenues for future work.
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