Research in computer science evolves very quickly. In order to prove the efficiency of a new algorithm, it is generally necessary to show some results on a large and significant benchmark used in the state of the art. This fact has for consequence the need of a large computation capability in a research laboratory. We address in this paper the performance evaluation of biometric systems through distributed computing. In this domain, we need to realize with the same algorithm many computations on different data (generally corresponding to images). We propose a solution based on a software we developed for facilitating this task. The proposed architecture is composed of a server distributing computation tasks on all the available clients. Experimental results show the benefit of the proposed software.
INTRODUCTION
Biometrics is an emerging technology in the general field of computer security for user authentication. Despite the obvious advantages of this technology in enhancing and facilitating the authentication process, its proliferation is still not as much as attended [1] , [2] . By contrast to traditional methods, biometric systems do not provide a 100% reliable answer, and it is quite impossible to obtain such a response. This uncertainty is due from the variations of human characteristics (e.g., occlusions in Iris-based recognition systems), environment factors (i.e., variation of acquisition conditions such as illuminations in facial-based recognition systems) and cross-device matching [3] .
The performance evaluation of such systems is very important as the associated security depends on the possible errors that could appear. In general, a biometric system is characterized by two performance metrics: False Acceptation rate (FAR), which corresponds to the number of impostors that are authenticated by the system, and the False Rejection Rate (FRR), which measures the number of genuine users that are rejected [4] . These two evaluation metrics are computed given a threshold value set by the system administrator; This threshold defines if the user's identity based on the provided biometric information is verified. The performance evaluation of a biometric system is generally defined by a Receiver Operating Curve (ROC) while plotting FAR versus FRR for different values of the threshold.
In order to have a reliable judgment of the performance of a biometric system, we need to use a benchmark database containing some biometric features for a large number of users [5] , [6] . If we have a database of N individuals and M samples for each user, the definition of the FRR value requires (M-1).N computations and for the FAR value N.(N-1)*M ones (for a single enrollment biometric system). Actually, in the biometric field, the objective is to maximize at the same time N and M in order to make a reliable comparison of matching algorithms. For an industrial use, N could be 1 million of users (i.e. border control application). For a research lab, the need of a large computation capability for testing biometric algorithms is extremely important. A researcher who wants to propose a new matching algorithm must compute many results on a large benchmark but also has to compare them with other methods from the state of the art.
As the financial capabilities of research labs are limited and the access to clusters not necessary easy and possible, some solutions based on distributed computing must be developed. There is a strong need of a simple solution for distributing computational tasks on classical computers. In the biometrics field, this distribution is easier as the computation tasks can be intrinsically parallelized. Indeed, in the authentication case, we have to compute for each pair (reference, capture) a matching result to generate FAR, and FRR values for plotting the ROC curve.
The outline of this paper is described below. We make an overview of existing methods for benchmarking in the field of biometrics in the next section. Section III describes the proposed solution in order to solve this problem. We highlight some validation elements of the proposed system in section IV. We then conclude and give some perspectives of this study.
RELATED WORKS
The evaluation of biometric systems is now carefully considered in the research in biometrics. Nowadays, many efforts have been done to evaluate such systems. We present in this section an overview of the performance metrics, the research platforms and benchmarks in biometrics as an illustration of the evaluation methodologies used in the literature for the comparison of biometric systems.
Biometric Performance Metrics
The comparison result between the acquired biometric sample and the corresponding stored reference (also called Template) is a similarity score. If the score is higher than the predefined decision threshold, then the system accepts the claim user, otherwise the claim is rejected. This threshold is defined according to the security level required by the application. Figure 1 illustrates the distribution of the genuine users and impostor scores. [6] . They mainly concern evaluation metrics that are used to characterize the performance of a biometric system:
• Failure-to-enroll rate (FTE) All those rates may be drawn to graphically visualize the accuracy of a biometric system. For example, the ROC (Receiver Operating Characteristics) curve plots the FRR versus the FAR as illustrated in Figure 2 . It is mainly used to evaluate and compare the performance of biometric systems.
Figure 2. ROC curve
These evaluation metrics are generally computed based on data from benchmarks.
Benchmarks
A benchmark allows researchers to test their algorithm and compare them with those from the state of the art. It takes a lot of time and energy to build a large and significant benchmark. It is very convenient to download one for research purposes. We present in this section an overview of several benchmarks in the state of the art.
• GREYC alpha [7] is a keystroke dynamics database that we have collected using GREYC keystroke software developed in our research laboratory. To help researchers to process these data and to quantify the performance evaluation of their algorithms, some platforms have been created.
Platforms
Different platforms have been established for enhancing the widespread of use of biometric systems. All the evaluations have been done using a predefined database and protocol.
• FVC-onGoing, On- 
Discussion
As shown in the previous subsections, many laboratories have proposed biometric platforms whose objective is mainly to compare enrollment and verification/identification algorithms in the state of the art. Multiple metrics are used within this context [6] . These statistical measures allow in general a precise performance characterization of a biometric system. As argued in the introduction section, the computation complexity in terms of time and required materials, limit researchers contributions in this research field. In order to resolve such a problematic, we propose in this paper a software-based solution aiming to parallelize computation tasks. Such kind of solution would facilitate and decrease the time consumption of biometric performance metrics.
We present in the next section our contribution.
DEVELOPED METHOD
Before presenting the proposed solution, we define the objectives and constraints of the work.
Objectives and Constraints
Biometric systems use a wide range of different technologies, platforms and algorithms. An unbiased and reliable evaluation process of such systems should be applied for each algorithm. The more accurate the evaluation is, the more computation needs to be done.
Furthermore, as long as the different ISO standards are not applied, dealing with different kinds of biometric systems implies dealing with different technologies, different databases and different evaluation process. This fact increases the researcher's work in terms of technology integration instead of evaluation. The proposed computation platform focuses on the work of the researcher and proposes a way to ease the integration process in a pool of computation machines.
The constraints of the proposed solution are: low cost, ease of use, ease of maintenance, language independence (C, C++, C#, Java, Python . . .), scalability.
Architectures
The solution is based on a client-server architecture. The server centralizes all the different computation requests coming from the user and some client machines (named hosts) which compute the different tasks (computation requests). Moreover, the architecture relies on an interface for managing the system (named managing client), a data repository (shared directories) and configuration files in XML format. Figure 3 presents the global architecture of the solution.
Figure 3. Principle of the Solution
The core of the system lies on the computation requests. Each request is represented with 3 parameters:
• The first one is the data source on which the whole system has to deal with. The data are stored on the network within a shared directory. This way, the application does not have manage and deploy the data to the client.
• The second is the binary application, developed by the researcher which can execute one task. The application is launched by a program called "HostClient" deployed on some production machine (hosts) in the laboratory (server or workstation). The server manages the execution of the application on the HostClient. The algorithm executed on the server is a simple FIFO. HostClients and server communicate asynchronously.
• The third one is a shared repository where the results can be stored. Below is the XML representation of a computation request.
<TaskPools> <TaskPool> <Task> <ExecutionCommand>...</ExecutionCommand> <ParameterList> <Parameter>...<Parameter> </ParameterList> </Task> </TaskPool> </TaskPools> A task represents an atomic action to apply on the data source. The execution parameters and the execution command set up the application before computation on a client host. TaskPool represents all the computations to realize on a data set. TaskPools represents all the different works to compute on the distributed system.
Use Case
When a user wants to benchmark a solution or an algorithm, he/she first has to implement an atomic operation. This development is aimed by three simple rules. First, it must be a stand alone program, without any software installation. Second, the application and the data must be deployed on the repository. Last but not least, the application should get its parameters from command line options. A sample of parameters could be the name of the image source and the destination of the results. After developing the application, the user has to complete the XML representation of the computation. He/She then first has to be sure that the server application is running. We can see the server running in Figure 4 . The user connects to the server using the Managing Client Application and sends the XML file containing the whole task pools. The tasks are then queued on the server waiting for a client to execute them. Figure 5 shows the management client and the state of a computation task pool. Each user has access to the Managing Client Application, so they can see if there is computation work in progress. When a client executes a task, it informs the server of 
Performance Consideration
The whole system is aimed to be hosted on a production network which is not dedicated to computation. In consequence, the client and server could not be assigned on specific machines but on some existing ones. Thus, depending on the work activity of the server, on the network and on the laboratory, data computation results time may vary. Furthermore, some of the workstations which host the application could be offline or deactivated.
EXPERIMENTAL RESULTS
We tested our benchmarking solution with a face recognition algorithm. The protocol and obtained results are presented below.
Protocol
In order to make a decision on the identity of a user, we compare a reference image with a captured one. The used algorithm for face recognition uses SURF keypoints [12] detected on an image. We first compute these keypoints on the two images that we want to compare. Each SURF keypoint is characterized by a vector in 64 dimensions. We then compute the similarity of the two individual by looking at similar keypoints in the two images. The matching process is the same as the one presented in [13] . The more keypoints are associated between the two images, the more confident we are that the two images correspond to the same individual. An example of a genuine user can be seen in Figure 7 (a) and an impostor user can be seen in Figure 7 (b). Red lines correspond to a match between two associated keypoints. In order to evaluate our face recognition algorithm, we use a part of the AR face database [14] containing 30 individuals. Each individual has 26 images, the first one corresponds to the reference face whereas the 25 remaining ones correspond to test images. In order to evaluate the algorithm on this part of the database, we need to compare each test image to each reference image. This leads to 25*30 = 750 genuine comparisons and 25*29*30 = 21.750 impostor comparisons. The total number of comparisons is then equal to 22.500.
In order to evaluate the benchmarking tool, we made two experiments. The first one aims to check the influence of the task size. We defined two different XML files: for the first one, each comparison is assigned to a task. This leads to the definition of an XML file that contains 22.500 tasks. For the second one, each task contains a comparison for one individual to one reference image, that is to say 25 comparisons per task and 900 tasks. For the second experiment, we try to evaluate the performance regarding the number of clients that are used.
Results
For the first experiment, we run the Server, the Managing client and the client on the same computer. For the first XML file, the computation time for each task is around 0.3 second long. The total experiment lasts 355 minutes. For the second XML file, each task required 3.5 seconds and the total experiment lasts 57 minutes. We conclude that each task must be long enough to compensate the time used for the communication between the server and the client. We use the second XML file for the second experiment. We then try to change the number of client that are considered. The results of this second experiment are presented in Table 1 . First, we can see that using two clients (line 1+1) on the same computer increases the performance. This is due to the fact that the computer used is a dual core processor and each task is single threaded. Second, we can see that, when using only one client, it is faster when the client is on the same computer as the server. This small lost is due to the network communication latency. However, we can use many more computers as clients. We can see that using 3 or more clients brings significant improvements concerning the execution time.
CONCLUSIONS AND PERSPECTIVES
Benchmarking is an important issue in research in computer science and especially in biometrics. We propose in this paper a simple solution to distribute some computation tasks on different clients by using an ergonomic software. We showed that this kind of solution has many advantages for researchers. The proposed solution permits to use any computers in a research laboratory to be used for the performance evaluation of new biometric systems. We plan to provide in the future this platform for the research community in the biometrics domain.
Considering the current state of the application, several improvements could be done. Assuming we are in a private network and we have high privileges, the first one is to bypass the HostClient application and to execute the researcher application directly on the client machine. The second one is to add Linux compatibility. The existing one is based on Microsoft.net and is not compatible with Linux. The researcher could develop his algorithm for Windows or Linux and tell the server which machine to use. The third one is a web-based management client. Last, we also would like to test the proposed platform on a large cluster to quantify its benefit on very large benchmarks.
