Formation of parametric images requires voxel-by-voxel estimation of rate constants, a process sensitive to noise and computationally demanding. A model-based clustering method for a two-parameter model (CAKS) was extended to the FDG three-parameter model. The concept was to average voxels with similar kinetic signatures to reduce noise. Voxel kinetics were categorized by the first two principal components of the tissue time-activity curves for all voxels. k 2 and k 3 were estimated cluster-by-cluster, and K 1 was estimated voxelby-voxel within clusters. When CAKS was applied to simulated images with noise levels similar to brain FDG scans, estimation bias was well suppressed, and estimation errors were substantially smaller-1.3 times for K i and 1.5 times for k 3 -than those of conventional voxel-based estimation. The statistical reliability of voxel-level estimation by CAKS was comparable with ROI analysis including 100 voxels. CAKS was applied to clinical cases with Alzheimer's disease (ALZ) and cortico basal degeneration (CBD). In ALZ, the affected regions had low K i (K 1 k 3 /(k 2 + k 3 )) and k 3 . In CBD, K i was low, but k 3 was preserved. These results were consistent with ROI-based kinetic analysis. Because CAKS decreased the number of invoked estimations, the calculation time was reduced substantially. In conclusion, CAKS has been extended to allow parametric imaging of a three-compartment model. The method is computationally efficient, with low bias and excellent noise properties.
Introduction
Conventional kinetic analysis of positron emission tomography (PET) data is usually performed on concentration time series derived from regions of interest (ROI). A mathematical model of the physiological processes is fitted to the measured concentration history to estimate rate constants or other model parameters. Attempts to create parametric images by carrying out this analysis voxel-by-voxel are confounded by large amounts of noise in the tissue time-activity curve (tTAC), whereas the ROI-based kinetic analysis is affected by tissue heterogeneity and loss of spatial resolution. Excessive calculation time is also a problem when generating parametric images. Graphical methods (Patlak et al 1983 , Logan et al 1996 or linearization methods (Chen et al 1998) can shorten the computation time, but may induce bias, depending on the noise characteristics in the tTAC. To address these problems, a method called clustering analysis for kinetics (CAKS) for the two-compartment-two-parameter model has been described in Kimura et al (1999) . The concept of this method is that tTACs with the same shape can be expected to have the same kinetic parameters. Therefore, by averaging over cohorts of voxels with the same shape, noise propagation in parametric images can be reduced. In this paper, CAKS is extended to a three-parameter (K 1 , k 2 , k 3 ) model for FDG (3K-model). To cluster voxels, tTACs are categorized by principal components derived from a principal component analysis (PCA) on the tTACs of all voxels.
Method

Theory
In CAKS, those tTACs whose concentration histories have the same shape and thus the same rate constants should be detected before parameter estimation. Equation (1) is the analytic solution for the FDG 3K-model (Huang et al 1980) .
where C(t) and C p (t) denote the tTAC and the plasma time-activity curve (pTAC), respectively. K 1 and k 2 summarize the rates that the tracer in plasma enters and leaves the tissue free FDG pool; k 3 is a rate constant describing the rate at which FDG is converted to FDG-6-PO 4 . The FDG model and measurement techniques are well established and widely used (Strauss, 2001 ).
In the clustering method, K 1 is considered to be a scale factor, whereas k 2 and k 3 describe the shape of tTAC. A tTAC with n frames is treated as an n-element vector and normalized by its amplitude according to equation (2).
C (t) = C(t)
where C, C and T E denote a voxel-based tTAC, normalized tTAC and the time of the final frame, respectively. This normalization reduces the number of parameters and simplifies the clustering. Fukunaga (1990) has suggested that the first few principal components (PCs) can be utilized for clustering. Principal component analysis is a standard method of multivariate analysis (Dillon and Goldstein 1984) . Typically, an FDG study of the human brain will involve thousands of voxels and hence thousands of tTACS. PCA is based on the variancecovariance matrix of the observations and determines a linear transformation expressing the tTACS in terms of a much smaller set of orthogonal basis functions (i.e. eigenfunctions), called principal components. If there are n time measurements in an FDG study, PCA produces n principal components. The variance-covariance matrix can be partitioned using the orthogonality of the eigenfunctions. Usually, the contributions of the principal components are ordered relative to their corresponding eigenvalues, from largest to smallest. In this Figure 1 . Illustration of the 2PC and ManyPC algorithms. The coefficients of the projection of tTACs on the principal components are shown. In the 2PC algorithm (A), the coefficients of the projected tTACs are categorized by equally populated subregions denoted by dashed lines in the 2PC feature space. In the ManyPC illustration (B), the projection coefficients are separated into two clusters for each principal axis, larger than or smaller than the median of the projection on each PC. In this example, just two principal components are shown for purposes of illustration: projection coefficients are categorized to four groups (a), (b), (c) and (d).
way, adding successive principal components provides an approximation that accounts for increasing amounts of variance in the original data. When all the PCs are used 100% of the variance is taken into account. The inner product of a tTAC and the principal components yield a description of the curve shape in terms of coefficients similar to direction cosines or, more properly, a projection in a feature space. The range of each coefficient can be determined and characterized by a mesh of subregions. A multidimensional cluster is characterized by the subregion indices from each of the principal components. The number of PCs required to provide a useful description of curve shape is discussed later. The actual procedures in CAKS are shown below.
Step 1. Each tTAC was normalized by the integrated tTAC of each voxel over the duration of measurement, as in equation (2).
Step 2. PCA was applied to the normalized tTAC's of all voxels to derive principal components.
Step 3. The voxels were clustered using the principal components and an average tTAC of each cluster was obtained.
Step 4. A parameter estimation procedure was invoked for each cluster to derive estimates of k 2 and k 3 common to voxels belonging to the same cluster. K 1 was estimated voxel-by-voxel within a cluster using the estimated k 2 and k 3 , the integral of the fitted cluster tTAC and the integral of the tTAC of each voxel.
Two clustering algorithms, 2PC and ManyPC, were investigated for step 3. The clustering algorithms for 2PC and ManyPC are illustrated in figure 1 for simple examples.
In the 2PC algorithm, voxels were clustered by the two PCs corresponding to the largest eigenvalues. This approach assumes that two PCs will yield sufficient clustering criteria. All voxels were sorted, first according to the magnitude of the inner product of the first PC and the voxel tTAC, and then by the inner product with the second PC. The voxels were clustered so that there were 100 voxels per cluster and 197 clusters.
In ManyPC, the number of PCs used for clustering was chosen to explain more than 90% of the variance in curve shape. Then, the inner products between the voxel tTACs and the PCs were calculated. The median of the distribution of the inner products for each PC was used to dichotomize voxel histories into two clusters. When eight PCs were used, there were 256 clusters.
Assume that C (ξ ) (t) and N (ξ ) are the average tTAC and the number of voxels in the ξ th cluster, respectively. k (ξ ) 2 and k (ξ ) 3 represent estimated parameters in the ξ th cluster, and K (ξ ) 1j denotes K 1 value of the jth voxel in the ξ th cluster. Because estimates of k 2 and k 3 were common to voxels in a cluster
where
The reader should note that the effect of random noise is not modelled explicitly at this point, but it is included during parameter estimation. For the jth voxel in the ξ th cluster, the estimate of K 1 was obtained by
Here, the ratio of integrated tTAC was used instead of instantaneous tTAC measurements to reduce noise propagation in
Evaluation
In order to evaluate the clustering methods we used simulation and data from human studies. Two patient studies were used, one with cortico basal degeneration (CBD) and the other with Alzheimer's disease (ALZ); the FDG doses were 152 MBq and 215 MBq, respectively. The basic acquisition and reconstruction methods were as follows: scans were performed using HEADTOME IV (Shimadzu Corporation, Japan) with arterial blood sampling. PET images were reconstructed at a resolution of 7.5 mm FWHM, with 128 × 128 voxels and seven slices, using a standard convolution back-projection algorithm. Corrections were applied for dead time, detector non-uniformity and photon attenuation. The frame-time sequence was: 30 s × 2, 60 s × 4, 120 s × 4 and 240 s × 8. The time delay between pTAC and tTAC was determined using the whole-brain tTAC. First, conventional methods were used to form parametric images of the FDG model parameters. We will refer to this method as NOCAKS. In NOCAKS, the differential equations of the FDG model were integrated to produce a set of equations which can be solved at each voxel by a generalized linear least square estimation algorithm (Feng et al 1995) . Second, parametric images were formed using the 2PC and ManyPC algorithms discussed above. Principal component analysis was performed using the MATLAB Statistics Toolbox (The MathWorks, Natick, MA, USA) in which the computation is realized with singular value decomposition. After clustering, Feng's algorithm was used for parameter estimation, as described above. All programs were written in MATLAB version 5 (The MathWorks, Natick, MA, USA).
Simulations.
Two studies were performed to assess the performance of the clustering methods on simulated data, with and without noise. In the first simulation, a set of simulated tTACs was generated from a clinical pTAC and nominal rate constants. Specifically, K 1 varied from 0.1 to 0.14 in steps of 0.01 ml/min/ml, while k 2 ranged from 0.08 to 0.14, and k 3 ranged from 0.06 to 0.12 in steps of 0.02 1/min. For each set of k values, simulated noise-free tTACs were computed. In the second simulation, one hundred curves with Gaussian-distributed noise were realized for each set of k values. Because the convolution back-projection reconstruction algorithm estimates the PET concentration as a weighted sum of (approximately) Poisson variates, the central limit theorem of sampling theory (see, e.g. Winer 1971 ) guarantees that the statistical noise for each voxel can be approximated with a Gaussian distribution. Accordingly, Gaussian noise was added to simulate clinical voxel-based tTACs, with the level set so that the signal-to-noise-ratio was similar to the noise level in clinical voxel-based tTACs. Estimated PCs from noise-free and noise-added tTAC were investigated.
In the third simulation, a digital phantom was designed to mimic dynamic FDG studies. Clinical data from the Alzheimer patient was averaged, frame-by-frame, with a 5 × 5 box filter to suppress noise and simulate physiological distributions of the rate constants. Extracranial voxels were excluded before computation with NOCAKS. The frequency distribution of (k 2 , k 3 ) pairs was approximated by forming the two-dimensional histogram from the NOCAKS parametric images. In accord with that frequency distribution, noise-free true tTACs were calculated from equation (1) and the measured pTAC. Gaussian noise was then added to simulate clinical measurements, with the mean equal to the true tTAC and the variance proportional to a square root of the true tTAC. The simulation noise level at 30 min post injection was chosen to be similar (10%) to that observed in clinical studies. Finally, simulated parametric images were analysed with a tentative implementations of CAKS.
Parametric images of human FDG data. Parametric images of K
−1 were computed from FDG patient data using the proposed CAKS algorithm for two cases: ALZ and CBD. Extracranial voxels were excluded before clustering. To illustrate the noise reduction obtained with the CAKS algorithm, we computed parametric images of K i for the ALZ patient with NOCAKS and CAKS with 2PCs.
Comparison with ROI-based analysis.
We also compared the methods with conventional ROI analysis. An ROI containing 113 voxels was placed over the low K i region, indicated in figure 8 of the ALZ patient. The concentration history was extracted and K i was estimated using nonlinear least squares with a Gauss-Newton algorithm (Coleman and Branch 1999) . Corresponding voxels were averaged, using the same ROI, on the CAKS and NOCAKS K i parametric images.
Results
Simulation 1 and 2: principal component analysis for tTAC clustering
The result of PCA is shown in figure 2 , where inner products between each tTAC and the first and the second PC are plotted as separate dimensions in a rectangular coordinate system. The tTACs with different (k 2 , k 3 ) are separated from each other. Inspection shows that each (k 2 , k 3 ) pair maps to a unique point on the projection plane, with k 2 and k 3 increasing along the dimensions indicated by arrows. The mapping of projected tTACs to the PC space is not orthogonal, but a monotonic, single-valued mapping exists between the projected points and, first PC and second PC axes. This result demonstrates that PCA with 2 PCs can uniquely categorize the different curve shapes. Figure 3 shows the effect of noise on the projection of the noisy tTACs to the subspace or the first and second PCs. Figure 4 depicts the fraction of the overall variance explained as a function of the number of PCs. As expected, in the noise free case two principal components capture all the variance. However, when noise is considered, the first two PCs capture only about 40% of the variance. The first eight PCs are required to capture 90% of the variance.
Clustering criteria
It is necessary to develop rules for cluster membership. Examination of the two-dimensional histogram of the first two PCs derived from the ALZ subject showed that there were no sharp peaks, suggesting that clusters with equal number of members may be sufficient. We also evaluated the effect of cluster size in the 2PC algorithm. The issue is to balance improvement of signal-to-noise achieved by increasing cluster size against loss of resolution in the estimates. If there are few cluster members and a large number of clusters, the estimates will be noisy; whereas, if there are few clusters with many cluster members accuracy of the estimates will suffer. Figure 5 shows the effect of increasing the cluster size on the clusterto-cluster difference in parameter value. Typically, one expects maximum k 2 to be in the range 0.1-0.2 min −1 , so a resolution of 5% requires that the cluster-to-cluster difference in estimated k 2 should be less than 0.005 min −1 . Examination of figure 5 shows that clusters with less than 500 members satisfy that criterion. Similarly, the typical range for k 3 is roughly 0.01-0.1 min . And for 5% resolution figure 5 shows that clusters with about 100-200 members yield a cluster-to-cluster difference that is less than 0.0005 min . Per cent of variance explained by each principal component. × symbols denote the noise-free case, and denotes the noise added case. In the noise-free case, almost all of the distribution of tTAC shapes can explained by the two PCs corresponding to the largest eigenvalues. In the noise-added case, more principal components were required to cover the distribution range. k 3 . Low to moderate bias in the K 1 estimates was exhibited by the clustering algorithms. Large bias was noted for estimates of k 3 for the NOCAKS algorithm. The 2PC CAKS algorithm gave the best combination of bias and noise suppression for estimating k 3 . Figure 7 analyses each cluster to determine the deviation in estimated k 2 and k 3 by the 2PC algorithm. In CAKS, voxels belonging to the same cluster have the same estimates of k 2 and k 3 . If there are unclustered voxels and voxels having different true k 2 or k 3 grouped together, estimates will be biased. The digital phantom makes it possible to investigate this point. Estimated k 2 and k 3 are compared with the true k 2 and k 3 . The difference between the true and cluster values was used to compute the root mean square (RMS) deviation. Estimated k 2 or k 3 by 2PC is plotted on abscissa and the RMS deviation of the true k 2 or k 3 in the voxels belonging to each cluster is plotted on the ordinate. Inspection of figure 7 shows that the RMS deviation is about 0.025 min −1
Deviation of estimates in CAKS.
. If clustering were perfect, there would be no deviation; but with CAKS for k 2 the RMS deviation is about five times smaller than the RMS deviation of the NOCAKS estimates, and for k 3 , the RMS deviation is three times smaller.
Parametric images of human FDG data
Parametric images of K 1 , K i and k 3 computed from FDG clinical data with the 2PC algorithm are shown in figure 8. Estimated parameter values and their intracerebral distribution were physiologically reasonable. The affected region in the ALZ patient had low K i and low k 3 , whereas that for the CBD patient had low K i and preserved k 3 . Figure 9 compares parametric images of K i , on seven tomographic slices, from the study of the patient with ALZ. The parametric images made with conventional voxel-based linear estimation procedures (i.e. NOCAKS) show increased statistical fluctuations, outliers and increased bias. . RMS Deviation in estimates of 2PC algorithm. In CAKS, estimated k 2 and k 3 are common in a cluster. Estimated k 2 or k 3 by 2PC is plotted on the abscissa. Each cluster from the digital phantom was analysed and the RMS deviation of the CAKS estimates and true k 2 or k 3 are plotted on the ordinate.
Calculation time
The CAKS method required 2-3 min to generate parametric images of seven slices with 128-by-128 voxels on a 600 MHz Pentium III processor with 640 MB memory under the Microsoft Windows 98 operating system. 
Comparison with ROI-based kinetics
The results of the comparison of the 2PC, ManyPC and NOCAKS algorithms with ROI analysis are shown in figure 10 and table 1. Medians, 25th and 75th percentiles are shown as box plots in which extended lines above or below boxes represent 1.5 times the interquartile ranges, and Figure 10 . Comparison of estimated K 1 , K i and k 3 among 2PC algorithm, ManyPC algorithm, simple voxel-by-voxel estimation ( NOCAK) and ordinary ROI analysis. The ROI was placed on low K i regions. In the other algorithm, medians, 25% and 75% percentiles, and outliers (+ symbol) of estimates are shown in a manner of a box plot. ROI-based estimates were shown with diamond plots. 
Discussion
A method of clustering analysis for kinetics (CAKS) was previously described and applied to a two-parameter (K 1 , k 2 ) model (Kimura et al 1999) . The present study extends this idea to the three-parameter FDG model. CAKS has three goals: (1) to form clusters from voxels whose time course have the same shape, (2) to use clustering to reduce statistical fluctuations in parametric images and (3) to achieve reliable estimates in practical computation times on computers with modest resources. In the two-parameter model, the value of R (= tC(t) dt/ C(t) dt) was found to be related to k 2 and, equivalently, the shape of the tTACs. Thus, R could be used as a clustering index. In the three-parameter model, we could find no analytic indices for clustering k 2 and k 3 . PC analysis is proposed as one method of representing the shape of the tTACs for the purpose of clustering. PC analysis has been used previously to select voxels with similar curve shapes. Barber first suggested the use of PC analysis in nuclear medicine as part of quantitative analysis of dynamic studies with gamma cameras (Barber 1980) . Others have used a closely related technique, factor analysis, to provide anatomic and functional classification at the voxel level in dynamic function measurements (See, e.g. Cavailloles et al 1984 and Billotey et al 1994) . This work differs in that PCA is not used to classify overlying structures or functional mixtures; rather it is used to identify voxels whose concentration curves have similar shapes.
An important question in using principal component analysis is how many components are needed to describe the distribution of tTAC shapes. Principal component analysis has often been used in statistical analysis to generate a reduced set of variates that accounts for most of the variance in the original dataset. One rule of thumb is to include enough PCs to account for about 90% of the variance in the data (Mardia et al 1979) . This criterion may be inappropriate in a clustering algorithm that seeks to represent curve shape rather than explain the variance of a dataset. The first simulation, summarized in figure 2, demonstrates that PC analysis can uniquely and systematically map noise-free FDG curve shapes to a projection subspace determined by two PCs. The mapping of k 2 , k 3 to the feature space defined by the first 2 PCs is not orthogonal, but it was found to be monotonic and single valued over the physiological range of k 2 and k 3 . Figure 3 shows that statistical noise blurs the mapping and the definition of the cluster in feature space should take that into account. Furthermore, figure 4 shows that when noise is added the first two PCs only account for about 40% of the variance in curve shape. However, when we used eight PCs to perform the clustering we got a worse result, suggesting that our ManyPC algorithm was not very effective.
Simulations were also performed to compare the bias of parameter estimates with and without CAKS when noise was added to 'perfect' data. With the noise level chosen to be similar to that in clinical studies, CAKS with two PCs performed best, particularly for estimates of k 3 . Including eight PCs tended to misclassify cluster membership because of statistical fluctuations.
Further examination of the 2PC method helped optimize cluster size. Because the twodimensional histogram of the projection of tTACS onto the 2PC feature space was relatively featureless, we concluded that using clusters of equal size was a viable approach. Results shown in figure 5 depict that clusters with 100-200 members give a good tradeoff between bias and noise-reduction. Using the digital phantom (see figure 7) and CAKS with 2PCs, we showed that the RMS deviation between the CAKS estimate and the known parameter values was roughly constant. It was also considerably lower than the RMS deviation with NOCAKS.
CAKS was applied to two clinical FDG cases (ALZ and CBD) to illustrate its performance in the formation of parametric images of K 1 , K i and k 3 . In the ALZ patient reductions in K i and k 3 are clearly visualized, but K 1 is relatively maintained. In the CBD patient a reduction in K i is clearly visualized, but the reductions in K 1 and k 3 are less impressive. CAKS and conventional ROI-based analyses produced similar parameter estimates ( figure 10, table 1 ). Parameter variability with CAKS at the voxel level was similar to that obtained with 100 voxel ROIs, suggesting that CAKS can maintain resolution with improved tolerance of noise. Figure 9 confirms the ability of CAKS with two PCs to provide visually apparent noise reduction compared to the NOCAKS algorithm. Careful inspection of figure 9 indicates low K i voxels have slightly lower values with the NOCAKS algorithm. This view is supported by the results of the ROI analysis which showed NOCAKS had slightly lower K i and significantly higher fluctuations with some outliers.
The choice of clustering algorithm deserves more study. It is possible that the method presented here will not prove to be optimal. Methods such as hierarchical clustering may prove valuable (Ward 1963 , Goutte et al 1999 . Furthermore, in the current implementation the number of voxels per cluster were held constant, but it is possible that adaptive techniques can be developed that may improve performance. These issues should be the subject of future research.
Generally, statistical clustering categorizes points according to a predefined distance so that neighbouring points are grouped together. However in CAKS, voxels are clustered, not based on geometrical distance in an image space, but on distance in a feature space spanned by the PCs. The feature space is defined by the shape of tTAC. Because clustering does not use geometrical information, there is no loss in spatial resolution from smoothing. CAKS can be viewed as a data preprocessing procedure to reduce the noise level and the amount of data. Any method can be applied after CAKS for the actual parameter estimation. In this study a linearized estimation procedure was utilized which can derive individual parameters of K 1 , k 2 , and k 3 . Most of the other fast estimation algorithms, such as Patlak plots, cannot estimate individual model parameters.
In summary, this paper has demonstrated a new method for forming parametric images for the FDG model. It is more tolerant of image noise than conventional methods. Because noise propagation is reduced, less estimation bias was noted than for conventional methods. The use of clustering dramatically reduces computation time, making it practical to compute parametric images with ordinary desktop computers.
