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A Characterization of Codes 
Meeting the Griesmer Bound 
TOR HELLESETH 
CHOD Norway, Oslo Mil/Akershus, Oslo, Norway 
For any binary linear code of length n, dimension k, and minimum distance d, 
the Griesmer bound says that n >~ Y~_-0~fd/2f]. In this paper we completely charac- 
terize all codes which meet he Griesmer bound with equality and for which 
d ~< 2 k ~. In particular we prove Belov's conjecture. 
I. INTRODUCTION 
Let n(k,d)  be the smallest integer n for which there exists a binary 
[n, k, d] code, i.e., a binary k-dimensional code of length n and minimum 
distance d. 
In 1960 Griesmer proved the following lower bound for n(k, d): 
THEOREM 1.1. Let fx] denote the smallest integer >~x, and define 
g(k, d) = Y~-dfd/2i ] .  Then 
n(k, d)>>g(k,d). 
A [g(k, d), k, d] code is said to meet the Griesmer bound. A problem of 
special interest is to characterize all such codes. In 1974 Belov et al. gave 
the following sufficient conditions for a [g(k, d), k, d] code to exist: 
THEOREM 1.2 .  Let  s= fd/2 k-l] and define k> u I > u 2 > . , ,  > Up~ 1 
p 1 such that s • 2 k- ~ - d = ~,i= ~ 2"i- • Then there exist a [ g(k, d), k, d] code, i f  
min(p,s + 1) 
Y~ ui <<. sk 
i=1 
or  
u i+ l=u i - -1  for  i=s ,s+l , . . . ,p - landup~{1,2} .  
In 1974 Belov conjectured that for s = 1, i.e., d~< 2 k-j,  the conditions in 
Theorem 1.2 are also necessary for the existence of a [ g(k, d), k, d] code. 
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It is important hat s = 1 in the above conjecture, since Helleseth and van 
Tilborg (1981) have constructed codes meeting the Griesmer bound with 
s > 1 for which the conditions of Theorem 1.2 are not fulfilled. 
The goal of this paper is to prove a stronger result than the above 
conjecture by Belov. In order to do this we need a description of the two 
known families of codes meeting the Griesmer bound with s = 1. 
Let G be a generator matrix of an In, k, d] code C and assume that the 
column vectors of G are distinct and nonzero. Let S k denote the k × (2 k - 1) 
matrix consisting of all nonzero columns. We let G '  be the k X (2 k - 1 - n) 
matrix defined by 
S~= [G IG '  ] . (1.1) 
The matrix G '  generates a code C', which Farrell (1970) calls the anticode 
of C, 
C'={e ' le '=xG' ,x~I0 ,1}k} .  (1.2) 
If e = xG we define e'  = xG' .  We let w(e) denote the Hamming weight of e. 
Then by (1.1) we have 
w(e) + w(e') = 2 e c\ Io}. (1.3) 
We let ~(k ,  u) denote the family of u-dimensional subspaces of a k- 
dimensional vectorspace. Further if UC ~(k ,  u) we let U= ~{0}.  We let 
~/(k, u) = {U] UC ~(k ,  u)}. We define g-(u) such that 
U(u) = {T I Tis a set o fu  + 1 vectors of rank u and 
whose sum is the zero vector }. 
We define .T(k, d) such that 
~(k ,  d) = {c Ic  is a [g(k, d), k, d] code t. (1.4) 
Given k and d ~< 2 k- l we define u i = ui(k, d) by 
p 
2 k- I  -d= \7 2,,,_1 (1.5) 
i= l  
and 
k > ul > ... > uv >/1. 
T(i~(k, d) 
In 1965 Solomon 
specifying G '  as follows 
(1.6) 
and Stiffier defined a class of ~(k ,d )  codes by 
c '= [ul J... lUll ,  
130 TOR HELLESETH 
where Ui¢~(k ,  ui) , k> u 1 > ... > up/> 1, and UiNUj=O when i4:j. We 
use the notation ff(~)(k, d) for the set of codes constructed in this way. Note 
that d= 2 k-1 -- Y~'= l 2"i-~ and g(k, d) = 2 ~ - 1 -- ~,P.= 1(2 u' - 1). 
Belov et al. (1974) proved that f f " ) (k ,d )4 :O  if and only if 
zm2"( U, <. 
.~,~ii) (k, d) 
In 1974 Belov et al. found a new family of 5f(k, d) codes. The generator 
matrix G '  of C'  is defined as 
Gt= [Ul  I ' ' "  I U, IU~TIR], 
where UtCg/(k, ui), UE~' (k ,u+ 1), TcU,  TCg- (u+ 1), k >u 1 > . . .  > 
U t > U >/3, R C ~(k, 1) if d is odd, R = 0, if d is even. Further, all columns 
of G '  are distinct. We use the notation ~m(k ,  d) for the set of codes which 
are constructed in this way. 
Note that in this case we have 
ui(k, d) = u i for l~<i~<t, 
=u+l+t - i  for t+l<~i<~p, 
and up= 1 if d is odd, up = 2 if d is even. 
We observe that if u = 1 then UkT = 0,  and if u = 2 then UkT C g/(k, 2). 
Hence, if we had allowed u = 1 or u = 2 in the definition we could have 
considered .T(i)(k, d) as a subclass of 5~ii)(k, d). However, we find it more 
convenient o treat the two families ~ i ) (k ,  d) and ff"~)(k, d) separately in 
many cases. 
An important fact that we will apply repeatedly in the following, to derive 
certain contradictions, is that the maximum weight of a e 'E  C'  is 
~.,P=I 2"i-1 if C ~ i f (k,  d). In particular for C E ff~ii)(k, d) the maximum 
weight is 
t 
2~;-1 + 2u-  2 if d is even, 
i=1 
and 
t 
2 u~-I + 2 u -- 1 
i=1 
if d is  odd. 
Belov's conjecture can also be stated as: If ,T(k, d) 4: 0,  then ffti)(k, d) k) 
V"i~(k, d) 4: 0.  
The main result of this paper is to prove the following theorem which 
gives a complete characterization of the family i f (k,  d) for d~< 2 k- l ,  and 
which implies the truth of Belov's conjecture. 
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THEOREM 1.3. Let d ~ 2 k- 1, then i f (k,  d) = ,T(i)(k, d) U 5¢ (ii)(k, d). 
As a consequence of Theorem 1.3 we have: Let S c W for WE if(k, k), 
and suppose W~S has rank k. Let k > u I > ... > up ~> 1, and suppose 
P 
ISt = \~ (2 u ' -  1) (1.7) 
i=1 
and 
for all hyperplanes 
P 
I SnH. l~  V 2u, -1 (1.8) 
i=1 
H~={xCWlx .a=l  }, aCW.  
Then 
S= U, U ... U UtU  (U~T)UR (1.9) 
for some UiEY/(k, ui), U~T/ (k ,u+ 1), TcU,  T~g(u+ 1), u/> 1, and 
RC~/(k ,  1 ) i fup= 1, R=Oi fUp> 1. 
In order to show that this is a consequence of Theorem 1.3, define a code 
C by letting G '  have S as its columns. Then by (1.3) we have 
w(aG) = 2 k-'  - w(aG') 
=2 k-I  - ISAH,  I 
P 
2 k- I _ X~ 2ui- I, 
i=1 
which together with (1.7) shows that C is a [2 k -  1 -Y~l (2" i -1 ) ,k ,  
2 k- l _ y~_ 1 2"i- 1] code, i.e., C E ,T(k, d), where d = 2 k- l _ ~_  ~ 2"i- l 
and hence (1.9) follows from Theorem 1.3. The special case p= 1 gives 
S E ?/(k, ul), a result previously established by Rotschild and van Lint 
(1974). 
II. PRELIMINARIES 
In this section we will give some results which are needed later in the 
proof of Theorem 1.3. 
DEFINITION 2.1. Let G be the generator matrix of a binary linear code 
C. Then the residual code of C with respect to a code word e is the code 
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generated by the restriction of G to the columns where e has a zero entry. 
We denote this code by Res(C; e). 
LEMMA 2.2. Let C ~ ~(k,  d), and let e ~ C have weight d. Then 
LEMMA 2.3. Let C E ~(k,  d), d <~ 2 k-l, and let G be a generator matrix 
of C. Then the columns of G are distinct and nonzero. 
LEMMA 2.4. Let C E ~(k,  d) and let d be even. Then all code words in 
C have even weight. 
For a proof of these results see van Tilborg (1980). 
Let G= [S] and v=aG.  I fR  cS  and G*= [R] we define vlR =aG* .  
We let (R) denote the vectorspace spanned by R. 
LEMMA 2.5. Let G' be a matrix defined by 
G'= [R IA11 "" IA,], 
where dim(R, Ai) >/dim(R) + i for i= 1, 2 ..... t. For any v' E C' there exists 
a c' ~ C' such that 
and 
Proof 
c'lR =v'tR 
e'[Ai4=O for i=1 ,2  ..... t. 
By suitable row operations we can assume that 
Y 
r 
G'= 1 T
I 
1 
R I I 0""0  A1  . . .  
, , .  
A t (2.1) 
where r = dim(R) = dim(R') ,  and l = rank G '  - r, i.e., that the last l rows of 
G '  are zeros when restricted to R. 
Since dim(R, A l )>~r+ 1 we can find a column a I CA 1 with a nonzero 
restriction to the lower l positions. Permuting the last l rows of G '  we can 
assume that a 1 has a 1 in the (r + 1)th position and also zeros in the other 
positions, adding the (r + 1)th row to the remaining rows if necessary. These 
row operations till leave G '  of the form in (2.1). 
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Repeating the arguments above we can choose a~CA i for i=2 ,  3 ..... t 
such that a i has a 1 in the (r + i)th position and zeros elsewhere. 
We let e* denote a linear combination of the first r rows of G '  (after the 
row operations above) such that 
e*lR = v'lR; 
certainly such a e* exists. Then if we let e[ denote the ith row of G '  we have 
that 
t 
c' = c* + Z c'+, 
i=1  
is the required vector. | 
Let G'~ and G~ be two matrices. We use the notation G'  1 ~ G~ if they 
consist of the same set of column vectors. 
LEMMA 2.6. Let C1,C2E,uf(i)(k,d)k_J.~(ii)(k,d), where d <<.2 ~-1, and 
whose antieodes are generated by 
G' 1 = [UI I"" I utl U~T], 
where U iC ~g(k, u~), UC 7g(k, u + 1), Tc  U, TE  ~-(u + 1), k > u~ > ... > 
u t > u >/1, and 
G~ = [VI [... I Vr] V~T'], 
where ViC~/(k,  vi), VC~(k ,v+ 1), T 'c  V, T 'Eg- (v+ 1), k> v I > ... > 
v r>v>~l . I fG '~G~ andO<~r~t,  then 
(a) U i= V i for l <~ i < r 
and either 
(b) r=t ,  u=v,  
OF 
(b') r=t -1 ,  u t=v=2,  u=l .  
Proof The matrices G '  1 and G~ generate two equivalent codes C l and C 2 
belonging to ~T(i)(k, d )u  ~"i)(k, d). By definition and by (1.3) we get two 
expressions for the maximum weight of a word in C~ (resp. C~), namely 
1 u - 1 r 7 L,~I 
\7 2ui_ l + \7 2i  2vi_l , 2i" ~_, = ,-- + (2.2) 
i=1  i 1 i -1  i~ l  
Since u t>u and v r>v  we get u i - -v i fo r  l~<i~<r. 
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Let r > 0, by assumptions we have 
U 1U ... U U,W (U~T) = V, U ... U VrU (V~T'). 
Intersecting both sides of (2.3) with V 1 gives by Lemma 2.3 
(U  1 m V1) u . . .  u (U t n V,) u ((U~T) m Vl )  = V l . 
We define G*  as 
(2.3) 
(2.4) 
G*  --- [G in  V, I -  Iu, n G I(U T)n v,] -  [vii, 
We will show that 
dim(U, n P~) < dim V, 
aG*  Iv,nv, = 0. Hence, 
U~= V,. Suppose that U, 4= V~, then since 
there is a nonzero vector aG*  such that 
t 
w(aG*)  ~< ~, 2 dim((l'npp-1 + 2 u -- 2 
i=2 
t 
~< ~ 2 " i - '+2" -2  
i -2  
< 2 u2 
since k> u~ > ... > ut> u/> I. On the other hand since G*  ~ [V,] we get 
w(aG*)  = 2 vl-1 = 2 u ' - l  >~ 2 ~2, a contradiction. We conclude that U, = V,. 
We remove U 1 = V 1 from both sides of (2.3) and repeat the arguments 
above. This leads to U i = V i for 1 ~ i <~ r and hence (a) is proved. 
If t = r the proof of Lemma 2.6 is complete since u = v follows from (2.2). 
I f  t > r we obtain from (2.3) that 
Ur+ 1 U ""  U U t U (U~T)  = V~T', (2.5) 
where (2.2) gives ur+ i=v+ 1 - i  for I <.i~t-r .  Since Ur+ 1 > U~/ 1 we 
have ur+ 1 = l) ) 2, 
Suppose v/> 3 and define G as 
O= [G+, I " "  Iu,[ U~T]~ [V~T'] 
by (2.5). Since d im(V~T' )=v+ 1 when v>~3 and d imUr+ ,=v<v+ 1, 
there is a nonzero vector bG such that bG[vr+ 1= 0. Then 
t 
w(b(~) ~ Z 2dim(O"-' + 2u -- 2 
i=r+2 
=2 v -1  - -2  
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since we have ur+~ = v + 1 - i  for 1 ~ i~< t - -  r by (2.2). On the other hand 
~ [V~T'] implies that the minimum nonzero weight of a word generated 
by G is at least 2 ~-  (v + 2). Since v >~ 3 we have 2 ~'-1 - 2 < 2 ' ' -  (v + 2), a 
contradiction. Thus v >~ 3 is impossible when t > r. 
If v = 2 then V~T' = Dr+ ~ is possible for ur+l = 2 giving the solution in 
(b'). II 
III. CHARACTERIZATION RESULTS 
In this section we will prove Theorem 1.3. We first give a rough sketch of 
the proof. Let d ~< 2 k-~, d '=  2 k - l -  d, and suppose C ~ ~(k,  d). We will 
prove that C C,'Tti)(k, d )U ,~) (k ,  d). The proof goes by induction with 
respect o d' = 2 k-~ - d. Note that d' is the maximum weight of a word in 
the anticode C' of C. 
For d '=0 we have d=2 k i and C is  therefore a [2 k - l , k ,2  k 1] code. 
By Lemma 2.3 and (1.I) it follows that G = S k and that G '= [O], hence 
C C ,~(i)(k, d) letting p = 0. 
Let d' be odd. Then d is odd and extending G with an overall parity check 
leads to a code C e× with generator matrix G ex such that 
o eX = [a  I [31, (3.1) 
where [3 4:0 is the sum of all columns in G. Since g(k, d + 1) = g(k, d) + 1 
when d is odd it follows that cexE .T (k ,d+ 1). Let de×=d+ 1 be the 
minimum distance of C ex and d'eX= 2 k - l -  d e×, then 
d ~e× = 2k-1 __dex 
=2 k 1 -d -  1 
=d' -  1 
< d'. 
By the induction hypothesis we have C ex ~ ~'(i)(k, d + 1) C; ,ff~U)(k, d + 1). 
From (1.1), (3.1), and by definitions we conclude that CCS~i l (k ,d )U  
,T~m (k, d). 
Let d' be even, thus d is even. Let e 1 E C be a code word of weight d. By 
Lemma 2.2 we have Res(C; el) C ,T(k - 1, d/2). Let e z E C be chosen such 
that the restriction of e 2 to Res(C; e~) has weight d/2. Then e 2 must have 
weight d and the inner product between e~ and e 2 must be d/2, since 
w(ez) >1 d and w(e~ + ez) ~> d. We therefore have the following situation: 
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G= 
d d d 
2 2 2 
I 
1. . .1  1 . . .1  0 . . .0  0 . . .0  
1 . . .1  0 . . -0  1 . . .1  0 . . .0  
Gll Glo Go1 Goo 
(3.2) 
for suitable matrices Goo, Go1, Glo, and G11. Here e 1, e2 are the first two 
rows of G. 
It turns out to be simpler to reformulate (3.2) in terms of the generator 
matrix G' of the anticode C' of C. By (1.1) we get 
G ,= 
d' d' d' 
2 2 2 
I 
1..- 1 1 . . .  1 0 . . .0  0 . . .0  
1. . .1  0 . . -0  1 . . .1  0 . . .0  
G'11 G'lo G~ G~o 
(3.3) 
where el, e~ are the first two rows of G', [G00 I G60] = Sk_2 and [G~jl G[j] 
consist of all possible (k -  2)-dimensional columns when (i,j) ~ (0, 0). 
By Lemma 2.2 the three codes Res(C; el), Res(C; e2), and Res(C; el + e2) 
belong to ,T(k - 1, d/2). By definition of d' it follows that we can apply the 
induction hypothesis to these codes. We will show that we in all possible 
cases get C C ,~(k, d). 
LEMMA 3.1. Let C E .~(k, d), d ~< 2 k- 1, and d even. Suppose Res(C; el), 
Res(C; e2), and Res(C; e 1 + e2) belong to .T~i)(k -- 1, d/2). Then, either 
C E ~i)(k,  d) 
or  
C ~ ,~(ii)(k, d), 
in which case 
c ; ,=  I... 
where U i~ ' (k ,u l ) ,  UE~'(k,  4), T~U,  TCg-(4), and k>ul>. . .  > 
ut>u=3.  
Proof. Let u i = ui(k, d) and let G~ denote the generator matrix of the 
anticode of Res(C; e0. Then by (3.3) and the assumptions above, 
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dl 
2 
G[= . ~ V, ... V e , (3.4) 
G;I  Go0 ] 
where V i E ~ ' (k -  1, u i - 1) for 1 ~< i ~<p. Since d ' /2  = ~f=~ 2 "I-2, the first 
row of G[ has weight 2 ui-2 when restricted to V i for 1 ~< i~p .  Taking the 
residual code of Res(C; e~) with respect to the first row in its generator 
matrix, we get from Definition 2.1, (1.1), and (3.4) that 
G ;o -  [rV~ I"" I Wp], (3.5) 
where W i C g / (k  - 2, u i - 2), and 
~2ui-2--~2"i-2 -- 1--* 
[1" . '1  0" '0 ]  (3.6) 
IV, l= r%+~, w~ 
for some ~. 
We let G~ (resp. G~) denote the generator matrix of the anticode of 
Res(C; %) (resp. Res(C; e 1 + %)). 
By assumptions and (3.3) we have 
d' 
2 
[, 10 01 [o10 oo0 ] G;= | V; ... V; , (3.7) 
where V[Eg/ (k  - 1, u~-1)  for 1 <~i~p.  Taking the residual code of 
Res(C; %) with respect o the first row in its generator matrix it follows from 
Definition 2.1, (1.1), and (3.7)that 
C;o -  [w'~ I ... t w;],  (3.8) 
where W[ ~ ~/(k - 2, u i - 2), and 
*--2 ui-2 ~ 2 u i -2 -  1~ 
[ 1 - . . l  0 . . .0 J  (3.9) 
[ v; ] = w; + ,; rv; 
for some a[. 
643/50/2-4 
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Comparing (3.5) and (3.8) leads to 
[W1 I"" I WpI  ~ [Wtll "'" I W~]. (3.10) 
We next apply Lemma 2.6 with u = v = 1 and we get 
Wi= W[, 1 <~ i <~p. 
From (3.9) we obtain 
~- 2ui-2--~- 2ui- 2 -- 1~ 
1""1  0 . - .0 ]  
[v;] = r~, + ~; re, 
! for some a i. 
By symmetry we can repeat hese arguments for G~, and we conclude that 
(3.3) is I 
G ,= 
d t d t 
I - -  )( - -  ) 
2 2 
11 1 1 • • 1 
1 0 0 
g'l + , ? '  ... g' ,  + -P  ~/, + . ? '  ..- W, + ,;2, 
d' 
0 0 
1 1 
Wl + , ? '  ... ~/, + .;1, 
-(J) l <~ i <~ p, l~<j~<3. for some ~i , 
We define U i for 1 ~< i ~< p by 
[Ui]= 
,__ 2ui -2  + 2ui -2  ~ 2ui-2---~ 
1. . .1  1- . .1  0 . . .0  0 . . .0  
1 . . -1  0 . . .0  1 . . .1  0 . . .0  
Vg+a (3) W~+al  ~) W~+~l"  Wi 
t_ i i 
0 ' ' '0  1 0 . . .0  
WI ' . .  Wv 
(3.11) 
(3.12) 
1 For typographical  reasons the matrix had to be split over two lines. 
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By suitable row operations we can bring Ui into the following form: 
[Ui] = 
T 
u i - 2 
+ 
T 
k-u  i - 1 
i 
~ 2~'~-2--~ 2~'e-2--~  2ui -2- -~-2ui -2  - 1--* 
1, , ,1  1 "o° 1 O ,°° O 0 °.° 0 
1. . .1  0 . . -0  1 . . .1  0 . . .0  
¢eF ¢eF w? 
e . . .e ,  0 . . .0  
0 . . .0  0 . . .0  
0 . . .0  0 . . .0  
ande=0or  1. where W* E ~ ' (u  i - 2, u i - 2) 
If e = O, then U i C ~ ' (k ,  ui). 
0. . .0  0 . . .0  
0 . . .0  0 . - .0  
0 . . .0  0 . . .0  
, (3.13) 
If e = 1, then U~ ~ g/(k, u~), but it is important o note that in this case the 
sum of the first, second, and (u i + 1)th row in (3.13) has weight 3 • 2 ui-2. 
Further, by inspection of (3.12)-(3.13) it is clear that any linear 
combination of the rows of [Ui] with a nonzero restriction to W i (i.e., the 
2 "f-2 - 1 rightmost positions of Ui)  has weight 2 uj- i. 
By (3.11)-(3.13) we can assume without loss of generality that 
G ,= 
u i+ 1 
1 0 . . .0  
k -u  i - I i i 
0 0 
U 1 . . .  f t .+ l  . ' -  
(3.14) 
By the well-known result 
d im(W+ V) = dim V+dim W-  dim(V(3 W) (3.15) 
and Lemma 2.3 we get if i 4=j, 
dim(Fl/i, IY/~) =d im Wi +d im FVj. 
Inspection of (3.12)--(3.14) shows that the restriction of ~ to the lower 
k -u i -  1 positions of G '  has dimension at least u j - -3  for j4= i. 
Suppose that O i is not a vectorspace. Then there is a v '  @ C' such that 
w(v'lvl) = 3 • 2 u;-2. By Lemma 2.5 there is a e' ~ C'  such that 
c' lu,= v'l , 
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and 
c' I wj 4= 0 for all j 4= i, uj - 3 >/1. 
In particular w(e ' lv )=2uJ  -1 for all j4=i, u j - -3~l ,  by a preceding J 
remark. Let d '= ~-1  at21-1, at E {0, 1}, then 
P 
w(e') = 3 • 2 "i-2 + ~'  2 uj-1 
j= l  
j,/:i,uj>/4 
P 
~J Z 2u j -1  -} -2u i -2 - -C¢323-1 -a222-1  
j= l  
p 
> Z 2u~-1 
j= l  
for all i such that u i > 4 or for ui --- 4 when a3 = 0 (i.e., no u i = 3). Hence 
Ui ~ ff'(k, ui) in these cases. 
Similarly if up = 3 then as above we can construct a e'  ~ C' such that 
p--I  
w(e')  = 3 .2  " ' -2  + ~'  2 uj-I 
j= l  
p 
> Z 2uFl '  
j=l 
a contradiction. Hence Up C ff'(k, 3). 
I f  up = 2 then we prove that Up E ff'(k, 2). From (1.3) and Lemma 2.4 we 
get that the sum of all columns of G '  is equal to 0. On the other hand it 
follows by (3.11) and (3.13) that this sum equals the sum of the three 
columns of Up, and therefore Up E ff'(k, 2). 
We next show that U i E ff'(k, ui) whenever ui = 4. 
ui = 4, i = p --1,  up= 3 "~ 
Suppose up= 3 (i.e., i=p-1  since u i=4) ,  and Up_ 1 ~ f/(k, 4). Then 
after suitable row operations we can assume by (3.13) that 
111111110000000 
111100001111000 
110011001 !00110 
101010101010101 
G '= U 1 . . .  Up_ 2 111100000000000 U v , 
000000000000000 
. o , , . , . ,  . . . . . . .  
000000000000000 
Uo_I 
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where U]C~/(k ,u] )  for l~ j<.p ,  j4=p-1 .  Since the seven rightmost 
columns in Up_~ are the nonzero vectors of a vectorspace of dimension 3 we 
get by Lemma 2.3 and (3.15) that 
dim(Up_l ,  Uj) >/3 + dim Uj 
= dim(Up_ ~) + (ug - 2) 
~> dim(Up_l)  + 1 + (p - j )  
for 1 <~j<~p, j=/=p--1. We can therefore apply Lemma 2.5 to construct a 
e'  ~ C' such that 
p--2 
w(e ' )= ~ 2~' - '+12+4 
i=1  
P 
> W' 2~* -1 
i=t  
a contradiction. We conclude Up_ ~ E g/(k, 4). 
ui = 4 , i = p - 2, up=2 
Next let Up = 2, up_ l = 3, and up_ 2 = 4. Suppose Up_ 2 q~ g/(k, 4). Then we 
can assume 
G I = g 1 • ' '  Up  3 
111111110000000 
111100001111000 
110011001100110 
101010101010101 
111111111111000 
000000000000000 
. . . . . . . . . . .  0 . o . 
. . . . . . . . . . .  0 ° , ° 
000000000000000 
U;_2 
1111000 
1100110 
~3 
f14 
~k 
Up_l 
UP 
for some A, where U]~/ (k ,u ] ) fo r  l~ j<~p,  j~{p-2 ,p -1} ,  and 
fli C /0, 1 }, 3 ~< i ~ k, denote the elements of the rightmost column in Up_ ~. 
At least one of the ill, 5<~i<~k, must be 1, otherwise the rightmost 
column of Up i equals one of the three rightmost columns of Up_2, which 
contradicts Lemma 2.3. We can assume f15 = 1 (adding one of the last k - 5 
rows if necessary). Further we can assume/?i = 0 for i ~> 7. Hence the fifth 
row of G '  has weight 12 (resp. 4) when restricted to Up_ 2 (resp. Up_l). Let 
R = UR_ZU {[B}, where 13 is the rightmost column in Up_ 1, then d imR ~ 6. 
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From Lemma 2.3 and (3.15) we obtain since R contains the nonzero vectors 
of a vectorspace of dimension 3, 
dim(R, Uj)/> 3 + dim Uj 
/> dim(R) + (uj - 3) 
dim(R) + 2 + (p -- 3 - j )  
for 1 ~j~p- -3 .  We can therefore apply Lemma 2.5 to construct a c '~ C' 
such that w(e'lvo_2)=12, c ' l~=l ,  and e']u~¢0 for l~ j~p-3 .  This 
means that 
p-3  
w(e').= ~ 2" i - '+12+4 
i= l  
P 
> \~ 2,i-1, 
A. . .  
i=1  
a contradiction. We have therefore proved that U i ~ YZ(k, ui) for every i 
whenever ui ~ 4. 
It remains to consider the case when up_ l= 3 and up = 2. Since we have 
Up E ~/(k, 2) it is sufficient o consider Up_ 1 . 
If Up_ 1 ~ ~(k, 3) then we have proved that C C ~(i)(k, d). 
If Up_ 1 q~ ~'(k, 3) then after suitable row operations we can assume 
U1 • ' '  Up  2 G,= 
1111000 1 1 0 
1100110 1 0 1 
1010101 a3 1~3 ~)3 
1111110 a4f14~ 4 
0000000 a s f15 Y5 
. . . . . . .  . . ° . 
. . . . . . .  . . ° . 
. . . . . . .  . . . . 
0000000 a k flk Yk 
c5 
where UjCY/(k, uj) for l<~j~p, j : / :p -1 ,  and ai,flt, y iC{0,1 } for 
3 ~ i ~ k. Since Up_ 1 contains a vectorspace of dimension 2 we get by (3.15) 
and Lemma 2.3, 
dim(Up_l, Uj) ~> 2 + dim 0 s. 
= dim{Up_,) + (uj -- 2) 
) dim(Up_ 1) + 2 + (p - 2 - j )  
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for l<~j<.p -2 .  By Lemma2.5 we conclude that O~i=fli-'~-~i~---O for 
4 ~ i ~< k, otherwise we can construct e' C C'  such that 
p-2  
w(e ' )= ~ 2u i -1+6+2 
i=1 
P 
> \7 2~i_1, 
i=1  
a contradiction. 
Finally since a 3 +/73 + Y3 = 0 we can add a suitable linear combination of 
e'  1 and e; and get a 3 =/33 = ~3 = 0. We now complete the proof by observing 
that 
for some UE fg(k, 4), T~ ~(4) ,  and Tc  U. II 
We next have to consider the cases in (3.2) for which at least one of the 
codes Res(C; el), Res(C, e2), and Res(C; e I + e2) is a ,~"i~(k - 1, d/2) code. 
By symmetry we can assume that Res(C ;e~)Cf f " i ) (k  - 1, d/2). Let 
u i = ui(k, d) and observe that Up E {2, 3} in these cases. 
We let G '  1 denote the generator matrix of the anticode of Res(C; e 0. Then 
by definition 
dt  
4r- - -  - -~ 
2 
G~ = [1 .-. 1 
L G;1 
oo][ 
V 1 
G;o 
/v,f T R], (3.16) 
where V i ~ ?Z(k - 1, ui - 1), UC ~g(k - 1, u), Tc  U, TE  g-(u), u >/4, and 
R ~(k -  1, 1) if d=- 2 (mod 4) (i.e., Up= 2), 
(3.17) 
= O if d - -  0 (mod 4) (i.e., Up = 3). 
Taking the residual code of Res(C; el) with respect o the first row m its 
generator matrix gives by inspection 
G;0-[W, I"" I rv, I u0\(r0\~)] (3.18) 
for some 6CT o~Uo,  To E g (u  - -1) ,  WiCg/ (k - -2 ,  u i - -2) ,  and 
U o C ~(k  - 2, u - 1), where 
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~2u1-2 , 2u,-2_1 4 
0 0] 
[ v,] = + .~ w, (3.19) 
for some a i, and 
~---2 u-1 -2  . 2 u-1 -u~ [1...lO...o] 
[U~T] = (U0\/Y,P}) + ~ Uo\(To\5) 
for some 1, P, and ~, where 1 + 9 = 5. 
Let G; (resp. G~) denote the generator matrix of the 
Res(C; ez) (resp. Res(C; e I + e2) . By the induction hypothesis 
(3.20) 
anticode of 
dl  
+---m----~ 
2 
G~=[I'"IG~o 
° 
Goo J 
... V~r U'\T' (3.21) 
where V[ E77(k- l, ui-1),  U' E77(k- l,v), T' cU' ,  T' Eg-(v), v>/3, 
and 
R' ~ 77(k-  1, 1) if d_= 2 (mod 4), 
(3.22) 
=O if d---0(mod4). 
Observe that Res(C;  e2) E ~( i ) (k  - 1, d/2) if v = 3, Res(C; e2) C 
,T"i)(k - 1, d/2) if v/> 4, according to the induction hypothesis. 
Taking the residual code of Res(C; e2) with respect o the first row in its 
generator matrix gives as before 
G6o- [W~I"" I W;I UZ(T;\~')] (3.23) 
for some 5 'CT ;cU; ,  T~Cg-(v--1),  lV,.'C77(k-2, u i -2),  and 
U~ ~ 77 (k -  2, v - 1), where 
.--2ut -2 ~ 2u~-2  14 
o o 1 [v;] = + ~; w;  (3.24) 
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for some a[, and 
~-2 v-1 -2  --~ 2 v-1 -v~ 
1 • • 1 0 . . .0  ] 
[U ' \T ' ]= (O; \{y ' ,9 '} )+g '  U~\(T;\6') (3.25) 
for some y', p', and g', where ,/' + p' = 8'. 
Comparing (3.18) and (3.23) we get the 
Lemma 2.6: 
following remarks from 
Remark 1. If u > 4, then r = t, u = v and therefore Res(C; e2) and (by 
symmetry) Res(C; e 1 + e2) belong to ~° i ) (k"  1, d/2). 
If u=4 then v=3 or v=4 since v>4 would imply u=v>4,  by the 
same arguments as before. 
Suppose Res(C ;e2)~i i ) (k  - 1, d/2), then by Lemma2.6 we have 
u=v>4,  r=t ,  and Wi=W[ for l< , iK r=tand 
= (G\(Z; \5 ' ) )= G.  
Further T~\g' = T0\g and summing all vectors in (3.18) or (3.23) gives by 
Lemma 2.4 that ~ = 5'. Therefore from (3.16)-(3.25) it follows that 
d ! 
2 
1 • . • 1 
! __  ! , , ,  / 
0 0 
W, ... W, Uo\(To\fi )
(3.26) 
that 
2 
1 1 0 . . -  O 1 (3.27) G; 
W1 4- a'1 "" Fv't+2 4- a/+zR' W 1 " ' "  mt+ 2 
d, 
for some y', p', la', & ct[, l~ i<. t ,  where R' is defined in (3.22), and 
y' +p '=8.  
Remark 2. Suppose Res(C; e2) ~ ~i ) (k -  1, d/2). Then from Remark 1 
it follows that u = 4 and v = 3. In this case, we leave it to the reader to 
repeat he arguments in the beginning of the proof of Lemma 3.1 and show 
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for some a[, 1 ~< i ~ t + 2, where R'  is defined in (3.22), and 
W,+ 1 = Uo\T o ~ £/(k -- 2, 2), 
W,+ 2 = 8 E £/(k - 2, 1). 
LEMMA 3.2. Let C ~ ~(k, d), d ~< 2 k-l, and d even. Suppose Res(C; el), 
Res(C;e2), and Res(C;e 1+e2) belong to ~ai ) (k -  1, d/2). Then 
C E ~( i i ) (k ,  d) .  
Proof. We let u i = ui(k, d). Let the generator matrix G'I of the anticode 
of Res(C; el) be defined as in (3.16). Applying (3.26) to G~ and G~ gives 
d' d' - -  )( - -  ) 
' 2 2 
[ - 11 • 1 1 1 
G '= 1 0 0 
" (3) }) j_ 1~3R 3 ~r1.11_ 1][ ]2 ) . .  (0"0\{~[2, p2 }) -.~- ~2 R 2 w,+a,  .. .  (0o\{V, ,  
dl 
F 
2 
0 0 0 . .  0 
1 1 0 . .  0 
_(1) (00 \{]¢1 ,  p1})  .gy ~ IR ,  ~,r I . . .  Uo\(To\~ )WI +ul  "'" 
_u) l~ i~<t ,  l~ j~3,  where "/s +p]=5,  and for some ~, 7s, PJ, ~tj, ~ , 
RI, Rz,R 3 are defined as in (3.22). 
We define U i for 1 ~< i~ t as in (3.12), and let W* be such that 
[W*] = 
- 2~-1_2  
11 • • • 1 
1 
+ 
2 u -1  - -  2 "~ 
1 . . .  1 
0 . . .  0 
(0o\{7> P2}) + ~2 
2 ~-1 -- 2 
. . . 
1 • • • 1 
(0o\h'~, f',}) + ~1 
0 0 . . .0  
0 - . .0  
Wo\(To\ ) 
(3.28) 
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and let 
JR*] = [i 1° 0 1
3 R2 R1 
(3.29) 
We therefore have 
G'= [gl I"" lUll w* IR*]. 
The first step is to prove that U~C~(k ,  ui) for l~<i~<t. We can assume 
without loss of generality that 
G ,= 
u~+l  
. . .0  
k-u  i - 1 
0 
U1 • .. ui_, l 
Ui+ ' "'" IUt W* I R ~ , 
where U i is of the form in (3.13). 
By Lemma 2.3, (3.12), and (3.15) we get 
dim(W/, Wj) = dim IY~ i + dim IY/j 
= (u i -  2) + (u j -  2) 
>/(u i -  I) + 2 + t - j  
(3.30) 
for i4=j since k > u, > -.. > u t > u >/4. Further 
dim(W;, Uo) = dim 17/t + dim 0 o - dim(l~i ~ 00) 
= u i - 2 + u - 1 - dim(17/i ~ Uo) (3.31) 
>/(u i -- 1) + 1 
since Wi~ U o c To\6 by Lemma 2.3 and therefore d im(W~ U0) ~< 1. 
Suppose Uiq~' (k ,  ui), then by (3.13) there is a v' C C' such that 
w(v'lv)=3.2 ul-2. By (3.30) and (3.31) it follows from Lemma2.5 that 
there is a e' C C' such that 
_ _  ! et lu i _  V I 
}U i' 
c' lwj~O 
(which by (3.12)--(3.13) mean 
for all j =/: i, 
w(e' l  u,) = 2 u,-1 
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for all j v~ i) and 
Therefore 
e'  [vo\¢ro\S~ 4:O. 
t 
w(e ' ) />3.2u i -2+ ~ 2" J - l+2" -6 - - (u -1 )  
j= l  
t 
=~ 2 "~-1+2u-z+(z" i -2 -u -3)  
i= I  
t 
> ~ 2~i -1+2 u_2  
i=1  
P 
>~y~ 2u, -1 
1=1 
since ut > u ~> 4. Note that e'  Iv0\(r,\s) 4 :0  implies by (3.28) that w(e' Iw*) >~ 
2" - 6 - (u - 1). We have therefore proved that Ui E ~'(k, ui) for 1 ~< i~ t. 
Therefore by suitable row operations we can bring 13' into the following 
form: 
m 
U 1 ... U 
~2u-1  __ 2+-2" -1  __ 2--~-2u- I __ 2-~-2~- 1
1 . . .1  1" .1  0""0  0" -0  
1 . . .1  0" .0  1""1  0" - '0  
0o\1 2,o} 0o\{ 1,o} Uo\(ro\ ) 
e. . .e  0 - - .0  
0 . . .0  0 . . .0  
.. • : • 
0. . .0  0 . . .0  
D R ~  
110 
1 0 1 
0. . .0  0 . . .0  R3R2R 1 
0 . . .0  0 . . .0  
0 . . .0  0 . . .0  
W* R*  
(3.32) 
where e --- 0 or 1 and 7i + Pi = 8 for 1 ~ i ~< 3, Pl = P2 = 0 ,  and the last 
k - u - 2 rows of [W*] consist of zeros. 
Suppose e = 1, then the sum of the first, second, and (u + 2)th row in G '  
has weight 3(2" 1 2) when restricted to W*. From (3.31) it follows that 
the restriction of U t to the lower k -- u -- 2 positions has rank at least u i - u. 
Since k > u 1 > ... > u t > u >/4 it follows that we can apply Lemma 2.5 and 
construct a e'  E C'  such that 
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t 
w(e') >~ ~ 2 ~'-~ + 3(2 ~-l 
i=1 
t 
> ~ 2~i -1+2 u_2  
i=1 
P 
>~2~,  -~, 
i--I 
-2 )  
a contradiction. We conclude e = 0. 
We can without loss of generality assume that the column vectors in T0\5 
have weight 1 and that 8 is their sum. 
Since u >/4 it follows that )'3 E 00 must have two equal components 
('/3)i0 = (Y3):o (say), and let e[0 and e:jo denote the corresponding rows in G' .  
Since "/i + Pi = 8 for 1 ~< i ~< 3, and Pl = P2 = 0 we get from (3.32) that 
w((c:o + cJ0)l~, ) : 2 ~ - 2 .  
As above this leads to a e' E C' such that 
t t 
l~(et ) )  Z 2u i - I  +2u- -2•  Z 2ui -1 +2~- -4 ,  
i=1 i=1 
which is a contradiction when Up = 3. Therefore Up = 2 and summing all 
vectors in G '  gives R 1 + R 2 + R 3 = 0 by Lemma 2.4, hence R* C ~'(k, 2). 
We claim that RI ,  R2, and R 3 have zeros in their k-u -1  lower 
positions, otherwise we can argue as above and find a c'  E C'  of weight 
t 
w(e') >/V  .¢._.a 
i=1 
P 
>v 
i=1 
a contradiction. From Lemma 2.3, (3.28), and (3.29) we can assume without 
loss of generality that 
2 ui-2 + (2 ~ -- 2) + 2 
2ui -2 ,  
[w* [R*] = 
~2u-1  _ 1__~_2.-1 _ 1_~__2 . 1 _ 1__~__2u-I -u--* 
1 . . .1  1 . . .1  0 . . .0  0 . . .0  
1 . . .1  0 . . .0  1 . . .1  0 . . .0  
0o\{~} 0o\{~} 0o\{~} Uo\(ro\8) 
0. . .0  0 . . -0  0 . . -0  0 . . .0  
0 . . .0  0 . . .0  0 . . .0  0 . . .0  
• (3.33) 
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By Lemma 2.4 it follows that the sum of all columns in G' and therefore in 
[W* JR*] is 0. Inspection of (3.33) now reveals that 
[w* IR*] = [v*\r*], 
where U* C ~'(k, u + 1), T* c U*, and T* C g'(u + 1). | 
LEMMA 3.3. Let CE~(k ,d) ,  d~<2 k-l, then the codes Res(C;e 0, 
Res(C; c2), and Res(C, e I + e2) all belong to ~t i ) (k -1 ,  d/2) or they all 
belong to ~'°i)(k - 1, d/2). 
Proof. Suppose there exists a C E if(k, d) such that the three codes 
above belong to different classes. By symmetry we can assume that 
Res(C; el) E i f ( re(k -  1, d/2) and Res(C; e I + e2) E f f ° ) (k -  1, d/2). We 
have to consider the two possibilities Res(C;e2)C f i rm(k -1 ,  d/2) and 
Res(C; e2) C f f ° ) (k -  1, d/2). By Remark 1 it follows that u'--- 4 since 
Res(C; e~) and Res(C; el + e2) belong to different classes. 
Res(C; e2) @ ~( i i ) (k  - -  1, d/2) 
We first construct G' which is given by (3.3). We obtain G~0 from (3.18) 
and G~I from (3.16), (3.17), (3.19), and (3.20). Next, G'10 follows from 
(3.26). Finally, we apply (3.27) to Res(C; e I + e2) (instead of Res(C; e2) 
and we get G~ll . This leads to the following G': 
G ,= 
d I d r 
_ _  ~,( __  ) 
' 2 2 
[I-11 1 1 1 
1 0 0 
. . . .  p2}) +  2R2 V//rl 3f- I~] 3) W_t+2 + ~/+2a,3  
d!  __  ) 
2 
0 0 0 • . .  0 
1 1 0 . . .  0 
Vt"rl -4- (1[~ 1) ' ' "  (~'~0\{'~1' P l})  -}- ~I'IR1 ml  "'" Uo\ (To \~)  
for some 6, t:,  la:, Ix:, a} :), al a), where y j+p:=8,  l~ j~<2,  l~<i~<t, 
1 ~< l~< t + 2, and R 1, R 2, R3 are defined as in (3.22). 
We define U i for l<~i<.t as in (3.12), and R* as in (3.29). The 
remaining columns of G' are denoted W*. Therefore 
[W*] = 
where 
We therefore have 
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1 1 1 1 
1 1 0 0 
¢m(3) W 2_ ,.,,(3) 
Wt+l  ÷- t+ l  t+2- -~t+2 (L~*o\{Y2, P2 }) ÷ ~2 
, 6 ,, 
0 . .  0 
1 . • 1 
(0o \{? , ,  P, }) + ~1 
Wt+ , = Uo\T o E £/(k - 2, 2), 
Wt+ 2 = 8 C ~/(k - 2, 1). 
6 '= [u,I 
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4 - - - ,  
o...o1] 
0. - .0  , 
Uo\(To\~ 
"" I Ut I W* IR*] .  (3.34) 
can bring [W*]  into the fol lowing form After suitable row operat ions we 
1 1 
1 1 
1 1 
lO  
[W*]= 
g6 ~6 
O0 0 Of lT f l  7 
• . , , . , 
0 0 0 0 flk flk 
m 
1 1 1 1 111111 000000 0000 
1 1 1 1 000000 111111 0000 
0 0 f13 f13 1100 
1 0 t~4 ~4 00\1~/2 '~2} 0"0\{ '~1,01} 1010 
e 5 e 5 1 0 0001 
•6 e6 /~6 fi6 0 " 0 0 ' ' 0 0 ' ' "  O 
(3.35) 
0 • • 0 0 . .  • 0 0 . . .0  
for some ej, flj E {0, 1 }, ~'i + Pi = 5, 1 ~ i ~ 2, where we assume without loss 
of general i ty that Uo\(To\~ ) is as in the four r ightmost  columns. 
Observe that p = t + 2 or p = t + 3. We have 
ut+t=4, ut+2=3, ut+3=2 if p=t+3,  
ut+l=4, ut+2----3 if p=t+2.  
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Hence, 
t 
d '= ~ 2u~-2+ 14 if p=t+3(i.e.,d-2(mod4)), 
i=1  
t 
= ~ 2u~-z + 12 if p=t+2(i.e.,d=-O(mod4)). 
i=1  
Exactly as in the previous lemma we can prove that U i E g/(k, ui) for 
l<~i<,t. 
We next show that ~6 =0.  Suppose e 6 = 1, then the sum of the first, 
second, and sixth row in (3.35) has weight 16 when restricted to 
W*\ Ik 5, k6}, where kj denotes the j th  column in (3.35) (from the left side). 
Since the restriction of U i to the lower k - 6 rows has rank at least ui - 4 >/ 
1 + t -  i (by (3.15) and Lemma 2.3) we can apply Lemma 2.5 and construct 
a e' ~ C' of weight 
t 
w(¢ ' )= ~ 2~' -1+ 16 
i=1  
P 
> ~ 2 ~i-l, 
i=1  
a contradiction. We conclude e 6 ---0. 
Next we can assume fli = 0 for 7 ~< i ~< k, by suitable row operations on 
the lower k -6  rows in (3.35). Further if /36 =0 we have two identical 
columns among the six leftmost columns of [W* ], contradicting Lemma 2.3. 
We therefore conclude that/36 = 1. 
Let ,4 C g2(k, 4) be the 4-dimensional vectorspace with zeros in the first 
and the lower k -  5 positions. By Lemma 2.3 and (3.15) we get 
dim(A, Ui) = dim .~ + dim 0 i - dim(A (~ Oi) 
>~4+u i - 1 
/> dimA + 4 + t - i  
for 1 ~< i ~< t. Hence the restriction of Ui to the lower k -  6 positions has 
rank at leas t2+t - i fo r  l~<i~<t. 
= 2ui- 1 Let d -0  (mod4), then d' ~=1 +12.  The sum of the first, 
second, and sixth row in (3.35) has weight 14. We can therefore apply 
Lemma 2.5 and construct a e' E C' such that 
t 
w(e') >/ ~ '  2u'-I + 14, 
i=1  
a contradiction. 
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Finally we consider d -2  (mod 4), then d '= Y~I=I 2ul I + 14. If we sum 
all vectors in G '  we get RI+R2+R3=O by Lemma2.4,  Hence 
R* C £/(k, 2), and the lower k - 6 positions of R~, R2, and R 3 must all be 
zeros, otherwise we can construct e'  E C' such that 
t 
w(c') ~> ~ 2u~-l + 14+2,  
i=1  
a contradiction. 
We have so far showed that we can assume without loss of generality that 
[W* IR*]  = (3.36) 
for some es,r~j. Let e'  C C', then w(e' lw.uR~)~ 14, otherwise we can as 
above construct a word of C'  of weight > yTt i_ 1 2~-~ + 14. 
Let [3~ denote the ith row of (3.36). Then by inspection of (3.36): 
This leads to 
But then 
1 1 1 1 111111110000000000 1 1 0 
1 1 1 1 110000001111110000 1 0 1 
1 1 0 0 O01111001111001100r31r32r33 
1 0 1 0 001100111100111010 r41r42 r43 
g5 gs e5 ~5 101010101010100001 r51 r52 r53 
0 0 0 0 l10000000000000000r6~ r62r63 
0 0 0 0 000000000000000000 0 0 0 
• : • . : : : . . . : : : : .~ . : : . . .  ~ • . 
0 0 0 0 000000000000000000 0 0 0 
w([3, + [32 + [36) = 14 + r61 + 1r62 -- 11 + ]r63 -- 11, 
3 
V w([33 + [336) = 14 + ~., 1~'6i- t'3il, 
i - - I  
3 
w([34 + 136)--= 14 + ~ Ir6i-rail. 
i--1 
E6 i~  F3 i~  F4 i z  1 
F61 ~ F31 z E41 ~__ 0 .  
for i=2 ,  3, 
a contradiction. 
W(133 + [34 + [36) = 16 ,  
643/50/2-5 
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Res(C; e2) E ~") (k  -- 1, d/2) 
As in the previous case we construct G', which is given in (3.3). We get 
G~o from (3.18) and G~I from (3.16), (3.17), (3.19), and (3.20). We apply 
(3.27) to Res(C;ez) and Res(C;e 1 +e2) and we find G'lo and G'I~. This 
leads to the following G': 
G ,= 
d? 
' 2 )' 
1 1 
1 1 
•. ~_ ¢r(3) D ~},r I + .~3) . ~grt+ 2 . - - t+2~"3 
( 
0 
i 
d!  
2 
d!  
- -  ) 
2 
1 1 
0 0 
. (2) R ~Vrl + ~]2) •• ~yrt+ 2 + Ott+ z 2 
~Z1 +0"~ 1) "•" (~rO\{~/1, Pl})"~ ~lR1 
0 0 . . .  0 
0 . . .  0 
WI ... Vo\(To\8) 
where as above 
[W*] = 
6 '~ 6 ' 
1 1 1 1 
1 1 0 0 
r~(3) j/~z _t_ {1(3) ~r t+ l  +~t+l  t+2 t t+2 _(2) ~r t+ 2 ~_ _(2) W/+I  - ~t+l  ; ~t+2 
6 " 4 ' 
0 ' ' .  0 0 . . .0  ] 
1 • • • 1 0 . . .0  J , 
(Oo\{~l, Pl})-~ ~,[1 Uo\(To\8) 
Wt+ 1 ~-- Uo\To C ff(k - 2, 2), 
wt+2= 8 ~ ~/ (k -2 ,  1). 
remaining columns of G' are denoted W*. Therefore 
t~(j) _ (2) _(2) _(3) t~(3) where  ~/1 --F- D1 7-- 8, for some 8, ~/1, 01,  ~ I ,  --i , ~t+l ,  t t t+2,  t t t+ l ,  - - t+2,  
1 ~j~3,  1 ~ i~t ,  and R1,RE,R 3 are defined as in (3.22)• 
We define U i for l~ i~t  as in (3.12), and R* as in (3.29). The 
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As in the previous case we can repeat he arguments to prove that 
[u, I . .  I u, l w* IR*], 
where U i C ~(k,  ui). In this case after suitable row operations we can bring 
[W*] into the following form: 
J 
1 1 1 1 1 1 1111 1 1 0000000000 
1 1 1 1 1 1 00000 0 1111110000 
1 1 00a3a31100p3P31111001100 
1 0 10a4a41010p4P41100111010 
[ IV* I= esesese  5 1 0 0000 1 0 1010100001 (3.37) 
~6 C6 ~6 ~6 a6 a60""  "Of16f160000000000 
O0 
_eke~ekekakakO. . .O 0 00000000000 
for some ei, ai, Pi ~ {0, 1 }. 
Let [3 i denote the ith row in (3.37). We have /96 = 1, otherwise we get 
repeated columns in G ' ,  contradicting Lemma 2.3. We can therefore assume 
P3 = P4 = 0 adding ~6 to [33 or [34 if necessary. 
We next show that e~ = 0 for i >/7. Suppose e i = 1 for some i ) 7. We can 
perform suitable row operations on the last k - 6 rows of [W*] and assume 
eT= 1 and e i=0 for i>  7. Then [31 +i32+[37 has weight > 14 when 
restricted to W*\{ks,k6} , where kj denotes the j th  column of [W*] (from 
the left side). Exactly as in the previous case we can show that the restriction 
of U t to the lower k - 6 positions has rank at least 2 + t - i for 1 ~ i ~< t. We 
can therefore apply Lemma 2.5 and construct a e'  C C'  such that 
t 
w(e')  > S" 2 " ' - I  + 14 
i=1 
P 
~> ~ 2 ui-1 =d ' ,  
i=l 
a contradiction. Therefore we get ei = 0 for i ~> 7. 
We can assume a i = 0 for i > 7 after certain row operations on the lower 
k - -  6 rows if necessary. We have to consider two cases a T = 0 or ct 7 = 1. 
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a7=l  
Adding 137 to 133,134, or 136 if necessary we can assume a 3 -- a 4 = a 6 = 0. 
If 66=1 then w(131+132+136+137)> 14, which as above gives a 
contradiction• Hence we have 66 - -0.  
Let d~ 0 (rood 4), then since w(132 + 136) > 12 and the restriction of U i to 
the lower k -  7 positions has rank at least 1 + (t - i) we can again construct 
a e' E C' of weight >~=1 2~-~ + 12 -- d',  a contradiction• 
Let d ~ 2 (mod 4), 
1 
i 
1 
1 
65 [w* IR*] = 
0 
0 
then d'  = ~,ti= 12 u'-I + 14, and we have 
1 1 1 111  111  110000000000 1 1 0 -  
1 1 1 110000001 11 1 1 10000 1 '0 1 
1 0 0001 I000011 l lO01100r31r32r33  
0 1 O001010001100111010r41rn2r43  
65 s 565100000 10 10 10 10000 1 r51 r52 r53 
0 0 0 000000 1 10000000000r61  r62r63 
0 0 0 1 lO000000000000000r71r72r73  
O0 
0 0 0 O000000000000000000rkt rk2rk3_ .  
(3.38) 
for some es, ri~ C {0, 1 }. 
Again Lemma 2.4 gives that R*  E i f(k, 2). Let p denote the rank of R*  
when restricted to the lower k -  7 positions. We first assume p = 0. Since U i 
has rank at least 1 + ( t -  i) when restricted to the lower k -  7 positions, it 
follows by Lemma 2.5 that all linear combinations of 131 ..... 137 have weight 
14, where 13i here denotes the ith row in (3.38). 
In particular since 133 + 136 + 137,134 + 136 + 137, and 133 + 134 + 136 + 137 have 
weight ~ 14 we get from (3.38) that for 1 ~ i ~< 3 
r3i + r6i + rTi = rai + r6i + r7i = r3i + r4i + r6i + rTi = O. 
Therefore we have r3t = r4i = 0. But since r31 --- 0, 131 + 133 has weight > 14, a 
contradiction. We conclude that p >~ 1. 
Let therefore p >/1. We observe that the following 8 vectors: 
13~ + 136 + 137, 134 + 136 + 137, 13~ + 134 + 136 + 137, 131 + 133, 
13~ + 134, 13~ + 133 + 134, 132 + 136, and 13~ + 132 + 137, 
have weight 14 when restricted to W*. 
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We can assume 1384=0, permuting the last k -7  rows of (3.38) if 
necessary. We can add 138 to each of the eight vectors above, if we like, and 
thus we can construct at least eight vectors in (13~ ..... 138) of weight 
14 + 2 = 16. In particular if t = 0, we have constructed a e' C C'  of weight 
> 14 = d', a contradiction. 
If t = 1 then since the restriction of U t to the lower k -  8 positions must 
have rank at least u t -  5 we can construct a word of weight > d' if u t > 5. 
Let e~ denote the ith row of G' ,  in particular ef [w, uR~ = 13i. Suppose u t = 5, 
then consider one of the eight linear combinations above of weight 16, say 
133 -~- 136 -~- 137 -~- 6138' 6~ ~ {0, 1 }. Then we have 
+ + + 6e )l ,=0 
since otherwise w(e~ + e~ + e~ + 6e~) > d', a contradiction. Hence the 
restriction of U t to the lower k -8  positions has rank at least 1, since the 
row space of G '  when restricted to U t has rank at most 8 - 4 = 4 in the first 
eight rows. We can therefore find a word e' E C'  of weight at least 2 u'-I + 
14 + 2 > d', a contradiction. We can apply similar arguments for t > 1. The 
details are omitted here. 
We conclude that 57 = 1 is impossible. 
a7=O 
In this case we have 
111  
111  
110  
101  
[w* IR* ]= 85 
G 6 8 6 G 6 
1 1 1 1111110000000000 1 1 0 -  
1 1 1 0000001111110000 1 0 1 
0 a3a 31100001111001100r3~ r32 r33 
0 a4a  41010001100111010r41  r4zr43 
e 5 1 0 O000101010100001rs l r sz r53  
c6(~6a600001 l O000000000r61r62r63 
for some a i 
0 0 0 0 0 0 O000000000000000rv l rvz r73  
. . . . . . . . . . . . . . . . . . .  . . . . . .  
0 0 0 0 0 0 O000000000000000rk l rk2rk3  
(3.39) 
~i, r i jC{O, 1}, where R*=O if d=0 (rood4) and 
R * C ~'(k, 2) if d = 2 (mod 4) by Lemma 2.4. 
We have a 6 --~ •6 = 1 since G '  does not contain repeated columns. 
Let first e 6 = 1 and a 6 = 0. Let 13i denote the ith row in (3.39). Since 
w((131 +132+136)1w.)= 14, and the restriction of U i to the lower k -6  
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positions has rank at least 2 + t - -  i we can apply Lemma 2.5 to construct a 
e'  E C'  such that 
t 
w(e') /> ~ 2" ' - '+  14. 
i= l  
Therefore d =- 2 (mod 4) since d -- 0 (mod 4) would imply the contradiction 
w(e') > d'  =~=~ 2 "i-~ + 12. Further the rank of R*  E ~'(k, 2) when 
restricted to the lower k - 6 positions must be 0, otherwise we can construct 
a e'  C C'  of weight 
t 
w(e')  = ~ 2";-1 + 14+2 > d', 
i=~ 
a contradiction. 
We can assume ~5 = 0 adding 136 to 13~ if necessary. Since the row space of 
[W* IR*  ] contains vectors of weight ~< 14 only we have 
r61 -- 0, r62 = 1, r63 = 1 since w(p~ + 132 + 136) ~< 14, 
r51 = 1, r52 = 1, r53 = 0 since w(131 + 135) ~< 14. 
But then we get w(13~ + 132 + P5 + 136) = 16 > 14, a contradiction. 
Finally we must consider ~6 = 0 and a 6 = 1. Adding 132 to 135 if necessary 
we can assume without loss of generality that es= 1. We have 
w((131 + 132 + 135)]w*) = 14 and as in the previous case we conclude that d -  = 2 
(mod 4) and that rij = 0 for i > 6. Since the row space of [ W* I R * ] contains 
vectors of weight ~< 14 only we have 
(i) r51 = 0, r52 = 1, r53 = 1 since W(IB1 + 132 + 135) ~< 14, 
(ii) r61 ~--- O, r62 = O, r63 ~- 0 since w(131 + 132 + 135 + 136) ~< 14. 
We next show a3= a4 = 1. Suppose a 3 = O, then w(133 + 136)~< 14 implies 
r31 = r32 = r33 ~--- 0. But then w(131 + 133) = 16 > 14, a contradiction. We 
conclude a 3 = 1 and similarly we obtain a 4 ~--- 1. Since w(133 + 134 + 136) ~< 14 
we get r31 = r4~, r32 = r42 , and r33 ~- r43 ( f rom (ii)). But then we observe that 
w(131 +133 +134)= 16, a contradiction. This concludes the proof of 
Lemma 3.3. II 
We finally remark that Theorem 1.3 is a consequence of Lemmas 3.1-3.3. 
We note that many of the methods developed in this paper can be used to 
characterize [g(k, d), k, d] codes for which d > 2 k-~. To classify all such 
codes will certainly be much more complicated since there are more families 
of codes known to meet the Griesmer bound when d > 2 k-~ than when 
d~<2 k-l .  
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