This paper reports a numerical study of solid flow in a model blast furnace under simplified conditions by means of discrete particle simulation (DPS). The applicability of the proposed DPS approach is validated from its good agreement with the experiment in terms of solid flow patterns. It is shown that the DPS is able to generate a stagnant zone without any need for any arbitrary treatment, and capture the main features of solid flow within the furnace at a microscopic level. The results confirm that the solid flow in a blast furnace can be divided into four different flow regions. However, the flow is strongly influenced by the front and rear walls in a 2D slot model furnace whereas the predicted stagnant zone decreases significantly with wall sliding friction. In a 3D model with periodic boundary conditions incorporated, a smaller stagnant zone is obtained. The effects of solid flow rate, particle properties such as sliding and rolling friction coefficients on the solid flow are also investigated. The results are analysed in terms of solid flow patterns, solid velocity field, porosity distribution and normal force structure. The implication to blast furnace operation is discussed.
Introduction
Blast Furnace (BF) ironmaking is an important technology by which iron is efficiently reduced from ore-bearing particles. 1) This is a very complicated chemical process involving multiple phases (granular solids, liquids, gases and powder) which undergo various chemical and physical phenomena. Understanding and modelling this complex multiphase flow system has been a focus of research for many years (see Refs. 2)-6), for example). Of particular interest here is the flow of solids in a BF, which is closely related to the permeability control and to a large degree, governs the flow of other phases. The downward flow of particles due to gravity is driven mainly by the combustion of coke at the tuyeres and the conversion of iron ore to liquid in the cohesive zone. Four flow regions have been identified in the BF solid flow [7] [8] [9] [10] : 1) plug flow at the top part where uniform velocity occurs, 2) stagnant zone (deadman) in the center of the lower part where particles are often regarded as static, 3) quasi-stagnant zone, adjacent to the deadman, where particles are moving sluggishly, and 4) converging flow region where particles have a significant velocity variation between the furnace wall and stagnant zone. Among the four regions, the stagnant zone, consisting of only coke particles, is one of the most important features of solid flow in a BF, and plays a significant role in controlling the overall solid flow and the total blast furnace performance. 11, 12) In the past, experimental studies with two-and three-dimensional models have been carried out. [7] [8] [9] [10] [11] [13] [14] [15] [16] [17] [18] [19] These studies mainly concentrate on the effects of operational variables such as shaft angle, gas and solid flow rates and materials properties. Recently, such research effort has been extended to examine more complicated phenomena such as segregation and stress states. 11, 17, 18) However, the results obtained so far about BF solid flow are largely macroscopic, and do not provide a clear comprehensive picture about the flow system. In fact, the properties and microstructure at a particle scale for this particulate system are difficult to obtain even with well controlled physical models. On the other hand, it is extremely difficult to measure the internal flow in situ because of the high temperature and hazardous conditions in the lower part of blast furnace.
In recent years, mathematical modelling has become a powerful tool to study granular flow. Generally speaking, it can be classified into two categories: the continuum approach at a macroscopic level and the discrete approach at a microscopic level. The continuum approach, based on local average principles, is preferred in process modelling and applied research. However, its effective use heavily depends on constitutive or closure relations. In the past, various theories and empirical treatments have to be employed to describe the granular flow for different materials and for different flow regimes. 20, 21) When applied to study solid flow in a BF, such a continuum model often requires certain assumptions or arbitrary treatments in order to, for example, describe the deadman and associated flow features. [22] [23] [24] [25] [26] The discrete approach is based on the analysis of the motion of individual particles and has the advantage that there is no need for global assumptions on the solids such as constitutive relations. Discrete particle simulation (DPS), based on the so-called Discrete Element Method (DEM) originally developed by Cundall and Strack, 27) has been applied in many fields including process engineering, mining, and geophysics, and recognized as an effective method to study the fundamentals of granular materials. [28] [29] [30] However, it is difficult to adapt this approach to process modelling because of the limited number of particles which can be handled with the present computational capacity, and the difficulty in handling non-spherical particles. Nonetheless, the approach still enables us to investigate the micromechanics of granular materials in a way that is difficult to achieve in continuum approaches or experiments. In recent years, DPS application to BF has been tried by some researchers. [31] [32] [33] [34] Some studies even use a combined approach of DPS and CFD (Computational Fluid Dynamics) to investigate the gas-solid flow in BF, mainly focused on the raceway where gas-solid interaction is strong. 35, 36) The success, although largely limited to academic investigation, prompts larger scale, more detailed analysis of solid flow in a BF by the discrete approach.
This paper presents a study of the solid flow in a model BF by the use of three-dimensional DPS. The simulation model is first validated by comparing the results from a physical experiment conducted under similar conditions. Then sensitivity tests are carried out to examine the effects of variables such as particle discharge rate, wall and particle properties such as sliding and rolling friction coefficients, and boundary conditions on the solid flow pattern, stagnant zone profile, velocity field, porosity distribution and force structure.
Theoretical Treatments 2.1. Discrete Particle Simulation
Every single particle in a considered system undergoes translational and rotational motion, which can be described by Newton's law of motion. The forces and torques considered include those originating from the particle's contact with neighbouring particles, with walls and surrounding fluids. Strictly speaking, the motion is also affected by the particles and fluids far away through the propagation of disturbance waves. For simplicity, we only consider the most dominant forces and torques in a BF environment. As our first step to develop a comprehensive model to describe the solid flow in a BF, the effect of gas flow is not considered in this work. Thus, the governing equations for the translational and rotational motion of particle i with radius R i , mass where v i and w i are the translational and angular velocities of particle i, respectively, and k i is the number of particles in contact with particle i. The forces involved are: the gravitational force m i g, and inter-particle forces between particles which include elastic force F c, ij and viscous damping force F d, ij . These inter-particle forces can be resolved into the normal and tangential components at a contact point. The torque acting on particle i by particle j includes two components: M t, ij which is generated by tangential force and causes particle i to rotate, and M r, ij commonly known as the rolling friction torque, is generated by normal force and slows down the relative rotation between particles. [37] [38] [39] (2) . The method and algorithm used to solve Eqs. (1) and (2) for the present multi-particle system considered are the same as in the previous work. [38] [39] [40] 
Simulation Conditions
The geometry of the blast furnace model used in this work is shown in Fig. 1 . A simulation is started with the random generation of certain number of uniform spheres without overlaps, followed by a gravitational settling process for 3 s. Then the particles are discharged at a preset rate from the raceway region and added back to the top of the model BF to maintain the macroscopic steady flow as the case in a real BF. The material properties used in the simulation are listed in Table 2 . Although not exactly the same, they are largely corresponding to glass beads which are used in the physical experiment described in Sec. 3.1. The variables considered in this work are also listed in the table, which include discharge rate which is related to the coke consumption in raceway, boundary conditions, particles and wall properties such as friction coefficients. The determination of solid discharging rate in the simulation is based on the modified Froude number at the BF throat, 41) Fr s , which is defined as:
where U is the particle descending velocity at the furnace throat. In normal blast furnace operations, the solid flow Froude number is around 10 Ϫ8 -10
Ϫ9
. 19) In this work, the Froude number is set to 1.8ϫ10
Ϫ5
, which gives a solid descending velocity of 60 mm/s at the top. Correspondingly, the discharging rate at the raceway is 2 particles every 100 time steps, equivalent to 0.82 kg/s. Higher descending velocities are used in the simulation in order to reduce computational time.
Results and Discussion

Model Validity
In order to validate the DPS model, a 2D slot physical experiment is carried out in a small scale BF model (1/4 of Fig. 1 ) using glass beads of diameter 3 mm. However, the hearth is not included in the model. The walls of the physical model are made of wood, except for the front wall which is made of perspex for visualization. The inner thickness between front and rear walls are 4 particle diameters.
In order to observe the particle movement and the formation of stagnant zone, as used by other investigations, 19) the following experimental strategy is adopted. Before an experiment starts, the container is filled with colourless particles. Then particles are discharged simultaneously from both sides at the raceway region (see Fig. 1 ) at an extremely slow flowrate (i.e. particle by particle). In the meantime, colored white and red particles are added to the top of the model BF. Gradually, the initially packed colourless particles are removed until the zone consisting of only colourless particles essentially keeps constant. Then the experiment stops. The zone occupied by the colourless particles is identified as the stagnant zone. The same strategy is also used in the DPS simulation. Different colored particles are used to distinguish layers within the packed bed and also act as time-lines. Each layer has the same number of particles and all particles in the simulation have same properties. The so-called macroscopically steady state refers to as the flow state when the change in the stagnant zone is not macroscopically observed.
In the DPS, front and rear wall boundary conditions are applied to match the experimental conditions. For simplicity, it is assumed that the walls have the same properties as the particles. 8 500 particles are used in the validation case, and the particle discharging rate is set very slow, one particle every 800 time steps from each discharging region, which is equivalent to 5.0ϫ10 Ϫ3 kg/s. Correspondingly, the Froude number is 4.0ϫ10 Ϫ7 , which gives a solid descending velocity at the top around 5 mm/s. The time step is 1.75ϫ10 Ϫ5 s. Other parameters used are the same as those listed in Table 2 .
The solid flow pattern observed from the physical experiment is shown in Fig. 2(a) . It can be seen that a stable stagnant zone is generated in the lower central part where particles are almost motionless. In the top part layered particles descend uniformly giving the so-called plug flow zone, below this zone is a fast flow region through which majority of the particles flow smoothly into the raceway. A very slow flow zone (occupied by mixed colored particles) bounded by the stagnant zone and the fast flow region, called quasistagnant zone, is also observed where particles move sluggishly. Although the BF model used is small, the observations from the present physical experiment are qualitatively consistent with those in the literature. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] These solid flow zones can be reproduced in the present DPS simulation. Figure 2 (b) shows the solid flow patterns obtained, which are quite comparable in size and shape of each zone with the experimental observation. The good agreement verifies the applicability of the present DPS. On this basis, the DPS has been performed with the large BF model which includes BF hearth, as shown in Fig. 1 . All the results in the following are with this BF geometry, involving two conditions: 2D slot model with a bed thickness of particle diameters, and 3D model with periodic boundary conditions. Figure 3 shows that the solid flow patterns obtained from large BF model are similar to those from the small scale model. Time-averaged flow field can be obtained from DPS by using the following treatments: the bed is first divided into a series of cells, and then an average solid velocity in each cell is achieved by (1/Dt) ¶ t 0
Solid flow Patterns and Velocity Field
where k c is the number of particles in a cell and Dt is the time for sampling. As shown in Fig. 4 , the flow field illustrates the divided four flowing zones, confirming that the proposed DPS is able to capture the main features of solid flow behaviour.
The formation of the stagnant zone in a BF is recognized as one of the most important features of the solid flow in a blast furnace. It corresponds to the region where the particles move extremely slowly, as compared to other particles, and have very long residence times (in the order of several weeks 42) ). Its size and shape significantly influence the behaviour of the other zones. Due to its complexity, it is still a challenging work to predict theoretically the profile of stagnant zone satisfactorily. In the previous continuum-based mathematical models, the profile of stagnant zone is determined on the basis of the plasticity theory 24) or the treatment by Tuzun et al. 23, 26) so as to set the boundary conditions for solving the governing equations for solid phase. These treatments are largely arbitrary in nature. In the present model, the stagnant zone can be naturally produced, as shown in Figs. 2 and 3 . In actual application, the stagnant zone can be determined from solid flow patterns in Fig. 2 or from velocity field as shown in Fig. 4 . In the former case, it must be pointed out that the stagnant zone is not really stagnant, but the replacement of particles in this zone is extremely slow. In the latter case, since zero velocity is difficult to achieve in a DPS simulation, the stagnant zone is determined by approximation where the stagnant zone boundary corresponds to a very small specified velocity (set to 5.0ϫ10 Ϫ4 m/s, almost in the same order of the magnitude of the fluctuating velocity in the DPS simulation).
Another advantage of the discrete approach is that the solid descending behaviour in the furnace can be easily studied at a particle scale. To demonstrate this, 26 particles are initially placed across the top of the packed bed, and their trajectories are then traced and their residence times calculated. Figure 5 shows the trajectories of those particles, indicating that most particles flow towards to the raceway. However, particles at different positions have different trajectories. Particles adjacent to the central line move through the quasi-stagnant zone and experience a longer residence time, as shown in Fig. 6 . It is also noted that particle 14 which initially locates in the centre at the top descends to the stagnant zone, and experiences a numerically infinitely long resident time. This is because the particle joins the particles in the stagnant zone where the particles are almost motionless as compared to the particles in the other zones.
Effect of Solid Flow Rate
Coke combustion in the raceway and ore reduction around the cohesive zone are the main driving forces for particle movement. Previous studies 9, 19) have shown that the size of the stagnant zone decreases with increasing solid flow rate. The simulation result also confirms this finding. As shown in Fig. 7 , the solid flow rate has a strong effect on the behaviour of solid flow. With increasing solid discharging rate, the stagnant zone becomes much smaller. When coke particles move toward to the raceway with a high mass loss, the velocities of solid particles within the furnace are necessarily increased. This behaviour can be seen in terms of the probability density distributions of individual particle velocities. Figure 8(a) shows the probability density distribution of the vertical velocities for particles located below the height of 300 mm, where the upward flow is assumed to be positive. Particles with small vertical velocities fluctuating around zero have a high probability density distribution; they are mainly located in the stagnant zone. Particles with higher vertical velocities mainly correspond to those in the discharging region or fast flow region as shown in Fig. 4 . Vertical velocities ranging between the above two regions mainly correspond to particles in the quasi-stagnant zone. Some particles obtain high positive velocities located in the The upward motion of particles is evident from the results in Fig. 9 which shows the velocities of individual particles at one time snapshot. Such motion was also observed in physical experiments. 43) The peak value in the distribution decreases with increasing solid flow rate, illustrating that the number of "motionless" or inactive particles are reduced, and more particles become active and have relatively high vertical velocities. Figure 8 (b) presents the probability density distribution of the horizontal particle velocities for different particle discharging rate. The curve behaves as a Gaussian distribution because of the symmetry in geometry. It becomes flatter with increasing solid flow rate, showing more particles obtain higher horizontal velocities. The result is consistent with the change of the stagnant zone. Thus, as solid flow rate increases, the size of the stagnant zone reduces and more particles flow toward raceway region with increased horizontal velocities. Therefore, a high discharge rate, corresponding to high productivity, will affect the solid flow pattern in the furnace through its effect on the size of stagnant zone. This issue will be further discussed in Sec. 3.5.
Sensitivity Tests
The above discussion indicates that the simulation results are qualitatively consistent with the experimental results. However, the results are affected by the physical parameters used in the present DPS. Understanding quantitatively the effects of key parameters is an important aspect in model validation and application, and should be examined in some details. In this work, such sensitivity tests are made by varying a variable considered while the others are taking their base values listed in Table 2 .
Friction, a resistance to motion, is mainly caused by the surface roughness and deformations of particles. Generally, there are two main types of friction: sliding friction and rolling friction. During the process of particle descent, strong interactions between particles and between particles and wall take place generating considerable sliding and rolling frictions. These resistance forces will affect the particle flow. Here we consider the effects of four frictional interactions: 1) particle-wall sliding friction, 2) particleparticle sliding friction, 3) particle-wall rolling friction, and 4) particle-particle rolling friction. Note that in this work, different frictions between particles and wall only apply to the front and rear walls, and the properties of the side walls remain unchanged. Figure 10(a) shows the solid flow patterns when partclewall sliding friction coefficient is reduced from 0.4 to 0.1. Comparing with Fig. 3(d) , it can be observed that the sizes of different flowing zones change significantly. Such an effect can also be observed in the time-averaged solid velocity fields, as shown in Fig. 4 and Fig. 10(b) . The size of the stagnant zone decreases sharply, which results in a larger plug flow zone in the top furnace. This is because the moving particle bed will descend with less resistance from the wall when reducing the sliding friction coefficient. The comparison of the mixing zone formed around the quasistagnant zone region, as shown in Fig. 10(a) , also confirms this effect. With a reduced particle-wall friction, particles in the central lower part will become active and move towards to the raceway. Thus, a small stagnant zone is obtained. In particular, when the sliding friction is very small (less than 0.1), the stagnant zone almost vanishes. The effects of other three parameters (particle-particle sliding friction, particle-wall rolling friction and particleparticle rolling friction) are shown in Figs. 11(a) , 11(b) and 11(c), respectively. Comparing the time-averaged solid velocity field with Fig. 4 , it can be observed that the stagnant zones are not significantly affected by these parameters except for a slight difference in the top furnace. In particular, a stable stagnant zone is obtained even when the rolling friction coefficient (particle-particle or particle wall) is zero, indicating that the effect of rolling friction coefficient on the formation of the stagnant zone is limited for the range considered.
The formation of a stagnant zone in a BF is in principle similar to the formation of a heap which has been extensively studied (see, Refs. 38, 44-46) for example). However, quantitatively they are not the same. For example, in the formation of sandpile, the rolling friction plays a critical role in achieving a stable sandpile. 38) There are a few reasons for the difference. First, the stagnant zone can be formed in a BF because the side walls provide a support to the particle bed. With such a support, particles can form a heap readily even without rolling friction. Secondly, in the case of blast furnace, underneath the stagnant zone is a fixed bed in the hearth. The bottom boundary conditions for the stagnant zone generate a resistance to the motion of particles above, promoting the formation of a pile. In the case of sandpile formation, the bottom boundary condition is particle-wall contact, where the bottom wall properties (sliding friction or rolling friction) become critical. 38) Finally, during the descending process in a BF, the height of the particle bed keeps constant. The presence of particles will generate force network among particles, as shown later, which can also enhance the formation of a heap.
Essentially, BF is a cylindrical reactor, and three-dimensional simulations should be more realistic. Different solid flow behaviour between two-dimensional slot model and three-dimensional model BF indicates that the front and rear walls play an important role in the formation of the stagnant zone. 19) Three-dimensional simulation, however, requires a large number of particles, which will slow down simulation significantly. To eliminate the effect of the walls, periodic boundary conditions have been applied to the front and rear direction (representing 3D model, this is the case for all the results in the following section unless otherwise specified). As shown in Fig. 12 , in this case the stagnant zone becomes very small or even not identifiable, whilst a large plug flow zone almost occupies the whole blast furnace. There is almost no particle mixing between the layers of particles as they descend through the shaft except for the region adjacent to the side walls. Notably, for the range considered, solid flow rate does not result in any significant change in flow pattern. These observations are qualitatively consistent with the experimental results from a threedimensional model of the blast furnace. 19) 
Microscopic Analysis
The so-called microscopic analysis is a particle scale analysis on the basis of the trajectories or velocities and the transient forces of individual particles. Such analysis can be readily performed based on the present DPS simulation. Furthermore, the DPS simulation can produce important dynamic information that is not possible to obtain from physical experiments, e.g. the number of particles in contact with a considered particle, i.e. the coordination number, and the forces acting on a particle. Such dynamic information is directly associated with the flow and force structures of particles, and is key to understanding the complex behaviour of solid flow in a BF.
The contacts among particles in a particle system actually represent the particle connectivity and hence the force network. The present simulation considers the contact forces between particles such as normal and tangential forces due to the plastic and elastic deformation resulting from particle collision, sliding and rolling frictions, in addition to the gravity force. It has been illustrated that among these forces, the normal contact force is the most important as other contact forces are all related to it. Therefore, this work only considers the distribution of the normal contact forces. Figure 13 shows a snapshot of normal force structure where each stick represents one connection between two particle centres and its thickness represents the magni- tude of the normal force. It can be observed that the particles from the lower central bottom experience large normal forces, and have strong force chains. This is because these particles need to support the particles above them. On the contrary, particles exhibit weak force network around the raceway and in the fast flow zone. This is because particles in these regions flow fast and there exist more voids and disconnections among particles.
To examine the effect of solid flow rate on the force distribution, we consider the total normal contact forces acting on particle i, defined by F i ϭ|Í k i jϭ1 F cn, ij |, where k i is the number of particles in contact with particle i. As seen in Fig. 13 , the contact forces of particles in the top part do not vary much. Therefore, our analysis is focused on the forces in the lower part (below the height of 300 mm). Figure  14(a) shows that the solid flow rate has little influence on the probability density distribution of this total normal contact forces in the 3D model. However, this is not the case for the 2D slot model, as shown in Fig. 14(b) . The curve moves to right with the decrease of solid flow rate, indicating stronger particle-particle or particle-wall contact. This result corresponds to the fact that with the increase of solid flow rate, the size of stagnant zone is reduced and more particles can move without direct contacts and interaction forces.
The force distribution appears to relate to the size of stagnant zone, or vice versa. As shown in Fig. 13 , majority of the large contact forces in the lower central part, the stagnant zone in particular, act to support the upper particles. Under the 2D slot model conditions, with increasing solid flow rate, the size of the stagnant zone decreases, as shown in Fig. 7 . Consequently, the number of particles with large contact forces decreases as shown in Fig. 14(b) . However, under the 3D model conditions, the DPS results indicate that the size of stagnant zone is not affected by solid flow rate. Consequently, the density distribution of the contact forces does not change much as shown in Fig.  14(a) . Therefore, solid flow rate affects the size of stagnant zone, mainly through its effect on the forces between particles in a BF. Its effect is significant under 2D slot model conditions, but is not obvious under 3D model conditions.
The flow structure of particles can be examined in terms of porosity which has been widely used in the study of particle packing. As used elsewhere, 47) porosity is here treated as a local mean property which is obtained by dividing the particle bed into a series of body-fitted cells, and then calculating porosity for each cell. The spatial distribution of porosity is related to the flow of particles, for example, the region with high porosity must be from the unconfined motion of particles. It is also closely related to permeability distribution which governs the flow of gas, liquid and powder, and is critical to smooth and stable BF operation. Under the 2D slot model conditions, a typical spatial porosity distribution is shown in Fig. 15(a) . It reveals that the whole bed can be divided into three main regions: (1) low porosity region (0.37-0.433) located in the hearth and deadman, because particles there need to form a relatively dense packing to support the rest of the bed, (2) medium porosity region (0.433-0.458) which mainly corresponds to the plug flow; (3) high porosity region (0.458-0.48, or even higher in the raceway) which corresponds to the raceway and converging flow zones where particles have high velocities. Note that due to the wall effect, 48) the porosity along the side walls is higher than that far from wall. This zone is relatively large because of the small BF model used in this work. It is small, only up to a few particle diameters in a BF. 48) Similar phenomena can be observed under the 3D model conditions when comparing Figs. 12(b) and 15(b), although a much smaller stagnant zone is produced.
Comparing the results in Figs. 4, 12 and 15 indicates there is spatially a similar trend in porosity and velocity distributions. To be quantitative, the local porosity of a cell has been plotted against the local mean velocity in both 2D and 3D models, as shown in Fig. 16 . Under the 2D slot model conditions, the results suggest that although the data are scattered, there is generally a correlation between local porosity and velocity. For uniform particles, the motion of particles can lead to a sharp increase in porosity. However, once particles obtain their velocity (i.e. greater than about 0.01 m · s Ϫ1 here) and loss partially their contacts, they will move without so many interactions with each other. Consequently, porosity does not change with velocity, simply fluctuating in a certain range. The results obtained from the local averaging are in good agreement with those observed in the moving bed experiment.
49) The increase of porosity when particle velocity is greater than 0.075 m · s Ϫ1 in Fig. 16(a) may not truly represent the reality because there are uncertainties for the data which correspond to the raceway with small number of particles. This aspect will be examined in the future work with a large BF model. Under the 3D model conditions, the porosity value is lower than the 2D one because the effect of front and rear walls has been eliminated. A large plug flow zone is formed, with particle velocities around 0.045 m/s. However, as shown in Fig. 16(b) , the increasing of porosity with solid velocity is more obvious and can be extended to a much larger range (up to 0.05 m/s). Significant change in porosity or solid velocity is mainly observed in the lower zones in a BF. The results highlight the importance of controlling the flow of coke particles in these zones which, under 3D conditions, are confined in a smaller space than that under 2D conditions.
The permeability distribution in a BF is mainly related to the porosity and particle size. The results in Figs. 15 and 16 suggest that even for uniform spheres, porosity varies spatially and corresponds to the flow behaviour in a BF. In particular, the deadman largely corresponds to the low porosity zone, the converging flow to the high porosity zone, and the plug flow to the medium porosity zone. Therefore, the control of the BF permeability can be made by adjusting the relative sizes of these zones. For example, increasing productivity means an increase in solid flow rate, which can, to some degree, reduce the size of the deadman and increase the size of the flow regions. Consequently, the region of relatively high porosity is large. This effect can be clearly seen from Fig. 17 for the present model BF at a global level. However, it should be pointed out that the above view is obtained only considering the motion of particles under simplified BF conditions. There are many factors affecting the inner porosity and permeability distributions in a real BF1). The control of BF permeability distribution must take into account of all these factors which often vary with raw materials and operational conditions.
Conclusions
Discrete particle simulation has been employed to investigate the solid flow in a model blast furnace, and validated by comparing the solid flow patterns from the experiments conducted under comparable conditions. Its use can overcome the difficulty in the determination of the constitutive relations for continuum modelling, particularly when related to the stagnant zone. The results confirm that under 2D slot model conditions, with increasing solid flow rate the size of stagnant zone decreases due to the enhanced interactions among particles. Particle-wall sliding friction is an important factor affecting the size and shape of stagnant zone through the resistance force from the front and rear walls. However, rolling friction plays a minor role in the formation of stagnant zone, which differs from the sandpile formation because of the differences in geometry and flow conditions. The stagnant zone, obtained in the case of periodic boundary condition to represent 3D BF flow, is much smaller or even not identifiable. Microscopic analysis based on the force structure and porosity distribution shows that strong force chains exist in the central hearth with low porosity. The relationship between local particle velocity and local porosity is obtained, showing porosity generally increases with particle velocity in a BF. For uniform particles, the permeability distribution corresponds to the velocity distribution in a BF, and its control can be made by adjusting the relative sizes of the plug flow, converging flow, quasi-stagnant and stagnant zones.
Finally, we would like to point out that blast furnace is a very complicated multiphase system. The flow of particles can be affected by the presence of other phases, their flow and consumptions in difference zones in particular. As our first step to develop a comprehensive DPS model, we only consider the solid flow in this work. We have extended our research effort to the simulation of the coupled gas-solid flow by the use of the combined DPS-CFD approach. Attempts have also been made to include in the simulation study other complicated flow phenomena such as transient cohesive zone and liquid draining. With the improved computer capacity, a larger scale model will also be considered. Such microscopic, particle scale studies should provide an excellent opportunity to elucidate the fundamentals governing the solid flow and formulate better strategy for process control. 
