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Abstract
Given a family of singularities over a base space (T, 0), this article describes an algorithmic
approach on how to find strata in the base space on which a given numerical invariant, e.g. the
Tjurina number, is constant, and illustrates this approach on several applications. The main tool is a
variant of the standard basis algorithm, the partial standard basis algorithm.
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1. Introduction
When considering a family (X, 0) (T, 0) of singularities over a base space (T, 0), it
is often necessary to study the behaviour of invariants in the family, that is simultaneously
for all fibres. This is the situation for which the algorithms presented in this article are
designed: more precisely, the goal is to find locally closed sets in the base T on which
the invariant we want to study is constant. Using the partial standard bases algorithm
(a variant of the standard bases algorithm, which takes into account the fact that we
want to view certain variables as parameters and that we want to do calculations for all
fibres simultaneously), we obtain sufficient information to determine those sets modulo
some power of the maximal ideal of the local ring corresponding to (T, 0) as shown in
Fru¨hbis-Kru¨ger (2002). But for many problems, this information is not sufficient; in certain
situations, however, mainly if the fibre at 0 is quasihomogeneous and all perturbations are
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of strictly higher weighted degree, it is easy to see that we can avoid calculating modulo a
power of the maximal ideal (see e.g. Fru¨hbis-Kru¨ger, 2001).
In this article, we first recall the methods explained in Fru¨hbis-Kru¨ger (2002) and extend
them in such a way that we are able to avoid calculations modulo a power of the maximal
ideal in a wider class of situations.
2. Motivation
How does a numerical invariant change in a given family of singularities? Questions of
this kind can in some cases be answered very easily, as for example in the case of the Milnor
number µ or the δ-invariant by the principle of conservation of number. This principle
states that if in a family a singularity splits up into several singular points by varying the
parameter, the sum over the values of the invariant at these singular points is again the one
of the original singularity. In some other cases like the Tjurina number, on the other hand,
considering the fibre at zero only provides a partial answer, a bound for the invariant.
In this situation, we are interested in conditions on the parameters of the family which
ensure that the invariant has a desired value. Therefore we first take our time to describe
the situation in detail before proceeding to algorithmic considerations in the subsequent
sections.
Let (X, 0) (T, 0) be a family of singularities1 with base space (T, 0) ⊂ (Cm , 0) and
with fibre (X0, 0) ⊂ (Cn, 0) at 0. Let U and V be sufficiently small open neighbourhoods
of 0 in (Cn, 0) and in (Cm, 0), respectively, and pass to suitable representatives X0, X and
T such that X0 = X ∩ π−1(0) where π : U × V V is the canonical projection. For
t ∈ V ∩ T , we put Xt = X ∩ π−1(t). Using this notation, the behaviour of the type of
numerical invariants, which we are interested in, is described by the following lemma:
Lemma 2.1. LetM be a sheaf on X with the following properties:
• M is a coherentOX -module.
• M0, the stalk ofM at 0, is anOT ,0 module of finite rank.
For all sufficiently small neighbourhoods U ′ ⊂ U of 0 in Cn, there exists an open
neighbourhood V ′ ⊂ V of 0 in Cm such that for all t ∈ V ′ ∩ T :
dimC((M |X0)0) ≥
∑
p∈X ′t
dimC((M |Xt )p),
where X ′t = Xt ∩ (U ′ × {t}).
This lemma is, of course, a weakened form of the principle of conservation of number
and can be proved using the same type of arguments. For our further considerations,
however, it is helpful to have a closer look at the second part of the proof again:
Proof (Sketch, Emphasizing the Steps We Need Later On). Let us consider the analytic
space Z = Supp(M). In the same way as in the proof of the principle of conservation
1 Non-isolated singularities are also allowed, using appropriate invariants.
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of number (see e.g. de Jong and Pfister, 2000), it can be shown that the natural projection
map f : (Z , 0) (T, 0) is finite.
We take a representative f : Z T such that f is finite and f −1(0) = {0}. Then
f∗M is a coherent sheaf, whose stalk at 0 is by assumption OdT ,0/K for suitable d ∈ N
and a suitable submodule K . Coherence of f∗M now implies that there exists an open
neighbourhood V ′ of 0 in T such that f∗M |V ′ has a presentation of the structure
OlT |V ′ M OdT |V ′ f∗M |V ′ 0.
Considering a point t0 ∈ V ′ and the points q1, . . . , qs ∈ Z in the fibre of f at t0, we then
know
s⊕
i=1
Mqi = ( f∗M)t0 ∼= OdT ,t0/Im(M)
because f is finite. This implies that
s∑
i=1
dimC(M |Xt0 )qi = k − rank(Mt=t0). 
This shows that the object we need to compute is an OT |V ′ presentation matrix of the
direct image f∗M |V ′ .
3. Partial standard bases
In order to compute the presentation matrix over the ring of the base of the family, we
will follow the steps of the standard basis algorithm applied to the fibre at zero.2 This will
provide us with a set of generators for our module from which we can easily determine the
columns of the desired matrix—at least theoretically. In practice, this may lead to power
series reductions; strategies to circumvent this problem will be discussed in the subsequent
sections.
Let us first fix some notation: we denote by R the power series ring K [[x]] in n variables
x1, . . . , xn over a field K . Let > be a local degree ordering on R. Let I0 = ( f1, . . . , fr ) ⊂
F0 = Rk be a submodule of finite colength;3 let > be a fixed monomial ordering on
F0, which is compatible with the ordering on R. Let us denote by g1, . . . , gd a C-vector
space basis of F0/I0 (resulting from a computation of an interreduced standard basis of
I0 w.r.t. the given ordering). For studying families of objects over R, we have to pass to
the ring Rt = R⊗ˆK (K [[t]]/J ) where t1, . . . , ts denote the parameters of the family and J
is the ideal of the base space of the family. Let the module It ⊂ Ft = Rkt be generated
by f˜i = fi + ∑ j∈Ji t j hi j for 1 ≤ i ≤ r where Ji ⊂ {1, . . . , s} and hi j ∈ Ft for
1 ≤ i ≤ r, j ∈ Ji . As an ordering on our new ring R[[t]] = R⊗ˆK K [[t]], we choose a local
2 For a description of the standard basis algorithm see for example Cox et al. (1996), for a description with
respect to local or mixed orderings (Greuel and Pfister, 2002).
3 f1, . . . , fr a set of generators for I0, not necessarily minimal.
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degree ordering on the t as the first block and the original ordering > as the second.4 Note
that this ordering makes sure that the leading term of a polynomial f is divisible by some
ti if and only if f ∈ (t)Rt .
Definition 3.1. A partial standard basis S for the family of modules It w.r.t. this ordering is
a generating system of this R[[t]]-module which is the union of the following three subsets:
SJ : set of elements si · e j where {si } is a standard basis J ⊂ K [[t]] and the e j are base
elements of the free module R[[t]]k ;
Sx : a set of elements of It whose restriction to t = 0 is non-zero;
St : a set of elements of It which are not in K [[t]]k and whose restriction to t = 0 is zero;
such that
1. Sx |t=0 is a standard basis of I0 with respect to the given ordering on F0;
2. St contains those spolys of elements of Sx whose part of degree zero in t reduces to
0 by elements of Sx .
Allowing in our theoretical considerations an infinite number of steps in the normal
form calculations, we can now assume that all elements of St are in normal form w.r.t.
Sx ∪ SJ .
Lemma 3.2. By adding to St elements of the form NormalForm(xα · f | Sx ∪ SJ ), where
f ∈ St and α ∈ Nn, we obtain a set of generators for the module of K [[t]]/J -relations of
Ft/It .
Proof. The K [[t]]/J -relations of Ft/It are given by It ∩∑di=1(K [[t]]/J )gi (considered
as an intersection of K [[t]]/J -submodules of Rkt ). Because the partial standard basis S is
generating It and because the elements of Sx do not lie in that intersection, the desired
generators have to be one of the following forms:
• an element of St
• a normal form of a spoly of an element of Sx and St .
In the second case, the element of St is multiplied by a monomial not involving any ti , when
forming the spoly. Up to a K [[t]]/J -linear combination of elements of St , this is the same
as multiplying the element of St with this suitable monomial and calculating the normal
form. This shows that the elements we have to add to St are of the claimed structure. 
This lemma also explains why we did not compute a standard basis, but stopped halfway
through the calculations: the remaining steps would have created additional elements of St
which are either redundant or obtained in the subsequent step of computing the presentation
matrix anyway. The following small example illustrates this:
4 Alternatively, we may introduce a weight vector which assigns negative weights to the variables ti and zero to
the xi ; the first comparison is then performed using the weight vector, followed by a block containing the original
ordering on the x and as the last block the ordering on the t .
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Example 3.3. Let us consider Q[[t1, t2, t3, x, y, z]] with a block ordering such that the first
block is a local weighted degree reverse lexicographic ordering on the t using weights −6,
−7, −1 and the second block is a local degree reverse lexicographic ordering on x, y and
z. Let It = (x + y3, xy − t1t3 + t22 , xz + t23 − t31 , x2 − y3). Then a standard basis of It is
given by the six polynomials
x, y3, t23 − t31 ,−t1t3 + t22 , t22 t3 − t41 , t51 − t42 ,
but a partial standard basis is
Sx = {x, y3}; St = {t23 − t31 ,−t1t3 + t22 }.
In particular, we see that the standard basis computation has created two more polynomials
which result from spolys not involving any x, y or z. These would then give rise to 6 extra
rows in the presentation matrix.
From the algorithmic point of view, it is appropriate to split the calculation of the
presentation matrix into two parts, the algorithm to determine a partial standard basis of It
and the computation of the generators of the K [[t]]/J -relations of the gi . In addition to the
partial standard basis, the first algorithm also computes the K -basis {gi} of F0/I0 (w.r.t.
the given monomial ordering) and a bound b such that all monomials of weighted degree
greater than b are in the initial module of Sx |t=0, that is b is the highest corner of Sx |t=0.
Algorithm 1. Partial standard basis
Input: module It and ideal J in R⊗ˆK K [[t]]
Output: partial standard basis SJ , Sx , St of It ; monomial basis g of F0/I0 and bound b
• compute a standard basis SJ of J
• follow the steps of the standard basis algorithm for the set { f˜i | 1 ≤ i ≤ r}, but
dropping all pairs where one of the two polynomials has a leading monomial in (t);
call the resulting set Stemp.
(In this step, no tail reduction and no reduction of elements with leading monomials
in (t) should be done!)
• Sx = { f ∈ Stemp | L( f ) /∈ (t)}, St = Stemp\Sx
• over R compute the monomials gi not in the ideal generated by the leading
monomials of Sx and the bound b
• return(SJ , Sx , St , g, b)
This algorithm terminates, because the steps performed in it are exactly the ones of a
usual standard basis algorithm for J and for I0.
4. Determining the presentation matrix—approach 1
Concerning the second part of the computational task, we are facing the difficulty that
we might be forced to do power series reductions, that is there might be infinitely many
steps, when trying to express the elements of St as K [[t]]/J -linear combinations of the gi .
To avoid this, there are two possible ways, one of which only applies to a special class
of situations and will be presented later on. The second way, which is discussed in the
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current section, involves introducing a bound, say c, on the degree in t up to which
computations should be done.
Considering more closely a single reduction step by an element of Sx , we notice that
a new term may have been introduced which is greater than the leading term w.r.t. the
original monomial ordering >x in the variables x . This term can only originate from a
term (of the element of Sx ) which is divisible by some ti , because the leading term of an
element of Sx is, by choice of our ordering and construction of Sx , the largest term of this
element w.r.t. >x which is not divisible by any of the ti . Hence the degree of this new term
in t is greater (at least by one) than the one of the monomial which has been cancelled
by the reduction. This and the fact that we have chosen a bound up to which we compute,
ensure that the following algorithm terminates:
Algorithm 2. Computing the presentation
Input: Output of Algorithm 1 and bound c
Output: matrix M such that g · M generate It ∩∑i (K [[t]]/J )gi as a K [[t]]/J module
• B = b · c + 1
• Stemp = {a · m | a ∈ R monomial, wdeg(a) < B,m ∈ St }
• Stemp = NormalForm(Stemp | Sx ∪ SJ ) cutting off terms of weighted degree greater
than B + b where to each ti the weight b is assigned
• for the j-th element of Stemp collect the coefficient of gi into the i-th entry of the j-th
column of a d × #Stemp matrix M
• optionally compute a minimal generating set of the K [[t]]/J -module generated by
the columns of M and call it M again
• return(M)
Computations modulo (t)c+1 already provide a suitable amount of information in some
settings like those in the three examples below:
In the first example, whose calculations are given in detail in Fru¨hbis-Kru¨ger (2002),
the goal was to give an example where the module of KV -liftable vector fields is not free
for the versal unfolding of a section of a free complete intersection.5 To fix notation, we
will briefly recall the definitions and facts aboutKV -equivalence,KV -liftable vector fields
and free divisors from articles by Damon (2001, 1998, 2002):
Let (V , 0) ⊂ (Cp, 0) be a complete intersection singularity and f0 : (Cn, 0) (Cp, 0)
an analytic map germ. This map germ is viewed as a section of V so that the singularity
V0 = f −10 (V ) is a pullback given by the following diagram:
5 This example was the starting point for the development of the algorithms presented here and I am grateful
to J. Damon who asked me for a way to do these calculations.
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KV -equivalence is then given by the group
KV = {Ψ ∈ K | Ψ (Cn × V ) ⊆ Cn × V },
where K denotes the contact group introduced by Mather (1968) (that is K is the
group of diffeomorphisms of Cn+p of the form Ψ (x, y) = (Ψ1(x),Ψ2(x, y)) such that
Ψ (Cn × {0}) ⊆ Cn × {0}). For unfoldings (on parameters u ∈ Cq ), this group is
extended to the group of unfolding-equivalences KV ,un consisting of diffeomorphisms
Ψ (x, y, u) = (Ψ1(x, u),Ψ2(x, y, u), u) satisfying Ψ (Cn × V × Cq) ⊆ Cn × V × Cq .
Let I (V ) denote the ideal of germs vanishing on V and θp the module of germs of
vector fields on (Cp, 0), then
Derlog(V ) := {ζ ∈ θp : ζ(I (V )) ⊆ I (V )}
is the module of logarithmic vector fields, that is the module of vector fields on (Cp, 0)
tangent to V . Let ζ0, . . . , ζr be a set of generators of Derlog(V ). The extendedKV -tangent
space is
TKV ,e · f0 = O(Cn,0)
{
∂ f0
∂x1
, . . . ,
∂ f0
∂xn
, ζ0 · f0, . . . , ζr · f0
}
and the extendedKV -normal space (the analogue of the deformation tangent space T 1)
NKV ,e · f0 = θ( f0)/TKV ,e · f0.
For an unfolding f (x, u) = ( f (x, u), u), we have in the same way
TKV ,un,e · f = O(Cn+q ,0)
{
∂ f
∂x1
, . . . ,
∂ f
∂xn
, ζ0 · f , . . . , ζr · f
}
and
NKV ,un,e · f = θ( f )/TKV ,un,e · f
f0 is called of finite KV -codimension if dimC NKV ,e < ∞.
A hypersurface (V , 0) ⊂ (Cp, 0) is called a free divisor if Derlog(V ) is a free OCp,0-
module. A complete intersection V , 0 ⊂ Cp, 0 defined by H : Cn, 0 Cp, 0 is called
an (H -)free complete intersection if Derlog(H ) := {ζ ∈ θp | ζ(H ) = 0} is a free OCp,0-
module. Although many properties of free divisors and free complete intersections are
very similar, the following property of the module of KV -liftable vector fields holds for
free divisors, but not for free complete intersections:
Lemma (Damon, 2001). Suppose that V , 0 ⊂ Cp, 0 is a free divisor and that f0 :
Cn, 0 Cp, 0 has finite KV -codimension.6 Let f : Cn+q , 0 Cp+q , 0 be a KV -
versal unfolding of f0, given by F(x, u) = ( f0(x)+∑qj=1 u j m j , u) where {m1, . . . ,mq}
projects to a basis of NKV ,e · f0. Then the kernel L of the map
OCq ,0
{
∂
∂ui
}
NKV ,un,e · f
6 With n < hn(V ).
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∂
∂ui
mi ,
(the module of KV -liftable vector fields), is a free OCq ,0-module of rank q.
Having recalled these definitions and notations, our goal is to illustrate the fact that the
last property mentioned above does not hold for free complete intersections by finding an
example in which the module of liftable vector fields is not free. The example suggested
by J. Damon (for which the calculations are listed explicitly in Fru¨hbis-Kru¨ger, 2002) is
the following:
We consider a singularity V , 0 ⊂ C5, 0 given by the ideal I = (abc, de) ⊂
C{a, b, c, d, e} and a linear section f0 : C2 C5 defined by the tuple x + 2y, x +
y, y − x, x − 3y, y − 5x .
After a direct calculation, we obtain the versal family
((x + 2y) · (x + y) · (y − x + t1), (x − 3y + t2 + t3 y) · (y − 5x + t4 + t5 y)),
where t1, . . . , t5 are the unfolding parameters. If the above lemma would also hold for this
situation, the module ofKV -liftable vector fields would be free of rank 5. But by computing
a partial standard basis of TKV ,un,e · f and subsequently applying Algorithm 2 up modulo
(t)4, it turns out that the module of liftable vector fields has at least 6 generators.
The second example of an application of the Algorithms 1 and 2 is the study of moduli
spaces of semiquasihomogeneous space curve singularities with fixed quasihomogeneous
initial part. For a detailed treatment of this situation see Fru¨hbis-Kru¨ger (2001)
(computational aspects)7 and Fru¨hbis-Kru¨ger (2000) (theoretical aspects); here we will
only sketch the basic setting and the calculations involved:
An isolated Cohen–Macaulay codimension 2 singularity and many of its properties
(including its deformation behaviour) may be described by its presentation matrix,
properties thereof and the deformation behaviour of the presentation matrix. In particular,
this leads to an alternative description of the T 1 of a given8 (X, 0) (with presentation matrix
M(X,0) of size n × (n + 1)):
T 1(X,0) ∼= Mat(n+1)×n(C{x})/(J (M(X,0))+ Im(g)),
where J (M(X,0)) denotes the submodule generated by the matrices obtained from M(X,0)
by taking the partial derivatives of the matrix (i.e. each entry of the matrix) by the variables
x1, . . . , xn and g is the map
Mat(n+1)×(n+1)(C{x})⊕ Matn×n(C{x}) Mat(n+1)×n(C{x})
mapping a pair of matrices (A, B) to the matrix AM(X,0)+ M(X,0)B . Considering a quasi-
homogeneous singularity (X, 0), a versal family of semiquasihomogeneous singularities
7 The ordering we are choosing here is using an extra weight vector, which penalizes the ti ; the choice of the
weight vector in the cited articles is different from this, but has exactly the same effect for the present class of
examples due to the quasihomogeneity of the fibre at zero and the choice of the perturbation.
8 Recall that the T 1 is the base space of the versal deformation and that it is a finite dimensional C vector space
because the given singularity is isolated.
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with this fixed initial part is then given by the presentation matrix
Mt = M(X,0) +
r∑
i=1
tiwi
where the ti are the perturbation parameters and the wi are those elements of a monomial
basis of T 1(X,0) which have positive relative matrix weight. In an analogous way to the
description of T 1(X,0), the relative T
1 of this family can be described in matrix notation
and the computational task which we are facing is the calculation of the kernel of the
Kodaira–Spencer map
 : DerCC[t] T 1Mt
∂
∂ ti
wi .
This task may be performed by calculating a partial standard basis of Jx(Mt )+ Im(g) and
then applying Algorithm 2. In this situation, however, we see that a reduction by an element
of the set Sx cannot introduce terms which are greater than the leading monomial (of the
element which we are reducing) w.r.t. the original monomial ordering on the variables x ,
because the fibre at zero is quasihomogeneous and all perturbation terms are of strictly
positive relative weight. Thus we may safely ignore the bound c in this setting and the
algorithm still terminates—providing an exact result. Moreover, the monomials a by which
we multiply the elements of St may be chosen of weighted degree smaller than b. These
calculations provide us with a matrix describing the kernel of the Kodaira–Spencer map.
Fixing the rank of certain submatrices of this matrix then leads to a stratification of the
base space of the family such that a coarse moduli space exists on each stratum.
In the previous example we saw a special situation in which the use of the bound
c was not necessary. This third example is quite similar to the second one and shows
another application for which the bound is not necessary (details on this application can
again be found in Fru¨hbis-Kru¨ger, 2002): here we want to determine the complete list
of singularities into which a given simple isolated complete intersection space curve
singularity can deform. Since the given singularity is simple, this list has to be finite.
Moreover, we know that if a singularity deforms into another one and this second one
deforms into a third one, then the third will also be on the list of adjacencies of the first
one. So the approach to this task will be to start with the simplest singularity, that is the
singularity with the lowest Tjurina number, for which we do not have a complete list of
adjacencies. For this singularity, we will consider the relative T 1 of the versal family and
again the kernel of the Kodaira–Spender map. More precisely, we consider the family
It = F1(x, t), . . . , Fk(x, t), Fi (x, 0) = fi for 1 ≤ i ≤ k, where I0 = f1, . . . , fk define
the original singularity, and compute a partial standard basis and presentation matrix of the
T 1t = C{x, t}k
/((
∂F
∂x1
, . . . ,
∂F
∂xn
)
+ It · C{x, t}k
)
.
As the singularities which we are considering are listed in Giusti’s list (cf. Giusti, 1983),
we can check explicitly that all of them are quasihomogeneous and we already know
a large number of adjacencies. Due to the quasihomogeneity of the original singularity,
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Fig. 1. Adjacency diagram (=diagram of deformations) for simple isolated complete intersection space curve
singularities.
to the fact that there are no perturbations of strictly negative weight and to the fact that no
gi are of non-negative weight, it can be checked directly, that the bound b may be omitted
like in the previous example.
Having obtained the presentation matrix of T 1t , we can determine the locus in the base
of the versal deformation on which the Tjurina number is exactly τ0 − 1, which is given by
the zero-set of the ideal of the 2-minors of the matrix intersected with the complement
of the zero-set of the 1-minors of it, which happens to be the point (0). By primary
decomposition, we can then find out what components the ideal of the 2-minors possesses
and on each component, we can determine what singularities occur. If there are still some
candidates for adjacencies for which we could not yet determine whether they exist, we
have to proceed to the locus where the Tjurina number is τ0 − 2, i.e. consider the 3-minors
and so on.
Using these ideas singularity by singularity from T7 to Z10 we then obtain the adjacency
diagram (Fig. 1).9
5. Determining the presentation matrix—approach 2
Why should we try a different approach, if approach 1 already leads to satisfactory
answers in a wide class of cases? Because we often really need an exact calculation of
9 The details of these calculations can be found at http://www.mathematik.uni-kl.de/∼anne/adjacencies.html.
A. Fru¨hbis-Kru¨ger / Journal of Symbolic Computation 38 (2004) 1191–1205 1201
Fig. 2. The monomial diagram on the left shows two incompatible staircases, the ones on the right are compatible.
the presentation matrix, for instance if we want to determine adjacencies for a family of
singularities which happens to possess perturbations of positive and of negative relative
weight. On the other hand, it cannot be expected that we can find an exact result in all
cases; but we can identify a larger class of problems where we can find an exact result. In
the following, we outline the construction for this case.
We now consider a family of singularities (X, 0) (T, 0) with base space10 (T, 0) ⊂
(Cm, 0) and with fibre (X0, 0) ⊂ (Cn, 0) at 0, for which the situation is the following:
we can find a representative X , such that the ideal11 we want to study is given by
I = (F1, . . . , Fs), for which OT ⊂ OX is finite and for which the conditions below
hold:
• There is a global block ordering >g on C[x, t] which has as a first block a global
lexicographical ordering on the variables x and a global ordering on the t as the
second block.
• There are polynomials p1, . . . , pn of the structure
pi = xkii +
i−1∑
j=0
x
k j
i qi j (xi+1, . . . , xn),
arising from the standard basis calculation of I w.r.t. >g .
• There is a local ordering >l on the ring C[[x, t]] satisfying the conditions imposed
on the ordering for partial standard bases calculations.
• The orderings >g and >l are compatible in the following sense: The part of the
staircase of I w.r.t. >l , which does not contain monomials divisible by a ti , does
not have corners above the analogous part of the staircase of the ideal generated by
p1, . . . , pn w.r.t. >g (this is illustrated in Fig. 2).
• Let F be an element of the set Sx resulting from a partial standard basis calculation
for I w.r.t. >l , then reduction of F by (p1, . . . , pn) (all considered as elements of
10 For simplicity of the presentation, we will assume that (T, 0) = (Cm , 0) in the following.
11 It is also possible to consider a module in this way, but this would add further technical details to the
presentation of the idea.
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C[x, t]) does not kill the term of F , which is the leading term w.r.t. >l , unless F
reduces to zero.
Knowing that the elements of Sx and St are polynomials, we may consider them as
elements of the subring C[x, t] ⊂ C[[x, t]] and replace them by their normal form w.r.t. the
ideal generated by the polynomials p1, . . . , pn , which are a standard basis by the product
criterion. In this way, we ensure that only a finite number of monomials in the variables x
appears in these elements; we can thus consider the elements of Sx and St as elements of
the free C[[t]]-module whose basis is the set of those remaining monomials. But, in general,
not all monomials between the >l - and the >g-staircase appear as leading monomials of
the elements of the set Sx and therefore we need to add the normal forms of appropriate
products12 of an element of Sx and a monomial in x to the set Sx . In this process, it is
important to observe that the >l-leading monomials of these Sx do not involve any ti ,
which makes sure that the coefficient of this monomial is a unit in C[[t]]. Now it is a matter
of C[[t]]-linear algebra, to find elements of this submodule which only involve monomials
in x below the >l -staircase and exactly one between the two staircases whose coefficient
is a unit in C[[t]]. Given these elements of Sx , it is then easy to express the elements of
St (and, of course, the normal forms of products of a monomial in x and an element of
St w.r.t. the ideal p1, . . . , pn) in terms of the monomials below the <l-staircase where the
coefficients are now elements of C[[t]] of the form
q(t)
u(t)
, u(t) a unit.
These coefficients are the entries of the presentation matrix we have been looking for.
Unfortunately, this approach has several disadvantages: First of all, a standard basis
computation with respect to a lexicographical ordering is very expensive; a part of this
calculation may be omitted, because we can stop as soon as we have obtained the
polynomials p1, . . . , pn , but this step still remains expensive. Secondly, it is not a priori
clear whether a given family satisfies the conditions specified above; and even if it satisfies
the conditions for some representative, it might be necessary to try several representatives
until that one is found. Moreover, the C[[t]]-linear algebra steps can be very expensive,
as well.13 Since intermediate results tend to become quite large, we have chosen a rather
simple example to illustrate the calculations:
We consider the relative T 1 of the family of isolated hypersurface singularities defined
by the polynomial x3 + y7 + sy5 + tx y5, which is given by
T 1 = C[[x, t]]/(x3 + y7 + sy5 + tx y5, 3x2 + ty5, 7y6 + 5sy4 + tsy4).
12 It may happen that the <l leading monomial of some product is killed by computing the normal form; in this
case, it is necessary to try different products. In this step, a failure to find an element with the desired leading
term can occur and may lead to a failure of the whole construction. On the other hand, choosing a different
representative in the beginning often helps to resolve this problem.
13 In one example, in which we were looking for a specific adjacency of a T3,3,2,2-singularity, it turned out that
Sx grew to a size of 34 generators and approximately 200 MB. But this intermediate result was still useful, because
we could plug in additional knowledge about relations among the perturbation parameters, when analysing the
deformation behaviour.
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Our goal is to determine what singularities appear in this family. Obviously, the family
contains perturbations of positive and of negative relative weight and therefore we cannot
hope to get an exact result by the first approach. So we choose the ordering <g to be a
lexicographical ordering with x > y in the first block and a degree reverse lexicographical
ordering in s and t as the second block;<l will be a negative degree reverse lexicographical
ordering on the perturbation parameters as the first block and the same for x and y as
the second block (see Fig. 3 for an illustration of the corresponding staircases). Then the
calculations lead to the following results:
Sx = {3x2 + ty5, 7y6 + 5sy4 + 5tx y4}
St = {6sy5 − tx y5, 15sx2y4 + 15tx3y4 − 7ty11}
p1 = 3x2 + y5t
p2 = y7 + 5y5s
p1 kills the first element of Sx , the other element stays untouched. The only product of an
element of Sx and a monomial, which we need to consider, is x · 7y6 + 5sy4 + 5tx y4; this
polynomial is reduced to 7xy6 + 5xy4s − (125/3)y5s2t2.
Fig. 3. The >g and >l staircases in our example.
This leads to the following matrix (below it the monomials are listed whose coefficients
in the elements of St appear in the matrix):

0 0 0 0 0 0 0 0 0 0 6s −t
0 0 0 0 0 0 0 0 −125s3t2 −125s2t3 0 126s
0 0 0 0 0 0 0 0 18s2 15st 25s2t3 0
0 0 0 0 0 0 0 0 0 18s2 25s3t2 0


( 1 x y xy y2 xy2 y3 xy3 y4 xy4 y5 xy5 ) .
The radicals of the ideal generated by the 1-minors, of the one generated by the 2-minors
and the one generated by the 3-minors coincide; this radical ideal is generated by s and t .
The radical of the 4-minors is generated by s. Hence the Tjurina number can only take 3
different values in this family, namely τ = τ0 = 12 for the origin V (s, t), τ = τ0−1 = 11
for the t-axis without the origin V (s) ∩ D(t) and τ = τ0 − 4 = 8 for the complement of
the t-axis D(s).
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6. Implementation and timings
When implementing Algorithm 1 in SINGULAR, it turned out that using the degree
bound 1 on the perturbation parameters t was not possible, since the chosen ordering is
a block ordering for which degree bounds are not supported; Algorithm 1′ avoids this
problem:14
Algorithm 1′. Partial standard basis (practical approach)
Input: ideals It and J in R⊗ˆK K [[t]]
Output: partial standard basis SJ , Sx , St of It ; monomial basis g of F0/I0 and bound b
• Compute a standard basis SJ of J .
• Define a module I˜ ⊂ (R⊗K K [[t]])2 generated by the vectors ( fi , f˜i ), ∀1 ≤ i ≤ r .
• Choose a monomial ordering which first considers the module components,
compatible to the original monomial ordering.
• Perform a standard basis computation of I˜ which only involves the first component,
that is in which the condition that a spoly reduces to zero is replaced by the condition
that the leading term is not in the first component. Call the resulting set Stemp.
•
St = {second comp. of v | v ∈ Stemp,Lm(v) not in first comp.},
Sx = {second comp.of v | v ∈ Stemp,Lm(v)in first comp.}.
• From this point on, proceed as in Algorithm 1.
In Algorithm 2, it is useful to first reduce the original generators of St by Sx ∪ SJ before
multiplying with the monomials in x for avoiding redundant columns in the presentation
matrix.15
The Algorithms 1′ and 2 are implemented in the SINGULAR library partsb.libwhich
also uses the dynamical module kstd.so (Fru¨hbis-Kru¨ger et al., 2003). Some timings for
the 3rd example (AMD Athlon 1000 MHz, 1 GB RAM):
Singularity Parameters in versal family Time (s)
S6 6 1
T7 7 4
U8 8 31
Z9 9 74
The second approach is in a large part based on the (human) choice of a suitable
representative and on the efficiency of the underlying algorithms for the C[[t]]-linear
algebra steps. Therefore it does not seem appropriate to measure timings for this approach.
14 Here, it is only stated for ideals, but it can also be used for modules by introducing k new variables, say
e1, . . . , ek , writing ei for the i-th unit vector of the free module F and computing modulo (e1, . . . , ek )2.
15 If time is not the crucial issue, but memory usage, it is also possible to interreduce the set Stemp several times
while constructing it, e.g. each time after adding a certain number of new generators.
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