This mini-track has four papers that are about developing analytic systems for decision support by means of data, text, or web mining. Three of the four papers focus on an increasingly more popular area of analytics (i.e., text mining) called sentiment analysis. Coincidentally, all three papers uniquely applied sentiment analysis techniques to financial problems. The fourth paper is in the area of medicine, specifically in the area of document classification.
The first paper by Pröllochs et al. is about the use of sentiment analysis for financial news classification in Germany. According to the authors, measuring positive tone requires the correct classification of sentences that are sometimes negated. For example, around 4.74% of all sentences in German ad-hoc announcements contain negations. To predict the corresponding negation scope, they proposed a two-sided evaluation. First, they compared the predictive performance using a manually-labeled dataset. Then, they examined how detecting negation scopes can improve the accuracy of sentiment analysis. Their results showed that rulebased algorithms achieved 9.8% improvement in the correlation between news sentiment and stock market returns.
The second paper by Sahil Zubair, talks about the use of sentiment analysis as a useful tool for quantitative analysis in the world of finance. According to the author, researchers have shown that the sentiment picked up from the news media can be correlated with movement of the stock market. Here the author used the Harvard General Inquirer to determine the sentiment in Reuter's articles. After first generating positive and negative sentiment data author used the Kalman filter for smoothing, and then established a correlation between the movement of the S&P 500 and sentiment. The results indicated that correlations between the sentiment in the news and the S&P index are strong for five of the seven years analyzed.
The third study by Dailing Zhang et al. is about the use of sentiment analysis for credit risk assessment. According to the authors, manual analysis of the overall condition of firms through customer due diligence reports is costly for both time and labor. Therefore, they propose a novel credit risk evaluation approach using GMKL model to automate the decision-making process, where sentiment indexes are generated by mining the opinions of the text content in customer due diligence reports and used as input for model construction. They used a real-life loans granting dataset to demonstrate the performance of the method. The experiment results show that, when combining the traditional financial indicators along with the sentiment indexes, the classifiers trained by GMKL model can outperform several baseline models, improving the accuracy of classification and also detecting the default loans.
The fourth study by Timsina et al. is about the use of advanced analytics to automate medical system reviews. According to the authors, while systematic reviews (SRs) are positioned as an essential element of modern evidence-based medical practice, the creation and update of these reviews is resource intensive. In this research, they propose to leverage advanced analytics techniques for automatically classifying articles for inclusion and exclusion for systematic review update. Specifically, they used the soft-margin Support Vector Machine (SVM) as a classifier and examined various techniques to resolve class imbalance issues. Through an empirical study, they demonstrated that the softmargin SVM works better than the perceptron algorithm used in current research and the performance of the classifier can be further improved by exploiting different sampling methods to resolve class imbalance issues.
