Abstract-PET has been widely accepted as an effective imaging modality for lung tumor diagnosis and treatment. However, standard criteria for delineating tumor boundary from PET are yet to develop largely due to relatively low quality of PET images, uncertain tumor boundary definition, and variety of tumor characteristics. In this paper, we propose a statistical solution to segmentation uncertainty on the basis of user inference. We firstly define the uncertainty segmentation band on the basis of segmentation probability map constructed from Random Walks (RW) algorithm; and then based on the extracted features of the user inference, we use Principle Component Analysis (PCA) to formulate the statistical model for labeling the uncertainty band. We validated our method on 10 lung PET-CT phantom studies from the public RIDER collections [1] and 16 clinical PET studies where tumors were manually delineated by two experienced radiologists. The methods were validated using Dice similarity coefficient (DSC) to measure the spatial volume overlap. Our method achieved an average DSC of 0.878±0.078 on phantom studies and 0.835±0.039 on clinical studies.
I. INTRODUCTION
Positron emission tomography (PET) provides the molecular information of cellular activities and has been widely used for primary cancer detection, diagnosis, staging and follow-up therapy in oncology applications [2] . For instance, in order to assess the treatment effectiveness before, during and after treatment, physicians and researchers use PET images to measure and analyze the functional morphology such as the area, volume and the activities of the targeted tissues [3] . The segmentation and separation of tumor from neighboring tissues also helps to minimize the harm and effects to healthy tissues during radiation therapy. Computer-aided segmentation methods provide an efficient way to assist researchers in practice.
The lung tumor segmentation methods from PET images typically utilize the standard uptake value (SUV), which is a semi-quantitative expression of tumoral 18 F-Fluorodeoxyglucose (FDG) uptake. The tumor region has higher SUV values and appear as "hot spots" on PET images because lung tumor has increased FDG uptake than surrounding normal tissues [4] . Thresholding-based tumor delineation methods include the fixed threshold of 40% to 50% of maximum SUV (SUV max ) [5] , the adaptive threshold which is estimated by the source-to-background ratio [6] and iterative thresholding [7] . Other segmentation methods such as fuzzy c-means and gradient based methods for instance watershed [8] were also applied in the tumor delineations. However, these methods may result in over-segmentation when the tumor has heterogeneous FDG uptake or fail to separate the tumor from adjacent similar FDG uptake regions [9] . A tumor-customized downhill region growing method [9] was proposed by taking into account the gradient-based stopping criterion and SUV distribution to better assist the tumor separation [10] . However, the contrast between different nearby objects is relatively low in PET images and there are also "high smoothing" issues which are caused by the cellular activation in nearby tissues [11] . And these will all result in the unclear tumor boundary definition and the "uncertainty" in boundary delineation.
Recently, the random walks (RW) algorithm, which was firstly used for computer vision application [12] and later used for image segmentation [13] , has been proved of the capability and robustness against noise and weak boundaries [13] [14] [15] . However, as pointed out in some literatures [16] [17] [18] , since the RW algorithms focused on the local affinity changes, it is sensitive to the locations and the number of the input seeds. The segmentation result by RW is a crisp labeling based on the probability map which indicates the probability of unlabeled pixels being reached first from labeled seeds by the random walker.
Due to the low resolution and high smoothing in PET images, it is common that neighboring pixels hold slightly different probability values, while labeled into different categories. Without further analysis on these pixels, the correctness of their labeling is uncertain. Such pixels with uncertain labeling form an uncertainty band along the boundary of target object, e.g. lung tumor. Therefore, the introduction of user inference is important and could guide the analysis on uncertainty band to solve the segmentation uncertainty problem. In our paper, we address the segmentation uncertainty problem by a statistical method analyzing user inference with Principal component analysis (PCA).
II. METHODOLOGY
Our algorithm consists of two stages: uncertainty band definition and statistical model for uncertainty band labeling. The workflow of our algorithm is illustrated in Figure 1 .
A. Uncertainty Band Definition
In the graph-based segmentation, an image is represented as a weighted undirected graph To solve the segmentation uncertainty problem, we should first define the uncertainty band which is spread along the boundary of target object. In our algorithm, we extract the uncertainty band on the basis of gradient magnitude of the probability map generated from RW as below:
where Pr is the probability map from RW. In our experiments, we define pixels with probability over 90% as certain tumor areas, and the rest pixels with gradient magnitude of the probability map over 1% as uncertainty band.
Since there is no sufficient information determining the labels of the pixels in uncertainty band, additional user inference is required. A small section of the expected segmentation boundary is delineated by the user, and this information is utilized by our algorithm to estimate the rest of the boundary. 
B. Statistical Model for Uncertainty Band Labeling
The statistical model is constructed with the set of feature vectors representing the training pixels. For each training pixel, we form a column feature vector for those intensity and distance values. Thus, from n training pixels, each training pixel is represented by one dimensional column vector, . Principal component analysis (PCA) is then used during the model construction to capture the variability of the features. Through PCA, we get the mean feature vector t representing the mean of training pixels. In addition, the covariance matrix S is also calculated, using , the pixel should be labeled inside segmentation.
III. EXPERIMENTS AND DISCUSSION

A. Validation Datasets
We validated our algorithm on both phantom and clinical studies. Ten phantom studies from the public RIDER collections [1] were acquired from the Cancer Imaging Archive. The target/background ratio was 4:1. The diameters of the 6 spheres were 10 mm, 13 mm, 17 mm, 22 mm, 28 mm and 37 mm. The PET data were reconstructed using a matrix of 128 × 128 with voxel size 2.73 × 2.73 × 3.27mm.
Sixteen clinical PET studies from patients with NSCLC were used for further experimental validation and comparison. The scans were carried out on a GEMINI TF Big Bore PET/CT scanner (Philips Medical Systems). PET data were reconstructed into 144 × 144 matrices with pixel size of 4 mm × 4 mm. The slice thickness in PET-CT was 4mm. Each study was delineated by two experienced radiologist and both of the manual segmentations served as "ground truth" for validating the accuracy of segmentation methods.
B. Comparison Methods
We evaluated RW [13] method and our algorithm on phantom studies and applied four segmentation methods, Fuzzy c-means clustering (FCM) [19] , tumor-customized downhill (TCD) method [9] , RW, and our algorithm to clinical datasets. We optimized the parameters used in each method to reduce bias caused by the parameter settings. In our experiments, pixels with SUV value over 90% maximum SUV are set as foreground seeds for RW and our method. To reduce the bias caused by the introduction of user inference, we also set user inference stroke as additional foreground seeds for RW.
C. Similarity Measure
For quantitative analysis, we used the Dice Similarity Coefficient (DSC) as the similarity measure, which is defined as: Figure 2 shows the DSC results of 6 spheres from ten PET phantom studies using RW, RW with additional seeds, and our algorithm. The spheres are listed in ascending order on their diameters. It shows that our algorithm outperformed the RW methods. Figure 3 shows a sample segmentation results from these methods on a phantom study. With user inference as additional seeds, the improvement on the accuracy of RW could be expected. However, the improvement mainly appears in the areas between foreground seeds and additional seeds from user inference. Information from user inference is not fully utilized to affect the decision made on labeling pixels which are away from the foreground seeds. Besides, leakage appears due to the introduction of addition seeds. Figure 4 shows the DSC results of the five segmentation methods on 16 clinical PET studies, and our method could consistently provide better segmentation results than others. Figure 5 shows sample segmentation results of the five segmentation methods on four clinical studies. 
D. Quantitative Comparison of Segmentation Methods
E. User Inference Conformation
To validate the degree of user inference conformation, inter-observer agreement of the manual delineations from the two experienced radiologist was evaluated with mean DSC 0.820 0.068  . User inference conformation could be reflected from the deviation of the DSC of segmentation compared with both of the ground truth. The lower the mean of this deviation, the more stably the method conformed to user inference. Table 1 shows the evaluation results of user inference conformation for 4 methods on clinical PET studies and our method could better conform to user expectation. 
IV. CONCLUSION
We proposed a statistical method for segmentation uncertainty problem in PET images by analyzing the features of user inference to label the uncertainty band. Our experimental validation on phantom and clinical PET studies demonstrated that our algorithm provided more accurate results and better conformed to user expectation.
