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Abstract
A determinantal point process (DPP) is an ensemble of random nonnegative-integer-valued
Radon measures Ξ on a space S with measure λ, whose correlation functions are all given by
determinants specified by an integral kernel K called the correlation kernel. We consider a pair
of Hilbert spaces, Hℓ, ℓ = 1, 2, which are assumed to be realized as L
2-spaces, L2(Sℓ, λℓ), ℓ = 1, 2,
and introduce a bounded linear operator W : H1 → H2 and its adjoint W∗ : H2 → H1. We
prove that if both ofW andW∗ are partial isometries and both ofW∗W andWW∗ are of locally
trace class, then we have unique pair of DPPs, (Ξℓ,Kℓ, λℓ), ℓ = 1, 2, which satisfy useful duality
relations. We assume that W admits an integral kernel W on L2(S1, λ1), and give practical
setting of W which makes W and W∗ satisfy the above conditions. In order to demonstrate
that the class of DPPs obtained by our method is large enough to study universal structures in
a variety of DPPs, we show plenty of examples of DPPs in one-, two-, and higher-dimensional
spaces S, where several types of weak convergence from finite DPPs to infinite DPPs are given.
One-parameter (d ∈ N) series of infinite DPPs on S = Rd and Cd are discussed, which we call
the Euclidean and the Heisenberg families of DPPs, respectively, following the terminologies of
Zelditch.
Keywords: Determinantal point processes; correlation kernels; partial isometry; duality; repro-
ducing kernels; random matrix theory
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1 Introduction
Let S be a base space, which is locally compact Hausdorff space with countable base, and λ be a
Radon measure on S. The configuration space over S is given by the set of nonnegative-integer-
1
valued Radon measures;
Conf(S) =
ξ =∑
j
δxj : xj ∈ S, ξ(Λ) <∞ for all bounded set Λ ⊂ S
 .
Conf(S) is equipped with the topological Borel σ-fields with respect to the vague topology; we
say ξn, n ∈ N := {1, 2, . . . } converges to ξ in the vague topology, if
∫
S f(x)ξn(dx) →
∫
S f(x)ξ(dx),
∀f ∈ Cc(S), where Cc(S) is the set of all continuous real-valued functions with compact support. A
point process on S is a Conf(S)-valued random variable Ξ = Ξ(·, ω) on a probability space (Ω,F ,P).
If Ξ({x}) ∈ {0, 1} for any point x ∈ S, then the point process is said to be simple.
Assume that Λj, j = 1, . . . ,m, m ∈ N are disjoint bounded sets in S and kj ∈ N0 :=
{0, 1, . . . }, j = 1, . . . ,m satisfy ∑mj=1 kj = n ∈ N0. A symmetric measure λn on Sn is called
the n-th correlation measure, if it satisfies
E
 m∏
j=1
Ξ(Λj)!
(Ξ(Λj)− kj)!
 = λn(Λk11 × · · · × Λkmm ),
where if Ξ(Λj)− kj ≤ 0, we interpret Ξ(Λj)!/(Ξ(Λj)− kj)! = 0. If λn is absolutely continuous with
respect to the n-product measure λ⊗n, the Radon-Nikodym derivative ρn(x1, . . . , xn) is called the
n-point correlation function with respect to the background measure λ;
λn(dx1 · · · dxn) = ρn(x1, . . . , xn)λ⊗n(dx1 · · · dxn).
Determinantal point process (DPP) is defined as follows [36, 51, 47, 48, 25].
Definition 1.1 A simple point process Ξ on (S, λ) is said to be a determinantal point process
(DPP) with correlation kernel K : S × S → C if it has correlation functions {ρn}n≥1, and they are
given by
ρn(x1, . . . , xn) = det
1≤j,k≤n
[K(xj , xk)] for every n ∈ N, and x1, . . . , xn ∈ S. (1.1)
The triplet (Ξ,K, λ(dx)) denotes the DPP, Ξ ∈ Conf(S), specified by the correlation kernel K with
respect to the measure λ(dx).
If the integral operator K on L2(S, λ) with kernel K is of rank N ∈ N, then the number of
points is N a.s. If N <∞ (resp. N =∞), we call the system a finite DPP (resp. an infinite DPP).
The density of points with respect to the background measure λ(dx) is given by
ρ(x) := ρ1(x) = K(x, x).
The DPP is negatively correlated as shown by
ρ2(x, x′) = det
[
K(x, x) K(x, x′)
K(x′, x) K(x′, x′)
]
= K(x, x)K(x′, x′)− |K(x, x′)|2 ≤ ρ(x)ρ(x′), x, x′ ∈ S, (1.2)
provided that K is Hermitian.
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Let L2(S, λ) be an L2-space. For operators A,B on L2(S, λ), we write A ≥ O if 〈Af, f〉L2(S,λ) ≥
0 for any f ∈ L2(S, λ), and A ≥ B if A − B ≥ O. For a compact subset Λ ⊂ S, the projection
from L2(S, λ) to the space of all functions vanishing outside Λ λ-a.e. is denoted by PΛ. PΛ is
the operation of multiplication of the indicator function 1Λ of the set Λ; 1Λ(x) = 1 if x ∈ Λ, and
1Λ(x) = 0 otherwise. We say that the bounded Hermitian operator A on L2(S, λ) is said to be of
locally trace class, if the restriction of A to each compact subset Λ, AΛ := PΛAPΛ, is of trace class;
TrAΛ < ∞. The totality of locally trace class operators on L2(S, λ) is denoted by I1,loc(S, λ). It
is known that [51, 47, 48], if K ∈ I1,loc(S, λ) and O ≤ K ≤ I, where I is the identity operator,
then we have a unique DPP on S with the determinantal correlation functions (1.1) with respect
to λ and the correlation kernel K is given by the Hermitian integral kernel for K (see Section 2.1
below).
In the present paper, we consider the case that
Kf = f for all f ∈ (kerK)⊥ ⊂ L2(S, λ),
where (kerK)⊥ denotes the orthogonal complement of the kernel of K. That is, K is an orthogonal
projection. By definition, it is obvious that the condition O ≤ K ≤ I is satisfied. The purpose of
the present paper is to propose a useful method to provide orthogonal projections K and DPPs
whose correlation kernels are given by the Hermitian integral kernels K(x, x′), x, x′ ∈ S of K.
We consider a pair of Hilbert spaces, Hℓ, ℓ = 1, 2, which are assumed to be realized as L
2-spaces,
L2(Sℓ, λℓ), ℓ = 1, 2. We introduce a bounded linear operator W and its adjoint W∗,
W : H1 → H2, W∗ : H2 → H1.
We prove that if (i) both of W, W∗ are partial isometries and (ii) W∗W ∈ I1,loc(S1, λ1), WW∗ ∈
I1,loc(S2, λ2), then we have a unique pair of DPPs, (Ξℓ,Kℓ, λℓ), ℓ = 1, 2. The pair of DPPs satisfies
some useful duality relations. We assume that W admits an integral kernel W on L2(S1, λ1), and
give practical setting of W which makes W and W∗ satisfy the above two assumptions.
In order to demonstrate the class of DPPs obtained by our method is large enough to study
a variety of DPPs and universal structures behind them, we show plenty of examples of DPPs in
one- and two-dimensional spaces. In particular, we use the symbols of classical and affine roots
systems (e.g., AN−1,BN ,CN ,DN , N ∈ N) to classify finite DPPs. Several types of weak convergence
theorems of finite DPPs to infinite DPPs are given. We will show that in the one-dimensional space,
there are three universal DPPs with an infinite number of points specified by the correlation kernels,
Ksinc(x, x
′) =
sin(x− x′)
π(x− x′) =
1
2π
∫ 1
−1
eiγ(x−x
′)dγ, x, x′ ∈ R,
K
(1/2)
Bessel(x, x
′) =
sin(x− x′)
π(x− x′) −
sin(x+ x′)
π(x+ x′)
=
1
π
∫ 1
−1
sin(γx) sin(γx′)dγ,
K
(−1/2)
Bessel (x, x
′) =
sin(x− x′)
π(x− x′) +
sin(x+ x′)
π(x+ x′)
=
1
π
∫ 1
−1
cos(γx) cos(γx′)dγ, x, x′ ∈ [0,∞),
where i :=
√−1. Ksinc is usually called the sine kernel in random matrix theory [38], but it shall
be called the sinc kernel. K
(1/2)
Bessel and K
(−1/2)
Bessel are special cases of the Bessel kernels K
(ν)
Bessel, ν >
−1 with indices ν = 1/2 and −1/2, respectively [18]. Note that Ksinc(x, x′) = {K(1/2)Bessel(x, x′) +
K
(−1/2)
Bessel (x, x
′)}/2, x, x′ ∈ [0,∞). Corresponding to the threefold of DPPs with the correlation
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kernels, Ksinc, K
(1/2)
Bessel, K
(−1/2)
Bessel , we also show the three universal DPPs on C, whose correlation
kernels are given by
KAGinibre(x, x
′) = exx′ =
∞∑
n=0
(xx′)n
n!
,
KCGinibre(x, x
′) = sinh(xx′) =
∞∑
n=0
(xx′)2n+1
(2n + 1)!
,
KDGinibre(x, x
′) = cosh(xx′) =
∞∑
n=0
(xx′)2n
(2n)!
, x, x′ ∈ C,
where x′ denotes the complex conjugate of x′. KAGinibre is known as the correlation kernel of the
Ginibre ensemble in random matrix theory [20, 18], and KCGinibre and K
D
Ginibre were studied in [30].
Note that KAGinibre(x, x
′) = KCGinibre(x, x
′) +KDGinibre(x, x
′), x, x′ ∈ C.
Our method to generate DPPs is valid also in higher dimensional spaces. We will state that
the DPP with the sinc kernel Ksinc is the lowest-dimensional (d = 1) example of the one-parameter
(d ∈ N) family of DPPs on Rd, whose correlation kernels are given by
K
(d)
Euclid(x, x
′) =
1
(2π)d/2
Jd/2(||x− x′||Rd)
||x− x′||d/2
Rd
=
1
(2π)d
∫
Bd
ei(x−x
′)·γdγ, x, x′ ∈ Rd,
where Jν is the Bessel function of the first kind, ||x − x′||Rd is the Euclidean distance between x
and x′ in Rd, and Bd is the unit ball in Rd centered at the origin. We also claim that the Ginibre
ensemble is the lowest-dimensional example (d = 1) of another one-parameter (d ∈ N) family of
DPPs on Cd, whose correlation kernel is given by
K
(d)
Heisenberg(x, x
′) = ex·x′ , x, x′ ∈ Cd,
where the background measure λ is assumed to be the d-dimensional complex normal distribution.
We call these two families of DPPs the Euclidean family of DPPs and the Heisenberg family of
DPPs, respectively, following the terminologies by Zelditch [55]. See also [13, 50, 56, 17].
The paper is organized as follows. In Section 2 we give main theorems which enable us to
generate DPPs. Sections 3 and 4 are devoted to a variety of examples of DPPs obtained by our
method for the one-dimensional and the two-dimensional spaces, respectively. Examples in spaces
with arbitrary dimensions d ∈ N are given in Section 5. We list out open problems in Section 6.
Appendices A and C are used to explain useful multivariate functions and determinantal formulas
associated with the classical and the affine root systems, respectively. The definitions and basic
properties of the Jacobi theta functions are summarized in Appendix B.
2 Main Theorems
2.1 Existence theorem of DPPs
We recall the existence theorem for DPPs. Let (S, λ) be a σ-finite measure space. We assume that
K ∈ I1,loc(S, λ). If, in addition, K ≥ O, then it admits a Hermitian integral kernel K(x, x′) such
that [19]
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(i) det1≤j,k≤n[K(xj, xk)] ≥ 0 for λ⊗n-a.e. (x1, . . . , xn) for every n ∈ N,
(ii) Kx′ := K(·, x′) ∈ L2(S, λ) for λ-a.e. x′,
(iii) TrKΛ =
∫
ΛK(x, x)λ(dx), Λ ⊂ S and
Tr (PΛKnPΛ) =
∫
Λ
〈Kx′ ,Kn−2Kx′〉L2(S,λ)λ(dx′), ∀n ∈ N.
Theorem 2.1 ([51, 47, 48]) Assume that K ∈ I1,loc(S, λ) and O ≤ K ≤ I. Then there exists a
unique DPP on S such that the correlation function is given by
ρn(x1, . . . , xn) = det
1≤j,k≤n
[K(xj , xk)], n ∈ N, x1, . . . , xn ∈ S.
If K ∈ I1,loc(S, λ) is a projection onto a closed subspace H ⊂ L2(S, λ), one has the DPP
associated with K and λ, or one may say the DPP associated with the subspace H. This situation
often appears in the setting of reproducing kernel Hilbert space [9]. Let F = F(S) be a Hilbert
space of complex functions on S with inner product 〈·, ·〉F . A function K(x, x′) on S ×S is said to
be a reproducing kernel of F if
1. For every x′ ∈ S, the function K(·, x′) belongs to F .
2. The function K(x, x′) has reproducing kernel property: for any f ∈ F ,
f(x′) = 〈f(·),K(·, x′)〉F .
A reproducing kernel of F is unique if exists, and a reproducing kernel of F exists if and only if
the point evaluation map F ∋ f 7→ f(x) ∈ C is bounded for every x ∈ S. The Moore-Aronszajn
theorem states that if a kernel K(·, ·) on S × S is positive definite in the sense that for any n ≥ 1,
x1, . . . , xn ∈ S, the matrix (K(xj , xk))j,k∈{1,...,n} is positive definite, then there exists a unique
Hilbert space HK of functions with inner product in which K(x, x
′) is a reproducing kernel [9]. If
HK is realized in L
2(S, λ) for some measure λ, the kernel K(x, x′) defines a projection onto HK .
2.2 Isometry, partial isometry, and DPPs
First we recall the notion of partial isometries between Hilbert spaces [22, 23]. Let Hℓ, ℓ = 1, 2 be
separable Hilbert spaces with inner products 〈·, ·〉Hℓ . For a bounded linear operator W : H1 → H2,
the adjoint of W is defined as the operator W∗ : H2 → H1, such that
〈Wf, g〉H2 = 〈f,W∗g〉H1 for all f ∈ H1 and g ∈ H2. (2.1)
A linear operator W is called an isometry if
||Wf ||H2 = ||f ||H1 for all f ∈ H1.
For W its kernel is denoted as kerW and the orthogonal complement of kerW is written as
(kerW)⊥. A linear operator W is called a partial isometry, if
||Wf ||H2 = ||f ||H1 for all f ∈ (kerW)⊥.
For the partial isometryW, (kerW)⊥ is called the initial space and the range ofW, ranW, is called
the final space.
By the definition (2.1), ||Wf ||2H2 = 〈Wf,Wf〉H2 = 〈f,W∗Wf〉H1 . This implies the following
[22, 23].
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Lemma 2.2 The bounded linear operator W (resp. W∗) is a partial isometry if and only if W∗W
(resp. WW∗) is the identity on (kerW)⊥ (resp. (kerW∗)⊥).
Assumption 1 Both W and W∗ are partial isometries.
Under Assumption 1, the operator W∗W (resp. WW∗) is the projection onto the initial space
of W (resp. the final space of W). We remark that if H1 = H2, then W∗W is projection if and
only if so is WW∗. That is, W is a partial isometry if and only if so is W∗.
Now we assume that H1 and H2 are realized as L
2-spaces, L2(S1, λ1) and L
2(S2, λ2), respec-
tively. We consider the case in which W admits an integral kernel W : S2 × S1 → C such that
(Wf)(y) =
∫
S1
W (y, x)f(x)λ1(dx), f ∈ L2(S1, λ1), (2.2)
and then
(W∗g)(x) =
∫
S2
W (y, x)g(y)λ2(dy), g ∈ L2(S2, λ2). (2.3)
We put the second assumption.
Assumption 2 W∗W ∈ I1,loc(S1, λ1) and WW∗ ∈ I1,loc(S2, λ2).
Following (2.2) and (2.3), we have
(W∗Wf)(x) =
∫
S1
KS1(x, x
′)f(x′)λ1(dx′), f ∈ L2(S1, λ1),
(WW∗g)(y) =
∫
S2
KS2(y, y
′)g(y′)λ2(dy′), g ∈ L2(S2, λ2),
with the integral kernels,
KS1(x, x
′) =
∫
S2
W (y, x)W (y, x′)λ2(dy) = 〈W (·, x′),W (·, x)〉L2(S2,λ2),
KS2(y, y
′) =
∫
S1
W (y, x)W (y′, x)λ1(dx) = 〈W (y, ·),W (y′, ·)〉L2(S1,λ1). (2.4)
We see that KS1(x
′, x) = KS1(x, x′) and KS2(y′, y) = KS2(y, y′).
The main theorem of this paper is the following.
Theorem 2.3 Under Assumptions 1 and 2, associated withW∗W andWW∗, there exists a unique
pair of DPPs; (Ξ1,KS1 , λ1(dx)) on S1 and (Ξ2,KS2 , λ2(dy)) on S2. The correlation kernels KSℓ , ℓ =
1, 2 are Hermitian and given by (2.4).
Note that the densities of the DPPs, (Ξ1,KS1 , λ1(dx)) and (Ξ2,KS2 , λ2(dy)), are given by
ρ1(x) = KS1(x, x) =
∫
S2
|W (y, x)|2λ2(dy) = ||W (·, x)||2L2(S2,λ2), x ∈ S1,
ρ2(y) = KS2(y, y) =
∫
S1
|W (y, x)|2λ1(dx) = ||W (y, ·)||2L2(S1,λ1), y ∈ S2,
with respect to the background measures λ1(dx) and λ2(dy), respectively.
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2.3 Basic properties of DPPs
For v = (v(1), . . . , v(d)) ∈ Rd, y = (y(1), . . . , y(d)) ∈ Rd, d ∈ N, the inner product of them is given by
v·y = y·v :=∑da=1 v(a)y(a), and |v|2 := v·v. When S ⊂ Cd, d ∈ N, x ∈ S has d complex components;
x = (x(1), . . . , x(d)) with x(a) = ℜx(a) + iℑx(a), a = 1, . . . , d. In order to describe clearly such a
complex structure, we set xR = (ℜx(1), . . . ,ℜx(d)) ∈ Rd, xI = (ℑx(1), . . . ,ℑx(d)) ∈ Rd, and write
x = xR+ixI in this paper. The Lebesgue measure is written as dx = dxRdxI :=
∏d
a=1 dℜx(a)dℑx(a).
The complex conjugate of x = xR+ ixI is defined as x = xR− ixI. For x = xR+ ixI, x′ = x′R+ ix′I ∈
Cd, we use the Hermitian inner product;
x · x′ := (xR + ixI) · (x′R − ix′I) = (xR · x′R + xI · x′I)− i(xR · x′I − xI · x′R)
and define
|x|2 := x · x = |xR|2 + |xI|2, x ∈ Cd.
For (Ξ,K, λ(dx)) defined on S = Rd, S = Cd, or on the space having appropriate periodicities,
we introduce the following operations.
(Shift) For u ∈ S, SuΞ :=
∑
j δxj+u,
SuK(x, x′) = K(x+ u, x′ + u),
and Suλ(dx) = λ(u+ dx). We write (SuΞ,SuK,Suλ(dx)) simply as Su(Ξ,K, λ(dx)).
(Dilatation) For c > 0, we set c ◦ Ξ :=∑j δcxj
c ◦K(x, x′) := K
(
x
c
,
x′
c
)
, x, x′ ∈ cS,
and c ◦ λ(dx) := λ(dx/c). We define c ◦ (Ξ,K, λ(dx)) := (c ◦ Ξ, c ◦K, c ◦ λ(dx)).
(Squared) For (Ξ,K, λ(dx)) on S = R, we put Ξ〈2〉 =
∑
j δx2j
, K〈2〉(x, x′) = K(x2, x′2), and
λ〈2〉(dx) = λ(dx2). We define (Ξ,K, λ(dx))〈2〉 := (Ξ〈2〉,K〈2〉, λ〈2〉(dx)) on [0,∞).
(Gauge transformation) For non-vanishing u : S → C, a gauge transformation of K by u is
defined as
K(x, x′) 7→ K˜u(x, x′) := u(x)K(x, x′)u(x′)−1.
In particular, when u : S → U(1), the U(1)-gauge transformation of K is given by
K(x, x′) 7→ K˜u(x, x′) := u(x)K(x, x′)u(x′).
We will use the following basic properties of DPP.
[Gauge invariance] For any u : S → C, a gauge transformation does not change the probability
law of DPP;
(Ξ,K, λ(dx))
(law)
= (Ξ, K˜u, λ(dx)).
[Measure change] For a measurable function g : S → [0,∞),
(Ξ,K(x, x′), g(x)λ(dx))
(law)
= (Ξ,
√
g(x)K(x, x′)
√
g(x′), λ(dx)). (2.5)
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[Mapping and scaling] For a one-to-one measurable mapping h : S → Ŝ, if we set
Ξ̂ =
∑
j
δh(xj), K̂(x, x
′) = K(h−1(x), h−1(y)), λ̂(dx) = λ(h−1(dx)),
then (Ξ̂, K̂, λ̂(dx)) is a DPP on Ŝ. In particular, when h(x) = cx, c > 0, (Ξ̂, K̂, λ̂(dx)) =
c ◦ (Ξ,K, λ(dx)). If c ◦ λ(dx) = c−dλ(dx), then (2.5) with g(x) ≡ c > 0 gives
c ◦ (Ξ,K, λ(dx)) (law)= (c ◦ Ξ,Kc, λ(dx)), c > 0,
with
Kc(x, x
′) =
1
cd
K
(
x
c
,
x′
c
)
,
where the base space is given by cS.
We will give some limit theorems for DPPs in this paper. Consider a DPP which depends on
a continuous parameter, or a series of DPPs labeled by a discrete parameter (e.g., the number
of points N ∈ N), and describe the system by (Ξ,Kp, λp(dx)) with the continuous or discrete
parameter p. If (Ξ,Kp, λp(dx)) converges to a DPP, (Ξ,K, λ(dx)), as p→∞, weakly in the vague
topology, we write this limit theorem as (Ξ,Kp, λp(dx))
p→∞
=⇒ (Ξ,K, λ(dx)). The weak convergence
of DPPs is verified by the uniform convergence of the kernelKp → K on each compact set C ⊂ S×S
[47].
2.4 Duality relations
For f ∈ Cc(S), the Laplace transform of the probability measure P for a point process Ξ is defined
as
Ψ[f ] = E
[
exp
(∫
S
f(x)Ξ(dx)
)]
. (2.6)
For the DPP, (Ξ,K, λ(dx)), this is given by the Fredholm determinant on L2(S, λ) [49],
Det
L2(S,λ)
[I − (1 − ef )K] := 1 +
∑
n∈N
(−1)n
n!
∫
Sn
det
1≤j,k≤n
[K(xj, xk)]
n∏
ℓ=1
(1− ef(xℓ))λ⊗n(dx).
Lemma 2.4 Between two DPPs, (Ξ1,KS1 , λ1(dx)) on S1 and (Ξ2,KS2 , λ2(dy)) on S2, given by
Theorem 2.3, the following equality holds with an arbitrary parameter α ∈ C,
Det
L2(S1,λ1)
[I + αKS1 ] = Det
L2(S2,λ2)
[I + αKS2 ]. (2.7)
Proof We recall that if AB and BA are trace class operators on a Hilbert space H then [49]
Det
H
[I + BA] = Det
H
[I +AB]. (2.8)
Now we have A : H1 → H2 and B : H2 → H1 between two Hilbert spaces H1 and H2. Let A˜ and
B˜ be two operators on H1 ⊕H2 defined by
A˜ =
(
O O
A O
)
, B˜ =
(
O B
O O
)
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Then, A˜B˜ and B˜A˜ are diagonal operators O ⊕AB and BA⊕O, respectively, and hence also they
are trace class operators. By applying (2.8) to A˜ and B˜ with H = H1 ⊕H2, we obtain
Det
H1
[I + BA] = Det
H2
[I +AB].
Consequently, taking A = √αW, B = √αW∗, H1 = L2(S1, λ1), and H2 = L2(S2, λ2) yields (2.7).
For Λℓ ⊂ Sℓ, ℓ = 1, 2, let
W˜ := PΛ2WPΛ1 , K(Λ2)S1 :=W∗PΛ2W, K
(Λ1)
S2
:=WPΛ1W∗. (2.9)
They admit the following integral kernels,
W˜ (y, x) = 1Λ2(y)W (y, x)1Λ1(x),
K
(Λ2)
S1
(x, x′) =
∫
Λ2
W (y, x)W (y, x′)λ2(dy),
K
(Λ1)
S2
(y, y′) =
∫
Λ1
W (y, x)W (y′, x)λ1(dx). (2.10)
Using Lemma 2.4, the following is proved.
Proposition 2.5 Let (Ξ
(Λ2)
1 ,K
(Λ2)
S1
, λ1(dx)) and (Ξ
(Λ1)
2 ,K
(Λ1)
S2
, λ2(dy)) be DPPs associated with the
kernels K
(Λ2)
S1
and K
(Λ1)
S2
given by (2.10), respectively. Then
P(Ξ
(Λ2)
1 (Λ1) = m) = P(Ξ
(Λ1)
2 (Λ2) = m), ∀m ∈ N0.
Proof As a special case of (2.6) with f(x) = 1Λ1(x) log z for Ξ = Ξ
(Λ2)
1 , z ∈ C, we have the equality,
E
[
zΞ
(Λ2)
1 (Λ1)
]
= Det
L2(S1,λ1)
[I − (1− z)PΛ1K(Λ2)S1 PΛ1 ], (2.11)
where K(Λ2)S1 is defined by (2.9). Here LHS is the moment generating function of Ξ
(Λ2)
1 (Λ1) and
RHS gives its Fredholm determinantal expression. By replacing W by W˜ and letting α = −(1− z)
in the proof of Lemma 2.4, we obtain the equality,
Det
L2(S1,λ1)
[I − (1− z)PΛ1K(Λ2)S1 PΛ1 ] = DetL2(S2,λ2)[I − (1− z)PΛ2K
(Λ1)
S2
PΛ2 ].
Through (2.11) and the similar equality for E
[
zΞ
(Λ1)
2 (Λ2)
]
, we obtain the corresponding equivalence
between the moment generating functions of Ξ
(Λ2)
1 (Λ1) and Ξ
(Λ1)
2 (Λ2), and hence the statement of
the proposition is proved.
Examples of duality relations will be given in Sections 3.1.2 and 4.1.4
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2.5 Orthonormal functions and correlation kernels
In addition to L2(Sℓ, λℓ), ℓ = 1, 2, we introduce L
2(Γ, ν) as a parameter space for functions in
L2(Sℓ, λℓ), ℓ = 1, 2. Assume that there are two families of measurable functions {ψ1(x, γ) : x ∈
S1, γ ∈ Γ} and {ψ2(y, γ) : y ∈ S2, γ ∈ Γ} such that two bounded operators Uℓ : L2(Sℓ, λℓ) →
L2(Γ, ν) given by
f̂(γ) = (Uℓf)(γ) :=
∫
Sℓ
ψℓ(x, γ)f(x)λℓ(dx), ℓ = 1, 2,
are well-defined. Then, their adjoints U∗ℓ : L2(Γ, ν)→ L2(Sℓ, λℓ), ℓ = 1, 2 are given by
(U∗ℓ F )(·) =
∫
Γ
ψℓ(·, γ)F (γ)ν(dγ).
Now we define W : L2(S1, λ1)→ L2(S2, λ2) by W = U∗2U1, i.e.,
(Wf)(y) =
∫
Γ
ψ2(y, γ)f̂(γ)ν(dγ). (2.12)
We can see the following.
Lemma 2.6 If UℓU∗ℓ = IΓ for ℓ = 1, 2, then both W and W∗ are partial isometries.
Proof It suffices to show thatW∗W is an orthogonal projection, or equivalently, it suffices to show
(W∗W)2 =W∗W since W∗W is self-adjoint. By the assumption, we see that
W∗W = (U∗2U1)∗U∗2U1 = U∗1 (U2U∗2 )U1 = U∗1U1.
Hence, (W∗W)2 = U∗1U1U∗1U1 = U∗1U1 =W∗W. By symmetry, the assertion for W∗ also follows.
We note from the proof that W∗W = U∗1U1 and WW∗ = U∗2U2 so that Uℓ, ℓ = 1, 2 are partial
isometries.
Assumption 3 We assume that UℓU∗ℓ = IΓ for ℓ = 1, 2.
Assumption 3 can be rephrased as the following orthonormality relations:
〈ψℓ(·, γ), ψℓ(·, γ′)〉L2(Sℓ,λℓ)ν(dγ) = δ(γ − γ′)dγ, γ, γ′ ∈ Γ, ℓ = 1, 2.
We often use these relations below.
The following is immediately obtained as a corollary of Theorem 2.3.
Corollary 2.7 Let W = U∗2U1 as in the above. We assume Assumption 3 in addition to Assump-
tion 2. Then, there exist unique pair of DPPs; (Ξ1,KS1 , λ1(dx)) on S1 and (Ξ2,KS2 , λ2(dy)) on
S2. Here the correlation kernels KSℓ , ℓ = 1, 2 are given by
KS1(x, x
′) =
∫
Γ
ψ1(x, γ)ψ1(x′, γ)ν(dγ) = 〈ψ1(x, ·), ψ1(x′, ·)〉L2(Γ,ν),
KS2(y, y
′) =
∫
Γ
ψ2(y, γ)ψ2(y′, γ)ν(dγ) = 〈ψ2(y, ·), ψ2(y′, ·)〉L2(Γ,ν).
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Remark 1 Consider the symmetric case such that L2(S1, λ1) = L
2(S2, λ2) =: L
2(S, λ), ψ1 =
ψ2 =: ψ, ν = λ|Γ, Γ ⊆ S. In this case, W = U∗U with
(Uf)(γ) =
∫
S
ψ(x, γ)f(x)λ(dx).
Then KS1 = KS2 =W =: K is given by
K(x, x′) =
∫
Γ
ψ(x, γ)ψ(x′, γ)λ(dγ). (2.13)
This is Hermitian; K(x′, x) = K(x, x′), and satisfies the reproducing property
K(x, x′) =
∫
S
K(x, ζ)K(ζ, x′)λ(dζ).
Now we consider a simplified version of the preceding setting. Let Γ ⊆ S2 and ν = λ2|Γ. We
define U2 : L2(S2, λ2) → L2(Γ, ν) as the restriction onto Γ, and then its adjoint U∗2 is given by
(U∗2F )(y) = F (y) for y ∈ Γ, and by 0 for y ∈ S2 \ Γ. We write the extension F˜ = U∗2F for
F ∈ L2(Γ, ν). It is obvious that U2U∗2 = IΓ and hence U2 is a partial isometry.
For Γ ⊆ S2, we assume that there is a family of measurable functions {ψ1(x, y) : x ∈ S1, y ∈ Γ}
such that a bounded operator U1 : L2(S1, λ1)→ L2(Γ, ν) given by
(U1f)(γ) :=
∫
S1
ψ1(x, γ)f(x)λ1(dx) (γ ∈ Γ)
is well-defined.
Assumption 3’ We assume that U1U∗1 = IΓ.
Assumption 3’ can be rephrased as the following orthonormality relations:
〈ψ1(·, y), ψ1(·, y′)〉L2(S1,λ1)λ2(dy) = δ(y − y′)dy, y, y′ ∈ Γ.
Now we define W : L2(S1, λ1)→ L2(S2, λ2) by W = U∗2U1 as before. In this case, we have
(Wf)(y) = 1Γ(y)
∫
S1
ψ˜1(x, y)f(x)λ1(dx),
and hence
W (y, x) = ψ˜1(x, y)1Γ(y). (2.14)
It follows from Assumption 3’ thatW is a partial isometry. Corollary 2.7 is reduced to the following.
Corollary 2.8 Let W = U∗2U1 as in the above. We assume Assumption 3’ in addition to Assump-
tion 2. Then there exists a unique DPP, (Ξ,K, λ1) on S1 with the correlation kernel
KS1(x, x
′) =
∫
Γ
ψ1(x, y)ψ1(x′, y)λ2(dy) = 〈ψ˜1(x, ·), ψ˜1(x′, ·)〉L2(Γ,λ2). (2.15)
Proof The proof is the same as before.
Remark 2 The correlation kernel (2.15) is the same as the correlation kernel (2.13) shown in
Remark 1 for the symmetric case, L2(S1, λ1) = L
2(S2, λ2) and ψ1 = ψ2, of the pair of DPPs given
by Corollary 2.7.
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2.6 Weyl–Heisenberg ensembles of DPPs
The family of DPPs given by Corollary 2.8 is a generalization of the class of DPPs called the
Weyl–Heisenberg ensembles studied by Abreu et al. [1, 3, 2]. For d ∈ N, let
S1 = C
d, S2 = Γ = R
d,
with the Lebesgue measures λ1(dx) = dxRdxI, λ2(dy) = dy, where x = xR + ixI with xR, xI ∈ Rd.
We consider the case that ψ1 in the setting (2.14) of W is given of the form
ψ1(x, y) = ψ1(xR + ixI, y) = G(y − xR)e2πiy·xI with G ∈ L2(Rd, dxR), (2.16)
where y · xI denotes the inner product in Rd. In this setting,
〈ψ1(·, y), ψ1(·, y′)〉L2(S1,λ1) =
∫
Rd
dxRG(y − xR)G(y′ − xR)
∫
Rd
dxI e
2πi(y−y′)·xI
Since
∫
Rd
e2πiy·xdx = δ(y), y ∈ Rd, the above is equal to ||G||2
L2(Rd,dxR)
δ(y − y′). Hence, in this
setting (2.16), Assumption 3’ will be reduced to the following.
Assumption 4 The function G in (2.16) has norm 1 in L2(Rd, dxR).
Under the setting (2.14) with Γ = Rd and (2.16), if Assumption 4 is satisfied, then the operator
W and the correlation kernel KS1 are written as
(WWHf)(y) =
∫
Cd
G(y − xR)e−2πiy·xIf(xR + ixI)dxRdxI, f ∈ L2(Cd, dxRdxI),
(W∗WHg)(x) =
∫
Rd
G(y − xR)e2πiy·xIg(y)dy, g ∈ L2(Rd, dy),
KWH(x, x
′) =
∫
Rd
G(y − xR)G(y − x′R)e2πiy·(xI−x
′
I)dy, (2.17)
for (x, x′) = (xR + ixI, x′R + ix
′
I) ∈ Cd × Cd. The second formula in (2.17) is regarded as the
short-time Fourier transform of g ∈ L2(Rd, dy) with respect to a window function G ∈ L2(Rd, dxR)
[21]. The formulas (2.17) define the Weyl–Heisenberg ensemble of DPP, (Ξ,KWH, dxRdxI), studied
in [1, 3, 2].
Proposition 2.9 Under Assumption 4, the Weyl–Heisenberg class of DPPs specified by the window
function G ∈ L2(Rd, dxR) is a special case of the family of DPPs given by Corollary 2.8, in which
Γ = Rd, S1 = C
d, λ1(dx) = dxRdxI, λ2(dy) = dy, and ψ1 in (2.14) is given of the form (2.16).
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3 Examples in One-dimensional Spaces
3.1 Finite DPPs in R associated with classical orthogonal polynomials
3.1.1 Classical orthogonal polynomials and DPPs
Let S1 = S2 = R. Assume that we have two sets of orthonormal functions {ϕn}n∈N0 and {φn}n∈N0
with respect to the measures λ1 and λ2, respectively,
〈ϕn, ϕm〉L2(R,λ1) =
∫
R
ϕn(x)ϕm(x)λ1(dx) = δnm,
〈φn, φm〉L2(R,λ2) =
∫
R
φn(y)φm(y)λ2(dy) = δnm, n,m ∈ N0. (3.1)
Then for an arbitrary but fixed N ∈ N, we set Γ = {0, 1, . . . , N − 1} ( N0, ψ1(·, γ) = ϕγ(·),
ψ2(·, γ) = φγ(·), γ ∈ Γ, and consider ℓ2(Γ) as L2(Γ, ν) in the setting of Section 2.5. Then the
integral kernel for W defined by (2.12) is given by
W (y, x) =
N−1∑
n=0
ϕn(x)φn(y).
By Corollary 2.7, we have a pair of DPPs on R, (Ξ1,K
(N)
ϕ , λ1(dx)) and (Ξ2,K
(N)
φ , λ2(dy)), where
the correlation kernels are given by
K(N)ϕ (x, x
′) =
N−1∑
n=0
ϕn(x)ϕn(x′), K
(N)
φ (y, y
′) =
N−1∑
n=0
φn(y)φn(y′), (3.2)
respectively. Here N gives the number of points for each DPPs. If we can use the three-term
relations in {ϕn}n∈N0 or {φn}n∈N0 , (3.2) can be written in the Christoffel–Darboux form (see, for
instance, Proposition 5.1.3 in [18]). As a matter of course, if we have three or more than three,
say M distinct sets of orthonormal functions satisfying Assumption 3 with a common Γ, then by
applying Corollary 2.7 to every pair of them, we will obtain M distinct DPPs. See examples given
in Sections 3.2, 3.3, 3.5, 4.3, 4.4 below.
Even if we have only one set of orthonormal functions, for example, only the first one {ϕn}n∈N0
in (3.1), we can obtain a DPP (labeled by the number of particles N ∈ N) following Corollary 2.8.
In such a case, we set
W (n, x) = ϕn(x)1Γ(n) (3.3)
with Γ = {0, 1, . . . , N − 1} for (2.14). Then we have the DPP, (Ξ,K(N)ϕ , λ1(dx)).
Here we give classical examples of DPPs associated with real orthogonal polynomials. We set
λ1(dx) = λN(0,1/2)(dx), ϕn(x) =
1√
2nn!
Hn(x), n ∈ N0, (3.4)
and
λ2(dy) = λΓ(ν+1,1)(dy), φn(y) = φ
(ν)
n (y) =
√
Γ(n+ 1)Γ(ν + 1)
Γ(n+ ν + 1)
L(ν)n (y), n ∈ N0, (3.5)
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with parameter ν > −1, where λN(m,σ2)(dx) denotes the normal distribution,
λN(m,σ2)(dx) =
1√
2πσ
e−(x−m)
2/(2σ2)dx, m ∈ R, σ > 0,
and λΓ(a,b)(dy) does the Gamma distribution,
λΓ(a,b)(dy) =
ba
Γ(a)
ya−1e−by1[0,∞)(y)dy, a > 0, b > 0,
with the Gamma function Γ(z) =
∫∞
0 u
z−1e−udu,ℜz > 0. Here {Hn(x)}n∈N0 are the Hermite
polynomials,
Hn(x) := (−1)nex2 d
n
dxn
e−x
2
= n!
[n/2]∑
k=0
(−1)k(2x)n−2k
k!(n − 2k)! , n ∈ N0, (3.6)
where [a] denotes the largest integer not greater than a ∈ R, and {L(ν)n (x)}n∈N0 are the Laguerre
polynomials,
L(ν)n (x) :=
1
n!
x−νex
dn
dxn
(
xn+νe−x
)
=
n∑
k=0
(ν + k + 1)n−k
(n− k)!k! (−x)
k n ∈ N0, (3.7)
where (α)n := α(α + 1) · · · (α + n − 1) = Γ(α+ n)/Γ(α), n ∈ N, (α)0 := 1. The correlation kernel
(3.2) are written in the Christoffel–Darboux form as,
K(N)ϕ (x, x
′) = K(N)Hermite(x, x
′) =
√
N
2
ϕN (x)ϕN−1(x′)− ϕN (x′)ϕN−1(x)
x− x′ , x, x
′ ∈ R,
and
K
(N)
φ (y, y
′) = K(ν,N)Laguerre(y, y
′)
= −
√
N(N + ν)
φ
(ν)
N (y)φ
(ν)
N−1(y
′)− φ(ν)N (y′)φ(ν)N−1(y)
y − y′ , y, y
′ ∈ [0,∞).
The former is called the Hermite kernel and the latter is the Laguerre kernel.
For the finite DPPs (Ξ,K
(N)
Hermite, λN(0,1/2)(dx)) and (Ξ,K
(N)
Laguerre, λΓ(ν+1,1)(dy)), the probability
densities with respect to the Lebesgue measures, dx =
∏N
j=1 dxj and dy =
∏N
j=1 dyj are given as
p
(N)
Hermite(x) =
1
Z
(N)
Hermite
∏
1≤j<k≤N
(xk − xj)2
N∏
ℓ=1
e−x
2
ℓ , x = (x1, . . . , xN ) ∈ RN ,
p
(ν,N)
Laguerre(y) =
1
Z
(ν,N)
Laguerre
∏
1≤j<k≤N
(yk − yj)2
N∏
ℓ=1
yνℓ e
−yℓ , ν > −1, y ∈ [0,∞)N , (3.8)
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with the normalization constants Z
(N)
Hermite and Z
(ν,N)
Laguerre.
The DPP (Ξ,K
(N)
Hermite, λN(0,1/2)(dy)) describes the eigenvalue distribution of N ×N Hermitian
random matrices in the Gaussian unitary ensemble (GUE). When ν ∈ N0, the DPP (Ξ,K(N)Laguerre,
λΓ(ν+1,1)(dx)) describes the distribution of the nonnegative square roots of eigenvalues of M
†M ,
where M is (N + ν) × N complex random matrix in the chiral Gaussian ensemble (chGUE) and
M † is its Hermitian conjugate. The probability density (3.8) can be extended to any ν > −1 and
it is called the complex Laguerre ensemble or the complex Wishart ensemble. Many other examples
of one-dimensional DPPs are given as eigenvalue ensembles of Hermitian random matrices in the
literatures of random matrix theory (see, for instance, [38, 18, 32]).
3.1.2 Duality relations between continuous and discrete ensembles of DPPs
We apply the simplified setting (3.3) of W with Γ = N0 to (2.10). If we set Λ1 = [r,∞) ⊂ S1 =
R, r ∈ R and Λ2 = {0, 1, . . . , N − 1} ⊂ S2 = N0, N ∈ N, we obtain
K
{0,1,...,N−1}
R (x, x
′) =
N−1∑
n=0
ϕn(x)ϕn(x′), x, x′ ∈ R,
K
[r,∞)
N0
(n, n′) =
∫ ∞
r
ϕn(x)ϕn′(x)λ1(dx), n, n
′ ∈ N0. (3.9)
When λ1(dx) and {ϕn}n∈N0 are given by (3.4) or by (3.5), the kernels (3.9) are given by
KDHermite+(r)(n, n
′) = (π2n+n
′
n!n′!)−1/2
∫ ∞
r
Hn(x)Hn′(x)e
−x2dx
= −(πn!n′!2n+n′+2)−1/2e−r2Hn+1(r)Hn′(r)−Hn(r)Hn′+1(r)
n− n′ ,
and, provided r > 0,
KDLaguerre+(r,ν+1)(n, n
′) =
(
n!n′!
Γ(n+ ν + 1)Γ(n′ + ν + 1)
)1/2 ∫ ∞
r
L(ν)n (x)L
(ν)
n′ (x)x
νe−xdx
=
(
n!n′!
Γ(n+ ν + 1)Γ(n′ + ν + 1)
)1/2
rν+1e−r
L
(ν+1)
n−1 (r)L
(ν)
n′ (r)− L(ν)n (r)L(ν+1)n′−1 (r)
n− n′ ,
with the convention that L
(ν)
−1(r) = 0, respectively (see Propositions 3.3 and 3.4 in [14]). Borodin and
Olshanski called the correlation kernels KDHermite+(r) and KDLaguerre+(r,ν+1) the discrete Hermite
kernel and the discrete Laguerre kernel, respectively [14]. Proposition 2.5 gives
P(Ξ1([r,∞)) = m) = P(Ξ2({0, 1, . . . , N − 1}) = m), ∀m ∈ N0, (3.10)
where LHS denotes the probability that the number of points in the interval [r,∞) is m for the
N -point continuous DPP on R such as (Ξ1,K
(N)
Hermite, λN(0,1/2)(dx)) or (Ξ1,K
(N)
Laguerre, λΓ(ν+1,1)(dx)),
ν > −1, while RHS does the probability that the number of points in {0, 1, . . . , N − 1} is m for
the discrete DPP on N0 such as (Ξ2,KDHermite+(r)) or (Ξ2,KDLaguerre+(r,ν+1)), ν > −1. The duality
between continuous and discrete ensembles of Borodin and Olshanski (Theorem 3.7 in [14]) is a
special case with m = 0 of the equality (3.10).
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3.2 Finite DPPs in intervals related with classical root systems
Let N ∈ N and consider the four types of classical root systems denoted by AN−1,BN ,CN , and
DN (see Appendix A). We set S
AN−1 = S1 = [0, 2π), the unit circle, with a uniform measure
λAN−1(dx) = λ[0,2π)(dx) := dx/(2π), and S
RN = [0, π], the upper half-circle, with λRN (dx) =
λ[0,π](dx) := dx/π for RN = BN ,CN ,DN .
For a fixed N ∈ N, we introduce the four sets of functions {ϕRNn }Nn=1 on SRN defined as
ϕRNn (x) =

e−i(N
AN−1−2JAN−1 (n))x/2, RN = AN−1,
sin
[
(NRN − 2JRN (n))x/2], RN = BN ,CN ,
cos
[
(NDN − 2JDN (n))x/2], RN = DN ,
where
NRN =

N, RN = AN−1,
2N − 1, RN = BN ,
2(N + 1), RN = CN ,
2(N − 1), RN = DN .
(3.11)
and
JRN (n) =

n− 1/2, RN = AN−1,
n− 1, RN = BN ,DN ,
n, RN = CN .
(3.12)
It is easy to verify that they satisfy the following orthonormality relations,
〈ϕAN−1n , ϕAN−1m 〉L2(S1,λ[0,2π)) = δnm,
〈ϕRNn , ϕRNm 〉L2([0,π],λ[0,π]) = δnm, RN = BN ,CN ,DN , if n,m ∈ {1, . . . , N}.
Then if we put L2(Γ, ν) = ℓ2({1, . . . , N}), N ∈ N, and follow the argument given in Section 3.1,
we obtain the four types of DPPs, (Ξ,KAN−1 , λ[0,2π)(dx)) on S
1, and (Ξ,KRN , λ[0,π](dx)) on [0, π],
RN = BN ,CN ,DN , with the correlation kernels,
KRN (x, x′) =
N∑
n=1
ϕRNn (x)ϕ
RN
n (x′)
=

sin{N(x− x′)/2}
sin{(x− x′)/2} , RN = AN−1,
1
2
[
sin{N(x− x′)}
sin{(x− x′)/2} −
sin{N(x+ x′)}
sin{(x+ x′)/2}
]
, RN = BN ,
1
2
[
sin{(2N + 1)(x− x′)/2}
sin{(x− x′)/2} −
sin{(2N + 1)(x+ x′)/2}
sin{(x+ x′)/2}
]
, RN = CN ,
1
2
[
sin{(2N − 1)(x− x′)/2}
sin{(x− x′)/2} +
sin{(2N − 1)(x+ x′)/2}
sin{(x+ x′)/2}
]
, RN = DN .
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By Lemma A.1 in Appendix A, the probability densities for these finite DPPs with respect to the
Lebesgue measures, dx =
∏N
j=1 dxj are given as
pAN−1(x) =
1
ZAN−1
∏
1≤j<k≤N
sin2
xk − xj
2
, x ∈ [0, 2π)N ,
pBN (x) =
1
ZBN
∏
1≤j<k≤N
(
sin2
xk − xj
2
sin2
xk + xj
2
) N∏
ℓ=1
sin2
xℓ
2
, x ∈ [0, π]N ,
pCN (x) =
1
ZCN
∏
1≤j<k≤N
(
sin2
xk − xj
2
sin2
xk + xj
2
) N∏
ℓ=1
sin2 xℓ, x ∈ [0, π]N ,
pDN (x) =
1
ZDN
∏
1≤j<k≤N
(
sin2
xk − xj
2
sin2
xk + xj
2
)
, x ∈ [0, π]N ,
with the normalization constants ZRN .
The DPP, (Ξ,KAN−1 , λ[0,2π)(dx)) is known as the circular unitary ensemble (CUE) in ran-
dom matrix theory (see Section 11.8 in [38]). These four types of DPPs, (Ξ,KAN−1 , λ[0,2π)(dx)),
(Ξ,KRN , λ[0,π](dx)), RN = BN ,CN ,DN are realized as the eigenvalue distributions of random ma-
trices in the classical groups, U(N), SO(2N + 1), Sp(N), and SO(2N), respectively. (See Section
2.3 c) in [51] and Section 5.5 in [18].)
3.3 Finite DPPs in intervals related with affine root systems
We define the following four types of functions;
ΘA(σ, z, τ) = e2πiσzϑ2(στ + z; τ),
ΘB(σ, z, τ) = e2πiσzϑ1(στ + z; τ)− e−2πiσzϑ1(στ − z; τ),
ΘC(σ, z, τ) = e2πiσzϑ2(στ + z; τ)− e−2πiσzϑ2(στ − z; τ),
ΘD(σ, z, τ) = e2πiσzϑ2(στ + z; τ) + e
−2πiσzϑ2(στ − z; τ), (3.13)
for σ ∈ R, z ∈ C, τ ∈ H := {z ∈ C : ℑz > 0}, where ϑµ(v; τ), µ = 1, 2 are the Jacobi theta functions.
See Appendix B for definitions and the basic properties of the Jacobi theta functions.
Here we consider the seven types of irreducible reduced affine root systems RN = AN−1, BN ,
B∨N , CN , C
∨
N , BCN , DN , N ∈ N [37, 45] (see Appendix C). We put SAN−1 = S1 = [0, 2π) with
λAN−1(dx) = λ[0,2π)(dx), and S
RN = [0, π] with λRN (dx) = λ[0,π](dx) for RN = BN , B
∨
N , CN , C
∨
N ,
BCN , DN . We assume that τ ∈ H is pure imaginary, that is,
τ = iℑτ ∈ H.
For a fixed N ∈ N, we define the seven sets of functions {ϕRNn (x; τ)}Nn=1 on SRN as
ϕRNn (x; τ) =
1√
mRNn (τ)
Θ♯(RN )
(
JRN (n)
NRN ,N
RN
x
2π
, τ
)
,
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where
♯(RN ) =

A, if RN = AN−1,
B, if RN = BN ,B
∨
N ,
C, if RN = CN ,C
∨
N ,BCN ,
D, if RN = DN ,
(3.14)
NRN =

N, RN = AN−1,
2N − 1, RN = BN ,
2N, RN = B
∨
N ,C
∨
N ,
2(N + 1), RN = CN ,
2N + 1, RN = BCN ,
2(N − 1), RN = DN ,
(3.15)
JRN (n) =

n− 1/2, RN = AN−1,C∨N ,
n− 1, RN = BN ,B∨N ,DN ,
n, RN = CN ,BCN ,
(3.16)
and we set
m
AN−1
n (τ) = ϑ2(2J
AN−1(n)τ/NAN−1 ; 2τ), n ∈ {1, . . . , N},
mRNn (τ) = 2ϑ2(2J
RN (n)τ/NRN ; 2τ), n ∈ {1, . . . , N}, for RN = CN ,C∨N ,BCN ,
mRNn (τ) =
{
4ϑ2(0; 2τ), n = 1,
2ϑ2(2J
RN (j)τ/NRN ; 2τ), n ∈ {2, 3, . . . , N}, for RN = BN ,B
∨
N ,
mDNn (τ) =

4ϑ2(0; 2τ), n = 1,
2ϑ2(2J
DN (j)τ/NDN ; 2τ), n ∈ {2, 3, . . . , N − 1},
4ϑ2(2(N − 1)τ/NDN ; 2τ), n = N.
For N ∈ N, the following orthonormality relations can be proved as a special case of Lemma
2.1 in [29],
〈ϕAN−1n (·, τ), ϕAN−1m (·, τ)〉L2(S1,λ[0,2π)) = δnm,
〈ϕRNn (·, τ), ϕRNm (·, τ)〉L2([0,π],λ[0,π]) = δnm, RN = BN ,B∨N ,CN ,C∨N ,BCN ,DN ,
n,m ∈ Γ := {1, . . . , N}.
Then we have seven types of DPPs, (Ξ,KRNτ , λ
RN (dx)) with the correlation kernels,
KRNτ (x, x
′) =
N∑
n=1
ϕRNn (x; τ)ϕ
RN
n (x′; τ), RN = AN−1,BN ,B∨N ,CN ,C
∨
N ,BCN ,RN .
Thanks to the Macdonald denominator formula proved by Rosengren and Schlosser [45] (see (3.1)
with (3.2) in [29] in the present notations), the probability densities for these finite DPPs with
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respect to the Lebesgue measure, dx =
∏N
j=1 dxj are given as follows,
p
AN−1
τ (x) =

1
ZAN−1(τ)
∣∣∣∣∣∣ϑ0
 N∑
j=1
xj
2π
;
τ
NAN−1
WAN−1 ( x
2π
;
τ
NAN−1
)∣∣∣∣∣∣
2
, if N is even,
1
ZAN−1(τ)
∣∣∣∣∣∣ϑ3
 N∑
j=1
xj
2π
;
τ
NAN−1
WAN−1 ( x
2π
;
τ
NAN−1
)∣∣∣∣∣∣
2
, if N is odd,
x ∈ [0, 2π)N ,
pRNτ (x) =
1
ZRN (τ)
∣∣∣WRN ( x
2π
;
τ
NRN
)∣∣∣2 , x ∈ [0, π]N , RN = BN ,B∨N ,CN ,C∨N ,BCN ,DN ,
where WRN are the Macdonald denominators given by (C.1) in Appendix C and ZRN (τ) are the
normalization constants. By the properties (B.3) and (B.6) of the Jacobi theta functions, it is easy
to verify the following,
S2π/N (Ξ,KAN−1τ , λ[0,2π))
(law)
= (Ξ,K
AN−1
τ , λ[0,2π)),
ρRNτ (0) = 0, RN = BN ,C
∨
N ,BCN ,
ρRNτ (0) = ρ
RN
τ (π) = 0, RN = B
∨
N ,CN .
In [29], it was proved that these seven types of DPPs are realized as the particle configurations
at the middle time t = t∗/2 of the noncolliding Brownian motions in time duration [0, t∗], provided
t∗ = 4πℑτ > 0, whose initial configurations at t = 0 and final configurations at t = t∗ are fixed to
be specially chosen configurations depending on the types RN , N ∈ N.
As ℑτ →∞, the temporal inhomogeneity in such noncolliding Brownian bridges vanishes. Asso-
ciated with such limit transitions, the following degeneracies are observed in the weak convergence
of DPPs from the seven types of affine root systems to the four types of classical root systems,
(Ξ,K
AN−1
τ , λ[0,2π)(dx))
ℑτ→∞
=⇒ (Ξ,KAN−1 , λ[0,2π)(dx)),
(Ξ,KBNτ , λ[0,π](dx))
(Ξ,K
C∨N
τ , λ[0,π](dx))
(Ξ,KBCNτ , λ[0,π](dx))
 ℑτ→∞=⇒ (Ξ,KBN , λ[0,π](dx)),
(Ξ,K
B∨N
τ , λ[0,π](dx))
(Ξ,KCNτ , λ[0,π](dx))
}
ℑτ→∞
=⇒ (Ξ,KCN , λ[0,π](dx)),
(Ξ,KDNτ , λ[0,π](dx))
ℑτ→∞
=⇒ (Ξ,KDN , λ[0,π](dx)), (3.17)
where the DPPs, (Ξ,KAN−1 , λ[0,2π)), and (Ξ,K
RN , λ[0,π]), RN = BN ,CN ,DN were given in Section
3.2.
3.4 Infinite DPPs in R associated with classical orthogonal functions
Here we give examples of infinite DPPs obtained by Corollary 2.8.
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(i) DPP with the sinc kernel : We set S1 = R, λ1(dx) = dx, Γ = (−1, 1), ν(dy) = λ2(dy) = dy,
and put
ψ1(x, y) =
1√
2π
eixy.
The correlation kernel KS1 is given by
Ksinc(x, x
′) =
1
2π
∫ 1
−1
eiy(x−x
′)dy =
sin(x− x′)
π(x− x′) , x, x
′ ∈ R.
(ii) DPP with the Airy kernel : We set S1 = R, λ1(dx) = dx, Γ = [0,∞), ν(dy) = λ2(dy) = dy,
and put
ψ1(x, y) = Ai(x+ y),
where Ai(x) denotes the Airy function [40]
Ai(x) =
1
π
∫ ∞
0
cos
(
k3
3
+ kx
)
dk.
The correlation kernel KS1 is given by
KAiry(x, x
′) =
∫ ∞
0
Ai(x+ y)Ai(x′ + y)dy =
Ai(x)Ai′(x′)−Ai(x′)Ai′(x)
x− x′ , x, x
′ ∈ R,
where Ai′(x) = dAi(x)/dx.
(iii) DPP with the Bessel kernel : We set S1 = R, λ1(dx) = 1[0,∞)(x)dx, Γ = [0,∞), ν(dy) =
λ2(dy) = dy. With parameter ν > −1 we put
ψ1(x, y) =
√
xyJν(xy),
where Jν is the Bessel function of the first kind defined by
Jν(x) =
∞∑
n=0
(−1)n
n!Γ(ν + n+ 1)
(x
2
)2n+ν
, x ∈ C \ (−∞, 0). (3.18)
The correlation kernel KS1 is given by
K
(ν)
Bessel(x, x
′) =
√
xx′
x2 − (x′)2
{
Jν(x)x
′J ′ν(x
′)− xJ ′ν(x)Jν(x′)
}
, x, x′ ∈ [0,∞), (3.19)
where J ′ν(x) = dJν(x)/dx.
These three kinds of infinite DPPs, (Ξ,Ksinc, dx), (Ξ,KAiry, dx), and (Ξ,K
(ν)
Bessel,1[0,∞)(x)dx),
are obtained as the scaling limits of the finite DPPs, (Ξ,K
(N)
Hermite, λN(0,1/2)(dx)) and (Ξ,K
(ν,N)
Laguerre,
λΓ(ν+1,1)(dx)), given in Section 3.1 as follows.
(i) Bulk scaling limit,
√
2N ◦ (Ξ,K(N)Hermite, λN(0,1/2)(dx))
N→∞
=⇒ (Ξ,Ksinc, dx).
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(ii) Soft-edge scaling limit,
√
2N1/6 ◦ S√2N (Ξ,K
(N)
Hermite, λN(0,1/2)(dx))
N→∞
=⇒ (Ξ,KAiry, dx).
(iii) Hard-edge scaling limit, for ν > −1,
4N ◦ (Ξ,K(ν,N)Laguerre, λΓ(ν+1,1)(dx))〈2〉
N→∞
=⇒ (Ξ,K(ν)Bessel,1[0,∞)(x)dx).
See, for instance, [38, 18, 8, 28], for more details.
The DPPs with the sinc kernel and the Bessel kernel with the special values of parameter ν can
be obtained as the bulk scaling limits of the DPPs, (Ξ,KRN , λRN (dx)), RN = AN−1,BN ,CN ,DN
given in Section 3.2 as
N
2
◦ (Ξ,KAN−1 , λ[0,2π)(dx)) N→∞=⇒ (Ξ,Ksinc, dx),
N ◦ (Ξ,KBN , λ[0,π](dx))
N ◦ (Ξ,KCN , λ[0,π](dx))
}
N→∞
=⇒ (Ξ,K(1/2)Bessel,1[0,∞)(x)dx),
N ◦ (Ξ,KDN , λ[0,π](dx)) N→∞=⇒ (Ξ,K(−1/2)Bessel ,1[0,∞)(x)dx), (3.20)
where
K
(1/2)
Bessel(x, x
′) =
sin(x− x′)
π(x− x′) −
sin(x+ x′)
π(x+ x′)
,
K
(−1/2)
Bessel (x, x
′) =
sin(x− x′)
π(x− x′) +
sin(x+ x′)
π(x+ x′)
, x, x′ ∈ [0,∞).
Since J1/2(x) =
√
2/(πx) sinx and J−1/2(x) =
√
2/(πx) cos x, the above correlation kernels are
readily obtained from (3.19) by setting ν = 1/2 and −1/2, respectively.
3.5 Infinite DPPs in R associated with orthogonal theta functions
Let S = R with λA(dx) = dx, and λR(dx) = 1[0,∞)(x)dx for the types R = B,C,D. Here we
assume that τ ∈ H is pure imaginary. We put
ψA(x, γ; τ) =
ΘA(γ, x/π, τ)√
πϑ2(2τγ; 2τ)
,
ψR(x, γ; τ) =
ΘR(γ/2, x/π, τ)√
2πϑ2(τγ; 2τ)
, R = B,C,D,
and ν(dγ) = dγ, where ΘR, R = A,B,C,D are given by (3.13).
Using the equalities
1
π
∫
R
e2i{(γ−γ
′)+(n−m)}xdx = δnmδ(γ − γ′),
1
2π
∫
R
ei{(γ+γ
′)+2(n+m−1)}xdx = 0, for n,m ∈ Z, γ, γ′ ∈ (0, 1),
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we can show the orthonormality relations;
〈ψA(·, γ; τ), ψA(·, γ′; τ)〉L2(R,dx) = δ(γ − γ′),
〈ψR(·, γ; τ), ψR(·, γ′; τ)〉L2(R,1[0,∞)(x)dx) = δ(γ − γ′), R = A,B,C,D, γ, γ′ ∈ Γ := (0, 1).
By Corollary 2.7, we obtain the four types of infinite DPPs (Ξ,KAτ , dx), (Ξ,K
R
τ ,1[0,∞)(x)dx),
R = B,C,D. The correlation kernels are written as follows,
KAτ (x, x
′) =
1
π
∫ 1
0
e2i(x−x
′)γ ϑ2(x/π + τγ; τ)ϑ2(x
′/π − τγ; τ)
ϑ2(2τγ; 2τ)
dγ, x, x′ ∈ R,
KBτ (x, x
′) =
1
2π
[∫ 1
−1
ei(x−x
′)γ ϑ1(x/π + τγ/2; τ)ϑ1(x
′/π − τγ/2; τ)
ϑ2(τγ; 2τ)
dγ
+
∫ 1
−1
ei(x+x
′)γ ϑ1(x/π + τγ/2; τ)ϑ1(x
′/π + τγ/2); τ)
ϑ2(τγ; 2τ)
dγ
]
, x, x′ ∈ [0,∞),
KCτ (x, x
′) =
1
2π
[∫ 1
−1
ei(x−x
′)γ ϑ2(x/π + τγ/2; τ)ϑ2(x
′/π − τγ/2; τ)
ϑ2(τγ; 2τ)
dγ
−
∫ 1
−1
ei(x+x
′)γ ϑ2(x/π + τγ/2; τ)ϑ2(x
′/π + τγ/2); τ)
ϑ2(τγ; 2τ)
dγ
]
, x, x′ ∈ [0,∞),
KDτ (x, x
′) =
1
2π
[∫ 1
−1
ei(x−x
′)γ ϑ2(x/π + τγ/2; τ)ϑ2(x
′/π − τγ/2; τ)
ϑ2(τγ; 2τ)
dγ
+
∫ 1
−1
ei(x+x
′)γ ϑ2(x/π + τγ/2; τ)ϑ2(x
′/π + τγ/2); τ)
ϑ2(τγ; 2τ)
dγ
]
, x, x′ ∈ [0,∞). (3.21)
If we change the integral variables appropriately, the above become the correlation kernelsKRt∗/2, R =
A,B,C,D, with t∗ = 4πℑτ , given in Lemma 3.5 in [29]. Using the quasi-periodicity (B.3) of the
theta functions, we can show that the DPP (Ξ,KAτ , dx) has a periodicity of π; SπKAτ (x, x′) =
KAτ (x, x
′), x, x′ ∈ R. By the symmetry (B.2) of the theta functions, we see that ρRτ (0) = KRτ (0, 0) =
0, R = B,C.
The infinite DPPs associated with the above correlation kernels (3.21) are obtained as the bulk
scaling limits of the finite DPPs in intervals studied in Section 3.3 [29];
N
2
◦ (Ξ,KAN−1τ , λ[0,2π)(dx)) N→∞=⇒ (Ξ,KAτ , dx),
N ◦ (Ξ,KBNτ , λ[0,π](dx))
N ◦ (Ξ,KB∨Nτ , λ[0,π](dx))
}
N→∞
=⇒ (Ξ,KBτ ,1[0,∞)(x)dx),
N ◦ (Ξ,KCNτ , λ[0,π](dx))
N ◦ (Ξ,KC∨Nτ , λ[0,π](dx))
N ◦ (Ξ,KBCNτ , λ[0,π](dx))
 N→∞=⇒ (Ξ,KCτ ,1[0,∞)(x)dx),
N ◦ (Ξ,KDNτ , λ[0,π](dx)) N→∞=⇒ (Ξ,KDτ ,1[0,∞)(x)dx). (3.22)
22
If we take the limit ℑτ →∞ in (3.21), we obtain the following three infinite DPPs,
(Ξ,KAτ , dx)
ℑτ→∞
=⇒ (Ξ,Ksinc, dx),
(Ξ,KBτ ,1[0,∞)(x)dx)
(Ξ,KCτ ,1[0,∞)(x)dx)
}
ℑτ→∞
=⇒ (Ξ,K(1/2)Bessel,1[0,∞)(x)dx),
(Ξ,KDτ ,1[0,∞)(x)dx)
ℑτ→∞
=⇒ (Ξ,K(−1/2)Bessel ,1[0,∞)(x)dx), (3.23)
which are the same as the limiting DPPs given by (3.20).
Remark 3 The results (3.17), (3.20), (3.22), and (3.23) implies that, in the limit transitions from
the finite DPPs (Ξ,KRNτ , λ
RN ), RN = AN−1, BN , B∨N , CN , C
∨
N , BCN , DN , to the infinite DPPs
(Ξ,Ksinc, dx), (Ξ,K
(1/2)
Bessel,1[0,∞)(x)dx), (Ξ,K
(−1/2)
Bessel ,1[0,∞)(x)dx), the scaling limits associated with
N →∞ and the limit ℑτ →∞ are commutable.
4 Examples in Two-dimensional Spaces
4.1 Infinite DPPs on C : Ginibre and Ginibre-type DPPs
4.1.1 Three types of Ginibre DPPs
Let S = C with λ(dx) = λN(0,1;C)(dx), where λN(m,σ2;C)(dx) denotes the complex normal distribu-
tion,
λN(m,σ;C)(dx) :=
1
πσ2
e−|x−m|
2/σ2dx
=
1
πσ2
e−(xR−mR)
2/σ2−(xI−mI)2/σ2dxRdxI,
m ∈ C,mR := ℜm,mI := ℑm,σ > 0. We put
ψA(x, γ) = e−(x
2
R−x2I )/2+2xγ ,
ψC(x, γ) =
√
2 sinh(2xγ)e−(x
2
R−x2I )/2,
ψD(x, γ) =
√
2 cosh(2xγ)e−(x
2
R−x2I )/2.
It is easy to confirm that
1
π
∫
R
ψA(x, γ)ψA(x, γ′)e−x
2
I dxI = e
−(x2R−4xRγ)δ(γ − γ′),
1
π
∫
R
ψR(x, γ)ψR(x, γ′)e−x
2
I dxI = e
−x2R cosh(4xRγ)×
{
δ(γ − γ′)− δ(γ + γ′), R = C,
δ(γ − γ′) + δ(γ + γ′), R = D.
Therefore, we have
〈ψA(·, γ), ψA(·, γ′)〉L2(C,λN(0,1;C))ν(dγ) = δ(γ − γ′)dγ, γ, γ′ ∈ ΓA := R,
〈ψR(·, γ), ψR(·, γ′)〉L2(C,λN(0,1;C))ν(dγ) = δ(γ − γ′)dγ, γ, γ′ ∈ ΓR := (0,∞), R = C,D,
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with ν(dγ) = λN(0,1/4)(dγ). Then we can apply Corollaries 2.7 or 2.8. The obtained kernels are
given as
KA(x, x′) =
√
2
π
e−{(x
2
R−x2I )+(x′R2−x′I2)}/2
∫ ∞
−∞
e−2{γ
2−(x+x′)γ}dγ,
KC(x, x′) = 2
√
2
π
e−{(x
2
R−x2I )+(x′R2−x′I2)}/2
∫ ∞
0
e−2γ
2
sinh(2xγ) sinh(2x′γ)dγ,
KD(x, x′) = 2
√
2
π
e−{(x
2
R−x2I )+(x′R2−x′I2)}/2
∫ ∞
0
e−2γ
2
cosh(2xγ) cosh(2x′γ)dγ.
The integrals are performed and we obtain KR(x, x′) = eixRxIKRGinibre(x, x
′)e−ix′Rx′I , R = A,C,D,
with
KAGinibre(x, x
′) = exx′ , (4.1)
KCGinibre(x, x
′) = sinh(xx′), (4.2)
KDGinibre(x, x
′) = cosh(xx′), x, x′ ∈ C. (4.3)
Due to the gauge invariance of DPP mentioned in Section 2.3, the obtained three types of infinite
DPPs on C are written as (Ξ,KRGinibre, λN(0,1;C)(dx)), R = A,C,D. The DPP, (Ξ,K
A
Ginibre, λN(0,1;C)(dx))
with (4.1) describes the eigenvalue distribution of the Gaussian random complex matrix in the bulk
scaling limit, which is called the complex Ginibre ensemble [20, 38, 25, 18, 46]. This is uniform on
C with the density
ρGinibre(x)dx = K
A
Ginibre(x, x)λN(0,1;C)(dx) =
1
π
dxRdxI, x ∈ C.
On the other hands, the Ginibre DPPs of types C and D with the correlation kernels (4.2) and
(4.3) are rotationally symmetric around the origin, but non-uniform on C. The density profiles are
given by
ρCGinibre(x)dx = K
C
Ginibre(x, x)λN(0,1;C)(dx) =
1
2π
(1− e−2|x|2)dxRdxI, x ∈ C,
ρDGinibre(x)dx = K
D
Ginibre(x, x)λN(0,1;C)(dx) =
1
2π
(1 + e−2|x|
2
)dxRdxI, x ∈ C.
They were first obtained in [30] by taking the limit W → ∞ keeping the density of points of the
infinite DPPs in the strip on C, {z ∈ C : 0 ≤ ℑz ≤ W}. See (4.19) in Section 4.4 below, which
represents the corresponding limit transitions. See also Remarks 5 and 8 in [30] in which the present
Ginibre DPPs of types C and D were discussed as the new examples of the Mittag–Leffler fields
studied by [5, 6, 7].
4.1.2 Ginibre and Ginibre-type DPPs as examples of Weyl–Heisenberg ensembles
Let d = 1 and consider the following window function,
G(xR) = 2
1/4e−πx
2
R , xR ∈ R. (4.4)
It is obvious that Assumption 4 is satisfied, ||G||2L2(R,dxR) = 1. In this case (2.17) becomes [1, 3, 2]
KWH(x, x
′) =
eπixRxI
eπix
′
Rx
′
I
KAGinibre(
√
πx,
√
πx′)e−π(|x|
2+|x′|2)/2.
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By taking into account the direct decomposition
L2(R) = L2odd(R)⊕ L2even(R),
we have
W∗WH(L2(R)) =W∗WH(L2odd(R))⊕W∗WH(L2even(R)).
When G(−y) = G(y), we have
W∗WH(L2odd(R)) ⊂ {F ∈ L2(C) : F (−x) = −F (x), x ∈ C} =: L2odd(C),
W∗WH(L2even(R)) ⊂ {F ∈ L2(C) : F (−x) = F (x), x ∈ C} =: L2even(C).
We consider the restriction of operator
WWH
∣∣∣
L2odd(C)
: L2odd(C)→ L2odd(R).
and its adjoint
W∗WH
∣∣∣
L2odd(R)
: L2odd(R)→ L2odd(C).
Then, the kernel of the operator W∗WH
∣∣∣
L2odd(R)
WWH
∣∣∣
L2odd(C)
is given by
KoddWH(x, x
′) =
1
2
(KWH(x, x
′)−KWH(x,−x′)).
Similarly, we have the kernel,
KevenWH (x, x
′) =
1
2
(KWH(x, x
′) +KWH(x,−x′)).
When the window function G is given by (4.4), we obtain
KoddWH(x, x
′) =
eπixRxI
eπix
′
Rx
′
I
KCGinibre(
√
πx,
√
πx′)e−π(|x|
2+|x′|2)/2,
KevenWH (x, x
′) =
eπixRxI
eπix
′
Rx
′
I
KDGinibre(
√
πx,
√
πx′)e−π(|x|
2+|x′|2)/2, x, x′ ∈ C,
where KCGinibre and K
D
Ginibre are given by (4.2) and (4.3), respectively.
The Ginibre DPP of type A is extended to Ginibre-type DPPs indexed by q ∈ N0, which are
introduced in [46] and also known as the infinite pure polyanalytic ensembles (cf. [2]). Each DPP
with index q ∈ N0 is associated with the correlation kernel
K
(q)
Ginibre-type(x, x
′) := L(0)q (|x− x′|2)KAGinibre(x, x′), x, x′ ∈ C, (4.5)
where L
(0)
q is the q-th Laguerre polynomial (3.7) with parameter ν = 0 and KAGinibre is defined by
(4.1). This DPP can be viewed as the Weyl–Heisenberg ensemble, (Ξ,K
hq
WH, dxRdxI), in which the
window function G is given using the q-th Hermite function (3.6) as
hq(xR) =
2−q/2+1/4√
q!
e−πx
2
RHq(
√
2πxR), xR ∈ R, q ∈ N0.
Indeed, we see that
K
hq
WH(x, x
′) =
eπixRxI
eπix
′
Rx
′
I
K
(q)
Ginibre-type(
√
πx,
√
πx′)e−π(|x|
2+|x′|2)/2, x, x′ ∈ C, q ∈ N0.
See [2] for more details about the Weyl–Heisenberg aspect of finite polyanalytic ensembles. Other
examples of the Weyl–Heisenberg ensembles are given in [1, 3, 2].
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4.1.3 Representations of Ginibre and Ginibre-type kernels in the Bargmann–Fock
space and the eigenspaces of Landau levels
We consider an application of Corollary 2.8. Let S1 = C and S2 = N0 with λ1(dx) = λN(0,1;C)(dx).
We put
ϕn(x) =
xn√
n!
, n ∈ N0. (4.6)
Note that {ϕn(x)}n∈N0 forms a complete orthonormal system of the Bargmann–Fock space, which
is the space of square-integrable analytic functions on C with respect to the complex Gaussian
measure;
〈ϕn, ϕm〉L2(C,λN(0,1;C)) = δnm, n,m ∈ N0.
If we assume that Γ = S2 = N0 and apply Corollary 2.8, we obtain the DPP on C in which the
correlation kernel with respect to λN(0,1:C) is given by
KBF(x, x
′) =
∑
n∈N0
ϕn(x)ϕn(x′) =
∞∑
n=0
(xx′)n
n!
= exx
′
, x, x′ ∈ C.
This is the reproducing kernel in the Bargmann–Fock space and obtained DPP is identified with
(Ξ,KAGinibre, λN(0,1;C)(dx)). See [46, 15, 2].
If we set Γ = 2N0 + 1 = {1, 3, 5, . . . } or Γ = 2N0 = {0, 2, 4, . . . }, we will obtain the DPPs with
the following kernels
KoddBF (x, x
′) =
∞∑
k=0
(xx′)2k+1
(2k + 1)!
= sinh(xx′),
KevenBF (x, x
′) =
∞∑
k=0
(xx′)2k
(2k)!
= cosh(xx′), x, x′ ∈ C.
The obtained DPPs are identified with (Ξ, KCGinibre, λN(0,1;C)(dx)) and (Ξ, K
D
Ginibre, λN(0,1;C)(dx)),
respectively.
The correlation kernels of Ginibre-type DPPs (4.5) admit the similar representations in terms
of the complex Hermite polynomials defined by
Hp,q(ζ, ζ) = (−1)p+qeζζ ∂
p
∂ζ
p
∂q
∂ζq
e−ζζ , ζ ∈ C, p, q ∈ N0,
which were introduced by Itoˆ [26]. We note that their generating function is given by
∞∑
p=0
∞∑
q=0
Hp,q(ζ, ζ)
sptq
p!q!
= exp(ζs+ ζt− st)
and the set {Hp,q(ζ, ζ)/
√
p!q! : p, q ∈ N0} forms a complete orthonormal system of L2(C, λN(0,1;C)(dζ)).
Let S1 = C and S2 = N0 with λ1(dx) = λN(0,1;C)(dx), and for fixed q ∈ N0, define
ϕ(q)n (x) :=
1√
n!q!
Hn,q(x, x), x ∈ C, n ∈ N0. (4.7)
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Then {ϕ(q)n (x)}n∈N0 forms a complete orthonormal system of the eigenspace corresponding to the
q-th Landau level, which coincides with the Bargmann–Fock space when q = 0. Since the following
formula is known
L(0)q (|ζ − η|2)eζη =
∞∑
p=0
1
p!q!
Hp,q(ζ, ζ)Hp,q(η, η), ζ, η ∈ C, q ∈ N0,
we obtain the following expansion formula for (4.5),
K
(q)
Ginibre-type(x, x
′) =
∞∑
n=0
ϕ(q)n (x)ϕ
(q)
n (x′), x, x′ ∈ C, q ∈ N0.
The obtained DPPs are identified with (Ξ, K
(q)
Ginibre-typeλN(0,1;C)(dx)), q ∈ N0 constructed as Weyl–
Heisenberg ensembles in Section 4.1.2.
4.1.4 Application of duality relations
We apply (3.3) with (4.6) and Γ = N0 to (2.10). Let Λ1 be a disk (i.e., two-dimensional ball) B
2
r
with radius r ∈ (0,∞) centered at the origin in S1 = C ≃ R2 and Λ2 = S2 = N0, we obtain
KN0C (x, x
′) =
∞∑
n=0
ϕn(x)ϕn(x′) = exx
′
= KAGinibre(x, x
′), x, x′ ∈ C,
K
B2r
N0
(n, n′) =
∫
B2r
ϕn(x)ϕn′(x)λN(0,1;C)(dx) =
1
π
√
n!n′!
∫ r
0
ds e−s
2
sn+n
′+1
∫ 2π
0
dθ eiθ(n
′−n)
= 2δnn′
∫ r
0
s2n+1e−s2
n!
ds = δnn′
∫ r2
0
λΓ(n+1,1)(du), n, n
′ ∈ N0.
Define
λn(r) :=
∫ r2
0
une−u
n!
du =
∞∑
k=n+1
r2ke−r2
k!
, n ∈ N0, r ∈ (0,∞),
where the second equality is due to Eq.(4.1) in [46]. That is, if we write the Gamma distribution
with parameters (a, b) as Γ(a, b) (see Section 3.1.1) and the Poisson distribution with parameter c
as Po(c),
λn(r) := P(Sn ≤ r2) = P(Yr2 ≥ n+ 1),
provided Sn ∼ Γ(n + 1, 1) and Yr2 ∼ Po(r2). Then DPP (Ξ2,KB
2
r
N0
) is the product measure⊗
n∈N0 µ
Bernoulli
λn(r)
under the natural identification between {0, 1}N0 and the power set of N0, where
µBernoullip denotes the Bernoulli measure of probability p ∈ [0, 1]. Proposition 2.5 gives the duality
relation
P(ΞAGinibre(B
2
r) = m) = P(Ξ2(N0) = m), ∀m ∈ N0,
where ΞAGinibre denotes the Ginibre DPP of type A. If we introduce a series of random variables
X
(r)
n ∈ {0, 1}, n ∈ N0, which are mutually independent and X(r)n ∼ µBernoulliλn(r) , n ∈ N0, then the
above implies the equivalence in probability law
ΞAGinibre(B
2
r)
(law)
= Ξ2(N0)
(law)
=
∑
n∈N0
X(r)n , r ∈ (0,∞).
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Similarly, we have the following equalities by the results in Section 4.1.3 and Proposition 2.5,
ΞCGinibre(B
2
r)
(law)
=
∑
n∈2N0+1
X(r)n , Ξ
D
Ginibre(B
2
r)
(law)
=
∑
n∈2N0
X(r)n , r ∈ (0,∞).
4.2 Finite DPPs on sphere S2
Let S2 = {x ∈ R3 : ||x||R3 = 1} be the two-dimensional unit sphere centered at the origin in the
three-dimensional Euclidean space R3, where || · ||R3 denotes the Euclidean distance in R3. We will
use the following coordinates for x = (x(1), x(2), x(3)) on S2,
x(1) = sin θ cosϕ, x(2) = sin θ sinϕ, x(3) = cos θ, θ ∈ [0, π], ϕ ∈ [0, 2π). (4.8)
We consider the case that S1 = S
2 and S2 = N0, in which we assume that λ2(dx) is given by the
Lebesgue surface area measure dσ1(x) on S
2 such that
λ2(dx) = dσ2(x) = dσ2(θ, ϕ) = sin θdθdϕ, λ2(S
2) = σ2(S
2) = 4π.
For n ∈ {0, 1, . . . , N − 1}, N ∈ N, put
ϕS
2
n (x) = ϕ
S2
n (θ, ϕ) =
1√
hn
e−inϕ sinn
θ
2
cosN−1−n
θ
2
, θ ∈ [0, π], ϕ ∈ [0, 2π), (4.9)
with
hn = h
(N)
n =
4π
N
(
N − 1
n
)−1
.
It is easy to confirm the following orthonormality relations on S2,
〈ϕS2n (·), ϕS
2
m (·)〉L2(S2;dσ2) =
∫ π
0
dθ
∫ 2π
0
dϕϕS
2
n (θ, ϕ)ϕ
S2
m (θ, ϕ)dσ2(θ, ϕ) = δnm, n,m ∈ N0.
Assumption 3’ is satisfied and, if we set ψ1(·, n) = ϕS2n (·) with n ∈ Γ = {0, 1, . . . , N − 1},
N ∈ N0, Corollary 2.8 gives the DPP with N points on S2, (Ξ,K(N)S2 , dσ2(x)), whose correlation
kernel is given by
K
(N)
S2
(x, x′) = K(N)
S2
((θ, ϕ), (θ′, ϕ′))
=
N
4π
N−1∑
n=0
(
N − 1
n
)(
e−i(ϕ−ϕ
′) sin
θ
2
sin
θ′
2
)n(
cos
θ
2
cos
θ′
2
)N−1−n
=
N
4π
(
e−i(ϕ−ϕ
′) sin
θ
2
sin
θ′
2
+ cos
θ
2
cos
θ′
2
)N−1
. (4.10)
The density of points with respect to dσ2(x) is given by
ρ(x) = K
(N)
S2
(x, x) =
N
4π
= constant, x ∈ S2.
For two points x = (θ, ϕ) and x′ = (θ′, ϕ′) on S2,
||x− x′||2R3 = (sin θ cosϕ− sin θ′ cosϕ′)2 + (sin θ sinϕ− sin θ′ sinϕ′)2 + (cos θ − cos θ′)2
= |Φ(x− x′)|2,
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with
Φ(x− x′) = 2
[
sin
θ − θ′
2
cos
ϕ− ϕ′
2
− i sin θ + θ
′
2
sin
ϕ− ϕ′
2
]
= 2cos
θ
2
cos
θ′
2
ei(ϕ+ϕ
′)/2
[
e−iϕ tan
θ
2
− e−iϕ′ tan θ
′
2
]
.
Then we can show that the probability density of this DPP with respect to dσ2(x) =
∏N
j=1 dσ2(xj)
is given as
p
(N)
S2
(x) =
1
Z
(N)
S2
∏
1≤j<k≤N
||xk − xj ||2R3 , (4.11)
with
Z
(N)
S2
=
2N(N+1)πN
(N !)N−1
 N∏
j=1
(j − 1)!
2 .
Since ||x− x′||2
R3
= 2− 2x · x′ for x, x′ ∈ S2, we have the equality
1
2
(1 + x · x′) =
∣∣∣∣e−i(ϕ−ϕ′) sin θ2 sin θ′2 + cos θ2 cos θ′2
∣∣∣∣2 .
Hence the absolute value of (4.10) is written as
∣∣∣K(N)S2 (x, x′)∣∣∣ = N4π
(
1 + x · x′
2
)(N−1)/2
,
and hence the two-point correlation function (1.2) with respect to dσ2(x) is given by
ρ2(x, x′) =
(
N
4π
)2 [
1−
(
1 + x · x′
2
)N−1]
, x, x′ ∈ S2.
The system (Ξ,K
(N)
S2
, dσ2(x)) is uniform and isotropic on S
2, which is called the spherical ensemble
[35, 18, 4, 10, 11].
Remark 4 Let G1 and G2 be N×N independent random matrices, whose entries are i.i.d. follow-
ing N(0, 1;C). Krishnapur [35] studied the statistical ensemble of the eigenvalues z = (z1, . . . , zN )
on C of G−11 G2 and proved that it gives the DPP (
∑
j δzj ,K
(N)
G−11 G2
, λ(dz)) with
K
(N)
G−11 G2
(z, z′) = (1 + zz′)N−1, λ(dz) =
N
π
dz
(1 + |z|2)N+1 ,
which implies that the probability density of z with respect to the Lebesgue measure dz =
∏N
j=1 dzj
on C is given by
p
(N)
G−11 G2
(z) =
1
Z
(N)
G−11 G2
∏
1≤j<k≤N
|zk − zj |2
N∏
ℓ=1
1
(1 + |zℓ|2)N+1
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with a normalization constant Z
(N)
G−11 G2
. Krishnapur claimed that if we consider the stereographic
projection from S2 to Ĉ := C ∪ {∞} which makes an equatorial plane of S2, then the DPP,
(
∑
j δzj ,K
(N)
G−11 G2
, λ(dz)) is realized as the image of the DPP in the spherical ensemble, (Ξ,K
(N)
S2
, dσ2(x))
[35]. Actually if we consider the stereographic projection such that the north pole of S2 (θ = 0)
is mapped to the origin of Ĉ and the south pole of S2 (θ = π) is to ∞, the image of x =
(sin θ cosϕ, sin θ sinϕ, cos θ) ∈ S2 is given by
z = eiϕ tan
θ
2
∈ Ĉ, θ ∈ [0, π], ϕ ∈ [0, 2π).
We see that
||x− x′||2R3 =
4
(1 + |z|2)(1 + |z′|2) |z − z
′|2
and
dσ2(x) =
4
(1 + |z|2)2 dz.
Hence we can verify the statement of Krishnapur [35].
The equivalent system with the spherical ensemble of DPP was studied by Caillol [16] as a
two-dimensional one-component plasma model in physics. It is interesting to see that he used the
Cayley-Klein parameters defined by
α = eiϕ/2 cos
θ
2
, β = −ie−iϕ/2 sin θ
2
, ϕ ∈ [0, 2π), θ ∈ [0, π].
The orthonormal functions (4.9) can be identified with the following up to irrelevant factors,
ϕ˜S
2
n (α, β) =
1√
hn
αN−1−nβn, n ∈ {0, 1, . . . , N − 1}.
If we define
〈(α, β), (α′ , β′)〉CK := αα′ + ββ′,
the correlation kernel (4.10) is written as
K
(N)
S2
(x, x′) = K(N)
S2
((α, β), (α′ , β′)) =
N
4π
(〈(α, β), (α′ , β′)〉CK)N−1 .
Following the claim given in [16] (see also Section 15.6.2 in [18]), we consider the vicinity of the
north pole, xnp = (0, 0, 1) ∈ R3, that is θ ≃ 0. We put
θ =
2r√
N
, θ′ =
2r′√
N
,
and take the limit N →∞ keeping r and r′ be constants. Then in (4.10), we see that
sin
θ
2
sin
θ′
2
≃ 1
4
θθ′ =
rr′
N
,
cos
θ
2
cos
θ′
2
≃ 1− θ
2 + θ′2
8
= 1− r
2 + r′2
2N
.
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We set reiϕ = z, r′eiϕ′ = z′ ∈ C with rdrdϕ = dz. Then the kernel given by (4.10) multiplied by
dσ2 has the following limit,
lim
N→∞
K
(N)
S2
((θ, ϕ), (θ′, ϕ′))dσ2(θ, ϕ)
∣∣∣
θ=2|z|/√N,θ′=2|z′|/√N
= lim
N→∞
N
4π
(
1 +
1
N
{
zz′ − |z|
2 + |z′|2
2
})N
4
N
dz
=
1
π
ezz
′−(|z|2+|z′|2)/2dz.
Since the spherical ensemble is uniform and isotropic on S2, we obtain the same limiting DPP in
the vicinity of any point on S2. This implies the following limit theorem [16, 31].
Proposition 4.1 The following weak convergence is established,
√
N
2
◦
(
Ξ,K
(N)
S2
, dσ2(x)
)
N→∞
=⇒
(
Ξ,KAGinibre, λN(0,1;C)(dx)
)
,
where the limit point process is the Ginibre DPP of type A given in Section 4.1.
4.3 Finite DPPs on torus T2
We will consider the finite DPPs on a surface of torus with double periodicity ω1 = 2π, ω3 = 2τπ
with τ = iℑτ ∈ H. The surface of such a torus T2 = T2(2π, 2τπ) := S1(2π) × S1(2πℑτ) can be
identified with a rectangular domain in C,
D(2π,2τπ) = {z ∈ C : 0 ≤ ℜz < 2π, 0 ≤ ℑz < 2πℑτ} ⊂ C with double periodicity (2π, 2τπ).
So we first consider the systems on D(2π,2τπ).
Let S = C with λ(dx) = 1D(2π,2τπ)(x)dxRdxI. For N ∈ N, put
ϕRN ,(2π,2τπ)n (x) =
e−NRN ix2I /(4τπ)√
hRNn (τ)
Θ♯(RN )
(
JRN (n)
NRN ,N
RN
x
2π
,NRN τ
)
, n ∈ {1, . . . , N}. (4.12)
where ΘR, ♯(RN ), NRN , and JRN (n) are given by (3.13), (3.14), (3.15), and (3.16), respectively,
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and
h
AN−1
n (τ) = 4π
2
√
ℑτ
2NAN−1 e
−2τπiJAN−1 (n)2/NAN−1 , n ∈ {1, . . . , NAN−1},
hRNn (τ) = 8π
2
√
ℑτ
2NRN e
−2τπiJRN (n)2/NRN , n ∈ {1, . . . , N}, for RN = CN ,C∨N ,BCN ,
hRNn (τ) =

16π2
√
ℑτ
2NRN e
−2τπiJRN (n)2/NRN , n = 1,
8π2
√
ℑτ
2NRN e
−2τπiJRN (n)2/NRN , n ∈ {2, 3, . . . , N},
for RN = BN ,B
∨
N ,
hDNn (τ) =

16π2
√
ℑτ
2NRN e
−2τπiJDN (n)2/NDN , n ∈ {1, N},
8π2
√
ℑτ
2NRN e
−2τπiJDN (n)2/NDN , n ∈ {2, 3, . . . , N − 1}.
The following orthonormality relations were proved in [30],
〈ϕRN ,(2π,2τπ)n , ϕRN ,(2π,2τπ)m 〉L2(C,1D(2π,2τπ)(x)dx) = δnm, n,m ∈ Γ := {1, . . . , N},
RN = AN−1,BN ,B∨N ,CN ,C
∨
N ,BCN ,DN .
Then Corollaries 2.7 and 2.8 give the seven types of DPPs with the correlation kernels,
KRN ,(2π,2τπ)(x, x′) =
N∑
n=1
ϕRN ,(2π,2τπ)n (x)ϕ
RN ,(2π,2τπ)
n (x′), (4.13)
with respect to the measure λ(dx) = 1D(2π,2τπ)dx on C for RN = AN−1,BN ,B
∨
N ,CN ,C
∨
N ,BCN ,DN .
Using the quasi-periodicity of the Jacobi theta functions (B.3) and (B.4), we can show that the
correlation kernels are quasi-double-periodic as [30],
KRN ,(2π,2τπ)(x+ 2π, x′) = KRN ,(2π,2τπ)(x, x′ + 2π)
=

(−1)NAN−1KRN ,(2π,2τπ)(x, x′), RN = AN−1,
−KRN ,(2π,2τπ)(x, x′), RN = BN ,C∨N ,BCN ,
KRN ,(2π,2τπ)(x, x′), RN = B∨N ,CN ,DN ,
KRN ,(2π,2τπ)(x+ 2τπ, x′) =
{
e−NRN ixRKRN ,(2π,2τπ)(x, x′), RN = AN−1,CN ,C∨N ,BCN ,DN ,
−e−NRN ixRKRN ,(2π,2τπ)(x, x′), RN = BN ,B∨N ,
KRN ,(2π,2τπ)(x, x′ + 2τπ) =
{
eNRN ix′RKRN ,(2π,2τπ)(x, x′), RN = AN−1,CN ,C∨N ,BCN ,DN ,
−eNRN ix′RKRN ,(2π,2τπ)(x, x′), RN = BN ,B∨N .
The above implies the following double periodicity (up to an irrelevant gauge transformation),
S2πKRN ,(2π,2τπ)(x, x′) = e
NRN ixR
eNRN ix′R
S2τπKRN ,(2π,2τπ)(x, x′)
= KRN ,(2π,2τπ)(x, x′), x, x′ ∈ D(2π,2τπ).
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In other words, we have obtained the seven types of DPPs with a finite number of points N on
a surface of torus T2(2π, 2τπ). Hence here we write them as
(
Ξ,KRN
T2(2π,2τπ)
, dx
)
, RN = AN−1,
BN , B
∨
N , CN , C
∨
N , BCN , DN . Using the Macdonald denominator formula given by Rosengren and
Schlosser [45] (see (2.6) in [30] in the present notations), the probability densities for these finite
DPPs with respect to the Lebesgue measures, dx =
∏N
j=1 dxj are given as follows;
p
AN−1
T2(2π,2τπ)
(x) =
1
Z
AN−1
T2(2π,2τπ)
exp
−NAN−1
2πℑτ
N∑
j=1
(xj)
2
I

×

∣∣∣∣∣ϑ0
(
N∑
k=1
xk
2π
; τ
)
WAN−1
(
x
2π
; τ
)∣∣∣∣∣
2
, if N is even,∣∣∣∣∣ϑ3
(
N∑
k=1
xk
2π
; τ
)
WAN−1
(
x
2π
; τ
)∣∣∣∣∣
2
, if N is odd,
pRN
T2(2π,2τπ)
(x) =
1
ZRN
T2(2π,2τπ)
exp
−NRN
2πℑτ
N∑
j=1
(xj)
2
I
∣∣∣WRN ( x
2π
; τ
)∣∣∣2 ,
RN = BN ,B
∨
N ,CN ,C
∨
N ,BCN ,DN , (4.14)
for x ∈ (T2(2π, 2τπ))N , where WRN are the Macdonald denominators given by (C.1) in Appendix
C and ZRN
T2(2π,2τπ)
are normalization constants [30].
We can prove the following symmetry properties for the present DPPs on T2(2π, 2τπ).
Proposition 4.2 (i) The finite DPPs
(
Ξ,KRN
T2(2π,2τπ)
, dx
)
with τ = iℑτ ∈ H have the following
shift invariance,
S2π/N (Ξ,KAN−1T2(2π,2τπ), dx)
(law)
= (Ξ,K
AN−1
T2(2π,2τπ)
, dx),
S2τπ/N (Ξ,KAN−1T2(2π,2τπ), dx)
(law)
= (Ξ,K
AN−1
T2(2π,2τπ)
, dx),
Sπ(Ξ,KRNT2(2π,2τπ), dx)
(law)
= (Ξ,KRN
T2(2π,2τπ)
, dx), RN = B
∨
N ,CN ,DN ,
Sτπ(Ξ,KRNT2(2π,2τπ), dx)
(law)
= (Ξ,KRN
T2(2π,2τπ)
, dx), RN = CN ,C
∨
N ,BCN ,DN .
(ii) The densities of points ρRN
T2(2π,2τπ)
(x) given by KRN
T2(2π,2τπ)
(x, x) have the following zeros,
ρBN
T2(2π,2τπ)
(0) = 0,
ρ
B∨N
T2(2π,2τπ)
(0) = ρ
B∨N
T2(2π,2τπ)
(π) = 0,
ρRN
T2(2π,2τπ)
(0) = ρRN
T2(2π,2τπ)
(τπ) = 0, RN = C
∨
N ,BCN ,
ρCN
T2(2π,2τπ)
(0) = ρCN
T2(2π,2τπ)
(π) = ρCN
T2(2π,2τπ)
(τπ) = 0.
Proof (i) It is easy to verify the statements if we use the formulas (4.14) with (C.1) for the
probability densities. Use the formulas (B.3)–(B.5), which show the change of values of ϑµ(v; τ),
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µ = 0, 1, 3, due to the shift of variable v → v+1, v → v+ τ and v → v+ τ/2, respectively. For the
shift Sτπ, note the fact that
Sτπ exp
−NRN
2πℑτ
N∑
j=1
(xj)
2
I
 = exp
−NRN
2πℑτ
N∑
j=1
(xj)
2
I
 N∏
ℓ=1
e2πiN
RN (ixℓ/2π+τ/4).
As a matter of course, the statements can be proved also by showing the shift invariance of the
correlation kernels (4.13) up to irrelevant gauge transformations. (ii) By the properties (B.6) of
the Jacobi theta functions, the zeros of densities ρRN
T2(2π,2τπ)
(x) are determined as above. Then the
proof is complete.
We note that the periodicities 2π/N ∈ R and 2τπ/N ∈ H of (Ξ,KAN−1
T2(2π,2τπ)
, dx) shown by
Proposition 4.2 (i) become zeros as N →∞. Hence, as the N →∞ limit of (Ξ,KAN−1
T2(2π,2τπ)
, dx), it
is expected to obtain a uniform system of infinite number of points on C. Actually we can prove
the following limit theorems.
Proposition 4.3 The following weak convergence is established,
1
2
√
N
πℑτ ◦
(
Ξ,K
AN−1
T2(2π,2τπ)
, dx
)
N→∞
=⇒
(
Ξ,KAGinibre, λN(0,1;C)(dx)
)
,√
N
2πℑτ ◦
(
Ξ,KRN
T2(2π,2τπ)
, dx
)
N→∞
=⇒
(
Ξ,KCGinibre, λN(0,1;C)(dx)
)
, RN = BN ,B
∨
N ,CN ,C
∨
N ,BCN ,√
N
2πℑτ ◦
(
Ξ,KDN
T2(2π,2τπ)
, dx
)
N→∞
=⇒
(
Ξ,KDGinibre, λN(0,1;C)(dx)
)
,
where the limit point processes are the three types of Ginibre DPPs given in Section 4.1.
Proof By (B.7), we see that
ϕ
AN−1,(2π,2τπ)
n
(
2
√
πℑτ
N
x
)
≃ N1/4 1
2π
(
2
ℑτ
)1/4
e−Nπℑτ/4−i
√
Nπℑτx−x2I
× exp
[
−πℑτ
(
n− 1/2√
N
)2
+ (2i
√
πℑτx+
√
Nπℑτ)n− 1/2√
N
]
,
as N →∞ with (n − 1/2)/√N = O(1) > 0. Then
K
AN−1
T2(2π,2τπ)
(
2
√
πℑτ
N
x, 2
√
πℑτ
N
x′
)(
2
√
πℑτ
N
)2
≃ 1
π
√
2ℑτe−Nπℑτ/2−i
√
Nπℑτ(x−x′)e−(x
2
I+x
′
I
2)
∫ ∞
0
e−2πℑτu
2+{2i√πℑτ(x−x′)+2√Nπℑτ}udu
=
1
π
√
2ℑτe−(x2I+x′I2)−(x−x′)2/2
∫ ∞
−√N/2−i(x−x′)/{2√πℑτ}
e−2πℑτv
2
dv
→ 1
π
e−(x
2
I+x
′
I
2)−(x−x′)2/2 as N →∞.
34
It implies that
lim
N→∞
K
AN−1
T2(2π,2τπ)
(
2
√
πℑτ
N
x, 2
√
πℑτ
N
x′
)(
2
√
πℑτ
N
)2
=
e−ixRxI
e−ix′Rx′I
KAGinibre(x, x
′)
1
π
e−(|x|
2+|x′|2)/2.
Similarly, we can show that
lim
N→∞
KRN
T2(2π,2τπ)
(√
2πℑτ
N
x,
√
2πℑτ
N
x′
)(√
2πℑτ
N
)2
=
e−ixRxI
e−ix′Rx′I
KCGinibre(x, x
′)
1
π
e−(|x|
2+|x′|2)/2,
for RN = BN ,B
∨
N ,CN ,C
∨
N ,BCN , and
lim
N→∞
KDN
T2(2π,2τπ)
(√
2πℑτ
N
x,
√
2πℑτ
N
x′
)(√
2πℑτ
N
)2
=
e−ixRxI
e−ix′Rx′I
KDGinibre(x, x
′)
1
π
e−(|x|
2+|x′|2)/2.
Then the statement will be proved.
4.4 Finite and infinite DPPs on cylinder R× S1
Here we consider the finite DPPs on a surface of cylinder with infinite length having periodicity
2πα in the circumference direction, α ∈ (0,∞), which we write here as R × S1(2πα). The surface
of R× S1(2πα) can be identified with a strip with width 2πα in C,
D2πα = {z ∈ C : 0 ≤ ℑz < 2πα} ⊂ C with periodicity 2πiα.
So we first consider the systems on D2πα. Let S = C. For N ∈ N, we set
λ(dx) = λN(0,1/4)(dxR)λ[0,2πα)(dxI) =
1√
2π3/2α
e−2x
2
R1D2πα(x)dxRdxI.
Define
ϕ
AN−1,2πα
n (x) = e
−[(NAN−1−2JAN−1 (n))2/(16α2)+(NAN−1−2JAN−1 (n))x/(2α)], n ∈ {1, . . . , N},
ϕRN ,2παn (x) =
√
2e−(N
RN−2JRN (n))2/(16α2) sinh
[
(NRN − 2JRN (n)) x
2α
]
, n ∈ {1, . . . , N},
for RN = BN ,CN ,
ϕDN ,2παn (x) =
{√
2e−(N
DN−2JDN (n))2/(16α2) cosh
[
(NDN − 2JDN (n)) x
2α
]
, n ∈ {1, . . . , N − 1},
1, n = N,
where NRN and JRN (n), RN = AN−1,BN ,CN ,DN are given by (3.11) and (3.12), respectively.
They have periodicity or quasi periodicity with period 2πiα,
ϕRN ,2παn (x+ 2πiα) =

(−1)N+1ϕRN ,2παn (x), RN = AN−1,
−ϕRN ,2παn (x), RN = BN ,
ϕRN ,2παn (x), RN = CN ,DN .
(4.15)
It is easy to verify the following orthonormality relations; for RN = AN−1,BN ,CN ,DN ,
〈ϕRN ,2παn , ϕRN ,wπαm 〉L2(C,λN(0,1/4)(dxR)λ[0,2πα)(dxI)) = δnm, n,m ∈ Γ := {1, . . . , N}.
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Then Corollary 2.7 gives the following four types of DPPs with the correlation kernels,
KRN ,2πα(x, x′) =
N∑
n=1
ϕRN ,2παn (x)ϕ
RN ,2πα
n (x′), RN = AN−1,BN ,CN ,DN .
From (4.15), we can see the periodicity or quasi periodicity with period 2πiα for the correlation
kernels,
KRN ,2πα(x+ 2πiα, x′) = KRN ,2πα(x, x′ + 2πiα) =

(−1)N+1KRN ,2πα(x, x′), RN = AN−1,
−KRN ,2πα(x, x′), RN = BN ,
KRN ,2πα(x, x′), RN = CN ,DN ,
which implies
S2πiαKRN ,2πα(x, x′) = KRN ,2πα(x, x′), x, x′ ∈ D2πα.
That is, we have obtained the four types of DPPs withN points on a surface of cylinder, R×S1(2πα).
Hence here we write them as
(
Ξ,KRN
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
, RN = AN−1,BN ,CN ,DN .
By Lemma A.1 in Appendix A, the probability densities for these finite DPPs with respect to
the Lebesgue measures, dx =
∏N
j=1 dxj are given as follows; for x ∈ (R× S1(2πα))N , α ∈ (0,∞),
p
AN−1
α (x) =
1
Z
AN−1
α
∏
1≤j<k≤N
sinh2
xk − xj
2α
N∏
ℓ=1
e−2(xℓ)
2
R
pBNα (x) =
1
ZBNα
∏
1≤j<k≤N
(
sinh2
xk − xj
2α
sinh2
xk + xj
2α
) N∏
ℓ=1
(
sinh2
xℓ
2α
e−2(xℓ)
2
R
)
,
pCNα (x) =
1
ZCNα
∏
1≤j<k≤N
(
sinh2
xk − xj
2α
sinh2
xk + xj
2α
) N∏
ℓ=1
(
sinh2
xℓ
α
e−2(xℓ)
2
R
)
,
pDNα (x) =
1
ZDNα
∏
1≤j<k≤N
(
sinh2
xk − xj
2α
sinh2
xk + xj
2α
) N∏
ℓ=1
e−2(xℓ)
2
R , (4.16)
with normalization constants ZRNα .
If we use the formulas (4.16), it is easy to verify the following symmetry properties.
Proposition 4.4 (i) The infinite DPPs
(
Ξ,KRN
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
with α ∈
(0,∞) have the following shift invariance,
Siθ
(
Ξ,K
AN−1
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
(law)
=
(
Ξ,K
AN−1
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
, ∀θ ∈ [0, 2πα),
Siπα
(
Ξ,KRN
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
(law)
=
(
Ξ,KRN
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
, RN = CN ,DN .
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(ii) The densities of points ρRN
R×S1(2πα)(x) given by K
RN
R×S1(2πα)(x, x) have the following zeros,
ρBN
R×S1(2πα)(0) = 0, ρ
CN
R×S1(2πα)(0) = ρ
CN
R×S1(2πα)(iπα) = 0.
Using the Jacobi theta functions (B.1), the limits of the correlation kernels in N →∞ can be
expressed as follows,
lim
ℓ→∞
K
A2ℓ−1
R×S1(2πα)(x, x
′) = ϑ2
(
i(x+ x′)
2πα
;
i
2πα2
)
=: KA,even
R×S1(2πα)(x, x
′),
lim
ℓ→∞
KA2ℓ
R×S1(2πα)(x, x
′) = ϑ3
(
i(x+ x′)
2πα
;
i
2πα2
)
=: KA,odd
R×S1(2πα)(x, x
′),
lim
N→∞
KBN
R×S1(2πα)(x, x
′) =
1
2
{
ϑ2
(
i(x+ x′)
2πα
;
i
2πα2
)
− ϑ2
(
i(x− x′)
2πα
;
i
2πα2
)}
,
=: KBR×S1(2πα)(x, x
′)
lim
N→∞
KCN
R×S1(2πα)(x, x
′) =
1
2
{
ϑ3
(
i(x+ x′)
2πα
;
i
2πα2
)
− ϑ3
(
i(x− x′)
2πα
;
i
2πα2
)}
=: KCR×S1(2πα)(x, x
′)
lim
N→∞
KDN
R×S1(2πα)(x, x
′) =
1
2
{
ϑ3
(
i(x+ x′)
2πα
;
i
2πα2
)
+ ϑ3
(
i(x− x′)
2πα
;
i
2πα2
)}
=: KDR×S1(2πα)(x, x
′), (4.17)
x, x′ ∈ R× S1(2πα).
Proposition 4.5 The five limit kernels (4.17) define the five kinds of infinite DPPs on the cylin-
der, (Ξ,KA,♯
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)), ♯ =even, odd, and (Ξ, K
R
R×S1(2πα), λN(0,1/4)(dxR)
λ[0,2πα)(dxI)), R = B,C,D.
The particle densities at x ∈ D2πα ≃ R× S1(2πα) are obtained from the limit kernels (4.17) by
setting x′ = x. Since x+ x = 2xR, x− x = 2ixI, the definitions of the Jacobi theta functions (B.1)
with parity (B.2) give explicit expressions for them; for instance,
ρBR×S1(2πα)(x) =
1
2
{
ϑ2
(
ixR
πα
;
i
2πα2
)
− ϑ2
(
xI
2πα
;
i
2πα2
)}
=
∞∑
n=1
e−(n−1/2)
2/2α2
[
cosh{(2n − 1)xR/α} − cos{(2n − 1)xI/α}
]
,
ρCR×S1(2πα)(x) =
1
2
{
ϑ3
(
ixR
πα
;
i
2πα2
)
− ϑ3
(
xI
2πα
;
i
2πα2
)}
=
∞∑
n=1
e−n
2/2α2
[
cosh(2nxR/α)− cos(2nxI/α)
]
.
They show that the obtained particle densities are indeed nonnegative, and that
ρBR×S1(2πα)(0) = 0, ρ
C
R×S1(2πα)(0) = ρ
C
R×S1(2πα)(iπα) = 0.
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Remark 5 In [30], the infinite DPPs on a strip in C were introduced by taking an anisotropic
scaling limit associated with N →∞ of the doubly periodic DPPs (Theorem 3.4 in [30]). There the
limiting correlation kernels are expressed by the integrals of products of Jacobi’s theta functions. We
have found that, if we correctly perform Jacobi’s imaginary transformations (B.8) of the integrands,
the integrals can be calculated and the results are identified with the correlation kernels simply
given by (4.17).
Using the quasi-periodicity of the Jacobi theta functions (B.4), we can show that, for ♯ =
even, odd,
S1/(2α)KA,♯R×S1(2πα)(x, x′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
=
eixI/α
eix
′
I/α
KA,♯
R×S1(2πα)(x, x
′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
.
By the gauge invariance, this implies the shift invariance,
S1/(2α)
(
Ξ,KA,♯
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
(law)
=
(
Ξ,KA,♯
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
, (4.18)
♯ = even, odd. Moreover, by the properties (B.5) of the Jacobi theta functions, we obtain the
equality
S1/(4α)KA,evenR×S1(2πα)(x, x′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
=
eixI/(2α)
eix
′
I/(2α)
KA,odd
R×S1(2πα)(x, x
′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
.
Hence again by the gauge invariance,
S1/(4α)
(
Ξ,KA,even
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
(law)
=
(
Ξ,KA,odd
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
,
that is, the even-limit and the odd-limit of type A are equivalent up to the shift by 1/(4α) in the
real-axis direction.
We note that the periodicity 1/(2α) ∈ R of
(
Ξ,KA,♯
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
, ♯ =
even, odd, shown by (4.18) becomes zero as α → ∞. Hence, as the α → ∞ limits of these DPPs,
a uniform system of infinite number of points on C will be obtained. In order to see such limit
transitions, fist we perform Jacobi’s imaginary transformations (B.8).
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Lemma 4.6 The following equalities hold,
KA,even
R×S1(2πα)(x, x
′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
=
eixRxI
eix
′
Rx
′
I
exx
′ 1
π
e−(|x|
2+|x′|2)/2ϑ0((x+ x′)α; 2πiα2),
KA,odd
R×S1(2πα)(x, x
′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
=
eixRxI
eix
′
Rx
′
I
exx
′ 1
π
e−(|x|
2+|x′|2)/2ϑ3((x+ x′)α; 2πiα2),
KBR×S1(2πα)(x, x
′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
=
eixRxI
eix
′
Rx
′
I
{
exx
′
ϑ0((x+ x′)α; 2πiα2)− e−xx′ϑ0((x− x′)α; 2πiα2)
} 1
2π
e−(|x|
2+|x′|2)/2,
KCR×S1(2πα)(x, x
′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
=
eixRxI
eix
′
Rx
′
I
{
exx
′
ϑ3((x+ x′)α; 2πiα2)− e−xx′ϑ3((x− x′)α; 2πiα2)
} 1
2π
e−(|x|
2+|x′|2)/2,
KDR×S1(2πα)(x, x
′)
√
2
π
e−(x
2
R+x
′
R
2) 1
2πα
=
eixRxI
eix
′
Rx
′
I
{
exx
′
ϑ3((x+ x′)α; 2πiα2) + e−xx
′
ϑ3((x− x′)α; 2πiα2)
} 1
2π
e−(|x|
2+|x′|2)/2.
By the asymptotics of the Jacobi theta functions (B.7), the following limit transitions are immedi-
ately concluded from the expressions in Lemma 4.6.
Proposition 4.7 The following limit transitions from the four types of infinite DPPs on R ×
S1(2πα) to the three types of Ginibre DPPs on C are established,(
Ξ,KA,♯
R×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
α→∞
=⇒
(
Ξ,KAGinibre, λN(0,1;C)(dx)
)
, ♯ = even, odd,(
Ξ,KBR×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)(
Ξ,KCR×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)  α→∞=⇒ (Ξ,KCGinibre, λN(0,1;C)(dx)),(
Ξ,KDR×S1(2πα), λN(0,1/4)(dxR)λ[0,2πα)(dxI)
)
α→∞
=⇒
(
Ξ,KDGinibre, λN(0,1;C)(dx)
)
. (4.19)
5 Examples in Spaces with Arbitrary Dimensions
5.1 Heisenberg family of infinite DPPs on Cd
The Ginibre DPP of type A on C given in Section 4.1 can be generalized to the DPPs on Cd for
d ≥ 2. This generalization was done by [1, 3, 2] as the Weyl–Heisenberg ensembles of DPP, but
here we derive the DPPs on Cd, d ∈ N, following Corollary 2.8 given in Section 2.5.
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Let S1 = C
d, S2 = Γ = R
d,
λ1(dx) =
d∏
a=1
λN(0,1;C)(dx
(a)) =
1
πd
e−|x|
2
=
1
πd
e−(|xR|
2+|xI|2)
=: λN(0,1;Cd)(dx),
λ2(dy) =
d∏
a=1
λN(0,1/4)(dy
(a)) =
(
2
π
)d/2
e−2|y|
2
,
and
ψ1(x, y) = e
−(|xR|2−|xI|2)/2+2(xR ·y+ixI·y), x = xR + ixI ∈ Cd, y ∈ Rd.
It is easy to verify Assumptions 2 and 3’ and then, by Corollary 2.8, we obtain the DPP on Cd
with the correlation kernel,
K(d)(x, x′) =
(
2
π
)d/2
e{(|xR|
2−|xI|2)+(|x′R|2−|x′I|2)}/2
∫
Rd
e−2[|y|
2−{(xR+ixI)+(x′R−ix′I)}·y]dy
=
eixR·xI
eix
′
R·x′I
K
(d)
Heisenberg(x, x
′)
with
K
(d)
Heisenberg(x, x
′) = ex·x′ , x, x′ ∈ Cd.
The kernels in this form on Cd, d ∈ N have been studied by Zelditch and his coworkers (see [55,
13] and references therein), who identified them with the Szego¨ kernels for the reduced Heisenberg
group. Here we call the DPPs associated with the correlation kernels in this form the Heisenberg
family of DPPs on Cd, d ∈ N. This family includes the Ginibre DPP of type A as the lowest
dimensional case with d = 1.
Definition 5.1 The Heisenberg family of DPP on Cd, d ∈ N is defined by
(
Ξ,K
(d)
Heisenberg, λN(0,1;Cd)(dx)
)
with
K
(d)
Heisenberg(x, x
′) = ex·x′ , x, x ∈ Cd.
Since
K
(d)
Heisenberg(x, x)λN(0,1;Cd)(dx) =
1
πd
dx, x ∈ Cd,
every DPP in the Heisenberg family is uniform on Cd and the density with respect to the Lebesgue
measure dx is given by 1/πd.
5.2 Finite DPPs on Sd
First we recall basic properties of spherical harmonics on Sd [39]. For d ∈ N, let P = P(Rd+1) be a
vector space of all complex-valued polynomials on Rd+1, and Pk, k ∈ N0, be its subspaces consisting
of homogeneous polynomials of degree k; p(x) =
∑
|α|=k cαx
α, cα ∈ C, x = (x(1), . . . , x(d+1)) ∈ Rd+1,
where we have used the notations xα :=
∏d+1
a=1(x
(a))αa with α := (α1, . . . , αd+1) ∈ Nd+10 , |α| :=∑d+1
a=1 αa. The vector space of all harmonic functions in P is denoted by H = {p ∈ P : ∆p = 0}
and let Hk = H ∩ Pk, k ∈ N0.
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Now we consider a unit sphere in Rd+1 denoted by Sd, in which we use the polar coordinates
for x = (x(1), . . . , x(d+1)) ∈ Sd,
x(1) = sin θd · · · sin θ2 sin θ1,
x(a) = sin θd · · · sin θa cos θa−1, a = 2, . . . , d,
x(d+1) = cos θd, with θ1 ∈ [0, 2π), θa ∈ [0, π], a = 2, . . . , d. (5.1)
Note that ||x||2
Rd+1
:=
∑d+1
a=1 x
(a)2 = 1. For d = 2, if we put θ1 = π/2 − ϕ and θ2 = θ, the polar
coordinates (4.8) used in Section 4.2 are obtained. The standard measure on Sd is given by the
Lebesgue area measure expressed as
dσd(x) = sin
d−1 θd sind−2 θd−1 · · · sin θ2dθ1 · · · dθd, x ∈ Sd. (5.2)
The total measure of Sd is calculated as
ωd = σd(S
d) =
2π(d+1)/2
Γ((d+ 1)/2)
. (5.3)
We write the space of harmonic polynomials in Hk restricted on Sd as
Y(d,k) =
{
h
∣∣∣
Sd
: h ∈ Hk
}
, k ∈ N0.
We can see that
D(d, k) = dimY(d,k) =
(d+ 2k − 1)(d+ k − 2)!
(d− 1)!k! =
2
(d− 1)!k
d−1 + o(kd−1). (5.4)
Consider an orthonormal basis {Y (d,k)j }D(d,k)j=1 of Y(d,k) with respect to dσd;
〈Y (d,k)n , Y (d,k)m 〉L2(Sd,dσd) =
∫
Sd
Y (d,k)n (x)Y
(d,k)
m (x)dσd(x) = δnm, n,m ∈ N0. (5.5)
Then, if we put
KY(d,k)(x, x′) =
D(d,k)∑
j=1
Y
(d,k)
j (x)Y
(d,k)
j (x
′), x′ ∈ Sd,
then {KY(d,k)(x, x′)}x,x′∈Sd give the reproducing kernel in Y(d,k) in the sense that
Y (x′) =
∫
Sd
Y (x)KY(d,k)(x, x′)dσd(x), ∀Y ∈ Y(d,k).
For λ > −1/2, we define
P λk (x) = F
(
−k, k + 2λ;λ+ 1
2
;
1− x
2
)
,
where F denotes the Gauss hypergeometric function, F (α, β, γ; z) =
∑∞
n=0{(α)n(β)n/γ)n}zn/n!,
with (α)n := α(α + 1) · · · (α + n − 1) = Γ(α + n)/Γ(α), n ∈ N, (α)0 := 1. Then the following
equality is established,
KY(d,k)(x, x′) =
D(d, k)
ωd
P
(d−1)/2
k (x · x′), x, x′ ∈ Sd,
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where ωd and D(d, k) are given by (5.3) and (5.4), respectively, and x · x′ :=
∑d+1
a=1 x
(a)x′(a).
We see that KY(d,k)(x, x′) is O(d+ 1,R)-invariant in the sense
KY(d,k)(gx, gx′) = KY(d,k)(x, x′), ∀g ∈ O(d+ 1,R), ∀x, x′ ∈ Sd.
Let {e1, . . . , ed+1} be the standard basis of Rd+1 and L0 be the stabilizer subgroup of SO(d+1,R)
at ed+1 represented as
L0 =
{(
A 0
t0 1
)
: A ∈ SO(d,R)
}
.
We define
YL0(d,k) = {Y ∈ Y(d,k) : Y (ℓx) = Y (x), ∀ℓ ∈ L0, ∀x ∈ Sd},
Then KY(d,k) ∈ YL0(d,k). The function P λk (s) is called the ultraspherical polynomial [40]. The space
YL0(d,k) is a one-dimensional vector space generated by P
(d−1)/2
k (x·ed+1). In general, any L0-invariant
function is a constant for each L0-orbit, O = {x ∈ Sd : x·ed+1 = a},−1 ≤ a ≤ 1, and hence functions
in YL0(d,k) is called the zonal harmonics of degree k. Note that, when we set
Cλk (x) =
(
k + 2λ− 1
k
)
P λk (x),
we call Cλk (s) the Gegenbauer polynomial of degree k [40].
Fix d ∈ N and k ∈ N0. Then, if we consider the case that S1 = Sd, S2 = N with λ1(dx) = dσd(x),
L2(Γ, ν) = ℓ2({1, . . . ,D(d, k)}) ⊂ S2, and ψ1(x, n) = Y (d,k)n (x), then (5.5) guarantees Assumption
3’. Hence Corollary 2.8 determines a unique DPP on Sd, in which the correlation kernel is given
by [12]
KY(d,k)(x, x′) =
D(d, k)
ωd
P
(d−1)/2
k (x · x′)
=
d− 1 + 2k
(d− 1)ωd C
(d−1)/2
k (x · x′).
It is obvious that the obtained DPP is rotationally invariant on Sd, since the kernel KY(d,k)(x, x′)
depend only on the inner product x · x′. The density of points is uniform on Sd and is given with
respect to σd(dx) by
ρY(d,k) = KY(d,k)(x, x) =
D(d, k)
ωd
P
(d−1)/2
k (1)
=
D(d, k)
ωd
=
2kd−1
(d− 1)!ωd + o(k
d−1),
where we have used the fact that P λk (1) = F (−k, k + 2λ, λ+ 1/2; 0) = 1, λ > −1/2 [40].
Next we consider the DPP on Sd for fixed d ∈ N and L ∈ N such that the correlation kernel is
given by the following finite sum [12],
K
(N(d,L))
harmonic(Sd)
(x, x′) :=
L−1∑
k=0
KY(d,k)(x, x′) =
1
ωd
L−1∑
k=0
D(d, k)P
(d−1)/2
k (x · x′)
=
1
ωd
L−1∑
k=0
d− 1 + 2k
d− 1 C
(d−1)/2
k (x · x′), (5.6)
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where the total number of points on Sd is given by
N(d, L) =
L−1∑
k=0
D(d, k) =
2L+ d− 2
d
(
d+ L− 2
L− 1
)
=
2
d!
Ld + o(Ld). (5.7)
The DPP (Ξ,K
(N)
harmonic(Sd)
, dσd(x)) is rotationally invariant in S
d and is called the harmonic ensem-
ble in Sd with N points by Beltra´n et al. [12]. We note the recurrence relation of the Gegenbauer
polynomials (see, Eq.(18.9.7) in [40]),
(n+ λ)Cλn(x) = λ(C
λ+1
n (x)−Cλ+1n−2(x)).
This implies that
d− 1 + 2k
d− 1 C
(d−1)/2
k (x) = C
(d+1)/2
k (x)− C(d+1)/2k−2 (x), k ≥ 2.
Since Cλ0 (x) = 1, C
λ
1 (x) = 2λx, we obtain the following expression for the correlation kernel,
K
(N(d,L))
harmonic(Sd)
(x, x′) =
1
ωd
[
C
(d+1)/2
L−1 (x · x′) + C(d+1)/2L−2 (x · x′)
]
.
If we introduce the Jacobi polynomials defined as [40]
P (α,β)n (x) =
(α+ 1)n
n!
F
(
−n, n+ α+ β + 1;α + 1; 1− x
2
)
,
and use the contiguous relation, (b − a)F (a, b; c; z) + aF (a + 1, b; c; z) − bF (a, b + 1; c; z) = 0, the
above is written as follows [12],
K
(N(d,L))
harmonic(Sd)
(x, x′) =
1
ωd
N(d, L)(L+d/2−1
L−1
)P (d/2,(d−2)/2)L−1 (x · x′), (5.8)
where
(L+d/2−1
L−1
)
:= Γ(L+ d/2)/{(L − 1)!Γ(d/2 + 1)} = P (d/2,(d−2)/2)L−1 (1).
In particular, when d = 1, for x = (x(1), x(2)) = (sin θ, cos θ), x′ = (x′(1), x′(2)) = (sin θ′, cos θ′) ∈
S1 ⊂ R2, θ, θ′ ∈ [0, 2π), we have x · x′ = cos(θ − θ′) and
K
(N(1,L))
harmonic(S1)
(x, x′)dσ1(x) =
1
2π
F
(
1− (2L− 1)
2
,
1 + (2L− 1)
2
;
3
2
; sin2
θ − θ′
2
)
dθ
=
sin{(2L− 1)(θ − θ′)/2}
sin{(θ − θ′)/2}
dθ
2π
=
sin{N(θ − θ′)/2}
sin{(θ − θ′)/2}
dθ
2π
, (5.9)
where we have used the fact that N(1, L) = 2L−1 given by (5.7). This verifies the identification of
the 1-sphere case of the present DPP with the CUE, (Ξ,KAN−1 , λ[0,2π)(dθ)), given in Section 3.2.
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On the other hand, when d = 2, (5.7) gives N(2, L) = L2 and
K
(N(2,L))
harmonic(S2)
(x, x′) =
L2
4π
F
(
−L+ 1, L+ 1; 2; 1− x · x
′
2
)
=
N
4π
F
(
−
√
N + 1,
√
N + 1; 2;
||x− x′||2
R3
4
)
,
which is different from K
(N)
S2
(x, x′) given by (4.10) in Section 4.2.
5.3 Euclidean family of infinite DPPs on Rd
We consider the vicinity of the north pole ed+1 = (0, . . . , 0, 1) on S
d and put θd = r/L, r ∈ [0,∞).
Then the polar coordinates (5.1) behave as
x(1) ≃ r
L
sin θd−1 · · · sin θ2 sin θ1 =: 1
L
x˜(1),
x(a) ≃ r
L
sin θd−1 · · · sin θk cos θa−1 =: 1
L
x˜(a), a = 2, . . . , d,
x(d+1) ≃ 1− 1
2
( r
L
)2
.
In this case, for x, x′ ∈ Sd,
x · x′ =
d+1∑
a=1
x(a)x′(a) = 1− 1
2L2
||x˜− x˜′||2Rd + o
(
1
L2
)
, as L→∞,
where x˜, x˜′ ∈ Rd and || · ||Rd denotes the Euclidean norm in Rd. Hence we can conclude that
x · x′ = cos
( r
L
)
+ o
(
1
L2
)
, with r := ||x˜− x˜′||Rd , as L→∞. (5.10)
In this limit, the measure on Sd given by (5.2) behaves as
dσd(x) ≃ 1
Ld
rd−1 sind−3 θd−2 · · · sin θ2 drdθ1 · · · dθd−1
=
1
Ld
dx˜, x˜ ∈ Rd.
The following limit is proved for the correlation kernel K
(N(d,L))
harmonic(Sd)
given by (5.6).
Lemma 5.2 When (5.10) holds, the limit
k(d)(r) = lim
L→∞
1
Ld
K
(N(d,L))
harmonic(Sd)
(x, x′)
exists and have the following expressions,
k(d)(r) =
Jd/2(r)
(2πr)d/2
, (5.11)
=
1
(2π)d/2r(d−2)/2
∫ 1
0
sd/2J(d−2)/2(rs)ds, (5.12)
where Jν(z) is the Bessel function of the first kind with index ν defined by (3.18).
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Proof For d ∈ N and r ∈ (0,∞), the following formula of Mehler–Heine type is known (Theorem
8.1.1 in [52]); for α, β ∈ R,
lim
n→∞n
−αP (α,β)n
(
cos
r
n
)
=
(r
2
)−α
Jα(r),
where the limit is uniform on compact subset of C. Then under (5.10), (5.8) gives
lim
L→∞
1
Ld
K
(N(d,L))
harmonic(Sd)
(x, x′) =
2
ωdd!
Γ(d/2 + 1)
(
2
r
)d/2
Jd/2(r).
By (5.3) and the equality Γ(2z) = {22z/(2√π)}Γ(z)Γ (z + 1/2), we can confirm that 2Γ(d/2 +
1)/(ωdd!) = 1/{(2
√
π)d}. Hence (5.11) is proved. By the integral formula (see, for instance,
Eq.(10.22.1) in [40]), ∫
zν+1Jν(z)dz = z
ν+1Jν+1(z),
we can derive (5.12) from (5.11). The proof is complete.
This result implies that for each d ∈ N we obtain an infinite-dimensional DPP on Rd such that
it is uniform and isotropic on Rd and the correlation kernel is given by
K(d)(x, x′) = k(d)(||x− x′||Rd), x, x′ ∈ Rd, (5.13)
where k(d)(r) is given by (5.11) and (5.12).
We can give the following alternative expression for K(d).
Lemma 5.3 For d ∈ N, the correlation kernel K(d) given by (5.13) with (5.12) is written as
K(d)(x, x′) =
1
(2π)d
∫
Rd
1Bd(y)e
i(x−x′)·ydy =
1
(2π)d
∫
Bd
ei(x−x
′)·ydy, (5.14)
where Bd denotes the unit ball centered at the origin; Bd := {y ∈ Rd : |y| ≤ 1}.
Proof The statement is proved for d = 1 and 2 by direct calculation as follows. For d = 1, (5.12)
gives
k(1)(r) =
√
r
2π
∫ 1
0
s1/2J−1/2(rs)ds.
Here we use the equality J−1/2(z) =
√
2/(πz) cos z. Then
k(1)(r) =
1
π
∫ 1
0
cos(rs)ds =
1
2π
∫ 1
−1
eirydy,
which gives (5.14) with d = 1, if we put r = x− x′ and regard an interval [−1, 1] ⊂ R as B1. For
d = 2, (5.12) gives
k(2)(r) =
1
2π
∫ 1
0
sJ0(rs)ds. (5.15)
We use the following integral representation for J0 given as Eq.(10.9.1) in [40],
J0(z) =
1
π
∫ π
0
cos(z cosϕ)dϕ =
1
2π
∫ 2π
0
eiz cosϕdϕ.
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Hence (5.15) is written as
k(2)(r) =
1
(2π)2
∫ 1
0
ds s
∫ 2π
0
dθ eirs cos θ. (5.16)
We can identify the integral variables (s, θ) in (5.16) with the polar coordinates in R2 and (5.14)
with d = 2 is obtained, if we recognize r = ||x− x′||R2 , s = ||y||R2 , and (x− x′) · y = rs cos θ. Now
we assume d ≥ 3. In this case RHS of (5.14) is given by
I :=
1
(2π)d
∫ 1
0
ds sd−1
∫ 2π
0
dθ1
∫ π
0
dθ2 sin θ2
× · · · ×
∫ π
0
dθd−2 sind−3 θd−2
∫ π
0
dθd−1 sind−2 θd−1eirs cos θd−1 .
Since ∫ 2π
0
dθ1
∫ π
0
dθ2 sin θ2 · · ·
∫ π
0
dθd−2 sind−3 θd−2 = σ(Sd−2) = ωd−2,
we have
I =
wd−2
(2π)d
∫ 1
0
ds sd−1
∫ π
0
dθd−1 sind−2 θd−1eirs cos θd−1 .
If we use the following integral representation of the Bessel function of the first kind,
Jm(z) =
1√
πΓ(m+ 1/2)
(z
2
)m ∫ π
0
sin2m(θ)eiz cos θdθ, m ∈ 1
2
N,
which is obtained from Eq.(10.9.4) in [40], the equivalence between (5.14) and (5.12) is verified.
Hence the proof is complete.
The kernel (5.14) is obtained as the correlation kernel KS1 given by (2.15) in Corollary 2.8, if
we consider the case such that S1 = S2 = R
d, λ1(dx) = dx, λ2(dy) = ν(dy) = dy, ψ1(x, y) = e
ix·y,
and Γ = Bd ( Rd.
This kernel K(d) on Rd, d ≥ 1 have been studied by Zelditch and others (see [55, 50, 56, 17]
and references therein), who regarded them as the Szego¨ kernels for the reduced Euclidean motion
group. Here we call the DPPs associated with the correlation kernels in this form the Euclidean
family of DPPs on Rd, d ∈ N.
Definition 5.4 The Euclidean family of DPP on Rd, d ∈ N is defined by
(
Ξ,K
(d)
Euclidean, dx
)
with
the correlation kernel
K
(d)
Euclid(x, x
′) =
1
(2π)d/2
Jd/2(||x − x′||Rd)
||x− x′||d/2
Rd
=
1
(2π)d/2
1
||x− x′||(d−2)/2
Rd
∫ 1
0
sd/2J(d−2)/2(||x− x′||Rds)ds
=
1
(2π)d
∫
Rd
1Bd(y)e
i(x−x′)·ydy =
1
(2π)d
∫
Bd
ei(x−x
′)·ydy, x, x′ ∈ Rd.
The above result is summarized as follows [31].
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Proposition 5.5 The following is established for d ∈ N,(
d!
2
)1/d
N1/d ◦
(
Ξ,K
(N)
harmonic(Sd)
, dσd(x)
)
N→∞
=⇒
(
Ξ,K
(d)
Euclid, dx
)
.
We see that
K
(d)
Euclid(x, x) = limr→0
1
(2π)d/2
Jd/2(r)
rd/2
=
1
2dπd/2Γ((d+ 2)/2)
.
Then the Euclidean family of DPP is uniform on Rd with the density
ρ
(d)
Euclid =
1
2dπd/2Γ((d+ 2)/2)
with respect to the Lebesgue measure dx.
For lower dimensions, the correlation kernels and the densities are given as follows,
K
(1)
Euclid(x, x
′) =
sin(x− x′)
π(x− x′) = Ksinc(x, x
′) with ρ(1)Euclid =
1
π
,
K
(2)
Euclid(x, x
′) =
J1(||x− x′||R2)
2π||x− x′||R2
with ρ
(2)
Euclid =
1
4π
,
K
(3)
Euclid(x, x
′) =
1
2π2||x− x′||2
R3
(
sin ||x− x′||R3
||x− x′||R3
− cos ||x− x′||R3
)
with ρ
(3)
Euclid =
1
6π2
.
This family of DPPs includes the DPP with the sinc kernel Ksinc as the lowest dimensional case
with d = 1. Since (Ξ,K
(N)
harmonic(S1)
, dσ1) has been identified with the CUE, (Ξ,K
AN−1 , λ[0,2π)) by
(5.9), Proposition 5.5 can be regarded as the multidimensional extension of the limit theorem from
the CUE to the DPP with Ksinc given by the first line of (3.20). Note that, if d is odd,
k(d)(r) =
(
− 1
2πr
d
dr
)(d−1)/2 sin r
πr
.
This is proved by Rayleigh’s formula for the spherical Bessel function of the first kind (Eq. (10.49.14)
in [40]);
jm(x) :=
√
π
2x
Jm+1/2(x) = x
m
(
−1
x
d
dx
)m sinx
x
, m ∈ N.
6 Concluding Remarks
In Section 5.2, we studied the finite DPPs (Ξ,K
(N)
harmonic(Sd)
, dσd(x)), N ∈ N called the harmonic
ensembles on Sd, d ∈ N [12]. Then we proved as Proposition 5.5 in Section 5.3 that their bulk
scaling limits are given by (Ξ,K
(d)
Euclid, dx), which we call the Euclidean family of DPPs. On S
2,
there are two distinct types of uniform and isotropic DPPs, one of which is the harmonic ensemble
(Ξ,K
(N)
harmonic(S2)
, dσ2(x)) studied in Section 5.2 [12] , and other of which is the DPP called the
spherical ensemble (Ξ,K
(N)
S2
, dσ2(x)) studied in Section 4.2 [35, 4]. As mentioned above, the scaling
limit of the former is given by (Ξ,K
(2)
Euclid, dx), while as given by Proposition 4.1 the bulk scaling limit
of the latter is (Ξ,KAGinibre, λN(0,1;C)(dx)), which is equivalent with (Ξ,K
(1)
Heisenberg, λN(0,1;C)(dx)).
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The spherical ensemble on S2 shall be generalized to DPPs on the higher dimensional spheres
S2d ≃ Cd, d ≥ 2 so that they are uniform and isotropic and their bulk scaling limits are given by
DPPs in the Heisenberg family. See [10, 11].
With L2(S, λ) and L2(Γ, ν), we can consider the system of biorthonormal functions, which
consists of a pair of distinct families of measurable functions {ψ(x, γ) : x ∈ S, γ ∈ Γ} and {ϕ(x, γ) :
x ∈ S, γ ∈ Γ} satisfying the biorthonormality relations
〈ψ(·, γ), ϕ(·, γ′)〉L2(S,λ)ν(dγ) = δ(γ − γ′)dγ, γ, γ′ ∈ Γ. (6.1)
If the integral kernel defined by
Kbi(x, x′) =
∫
Γ
ψ(x, γ)ϕ(x′, γ)ν(dγ), x, x′ ∈ S, (6.2)
is of finite rank, we can construct a finite DPP on S whose correlation kernel is given by (6.2)
following a standard method of random matrix theory (see, for instance, Appendix C in [29]).
By the biorthonormality (6.1), it is easy to verify that Kbi is a projection kernel, but it is not
necessarily an orthogonal projection. This observation means that such a DPP is not constructed
by the method reported in this paper. Generalization of the present framework in order to cover
such DPPs associated with biorthonormal systems is required. Moreover, the dynamical extensions
of DPPs called determinantal processes (see, for instance, [28]) shall be studied in the context of
the present paper.
For finite DPPs, we can readily derive the systems of stochastic interacting particle systems
whose stationary states are given by the DPPs. For example, with N ∈ N, the system of stochastic
differential equations (SDEs) on S1 [24, 27],
dXj(t) = dBj(t) +
1
2
∑
1≤k≤N,
k 6=j
cot
Xj(t)−Xk(t)
2
dt, j = 1, . . . , N, t ≥ 0, (6.3)
driven by independent one-dimensional standard Brownian motions Bj(t), j = 1, . . . , N, t ≥ 0 has
the DPP (Ξ,KAN−1 , λ[0,2π)(dx)) given in Section 3.2 as a stationary probability measure, and the
system of SDEs on C,
dZj(t) = dB
C
j (t)−
(N + 1)Zj(t)
1 + |Zj(t)|2 dt+
∑
1≤k≤N,
k 6=j
Zj(t)− Zk(t)
|Zj(t)− Zk(t)|2 dt, j = 1, . . . , N, t ≥ 0, (6.4)
driven by independent complex Brownian motions BCj (t) := B
R
j (t) + iB
I
j(t), where B
R
j (t), B
I
j(t)
are independent one-dimensional standard Brownian motions, j = 1, . . . , N, t ≥ 0, does the DPP
(
∑
j δzj ,K
(N)
G−11 G2
, λ(dz)) of Krishnapur [35] as a stationary probability measure, which is obtained as
the stereographic projection of (Ξ,K
(N)
S2
, dσ2(x)) as explained in Remark 4 in Section 4.2. A general
theory has been developed by Osada et al. for infinite-dimensional stochastic differential equations
(ISDEs), some of which have infinite DPPs as invariant probability measures [41, 42, 43, 44, 33].
We expect to obtain the universal ISDEs along the limit theorems given in Propositions 5.5 and
4.1 taking account of the fact that (6.3) and (6.4) might give useful approximations to characterize
Osada’s Dyson/Ginibre ISDEs.
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A Weyl Denominator Formulas
The Weyl denominator formulas for classical root systems play a fundamental role in Lie theory
and related area. In general, the Weyl denominator formula for a reduced root systems are given
in the form, ∑
w∈W
det(w)ew(ρ)−ρ =
∏
α∈R+
(1− e−α),
where W is the Weyl group, R+ the set of positive roots and ρ =
1
2
∑
α∈R+ α.
For classical root systems AN−1,BN ,CN and DN , N ∈ N, the explicit forms are given as follows,
(type AN−1) det
1≤j,k≤N
(
zj−1k
)
=
∏
1≤j<k≤N
(zk − zj),
(type BN ) det
1≤,j,k≤N
(
zj−Nk − zN+1−jk
)
=
N∏
ℓ=1
z1−Nℓ (1− zℓ)
∏
1≤j<k≤N
(zk − zj)(1− zjzk),
(type CN ) det
1≤,j,k≤N
(
zj−N−1k − zN+1−jk
)
=
N∏
ℓ=1
z−Nℓ (1− z2ℓ )
∏
1≤j<k≤N
(zk − zj)(1− zjzk),
(type DN ) det
1≤,j,k≤N
(
zj−Nk + z
N−j
k
)
= 2
N∏
ℓ=1
z1−Nℓ
∏
1≤j<k≤N
(zk − zj)(1− zjzk), (A.1)
respectively. They are called the Weyl denominator formulas. See, for instance, [45].
If we change the variables as
zk = e
−2iζk , ζk ∈ C, k = 1, . . . , N, (A.2)
then, the following equalities are derived from the above.
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Lemma A.1 For ζk ∈ C, k = 1, . . . , N , the following equalities are established.
(typeAN−1) det
1≤j,k≤N
[
e−i(N
AN−1−2JAN−1 (j))ζk
]
= (2i)N(N−1)/2
∏
1≤j<k≤N
sin(ζk − ζj).
(typeBN ) det
1≤j,k≤N
[
sin{(NBN − 2JBN (j))ζk}
]
= 2N(N−1)
N∏
ℓ=1
sin ζℓ
∏
1≤j<k≤N
sin(ζk − ζj) sin(ζk + ζj),
(typeCN ) det
1≤j,k≤N
[
sin{(NCN − 2JCN (j))ζk}
]
= 2N(N−1)
N∏
ℓ=1
sin(2zℓ)
∏
1≤j<k≤N
sin(ζk − ζj) sin(ζk + ζj),
(typeDN ) det
1≤j,k≤N
[
cos{(NDN − 2JDN (j))ζk}
]
= 2(N−1)
2
∏
1≤j<k≤N
sin(ζk − ζj) sin(ζk + ζj),
where NRN and JRN (j), RN = AN−1,BN ,CN ,DN , are given by (3.11) and (3.12).
B Jacobi Theta Functions
Let
z = evπi, q = eτπi,
for v ∈ C and τ ∈ H. The Jacobi theta functions are defined as follows [54, 40],
ϑ0(v; τ) =
∑
n∈Z
(−1)nqn2z2n = 1 + 2
∞∑
n=1
(−1)neτπin2 cos(2nπv),
ϑ1(v; τ) = i
∑
n∈Z
(−1)nq(n−1/2)2z2n−1 = 2
∞∑
n=1
(−1)n−1eτπi(n−1/2)2 sin{(2n − 1)πv},
ϑ2(v; τ) =
∑
n∈Z
q(n−1/2)
2
z2n−1 = 2
∞∑
n=1
eτπi(n−1/2)
2
cos{(2n − 1)πv},
ϑ3(v; τ) =
∑
n∈Z
qn
2
z2n = 1 + 2
∞∑
n=1
eτπin
2
cos(2nπv). (B.1)
(Note that the present functions ϑµ(v; τ), µ = 1, 2, 3 are denoted by ϑµ(πv, q), and ϑ0(v; τ) by
ϑ4(πv, q) in [54].) For ℑτ > 0, ϑµ(v; τ), µ = 0, 1, 2, 3 are holomorphic for |v| <∞. The parity with
respect to v is given by
ϑ1(−v; τ) = −ϑ1(v; τ), ϑµ(−v; τ) = ϑµ(v; τ), µ = 0, 2, 3, (B.2)
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and they have the quasi-double-periodicity;
ϑµ(v + 1; τ) =
{
ϑµ(v; τ), µ = 0, 3,
−ϑµ(v; τ), µ = 1, 2,
(B.3)
ϑµ(v + τ ; τ) =
{
−e−(2v+τ)πiϑµ(v; τ), µ = 0, 1,
e−(2v+τ)πiϑµ(v; τ), µ = 2, 3.
(B.4)
The following relations are derived by (B.1),
ϑ0
(
v +
τ
2
; τ
)
= ie−(v+τ/4)πiϑ1(v; τ),
ϑ1
(
v +
τ
2
; τ
)
= ie−(v+τ/4)πiϑ0(v; τ),
ϑ2
(
v +
τ
2
; τ
)
= e−(v+τ/4)πiϑ3(v; τ),
ϑ3
(
v +
τ
2
; τ
)
= e−(v+τ/4)πiϑ2(v; τ). (B.5)
By the definition (B.1), when τ ∈ H,
ϑ1(0; τ) = ϑ1(1; τ) = 0, ϑ1(x; τ) > 0, x ∈ (0, 1),
ϑ2(−1/2; τ) = ϑ2(1/2; τ) = 0, ϑ2(x; τ) > 0, x ∈ (−1/2, 1/2),
ϑ0(x; τ) > 0, ϑ3(x; τ) > 0, x ∈ R. (B.6)
The asymptotics
ϑ0(v; τ) ∼ 1, ϑ1(v; τ) ∼ 2eτπi/4 sin(πv), ϑ2(v; τ) ∼ 2eτπi/4 cos(πv), ϑ3(v; τ) ∼ 1,
in ℑτ → +∞ (i .e., q = eτπi → 0) (B.7)
are known. We will use the following functional equations known as Jacobi’s imaginary transfor-
mation [54, 40],
ϑ0(v; τ) = e
πi/4τ−1/2e−πiv
2/τϑ2
(
v
τ
;−1
τ
)
,
ϑ1(v; τ) = e
3πi/4τ−1/2e−πiv
2/τϑ1
(
v
τ
;−1
τ
)
,
ϑ2(v; τ) = e
πi/4τ−1/2e−πiv
2/τϑ0
(
v
τ
;−1
τ
)
,
ϑ3(v; τ) = e
πi/4τ−1/2e−πiv
2/τϑ3
(
v
τ
;−1
τ
)
. (B.8)
C Macdonald Denominators
Assume that N ∈ N. As extensions of the Weyl denominators for classical root systems, Rosengren
and Schlosser [45] studied the Macdonald denominators for the seven types of irreducible reduced
affine root systems [37], WRN (z), z = (z1, . . . , zN ) ∈ CN , RN = AN−1, BN ,B∨N ,CN ,C∨N ,BCN ,DN ,
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N ∈ N. (See also [53, 34].) For τ ∈ H, up to trivial factors they are written using the Jacobi theta
functions as follows.
WAN−1(z; τ) =
∏
1≤j<k≤N
ϑ1(zk − zj; τ),
WBN (z; τ) =
N∏
ℓ=1
ϑ1(zℓ; τ)
∏
1≤j<k≤N
{
ϑ1(zk − zj ; τ)ϑ1(zk + zj ; τ)
}
,
WB
∨
N (z; τ) =
N∏
ℓ=1
ϑ1(2zℓ; 2τ)
∏
1≤j<k≤N
{
ϑ1(zk − zj ; τ)ϑ1(zk + zj ; τ)
}
,
WCN (z; τ) =
N∏
ℓ=1
ϑ1(2zℓ; τ)
∏
1≤j<k≤N
{
ϑ1(zk − zj ; τ)ϑ1(zk + zj; τ)
}
,
WC
∨
N (z; τ) =
N∏
ℓ=1
ϑ1
(
zℓ;
τ
2
) ∏
1≤j<k≤N
{
ϑ1(zk − zj ; τ)ϑ1(zk + zj ; τ)
}
,
WBCN (z; τ) =
N∏
ℓ=1
{
ϑ1(zℓ; τ)ϑ0(2zℓ; 2τ)
} ∏
1≤j<k≤N
{
ϑ1(zk − zj ; τ)ϑ1(zk + zj ; τ)
}
,
WDN (z; τ) =
∏
1≤j<k≤N
{
ϑ1(zk − zj ; τ)ϑ1(zk + zj ; τ)
}
. (C.1)
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