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I. INTRODUCTION 
While the concept and use of experimental randomization introduced 
by R. A. Fisher in 1926 have been universally accepted by experimenters, 
an extensive evaluation of this technique is far from complete. The 
term "experiment randomization" refers to the fact that the pattern of 
experimental results obtained is selected at random according to a 
standard design. In an effort to more fully understand the consequences 
of randomization as used in comparative experiments,, one is motivated 
to investigate tests of significance. The actual evaluation of signifi­
cance, the frequency with which significance at specific levels is 
reached under the null hypothesis of no treatment differences, and the 
frequency of significance under alternative hypotheses of treatment 
differences, is of particular interest in a study of this nature. The 
present research is limited to the paired design, and the study of 
methods which attempt to detect whether or not a treatment has had some 
measurable effect on the yield of an experimental unit. Thus, with N 
N pairs or observed treatment differences, there are 2 possible plans for 
the experiment, one of which is randomly selected by the experimenter. 
Because it possesses various optimal properties if the underlying distri­
bution of the observations is normal, the F test is generally employed 
for this type of experiment. However, in recent years, other techniques 
have been recommended which require less restrictive assumptions and are 
easily applied. Because these methods require no assumptions concerning 
the actual parametric form of the population from which the samples are 
drawn, they are denoted as non-parametric methods. It is common to 
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assume that the observations are independent and that the underlying 
distribution is a continuous function. Consequently the non-parametric 
techniques are applicable to a broad class of problems. 
We have limited this study to four non-parametric competitors to 
the F test, as each of the selected tests exemplifies a different 
logical basis of statistical inference. Fisher's randomization test, 
in addition to being a valuable research tool, exposes the underlying 
principle of non-parametric tests in general. This test was modified 
by Wilcoxon (1945), who replaced the magnitudes of the observations by 
their ranks and, in a sense, discards information. However, this test 
has proved to be a highly efficient and simple non-parametric test. A 
further simplification is exhibited in the Sign test, in which the test 
criterion depends only on the algebraic sign of each observation. We 
also mention the normal scores test which is quite similar to Wilcoxon'a 
test in the regions of interest pertaining to this study. 
The choice of which test to use is of paramount importance to the 
researcher and experimenter alike, A comparative study depends on the 
competing test criteria and the means with which they are evaluated. 
Thus research workers have relied on measures such as power and efficiency 
as logical and meaningful rationale. All analytical and empirical research 
consequently is directly related to the size of the competing tests, the 
underlying distribution from which the samples are drawn, the size of the 
sample, and the alternative hypothesis considered. Most of the work in 
this area involves asynçtotic theory and large sample comparisons. 
Because of the great variety of alternatives it is an imposing task to 
present a comprehensive report on the performance of non-parametric tests 
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when small samples are involved. It is the primary purpose of this 
study to exhibit the behavior of the competing tests for small samples, 
for this is what the experimenter frequently encounters in practice. 
An essentially complete review of pertinent research done in this 
area is presented. Particular attention is devoted to asymptotic 
theory, power computations and previous comparative studies. A descrip­
tion of experiment randomization and the logic of a randomization test 
follows. Permutation tests, primarily Fisher's randomization iiest, the 
Sign test, Wilcoxon's test and the normal scores test, along with the 
normal theory F test are next described in some detail. The comparison 
of these tests by the logical criteria of size and power is explained, 
with reference to theoretical as well as empirical results obtained by 
Monte Carlo techniques. A discussion of these results concludes this 
work. 
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II. REVIEW OF LITERATURE 
Although non-parametric tests based upon the permutation of 
observations have been employed in statistical studies for many years, 
only quite recently has an attempt been made to develop a statistical 
theory concerning these techniques. In recent years many methods have 
been devised which require less elaborate assumptions than the classical 
techniques. Though the literature abounds with descriptive and critical 
treatment of non-parametric competitors to the parametric tests, we will 
limit this section to a review of the work that is relevant to comparative 
experiments. 
It is well-known that the validity of using normal law theory for 
tests of significance in the randomized experiment is based on the randomi­
zation theory of R. A. Fisher (1960), first introduced in 1926. The 
essence of Fisher's method of inference is as follows. It is supposed 
that each experimental unit has a response which may depend on the 
treatment it receives. If, however, the treatments being compared have 
no effects, the observations on any treatment are a random sample of the 
totality of possible observations. So under the assumption of no treat­
ment effects each of the possible random assignments of the observed 
values to the treatments is equally likely to occur. If, however, the 
treatments have effects, the observed partitioning of observations 
according to treatments will not be a random partitioning. By choosing 
a test criterion which is sensitive to the alternative hypothesis, one 
can calculate a set of equally weighted values of the test statistic 
which specifies its distribution under the null hypothesis. The 
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rejection region is determined by extreme values which become more 
probable when the alternative hypothesis is true. Conclusions are then 
based on the test statistic calculated from the observed sample. 
Wilcoxon (1945) modified the procedure somewhat by considering the 
rank and the algebraic sign rather than the actual magnitude of the 
observations. Closely related to this test is the normal scores test, 
implicit in a description of the use of tables presented by Fisher and 
Yates (1938). Instead of ranks, they suggested a function of the expected 
value of order statistics from a sample of absolute normal variables. A 
further simplification is provided by the Sign test studied by Cochran 
(1937). For its application only the signs of the sample need be re­
corded, but this feature necessarily limits its scope to a certain class 
of problems. 
Before reviewing the literature we will enumerate the classes of 
problems for which-the above methods are appropriate. In addition, we 
briefly mention some of the commonly used concepts and terms associated 
with statistical testing in general. The types of hypothesis-testing 
problems generally amenable to non-parametric techniques include the 
following: 
(i) the two-sample problem of testing the hypothesis that two 
populations are identical 
(ii) the k-sample problem which is a generalization of (i) 
(iii) the paired test, in which the observations from the two 
populations are related in some way and differences can 
logically be formed 
(iv) randomness, which deals with an ordered series of observations 
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used to test the hypothesis that each observation is 
independently sampled from the same population 
(v) tests of fit. 
Though our primary concern here is the paired test, we will initially 
review the closely related two-sample problem, as it has been dealt with 
extensively in the literature. 
Consider a sançle of size m of random variables X]^,X2,. •. with 
cumulative distribution function F(x), and an independent sample of 
size n of random variables yi>y2>***>yn with cumulative distribution 
function G(x), and let N = m + n. Now consider the problem of testing 
the null hypothesis that F(x) = G(x). The hypothesis is said to be non-
parametric if the function F(x) is not specified. Of course, a variety 
of interesting alternatives can be imagined, a fairly general class 
being the location, or shift, alternative G(x) = F(x - 0). Then, 
another way of stating the null hypothesis is that 0=0. If the 
observations x^ and y^^ are related in some way for all i, and m = n, 
differences (x^ - y^) can be formed and used in the test statistic. 
To evaluate the results of a comparative experiment of this type 
various statistical tests have been proposed. The classical tests 
require complete parametric specification of the distribution function, 
such as normal theory leading to the F test, which is generally applied 
to this problem. This permits an extensive development of mathematical 
theory but limits its validity to a specific class of populations. 
Since these assumptions are frequently violated, non-parametric tech­
niques have gained favor in recent years. Possessing properties of 
simplicity, ease and scope of application, and freedom from specified 
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distributional forms, the non-parametric methods are most appealing to 
research workers. In discovering mathematical properties of non-
parametric tests statisticians are confronted with a dependence on the 
alternate hypotheses considered. To measure the usefulness of a test 
several criteria have been suggested and some of these will be briefly 
defined. 
The size, or significance level, of a test is the probability of 
rejecting the null hypothesis when it is true. The size takes on 
discrete values for the non-parametric tests considered in this study. 
Considering the significance level as a summary statistic we have 
attempted to specify its behavior under the null hypothesis. For a 
test of size O, it is one of the strengths of the randomization test 
that the probability of obtaining a significance level less than or 
equal to a is exactly O! under the null hypothesis, regardless of how 
the observations are obtained. 
The other familiar type of inferential error in testing is accepting 
a false hypothesis. This concept leads to the use of power as a meas­
uring device. The power of a test can be defined as the probability 
before the experiment is performed that significance is attained. It 
is functionally dependent on the observations, the critical value used, 
and the alternative hypothesis considered. The power function exhibits 
the relative frequency that significance is attained, as a function of 
the disparity between the true hypothesis and the null hypothesis. If 
a test has greater power than any other for a specific alternative it 
is said to be most powerful. If this is true for each member of a class 
of alternatives, the test is uniformly most powerful for this class. 
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This highly desirable property is practically unattainable for distri­
bution-free tests. 
Another frequently used concept is consistency of tests. A test 
is said to be consistent if the probability of rejecting a false alter­
native tends to unity as the sample size increases without bounds. 
The concept of relative efficiency, due to Pitman (1948), is a 
mathematical approach to the comparison of two tests. Pitman's definition 
of relative efficiency is lucidly explained by Noether (1955) and consists 
of the following notion. Let A and A* be two tests of the same hypothesis 
at the same significance level and with the same number of tails. Then 
the relative efficiency of A* with respect to A is the ratio n^/ng, where 
n^ is the sample size of A* required to achieve the same power for a given 
alternative as A achieves with n^ observations. As a meaningful asymptotic 
measure of test efficiency the idea of asymptotic relative efficiency has 
been proposed. Hodges and Lehmann (1956) define the asymptotic relative 
efficiency of two tests in the following way. Let ^^(8) and p*(8) denote 
the power functions of two tests, say A and A*, based on the same set of 
N observations, against a parametric family of alternatives 0. Let 0q be 
the value of 0 specified by the hypothesis. Assume all tests are at the 
same level of significance Of. Let p be a specified power with OC < ^  < 1. 
Consider a sequence of alternatives 0jj such that Pjj(0jj)-*'P as N-»», and a 
sequence N* = h(N) such that as N—oo. Then if 
1 • N 
V.A • ? 
N—00 
exists, and is independent of G, p and the particular sequences 8^ and 
h(N) chosen, then e^* ^  is defined as the asynçtotic relative efficiency 
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(A.R.E.) of the test A* with respect to the test A. 
The two-sample problem of testing for shift while making no parametric 
assumptions concerning the parent population was first studied by Pitman 
(1937a), though the approach is implicit in Fisher's writings. In this 
— 2 fundamental paper. Pitman suggested the statistic (x - y) and studied 
its permutation distribution under the null hypothesis. He shows that if 
N, m, and n are large, and s estimates the variance of the combined 
samples, the statistic 
mn(x - y)^ 
" = s2 
is approximately distributed as a Beta distribution of the first kind, 
that is, -1 N _2 
1 2 2 
f(w) = A N-2 . w (1-w) dw, 0 < w < 1 . 
BCp— ) 
Under quite general conditions the test of Hq: 0=0 based on the statistic 
w  wa s  s h o w n  b y  P i t m a n  ( 1 9 4 8 )  t o  b e  c o n s i s t e n t  f o r  a l t e r n a t i v e s  0 ^ 0 .  
As pointed out by Kendall and Stuart (1961), it is easy to show that w is 
a monotonie increasing function of the familiar Student's t statistic, 
namely, 
1 
w = — 
1+ N-2 
t:2 
The relevance of this fact is that the normal theory procedure adequately 
approximates the permutation test of a non-parametric hypothesis. This 
asymptotic equivalence ensures that the test based on w has asymptotic 
relative efficiency of unity compared to the normal theory test for 
normal shift alternatives. 
The next step in non-parametric testing methods was to ignore the 
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quantitative measurement of the data and substitute the ranks of the 
ordered observations. The motivation for this technique was the desire 
to completely specify the permutation distribution of the test statistic 
under the null hypothesis for any sample size. Replacing values by 
ranks X^, Wilcoxon (1945) developed a test statistic T which is a 
function of the sum of the signed ranks of the observations. A test 
statistic quite similar to that of Wilcoxon and, in fact, functionally 
related to it, was defined by Mann and Whitney (1947). Having observed 
the two independent saoples Xi,X2,...,Xm 71,72''"'yn* the observations 
are ordered and a count of the number of times a y value precedes an x 
value is taken. Thus, 
m n 
U = Z Z hii , 
i=l j=l 
where 
1 if x^ > yj 
^ 0 otherwise. 
Then 
U = nm + 2 n(n + 1) - T , 
where T is Wilcoxon's statistic and equals the sum of the ranks of the 
y^'s. Using a recurrence relation, Mann and Whitney tabulate the prob­
ability of obtaining various values of U up to n = m = 8 under the null -
hypothesis that the x's and y's come from the same distribution. For a 
larger n and m, U is approximated by the normal distribution. Lehmann 
(1951) proves the asymptotic normality of U, even when the null hypothesis 
is not true, by reverting to a theorem of Hoeffding (1948), provided that 
m 
lim ^ = \ is bounded. 
n —• 00 
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One of the primary reasons for present research is to study the 
relative behavior of Wilcoxon's test statistic when applied to paired 
comparisons. Pitman (1948) showed that the Wilcoxon two-sample test 
is consistent against alternatives for which the two continuous distri­
bution functions F and G, say, generate different mean ranks. This 
occurs if and only if the probability p of an observation from F 
exceeding an observation from G does not equal Van Dantzig (1951) 
extended the notion of consistency to include a larger class of alter­
natives, namely, alternatives such that p = Prob |y < x | j . 
For one-sided alternatives, i.e., F(x)>G(x), for all x, the Wilcoxon 
and Pitman tests are also unbiased as shown by Mann and Whitney (1947). 
This is not true, however, for two-sided alternatives. 
Results on asymptotic relative efficiency of the Wilcoxon two-
sang) le test to the parametric t-test can be found in Pitman (1948), 
Sundrum (1953), Hodges and Lehmann (1956), Witting (1960) and Kendall 
and Stuart (1961). Pitman showed that, for shift alternatives 
G(x) = F(x - 6), the asymptotic relative efficiency is; 
A.R.E. = 12a^ 
T,t 
/ (f (x)] ^ dx ^ , (1) 
where f(x) is the probability density of an arbitrary continuous distri-
2 bution function F(x), and c is a finite common variance. This quantity 
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is easily evaluated and, when F(x) is normal, equals ^ or about 0.95. 
For rectangular F(x) the A.R.E. is unity. Hodges and Lehmann (1956) 
show that the A. R. E. can never fall below the somewhat surprisingly high 
value of 0.864. The significance of this result is that quite a bit can 
be gained but little lost from using Wilcoxon's test. This result, of 
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course, reveals nothing about the relative merits of the competing 
tests in small samples. 
As with most non-parametric methods, the power of the Wilcoxon 
test presents formidable difficulties. Whitney (1948), considering 
one-sided alternatives and the cdf's F and G to be normal or rec­
tangular under the alternative hypothesis, concluded that the normal 
theory test has greater power than the U test when F and G are the same 
type distribution with equal variance. If the underlying distribution 
G has sufficient probability near the mean the U test is preferable. 
The study also shows that for F normal and G either normal or rectan­
gular with larger variance, the normal test is better. This is like­
wise the situation even if G is highly concentrated about the mean, 
though the superiority is barely detectable. 
With the intention of obtaining knowledge of the power near the 
hypothesized value, van der Vaart (1950a, 1950b) evaluated expressions 
for the derivative of the power function of Wilcoxon's test and the 
t-test for the shift alternative. For the two-sided test of H.: 6 ^  0 
A ' 
at the 2 a level, the critical region is defined by 
where is determined by the test size OL. For his comparative study 
of local efficiencies, van der Vaart evaluated the second derivative 
of the power function P(0) at zero for the case when f(x) is normal with 
mean zero and variance one. For the Wilcoxon test he obtained the 
expression 
1 1 
2 m n > 2 m n - , 
d^(P(0)) 
m + n - 2 
V 
m + n 
0 = 0 4 It 2 V~3 
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where V is a function of volumes of spherical sitnplexes which depend on 
















2 dx (3) 
This work is of interest because it represents the initial attempt to 
study the small-sample efficiency of Wilcoxon's test. Results are quoted 
for a few selected values of m, n, and a, with the Wilcoxon derivatives 
always slightly smaller than the corresponding t values. For large m and 
n, the ratio of the derivatives in Equation 2 and Equation 3 is approxi-
3 
mately ^ , which agrees with the A.R.E. studies. The dependence of 
Eq u a t i o n  2  o n  t h e  q u a n t i t y  V  l i m i t s  t h e  e v a l u a t i o n  t o m  +  n  =  N < 6 .  In  
a follow-up to this work, van der Vaart (1953) next considered exact 
results on the power function of Wilcoxon's test for an arbitrary F(x). 
Again assuming only that F and G have continuous derivatives, he exhibits 
a class of skew distributions that ensures bias at various significance 
levels, although this occurs for two-sided tests only when the samples 
are unequal, that is, m ^  n. Van der Vaart feels this is crucial because 
a bias does not invalidate Wilcoxon's test as it is distribution-free 
and hence independent of F(x). However, the significance level of the 
t-test does depend on F(x) and consequently suffers from the skewness 
property. The results are summarized by the following theorem. 
Theorem: Let F(x) be a cumulative distribution function and let 
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f(x) = F'(x) be defined as a function of F according to f = g(F). Then 
for the test to be biased, it is sufficient that 
The function q^(U;m,n;s) is defined as the number of sequences with U 
inversions having an x with rank s and a y with rank (s + 1). An 
ordered sample. 
Sundrum (1953) also conducted a study of the power of Wilcoxon's 
two-sample test, emphasizing normal and rectangular alternatives for 
large sample sizes. He plots the power functions at the 5% level for 
m = n = 10 and one-sided alternatives, which support the conjecture 
concerning the closeness of the Wilcoxon and t-tests. For this size 
sample the normal approximation for the U statistic is used. In a 
later article Witting (1960) derived an asymptotic expression of order 
- 2  
n for the efficiency of Wilcoxon's two-sample one-sided test relative 
to the standard normal and t-tests, giving correction terms for finite 
samples. Efficiency values are quoted for normal and rectangular shift 
alternatives. Witting's results show the Wilcoxon test to be nearly as _ 
good locally for moderate sample sizes as it is asymptotically. 
As is clearly brought out in the previous paragraphs, research in 
non-parametric testing necessarily is quite specialized. Specific 
alternatives are studied and, unless asymptotic behavior is examined, 
specific sample sizes at a few selected significance levels are examined. 
(1) have a constant sign in 0 < F < -^ 
(2) m,n; s) - q^(U^;n,m;s)J have a constant sign for all 
• 
inversion is the number of (i,j) such that y < x , in the combined 
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Many authors have devoted their attention to developing non-parametric 
tests which are optimum in some sense. Important contributors towards 
this end include Hoeffding'(1948, 1951, 1952), Lehmann (1951, 1953), 
Lehmann and Stein (1949), and others. The first mathematical property 
attributed to a class of non-parametric statistics concerned asymptotic 
normality shown by Hoeffding (1948). His research permitted large 
sample comparisons of different non-parametric test criteria. Lehmann 
and Stein (1949) followed with a method for constructing tests which 
were optimum in a certain restricted sense. They show how to construct 
most powerful and most stringent tests of some non-parametric hypotheses 
of invariance against certain classes of normal alternatives. By the 
hypothesis of invariance is meant that the joint distribution of 
Xj^,X2,... ,Xjjj,yj^,y2,... ly^ is the same under all m n .' permutations 
which permute the first m or the last n components. A test which is 
optimal for this hypothesis is equivalent to an optimal similar test for 
the usual hypothesis that the variables are independent and identically 
distributed. An example is Pitman's test based on the statistic w which is 
the most powerful non-parametric test against the alternative that the x's 
and y's are normally and independently distributed with common variance, 
and means a and u with u, < u. . When the samples are of equal size, 
x y y x 
the test using | w j = |% - y{ is most stringent against a broad class 
of alternatives which include both discrete and absolutely continuous 
distributions. As pointed out in the Lehmann and Stein (1949) paper, 
the hypothesis of invariance is a reasonable one for the experimenter 
to consider. They cite the example of testing whether one of two 
fertilizers is better in some sense. Apply treatment t^^ to m plots 
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chosen at random and apply treatment t2 to the remaining n plots. Denote 
the yield of the i-th plot receiving treatment t]^ by X^, and the yield of 
the j-th plot treated by t2 by Yj. Then, testing the null hypothesis that 
ti = t2 is equivalent to testing that the applications of any of the 
permutations to does not change their joint distri­
bution. The claim is made that it is often unrealistic to assume X^ and 
Yj are independent and identically distributed as there might be basic 
differences among plots. 
Hoeffding (1951) suggested optimal criteria of power and stringency 
in setting down desirable features to strive for in proposing non-
parametric tests. This naturally led to the discovery of a new rank 
order test which will be mentioned later. Hoeffding also cites meth­
odology for finding tests which maximize the minimum power over a given 
set of non-parametric alternatives. Lehmann (1951) treated the existence 
of consistent and unbiased non-parametric tests and obtains large 
sample power using a specialized version of Hoeffding's theorem stated 
here in Lehmann's notation. 
Theorem: Let be independently and identically distributed 
random vectors with real components, let s < n and let <t> (Zj^,...,Zg) be a 
real valued symmetric function of its s arguments such that 
E ^ <t> (ZjL,,. . ,Zg) J ^ < 00 , and write E ^ * (Z^,.. . , Zg) J = 0 . 
Let Uj^ = (g) L <t> (^^,. • • ,^g) 
where the summation extends over all subscripts 1 < < .... < Ctg < n, 
and let , 
where R is a random variable such that 
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E ^ n ^ * 0 as n—»-oo. 
Thenn/TT (U^ - 0) is asymptotically normally distributed. Also, if 
Ï (zi) = E [ 0. (zi, Zg Zg) - e] , 
the limiting distribution of (U^ - 6) is nondegenerate provided 
E Y (2i)J ^  > 0 , Further advances on large sample power studies were 
made by Hoeffding (1952). In this publication, he indicated methods 
for determining asymptotically powerful and consistent non-parametric 
tests for a parametric family of distributions. 
The test suggested by Hoeffding (1951) has uniformly better 
asymptotic relative efficiency than the t-test. This statistic, 
implicit in a discussion of Fisher and Yates (1938), is formed by re­
placing the observations with expected values of order statistics in 
normal samples. Thus, 
I, 
where is the rank of the i-th observation of x in the combined 
sample, and equals unity if the s-th smallest observation of the 
combined ordered sample is an x and equals zero otherwise. Hoeffding 
(1951) and Terry (1952) studied this statistic in detail, proving the 
c^-test has asymptotic relative efficiency of unity for normal alter­
natives. Their results are based on a study of convergence in probability 
of certain random distribution functions. Applying Hoeffding's results, 
Terry (1952) gives a rather complete description of the c^-test and 
demonstrates its asynçtotic properties. Under very general conditions 
the distribution of c^^ is asymptotically normal and this is shown in 
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particular for the two-sample case. An approximating distribution for 
for small N, n, m with N < 10, and a table of various critical values 
is illustrated for tests of significance when 6 < N < 10. Terry then 
compares the c^-statistic with Wilcoxon's and, equivalently, the Mann-
Whitney U-statistic with the result that the correlation under the null 
hypothesis between the two is 
where ng is a function of the expectation of Z^. In the limit, 
lim p = - /» - 0.98. Terry also presents some empirical results on 
N-foo . 
the power of the c^-test for the two-sample case as compared to the one-
tailed t-test. From his graph it appears that, for small deviations in 
the population means, the power of the c^-test compares favorably with 
the t-test. For larger deviations the power curves vary by as much as 
20%. Dwass (1956) finds a general thoerem concerning asymptotic normality 
of certain non-parametric statistics under certain alternative hypotheses 
but his work does not apply to the c^-test. 
Chernoff and Savage (1958) prove that the c^-statistic is asymp­
totically normal for all alternatives and the test for shift is at least 
as efficient as the t-test. Noting that Hoeffding's statistics include 
many non-parametric statistics but do not include c^, Chernoff and 
Savage consider general statistics of the form 





where the Z's are defined as before and the E are given numbers 
depending on the particular test considered. For example, E^ = — 
for the Wilcoxon test. A theorem ensuring the asyn^totic normality of 
statistics of the form is the chief result of their work. Thus c^ 
is asymptotically normal and 
E fcJ H„1 = 0 
[''I ""l  ^ , 
I'll "o] "  ^
hi ""l 
lim Var 
' ' ' (»•««' 
Chernoff and Savage (1958) and Kendall and Stuart (1961) express the 
asymptotic relative efficiency of the c^-test compared to Student's 
t-test, which is 
Ci,t "" / J- {F(X)} {f(x)}^ dxl^ , 
-00 J 
where J(x) = ^ ^ (x), the inverse of the standardized normal distribution 
function. The minimum of A.R.E.^^^c is unity which occurs when F(x) is 
normal. The implication of this result is that the c^-test, being 
completely robust, is to be recommended over the standard t-test in 
testing for shift when large samples are available. Because of the 
apparent large-sample superiority of the non-parametric methods, Hodges 
and Lehmann (1960) were prompted to compare the Fisher-Yates-Hoeffding-
Terry c^ test to the Wilcoxon test. In their work, they exhibit a class 
of continuous distributions F(x - 0) for which the Pitman efficiency of 
the c^-test relative to the Wilcoxon test is infinite. This class 
includes rectangular and exponential distributions F. It remains un­
certain how large the sample size N must be to warrant the use of the 
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c^-test. Hodges and Lehmann (1960) also found 
^ rt « 1.91 
for all F. Thus, Hodges and Lehmann conclude that c^^ should be used 
when F is a distribution with an abrupt tail, but Wilcoxon's test is 
preferable when the tails are heavy. The two methods are equally good 
for bell-shaped curves. 
Another example of a Tj^-type statistic was first proposed by 
van der Waerden (1952, 1953a) which is asymptotically equivalent to 
the c^-test. The quantity advocated here is expressed by 
m T _i r 
X - s ^  ( ST) 
where ^ (x) denotes the normal (0,1) cdf and r refers to the rank of the 
x's in the combined sample. Designed to increase power under certain 
circumstances, the X-test is almost as powerful as the t-test when one 
of the samples is large. Taking the underlying distribution to be 
uniform, van der Waerden (1953b) performed an interesting study of the 
relative performance of various tests. He tentatively concluded that 
the order tests, and particularly the X-test, are better unless the 
x's and y's are known a priori to be normal or nearly normal. He cites 
advantages of the X-test when the samples are small and recommends its 
use in most cases. However, van der Waerden's test is computationally 
more difficult than Wilcoxon's test and its use is not generally advo­
cated. Van der Waerden (1956) treated some distributional aspects of X 
and calculated various points when m = n < 10. Since it is a special 
case of a T^ statistic, as pointed out by Chemoff and Savage (1958), 
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the X-test is asymptotically normal and efficient. 
The work conducted by Hajek (1962) on the asymptotic power of 
rank-order tests should also be mentioned here. Hajek considered a 
I 
still more general statistic 
"v _ 
s = Z (c - c ) <t> ( ) , 1 < V < 00 , 
V i=i Vi V + 1 
where is the rank of in the ordered sample, *^(u) is defined 
on the unit interval such that 
° % (ITTT ) for il-i— < u < N V • - -V 
and the c^'s satisfy Noether's condition: 
N 
max (c - c ) ^ 
lim 
V -*00 
1 < i < Hy 
= 0 . 
Hajek shows that if the square root of the density function f(x) has a 
quadratically integrable derivative, the test based on is asymptoti­
cally uniformly most powerful. Special cases of are Wilcoxon's T, 
Fisher-Yates-Hoeffding-Terry c^^ and van der Waerden's X-test. 
It is not the purpose of this review to completely enumerate the 
non-parametric procedures existing in the literature. We have not 
concerned ourselves with methods for testing scale, dispersion, corre­
lation, distributional form, etc. and will make no mention of non-
parametric methods devised specifically for those problems. Extensive 
bibliographies given by Savage (1953), Bradley (1960) and Kendall and 
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Stuart (1961) can be consulted for problems of that nature. Other 
methods applicable to the two-sample test for shift include the run 
test of Wald and Wolfowitz (1940) and Smirnov's (1939) test based on 
the maximum absolute difference between the two distributions in 
question. Both of these tests have been found to be less efficient 
than Wilcoxon's test and consequently the c^-test. 
The generalization of the two-sample case can be stated as follows: 
Hq : F^(x) = F2(x) = • • • = for all x 
* Fp(x) = F(x - Gp) . 
Authors attacking this problem include Friedman (1940), Brown and Mood 
(1951), and Kruskal and Wallis (1952) who suggested an analogue to 
Wilcoxon's test. Andrews (1954) investigated the asymptotic behavior 
of these tests along with the parametric F test and states asymptotic 
relative efficiencies for normal and uniform F(x). Steel (1960) per­
formed a multiple comparison rank sum test for a one-way classification 
with equal number of observations for each treatment. Page (1963) 
proposed a test statistic very similar to the one by Friedman, both 
having an approximate "X? distribution for large samples. When there is 
some a priori knowledge of the treatment means. Page claims his test is 
more powerful than the F test. Page presents a table of critical values 
for testing against the ordered alternative 
A^ •  ^^2 ^   ^^  > 
where is the i-th treatment mean. Other research pertaining to this 
problem has been conducted by Terpstra (1952), Jonckheere (1954), 
Mehra (1964) and others. 
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The class of problems to be treated extensively in the present 
research involve paired comparisons. The experimental situation of 
deciding which of two treatments is better in some sense lends itself 
to such an examination. Suppose we have an equal number of independent 
observations on the variables x and y which we have been discussing in 
the two-sample problem, which are naturally related in some known manner. 
The idea here is to consider the variable z = x - y and to base con­
clusions strictly on the observed differences z^. If the parent popu­
lations from which the x's and y's are sampled are identical in form, 
or if they are symmetrical about the same point, the observed differences 
z^ will be symmetrically distributed about zero. If this is not the 
case, we expect the differences to be distributed around some non­
zero value. In other words, the test of interest concerns the hypothesis 
HQ : G(z) = 1 - G(-z) for all z . 
If X and y, and, consequently z are normally distributed the t-test is 
advocated to test Hg. However, if we remove the normality assumption 
and admit arbitrary continuous distribution functions G(z), any one of 
the non-parametric test methods may be preferable. Because of its rela­
tive simplicity in the framework of experimental design techniques, the 
paired design has been selected as a suitable basis for investigating 
small sample behavior of competitive testing procedures. Most of the 
methods exhibited in the two-sample discussion are applicable with modi­
fications to the paired test and the theoretical results on asymptotic 
relative efficiency of tests remain valid. 
In addition to the rank tests mentioned and Pitman's w-test which, 
incidentally, was first proposed by Fisher as a test of symmetry, this 
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problem can be handled by the simplest non-parametric test, the Sign 
test. For application of the Sign test only the algebraic sign of the 
observed differences enter into the test statistic, thus it is quite 
versatile and easily applied. 
Cochran (1937), curious about the amount of information lost by 
ignoring the actual sizes of the observed differences, first computed 
the efficiency of a distribution-free test. Assuming differences to 
be normally distributed, Cochran measured the efficiency of the Sign 
2 
test relative to the t-test to be jr 0.63, under the null hypothesis, 
for large N. His efficiency criterion is expressible as the ratio of 
variances of the competing estimates. Dixon and Mood (1946) expanded 
Cochran's work and calculated efficiencies for various sample sizes at 
the significance level CK = 10%. The power function for the Sign test 
for various sample sizes and significance levels was first tabulated by 
Dixon (1953). In this study it was assumed that samples were drawn 
from a normal population. The power of the Sign test is compared to the 
power of the t-test. Dixon's results indicate a decrease in power 
efficiency for an increase in sample size, for an increase in 0!, and 
for an increase in the amount of shift in the alternative. The power 
of the two-sided Sign test, at level a, of Hq : p = against alternatives 
' P ^ 3 where p is the probability of observing a positive value is 
\(p) is tabulated for selected samples of size N from a normal population. 
given by 
N 1 N o; 
where i is the largest integer such that S ( j ) ( ^ ) < ^  for fixed N. 
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N ranges from 5 to 100, with alternatives p ranging from .05 to ,95. 
Only those significance levels nearest 5% and 1% are tabulated. Walsh 
(1946) particularly favored the Sign test because of its validity for 
a broad class of populations and its ease of application. To discover 
its relative merits to the most powerful t-test for the case of normal 
populations, he performed a small sample evaluation and found that for 
samples of size 4, 5 and 6 the Sign test for slippage is about 95% as 
efficient as the t-test. As N increases, the relative efficiency is 
reduced to about 75% for N = 13. Here Walsh defined efficiency in a 
slightly different way. Considering the Sign test based on a given 
sample size, the degrees of freedom of a corresponding t-test with 
the same significance level are adjusted until the area between the 
power functions of the tests is zero. Then the ratio of the size of 
the t-test sample having this property to the size of the Sign test 
sample is the relative efficiency of the Sign test. An obvious draw­
back to this definition can be seen when the sample size N tends to 
infinity, the relative efficiency decreases whereas the power approaches 
unity. This fact prompted Whitney (1948) to remark that "knowledge of 
the entire power curves is the only way of comparing two tests." In 
his doctoral dissertation, Whitney (1948) investigated the effects of 
testing against non-normal alternatives. He tabulated the power of the 
Sign, normal (variance known) and t-tests for various rectangular-type 
distributions G(z) concluding that the Sign test compares favorably 
with the parametric tests if the density function of G(z) is highly 
peaked with a fair amount in the tails. As the density function flattens 
out at the mean to normality and then to the uniform, tests based on the 
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mean of the sample are superior to the Sign test in the range of interest. 
When the variance is known the t-test has higher power than the normal 
test for certain non-normal G(z), For rectangular G(z) power curves are 
exhibited showing superiority of the normal test to the Sign test, which 
is even more pronounced than for normal G(z). Whitney's study revealed 
that the power of the normal test is somewhat unaffected by the distri­
bution G(z) considered, 
Blyth (1958) approximated the power functions of the Sign test and 
Student's test for large N in a comparative study. By approximating 
power with an Edgeworth expansion Witting (1960) obtained the following 
expression for the power of the Sign test: 
Pg = [R\a)] 2 JiT f(0) [ 1 +^ (R^a) )^ + 0(N"^)] , 
where <)> ^(cx) denotes the inverse of the normal frequency function evalu­
ated at the significance level a, and f(0) denotes the underlying density 
f(x) evaluated at x = 0, Using this expression, Witting developed an 
expression of order N~^ to describe the efficiency of the single sample 
Sign test relative to the t-test with correction terms for finite samples. 
Thus, 
A.R.E.- ^ = 4f2(0)o2 
D,C 
This second-order approximation agrees quite well with Pitman's result: 
A.R.E. = 4oV(0) , 
b,t 
2 
which equals when f(x) is normal. As this value is inferior to effi­
ciencies of other non-parametric tests described in this section, the 
Sign test is of little value except for its simplicity. The Sign test 
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is useful, however, in testing for the median when it is no longer 
assumed that F(x) is symmetric. 
Before concluding this chapter we shall attempt to relate present 
research to that in the literature. Our over-all aim is to obtain a 
more complete understanding of the consequences of experiment randomi­
zation. In particular, we are concerned with the behavior of several 
non-parametric tests of significance in the population of repetitions 
induced by the physical act of randomization. Thus, the operating 
characteristics of size and power are examined as a comparative means 
for evaluating test performance. Since the only theory so far developed 
is asymptotic, one naturally questions the performance of tests with 
small samples. As is readily apparent, this area has been neglected, 
probably due to the extensive enumerations required and the inability 
to invoke approximation techniques. This is particularly true for the 
case of paired designs. Mention has been made of limited investigations 
of the behavior of the Sign test for small samples from normal populations. 
Klotz (1963) looked at the merits of the one-sample Wilcoxon and normal 
scores test statistics for normal shift alternatives for samples of size 
five through ten. Power calculations are presented for various alter­
natives to the null hypothesis that the population mean p, = 0 at se­
lected significance levels a < 10%. Only an underlying normal distri­
bution is considered, though the scheme to evaluate power functions is 
general. Klotz concludes that the normal scores test is most powerful 
locally and usually more powerful in regions of interest, though it 
becomes less powerful compared to Wilcoxon's test for large shifts in 
location. His results on the behavior of the power curves near the 
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null value agree with the two-sample results obtained by van der Vaart 
(1950a, 1950b) and Witting (1960). The limit of the local efficiency 
3 
relative to the t-test gives the Pitman values of — for Wilcoxon's tesc 
and unity for the normal scores test. In passing, we make note of a 
small sample study of Dixon (1954) which concerns the two-sample problem 
with normality assumed. We mention this study because Dixon's results 
favor the non-parametric tests considered over the t-test for small 
samples and small a. 
The apparent gaps in research up to the present primarily concern 
the small sample behavior of the tests. One is motivated to examine 
power at all achievable test sizes when the underlying distribution is, 
in fact, non-normal. Because of its dependence on the population 
envisaged. Fisher's randomization test has not been dealt with at all, 
despite the fact that by using available information about magnitudes 
it intuitively challenges not only the other non-parametric methods 
discussed but also the t-test. Of particular interest is a general 
power expression for the Wilcoxon and Fisher randomization procedures 
which permit power computations at any level under any distribution for 
testing differences. With the advent of high-speed computers, the 
barrier of extensive enumeration required by these techniques no longer 
exists. For very small samples one can easily and accurately evaluate 
all possible outcomes under a set of alternate hypotheses and examine 
the resulting power values for a critical review. Also, for sample 
sizes which lead to an extremely large number of possibilities, one 
can obtain a random sample of these on a computer and thus obtain some 
information on the questions at issue. Thus, this study attempts to 
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lay bare some of the previously unknown aspects of non-parametric test 
procedures for small experiments involving paired data. 
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III. RANDOMIZATION THEORY IN DESIGN AND ANALYSIS 
FOR PAIRED DATA 
A. Experiment Randomization 
The physical act of randomization is critical to the problem of 
comparing t treatment effects. We suppose the true effects are uni­
variate and that treatments are applied to experimental units in 
accordance with rules of the particular design used. Characteristics 
of experiment randomization can be represented in the following way. 
Envisage the experimental units arranged in some definite unchanged 
pattern, such as plots in a field. A finite set of plans, specifying 
the assignment of treatment to unit, can be superimposed on this experi­
mental material. Associated with each plan in the set is a probability 
Pj^ such that Z p^ = 1, where the summation is over all possible plans. 
The probabilities are generally assumed equal and we conform to this 
notion, though this property is not necessary for the evaluation of 
significance. Now, the actual plan to be used by the experimenter is 
chosen by some random device, subject to the condition that plan i has 
probability p^^ of being chosen. Then the treatments are applied as 
prescribed by the specified plan, concluding the design phase of the 
experiment. It is not the purpose here to evaluate different designs, 
but rather to evaluate tests of significance with respect to the popu­
lation of repetitions induced by the randomization process. For most 
randomized design experiments the totatlity of plans is quite large, 
and to conduct a thorough investigation of significance tests is a 
prohibitive task. Consequently, a very simple design, the paired 
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design, is examined in detail. In this case with N pairs of experimental 















Each plan has the probability of being selected. The treatments are 
applied accordingly and the N differences are observed and recorded. 
The experimental situation can be expressed by a mathematical 
model which utilizes design random variables to reflect the experimental 
procedure. For randomized pairs, we use a randomized block design in 
which the 2N units are arranged in N blocks as homogeneous as possible. 
The experiment consists of a random association of treatments with 
units, independently within each block. Assuming additivity of treat­
ments and experimental material, the conceptual response due to the k-th 
treatment on the j-th plot in the i-th block is identically 
^ijk ^ ^ ^i ^  ^k ^  . 
The experimental procedure can be represented by introducing design 
k k 
random variables ôij » where = 1 if treatment k is applied to 
plot j in block i, and equals zero otherwise. The observed response 
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from the k-th treatment in the i-th block can be expressed as 
^ik = .2^ ^ijk 
2 k 
H + b^ + tj^ + , 
i = 1,2,... ,N; k = 1,2 , 
The estimator of the treatment difference (t^ - from the i-th block 
is 
2 1 2 2 
^11 " ^ iZ ~ ("^1 " ^ 2) + ( 2 ô^j - 2 e^j) . 
j=l j-1 
2 1 2 2 , 
The quantity ( S e^i - S e-.) = _ (e.i - C/?) , each sign 
j=l J j=i J J ^ 
occurring with probability —• Thus, for a fixed difference A= » 
each observation of y^^^ " Y±2 can assume one of two possible values, each 
with equal probability. A realization of the experiment will supply a 
set of N observed differences y^^ - y^2, from which inferences are made 
concerning A • 
B, Randomization Tests 
1. Description of underlying principles 
The experiment having been performed, we can now assess the results 
from two related points of view. The hypothesis tested states that the 
resulting observations are unaffected by the particular treatment assigned 
to the experimental unit. A function of the observations, which is 
necessarily a function of the plan used, is formed to serve as a 
criterion for inferential statements. Several logical functions have 
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been proposed and we will dwell on some of these and their relevant 
properties in subsequent sections of this chapter. Denote the function 
by C, and let be the function evaluated for the observed data. 
Nov? consider the implication that there is no difference in the two 
treatments, that is, the null hypothesis is true. The treatments are 
then merely artificial labels. If we had selected another plan and the 
experiment performed in exactly the same manner, the outcome would be 
the same but the signs of the observed differences would be reversed in 
blocks where the "treatments" or labels were interchanged. This dic­
tates the following mode of action. Calculate the function C for each 
plan, as though that plan actually had been used, giving a set of 
values Cj^,C2,... If the null hypothesis is true, this same set of 
N 2 values would result no matter which plan happened to be selected as 
the one superimposed on the experimental material. Then one of these 
values, Cggg, arose with probability since all plans were equally 
likely. Choosing a test criterion sensitive to deviations from the null 
hypothesis is reasonable from the standpoint of statistical testing 
procedures. Suppose the value of the criterion C tends to increase as 
the treatment difference becomes more pronounced. Then the significance 
level attached to testing the null hypothesis is determined by summing 
the probabilities of those plans which give a result as high or higher 
than the observed quantity Cggg. A low significance level is evidence 
against the null hypothesis. 
The possible significance levels obviously form a discrete set. 
Under the null hypothesis the probability of obtaining a significance 
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level less than or equal to a, where a is an admissible size, is exactly 
OC no matter how the experimental units were chosen. They need not be 
even a random sample from some population. The physical act of randomi­
zation ensures this crucial feature and is the basis for valid testing 
as originally formulated by Fisher in 1926. This aspect can easily be 
shown by ordering the C values so that Cqj is the smallest and cor­
responds to the plan with probability ^(^2) next smallest from 
the plan with probability P^2)' so on. For definiteness assume 
^(i) ^  ^ (j) i'j" If 
^(2^) ^(2^-1) ^  ^ ^(2^-r) ~ " ' 
then any of the plans 2^, 2^-1,,.. ,2^-r indicate significance at the 
Ot-level or smaller. Obviously, the probability that one of these plans 
is selected is exactly a. 
The significance level, then, can be viewed as a summary statistic 
measuring evidence against the null hypothesis with respect to alternate 
hypotheses for which the test criterion utilized is sensitive. Thus it 
is desirable to be able to completely specify the distribution of this 
statistic under the null, hypothesis. As we have illustrated, this can 
be done for randomization tests. 
The second approach which can be adopted is the familiar accept-
reject dichotomy according to a predetermined rejection region of size (X, 
The decision adopted in this case is to reject the null hypothesis of no 
treatment effects if the observed significance level oc is less than or 
OBS 
equal to a predetermined quantity a, otherwise accept. So if the discrete 
k-] ko ko 
levels are — , — ,— , k < k. < . . . < k_ , a test of size a 
2^ 2r 2" 
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can be conducted by adopting the following course: 
(i) reject if a 
k • 1 1  
(ii) accept Hq  if > — >a 
(iii) draw a random number r from a uniform (0,1) population, 
rejecting HQ if 
k. k. ^ k. 
r ^ ( a - — = )  /  (  -  — i -  )  ,  a c c e p t i n g  o t h e r w i s e .  
Step (iii) is test randomization, a device used for breaking up discrete 
regions into continuous ones, and is mentioned only because of its role 
in making terminal decisions. It should not be confused with the experi­
mental randomization process, and is not important in a scientific evalu­
ation of relative and actual test performance, 
2. Competitive tests considered and their sizes 
a. The Fisher randomization test A thorough description of the 
derivation and logic of the randomization test can be found in Fisher 
(1960). The application of the test to paired comparisons is described 
by Bradley (1960) and is summarized here for completeness. Consider 
treatments t^^ and t2, each assigned to an experimental unit in each of 
N blocks according to one of the plans presented in Section A of this 
chapter. Observations are recorded, each being a function (assumed 
linear) of the basal yield of the particular plot, a treatment effect if 
one exists, and an error term. Differences are formed for each pair re­
sulting in N observations of the form x^ = y^^ - y^g, i = 1,2,...,N. As 
we have pointed out, if the two treatments are indistinguishable in their 
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measurable effects, t-j^ and t2 are merely meaningless labels and each 
observed difference is as likely to be positive as negative. It should 
be mentioned that this case also holds if the effects of t^ and t^, 
though different, are symmetrically distributed about a common point. 
From the above implications, a logical test criterion is the sum or, 
equivalently, the mean of the N observed differences, so 
N 
Sbs - • i=l 
N Q 
Now, consider the possible quantities Z ( t ) x. , where each of the 2 
i=l ^ 
different patterns of (+) and (-) are enumerated. This generates the 
values C^,C2,...,C ^  each of which was equally likely to be for a 
sample containing these difference magnitudes, if there is no treatment 
effect. The significance level then is the proportion of C^'s which equal 
or exceed C . Since we are concerned with the two-sided alternative, 
Uiio 
it is necessary only to consider the absolute value of total differences. 
N-1 This reduces the enumeration process to 2 different patterns since the 
test criterion is symmetric with respect to total differences. 
Suppose a treatment difference A actually exists. Then 
N 
^OBS (^i ' 
1=1 
and the criterion is more likely to indicate significance at a prechosen 
level. The possible sizes for the two-sided test are obviously of the 
form , where k is a positive integer. 
b. The Wilcoxon paired test This test, originally formulated by 
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Wilcoxon (1945) for the two-sample problem, is intuitively applicable to 
paired data as pointed out by Hodges and Lehmann (1964). The observed 
differences Xj^, i = 1,2,...,N are ordered, smallest to largest, ignoring 
algebraic signs. For a two-sided test, the maximum of the sum of the 
ranks of the positive observations, and the sum of the ranks of the 
negative observations is the test criterion, denoted by T. Conceptually 
the test statistic is not functionally related to the actual magnitudes 
of the observations. However, except in the rare event that the only 
available data are the ranks themselves, the intermediate operation of 
forming differences necessarily involves the actual magnitudes observed. 
The underlying assumptions of the Wilcoxon test agree with the rationale 
of Fisher's randomization test in that each difference, hence its cor­
responding rank, is as likely to be positive as negative under the null 
hypothesis. Thus the test criterion is evaluated over every conceivable 
arrangement of signed ranks. Under the null hypothesis of no treatment 
difference, all 2^ possible arrangements of signed ranks are equally 
likely to have been observed, but under the alternative hypothesis, the 
test criterion will be larger due to a translation effect. Since T 
depends only on the number of differences N, all possible values of T^, 
i = 1,2,...,N can be calculated (some of which are the same). Critical 
values for small N and possible significance levels are easily tabulated. 
The possible sizes of the Wilcoxon test form a subset of the possible 
k 
sizes of the Fisher randomization test. They are also of the form -rr-r 
2^" 1 
where k can be tabulated for any particular N. Such a table is given by 
Hodges and Lehmann (1964) for N < 20. This test is not a conditional one 
since the sample space is always the same, that is, it is independent of 
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the actual sample chosen. The test is relatively unaffected by outliers, 
since large numerical values merely receive the highest or lowest rank. 
Under the limited assumptions of continuity, randomness and independence, 
the Wilcoxon test is sensitive to both shift in the median and shift in 
the mean. For large N, the normal approximation is valid for 
J _ N(N+1) 
4 X' = 
V 12 
c. The Sign test The simplest non-parametric test is the Sign 
test, which requires only a count of the algebraic sign of the observed 
differences. The two-sided test criterion, denoted by S, is the number 
of positive differences or the number of negative differences, whichever 
is larger. As with the tests previously described, a positive difference 
is as likely to occur as a negative one if there is no treatment effect, 
but one of the signs is more probable under the alternative. Sufficient 
conditions for valid application of the Sign test are that the two popu­
lations considered are continuous and the differences have a median of 
zero. Actually, the details of the Sign test need not be performed because 
the possible values of the criterion are 
N, N-1, N-2,..., I 
where — is — if N is even, and if N is odd. These values occur 
L2J 2 2 
with frequencies obtained by combining the tails of the binomial distri­
bution for N trials with probability of success equal to — under the null 
hypothesis. Because of the binomial nature of the test, extensive tables 
of exact probabilities exist even for large N. See, for example, Dixon 
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and Mood (1946). Of course, if p denotes the probability of observing a 
positive difference, the distribution of the test statistic can be 
approximated by 
S - Np 
g ,  ^  
•>/ Np(l-p) 
which has a standard normal distribution. 
The Sign test can achieve only those levels of the form: 
Z ( i ) 
i=0 N 
— , t = 0,1,..., -r for N even, 
2^-1 ^ 
Z ( ? ) 
— , t = 0,1,..., -îti for N odd, 
^N-l 2 
and, of course, the 100% level. 
d. The normal scores test Suggested by Fisher and Yates (1938) 
and studied by Hoeffding (1951) and Terry (1952), the normal scores, or 
Cj^-test is one of the most efficient non-parametric tests in use. The 
procedure here is to rank the observed differences, in absolute value, 
from smallest to largest and form the sum 
"l = 
k!i '"k \ 
where Zjj = 1(-1) if the i-th smallest difference is positive (negative) 
and represents the expected value of the i-th smallest order statistic 
from a sample of N absolute normal variables. Large values of the statistic 
c^ form the critical region for the two-sided shift alternative. Just as 
N-1 in the Wilcoxon test, there are 2 possible absolute values obtained by 
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assigning positive and negative signs to each of the N quantities 
Under the null hypothesis each value of is equally likely to occur. 
Possible test sizes are —-— as for the Fisher randomization test. 
2N-I 
However, the very nature of the test assures results equivalent to the 
Wilcoxon test for reasonable a-values for N < 8, This fact prompted us 
to ignore separate power calculations in reporting results. Small sample 
power and efficiency of this test for normal shift alternatives have 
been studied by Klotz (1963). 
e. The F test The F test is widely used for the paired experi­
ment because it is easy to compute, and because it enjoys optimal prop­
erties if the underlying distribution is normal. For instance, the F 
test is a similar test under repeated sampling from the normal distribu­
tion, and it is uniformly most powerful in the class of tests whose 
power is a function of the non-centrality parameter. The test statistic 
is quite simple to evaluate for the paired design. If the treatment 
effects are assumed to be additive, it is logical to use a test criterion 
that is symmetric in the units and treatments. Consequently, the cri­
terion (treatment mean square / error mean square) is a reasonable one. 
This function is distributed as F with 1 and (N-1) degrees of freedom, 
and the observed value is compared to a pre-chosen tabular percentage 
point to determine significance. Actually, for our computations, we 
calculated 
N 2 ' 




which is easily shown to follow a Beta distribution with parameters 
% and . The normal theory F test can attain any prescribed size 
under repetitions of samples, but the size under experiment randomization 
is restricted to — . 
2N-I 
42 
IV. COMPARISON OF TESTS 
A. Size and Power of Competitive Tests 
To evaluate the absolute and relative performance of statistical 
tests, it is standard to examine their power functions. Since the power 
function involves the significance level, the location of the rejection 
region, the sample size and the alternative tested, it is a comprehensive 
criterion containing all the information relevant to the problem. Rel­
ative efficiency has been used as a device to compare tests on the basis 
of the number of observations used. The efficiency of test A to test A* 
is defined as the ratio — where n is the sample size required by test A 
to attain the same power that test A* attains with n* observations. To 
obtain a single measure of efficiency, a limiting process is applied to 
n* the ratio — which is actually relevant only when applied to large samples, 
A dilemma is confronted here when comparing two consistent tests. Since 
their power approaches unity as the sample size increases, the relative 
efficiency criterion will always tend to one. The notion of asymptotic 
relative efficiency, due to Pitman (1948), circumvents this difficulty 
by proposing a sequence of alternative hypotheses which tend to the null 
hypothesis as the sample size becomes large. This has proved to be a 
useful tool and the bulk of research on the comparison of tests involves " 
asymptotic relative efficiency studies. For testing the null hypothesis 
Hq : A = AQ ~ 0, consider two tests T^ and Tg based on the consistent 
test statistics t^ and t^ respectively. Let t^ be a function of n^ 
observations and t^ be a function of n^ observations. Define E 
and Var 
>o] 
as the expectation and variance of the statistic t given 
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t H. denote the m-th that the null hypothesis is true, and let |^w| 
derivative of the expectation with respect to A. Kendall and Stuart 
(1961) show that the asymptotic relative efficiency of test relative 
to test Tg, defined as lim 




;W[ti| hJ / Var[tJ hJ m Ô 
(4) 
[czl «o] / [tzi »o] 
where m represents the first non-zero derivative and 6 is a positive 
constant used in defining the sequence of alternatives considered. 
Equation 4 is simple to compute in most practical cases. If certain 
regularity conditions are satisfied the A.R.E. and the derivatives of the 
competing power functions near the null hypothesis are functionally 
related. For two-sided alternatives A / 0 
lim 
n^ ,n2-*oo 
P ?  ( A  =  0  )  ^  
(A= 0) ^  (A'K'G')TI,T2 (5) 
where P''(A = 0 ) denotes the second derivative of the power function 
evaluated at A= 0, the value specified by the null hypothesis. The impli­
cation of Equation 5 is that the A.R.E. criterion essentially reflects the 
behavior of the competing power functions in the neighborhood of A = 0. 
The asymptotic relative efficiency criterion has been used extensively 
in comparative studies of non-parametric methods. Practically all A.R.E. 
statements in the literature refer to comparisons with Student's t test 
assuming the observations to be normally distributed. Proponents of non-
parametric methods reason that if only a small loss in efficiency results 
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under normality conditions, the robustness property favors the general 
application of non-parametric tests. Our immediate concern with small 
samples and the non-normal behavior of error in paired designs is in­
tended to supplement the asymptotic results presented thus far. In a 
small sample study we are restricted to making power function comparisons. 
Furthermore, in the case of comparative experiments, the population of 
repetitions that is considered in calculating the relative frequency 
that significance is reached must be well-defined. Unlike the notion of 
repeated random sampling from a population, we do not consider the 
totality of samples that could have arisen from the population envisaged. 
The structure here is that a fixed set of experimental material is 
available for which a randomized design experiment is performed. Thus, 
this process defines a population of repetitions with the given set of 
experimental material, and it is this population for which power compu­
tations are made. 
In this chapter we exhibit general power expressions for the Sign, 
Wilcoxon and Fisher randomization tests for paired experiments of size 
three and four. Assuming a sample of differences x^, distributed 
according to f(x), is available and an additive treatment effect A is 
imposed, the power of a test is computed in the following way. The 
totality of experimental plans is superimposed on the observed data and 
the particular criterion evaluated, leading to numbers C ,C ,...,C , 
12 2^ 
one of which is the observed C. C_ is then declared significant 
Udo Uab 
at the level a if the proportion of C^, equal to or larger than C^gg, is 
less than or equal to (X. Otherwise, the decision is non-significant. 
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The power of the test at the level a is then , where m is the number 
of data sets which yield a significant verdict. Thus, the power is the 
probability, before the experiment is performed, that the experimenter 
will declare the result significant by the selected test criterion. 
This probability, of course, is functionally related to the array of 
basal yields, the true treatment effect A, and the a level used. The 
mode of operation described here is exactly the same for all non-
parametric schemes of interest. In the case of the normal theory F 
tests, the F statistic is calculated and if it exceeds the tabulated 
value F^, the verdict is one of significance. The power of the F test 
under experiment randomization is the proportion of cases that Fggg 
exceeds F^. 
The rationale for considering power under experiment randomization 
is that the experimenter will follow the almost uniformly given advice 
of statisticians and randomize his experiment. Thus the framework for 
statements of inference is the resulting population of repetitions, 
conceptual after performing the experiment but entirely real before. 
If the experimenter could assume the units at his disposal are a random 
sample from some population, there would be no point in randomizing. 
Before indicating interesting segments of the results, we should 
discuss the discrete set of achievable test sizes for the sample sizes 
pondered. The possible sizes for the Fisher randomization test are of 
the form ——, where k = 1,2,...,2^ The possible sizes of the Wilcoxon 
gN-l 
test form a subset of these, and are indicated in the following list. 
Only sizes up to 50% are mentioned. 
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N a 
3 .25 .50 
4 .125 .25 .375 
5 -.0625 . 125 .1875 .3125 .4375 
6 .03125 .0625 .09375 .15625 .21875 .3125 .4375 
8 .00781 .01562 .02344 .03906 .05469 .07812 .10938 
Because of the many achievable levels for N = 8, we have included only 
certain ones thought to be of particular interest. These sizes have been 
rounded off in the fifth decimal. Corresponding to the Sign test are the 
possible levels as follows: 
N a 
3 .25 1.00 
4 .125 .625 1.00 
5 .0625 .375 1.00 
6 .03125 .21875 .6875 1.00 
8 .0078125 .0703125 .2890625 ,7265625 1.00 
A complete description of the power functions would involve expressions 
for every possible size, but this did not seem necessary. An informative 
study was conducted for selective possible sizes thought to give a com­
plete picture of the relative behavior of the tests. 
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B. Generalized Power Expressions 
1. The Sign test 
The Sign test presents no real difficulty and has been dealt with 
extensively in past studies. Because of the binomial nature of the Sign 
test, its power function is quite simple to evaluate under any alternative 
A , at any level of significance 0! and for any sample size N. The power 
function for the two-sided test of A = 0 is 
PgC A;a) = z ( i ) 
' j=o ^ 
Pr I X < 0 I Ay Pr^x> o| a]^  ^  
+ Pr[x<o|A} Pr[x>0| A^ (6) 
N 1 N a 
where i is the largest integer such that 2 ( . )( T ) < T . 
j=0 J ^ ^ 
For illustrative purposes, consider the differences to be samples from a 
standard normal distribution. For any alternative A the power at the 
lowest attainable significance level is 
Pg ( A ; a ) = 
r 0 
/ f (x + A ) dx 
N 








where ^(x) denotes the standard normal density function, 
result from the rectangular distribution 
1 
If the x^'s 
f(x) 2b , -b < X < b , 
the power of the Sign test at a = is 
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Pg( A; O) = ("^) "•(^j forO<A<b 
I 1 for b < A • (9) 
We will quote numerical values for these expressions in the following 
chapter and compare them with estimated figures obtained from an 
extensive numerical study. 
2. The Wilcoxon paired test 
We first consider N = 3. The Wilcoxon test statistic T can assume 
in absolute value the integers 6, 4, 2 and 0 with equal probability if 
the null hypothesis is true.• The object here is to determine probabilities 
of rejecting the null hypothesis when it is actually false. Since the 
statistic is formed by affixing a positive or negative sign to the ranks 
1, 2 and 3 (since we are excluding the possibility of tied observations), 
there are 2=8 distinct configurations and four distinct values of the 
statistic [T]. The object is to express the probability of each of these 
(unequally likely) values of |T| given an alternative A ^  0. Then it is 
a simple matter to sum the appropriate quantities to evaluate power at any 
achievable test size. The possible test sizes we are discussing here are 
of the form ^  , k = 1,2,3,4. For expository purposes let the density 
function be 
g(t) = f(x + A) , - a < t < b , 
and also let E(t) = A . The notation we elect to follow will be consistent 
throughout this section. For instance, Pr [ + - * * ' +} will mean the 
probability that the smallest numerical observation t^^ = x^^^ + A is 
positive, the next smallest is negative, and so on, with the largest 
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absolute observation t^^^^ positive in this example. With this notation 
the power of the two-tailed Wilcoxon test of Hq*. A = 0 at the 25% level 
a} 
for experiments of size three is obviously 
Pj (A; 0.25) = Pr { + + + j a} + Pr { -
= Pr {|T| = 6 I A}. 
For the moment, let us revert to the simpler case of N = 2. The sample 
space presented in Figure 1 provides all the information required to 
form the following expression; 
Pr { + - I a} = Pr[ t^ > 0, t2 < 0, tj^ < |t^|j 
+ Pr { t^ < 0, t^> 0, |t^| > t2] 
-tn 0 





+ / 8(t2) 
0 
-t 
a 2 2 
•-t. 
/ g(Ci)dti dt. 
= 2 / / "TT g(ti)dti 
0 -a i=l 
(10) 
because t^ and t2 are independent random observations from the same popu­
lation. If g(t) is rectangular, i.e., 
1 
g(t) = a + b 
0 
-a < t < b 
elsewhere. 
(11) 
Equation 10 equals —— 
(a + b)' 
We can likewise visualize the three-dimensional sample space for the 
case N = 3, as indicated in Figure 2. Using the same technique as de­







(-+) (+ +) 
(+-)\ A =-t2 
( -  - )  (4— (-+) 
(-0,--a) (b, -a) 
"igv.re L. Sample space for U = 2 observed Terences 
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lOfifi) 
Fi;,ure 2. Sample space for N = 3 oi serve ! differences 
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N 2 =8 possible sign configurations. For example, we integrate the 
density function over the volume in the orthant in which all t^'s 
are negative to obtain Pr [ - - - ] . This volume is outlined in 
Figure 2, as is the space in which all observed differences are positive. 
The remaining portions of the sample space are further sub-divided by 
the planes t^ = -tj, i / j, and their intersections. These additional 
sub-divisions are not included in the figure in order to retain clarity. 
The resulting power expressions are displayed below, with the integrable 
3 
density function set equal to G for compactness. 
b b b 
Pr [ + + +] = Pr f T = 6 J = / dt|^ / dt2 / Gdtg 
0 0 0 
(12) 
Pr [ - + +} = Pr ( T = 4} = 3 
0 b b 
J dt ^ J dt2 / Gdtg 
-t. -t. 
(13) 
Pr{+ - +} = Pr ( T = 2] = 3 
0 "^2 b 
2 J dt2 / dt 2^ J Gdtg 
-a -t. 
(14) 
Pr( - -+}=Pr[T = o] = 3 
a 0 0 
/ dt-j / dt^ / Gdt2 
0 -t3 -t3 
b 0 0 • 
+ J dt^ / dt2 / Gdt^ 




-t: 0 "'-3 "'-3 
/  dt^ / dt^ / Gdt2 
-a 
Pr[- + -]=Pr[T = -2^ = 3 
-tr 





Pr [+ - = Pr ^ T = -4 j = 3 
-ti a "l "^1 
/ dt^ / dt2 / Gdtg 
0 -a -a 
(18) 
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0 0 0 
Pr[- - -}=Pr[T = -ô] = / dt]^ /  dt2 / GdCg . (19) 
-a -a -a 
To obtain the power of Wilcoxon's test for an arbitrary g(t) at the 25% 
level, expressions (12) and (19) are summed ; fora = 50%, add (12), (13), 
(18) and (19), etc. An interesting simplification was discovered for g(t) 
rectangular as defined by (11). Solving expressions (12) through (19) 
above for the density function (11), only four unique probabilities arise. 
These are as follows, with the symbol G representing either a (+) or (-) 
sign: 
P^ = Pr[00-]=j^a/ (a +  b)J 
P2 = Pr [ G - +} = a^(3b - 2a) / (a + b)^ 
Pg = Pr[ - + +] = a(3b^ - 3ab + a^) / (a + b)^ 
P^ = Pr ( + + +}= l^b / (a + b) J ^ . 
Because of a simple correspondence with binomial probabilities, a general 
listing of probabilities of any ordered sign configuration for samples 
from a rectangular distribution can easily be stated. Thus, for the 
density function (11) we can immediately write down the probability that 
the (j - 1) largest observations are positive, the j-th observation is 
negative, and the remaining (N - j) smallest observations are any 
sequence. The correct expressions are 
P^ = (a + b)^ • Pr [ (o) -] = a^ 
Pg = (a + b)N • Pr { (0) - +,] = ( ^ ) a^-l b - (^^1) P^ 
P_ = (a + b)N ' Pr { (G) - + +] = ( N ) aN-2 b^ - (^"1) P - (N-2) p 
3 I. •' 2 2 1 12 
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P-i+1 = (a + b)^ • Pr [ (o) - + • • • +} = ( ^ ) a^"jbj - (^"^) Pi - (^"^) Po 
^ ^ ' i i 1-1 
N-j-1 j 
_ f%-j ( 1 > • 
(20) 
We next present exact power expressions for the Wilcoxon test when 
N = 4. The limits of integration can be written down by inspection for the 
low significance levels, which are the ones of interest. We limit the 
formula to tests of size 12.5%, 25% and 37.5%, though power expressions 
at all achievable levels can conceptually be stated. 
For the smallest possible level, a = 12.5%, the Wilcoxon test 
statistic T must equal t 10, an event occurring if and only if all 
observations are positive or all observations are negative. Thus, 
Pr{|T[ = lo} = Pr { t^ < 0 I a] + Pr ( t^ > 0 I a] for all i 
= Pr^ + + + +^ +Pr^ - - - -  ^  
= 1,...,4 
/ g(t) dt 
, 0 .  
r 0 
/ g(t) dt 
-a 
(21) 
For tests of size a = 25% we must include the probability that a value 
T = t 8 is observed. Then, with the usual notation, 
Pr ||t1= 8^ = Pr [ +---] + Pr [- + + +}. 
Let us first consider Pr [ + - - -j . Take the first observation t^ to be 
positive and the smallest value observed. Obviously t^ is in the range 
0 < t^ < a. Now the restrictions on the remaining observations are that 
they must be negative and larger numerically than t^. Hence, the range 
on these observations is -a < t^ < t^ , i = 2,3,4. Obviously, then, the 
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desired probability is 
-ti a "1 "^1 "'-1 4 
-} = (  1 )  / dCi / dt2 /  dtg /  TT g(Ci) dt4 
0 -a -a -a i=l 
Pr( + -





The coefficient 4 arises because we have specified that t^ is the positive 
quantity when, in fact, it can be any of the t^^s. Similarly, 
0 b b b 
PRJ_- + + +}=4 / / / / IT g(t^) dt^ 
-a -t^ ~tj^ -t^ 




dt-, , (23) 
and the sum of probabilities (21), (22) and (23) is the power of the 
Wilcoxon test at the 25% level. 
For the next lowest attainable size, a = 37.5%, include 
Prj^ |T| = 6^=Pr^ + - + +j+Pr[- + - -j 
=  ( t )  ( ^ )  
0 ^2 b b 
/ / / /TTg(ti)dti 
_-a 0 -t2 -t2 
a 0 "^2 '^1 
+ / / / / ITs(Ci) dtj_ 
0 -t2 -a -a 
= 12 
0 ^2 






+ / / g(tJ gCc,) 
0 -t2 
/ g(t) dt 
-a 
dt^ dt. (24) 
We will present numerical evaluations of these power expressions for 
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various density functions g(t) in Chapter V. 
3. The Fisher randomization test 
Consider the x^'s to be values randomly selected from some distri­
bution f(x) with mean zero and -c < x < d. Also let A represent a non-
negative treatment effect. For N = 3, the details of the randomization 
test are performed in the following way. We actually observe 
3 
Cqbs = Z I (x^ + A)j= x^ + x^ + x^+Sa I . 
i=l 
Prefixing each observed difference with a positive and negative sign 
generates the totality of quantities that could have been observed with 
equal probability if A were actually zero. Thus we form 
C. = Z t (x. + A) 
•' i=l 










+ Xg - Xg + A 
- X, + XO + A 
+ Xg + X^ + A 
- X2 - X3 - A 
+ X2 - X3 - A 
- X2 + X3 - A| 
- Xg - x^ - 3 A 
Obviously, = Cg, Cg = Cy, = C^, and C^ = C^ so we can limit our 
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remarks to four possibly unique quantities. The randomization test 
dictates conclusions (acceptance or rejection of the null hypothesis 
of no treatment effect) based on the relationship of CL to the four OBS 
possibly different sums indicated above. Thus, to obtain significance 
at the ( ^ ) level, k = 1,...,4, the observed sum C^gg must be greater 
than or equal to exactly (4-k) of the remaining three sums since it is 
equal to itself (or equivalently, less than (k-1) sums). To evaluate 
the power of the randomization test at the levels 0.25, 0.50 and 0.75 
for a general A> 0 and an arbitrary distribution f(x), one must deter­
mine the probability that is less than or equal to exactly, one, 
two or all three of the other absolute sums C^, and C^. To do this, 
it was convenient to break up the problem according to possible sign 
configurations that might arise in the data. For example, all three 
x^'s might be positive in which case C^gg exceeds with certainty all of 
the numbers C^, , C^, indicating significance at the 25% level. If 
one and only one of the x-values, say x^, is negative, =| + x^ + Xg 
+ x^ + 3A, where x^ now represents a negative number. To determine the 
level of significance in this case we must consider the probability of 
the following expressions being true: 
^OBS - ^ 2 
^OBS - S  
CoBS C4 . (25) 
The inequalities (25) imply the inequalities 
SBS - ^2 ""CBS = ^2 1^2A + (x^ + x^)j |^ + x^J < 0 
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SBS - S ==^ ^ OBS - ^3 [[2a+ (x^ + j^A + x^J < 0 
^OBS - ^4 SBS - ^4 [^2A+ (Xg + x^)^ j^A + x^ < 0 . (26) 
Then, for significance to be declared at the lowest level (i.e., a = ^  ) 
none of these inequalities must be satisfied since must exceed all 
UDO 
other numbers; for significance at the next lowest level (i.e., (%=—), 
4 
only one of the inequalities must be satisfied, though it may be any one 
of them, and so forth. Thus, a range for the x^'s can be determined which 
will necessarily yield the desired limits for the critical region for any 
achievable test size. Because we have stipulated that x^ is the negative 
observation, the probabilities of satisfying each of the above inequalities 
must be multiplied by the factor 3=(^)=(^) , where N is the total 
number of differences x^ and j is the number of negative differences in 
the specified sample. Following this technique, we plotted the three-
dimensional sample space for each possible sign split (i.e., three positive 
x^'s, two positive and one negative, one negative and two positive, or 
three negative Xj^' s). For each achievable test size the critical region 
is well-defined by the expressions in (26). Integrating the multivariate 
3 
density function "Jf f(x£) dx^ over the designated critical region (a 
i=l 
three-dimensional simplex in this case) yields the power of the Fisher 
randomization test. The details of specifying a critical region will be 
presented only once as an illustration of the geometric complexity 
involved. 
Let Pr denote the probability that only the inequality involving 
X i;3 satisfied, and let x range from -c to d. We have also assumed that 
d>2A, C>2A and d > c. When these conditions are violated, some of 
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the terms presented later may be omitted. Of the four possible sign 
arrangements, the first case when all x^'s are positive presents no 
difficulty. Thus we have 
Case (i) ; > 0, X2 > 0, x^ > 0 
d d d 3 
Pr fnone} = / dx, / dx_ / F dx., where F = "H" f(x.) 
0 0 0 i=l 
Pr { Cj - PrtCj] = Prfc^^ = { Vs) ° f V4) 
- f = fr I C2C3C4) . 0 . 
The next case consists of observing two positive differences and one 
negative difference. The sample space is reproduced in Figure 3 with 
the constraints of (26) included as an aid in partitioning the space 
according to the test size desired. Thus we obtain 
Case (ii): x^ < 0, Xg, > 0, xj > 0 
d d 0 
Pr 1 none) = / dxo / dx., / F dx, 
^ ' 0 ^ 0 ^ - A ^ 
Pr{ C,] - Pr{c] = Pr(c C ]= 0 
, , a a -A 
Pr I C4 ) = / dx3 / dxg / F dxi 
0 0 -2A 
d-2A d-2A ~2A 
+ / dx_ / dx„ / Fdx^ 
0 X3 -2A-X2 
d d-2A -2 A 
+ 2 / dx3 / dx2 / F dx]^ 
d-2 A 0 -2a~ *2 
2A 2A -C+2A 
+ / dxo / dx„ / F dx, 
0 ^ 0 -c 
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(0,0,d) 










d d-2A -2A-X2 







d-2A ^3 -2A-X3 







Applying these same principles to the other possibilities we obtained a 
complete specification of power at all levels of significance. We will 
not state these lengthy expressions because a more simple representation 
was found. The power at the 25% level is determined by summing the terms 
Prj^ none} for each of the four possible sign splits with the proper 
multiplicative factor included. Thus, 
3 
Po(A;0.25) = L ( ^ ) Pr { none of the inequalities (26) are satisfied j 
: j=0 j 
I 
x's are negative and (N-j) positive} 
d d  d  d d O  d O O  
= / dx_ / dx„ / Fdx^ + 3 / dx_ / dx„ / Fdx. + 3 / dx„ / dx„ / Fdx, 
0 0^0 0 ^ 0 ^-A 0 -A 
0 0 0 -A "A "A 
+ / dxg / dx^ / FdXj, + / dx^ / dx^ / Fdx^ . (27) 
"A -A "A -c -c -c 
1 
If we consider integrating over the density function g(t) = f(x + A) 
and attack the problem by looking at the signs of the Cx^s, the power 
expressions become considerably less complicated. In this way the limits 
of integration are incorporated into the integrand and as a result, the 
sample space can be represented by fewer regions. Consequently, instead 
of the inequalities in (26) we use the following: 
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SbS - ^2 
^OBS - ^3 
CoBS S 
(t^ + tgjCg < 0 
(ti + t2)t2 < 0 
(t^ + < 0 (28) 
where -a < < b, -a = -c +A, and b = d + A- If we let G = "jy gCt^), 
i=l 
the following expressions yield the power of the randomization test for 
paired experiments of size N = 3. 
Case (i) : t^ > 0, t^ > 0, t^ > 0 
Pr(none) = / dt^ / dt^ / Gdt^ = 
r b 
/ g(t) dt 
0 
Pr ( C. } = Pr { C.Cjt= Pr ( C.G^C^"} = 0 for all i ^  j / k 
Case (ii) : t^ < 0, t^ > 0, t^ > 0 *' 
Pr [ none} = Pr ( C^ ) = Pr | C_) = Pr [ C.C,j = 0 
Pr 
U o D 
I ^4 J = / / dtg / Gdt, 
-a -ti -ti 
I C^C^l = Pr { CgC^] = / dt^ / dCg / 
-a 0 -t. 
Pr ^ C^ CgC^ } = J  d t ^  f  d t 2  /  G d t g  
-a 
y 
-ti . -ti 
0 " 0 
Gdt, 
Case (iii) : t^ < 0, tg < 0, t^ > 0 
Pr [ none} = Pr [ C^} = Pr ^  C^} = Pr | C^C^} = 0 
-tr 
Pr 
r "I - 3 3 
I ^2 i" / ^^3 /• (^(=2 Gdt^ 
-a 
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Pr { C2O3] = Pr { C2C4] = 
a '^3 0 
/ dt. / dt / Gdt 
0 ^ -a -C] 
a 0 0 b 0 0 
Pr ^  =  J  dt^ / dt2 / Gdt^ + J" dt^ J '^'"2 ^ Gdt^ 
0 -t^ -t^ a -a -a 
Case (iv) : < 0, Cg < 0, < 0 
w u u 
Pr ^ none} = / dt^ / dt:^ / Gdt^ = 
-a -a -a 
/ g(t)dt 
-a 
Expressing the power of the randomization test at the lowest attainable 
size, a = —JlY = 0.25, we have 








which is obviously equal to Pg(A; 0.25) from Equation 6 and P^(AJ 0.25) 
from Equations 12 and 19. Of particular interest at this stage is the 
perfect correlation of the Wilcoxon test and the Fisher randomization 
test for N = 3. Thus, at the next possible test size, a, = 0.50, 
-0 b b 
Pr(A; 0.50) = Pr(A; 0.25) + (  ^ ) f  d t ^  f dt^  f Gdt^ 
-ti -ti 
-t. -t. 
+ ( 1 ) / dt3 / dt2 / Gdt^ 
-a 
= P%(A; 0.50) (30) 
where the Wilcoxon power is obtained by summing Equations 12, 13, 18 and 
19. The equality of the power of these two tests holds at all levels of 
significance, a result easily verified by investigating the integration 
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formulas. This is a rather surprising result and we were curious about 
extending it to larger experimental sizes. 
The next logical step is to increase the power investigation to 
samples of four differences. The Fisher criterion becomes quite complex 
to exemplify even at this small experimental size. Since it is not 
feasible to plot the four-dimensional sample space, a complete algebraic 
treatment of the defining inequalities is necessitated. Retaining the 
notation used in the three-dimensional case, we have the observed quantity 
"OBS L (x^ + A) = j Xj^ + X2 + + x^ + 4A 
ti + t2 + ta + t^ 
Again employing the mechanics of Fisher's test criterion, we generate the 
2^ = 16 possible values expressed by the set of equations (31), 
-x^ - X2 - X3 - x^ - 4A 
S ~ +x 
C, = +x 
4 
S = +x 
C, = -X 
0 I 
Cy = 1 -X 
^8 = -X 
CoBS = = +xi + X2 + X3 + X4 + 4A1 = 
Cg = -X + X2 + x^ + x^ + 2A1 = 
X2 + X3 + X4 + 2A 
+ X2 - x^ + x^ + 2A 
+ Xg + Xg - x^ + 2A 
- X2 + X3 + x^ 
+ X2 - X3 + X4 
+ *2 + x, - X4 
+x, - X2 - X^ - x^ - 2A 
-x^ + X2 - Xg - x^ - 2A 
-Xi - X2 + Xg - x^ - 2A 
-x^ - X2 - x^ + x^ - 2A 
+x^ + X2 - x^ - x^ 
+Xi - X2 + X3 - x^ 
+Xi - *2 - *3 + X4 
(31) 
As before, we compare Cggg with the other possible values, obtaining 
significance at the (-r ) level if the observed total exceeds or O UDO 
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equals exactly (8 - k) of the remaining seven totals C2,...,Cg. To 
express the power at each attainable size is an enormous task, so we 
limited this investigation to the practical sizes less than or equal 
to 50%. Even then the expressions are quite lengthy and contain many 
terms which are difficult to evaluate by numerical and/or analytical 
methods. Because of the complete generality of the results, it is 
impossible to assess the dominating terms of the expressions. Never­
theless, we will attempt to describe the approach and will employ an 
illustrative example to aid in the explanation. Obviously, we must 
express probabilities that the observed Cg^g is less than or equal to 
exactly one, two,..., or all seven of the quantities 02,0^,... ,Cg. Again, 
we resort to considering sign configurations of the t^^s as a tenable 
approach. We are interested in solutions to the set of inequalities 
given by (32) 
CoBS ^ ^2 => Cggg < C2 => (t2 + tg + t^^t^ < 0 
SBS ^ S ^OBS - ^3 (^1 + ° 
< C, ==-> cL„ < cf =3» (t^ + t^ + t^)t^ < 0 
OBS - 4 —^ OBS - 4 
^OBS - C5 Cggg < Cg ^ (t^ + ^ 2 + [3)^4 < 0 
^OBS - ^6 ^OBS ^ ^6 (^3 ^^4^ ^*^1 + ^ 2^ - ° 
'oBS ^ S ^ i => ('2 + V('=l+ Y ^ ° 
SBS - *^ 8 =» ^OBS - *"8 => ("^1 (^2 ^ ^3) - ° 
The inequalities (32) were examined for each sign split of the t^'s 
conceptually possible for samples of size four. Obviously, we have 
(32) 
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Case (i) : > 0 for all i 
b b b b j_ b -
Prf none] = / dt / dt / dt / Gdt, = / g(t)dt 
0  0  0  0  L o  
P r ( c ^ ] -  Pr^ C . G . ] -  P r { c ^ c . c ^ ] =  P r { c . c . c ^ c j -  0  
for all i j / k 1 . (33) 
The case of only one negative value in the sample is not so obvious. If 
we let t^ be the negative difference, each inequality in (32) is independ­
ently satisfied if and only if the following hold: 
inequality involving C2 : always true 
inequality involving : jt^j > t^ + t^ 
inequality involving : jt^j > t^ + t^ 
inequality involving : |^ij ^  ^2 *"3 
inequality involving : jt^J > 
inequality involving ; |t^| > t^ 
inequality involving Cg : jt^| > t^ . 
We display only the regions of integration contributing to tests of size 
a < 50% which give a non-zero probability in the following 
Case (ii): t^ <0, t^ > 0, t^ > 0, t^ > 0 
Fr I C- } = f . dt f  dt ; dt / Gdt, (34) 
-a -t^ -t]^ -t;i^ 
Pr { CgC;] . Pr ( 0,0,} = Pr ( CzCg) 
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b 
/ dt, / dt / dt / Gdt 
-a ^ -t^ ° 
-ti 
-tl -tl 




A similar treatment of (32) enabled us to detect power expressions up to 
tests of size 50%. The practicality of a complete enumeration of the 
integrals at all achievable levels is questioned, because the information 
is of no real interest and the task is a rather formidable one. Conse­
quently, we list only the critical regions required to enumerate power 
of the randomization test of sizes O! < 50% for the remaining cases. 
Case (iii): t^ <0, t^ < 0, t^ > 0, t^ > 0 
a -[3-^4 -t3-t4 
I ^4^5^61" / (^^4 / '^^3 / (^^2 / Gdt^ (37) 
-a -a 
2a b 0 0 
/ dt^ / dt^ / dt^ / Gdt^ 
2a 
t4 - a-t4 
a-ty 












Case (iv): t^ <0, t^ < 0, t^ <0, t^ > 0 
a "^4 "^4 "'"4 





f (CsCsl = f (C5C7] - ft ( 
-t/ -C/ 0 
/ dt^ / dt^ / dt^ / Gdt^ 
0 -a -a -t, 
4 
{ =5=6=71 = f' { =5=6=8} " ( =5=7=8) 







Case (v): < 0 for all i 
0 
Pr I none j = / dt^ / dt^ / dt2 / Cdc^ = 




These integration formulas enable one to compute the power of the Fisher 
randomization test for any density function, any permissible test size up 
to 50%, and any shift alternative. A sample calculation was performed 
for a rectangular density function g(t) and the results will be presented 
in the next chapter. 
A comparison of Equations 33 - 42 to the power expressions for 
Wilcoxon's test exposes a perfect agreement for exact values at the 
three lowest sizes. To see that this is independent of the density and 
alternative considered, we verify the identity at each size using the 
formulas derived above and the Wilcoxon power expressions (21), (22), 
(23) and (24). Thus, from Equations 33 and 42 we have 
r b 





= P^(A: 0.125) . 
(43) 
From Equations 22, 23, 34, 39 and 43 we observe that 
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+ ( t ) ; 8(t4) 
^ 0 
/ g(t)d^^ dt^ 
= ?%(&; 0.25) . (44) 
Also, using Equations 24, 35, 40 and 44 the following identity holds: 
0.375) Pj^ ( A; 0.25) + ( ^  ) 3 
Ob b -tl 
/ dt]^ / dt2 / dtg / Gdt^ 
-a -t- -t-
a "'^4 '*^4 0 
+ / dt^ / dtg / dtg / Gdt^ 
0 -a -a -t, 
4 
= p^(a; 0.375) (45) 
Upon further investigation this curious agreement of the Wilcoxon 
and Fisher tests at low levels of significance occurs regardless of 
experiment size. We illustrate this fact by taking an arbitrary N which 
we will assume is even without loss of generality. Then, we compare 
N 
^OBS ~ ^ with the other ^2^ ^  " 0 quantities C. to evaluate 
i— 1 
significance. The Cj's can be partitioned according to the following 
scheme. There are ( ^ ) different C;'s formed by changing the sign of 
1 
one of the observed values t., i = 1,2,...,N; ( ^ ) C.'s formed by 
1  ^ J 
reversing all combinations of t^ and t^,, i ^  i'; ( ^ ) C/s by reversing 
three different signs; and so forth up to C^N-l for which ( ^ ) of the 
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signs are reversed, since we are considering N even. We denote by 
the set of Cj's such that r of the observed signs are reversed. Then, 
performing the details of the randomization test, we enumerate the 
number of quantities Cj, j = 1,2,... ,2^"^, which equal or exceed Cg^g 
in absolute value. Denoting this number as k we then claim significance 
at the 
2N-I 
level. Hence, we are interested in the inequalities 
N-1 
^OBS 1, 2 , . . . , 2  
These inequalities will be satisfied if and only if the following in­
equalities hold for the partitioned sets of C, 
'(r) • 
Sbs ^  ^(1) 
SbS - *^(2) 
( Z ti ) ti, < 0 
i/i' 




SBS - N ) ( Z t ) ( Z t.,) < 0 i^i' VH 
(48) 
jV i'/i 
where the subscripts take on all values 1,2,...,N. Now, for significance 
to be declared at the lowest level, Cggg must exceed all other values Cj, 
implying that all inequalities in (46), (47) and (48) are violated. 
Clearly, this can only happen if t^ > 0 or t^ < 0 for all i. If the 
observations t^ are drawn from a population g(t), -a < t < b, then the 
probability of this event is 
rb - N - 0 




Equation 49 is, of course, the power of the Sign test and the power of 
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the Wilcoxon test for paired comparisons at the —-— level of significance. 
2N-I 
2 
Extending the identity to the level, one and only one inequality must 
be satisfied. But an inspection of the Cj's reveals that if one of the 
members of , C,C is satisfied, then at least one other 
w/ ( — ) 
inequality from must necessarily be true. Hence, the only means of 
satisfying only one inequality is by meeting only one of the requirements 
of (46). To clarify this, we let t^ be negative and all other t^^s 
positive. Obviously, at least one of the members of is fulfilled, 
namely, when i' = 1. Now, since no other member may be satisfied, the 
expressions (47) dictate that t^ > jt^j. This fact eliminates the possi­
bility of any other inequality being true. Since we could have specified 
any one of the t^'s as negative, the probability that the condition de­
scribed actually happens is 
Pr ^  tj^ < 0, all other tj > 0; only one inequality truej 
N-1 N ° 




-t. L- 1 
dt, . (50) 1 
A similar argument holds when only one t^ is positive and all others 
negative. One member of obviously occurs, and to ensure no 
member of coincidentally happens eliminates the possibility of any 
other inequality holding. The probability of this event is stated in 
Equation 51. 
Pr I t^ > 0, all other t^ < 0; only one inequality truej 
N ^ 
—t 






dt . (51) 
72 
For any other combination of sign splits in the observed t^'s, inspection 
of expressions (46), (47) and (48) discloses as an impossible situation 
that one and only one inequality holds. Therefore, the power of Fisher's 
randomization test at the —-— level is expressed by summing 
2N-1 
Equations 49, 50 and 51. As before, the resulting expression is 
identical to that of Wilcoxon's paired test. 
The identity can be extended to one more test size, OC = —-— , in 
2N-I 
which case the probability of simultaneously fulfilling two and only 
two inequalities must be found. Since notation is cumbersome at this 
stage we will exhibit prescribed examples to illustrate the general 
problem. We can ignore the case when all t^'s are positive or all are 
negative as that has been completely accounted for. Now let t^ < 0 
with all other t^'s positive. Surely, one member of happens, 
namely 
N 
CoBS ^  -tl + t2 + ' " ' + tN ==> ( % Ci) tl < 0 • 
' i=2 
Any other member of being satisfied implies members of are 
also satisfied, so these cases are not permitted. Likewise, satisfying 
any member of necessarily satisfies certain elements of (3) ( 2 ) 
C^2)* Thus, we reduce the problem to the possibility that one element 
of is true while all remaining inequalities are false. This can be 
done, for example, if t^ < jt^j and t^ > jt^j for i = 3,4,.,.,N. Gener­
alizing this argument, we obtain the probability that any two t^'s are 
negative, all other t^'s positive, and exactly two inequalities hold, 
which is the following expression Pr^twoj : 
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An analogous treatment for two positive and (N-2) negative t^'s yields 









For any other combination of signs, more than two inequalities in the 
listing must occur with certainty. Thus, adding Equations 52 and 53 to 
the previous power expression derived for tests of size 
,N-1 
, we obtain 
the power of the Fisher randomization test, and, equivalently, the power 
of Wilcoxon's paired test at the —— level. 
2N-I 
Further examination of the regions for which the inequalities are 
satisfied is not simple. It is apparent that the two tests differ from 
this point on, but an analytical proof of this is not feasible. Numer­
ical work, reported in the next section, support this conjecture. 
To develop power integrals for the randomization test for larger 
O 
experiments at levels surpassing —-— is practically a prohibitive 
2N-I 
task. For N = 5, we necessarily must examine sixteen different inequal­
ities and for successive N values the number of inequalities increases 
by a factor of two. Though in each case the details are conceptually 
simple, an elegant treatment of the problem is not apparent. The 
samples emphasized in this research and, consequently, the linear 
functions of the observations and true treatment effect are too small 
for approximating methods. Therefore, an extensive numerical investi­
gation deemed necessary to enlighten us concerning the behavior of 
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the tests under study. The results of these computations will be 
discussed presently. 
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V. RESULTS OF NUMERICAL STUDY 
A. Power of Competitive Tests Under Experiment Randomization 
Thus far we have developed general power expressions for experiments 
of size three and four, and have demonstrated the coincidence of the 
three non-parametric tests at certain restricted levels of significance. 
The primary contribution of present research is to reveal the consequences 
of experiment randomization with regard to the comparative behavior of 
the various testing procedures described in earlier sections. Because 
we have limited the discussion to the paired design, with only a small 
number of observed pairs available, a complete description of the behavior 
of the competitive test procedures with respect to their size and power 
is possible. With modern electronic computers at our disposal, we can 
evaluate the various test criteria over the entire population of repe­
titions induced by the physical act of randomization for small experi­
ments. With this in mind, it is feasible to develop a general computer 
program to evaluate numerically the size of tests for each member of the 
population defined by the set of input data representing observed treat­
ment differences. The program manipulates the input data in accordance 
with the basic concept of randomization theory, and evaluates the level 
of significance indicated by the Sign, F, Wilcoxon and Fisher test 
criteria for each member of the population of interest. Power is ini­
tially computed from the raw data which has been generated from one of 
several distributions with mean zero. This feature is essential for 
the validity of the tests under the null hypothesis of no treatment 
differences. Then, in order that we might investigate relative and 
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actual test performance, a treatment effect A is additively imposed on 
the input values and in this way, an array of interesting shift alter­
natives can be treated. 
In the present case, the performance of the tests considered 
depends on the N observed differences X^,X2,•..and on the true 
effect A between the control and stimulus. The differences Xj_ were 
randomly generated with the only restriction being that zero values and 
ties among the x^'s were disallowed. This is a reasonable constraint 
since all distributions considered are assumed continuous so that a 
zero value will occur with zero probability. Ties are particularly 
embarrassing when applying non-parametric test procedures but it is not 
the purpose here to investigate their effect on power, or how to deal 
most efficiently with them. For a critique on the topic consult Bradley 
(1960). In our calculations, tied sums may occur for the Fisher randomi­
zation method. In superimposing all possible plans and evaluating the 
Fisher test criterion, the absolute total of differences will occasionally 
yield duplicate quantities. Consequently the power is lowered and such 
occurrences are signified in our results. Ties were avoided in the 
Wilcoxon test criterion by randomly adding an arbitrarily small amount 
to one of the competing quantities thus permitting a unique ordering of 
the data. Since zero values were not permitted, the Sign test will yield 
correct results in all examples cited. 
We therefore drew random samples of x 's from a number of distri­
butions that seemed worth investigating. A description of these is 
presented in Table 1, The distributions are similar in that they have 
mean zero and standard deviation 100 with the exception of the mixed 
Table 1. Distribution sampled 
Distribution Density function Range Graph 
100 
1 
(1) Normal f(x) = 
(2) Rectangular f(x) = 
(3) Right Triangle f(x) = 
(4) M f(x) = 






100 VT GOOOO 
(6) Mixture: 90% Normal, 10% Rectangular 
f(x) = 0.9 fj^(x) + 0.1 f2(x) 
where f^Cx) is a normal density with 
mean zero, variance 10000, truncated 
at t 3<r, and f2(x) is a rectangular 
density from -300 to 300. 
-00 < X < + 00 
-173 < X < 173 
-141 < X < 282 
-141 < X < 141 
-245 < X < 245 
•300 < X < 300 
-173 0 173 
-141 0 282 
AZL 
-141 0 141 
-245 0 245 
-300 0 300 
Table 1. (Continued) 
Distribution Density function Range Graph 
(7) Mixture: 70% Normal, 30% Rectangular 
f(x) = 0.7 fj^(x) + 0,3 fgCx) -300 < X < 300 
where f^(x) and fgCx) are the same 
as above. 
-300 0 300 
(8) Bi-rectangular f(x) = 20 94.9 < |x| < 104,9 n I Q 0 
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distributions (6) and (7). Because of the truncation scheme, the standard 
deviations are somewhat larger than 100 in these two instances. 
The distributions chosen to serve as origins of the sample of 
observed differences reveal realistic situations that are encountered in 
experimental situations. The normal curve (1) is an obvious selection, 
while distributions (6) and (7) illustrate a gradual departure from 
normality. At the other extreme is distribution (4) which is highly non-
normal and emphasizes observations large in absolute value. Distributions 
(2) and (5) are natural selections, the latter being of a normal-like 
configuration. Distribution (3) is of interest as it is the only non-
symmetric one considered. Distribution (8) admits only differences 
large in absolute value. 
Observations to be used as input were randomly generated from each 
of these distributions and were subsequently rounded off to the nearest 
integer. Distribution (8), for which one decimal was carried for 
obvious reasons, is the lone exception. As previously stated, zeros 
were not accepted as eligible values, nor were ties among the x^'s 
allowed. 
The numerical part of the study was essentially governed by the 
following details. Using the power of the test as a criterion, treatment 
effects were imposed from zero to 150 units in increments of 50. This 
choice is a reasonable one because of the location and spread parameters 
used in the parent distribution function. All computations were per­
formed on the IBM-7074 computer with programs written entirely in 
FORTRAN language. Experiments of size 3, 4, 5, 6, 8 and 10 were per­
formed. Fifty separate sets of data were randomly generated from each 
of the eight distributions described in Table 1 for experiments of 
size less than or equal to six. Because of time limitations, only 
thirty samples of N = 8 differences were considered. The special 
case N = 10 will be discussed in some detail later. The power of 
the Fisher randomization, Wilcoxon, Sign and F tests was calculated 
under the null hypothesis and several alternative hypotheses for the 
population of repetitions defined by the structure of experimental 
material. Results for power were tallied at selected admissible 
significance levels indicated in Chapter IV. These values for power 
were then averaged over the total number of samples (50 or 30), and 
this "average power" was also presented as output. 
We now furnish an illustrative segment of the results including 
comments and conclusions thought to be of some relevance. 
Initially we exhibit Tables 2a through 2e, a listing of the average 
power obtained from sets of differences randomly selected from the 
normal distribution of Table 1. The notation to be followed will 
refer to R, F, W and S as the average power of the Fisher randomization 
test, normal theory F test, Wilcoxon test and Sign test respectively. 
Obviously, when the null hypothesis is true, i.e., A = 0, the values of 
R, W and S will equal the size of the test at those levels which are 
admissible. Thus, in Table 2a, it is apparent that the Sign test can 
attain only the 25% level and a legitimate comparison of that test with 
any of the others can only be performed at that level of significance. 
Of course, this is one of the deficiencies of the Sign test. We will 
use ditto marks in the body of tables to indicate that a particular 
a-value cannot be attained, A discrepancy occurs at the 25% level. 
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Table 2a. Average power computed for 50 samples of 3 observations from 
a normal population 
Size R F W S R F W S 
A = 0 A = 50 
25.0 25.00 24.00 25.00 25.00 37.50 39.00 38.00 38.00 
50.0 50.00 50.00 50.00 I I  64.00 64.75 64.25 I I  
75.0 75.00 73.50 75.00 I f  82.25 82.50 82.25 I I  
A = 100 A = 150 
25.0 61.00 59.75 61.00 61.00 75.00 81.25 75.00 75.00 
50.0 84.00 83.00 84.00 I I  96.25 96.25 96.25 I I  
75.0 93,50 93.25 93.50 I I  98.25 98.75 98.25 I I  
Table 2b. Average power computed for 50 samples of 4 observations from 
a normal population 
Size R F W S R F W S 
A = 0 A = 50 
12.5 12.50 10.75 12.50 12.50 27.75 28.63 27.75 27.75 
25.0 24.75 24.75 25.00 1 1  46.25 43.88 46.25 I I  
37.5 37.50 39.00 37.50 I I  56.38 57.50 56.38 I I  
50.0 49.75 50.75 I I  I I  68.12 67.13 I I  I I  
62.5 62.50 63.00 62.50 62.50 78.25 76.87 78.50 75.75 
87.5 87.25 88.75 87.50 I I  91.75 94.13 92.88 I I  
A = 100 A = 150 
12.5 52.25 56.25 52.25 52.25 72.75 79.88 72.75 72.75 
25.0 73.50 74.25 73.50 I I  93.38 93.50 93.38 I I  
37.5 84.38 84.50 84.38 I I  96.75 97.13 96.75 I t  
50.0 90.38 90.75 I I  I I  98.75 99.13 I I  I I  
62.5 92.63 93.38 92.50 90.25 99.75 99.75 99.63 97.75 
87.5 97.75 98.50 97.88 I I  99.88 99.75 100.00 I I  
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Table 2c. Average power computed for 50 samples of 5 observations from 
a normal population 
Size R F W S R F W S 
A = 0 A = 50 
6.25 6.25 5.75 6.25 6.25 19.63 18.44 19.63 19.63 
12.50 12.50 12.13 12.50 tt 32.00 31.00 32.06 I I  
18.75 18.75 19.13 18.75 rt 39.44 40.06 39.56 rt 
25.00 25.00 23.88 I I  I I  48.00 47.50 I I  I I  
31.25 31.13 30.88 31.25 I I  53.94 54.19 53.81 It 
37.50 37.25 39.00 II 37.50 59.00 58.69 It 56.75 
43.75 43.63 46.13 43.75 I I  63.56 64.06 63.13 I I  
50.00 49.88 52.50 II I t  69.63 70.13 I I  tl 
A = 100 A = 150 
6.25 44.38 45.81 44.38 44.38 70.13 77.38 70.13 70.13 
12.50 63.44 65.00 63.44 I I  86.44 88.69 86.50 tt 
18.75 76.25 76.31 76.38 I t  91.81 94.75 91.88 11 
25.00 82.69 82.13 tl It 96.63 97.06 I t  I I  
31.25 85.75 86.25 85.88 I I  97.19 98.19 97.00 tt 
37.50 88.75 88.75 I I  85.25 98.13 98.88 I I  94.25 
43.75 91.50 90.94 90.50 I I  98.50 99.25 98.25 I t  
50.00 93.25 92.69 M  I I  99.19 99.44 tt I I  
for instance, in Table 2b when A = 0. R does not equal 25.00 as would 
be expected, but is instead slightly smaller. This is due to a tie 
occurring, that is, in forming the 2^ possible differences of the form 
( "t + A )» at least two of the differences are identical in absolute 
value. Such an event will always lower the power of the Fisher randomi­
zation test as it is evaluated in this report. Since we have shown that 
R = W at the three smallest significance levels for any experiment size 
N, the Wilcoxon average power values can be taken as exact at these 
levels since W is unaffected by ties in this report. 
83 
Table 2d. Average power computed for 50 samples of 6 observations from 
a normal population 
Size RFWS RFWS 
A = 0 A = 50 
3. 13 3. 13 3.31 3.13 3.13 9.41 10.59 9.44 9.44 
6. 25 6. 25 6.19 6.25 I I  18.47 18.97 18.56 I I  
15. 63 15. 63 15.38 15.63 I I  37.00 38.28 36.31 I I  
21. 88 21. 88 21.94 21.88 21.88 46.28 47.06 45.87 39.06 
31. 25 31. 07 31.37 31.25 I t  56.62 57.22 55.25 I I  
43. 75 43. 69 43.50 43.75 I I  66.72 67.47 65.56 M  
A = 100 A = 150 
3. 13 35.62 41.03 35.62 35.62 65.75 72.97 65.75 65.75 
6. 25 54.84 56.91 54.87 I I  85.47 85.31 85.47 I I  
15. 63 76.63 77.28 75.87 I I  94.97 95.19 94.84 I I  
21. 88 83.09 83.94 82.12 76.56 97.31 97.37 96.90 94.00 
31. 25 89.50 89.56 88.12 I t  99.03 98.90 98.50 I t  
43. 75 93.56 93.84 92.87 I t  99.62 99.65 99.37 I I  
Tables 2a - 2e then, when viewed in their entirety, show the re­
lative effect of an induced treatment of magnitude A units on power, 
the closeness of average power of the tests considered, and the rela­
tionship of size of test to average power when small samples are taken 
from a normal population. 
Tables 2a through 2e illustrate a remarkable agreement between the 
non-parametric tests and the F test for N < 8 and underlying normality 
regardless of the alternative or significance level used. As expected, 
the Sign test becomes relatively less powerful as the experiment size 
increases except at the level a = • ^  ^ where it must equal the other non-
parametric tests. The similarity on the average of R, W and F under 
normality regardless of N, a, or A is a surprising result. The only 
Table 2 e .  Average power computed for 30 samples of 8  observations from 
a normal population 
Size RFWS RFWS 
A = 0  A =  50 
0 .78 0 .78 0 ,83 0 .78 0 .78 3 .52 4 .65 3 .52 3 .52 
1 .56 1 .56 1 .64 1 .56 I t  6.85 7 .59 6 .87 I I  
2.34 2 .34 2 .68 2 .34 ir  9 .48 10.47 9 .53 I f  
3.91 3 .88 4 .19 3 .91 I I  14.45 15.57 14.45 I t  
5.47 5 .47 5 .73 5 .47 I t  19.24 20.04 18.99 I I  
7.03 7 .00 7 .16 M  7.03 23.44 24.25 11 19 .14 
7 .81 7 .78 7 .89 7 .81 I I  25.24 25.99 25.10 I I  
9.38 9 .24 9 .45 I f  I I  28.61 29.24 1 1  I I  
10.94 10.94 10.76 10.94 I I  32.08 32.46 31.97 I t  
14.84 14.77 14.45 14.84 f t  39.02 39.51 38.01 I I  






A = 150 
0 .78 18.38 22.46 18.38 18.38 50.00 62.21 50.00 50.00 
1 .56 31.82 33.66 32.03 I I  77.26 75.68 77.47 I t  
2.34 39.46 42.00 39.57 I I  81.90 82.77 81.90 I t  
3.91 53.61 54.69 53.76 I I  88.34 88.86 89,29 I t  
5.47 61.87 62.91 62.10 I I  92.37 92.66 92.23 I I  
7.03 68.23 68.38 I I  53.69 94.29 94.63 I t  87.91 
7 .81 70.72 70.62 69.13 I I  95.08 95.29 94.29 I t  
9.38 74.14 74.63 I I  I I  96.07 96.51 I t  I t  
10.94 77.43 77.95 77.15 11 97 .30 97.19 96.86 I t  
14.84 83.08 83.51 81.98 I I  98.52 98.50 98.61 I t  
25.00 90.70 90.82 89.54 I I  99.59 99.51 99.58 I t  
apparent difference in average power results suggested by these five 
tables is at the lowest (%-level under the alternatives. Here the F 
test frequently exhibits high power relative to the other tests, a 
property which does not seem to carry over to the higher levels. The 
F test is misleading with respect to tail probabilities and more will 
be presented on this in Section B of this chapter. Because of the close 
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similarity of results, average power curves will practically coincide for 
the four tests considered. 
It would be informative to relate in some way the small sample , 
test comparisons to the theoretical results based on infinite sample 
sizes. The concept of asymptotic relative efficiency, useful as a 
single summary cong)arative measure, is of no relevance in our area of 
interest. However, we can make a direct comparison of power functions 
which is indicative of the relative behavior of the competitive test 
procedures. In Table 2f we present such a measure, formed by the ratio 
of the average power of the Wilcoxon paired test to the average power 
of the parametric F test. Various interesting test sizes were selected, 
and these results naturally are based on samples from normally distri­
buted differences. The results are informative in that, for very small 
N, the ratio is nearly one for all a's. With N > 6, we note that 
(and, similarly, ) is less than one at the extremal a-level, but the 
r 
ratio approaches one as CC increases. It appears that the non-parametric 
tests and the F test are practically indistinguishable with respect to 
power except at the lowest attainable test size. It should also be 
mentioned that the ratio of the slopes of the respective tests, evaluated 
at the alternatives indicated,yielded almost identical results to those 
of Table 2f for N > 5. 
To display the intriguing aspects of experiment size and the role of 
the underlying distribution of x^'s. Tables 3a - 3e are given. An 
attainable size of test regardless of experiment size, such as 25% is 
an obvious choice. These tables basically refer to a comparison of R 
and F as indicated. However, in Table 3a it can be generalized that 
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Table 2f. Ratio pf average powers of the Wilcoxon and F tests 




50 100 150 
3 25 1.04 0.97 1.02 0.92 
50 1.00 0.99 1.01 1.00 
4 12.5 1.16 0.97 0.93 0.91 
25 1.01 1.05 0.99 l.CO 
5 6.25 1.09 1.06 0.97 0.91 
12.5 1.03 1.03 0.98 0.98 
6 3.125 0.95 0.89 0.87 0.90 
6.25 1.01 0.98 0.96 1.00 
9.375 1.05 0.97 0.96 1.00 
8 0.78 0.94 0.76 0.82 0.80 
1.56 0.95 0.91 0.95 1.02 
2.34 0.87 0.91 0.94 0.99 
3.91 0.93 0.93 0.98 1.00 
5.47 0.95 0.95 0.99 1.00 
10 0.20 1.05 1.19 0.71 0.90 
0.39 0.97 0.97 0.78 0.90 
0.59 1.09 0.99 0.90 0.93 
0.98 1.03 0.94 0.95 0.95 
1.95 1.05 0.96 0.96 0.99 
2.73 1.07 0.95 0.98 0.99 
4.88 0.99 1.00 0.99 0.99 
W, S and R are identical in average power, in view of the results of 
Chapter IV. In Table 3b, R and W are identical except in the relatively 
few cases where ties lower R. The test S is deleted in the column 
headings because the Sign test cannot achieve the 25% level of signifi­
cance. Tables 3c and 3d present a valid comparison only between R 
and F, since neither of the other tests can attain the 25% level. 
Table 3a. Average power at 25% level - N = 3 
Distribution R=W=S F R=W=S F R=W=S F R=W=S F 
A = 0 A = 50 A = 100 A = 150 
(1) Normal 25.00 24.00 38.00 39.00 61.00 59.75 75.00 81.25 
(2) Rect. 25.00 30.00 32.50 33.75 48.00 50.75 80.50 82. 25 
(3) Rt. Tri., 25.00 25.00 28.50 31.25 48.00 51.75 88.00 83.75 
(4) M 25.00 25.00 28.00 31.25 45.00 54.75 100.00 88.25 
(5) Tri. 25.00 26.00 35.00 36.50 60.50 59.25 80.50 82.75 
(6) 90-10 25.00 25.00 36.50 37.25 54.50 55.75 78.00 77.00 
(7) 70-30 25.00 27. 50 30.50 33.75 49.00 48.00 71.50 71. 25 
(8) Bi-Rect. 25.00 25.00 25.00 25.00 44.00 53.50 100.00 100.00 
Table. 3b. Average power at 25% level - N = 4 
Distribution R = W F R = W F R = W F R = W F 
A = 0 A = 50 A = 100 A = 150 
(1) Normal 25.00 24.75 46.25 43.88 73.50 74.25 93.38 93.50 
(2) Rect. 25.00 24. 75 35.75 35.63 70.63 72.63 94.50 96.00 
(3) Rt. Tri.. 25.00 24.00 40.50 40.88 67.13 70.00 92.50 93.75 
(4) M 25.00 19.50 37.75 37.63 61.00 67.88 100.00 99.50 
(5) Tri. 25.00 26.50 40.50 40.63 69.00 69.38 90, 25 90.75 
(6) 90-10 25.00 25. 75 39.88 39.50 70.50 72.00 91.88 91.00 
(7) 70-30 25.00 26.00 33.63 34.75 57.88 57.50 79.38 81.00 
(8) Bi-Rect. 25.00 12.50 37.50 37.50 58.00 70.38 100.00 100.00 
Table 3c. Average power at 25% level - N = 5 
Distribution R F R • F R F R F 
A = 0 A = 50 A = 100 A = 150 
(1) Normal 25.00 23.88 48.00 47.50 82.69 82.13 96.63 97.06 
(2) Rect. 25.00 23.38 40.81 41.81 79.63 82.06 99.13 99.44 
(3) Rt. Tri. 25.00 25. 13 40.94 40.69 76.50 78.06 96.69 97.19 
(4) M 25.00 21.88 41.94 39.94 74.63 80.19 100.00 100.00 
(5) Tri. 24.88 25.63 46. 13 46.38 80.56 82.44 98.81 99. 13 
(6) 90-10 24. 75 25.25 46.38 46.88 78.75 79.88 96.00 96.50 
(7) 70-30 25.00 24.88 40.06 40.31 67.69 69. 13 91.38 91.50 
(8) Bi-Rcct. 25.00 37.50 53.13 53.13 72.63 81.88 100.00 100.00 
Table 3d. Average power at 25% level - N = 6 
Distribution R F R F R F R F 
A = 0 A = 50 A = 100 A = 150 
(1) Normal 24.88 25.44 50.44 51.28 85.81 86.09 98.03 97.97 
(2) Rect. 24.88 23.56 49.09 49.03 85.97 87.91 99.88 99.91 
(3) Rt. Tri. 25.00 24.81 45.78 45.69 84.84 85.41 99.06 99.06 
(4) M 24.81 23.00 47.81 45.56 84.69 89.34 100.00 100.00 
(5) Tri. 24.88 24. 19 48.06 48.53 87.06 88.25 99.69 99.84 
(6) 90-10 24.88 24.38 46.78 46.44 80.81 81.09 97.31 97.50 
(7) 70-30 24.94 24.94 39.88 40.19 70.28 70. 19 93.69 93.88 
(8) Bi-Rect. 25.00 21.88 45.44 35.94 79.81 89.31 100.00 100.00 
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Table 3e. Average power at 25% level - N = 8 
Distribution R F W R F W 
o
 I
I <1 A = 50 
(1) Normal 24.87 25.23 25.00 53.28 58.63 51.96 
(2) Rect. 24.92 24.19 25.00 58.56 58.51 55.08 
(3) Rt. Tri. 24.84 24.20 25.00 53.49 52.84 49.96 
(4) M 24.87 23.78 25.00 55.31 54.20 48.02 
(5) Tri. 24.74 24.51 25.00 57.38 57.70 55.13 
(6) 90-10 24.87 24.95 25.00 59.84 60.42 58.07 
(7) 70-30 24.95 25.26 25.00 48.67 48.80 48.58 
(8) Bi-Rect. 24.91 28.91 25.00 57.79 63.68 39.84 
A = 100 A = 150 • 
(1) Normal 90.70 90.82 89.54 99.59 99.51 99.58 
(2) Rect. 95.44 95.96 92.18 100.00 100.00 99.78 
(3) Rt. Tri. 90.88 91.26 87.53 99.79 99.78 99.59 
(4) M 92.93 95.68 84.63 100.00 100.00 100.00 
(5) Tri. 93.98 94.65 91.89 100.00 100.00 100.00 
(6) 90-10 94.77 94.96 93.95 99.87 99.85 99.95 
(7) 70-30 84.23 84.27 83.42 98.07 98.09 97.71 
(8) Bi-Rect. 92.63 96.62 84.32 100.00 100.00 100.00 
For N = 8, W is exhibited primarily because R and W differ when the 
alternate hypotheses are true. In fact, R exceeds W when A = 50 or 100 
in all cases. An interesting observation is the extreme closeness of R 
and F on the average even when samples were taken from the non-normal 
type configurations. Only for the highly non-normal distributions (4) 
and (8) was there an appreciable difference in the average power of the 
two tests. The tables also point out the erratic behavior of F for 
distribution (8) when A ® 0. The Wilcoxon test is surprisingly insensi­
tive for distribution (8), probably because all input values are numeri­
cally close. An interesting comparison can be made on the effect of 
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increasing the size of experiment. One point should be explained con- ' 
cerning the power of the non-parametric tests at A = 150 for distributions 
(4), (5) and (8). For these populations, the range is such that the 
induced treatment effect is large enough to lead to the detection of 
significance with certainty. 
Tables 4 through 9 demonstrate average power values at a few of the 
lower possible significance levels for each N. At those sizes presented 
for experiments of four and five differences, the non-parametric tests 
are equivalent. In general, these six tables reveal higher average 
power values for the normal-like distributions, while distributions (4) 
and (8) ostensibly yield very low power. F is slightly superior in the 
majority of entries corresponding to alternatives, and strangely this 
superiority is more pronounced for the non-normal distributions. It 
should be mentioned, however, that in the majority of cases the size of 
the F test exceeds the true significance level. This characteristic is 
apparently transmitted to alternatives, thereby tending to yield high 
power values. The slope of the power curves for all four tests is very 
small near the null values for distributions (4) and (8). The non-
parametric tests show very little power increase when an effect as large 
as 50 units is inçosed. The F test behaves in an erratic manner for these 
two distributions, and curiously shows higher power at A = 50 than at 
A = 100 for distribution (8) in Table 5. The explanation for the compara­
tively low power values at A =" 150 for distribution (7) is that due to 
the mixture of the normal and rectangular populations and the subsequent 
truncation scheme, the variance of the sampled differences is larger than 
any of the other underlying distributions. Also, larger differences in 
Table 4. Average power at 12.5% level -• (N = 4) 
Distribution R=W=S F R=W=S F R=W=S F R=W=S F 
A = 0 A = 50 A = 100 A = 150 
(1) Normal 12.50 10.75 27.75 28.63 52.25 56.25 72.75 79.88 
(2) Rect. 12.50 13.50 19. 75 21.63 36.50 43.63 75.00 80, 25 
(3) Rt. Tri. 12,50 13.00 24.50 24.88 42.50 48.50 77.00 75.75 
(4) M 12.50 13.50 13.00 19.75 31.50 39,13 100.00 82, 13 
(5) Tri. 12.50 11. 75 23.50 24.88 41.25 47,25 69.00 74,50 
(6) 90-10 12,50 12.00 20.75 21.38 48.25 51.50 73.50 78. 25 
(7) 70-30 12.50 14.50 18.50 19.75 35.75 38. 13 55.75 59. 13 
(8) Bi-Rect. 12.50 12.50 12,50 12.50 31.75 32.38 100.00 75.00 
Table 5. Average power at 6.25% level - (N = 5) 
Distribution R=W=S F R=W=S F R=W=S F R=W=S F 
A = 0 A = 50 A «= 100 A = 150 
(1) Normal 6.25 5.75 19.63 18.44 44.38 45.81 70.13 77.38 
(2) Rect. 6.25 7.38 12.75 14.38 30.88 38.56 73.00 77.88 
(3) Rt. Tri., 6.25 7.13 11.63 19.00 30.63 36.44 75.75 72.19 
(4) M 6.25 8.25 7.00 13.44 23.38 33.00 100.00 77.50 
(5) Tri. 6.25 6.25 15.63 16.25 41.75 47.06 73.50 76.06 
(6) 90-10 6.25 5.75 14.63 17.25 41.50 46.75 68.25 74. 19 
(7) 70-30 6.25 6.38 14.88 14.88 30.00 33.44 51.88 59.31 
(8) Bi-Rect. 6.25 6.25 6.25 21.88 25.63 18.94 100.00 84.25 
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Table 6. Average power at 6.257. level - (N = 6) 
Distribution R F W R F W 
A = 0 A= 50 
(1) Normal 6,25 6.19 6.25 18.47 18.97 18.56 
(2) Rect. 6.25 7.75 6.25 15.28 17.75 15.34 
(3) Rt. Tri. 6.25 7.19 6.25 13.88 15.97 13.91 
(4) M 6.25 6.75 6.25 12.38 16.09 12.38 
(5) Tri. 6.25 6.63 6.25 16.75 18.13 16.94 
(6) 90-10 6.25 5.94 6.25 19.38 18.44 19.75 
(7) 70-30 6.25 6.75 6.25 13.03 14.19 13.16 








A = 150 
(1) Normal 54.84 56.91 54.87 85.47 85.31 85.47 
(2) Rect. 46.06 51.88 46.44 89.13 90.53 89.13 
(3) Rt. Tri. 44.06 47.97 44.06 83.00 86.47 83.06 
(4) M 39.69 46.78 39.94 100.00 94.75 100.00 
(5) Tri. 48.84 53.16 48.97 88.00 90.13 88.00 
(6) 90-10 47.41 48.34 47.72 76.44 78.97 76.44 
(7) 70-30 33.16 34.19 33.28 59.28 63.53 59.84 
(8) Bi-Rect. 32.16 34.47 32.28 100.00 99.63 100.00 
absolute value are admitted in samples selected from distributions (6) 
and (7). 
Tables 6 and 7 substantiate what has been said above for the two 
smallest achievable test sizes indicated for experiments of size six. 
The Sign test cannot attain the 6.25% level and so it is deleted from 
Table 6. Because W and R differ minutely when ties affect the Fisher 
criterion, both are presented to illustrate the frequency of these tied 
totals. Differences generated from distribution (6) inexplicably result 
in high power when 50 as exhibited by all six tables in this group. 
As previously mentioned, Tables 8 and 9 illustrate results of power 
Table 7. Average power at 3.125% level - (N = 6) 
Distribution R=W=S F R=W=S F R=W=S F R=W=S F 
A = 0 A = 50 A = 100 A = 150 
(1) Normal 3.13 3.31 9.44 10.59 35.62 41.03 65.75 72.97 
(2) Rect. 3.13 4.44 8.69 10.47 22.44 35.78 65.13 72.44 
(3) Rt. Tri. 3.13 3.81 7.81 9.47 21.75 32.00 67.50 69.56 
(4) M 3.13 4.19 3.75 9.72 18.25 28.41 100.00 74.47 
(5) Tri. 3.13 3.31 8.88 10.59 32.44 35.50 62.75 73.19 
(6) 90-10 3.13 2.50 13.00 10.75 29.94 34.69 53.50 63.19 
(7) 70-30 3. 13 3.13 7.69 8.06 19.19 21.34 38. 13 45.47 
(8) Bi-Rect. 3.13 3. 13 3. 13 12.50 15.88 34.44 100.00 67. 19 
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Table 8. Average power at 1.5625% level - (N = 8) 
Distribution R F W R F W 
A = 0 A = 50 
(1) Normal 1.56 1.64 1.56 6.85 7.59 6.87 
(2) Rect. 1.56 2.03 1.56 6.46 9.44 6.48 
(3) Rt. Tri. 1.56 1.72 1.56 6.32 7.48 6.32 
(4) M 1.56 2.45 1.56 3.92 7.50 3.92 
(5) Tri. 1.56 1.80 1.56 7.46 9.27 7.59 
(6) 90-10 1.56 1.35 1.56 11.11 11.45 11.21 
(7) 70-30 1.56 1.38 1,56 7.78 7.04 7.80 
(8) Bi-Rect. 1.56 0.78 1.56 3.91 3.91 3.91 
A = 100 A = 150 
(1) Normal 31.82 33.66 32.03 77.26 75.68 77.47 
(2) Rect. 33.41 43.13 33.41 89.59 87.38 89.59 
(3) Rt. Tri. 29.43 33.88 29.43 70.84 74.59 70.84 
(4) M 19.53 32.34 19.82 100.00 84.38 100.00 
(5) Tri. 34.23 41.60 34.75 77.81 81.68 78.65 
(6) 90-10 42.71 45.79 42.71 74.70 85.31 74.70 
(7) 70-30 28.60 29.03 28.81 54.83 60.56 54.83 
(8) Bi-Rect. 24.90 36.34 25.10 100.00 85.94 100.00 
averaged from only thirty different experiments of size 8, and reflect 
a low average power for observations taken from a normal population. 
As before, the slight differences encountered by R and W are obviously 
due to the occurrence of ties. S is not valid at the 1.5625% level. 
Differences generated from the rectangular distribution give surprisingly-
large values for the samples studied. 
In sunnnarizing the results of the tables presented thus far, the 
main contribution is the remarkable similarity in power values of all 
tests considered. The F test appears to be fairly robust with respect 
to the population of repetitions, and the underlying distributions 
Table 9. Average power at 0.78125% level - (N = 8) 
Distribution R=W=S F R=W=S F R=W=S F R=W=S F 
A = 0 A = 50 A = 100 A = 150 
(1) Normal 0.78 0.83 3.52 4.65 18.38 22.46 50.00 62.21 
(2) Rect. 0.78 1.33 3.33 5.56 17.19 28.11 71.04 72.46 
(3) Rt. Tri., 0.78 1.04 3.36 4.52 15.94 21.50 59.17 59.61 
(4) M 0.78 1.43 1.04 4.74 9.69 19.85 100.00 63.91 
(5) Tri. 0.78 0.86 3.93 5.38 20.21 28.05 55.83 68.89 
(6) 90-10 0.78 0.58 5.57 6.81 30.31 33.40 58.75 71.75 
(7) 70-30 0.78 0.60 4.09 3.88 18.49 19.82 38.13 46.02 
(8) Bi-Rect, 0.78 0.78 0.78 3.91 13.25 14.45 100.00 64.06 
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exhibit predictable trends as the true difference deviates from the null 
value. The relative role of the underlying distribution is apparent 
regardless of the significance level or size of experiment considered. 
By using the relationships developed in Chapter IV, it is rela­
tively simple to confute exact power values for differences generated 
from certain underlying density functions. In order to comprehend the 
effectiveness of the average power values resulting from repeated random 
samples of differences, a few representative examples will now be cited. 
We first display exact power values for the Sign test computed from the 
general power expression (6). In particular we evaluate Equation 6 for 
f(x) normal, rectangular and bi-rectangular as indicated in Table 1. 
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for 0 < A < 173 
for 173 < A (55) 
for A < 94. 9 
for 94. 9 < A < 104. 9 . 
for 104.9 < A . (56) 
In Table 10a we display solutions to Equations 54, 55 and 56 for selected 
values of N and A. The average power values included in Table 10a for 
comparative purposes appear to be reasonable estimates from our restricted 
sançle. The Sign test is particularly delicate when invoking numerical 
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Table 10a. Power of Sign test (exact and averaged), a = —=— 
2 -^1 
Normal Beet. Bi-Rect. 













methods in order to estimate power. This test exhibits a curious regu­
larity in its behavior with regard to the population of randomizations. 
For any given set of experimental material the power of the Sign test 
behaves in a completely predictable manner over the population of repe­
titions with which we are concerned. Given the power value at a = —-— ' 
2^ -1 
the lowest possible level, the power at the remaining significance levels 
is automatically determined. This remarkable property is entirely inde­
pendent of the underlying distribution and the number of pairs N. To 
illustrate this fact, consider N differences any A> 0, and the popu­
lation of plans or "data sets" defined by forming all possible quantities 
( + x^  + A ). The total number of plans generated in this way is obviously 
2^ . Define t^  = + + A j where t^  can be either positive or negative. 
0 .250 .250 .250 .250 .250 
50 .358 .380 .313 .325 .250 
100 .599 .610 .500 .480 .445 
150 .813 .750 .814 .805 1.000 
0 .031 .031 .031 .031 .031 
50 .110 .094 .074 .087 .031 
100 .355 .356 .241 .224 .185 
150 . 660 .658 .662 .651 1.000 
0 .0078 .0078 .0078 .0078 .0078 
50 .052 .035 .030 .033 .0078 
100 .251 .184 .150 .172 .106 
150 .575 .500 .577 .710 1.000 
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Also, let designate the set of t^ 's constituting plan j, j = 1,...,2N. 
Initially consider ti > 0 for all i in every set t^ j). In other words, 
+ > - A for all i in the original data set. Therefore, significance 
will be declared with certainty at the lowest level OC = ~-~—r for each 
2^ -1 
plan j. Hence, the power at this level and all succeeding levels will be 
I I 100% = 100%. Next, consider one and only one t^  to conceivably be \2^J 
both positive and negative. Without loss of generality take t^  to be 
positive in half of the plans and negative in the other half, and all 
2^  N-1 
other t^  > 0, i = 1,...,N-1. Then — = 2 plans have N positive 
values and significance is declared at the —-— level. Also 2^  ^  plans 
2N-I 
have (N-1) positive values and one negative value, and the significance 
level indicated in these plans is the next highest, i.e.. 
oN-l 
/ 2 . Thus, the power at the lowest level is ( — ) 100% = 50% , 
and the power at the next possible level is 100%. Generalizing these 
results, we observe the following. For (N-p) t^ 's always positive and 
the remaining p t^ 's taking on both signs with equal frequency, the 
details of the Sign test partition the plans tQj into 2? sets of 2^ 'P 
plans. Of these, 2 plans contain all positive elements t^  and hence 
yield significance at the smallest possible level CCq = . There are = 1 
2N-I 
( ^ ) * 2^  ^  additional plans containing (N-1) positive t^ 's and one 
negative t^  which indicate significance at the next lowest level, say, 
( 2 ) ' 2^  ^  additional plans yielding significance at a^ , and so 
forth. Since plans with (N-p) positive members manifest significance 
at the same level as plans with (N-p) negative members, this process 
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continues until all sign configurations are accounted for. We exemplify 
this description with the example N = 8. The attainable levels are: 
"o 128 ' "l ~ Ï28 ' "2 128 • °3 ^  128 ' "4  ^* 
A power value of 3.125% at OCQ tells us that 8 (since = 3.125%) plans 
have indicated significance at OQ. Furthermore, by the reasoning above, 
we know that N-p = 8-5 = 3 t^ 's are positive in every plan. From the 
p = 5 remaining t^ '^s, 2^  = 32 different plans are generated, of which 
one contains all positive elements, ( ^ ) = 5 contain only one negative 
tand so on. We then have the arrangement indicated in Table 10b. Two 
terms contribute to the power at Og because two-sided tests are considered. 
Thus five positive or five negative observations in the plan yield signifi­
cance at the same level. 
Table 10b. Behavior of Sign test when three t.'s are always positive -
N = 8 
a-level of No. of plans P..er 
positive t^  significant 
Oq 8 8 3.125% 
a, 7 ( ^ ) • 8 = 40 18.75 % 
'1 
«2 6 ( ^ ) • 8 = 80 50.00 % 
«3 5 or 3 ( 3 ) • 8 + ( ^ ) • 8 = 88 84.375% 
4 ( 3 ) ' 8 = 40 100 % 
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We generalize the discussion in the following way. Let the possible 
significance levels for the two-tailed Sign test be 
( o ) + ( ? ) + ( f ) + - • - + ( 4 )  
a, ' 
N-2 
where i = 0,1,..., if N is even, in which case Qtsj = 1, and i = 0,1,..., 
 ^ 2 
nS 
N-1 if N is odd. Now, given that the power at the a_-level is — , 
— 0 
s  =  0 , 1 , t h e n  w e  c a n  i m m e d i a t e l y  s p e c i f y  t h e  p o w e r  a t  e v e r y  a t t a i n ­
able significance level. Thus, we have the following 
2® 
power aC<3^  = L ( Y ) + 2 ( I'f ) j=0 J j=0 J 
if i < N - s 
= 100% if i > N - s , 
where the second combinatorial is zero if N - j > N - s. With reference 
to the previous paragraph, s indicates the number of eleinents that are 
positive in every plan, and equals (N-p). 
The relevance of this discussion is that knowledge of the power of 
the Sign test at the a-level —completely specifies power at all other 
possible levels, when dealing with the population induced by the randomi­
zation technique. Obviously, there are always exactly (N + 1) unique sets 
of power values since the power at  ^^ can take on any one of 
(N + 1) values. 
A contrast of exact and averaged power is easily performed for 
Wilcoxon's criterion. Using Equation 20 we evaluated exact power 
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probabilities for differences generated from the rectangular distribution 
(2) in Table 1. An inspection of the entries in Table 11 reveals excellent 
agreement between estimated and exact values, strengthening our confidence 
in conclusions derived from the numerical phase of this research. 
Since the bi-rectangular distribution can be treated in a similar 
manner we include power computations for this case. However, the alter­
native A = 150 is omitted because with a treatment difference that large, 
significance is assured and the power for all a-levels is unity. These 
results are summarized in Table 12. 
Because the coii^ >utations required to evaluate Fisher's criterion 
are quite complex, we will exhibit values derived from taking f(x) 
rectangular only. Table 13 presents exact and averaged power of Fisher's 
randomization test with N = 3 and A = 50. Exact values are determined 
by summing appropriate probabilities as described in Section C of 
Chapter IV. These probabilities are included in the body of Table 13 
for completeness. 
Table 14 illustrates a sample calculation of the integration 
formulas (33) through (42). Again the correspondence of exact and 
estimated power is reasonably close. 
The case of ten blocks of paired observations can be looked upon 
as a particularly interesting one, at least with regard to Fisher's 
criterion. We notice that experiments of this size are awkward in the 
sense that they are too large to admit complete enumeration of the 
members of the population, and too small to rely on asymptotic theory. 
The former aspect is quite evident when we consider the details of the 
Fisher randomization technique. A set of N = 10 differences requires 
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Table 11. Power of Wilcoxon test (exact and averaged) - rectangular 
distribution 
A = 50 A = ' 100 A = 150 
a Exact Ave. Exact Ave. Exact Ave. 
.25 .313 .325 .501 .480 .814 .805 
N « 3 .50 .601 .612 .808 .812 .976 .982 
.75 .801 .808 .904 .892 .988 .998 
.125 .189 .198 .390 .365 .759 .750 
N = 4 
.25 .370 .358 .667 .706 .954 .945 
.375 .517 .476 .782 .794 .975 .978 
.0625 .117 .128 .306 .309 .709 .730 
.125 .232 .223 .548 .552 .928 .931 
N = 5 
.1875 .334 .342 .672 .693 .959 .954 
.3125 .509 .497 .834 .852 .992 .991 
.4375 .615 .614 .878 .890 .995 .994 
.0312 .074 .087 .241 .224 .662 .651 
.0625 .147 .153 .445 .464 .899 .891 
.0937 .216 .228 .568 .570 .940 .934 
N = 6 
.1562 .340 .359 .738 .736 .986 .986 
.2187 .429 .453 .797 .804 .990 .994 
.3125 .533 .559 .858 .864 ,994 .994 
.4375 .650 .652 .921 .931 .999 .999 
N-1 2 = 512 separate evaluations of the Fisher criterion Z + (x^  +  ^
i=l 
for conducting a two-sided test of A = 0, To consider the evaluation of 
significance for each member of the entire population of repetitions 
envisaged for the experiment, we are required to perform the above 
computations for each of the 2^  = 1024 possible plans superimposed on 
the actual input data. Such a task becomes overwhelming when N > 10. 
Two alternative sampling schemes are proposed to permit examination 
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.25 .250 .250 .445 .440 
N = 3 .50 .625 .625 .758 .772 
.75 .625 .625 .879 .858 
.125 .125 . 125 .329 .318 
.25 .375 .375 .589 .580 
N = 4 .375 .375 .375 .720 .708 
.625 .750 .750 .888 .885 
.875 . I.000 1.000 .963 .962 
.062 .062 .062 .246 .256 
.125 .219 .219 .458 .492 
.187 .219 .219 .587 .610 
N = 5 .312 .531 .531 .765 .788 
.438 .531 .531 .825 .855 
.625 .688 .688 .896 .913 
.812 1.000 1.000 .967 .972 
of Fisher's test when N is not "small". We could randomly select a 
given number of patterns for each of the 2^  plans to obtain an estimated 
significance level for each of the 2^  members comprising the population 
of plans. With this approach we will obtain a restricted set of test 
sizes of the form —, u = 0,1,...,m, where m is the number of patterns 
sampled in each plan. It is more meaningful, however, to utilize the 
information that within the, 2^  ^  patterns available for the sample, one 
is certainly significant, that is, the observed value equals itself 
and should always be included in the sample. Thus, if the sample is 
stratified in the sense that the observed is always included in the 
Table 13. Power of Fisher randomization test, N = 3 , rectangular density, A = 50 
Probability that 
exactly X inequalities 
are satisfied 
(3 neg.) (2 neg., 1 pes.) (1 neg., 2 pos.) (3 pos.) 
Pr [ none ^ 
Pr [ one } 
Pr { two } 






























Table 14. Power of randomization test (exact and averaged) -
rectangular distribution, N = 4 
A = : 50 A = 100 A = 150 
a Exact Ave. Exact Ave. Exact Ave. 
.125 .189 .198 .390 .365 .759 .750 
.25 .370 .358 .667 .706 .954 .945 
.375 .517 .476 .782 .794 .975 .978 
.50 .646 .645 .851 .894 .979 .995 
sample with a proper weighting factor attached, and the remaining (m-1) 
patterns are sançled from the remaining (2^ '^ -l) patterns, a better 
estimate in the sense of smaller variance of the true significance level 
is obtained. This estimate is unbiassed under the null hypothesis. 
Similarly, it can be shown that under the null hypothesis the estimate 
of power is also unbiassed if the stratified method is used. However, 
with this scheme only the power at the restricted —^  levels, u = 1, 2 , . . . , m 
m 
is estimable. It is not known what effect the alternative hypotheses have 
on the estimated power values. 
As an illustration of the behavior of this mechanism we use the 
synthetic example with N = 4 and sample four patterns out of the total 
of eight for each plan. The results summarized in Table 15a were obtained 
by averaging fifty samples of size four from the normal distribution (1) 
of Table 1, and performing a complete enumeration of the Fisher test, 
sampling four of the eight possibly unique patterns for each of the 
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Table 15a. Power of Fisher randomization test - Monte Carlo results 
a 
Complete Sampling Sampling 
enumeration scheme (i) scheme (ii) 
12.5 12.50 ( 8.88) (25.38) 
25 25.00 (30.50) 25.38 
37.5 37.50 (30.50) (25.38) 
50 50.00 (53.25) 50.50 
62.5 62.50 (53.25) (50.50) 
87.5 87.50 (76.63) (76.00) 
A" 50 
12.5 27.75 (18.13) (41.25) 
25.0 46.25 (49.25) 41.25 
37.5 56.38 (49.25) (41.25) 
50.0 68.12 (70.63) 67.88 
A = 100 
12.5 52.25 - (69.25) 
25.0 73.50 - 69.25 
37.5 • 84.38 - (69.25) 
50.0 90.38 - 87.88 
A = 150 
12.5 72.75 - (87.25) 
25.0 93.28 - 87.25 
37.5 96.75 , - (87.25) 
50.0 98.75 - 98.13 
110 
sixteen plans in the population (sampling scheme (i)), and stratifying 
the sample to necessarily include the observed value of Fisher's cri­
terion with a weighting factor of ~ ( = „ ) and sampling three of 
o 2^ *' 1 
the remaining seven patterns (sampling scheme (ii)). Tlie power entries 
in parentheses are misleading in that they do not actually correspond 
to the CK-level indicated in the margin of the table, but to a-levels 
determined by the sampling scheme. We clarify these remarks with an 
example. Sang»ling scheme (i) needs little explanation, except that 
significance for each pattern can be declared at only five unique levels 
with the lowest level being somewhat misleading. Thus, if none of the 
four patterns sampled exceed the observed sum we declare significance 
at the zero percent level, a rather misleading statement. The necessity 
of the zero percent level is to ensure an unbiassed estimate of the true 
level a. Thus, if the true a level were — , there are ( ^ ) ( ^ ) = 35 
8 4 0 
sançles containing no sums greater than or equal to the observed C^ gg 
and "significance" is declared at 0%; similarly ( ^ ) ( ^ ) = 35 samples 
contain one sum equal to Cggg and significance is declared at the 25% 
level. Obviously, the expected value of the estimated significance level 
is — , the true value. The argument holds for all possible a-levels, so 
8 
this method gives unbiassed estimates of the true test size. However, 
this estimation procedure leads to power estimates determined in the 
following way. Consider Table 15b in which we list in the column at the 
left the totality of true Ct-levels, which are equally likely under the 
null hypothesis. The remaining column headings refer to the possible 
estimates obtained from sangling scheme (i) when sampling four patterns 
from the total of eight for each plan. The entries in the body of the 
Ill 
Table 15b. Possible samples obtained using sampling scheme (i), 
N =» 4, m = 4 
Estimated a : 
True a 0% 25% 50% 75% 100% 
.125 35 35 
. 25 15 40 15 
.375 5 30 30 5 
.50 1 16 36 16 1 
.625 5 30 30 5 
.75 - - 15 40 15 
.875 - - - 35 35 
1.00 - - - - 70 
Total 56 216 216 216 216 
table represent the total number of samples that will yield the designated 
estimated (x for the corresponding true OC. Obviously, this sampling scheme 
leads to unbiassed estimates for each a. Expected power, however, is 
determined by forming cumulative sums which give the following quantities: 
(i) Pr { result is significant at the 0% levelj = = 10 % 
8" 70 
(ii) Pr{ " " " " " 25% " }= + ^ 6^ = 32.5% 
8" 70 
(iii) Pr ( " " " , " " 50% " ) = = 55 % 
(iv) Pr( " " " " " 75% " }= 56 +^ 3^ (126) „ 77,5% 
(v) Pr 1 " " " " " 100% " ) = 56 + 4 (126) = q^O % 
 ^ 8-70 
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The sampling error from the Monte Carlo results of Table 15a is evident 
from these calculations of expected power. This procedure, though un­
biassed, is not recommended and is mentioned here only for academic 
interest. 
One might take the view that the above scheme should be altered 
in the sense that the sample of four patterns should not include the 
observed criterion Cggg. The possible estimates of a in this case 
would be 20%, 40%, 60%, 80% and 100%. However, the individual estimates 
of significance levels are then biassed. Either of the methods described 
thus far give satisfactory results when N is large. 
Results quoted in Table 15a for sampling scheme (ii) present an 
interesting basis for discussion. This method of estimation provides 
unbiassed estimates of both the power and significance level. As before, 
we sample four patterns from each of the sixteen plans comprising the 
population. Of the sixteen patterns formed, eight are identical in 
absolute value and it is from these eight that we take our sample. 
Now, one of these eight patterns has been observed and contributes to 
the level of significance we are attempting to estimate. Thus, we are 
interested only in sampling from the remaining seven patterns and 
counting the number of patterns in the sample with totals greater than 
or equal to the observed total. This number is then weighted by the 
N-1 factor , where m is the sample size. Now, under the null hypoth­
esis, the observed total will be greater than or equal to the totals of 
j patterns, j = 1,2,...,8 with equal probability of . For j = 1, the 
8 
observed total exceeds all other totals and every sample of size four 
(the observed pattern and three others) will estimate the significance 
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level to be ^  (1) + (0) = ~ , the true level in this case. There are 
( g ) = 35 possible samples of three patterns selected from the remaining 
seven patterns. If exactly one of the other patterns exceeds the ob-
2 
served total, the true significance level is obviously — =» 25%. However, 
the stratified sampling scheme used will yield estimates of either 
J (1) + ^  (0) = ^  or g (1) + 24  ^24 ' depending on whether or 
not the sanqple of three patterns includes the pattern with a larger 
total. There are ( ^ ) ( ^ ) = 20 ways for the former to happen and 
( ^ ) ( ^ ) = 15 ways the latter will happen. Completing the enumeration 
of possibilities, it is easily seen that the probability of declaring 
significance at exactly the CK-level is y for all Ct, where CC = ^  , , 
4 o Z4 
 ^, 1. Consequently, expected power values under the null hypothesis 
are 25%, 50%, 75%, and 100%. The results of fifty experiments indicated 
in Table 15a verify this fact. Quantities in parentheses should be self-
explanatory. That is, the power of 25.38% appears at a = 12.5% because 
of the discreteness of the achievable a-values. 
The sampling procedures described thus far introduced various time-
consuming elements into the program since they neglect to use a successive 
formation technique to evaluate sums of the observed differences. Thus 
it was faster to completely enumerate the patterns for each plan rather 
than utilizing the sampling schemes. A more reasonable approach to the 
sampling notion is to select a random sample of plans resulting from 
experiment randomization, and for each plan completely enumerate the 
Fisher criterion. In this way, the possible significance levels are 
retained and the power estimates are "correct" in the usual sense. 
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Thus, we are taking a random sample of members from the entire population 
of randomizations, calculating the true significance level for each member 
of the sample, and scoring these levels appropriately. Power is then 
estimated in the usual way, by accumulating scores of observed levels 
less than or equal to the given test size. Of course, the power estimates 
are necessarily of the form ^  , where v = 0,1,...,n and n is the number 
of plans taken in the sançle. This procedure was used for the case 
N = 10 and samples of size n = 32 and 128 with the results of a single 
experiment presented in Tables 16 and 17. Only the randomization 
results are estimates, the other tests allow complete enumeration of 
the criteria. As an indication of computer time required to obtain these 
results, a complete enumeration of Fisher's criterion required five 
minutes, sampling scheme (ii) required 8 minutes for sampling 32 
patterns within each of the 2^ ® = 1024 plans, sampling 32 plans required 
1 Y minutes and sampling 128 plans required 2 minutes of computer time. 
In all cases, we took A = 0 and 50 and also computed the power of the 
competitive tests. 
To get a better insight on the effect of a Monte Carlo sampling of 
plans for making power comparisons, we decided to average ten experiments 
with N = 10 differences taken from the normal and the rectangular curves. 
The results of Tables 16 and 17 and the computation time required prompted 
our decision to sample n = 128 plans for use in evaluating the Fisher 
criterion. The other test criteria were evaluated for ten additional 
experiments. The resulting average power values are presented in 
Tables 18 and 19. The Wilcoxon value at 10.94% is marked with an 
asterisk because the average power actually refers to the 10.55% level. 












F W S 
0.20 0.20 2.73 0.00 0.78 0.00 0.20 0.20 
0.39 0.39 I I  I I  11 0.00 0.39 I I  
0.59 0.59 I I  I I  1.56 0.20 0.59 I I  
0.98 0.98 I I  11 I t  0.20 0.98 11 
1.37 - 1.37 I I  I I  I I  0.39 1.37 I I  
1.95 1.95 I I  I I  I I  0.78 1.95 I I  
2.73 2.73 I I  I I  2.34 1.56 2.73 2.15 
3.71 3.71 5.47 I I  3.91 2.34 3.71 I I  
4.88 4.88 I I  3.13 4.69 4. 10 4.88 I f  
5.08 5.08 I I  11 5.47 4. 10 I I  n 
6.45 6.45 I I  6.25 6.25 5.27 6.45 I I  
8.40 8.40 8.98 I I  7.03 8.01 8,40 I I  
9.96 9. 57% 11.91 9.38 7.81 9.57 I I  I I  
10.55 10.55 I I  I I  I I  10.55 10.55 I I  
13.09 12.89^  14.84 12.50 10. 16 13.67 13.09 10.94 
16.02 15.82* I I  15.63 - 16.41 16.02 I I  
19.34 19.14* 17.77 21.88 21.09 19.34 I I  
D^iscrepancy due to ties. 
Table 17. Power values computed from one experiment of size N=10 under alternative hypothesis A = 50 
Sampling 
 ^ Complete scheme (ii) Sampling Sampling p y 
enumeration n=32 patterns n=32 plans n=128 plans 
per plan 
0.20 25.00 50.29 21.88 21.88 11.13 25.00 25.1 
0.39 25.10 t l  n  I I  18.07 25. 10 I I  
0.59 25.88 I I  I I  I I  23.05 25.88 I I  
0.98 31.15 I I  25.00 24.22 30.08 28,61 I I  
1.37 38.18 I I  37.50 29.69 36.43 34.08 I I  
1.95 '46.88 I I  53.13 35. 16 44.34 40.92 I I  
2.73 56.45 " I I  47.66 52.05 49.51 75. 
3.71 63.48 66.21 68.75 56.25 60.16 61.62 1 1  
4.88 68.16 I I  81.25 60.16 66.41 71.88 I I  
5.08 68.85 I I  81.25 60.16 67.29 I I  I I  
6.45 72.75 I I  81.25 64.84 72.66 75.59 I I  
8.40 77.34 76. 76 87.50 69.53 77.93 76.86 I I  
9.96 80.86 81.64 90.63 74.22 81. 15 I I  I I  
10.55 81.64 I I  93.75 - 82.23 79.30 I t  
13.09 86.33 86.62 96.88 83.59 86.52 83.01 100. 
16.02 90.14 I I  96.88 - 90.04 87.50 I I  
19.34 93.26 90.53 96.88 - 93. 16 91.99 I I  
Table 18. Average power computed for experiments of 10 differences from a normal population 
A = 0 A = 50 
Size R F W S R F W S 
0.20 0.24 0.19 0.20 0.20 6.09 4.01 4.76 4.76 
0.39 0.55 0.40 0.39 11 8.44 6.69 6,47 I t  
0.59 0.78 0.54 0.59 1! 10.86 8.72 8,61 1 1  
0.98 1.17 0.95 0.98 1 1  14.30 12.30 11.58 1 1  
1.37 1.48 1.30 1.37 1 1  16.80 15.14 14.70 I f  
1.56 1.64 1.58 f t  I I  18.28 16.42 1 1  1 1  
1.95 2.19 1.86 1.95 I I  20.78 18.70 17.96 I I  
2.15 2.34 2.02 I t  2. 15 22.42 19.82 I I  19.93 
2.73 3.36 2.55 2. 73 1 1  26.72 22.73 21,56 I I  
3. 13 3.67 2.98 I I  1 1  28.44 24.57 I I  1 1  
3.71 4.30 3.69 3,71 1 1  30.55 26.93 26,05 1 1  
4.88 5.08 4.95 4,88 1 1  35.86 31.04 30.93 I I  
5.08 5.31 5. 12 I I  I I  36.64 31.67 I I  I I  
6.45 7.27 6.42 6.45 I I  41.17 35.76 35,60 I I  
8.40 8.75 8.50 8.40 I I  45.86 40.49 39.39 I I  
9.96 10.16 10.04 1 1  I I  49.45 43.96 I I  1 1  
10.94 11.09 11.09 10.55* 10.94 51.25 45.82 43,79* 42.44 
13.09 13.20 13.45 13.09 1 1  55.78 49.72 48, 18 1 1  
Table 18. (Continued) 
A = 100 A = 150 
Size W W 
0.20 25.00 28.60 20.31 20.31 59.84 59.41 53.62 
0.39 33.12 37.29 29.14 t'i 65. 16 70.40 63.36 
0.59 45.31 42.97 38.59 II 70.86 76.80 71.22 
0.98 - 54.37 49.60 47.33 II 80.08 84.65 80. 16 
1.37 60.00 53.53 51.86 II 86.33 88.90 86.00 
1.56 61.09 55.70 II II 89.14 90.63 II 
1.95 63.36 61.04 58.85 II 91.80 92.87 91. 78 
2.15 64.37 62.66 II 49.92 93.04 93.98 II 
2.73 69.06 66.75 65. 15 II 94. 77 95.86 94.84 
3. 13 70.55 68.88 II II 97.03 96.66 II 
3.71 72.89 71.73 70.85 II 98.12 97.59 96.50 
4.88 76.79 76.02 75.55 II 99.30 98.66 97.64 
5.08 77.58 76.70 II II 99.37 98.78 II 
6.45 80.70 80.55 79.54 II 99.84 99.38 98.89 
8.40 84.92 84.61 82.87 II 100.00 99.74 99.49 
9. 96 86. 72 86.89 II II 100.00 99.89 II 
10.94 87.81 87.96 85.90* 75.82 100.00 99.96 99.73* 




Table 19. Average power computed for experiments of 10 differences from a rectangular population 
A = 0 A = 50 
Size R F W S R F W S 
0.20 0.08 0.43 0.20 0.20 0.85 2.38 0.74 0.74 
0.39 0.16 0.70 0.39 II 2.26 3.92 2.13 II 
0.59 0.31 0.84 0.59 II 3.28 5.43 3.03 II 
0.98 0.70 1.31 0.98 il 5.62 7.94 5.50 II 
1.37 0.86 1.89 1.37 II 7.58 9.83 7.66 II 
1.56 1.17 2.11 It It 9.06 10.87 II II 
1.95 1.64 2.50 1.95 II 11.09 12.81 10.21 II 
2.15 1.80 2.79 n 2. 15 11.80 13.76 II 5.51 
2.73 2.19 3.38 2.73 II 15.00 16.46 14.22 II 
3.13 2.58 3.83 II II 17.03 17.94 II II 
3.71 3.05 4.28 3.71 II 19.22 20.11 17.46 II 
4.88 4.45 5.23 4.88 II 23.36 24.31 22.62 II 
5.08 4.69 5.45 II II 24.45 25.03 II II 
6.45 6.02 6.60 6.45 II 28.60 29.06 26.44 II 
8.40 7.50 8.44 8.40 ff 33.83 34.07 31.66 II 
9.96 8.83 10. 14 II II 38.05 37.78 II II 
10.94 9.38 10.92 10.55* 10.94 39.22 39.89 36.62* 19.53 
13.09 11.02 13.05 13.09 II 44.06 44.13 41.32 II 
Table 19. (Continued) 
A = 100 
Size R F W S 
0.20 8.51 16.11 9.10 9.10 
0.39 15.70 25.08 16.24 I I  
0.59 23.36 31.88 23.67 I I  
0.98 35.23 41.79 35.23 M  
1.37 42.42 . 49.00 42.24 I I  
1.56 45.55 51.81 I I  I I  
1. 95 51.31 56.90 48.41 I I  
2.15 53.44 59.17 11 34.41 
2.73 58.83 64.41 55.44 I I  
3. 13 63.05 67.57 I I  I I  
3.71 66.17 70.99 62.04 I I  
4.88 72.19 74.98 66.29 I I  
5.08 72.97 77.31 11 I I  
6.45 78.91 81.55 71.52 I I  
8.40 84.05 85.96 76.47 I I  
9.96 86.64 88.44 I I  I I  
10.94 87.74 89.64 80.16* 62.73 




and this should be kept in mind when discussing these results. The 
estimated power improves as A increases as might be expected, and we 
note the extreme closeness of R and W when A = 150. We know that R = W 
at the three smallest test sizes and it appears that R tends to be over­
estimated in Table 18, which is obvious for A = 0. Thus, the fact that 
R exceeds W and F at almost all sizes for A = 50 and A = 100 in Table 18 
might be due to biassed results for these particular experiments. 
Table 19, however, presents the reverse situation as R is under-estimated 
when the null hypothesis is true. However, this situation does not seem 
to carry over when a treatment difference is imposed, and R exceeds W 
in the majority of entries indicated. The two quantities are still quite 
close when A= 50 and R appears to exhibit some superiority for larger 
differences. Both tables indicate the inferior behavior of the Sign 
test. The F test, however, presents an interesting contrast. Note in 
Table 18 the excellent agreement of the averaged power of the F test under 
the null hypothesis to the known true power values, even though we have 
considered only twenty experiments. When A = 50 or 100, F slightly 
exceeds W and is less than R; when A = 150 F is superior at the lower 
levels, until all three tests are basically equivalent from a = 1.56% 
upward. In Table 19 F is seen to yield higher power averages in 
practically every case, and it is considerably higher when A = 100. 
In summarizing the Monte Carlo results of this limited investigation, 
we contend that a random sampling of plans is reasonable from the testing 
point of view even with a rather small sampling fraction as utilized here. 
This is a separate research topic in itself and is troublesome because of 
computation time required to evaluate the criterion for a large number of 
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patterns and plans. We are hopeful that further progress is made in this 
area. 
B. Size of the F Test Under Experiment Randomization 
While it is characteristic of the non-parametric tests to indicate 
significance at the level (X with probability exactly equal to a under 
the null hypothesis, the behavior of the F test is not as predictable 
under experiment randomization. A significant verdict at a particular 
level a for a particular realization of an experiment is made if the 
observed value Fggg exceeds or equals a tabular F^. Under experiment 
randomization for the paired design there are 2N basal yields in pairs 
from which N differences are formed within pairs. There are 2^ equally 
likely possible experimental plans, one of which is chosen by some 
random device. The 2^ possible plans generate 2^ possible values of 
F, each of which could have been the observed Fg^g. The frequency with 
N 
which the 2 values equal or exceed F determines the actual test size 
a 
under the null hypothesis. This frequency is necessarily of the form 
k . N-1 ' 
, where k = 0,1,...,2 . We know that over repeated sampling of 
differences which are normally distributed, the probability of signifi­
cance at a level 0! for the F test when the null hypothesis is true will 
equal a. However, for any given set of experimental data, the probability 
of detecting significance at the level a might be some value other than 
eu. Consequently, the distribution over all possible samples of differences 
of the frequency with which F^^g exceeds or equals the tabular F^ at a 
particular (X is of some interest. In the case of the non-parametric 
tests, the distribution of this frequency is completely concentrated at 
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the significance level. Although the validity of the F test is based 
on the assumption of normality, we present its behavior for all under­
lying distributions of Table 1. 
In Table 20 we present results at the 12.5% significance level from 
examining fifty separate experiments of four differences generated from 
the specified distributions. In performing the F test for samples of 
size four, the tabular value for F is F ^^5 =3.6. Of the fifty experi­
ments utilizing normally distributed differences, 12 were such that none 
of the 16(= 2^) randomizations gave a value of F equal to or greater than 
3.6, 33 were such that two of. the 16 randomizations gave a value exceeding 
3.6, and 5 experiments indicated that 25% of the possible randomizations 
were significant at the actual level a = 12.5%. The average size for the 
fifty sançles is 10.75%, somewhat lower than expected. The totality of 
fifty samples considered in our numerical study does not give an accurate 
picture of what would happen with an infinity of samples. These results 
do indicate that the probability that a given experiment is such that none 
of the possible outcomes in a paired design will be declared significant 
at the level (X = 12.5% is of the order of 20%. The achievable experiment 
randomization test sizes presented in the column headings specify the 
values that a random variable, the test size, can assume. Indications 
are that the random variable has a rather high probability of being zero 
and a moderate probability of being 25%. Consequently, in the population 
of repetitions induced by experiment randomization the experimenter 
might conceptually have a probability of zero, 12.5% or 25% of rejecting 
the null hypothesis when it is true, depending on the actual experiment 
realized. On the average, this probability is 12.5% or, in general, a 
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Table 20. Experiment randomization sizes for sançles of size N = 4, 
a = 12.5% 
Number of experiments indicating 
significance at a-level Average 
Distribution 07. 12.5% 25% Size (%) 
(1) Normal 12 33 5 10.75 
(2) Rectangular 6 34 10 13.50 
(3) Rt. Tri. 6 36 8 13.00 
(4) M 0 46 4 13.50 
(5) Tri. 12 29 9 11.75 
(6) 90-10 10 32 8 12.00 
(7) 70-30 7 28 15 14.50 
(8) Bi-Rect. 0 50 0 12.50 
if differences are normally distributed. Nevertheless, one might question 
the willingness of the experimenter to accept theory concerning infinite 
sets of experimental units when, in reality, he is dealing with a popu­
lation of repetitions induced by randomization. 
The possible test sizes assumed by the F test under experiment 
randomization increases as N becomes larger and as higher a-values are 
considered. Tables 21, 22, 23, and 24 summarize the distribution of test 
sizes detected by the F criterion for paired experiments with six and 
eight differences. A similarity of the entries in Table 21 corresponding 
to the four normal-like distributions is immediately obvious. Though 
this behavior is not as apparent in the other tables, it is probably 
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Table 21. Experiment randomization sizes for samples of size N = 6, 
a = 3.125% 
Number of experiments indicating 
significance at CC-level 
Average 
Distribution 0% 3.125% 6.25% Size (%) 
(1) Normal 12 23 15 3.31 
(2) Rectangular 4 21 25 4.44 
(3) Rt. Tri. 8 23 19 3.81 
(4) M 0 33 17 4.19 
(5) Tri. 13 21 16 3.31 
(6) 90-10 21 19 9 2.50 
(7) 70-30 13 24 13 3.13 
(8) Bi-Rect. 0 50 0 3.12 
Table 22. Experiment randomization sizes for sançles of size N = 6, 
a = 6.25% 
Number of experiments indicating 
significance at a-level 
Average 
Distribution 0% 3.125% 6.25% 9.375% 12.5% Size (%) 
(1) Normal 4 6 29 9 2 6.19 
(2) Rectangular 2 2 20 22 4 7.75 
(3) Rt. Tri. 1 2 31 13 3 7.19 
(4) M 0 5 ' 34 9 2 6.75 
(5) Tri. 5 6 22 12 5 6.63 
(6) 90-10 6 11 20 8 5 5.54 
(7) 70-30 2 6 26 14 2 6.75 
(8) Bi-Rect. 0 50 0 0 0 3.12 
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Table 23. Experiment randomization sizes for samples of size N = 8, 
a. = 0.78% 
Number of experiments indicating 
significance at a-level 
Average 
Distribution 0% 0.78% 1.56% 2.34% 3.13% Size (%) 
(1) Normal 6 5 9 0 0 0.83 
(2) Rectangular 4 8 12 5 1 1.33 
(3) Rt. Tri. 8 7 12 3 0 1.04 
(4) M 0 7 21 2 0 1.43 
(5) Tri. 8 11 11 0 0 0.86 
(6) 90-10 15 9 5 1 0 0.58 
(7) 70-30 14 10 5 1 0 0.60 
(8) Bi-Rect. 0 30 0 0 0 0.78 
concealed by the increase in available test sizes. One would expect the 
parametric F test, based on the assumption of normality, to exhibit 
certain peculiarities when this assumption is violated. Table 22, 
representing the observed distribution of test sizes at a = 6.25%, 
includes two additional possible sizes. Thus, the increase in spread 
is noted, but the concentration at the true Oi-level remains about the 
same. Tables 23 and 24 are presented in order to exhibit the even 
wider selection of attainable sizes inherent in the larger experiments. 
Due to a computer malfunction, only twenty individual power computations 
were presented as output for the normal distribution at (3 = 0.78%. A 
very revealing feature of the relevance of actual test size of the F 
Table 24. Experiment randomization sizes for samples of size N = 8, a = 2.34% 
Number of experiments indicating 
significance at CC-level 
Average 
Distribution 0% .78% 1.56% 2.34% 3.13% 3.91% 4.69% 5.47% 6.25% 7.03% Size (%) 
(1) Normal 31 3 6 12 2 2 0 1 0 2.68 
(2) Rect. -01 3 5 14 6 10 0 0 2.97 
(3) Rt. Tri. 2 2 1 11 10 0 4 0 0 0 2.63 
(4) M 0 0 1 6 15 8 0 0 0 0 3.13 
(5) Tri. 11 6 2 16 4 0 0 0 0 2.69 
(6) 90-10 1 2 10 10 4 3 0 0 0 0 2.16 
(7) 70-30 61498 1 1000 2.05 
(8) Bi-Rect. 000000014 25 6.87 
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criterion under experiment randomization can be demonstrated in the 
following way. First, let us consider normally distributed treatment 
differences and a test of size a. In this discussion we have remarked 
that, depending on what sort of sample the experimenter happens to 
draw, for the population of interest he may have any one of several 
values representing the probability of rejecting the null hypothesis 
when it is true. Denote the set of probabilities less than, equal to, 
and greater than the true test size, or Type I error, as {cc.} , {cZQ} 
and ( . Of course, (Ogj consists of the single value a for any N. 
The relative effects of experiment size and the actual test size a 
considered is presented in Table 25. The elements in the table represent 
the observed percentage of experiments that yielded tests with a size 
contained in the set specified by the column heading. As the experiment 
size increases (i.e., the number of matched pairs increases), the proba­
bility of actually having a test of size a, where a represents the lowest 
attainable test size, becomes small. Of course, the distribution of 
test sizes is approximately symmetric about a, and the over-all results 
indicate this property. The bottom half of Table 25 illustrates a 
similar trend in the test size distribution for a = apPcars 
that the probability that the F test is exact for any given experiment 
1 is larger at this level than at a = '2• for N > 5. 
2^ " ^ — 
Since the F test is optimal when the underlying distribution is 
normal, we were curious about extending these notions to other underlying 
distributions. The most non-normal configuration we examined was the 
bi-modal distribution (4) which tends to give values large in absolute 
magnitude. Table 26 presents the distribution of experiment randomization 
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Table 25. Experiment randomization sizes, normal distribution 
Percentage of experiments 
indicating test of size 
Average True 
N a size (%) size (%) 
3 12 80 8 24.00 25.00 
4 24 66 10 10.75 12.50 
5 30 48 22 5.75 6.25 
6 24 46 30 3.31 3. 12 
8 30 25 45 0.83 0.78 
10 50 15 35 0.19 0.20 
3 14 72 14 50.00 50.00 
4 20 64 16 24.75 25.00 
5 18 64 18 12.13 12.50 
6 20 58 22 6.19 6.25 
8 23 40 37 1.64 1.56 
10 40 25 35 0.40 0.39 
Table 26. Experiment randomization sizes. distribution (4) 
Percentage of experiments 
indicating test of size 
Average True 
N {"-1 a {«+} size (%) size (%) 
3 2 96 2 25.00 25.00 
4 0 92 8 13.50 12.50 
5 0 68 32 8.25 6.25 
6 0 66 34 4.19 3.12 
8 0 23 77 1.43 0.78 
3 36 62 2 41.50 50.00 
4 44 56 0 19.50 25.00 
5 18 76 ' 6 11.75 12.50 
6 10 68 22 6.75 6.25 
8 0 20 80 2.45 1.56 
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sizes determined from observations generated from distribution (4). At 
OL = , the percentage of experiments in which the probability of 
rejecting a true null hypothesis is exactly a decreases as N increases, 
just as we observed for the normal case. However, the results are highly 
biassed in favor of a's larger than the true a. At the OS • level, 
a cross-over is noted from under-estimating the true size for small N 
to over-estimation for N > 6. 
In view of the above discussion, it seems reasonable to question 
the recourse to the validity of the F test resulting from the infinite 
population of possible experimental units. We have seen that the 
experiment randomization probability of detecting significance at the 
O, level is exactly OS for the non-parametric tests considered. It is not 
distributed with considerable spread around a mean OS in repetitions of 
samples, nor is it biassed depending on the distributional properties of 
the true treatment differences. 
A justification for utilization of the F test to detect significant 
differences dates back to the work of Pitman (1937c) and Welch (1937). 
They note that the randomization distribution of the F-statistic is 
approximately beta and this argument has appealed to statisticians in 
the past. The almost universal use of the F table in experimental work 
has been regarded as a reasonable numerical approximation to what would 
have resulted had the entire permutation distribution been calculated for 
simple experiments. The results we have stated serve as evidence con­
cerning this point, insofar as particular percentage points are considered. 
It seems remarkable that while the average sizes under experiment 
randomization of the F test is quite close to the normal distribution 
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value, the dispersion in experiments varies widely for all the distri­
butions. It is evident that the interpretation of the F test of size a, 
calculated on the basis of the normal cistribution, be based on the 
idea of repeated samples from a hypothetical population and not on the 
population of repetitions induced by randomization. 
C. Variability of Power in Individual Experiments 
We have seen that the power of a test takes on a discrete set of 
values when considering the population of randomizations. For a given 
test size, alternative and parent population of basal yields, the power 
generally will vary from sample to sample. We have selected average 
power as a logical summary statistic in evaluating test performance, 
but it would also be informative to present separate power results for 
each sample of differences used. It is reasonable to question the 
fluctuation of power about the average value quoted in many of the 
results presented thus far. By selecting representative results from 
the empirical phase of this study, we intend at least to obtain a funda­
mental concept of this variability. The experiments with very small N 
are uninteresting since the possible power values are quite restricted. 
Consequently, we decided to tabulate the various power values for each 
of the experiments performed for the cases indicated in Table 27 and 
Table 28. The average power P, say, was utilized to determine a reason­
able range in the following way. The totality of experiments with power 
in the range ^  P < P < — P constituted the set fp j. Similarly, experi-
4 4 u' 
ments with power values less than and greater than those in were 
included in ^ P_] and jp^^ respectively. The percentage of experiments 
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Table 27. Variability of power - underlying normality 
N o 00 A Test Ave, power 
(%) 
io 
5 6.25 100 F 45.81 44 32 24 
I I  11 1 1  R-W 44.38 42 44 14 
6 6.25 100 F 56.91 40 30 30 
I I  I I  I I  R-W 54.87 32 38 30 
1 1  I I  150 F 85.31 22 78 -
I I  I I  I I  R-W 85.47 28 72 -
8 3.91 100 F 54.69 33 40 27 
M  M  I I  R-W 53.76 27 50 23 
I I  I I  150 F 88.86 17 83 -
I I  I I  I I  R-W 89.29 17 83 -
8 7.81 100 F 70.62 27 53 20 
I I  I I  I I  R-W 69.13 37 33 30 
I I  I I  150 F 95.29 3 97 -
I I  I I  R-W 94.29 13 87 
Table 28. Variability of power - distribution (4) 
N a (%) A Test Ave. power {? } {? } 
(%) 
6 15.625 100 F 77.00 0 90 10 
" " " R-W 69,91 20 54 26 
8 7.81 100 F 74.70 0 90 10 
" " " R 65.57 10 70 20 
" " " W 60.22 17 63 20 
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in each class is presented in the tables. Except for K = S in Table 28, 
the Wilcoxon and Fisher procedures were essentially the S£ir.e, and thus 
are designated as R-W in the tables. As eight be expected, there is 
considerably less spread as A increases. There appears to be no 
appreciable difference in the spread of the tests considered in this 
study. 
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VI. SUKMARY AND CONCLUSIONS 
We have conducted an investigation of the size and power of the F 
test and three non-parametric tests in an attempt to understand more 
thoroughly the consequences of experiment randomization. In particular 
we have studied the behavior of tests applicable to a paired design and 
have further restricted the investigation to include small samples only. 
The test procedures examined in detail were the normal theory F test, 
the Fisher randomization test, the Wilcoxon paired test and the Sign 
test. The objective of this study was the determination of the relative 
and absolute performance of dhese test procedures with regard to the 
population of repetitions induced by physical randomization. If we 
view the significance level as a summary statistic, a complete charac­
terization of the situation is given by the distribution of the signifi­
cance level under the null hypothesis, and the distribution of the sig­
nificance level under the alternative. Since this is an overwhelming 
task, a common procedure is to examine power of tests which is essentially 
tail areas of the distribution of the significance level under the alter­
native hypothesis. Thus, size and power served as reasonable criteria 
with which to measure test performance. 
With N pairs observed in the experiment, there are 2^ possible ways 
of applying two treatments within each pair, one of which is randomly 
chosen by the experimenter. The null hypothesis of no treatment dif­
ference is then tested against various shift alternatives. In this way 
it is possible to evaluate critically the influential characteristics 
inherent in the problem of paired tests. By examining size and power. 
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we obtain the role of the test criterion, significance level, experiment 
size, true treatment difference and the underlying distribution from 
which the basal yields are generated. 
Since the parametric F test and the Sign test have been dealt with 
extensively in the literature, emphasis was concentrated on the per­
formance of the Fisher and Wilcoxon techniques as applied to paired 
data. Completely general integration formulas were developed to enable 
power coiiq>utations to be performed for experiments involving three or 
four pairs of differences. A perfect agreement of the three non-
parametric tests at the lowest achievable test size was exhibited, 
regardless of the experiment size, with the correspondence extending to 
the three smallest levels for the Fisher and Wilcoxon criteria. 
To extend the investigation to larger experiments it was necessary 
to perform an empirical study. With a set of differences randomly 
generated from various representative distributions and an imposed 
treatment effect A, it was possible to generate the totality of con­
ceptual experiments that might have arisen. Each test criterion was 
then evaluated for every possible randomization, and the appropriate 
significance levels recorded in each case. In this way exact power 
probabilities were computed for each test over the population defined 
by the randomization process. By performing these calculations for a 
representative number of samples of observed differences, an indication 
of the small-sample behavior of the four tests of interest was estab­
lished. Experiments of 3, 4, 5, 6 and 8 pairs were examined in this 
manner, and where theoretical comparisons exist the results indicate 
excellent agreement with true power values. Since the power under 
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experiment randomization does not behave with a noticeable regularity 
for individual experiments, comparisons of tests were based on average 
power values determined from several random samples of differences. 
Because of the considerable computing time involved, various sampling 
techniques were utilized for a limited investigation of the Fisher 
criterion for experiments involving ten differences. 
The general conclusion is that with small samples of differences 
from any of the distributions considered, the average powers of the 
Fisher randomization test and the Wilcoxon paired test are essentially 
identical. The power curve of the Sign test is somewhat inferior to 
that of the other tests at comparable sizes greater than . It is 
also shown that knowledge of the power of the Sign test at the lowest 
achievable test size is complete in the sense that power at all other 
levels is uniquely related. The relative behavior of the F test and 
the non-parametric tests is somewhat irregular, but in most cases the 
power values are quite close. There is evidence that departures from 
normality do not drastically affect the relative performances of the 
tests examined, but for extreme non-normal configurations power is low 
and erratic in its behavior. The average size of the F test was gener­
ally quite close to the nominal normal distribution size even when the 
underlying distribution of differences was decidedly non-normal. The 
distribution of the size of the F test under experiment randomization 
was examined in some detail, and it was found that the probability of 
detecting significance at level (X is distributed with considerable 
spread about the true test size a. The spread is greatly dependent 
on the underlying distribution of differences. 
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It appears that except for their inability to achieve any prechosen 
size, the non-parametric tests are to be preferred because their behavior 
under the null hypothesis is known a priori regardless of the underlying 
pattern of basal yields. If one admits Fisher's concept of sensitivity 
relative to the problem of evaluating significance, the Fisher randomi­
zation test is slightly superior to the Wilcoxon test, while both are 
considerably more sensitive than the Sign test. In this framework we 
look upon the significance level as a summary statistic giving the 
weight of evidence against a null hypothesis with reference to a 
particular class of alternatives. For the paired design we have seen 
that the Fisher criterion includes more levels for the declaration of 
significance than the other non-parametric tests. From this point of 
view the Sign test should be recommended only when none of the other 
procedures are applicable. 
It is evident that usage of the Fisher randomization test or the 
Wilcoxon paired test is advantageous to the experimenter when testing 
two treatments. We have seen that the test criteria can be quickly 
enumerated over all possible randomizations when the number of observed 
differences is small. For moderate sample sizes, excellent approxi­
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