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The boundary of chaos for interval mappings
Trevor Clark and Sof´ıa Trejo
Abstract
A goal in the study of dynamics on the interval is to understand the transition to positive
topological entropy. There is a conjecture from the 1980s that the only route to positive
topological entropy is through a cascade of period doubling bifurcations. We prove this conjecture
in natural families of smooth interval maps, and use it to study the structure of the boundary of
mappings with positive entropy. In particular, we show that in families of mappings with a fixed
number of critical points the boundary is locally connected, and for analytic mappings that it is
a cellular set.
1. Introduction
This paper is motivated by the following conjectures in one-dimensional dynamics about the
boundary of mappings with positive topological entropy:
Given a map f of an interval, I, let
Per(f) = {n ∈ N : fn(p) = p for some p ∈ I, and f j(p) = p for 1  j < n}.
We refer to Per(f) as the set of periods of f .
Boundary of Chaos Conjecture I. All endomorphisms of the interval, f ∈ Ck(I), k =
0, 1, 2, . . . ,∞, ω, with Per(f) = {2n : n ∈ N ∪ {0}}, are on the boundary of mappings with
positive topological entropy and on the boundary of the set of mappings with finitely many
periods.
Interest in this conjecture is strongly motivated by its implications on the routes to chaos,
that is, on the transition from zero to positive entropy, for mappings of the circle or the interval,
see [35, 36]. Indeed, for C1 mappings, this conjecture implies that the transition to positive
entropy for mappings on the interval occurs through successive period doubling bifurcations.
In [45], the following conjecture was made about the internal structure of the boundary of
mappings with positive topological entropy.
Boundary of Chaos Conjecture II. An open and dense subset of the boundary of mappings
with positive topological entropy splits into disjoint cells such that each cell is contained in the
basin of the quadratic-like fixed point of renormalization. See [45] for a more precise statement.
Conjecture I was first made for the space C1(I) in [4] and later for each k = 0, 1, 2, . . . ,∞, ω,
see [24, 35, 36, 45]. It is known in C0(I) and C1(I). In [27], it was proved that mappings
with positive topological entropy are dense in f ∈ C0(I). In fact, for any compact manifold
M , infinite topological entropy is a generic property amongst endomorphisms of M in the C0
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topology [57]. In [26], it was proved that any f ∈ C0(I) with Per(f) = {2n : n ∈ N ∪ {0}} can
be approximated by mappings with finitely many periods. In [25], Conjecture I was proved
for C1(I). The results in lower regularity are perturbative, and this approach does not seem to
work in higher regularity.
1.1. Main results
To fix some notation, let I = [−1, 1] and b = (1, . . . , b) be a vector of even integers greater
than 1. Let Ab(I) denote the space of analytic mappings of the interval, with critical points
−1 < c1 < c2 < · · · < cb < 1, such that the order of ci is i. We describe this condition precisely
on page 9. If U ⊂ C is open, we let BU denote the space of mappings that are holomorphic on
U and continuous on U . We consider BU with the supremum norm. We prove the following
result for analytic mappings:
Theorem A. All analytic endomorphisms f ∈ Ab(I) with Per(f) = {2n : n ∈ N ∪ {0}}
are on the boundary of mappings with positive topological entropy and on the boundary of
mappings with finitely many periods in Ab(I).
More precisely, suppose that f ∈ Ab(I), with Per(f) = {2n : n ∈ N ∪ {0}}. Let U ⊂ C, U ⊃
I, be an open domain so that f ∈ BU and each critical point of f |U is in I. Then f can be
approximated in Ab(I) ∩ BU by mappings with positive entropy and by mappings with finitely
many periods.
Recall that by Sharkovskii’s Theorem, an interval mapping f has finitely many periods if
and only if for some N ∈ N ∪ {0},Per(f) = {2n : 0  n  N}. Let us point out that for k
at least one, mappings with finitely many periods are in the interior of mappings with zero
topological entropy in Ck(I), [43, Proposition 2.1]. There, this result was proved with k = 1,
but the proof goes through for any k  1. Thus one may replace ‘boundary of mappings with
finitely many periods’ with ‘boundary of the interior of the set of mappings with zero entropy’
in the statement of the Theorem A. Let us also recall that a mapping with Per(f) = {2n : n ∈
N ∪ {0}} has zero entropy [42, Theorem 4].
Theorem A is closely related to the Density of hyperbolicity, [29], which tells us that every
mapping can be approximated by mappings where every critical point converges to a periodic
attractor, but it does not specify the combinatorics of the mapping used to carry out the
approximation. Conjecture I implies that for mappings f with Per(f) = {2n : n ∈ N ∪ {0}},
this approximation can be done in two combinatorially different ways, and it specifies the
combinatorics of the approximating mappings with zero entropy precisely.
Our method used to prove Theorem A leads us to the following result, which was inspired
by Conjecture II:
Theorem B. The boundary of mappings with positive entropy, Γ ⊂ Ab(I), admits a cellular
decomposition. Moreover, there exists an open and dense subset of Γ consisting of disjoint cells,
each contained in the basin of a unimodal, polynomial-like fixed point of renormalization.
A cell is a connected set of (finite) codimension-k whose boundary contains a (relatively)
open and dense set of codimension-(k + 1). A set X admits a cellular decomposition if it
can be expressed as a disjoint union of cells. By basin we mean the set of all mappings f
which have a critical point c (of order ) at which f is infinitely renormalizable with period
doubling combinatorics, and whose renormalizations at c converge to the unimodal fixed point
of renormalization whose critical point is of order .
Theorem B implies that there is an open and dense set Γ′ of mappings in Γ, so that each
f ∈ Γ′ has a critical point c0 at which f is infinitely renormalizable, and with the property that
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the symbolic dynamics on the solenoidal attractor ω(c0) is the same as the symbolic dynamics
on the solenoidal attractor for the unimodal Feigenbaum mapping.
Using the complex bounds of [10], we are able to extend Theorem A to spaces of smooth
mappings with critical points of even order.
Theorem C. Let k  3 and b ∈ N. If b is a b-tuple with only even entries, then each
f ∈ Akb (I) with Per(f) = {2n : n ∈ N ∪ {0}} is on the boundary of mappings with positive
topological entropy and on the boundary of the set of mappings with finitely many periods in
Akb (I).
See page 9 for the definition of the space Akb (I).
To prove Conjecture II for certain smooth mappings, we make use of the hyperbolicity of
renormalization of C2+α-unimodal mappings with period-doubling combinatorics, [12]. See [15]
for the generalization of this result to all bounded combinatorics. The hyperbolic structure at
the quadratic-like fixed point of renormalization, gives us a means to understand the structure
of the set of mappings on the boundary of positive entropy in spaces of mappings with several
critical points. We let Areven,b(I) denote the space of mappings with b critical points all of even
order, see page 9.
Theorem D. There exists an open and dense set of mappings contained in the boundary of
positive entropy in Areven,b(I),r > 3, which is a union of disjoint codimension-one submanifolds
of Areven,b(I), and each of these submanifolds is contained in the basin of a unimodal, quadratic-
like fixed point of renormalization.
Specifically, the dense set of mappings which can be decomposed into codimension-one
manifolds consists of mappings with all critical points non-degenerate and with exactly one
solenoidal attractor. The boundaries of these manifolds contain mappings where the solenoidal
attractor contains more than one critical point. Since we do not know that sets of such mappings
are manifolds, we are unable to obtain the cellular decomposition of the boundary of positive
entropy for smooth mappings.
The following is an interesting consequence of Theorem D.
Theorem E. Let r > 3, and let b be a b-tuple of even integers. The connected components
of the boundary of mappings with positive topological entropy in Arb(I) are locally connected.
This result should be contrasted with the theorem of [18] that the boundary of mappings
with positive entropy in the family of bimodal mappings of the circle is not locally connected,
and the result of [7], which shows that many isentropes in families of polynomials are not locally
connected. Let us point out that the mechanisms used to produce non-local connectivity in these
cases are not present in our setting. The result of [18] relies on there being an accumulation of
pieces of Arnold tongues in the boundaries of phase locking regions with definite ‘height’ above
the critical line in the boundary of mappings with positive entropy. This phenomenon creates
a comb-like structure in the boundary. The families considered in [7] do not have a constant
number of critical points, and its proof that certain isentropes are non-locally connected requires
that the entropy of the isentrope is positive.
Mappings with Per(f) = {2n : n ∈ N ∪ {0}} are infinitely renormalizable [24, Theorem 3],
see Section 3, and such mappings have been the subject of intense study over the past
30 years. Previous results in the direction of those in this paper have been obtained via
proofs of the Hyperbolicity of Renormalization Conjectures, [11, 16, 17, 55] (or at least
convergence of renormalization together with certain rigidity results, [50]). For unimodal
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mappings with critical points of even order, the solution of the renormalization conjectures
imply, roughly, that the connected component of the stable manifold containing the fixed
point f∗ of the (period-doubling) renormalization operator consists of mappings which are
topologically conjugate to f∗, and the family {f∗ + λv}, where v is the expanding direction for
renormalization and λ ∈ (−ε, ε) is transverse to the topological conjugacy class of f∗. Moreover,
f∗ is a polynomial-like mapping, which is hybrid conjugate to the Feigenbaum polynomial, and
the family z 	→ z2 + c is transverse to the topological conjugacy class of f∗ too. Thus one
obtains Conjecture I for such unimodal mappings from the solution of the renormalization
conjectures together with the solution of Conjecture I for unicritical, real, polynomials and
Douady–Hubbard Straightening Theorem. Theorem A has been proved for analytic unimodal
mappings [30, 34, 54]. Renormalization results for smooth unimodal mappings with quadratic
critical points were obtained in [12, 15]. In [15] for γ ∈ (0, 1) sufficiently close to one,
the authors proved hyperbolicity of renormalization (with bounded combinatorics) for C2+γ
mappings, and proved that the stable manifold of the renormalization operator is a C1
codimension-one submanifold of the space of C3+γ mappings. Thus proving Theorem A for
C3+γ unimodal mappings with non-degenerate critical points. In [50], using convergence of
renormalization and rigidity, Smania proved Conjecture I for multimodal mappings with all
critical points non-degenerate and with the same ω-limit set (indeed, in [53] he goes beyond
this to prove hyperbolicity of renormalization for these mappings). In this paper, we remove
these two conditions to prove Theorem A. We remove the condition that each critical point
is non-degenerate by using the complex bounds of [10], see Theorem 2.4. The condition on
the number of solenoidal attractors is removed through a technical perturbation argument,
Lemma 5.5.
While we do not focus on renormalization in this paper, let us point out that by now
it is not difficult to remove the condition that all critical points are non-degenerate from
[50]. McMullen, [39], proved exponential convergence of renormalization acting on quadratic-
like mappings, which are infinitely renormalizable of bounded type. This was extended to
multimodal mappings with quadratic critical points by Smania [50]. From the complex bounds
of [10] and the quasiconformal rigidity of analytic mappings, [9], it is possible to extend this
proof to infinitely renormalizable mappings of bounded type in Ab(I). Let us mention that
using the decomposition of a renormalization and building on the exponential convergence
of renormalization of analytic mappings, exponential convergence of renormalization for Ck,
k  3, symmetric unimodal mappings, in the Ck-topology, was proved in [3]. Renormalization
ideas figure heavily in our proof; however, we leave the investigation of the rate of convergence
of renormalization (of, in particular, smooth mappings) to future work.
We believe that the methods used in this paper can be improved on to extend Theorem C to
C2 mappings with critical points of integer orders; however, developing these tools (in particular,
proving the complex bounds for these mappings) would take us far from the goal of this
paper. Since our proof of Theorem D depends on hyperbolicity of the quadratic fixed point
of renormalization, extending this result to mappings with lower regularity would require a
different approach. Let us also remark that our methods depend heavily on complex tools,
so we do not obtain results for mappings with flat critical points or with critical points of
non-integer order.
1.2. Outline of the paper
In Section 2, we state some basic definitions which will be used throughout this paper, and
give the necessary background in real dynamics. In Section 3, to make this paper more self-
contained, we reduce Theorem A to an equivalent statement about infinitely renormalizable
mappings with zero entropy, Theorem F. In Section 4, we introduce the different spaces of
mappings in which we will work.
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Of particular importance to us is the space of stunted sawtooth mappings, S, see Section 4.1.
Stunted sawtooth mappings were introduced in [41]. From a combinatorial point of view, they
model mappings of the interval with finitely many critical points well. Moreover, the space of
stunted sawtooth mappings is a convenient space of mappings to work in since, in this space,
entropy is monotone in each of the parameters (the ‘signed heights’ of the plateaus). Indeed the
analogue of Theorem A is known in this space (see Section 4.1 for the necessary terminology):
Theorem 1.1 [24]. Let Tξ ∈ S be so that Per(Tξ) = {2n : n ∈ N ∪ {0}}. Given ν > 0, there
exist α, β ∈ [−e, e]m so that |ξ − i| < ν for i = α, β, where h(Tα) > 0 and Tβ has only finitely
many periods.
This result is the starting point for the results of this paper. In Section 5, we will transfer it
successively to the space of polynomials using ideas from [6], then via the Douady–Hubbard
Straightening Theorem to polynomial-like mappings, and finally to analytic mappings with
even critical points via renormalization and specifically the complex bounds of [10]. Using the
transversal non-singularity of the derivative of the renormalization operator acting from the
space of analytic mappings to the space of polynomial-like germs, we go on to prove Theorems A
and B. We obtain Theorem C from Theorem A via an approximation argument, which is similar
to one used in [19]. Once we have proved Theorem C, we use it together with results of [12] on
the hyperbolicity of the period-doubling renormalization operator acting on smooth unimodal
mappings to prove Theorem D. Finally we deduce Theorem E.
1.3. Standing assumptions
Unless otherwise stated, we will assume the following.
• The vector of orders of critical points b = (1, . . . , b) is a vector positive even integers.
• All renormalizations are period-doubling, see 7.
2. Preliminaries
2.1. Notation and terminology
Given a topological space X and A ⊂ X we denote the boundary of A by ∂A and its closure
by cl(A). If X is a metric space, we denote the open ball of radius ε centred around x ∈ X by
Bε(x) = {y ∈ X : dist(x, y) < ε}.
As usual, R and C denote the real line and the complex plane, respectively, and I will always
denote a compact interval in R. It will be convenient to assume that I = [−1, 1]. We denote the
circle R mod 1 by T. If X is a set and x ∈ X, we let Compx(X) be the connected component
of X containing x. For ε > 0, we let Dε denote the disk of radius ε centred at the origin.
Given a continuous piecewise monotone map f : I → I, we call its local extrema turning
points. If f has finitely many turning points and f(∂I) ⊂ ∂I, then f is called a multimodal
map. The images of the turning points of a multimodal mapping are called critical values.
2.2. Background in dynamics
Given a function f : X → X acting on a topological space X, the orbit of a point x ∈ X is
defined as the set Of (x) = {fn(x) : n ∈ N}. The set of accumulation points of Of (x) is known
as the ω-limit set of x and is denoted by ω(x). A point x ∈ X is called non-wandering if given
any open set U  x, there exists n ∈ N such that fn(U) ∩ U = ∅. The set of non-wandering
points of a map f will be denoted by Ω(f). In particular, if x ∈ ω(x), then we say that x is
recurrent.
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Figure 1. A multimodal function.
Definition 2.1. In a space of mappings X , we let ΓX denote the subset of X consisting of
mappings f with Per(f) = {2n : n ∈ N ∪ {0}}. When it will not cause confusion, we omit X
from the notation.
Given a piecewise monotone map f : I → I with m-turning points −1 < c1 < . . . < cm < 1,
we denote by if (x) the itinerary of x and the kneading sequence of cj by
νj := lim
x↓cj
if (x),
where the sequence νj consists of the symbols I0, . . . , Im, where the functions Ii are the intervals
from I \ {c1, . . . , cm}. Finally, we denote by
ν(f) = (ν1, . . . , νm)
the kneading invariant of f. See [37, Section II.3] for the definition of the itinerary of a point.
Definition 2.2. Let f : I → I be a piecewise monotone map with turning points −1 < c1 <
c2 < . . . < cm < 1 and critical values v1 < v2 < . . . < vs. Then, we define its shape as the set:
τ = {(i, ji) : 1  i  m},
where ji ∈ {1, . . . , s} is so that f(ci) = vji .
For example, the map in Figure 1 has shape
τ = {(1, 3), (2, 2), (3, 3), (4, 1), (5, 3), (6, 2), (7, 3)}.
The shape keeps track of the linear order of the critical values in the real line, which critical
points have which critical values and, in particular, which critical points have the same critical
values. This notion of shape is useful in the study of mappings arising as renormalizations.
Since such mappings are compositions of unimodal mappings, they have more ‘symmetries’
than general polynomials.
A shape is a set of ordered pairs
τ = {(i, ji) ∈ {1, 2, . . . ,m} × {1, 2, . . . , s} : i ∈ {1, 2, . . . ,m}}
with the property that the mapping i 	→ ji from {1, 2, . . . ,m} to {1, 2, . . . , s} is onto.
Given a multimodal map f and a forward invariant set A ⊂ I, we say that A is a topological
attractor if its basin B(A) = {x : ω(x) ⊂ A} satisfies the following properties.
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• B(A) contains a residual subset of an open subset of I.
• There exists no closed forward invariant set A′ ⊂ A with A′ = A for which B(A′) and B(A)
coincide up to a meager set.
2.2.1. Renormalization.
Definition 2.3. Let f : I → I be an interval map and let n ∈ N. A proper subinterval J ⊂ I
is called a restrictive interval of period n if:
• the interiors of J, . . . , fn−1(J) are pairwise disjoint;
• fn(J) ⊂ J and fn(∂J) ⊂ ∂J ;
• at least one of the intervals J, . . . fn−1(J) contains a turning point of f ;
• J is maximal with respect to these properties.
If f has a restrictive interval J of period n  2, we say that f is renormalizable. Let us
assume further that J is the largest such restrictive interval (that is, the restrictive interval
with the smallest period  2) about a turning point c. If Φ: J → I is an affine surjection, the
renormalization operator, f → Rc(f), is defined by
Rc(f) = Φ ◦ fn ◦ Φ−1 : I → I,
and Rc(f) is known as a renormalization of f . When it will not cause confusion, we may omit
c from the notation.
Assume f possesses infinitely many restrictive intervals Jn  c, then we say that f is infinitely
renormalizable at c. Let qn denote the period of Jn. Under these circumstances the set ω(c) is
a solenoidal attractor L with
L =
∞⋂
n=1
Ln where Ln =
qn−1⋃
k=0
fk(Jn).
For a proof see [37, Theorem III.4.1].
Suppose that f is infinitely renormalizable at a turning point c, and let {qn}∞n=1, qn ∈ N, be
the strictly increasing sequence such that for each n ∈ N,f has a restrictive interval Jn  c of
period qn, and for any q ∈ N \ {qn}∞n=1, there is no restrictive interval of period q about c. We
say that f has bounded combinatorics at c if there exists M ∈ N so that qn+1/qn M for all
n. A mapping is infinitely renormalizable with period-doubling combinatorics at c if and only if
qn+1/qn = 2 for all n. Taking Φn : Jn → I to be the affine surjection from Jn onto I, we define
the nth renormalization of f at c:
Rnc (f) = Φn ◦ fqn ◦ Φ−1n : I → I.
Any C1 mapping of the interval is semi-conjugate to a polynomial mapping [37, Theorem
II.6.4]. The semi-conjugacy collapses to points wandering intervals and attractors whose basins
do not contain turning points. The mappings under consideration in this paper do not have
wandering intervals, but they may have such attractors. We say that two interval mappings
f and g have the same combinatorics if there exists a polynomial to which both f and g are
semi-conjugate, and if corresponding critical points of f and g have the same orders. Note
that this definition is more restrictive than just asking for f and g to have the same kneading
invariant, but we need to require corresponding critical points to have the same orders to make
use of complex extensions of f and g.
The following result makes use of restrictive intervals to decompose the non-wandering set
of f , denoted by Ω(f).
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Theorem 2.1 [37, Theorem III.4.2]. Given a multimodal mapping f , there exists N ∈
N ∪ {∞} such that the following holds.
(1) Ω(f) can be decomposed into closed forward invariant subsets Ωn:
Ω(f) =
⋃
nN
Ωn,
where the set Ωn is defined as follows. Let K0 = I and let Kn+1 be the union of all maximal
restrictive intervals of f |Kn . Then Kn is a decreasing sequence of nested sets, each consisting
of a finite union of intervals for each finite n  N . Then
Ωn := Ω(f) ∩ cl(Kn \Kn+1)
for n < N and ΩN = Ω(f) ∩KN . If N = ∞, we define K∞ = ∩∞n=0Kn.
(2) For each finite n  N , the set Ωn is a union of transitive sets. If N = ∞, we have that
Ω∞ = K∞ is a union of solenoidal attractors.
(3) The map f has zero entropy if and only if Ωn consists of periodic orbits of period 2n for
every finite n  N .
Theorem 2.1 implies that the attractors of maps in Γ can only be periodic or solenoidal.
In the latter case the attractor is equal to ω(c), where c is some turning point at which f is
infinitely renormalizable.
2.3. Analytic and smooth mappings
Given a > 0, let Ωa = {z ∈ C : dist(z, I) < a}. We let BΩa denote the space of complex-analytic
mappings on Ωa which are continuous on cl(Ωa). We endow BΩa with the sup-norm. We let
BRΩa denote the subspace of mappings in BΩa which commute with complex conjugation, and
call such mappings real.
Given k ∈ N ∪ {0,∞}, we let Ck(I) denote the space of Ck multimodal maps of the compact
interval I; that is, continuous maps which are k-times differentiable with continuous kth
derivative on some small (real) neighbourhood of I. We endow Ck(I) with the usual norm:
‖f‖Ck(I) = max
0ik
sup
x∈I
|f (i)(x)|,
where f (i) denotes the ith derivative of f .
We let Cω(I) denote the space of real-analytic functions on I. We endow Cω(I) with a
topology defined as follows: We say that a net {fα} converges to f if all the fα are analytic on
some fixed neighbourhood Ω of I and fα converges uniformly to f on every compact subset of
Ω.
Given k ∈ {1, 2, . . . ,∞, ω} and b = (1, . . . , b) a vector of positive integers we say that
f ∈ Ck(I) belongs to Akb (I) if the following holds. The map f has finitely many parabolic
cycles and b critical points ci, 1  i  b, labelled so that c1 < c2 < · · · < cb, and each ci has a
neighbourhood on which we can express f as
f(x) = σi · φi(x− ci)i + f(ci),
where φi is a local Ck diffeomorphism with φi(0) = 0, σi ∈ {1,−1}, and i ∈ N is at least two.
We say that i is the degree or order of ci. If i is even, we say that the corresponding critical
point ci has even order. We let Crit(f) denote the set of critical points of f .
For many of the results in real dynamics that we will recall later, the condition that the
critical points have integer order is unnecessary. The results which use complex analysis require
this condition on the local behaviour of the critical points.
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We will denote by Ab(I) the set of analytic maps Aωb (I). When it will not cause confusion
we will drop the subscript b from the notation. For b ∈ N, let Akeven,b(I) = ∪bAkb (I), where the
union is taken over b-tuples, b, with all entries even.
We say that a mapping f is critically finite when its post-critical set
{f i(c) : c ∈ Crit(f), i ∈ N}
is a finite set. A mapping is critically finite if and only if all of its critical points are periodic
or pre-periodic.
2.3.1. Real bounds. Real a priori bounds were first proved for unimodal infinitely renor-
malizable mappings by Sullivan, [37, 54]. For multimodal mappings with all critical points
even, real bounds were obtained in [49] for infinitely renormalizable mappings. These were
generalized in [47]. We have the following real bounds for infinitely renormalizable mappings.
Theorem 2.2 (Real Bounds, [9, 10]). There exists δ > 0 so that the following holds.
Suppose that f ∈ A3b(I) is infinitely renormalizable at a critical point c, suppose that
J1 ⊃ J2 ⊃ J3 ⊃ . . .
is a sequence of restrictive intervals about c. Then for n sufficiently large, if fs : J → Jn is a
diffeomorphism, we have that there exists an interval Jˆ ⊃ J so that fs : Jˆ → (1 + δ)Jn is a
diffeomorphism. Moreover, (1 + δ)Jn+1 ⊂ Jn.
2.3.2. Asymptotically holomorphic mappings. Asymptotically holomorphic mappings have
proved to be vital in extending known results for analytic mappings to the case of smooth
mappings. One of their first uses in dynamical systems was in a proof of rigidity of
quadratic Fibonacci mappings, [32]. We will make use of a particularly effective asymptotically
holomorphic extension given by [22]. These extensions have been used to study smooth
mappings of the interval, [8–10], and on the circle, [19, 20].
Suppose that J ⊂ R, and that U is an open subset of C containing J . We say that a C1
mapping f : U → C is asymptotically holomorphic of order k on J if
∂f
∂z¯
(x) = 0 for x ∈ J, and
∂f
∂z¯ (x+ iy)
|y|k−1 → 0 as y → 0.
Let κ  1 and let U ∈ C be an open set. We say that a mapping f : U → C is κ-quasiregular
if it is orientation preserving, with locally square integrable distributional derivatives, fz and
fz¯, which satisfy
max
α
|∂αf(z)|  κmin
α
|∂αf(z)|,
for almost every z ∈ U , where
∂αf(z) = cos(α)fx(z) + sin(α)fy(z), for α ∈ [0, 2π).
We say that f is quasiregular if it is κ-quasiregular for some κ  1.
Theorem 2.3 [22]. Suppose that f ∈ Ck(I), then there is an asymptotically holomorphic
extension of order k of f to a neighbourhood of the interval in the complex plane.
2.3.3. Smooth polynomial-like mappings. A polynomial-like mapping is a proper holomor-
phic branched covering map f : U → V , where U  V = C are two simply connected complex
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domains. We will consider polynomial-like mappings up to affine conjugacy. We define the filled
Julia set for a polynomial-like map f as
K(f) =
⋂
n∈N
f−n(V ).
The Julia set of f , denoted by J(f), is the boundary of K(f). We say that a polynomial-
like mapping f : U → V is real if U and V are real-symmetric and f commutes with
complex conjugation.
We say that two polynomial-like mappings f : Uf → Vf and g : Ug → Vg are quasiconformally
equivalent if there exists a qc-mapping H defined on a neighbourhood W of K(f) to a
neighbourhood of K(g) such that H ◦ f(z) = g ◦H(z), z ∈ W . If additionally we have that
∂¯H = 0 on K(f), then we say that f and g are hybrid equivalent.
An asymptotically holomorphic polynomial-like mapping, abbreviated AHPL-mapping, of
order k is a proper Ck branched covering map f : U → V , where U  V = C are two simply
connected complex domains, which is asymptotically holomorphic of order k on U ∩ R. Every
such asymptotically holomorphic polynomial-like mapping in this paper has the properties that
U and V are real-symmetric and f commutes with complex conjugation.
2.3.4. Complex bounds. Complex bounds for real mappings have a long history, see the
introduction in [10]. In the classes of mappings most relevant to us, they were first proved
for real-analytic, infinitely renormalizable unimodal mappings with bounded combinatorics by
Sullivan [54]. This result was extended to analytic multimodal mappings with all critical points
even by Smania [49]. The authors together with van Strien proved the following, which built
on work of [28, 47].
Theorem 2.4 [10]. Suppose that f ∈ Ak(I), k  3, is infinitely renormalizable at an
even critical point c0. Let J1 ⊃ J2 ⊃ . . . denote the sequence of restrictive intervals for f
about c0, where the period of Ji is qi. Then for all i sufficiently large, there exists an
asymptotically holomorphic polynomial-like mapping of order k, F : U → V with F = fqi |U ,
U ⊃ Ji, diam(V )  Ji, and mod(V \ U) bounded away from zero. Moreover, the dilatation of
F tends to zero as i tends to infinity.
If f is analytic, then F is a polynomial-like mapping.
When f is analytic, the polynomial-like mapping F is constructed using the holomorphic
extension of f to a neighbourhood of the interval. If f ∈ Ak(I), the extension is constructed
for any Ck asymptotically holomorphic extension of order k of f to a neighbourhood of I. By
Theorem 2.3 at least one such extension exists.
The following lemma is useful for working with asymptotically holomorphic mappings.
Lemma 2.5 (Stoilow Factorization). If f : U → V is a quasiregular mapping, then we can
factor f as f = h ◦ φ where φ : U → U is quasiconformal and h : U → V is analytic.
2.3.5. Quasisymmetric rigidity. Quasisymmetric (quasiconformal) techniques were intro-
duced into one-dimensional dynamics by Dennis Sullivan, who observed that quasisymmetric
rigidity of unimodal mappings could be used to prove density of hyperbolicity. Quasiconformal
rigidity was first proved in [21, 33] for quadratic polynomials. It was later proved for real
polynomials with all critical points even and real in [28]. The first author together with van
Strien proved the following.
Theorem 2.6 [9]. For mappings of the interval, we have the following.
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(1) Rigidity for analytic mappings. Suppose that f, f˜ ∈ Ab(I), are topologically conjugate
mappings by a conjugacy which is a bijection on
• the sets of parabolic points;
• the sets of critical points and corresponding critical points have the same order.
Then f and f˜ are quasisymmetrically conjugate.
(2) Rigidity for smooth mappings. Suppose that f, f˜ ∈ Akb (I), k  3, do not have parabolic
cycles, and that they are topologically conjugate mappings by a conjugacy which is a bijection
on the sets of critical points and corresponding critical points have the same order. Then f
and f˜ are quasisymmetrically conjugate.
Remark. If f and f˜ are Ck, we can allow for parabolic points as in the theorem for analytic
mappings under some additional regularity assumptions, see [9]. We will only apply rigidity
of smooth mappings to deep renormalizations, which do not have parabolic cycles by [37,
Theorem IV.B].
It is worth observing that since we are only concerned here with infinitely renormalizable
mappings with bounded geometry, we do not require the full result of Theorem 2.6. Indeed,
the following result is sufficient:
For any b ∈ N, let Gb be the collection of C3 maps
f :
⎛
⎝ m⋃
j=0
Jj
⎞
⎠ ∪
⎛
⎝b−1⋃
j=0
Ii
⎞
⎠→ b−1⋃
j=0
Ii
with the following properties.
• Ii’s are open intervals with pairwise disjoint closures.
• m is a non-negative integer.
• Each Jj is an open interval contained in I0, and the functions Jj have pairwise disjoint
closures contained in I0, unless m = 0 in which case we also allow J0 = I0.
• f is a proper map.
• f extends to a C3 map defined on the closure of its domain such that f ′ does not vanish
at the boundary.
• For each 1  j  m f |Jj is a diffeomorphism.
• For any U ∈ {J0, I1, . . . , Ib−1}, f |U has a unique critical point cU .
• All the critical points do not escape under forward iterates of f .
• All the critical points are non-periodic and recurrent, and they have the same ω-limit set
which is a minimal set.
• The extension of f to the closure of its domain has only hyperbolic repelling periodic
points.
The following proposition follows from the much more general [47, Theorem 2].
Theorem 2.7. Suppose that f, f˜ ∈ Gb are two combinatorially equivalent maps with the
property that each of their critical points is infinitely renormalizable with period doubling
combinatorics. Then they are quasisymmetrically conjugate on the post-critical sets, that is,
the combinatorial equivalence can be realized by a quasisymmetric map.
For real polynomials, we have the following:
Theorem 2.8 [10, 28]. Suppose that f and f˜ are two real polynomials, with real critical
points. Assume that f and f˜ are topologically conjugate as dynamical systems on the real line,
that corresponding critical points for f and f˜ have the same order and that parabolic points
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correspond to parabolic points, then f and f˜ are quasiconformally conjugate as dynamical
systems on the complex plane.
This result was proved for mappings with all critical points of even order in [28], and this
restriction on the degrees of the critical points was removed in [10].
2.3.6. Absence of invariant line fields. A line field on a subset E of C is a choice of a line
through the origin in the tangent space TeX at each point e ∈ E. For a polynomial, absence
of invariant line fields on the Julia set is an ergodic property of the dynamics, which is closely
related to rigidity [38]. Complex bounds are a key tool in the proof of quasisymmetric rigidity,
and they play a crucial role in establishing the absence of invariant line fields for polynomials.
Absence of invariant line fields were first proved in [38]. Building on this, they were proved
for real infinitely renormalizable polynomial-like mappings in [50], and for real rational maps
with all critical points real and with even degrees in [46].
Remark [38]. A line field may be identified with a Beltrami differential μ = μ(z)dz¯dz
with |μ| = 1: The real line through v = a(z) ∂∂z corresponds to the Beltrami differential aa¯ dz¯dz .
Conversely, a Beltrami differential determines a function μ(v) = μ(z) a¯(z)a(z) , where v = a(z)
∂
∂z is
a tangent vector; the line field consists of those tangent vectors v for which μ(v) = 1.
We will make use of the following theorems about polynomials:
Theorem 2.9 [10, 38, 46]. Suppose that f is a real polynomial with real critical points.
Then f supports no measurable invariant line field on its Julia set.
Theorems 2.9 and 2.8 together with the Bo¨ttcher Theorem imply the following.
Corollary 2.10. Suppose that f and f˜ are topologically conjugate mappings as in the
statement of the Theorem 2.8 with connected Julia sets and all periodic points repelling. Then
f and f˜ are affinely conjugate.
3. Entropy and renormalization
In this section, we study maps f with Per(f) = {2n : n ∈ N ∪ {0}}. Our goal is to show that
to prove Theorem A, it is enough to prove:
Theorem F. Every map f ∈ A3b(I), which is infinitely renormalizable with entropy zero
can be approximated by mappings with positive topological entropy and by mappings with
finitely many periods.
The equivalence of Theorems A and F is not new, but we include it to help make the paper
more self contained.
There are many equivalent definitions of topological entropy. For simplicity of exposition,
we use the one introduced in [44]. Given a continuous piecewise monotone map f : I → I we
define the lap number of f , denoted by (f), as the number of maximal intervals on which f
is monotone. The topological entropy is defined as the rate of exponential growth of (fn).
Definition 3.1. Given a continuous piecewise monotone map f : I → I, we define its
topological entropy as
h(f) = lim
n→∞
1
n
log((fn)).
For simplicity, we will refer to topological entropy as entropy.
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The following classical result, see [31], relates the entropy of a map with the periods of its
periodic orbits.
Proposition 3.1. A map f ∈ C0(I) has positive entropy if and only if f has a periodic
orbit of a period which is not a power of two.
To get a characterization of the boundary of chaos, we will take a closer look at the level
sets of the entropy map. Recall that
ΓCk(I) = {f ∈ Ck(I) : Per(f) = {2n : n ∈ N ∪ {0}},
and that we may omit the subscript on Γ when it is clear in what space we are working.
Proposition 3.2. We have the following.
(1) The set of maps with positive entropy is open in the space Ck(I) for k  2.
(2) Γ is closed in Ck(I), for k  1.
Proof. The first statement follows from the fact that the topological entropy is continuous
on Ck(I), for k  2, see [44, Theorem 6]. The second statement corresponds to [43, Proposition
2.1]. 
Remark. To show that Γ is a closed set the author in [43] proves the following result which
we alluded to before: The set of maps for which the set Per(f) is bounded is Ck-open for k  1.
We have the following corollary.
Corollary 3.3. If f ∈ Ck(I) for k  2 is on the boundary of the set of maps with positive
entropy, then f ∈ Γ. The same holds for maps which lie on the boundary of the interior of the
set of maps with zero entropy.
This corollary, also proved in [4], provides a characterization of maps on the boundary of
chaos in Ck(I) for k  2 which remains true for maps in A(I).
The next result will help us determine the combinatorics of renormalizable maps with zero
entropy.
Proposition 3.4 [37, Proposition III.4.2]. If f ∈ Ak(I) and h(f) = 0, then each restrictive
interval is contained in a restrictive interval of period 2. Furthermore, every point in I is either
eventually mapped into a restrictive interval of period 2, or is asymptotic to a fixed point.
Lemma 3.5 [24, Theorem 2]. If f ∈ Γ, then f is infinitely renormalizable. Furthermore, if
Jn and Jn+1 are consecutive restrictive intervals (meaning that Jn+1 is a maximal, with respect
to containment, proper restrictive interval in Jn), then the period of Jn+1 inside of Jn is two.
Proof. Consider Δj(f), the set of accumulation points of periodic orbits of periods greater
or equal to 2j , and let
Δ(f) =
⋂
j∈N
Δj(f).
It is clear from the definition that Δ(f) is closed and f -invariant. In addition, by [24, Lemma
1] we know that no point in Δ(f) is periodic. Propositions 3.1 and 3.4 imply that every point
which is not eventually mapped into a restrictive interval of period two is asymptotic to a fixed
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point. Given p ∈ Δ(f), we have that the orbit of p enters J0, a restrictive interval of period
two. By definition, there exists a turning point c contained either in J0 or in f(J0). Repeating
the argument, substituting f by f2
n
for n ∈ N we can find a nested sequence of restrictive
intervals Jn, with Jn+1 of period two under f2
n
inside Jn and such that c ∈ Jn. 
Corollary 3.6. If f ∈ Ak(I) finitely renormalizable and h(f) = 0, then the period of its
periodic orbits is bounded.
Proof that Theorem F is equivalent to Theorem A. Let us first suppose that Theorem A
holds, and assume that f ∈ A3b(I) is infinitely renormalizable and has entropy zero. Since f
has entropy zero, by Proposition 3.4, we have that each restrictive interval of f has period
a power of 2, and since f is infinitely renormalizable, we have that f has restrictive interval
of each period 2n, for n ∈ N. Thus, Per(f) = {2n : n ∈ N ∪ {0}}. By Theorem A, f can be
approximated by mappings with positive topological entropy and by mappings with finitely
many periods.
Now, let us assume that Theorem F holds, and Per(f) = {2n : n ∈ N ∪ {0}}. By Propo-
sition 3.1, we have that f has zero entropy and by Lemma 3.5, we have that f is infinitely
renormalizable, so by Theorem F, f can be approximated by mappings with positive topological
entropy and by mappings with finitely many periods. 
4. Spaces of mappings
4.1. Stunted sawtooth mappings
In this section, we recall the definition of stunted sawtooth mappings and collect some useful
facts about these mappings.
4.1.1. The definition of the space of stunted sawtooth mappings. We start by defining an
auxiliary piecewise linear mapping S0, which will be used in the definition of stunted sawtooth
mappings. The basic shape of a piecewise linear mapping S is defined as
(S) =
{
1 if S is increasing at the left endpoint of I,
−1 otherwise.
Let  ∈ {−1, 1}. Fix a constantm ∈ N, to be the number of turning points, and set λ = m+ 2.
The slopes of the piecewise monotone mapping are either λ or −λ. Let e = mλ/(λ− 1), and
set A = [−e, e]. One easily sees that there exists a unique m-modal piecewise linear mapping
S0 with (S0) = , m turning points, c1, . . . , cm at −m+ 1,−m+ 3, . . . ,m− 3,m− 1 with the
following properties.
• m+ 1 intervals of monotonicity I0 = [−e, c1], I1 = [c1, c2], . . . , Im = [cm, e].
• Slopes ±λ, extremal values ±λ.
• S0({−e, e}) ⊂ {−e, e}.
See Figure 2.
The space of S = S
,m of stunted sawtooth maps withm turning points consists of continuous
maps T with plateaus Zi,T with i ∈ {1, . . . ,m} which are obtained from the map S0 (see
Figure 4) and satisfy the following.
• Zi,T is a closed symmetric interval around ci.
• T and S0 agree outside ∪iZi,T .
• T |Zi,T is constant and T (Zi,T ) ∈ [−e, e].
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Figure 2 (colour online). The map S0.
Figure 3. The stunted sawtooth mapping parameterized by ξ = (ξ1, ξ2, ξ3).
• Zi,T have pairwise disjoint interiors.
It is important to remark that a map T ∈ S could have touching plateaus. In other words,
two of its plateaus could have one endpoint in common. In this case, we say that T is m-modal
in the degenerate sense. We use the m-signed extremal values ξ ∈ [−e, e]m to parameterize S
in the following way.
ξi =
{
T (Zi,T ) if ci is a maximum of S0,
−T (Zi,T ) if ci is a minimum of S0.
Figure 3 illustrates the parametrization. We denote by Tξ the map in S with parameters
ξ = (ξ1, . . . ξm).
We can identify the space S with the set
{ξ = (ξ1, . . . ξm) : ξi ∈ [−e, e] and ξi  −ξi+1}.
We define Tξ < Tξ′ if for the corresponding parameters ξi  ξ′i for all 1  i  m with at least
one strict inequality.
The definition of the shape of a stunted sawtooth mapping is the same as for piecewise
monotone mappings if we replace turning points with plateaus.
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Figure 4. The stunted sawtooth mapping with shape τ = {(1, 3), (2, 1), (3, 2)}
obtained from S0.
Definition 4.1. Given a map T ∈ S we will define its shape in the following way. Let   m
be the number of distinct values of T on the plateaus Zi,T , 1  i  m, and label these values
by vj , 1  j  , so that v1 < . . . < v. The shape of T is defined as the set of ordered pairs:
τ(T ) = {(i, ji) : 1  i  m},
where ji is so that T (Zi,T ) = vji . For example, the shape of the map in Figure 4 is τ(T ) =
{(1, 3), (2, 1), (3, 2)}.
Given a map T ∈ S with shape τ , we define
S(τ) = {T ′ ∈ S : the shape of T ′ is equal to τ}.
Let us recall two useful facts related to the entropy of stunted sawtooth mappings.
Proposition 4.1 [6, Proposition 4.1]. The map ξ = (ξ1, . . . , ξm) → h(Tξ) is non-decreasing
in each coordinate.
The following is a slight variation of the Theorem of Hu–Tresser.
Proposition 4.2 [24, cf. Theorem 1]. Suppose that Tξ is a stunted sawtooth mapping
with Per(Tξ) = {2n : n ∈ N ∪ {0}}. Let τ = τ(Tξ). Then for any ε > 0, there exist, ξ′, ξ′′ with
|ξ − ξ′| < ε,|ξ − ξ′′| < ε, such that
(1) τ(Tξ) = τ(Tξ′) = τ(Tξ′′);
(2) both Tξ′ and Tξ′′ have all plateaus periodic or pre-periodic;
(3) Tξ′ has positive entropy;
(4) Tξ′′ has finitely many periods.
Since Proposition 4.2 can be proved using the same perturbative argument used to obtain
[24, Theorem 1] (to additionally obtain conclusions (1) and (2) in the statement), we omit
the proof.
4.2. Multimodal mappings of type b
In the next two subsections, we introduce two types of mappings which arise naturally when
one studies renormalization of multimodal mappings: multimodal mappings of type b and
polynomials of type b. These sorts of mappings were considered by Smania in [50] under the
additional assumption that all critical points of the mappings have order two, which simplifies
the description of the spaces a little.
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Definition 4.2. Given a vector b = (1, . . . , b) of positive even integers, we say that f is
a multimodal map of type b if it can be written as a decomposition of b maps fi ∈ A(I) (or
more generally in Ak(I), k = 0, 1, 2, . . . ,∞, ω) as follows.
• f = fb ◦ · · · ◦ f1.
• fi has a unique critical point ci, which is a maximum and has order i.
• fi(∂I) ⊂ ∂I.
• for 1  i  b− 1, f(ci)  ci+1 and f(cb)  c1.
The vector (f1, . . . , fb) gives a decomposition of f .
Multimodal mappings of type b arise naturally as renormalizations of multimodal mappings
in Ak(I).
It is easy to see that the renormalization of a multimodal mapping of type b is a multimodal
mapping of type b′, where b′ depends on b and the combinatorics of f .
4.3. Polynomials of type b
Definition 4.3. Given a vector b = (1, . . . , b) of positive even integers, we define the space
Pb of polynomials if type b as follows. A polynomial p : I → I belongs to Pb if
p = qb ◦ · · · ◦ q1,
where qi : I → I has the following properties for i ∈ {1, . . . , b}: qi(−1) = qi(1) = −1, qi(0) > 0
for i = b, and qi = A−1i ◦ pi ◦Ai, where pi : R → R is a polynomial of the form zi + ai which
has an invariant interval Ji and Ai : I → Ji is an affine bijection. The vector given by (q1, . . . , qb)
will be called a decomposition of p. We identify affinely conjugate polynomials.
It is important to note that the number of turning points of maps in P is not constant, but
it is uniformly bounded by a constant depending only on b. Also, observe that, if in addition
we have that qb(0) > 0, then p ∈ Pb is a multimodal map of type b.
Given a polynomial p ∈ P with shape τ , we let
P(τ) = {q ∈ P : the shape of q is equal to τ}.
We say that a shape τ is admissible for polynomials of type b if P(τ) = ∅.
Let us fix b and denote the family Pb simply as P.
Lemma 4.3. Each map p ∈ P has a unique decomposition.
Proof. Let p = qb ◦ · · · ◦ q1 and let qi, pi, Ai and Ji be as in the definition of P. Since
pi = zi + ai, the interval Ji is symmetric with respect to the origin and its right end point is
the point bi > 0 so that pi(bi) = bi. Since the i is fixed, the value of bi depends only on ai.
There exist only two affine maps which map [−1, 1] to [−bi, bi] bijectively, which are z → biz
and z → −biz. Since qi(−1) = qi(1) = 1, we get that Ai(z) = −biz. Hence, qi depends only on
ai. The uniqueness of the decomposition of p can be proved by induction on b, the length of b.
If b = 1, then qi = q′i if
1
bi
[(biz)d + ai] =
1
b′i
[(b′iz)
d + a′i].
Hence ai = a′i. By definition of bi and b
′
i this implies that bi = b
′
i. So the decomposition is
unique. Assume that the decomposition is unique when the length of the decomposition is b.
To prove the result when the length of the decomposition is b+ 1 we observe the following. We
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have p = qb+1 ◦ · · · ◦ q1. The polynomial qb+1 has exactly one turning point, and the critical
value of p corresponding to the critical point of qb+1 is determined by the critical value of qb+1,
hence it depends only on ab+1. Since the map p′ = qb ◦ . . . q1 has a unique decomposition, the
result follows. 
Lemma 4.4. Suppose that τ is admissible for polynomials of type b, and that g : I → I is
a piecewise monotone map with τ(g) = τ , then there exists a unique map q ∈ P(τ) with the
same critical values as g.
Proof. This result can be shown by induction on the length of b, in a similar fashion as the
proof of Lemma 4.3. 
We say that two mappings are essentially conjugate if they are topologically conjugate outside
of their basins of attraction.
Proposition 4.5. Given a shape τ that is admissible for polynomials of type b and
a piecewise monotone map g : I → I with τ(g) = τ , there exists a map q ∈ P(τ), which is
essentially conjugate to g.
Proof. This result follows from the previous lemma and the proof of Step 1 in [37, Theorem
II.4.1]. 
The following two results of [50] generalize immediately to polynomials with critical points
not a power of two, so we have not included their proofs. Before we can state them, we must
introduce some notation. Let P∗ denote the set of maps of the form p = pb ◦ · · · ◦ p1, where
pi = zi + ai and (1, . . . , b) = b and let Poly(bˆ) denote the set of monic polynomials of degree
bˆ = 1 . . . b.
Proposition 4.6 [50, Proposition 3.1]. The space P∗ is a complex submanifold of Poly(bˆ)
with parametrization
(a1, . . . , ab) → Pab ◦ · · · ◦ Pa1 .
The connectedness locus of Poly(bˆ) is the set of all mappings in Poly(bˆ) with connected Julia
set.
Proposition 4.7 [50, Proposition 3.2]. The connectedness locus of Poly(bˆ) is compact.
4.3.1. Stunted sawtooth mappings and polynomials. In this section, we present the results
from [6] which we will use in later sections. For a fixed vector m = (1, . . . , m) of even integers,
let Q denote the space of polynomials q : I → I with q(−1) = q(1) = −1, with m turning points
−1 < c1 < . . . cm < 1 where the order of ci is i.
Given p ∈ Q the following holds. Let S = Sm and S0 be defined as in Section 4.1. Let
ν(p) = (ν1, . . . , νm) be the kneading invariant of p and let si be the unique point in the (i+ 1)th
lap of S0 such that
lim
y↓si
iS0(y) = νi := lim
x↓ci
if (x).
Let Zi be the symmetric interval around the ith turning point of S0 with right end point si.
Then we can define a map
Ψ: Q → S by p → Ψ(p),
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where Ψ(p) is the unique map in S which agrees with S0 outside ∪mi=1Zi and which is constant
on Zi with value S0(si).
The following result summarizes some of the key properties of Ψ.
Lemma 4.8 [6, Lemma 5.1]. The map Ψ: Q → S
• is well-defined;
• the kneading invariant of p and of T = Ψ(p) are the same in the sense that limy↓Zi iT (y) =
νi;
• p and Ψ(p) have the same topological entropy;
• Ψ(p) is non-degenerate (see the next paragraph).
Recall that given a map T ∈ S a pair of plateaus (Zi, Zj) is called wandering if there exists
n ∈ N such that Tn of the set [Zi, Zj ] (the convex hull of Zi and Zj) is a point. We say that
a map T ∈ S is non-degenerate if for every wandering pair (Zi, Zj) its convex hull belongs to
the closure of a component of the basin of a periodic plateau. We will denote by S∗ the set of
non-degenerate maps in S. In particular, [6, Lemma 4.16] tells us the following.
Lemma 4.9. If we take a map T ∈ S∗ with no periodic attractors, then there exists ν0 > 0
so that Bν0(T ) ⊂ S∗.
4.4. Polynomial-like mappings and germs
4.4.1. Polynomial-like mappings of type b.
Definition 4.4. Given a vector b = (1, 2, . . . , b) of positive even integers we say that a
polynomial-like mapping f : U → V is a polynomial-like map of type b if there exist simply
connected domains U = U1, . . . , Ub, Ub+1 = V and holomorphic maps fi : Ui → Ui+1 with i ∈
{1, . . . , b} satisfying:
• for 1  i  b, fi : Ui → Ui+1 is a branched covering of degree i with exactly one
ramification point;
• f = fb ◦ · · · ◦ f1.
We denote the space of polynomial-like mappings of type b by PLb. For future reference, we
define the type of an AHPL-mapping in the same way.
The following result is an analogue of the Douady–Hubbard Straightening Theorem for
polynomial-like mappings of type b.
Proposition 4.10 [50, Proposition 4.1]. Let b = (1, 2, . . . , b) be a vector of non-negative
even integers. Assume f : U → V is a polynomial-like map of type b and that the critical values
of f are contained in U . Then f is hybrid conjugate to a polynomial P = χ(f) in P∗.
We call the polynomial P the straightening of f , and we refer to the mapping χ as the
straightening map. See page 10 for the definition of hybrid conjugate.
Following [38], we endow the space of polynomial-like mappings with the Carathe´dory
topology. A pointed disk is a topological disk U ⊂ C with a marked point u ∈ U . Let D denote
the set of pointed disks (U, u). We first define the Carathe´odory topology on D. We say that
(Un, un) → (U, u) in D if
• un → u;
• for any compact set K ⊂ U , K ⊂ Un for all n sufficiently large;
• for any connected N  u, if N ⊂ Un for infinitely many n, then N ⊂ U .
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Now, we define the Carathe´odory topology on the space of all holomorphic mappings
f : (U, u) → C, where (U, u) is a pointed disk. We say that fn : (Un, un) → C converges to
f : (U, u) → C if:
• (Un, un) → (U, u) in D;
• for all n sufficiently large fn converges to f uniformly on compact subsets of U .
We endow the space of polynomial-like mappings f : U → V with the Carathe´odory topology
by choosing the marked point in the filled Julia set.
4.4.2. Polynomial-like germs of type b. We have the following equivalence relation on the
space PLb: Suppose that f : U → V and f˜ : U˜ → V˜ are polynomial-like mappings of type b. We
say that f ∼ f˜ if f and f˜ have a common polynomial-like restriction of the same degree. By [38,
Theorem 5.11], we have that if f ∼ f˜ , then Kf = Kf˜ , and for mappings with connected Julia
set, this is an equivalence relation. Classes of this equivalence relation are called polynomial-
like germs and we denote the equivalence class of a polynomial-like mapping f by [f ]. Let PG
represent the space of polynomial-like germs, up to affine conjugacy, and let PGR be the subset
of real polynomial-like germs. The space of polynomials is naturally embedded in the space of
polynomial-like germs. We let C denote the connectedness locus in PG, and let CR = C ∩ PGR.
We say that a polynomial-like germ f : U → C is renormalizable at a point c ∈ Crit(f), if
there exists a neighbourhood U1 ⊂ U of c and an s ∈ N \ {1} so that fs : U1 → V := fs(U1) is
a polynomial-like mapping with connected Julia set.
The definitions of quasiconformal equivalence and hybrid equivalence for polynomial-like
germs are the same as for polynomial-like mappings. We denote the hybrid class of a
polynomial-like mapping or germ f by Hf . Any two polynomial-like germs [f ] and [g] in
the same hybrid class H can be included in a Beltrami disk: Let h be a hybrid conjugacy
between representatives f and g and let μ = ∂¯h/∂h be its Beltrami differential. Let ε > 0 be so
small that (1 + ε)‖μ‖∞ < 1. Define μλ = λμ, λ ∈ D1+ε. By the Measurable Riemann Mapping
Theorem, we obtain a family hλ,λ ∈ D1+ε, of quasiconformal mappings, the solutions of the
associated Beltrami equations. A Beltrami disk through f and g is a family of mappings
{fλ = hλ ◦ f ◦ h−1λ : λ ∈ D1+ε}. If U is a neighbourhood of Kf to which f has a polynomial-
like restriction, then, since μ is an invariant Beltrami differential, so is λμ, and so each fλ
is holomorphic on hλ(U). We call a real one parameter family {fλ : −1− ε < λ < 1 + ε} a
Beltrami path through f and g.
To define the topology on PG, we push down the Carathe´odory topology which we defined
on the space of polynomial-like mappings, see [34]. We say that a sequence of polynomial-like
germs [fn] → [f ] if the sequence of [fn] and be split into finitely many subsequences [f im] which
admit representatives f im which converge to representatives f
i of f . In the case when J(f) is
connected, which is the one that is important to us, we do not need to split the sequence [fn]
into subsequences.
4.4.3. External mappings and matings. Let us fix d ∈ N, d  2. Let g : T → T be a degree
d real-analytic endomorphism of the unit circle. We say that g is expanding if it admits an
extension to a degree d covering map g : U → V between annular neighbourhoods of T with
U  V . We normalize g by the condition that g(0) = 0. Let E denote this space of normalized
expanding endomorphisms of the circle. We endow E with a topology as follows, see [1]. Since
R is the universal covering of T, any map g ∈ E lifts to a mapping g˜ : R → R, so that g˜(x) =
dx+ φ(x), where φ is a real-analytic function with period one and φ(0) = 0. Let A denote
the space of all such functions, and let An ⊂ A denote the subset of functions which admit
an extension to the strip |Imz| < 1/n, for n ∈ N, which are continuous up to the boundary.
Since the An are Banach spaces, A is realized an inductive limit of Banach spaces, and we may
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endow it with the inductive limit topology. This topology on A yields a topology on E , and in
this topology a sequence gn ∈ E converges to g ∈ E if there is a neighbourhood W of ∂T such
that all the gn admit a holomorphic extension to W , and gn converge uniformly to g on W .
Let ER denote the space of real-symmetric expanding maps of the circle.
For g ∈ E , let mod(g) = supmod(V \ (U ∪ D)), where the supremum is taken over all
extensions g : U → V as above.
To each f ∈ PG of degree d, we associate its external mapping π(f) = g: we let f be a
polynomial-like representative of the germ f , and then use the construction of [34, Section 3.2]
to obtain g : T → T. See also, [13, Section 2]. We say that two polynomial-like germs, f and g,
are externally equivalent if π(f) = π(g).
Lemma 4.11. We have the following.
• If f and g are externally equivalent polynomial-like germs with connected Julia sets, then
there is a conformal mapping h : C \Kf → C \Kg which conjugates f and g near their Julia
sets.
• The external mapping π(F )(z) = zd if and only if F is a polynomial of degree d.
Theorem 4.12 (Mating Theorem). If P is a real polynomial of degree d with connected
Julia set and g ∈ E , then there exists, up to affine conjugacy, a unique germ f = iP (g) ∈ PG
such that χ(f) = P and π(f) = g.
The following theorem can be obtained in exactly the same way as for unicritical mappings,
see [1]. Let M ⊂ Pb denote the subset of Pb of mappings f such that the Julia set, J(f), is
connected. We let MR denote the real slice of M. To simplify matters, we restrict to the real
slices of these complex spaces.
Theorem 4.13 (cf. [1, Theorem 2.2; 50, Proposition 4.1]). There is a canonical choice of
the straightening χ(f) ∈ MR, and an external mapping π(f) ∈ ER associated to each germ
f ∈ CR. It has the following properties.
(1) For each P ∈ MR, the hybrid leaf HRp is the fibre χ−1(P ) ∩ CR and the external map
π restricts to a homeomorphism HRP → ER, whose inverse is denoted by iP and is called the
(canonical mating).
(2) For P, P˜ ∈ MR, if fλ is a Beltrami path in HP , then iP˜ ◦ i−1P (fλ) is a Beltrami path in
HR
P˜
.
(3) The external map, straightening and mating are equivariant with respect to complex
conjugation.
Proposition 4.14. Suppose that f : U → V is a real polynomial-like mapping of type b with
a single solenoidal attractor which contains Crit(f). Then the straightening map is continuous
at f .
Proof. We will use the following lemma:
Lemma 4.15 (c.f. [13, Lemma, p. 313]). Suppose that {fλ : Uλ → Vλ}λ∈Λ is an analytic
family of polynomial-like mappings, where Λ is a complex analytic manifold. Let λ0 ∈ Λ, and
suppose that {λn}∞n=1 ⊂ Λ is a sequence so that λn → λ0 as n → ∞. Then there exists a
sequence {λnk}∞k=1 of {λn}∞n=1 such that the sequence of polynomials Pnk = χ(fλnk ) converges
to a polynomial P˜ , and P˜ is quasiconformally equivalent to fλ0 .
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Thus for any sequence fn : Un → Vn of real polynomial-like mappings converging to f , we
have that there exists a subsequence fnk so that χ(fnk) converges to a polynomial P˜ , which
is quasiconformally conjugate to f . If P˜ is hybrid conjugate to f , then since the Julia set
of f is connected, we have that the straightening of f is unique, and so χ(f) = P˜ , and the
straightening is continuous. So we may assume that P˜ = h−1 ◦ f ◦ h is not hybrid conjugate to
f , but then the Beltrami differential μ = ∂¯h/∂h gives an invariant line field supported on the
filled Julia set of f (see page 12), which contradicts Theorem 2.9. 
Proposition 4.16. Let b ∈ N, and let b be a b-tuple of even integers. Assume that X is
a compact subset of PGb. Suppose that Vn ⊂ PGb, is the set of mappings that are at least
n-times renormalizable (of period 2). Then if fn ∈ Vn ∩ X is any sequence, fn → ΓPGb in the
Carathe´odory topology.
Proof. Since the fn are contained in compact set, any subsequence of the fn must have a
subsequence which converges. By Theorem 2.6, this limit is infinitely renormalizable, so it is
in Γ. 
4.4.4. Infinitesimal structure of the space of polynomial-like germs. The description of the
tangent space of the space of polynomial-like germs was first given in [34, Section 4] in the
context of unicritical mappings, and [53, Sections 3 and 4] treated polynomial-like germs with
several critical points. We refer to those papers for the details.
Proposition 4.17. Suppose that f ∈ PGb. Let Hf denote the hybrid class of f . Then Hf
is a connected, codimension-b complex-analytic submanifold of PG.
Since the renormalization operator is transversally non-singular, we can transfer some of this
structure to infinitely renormalizable analytic mappings:
Theorem 4.18 [2, Lemma 4.8; 53, Theorem 3]. Suppose that f ∈ Ab(I) is an analytic map
and that c is a critical point of f , at which f is infinitely renormalizable. Suppose that R(f) =
F : U → V is a polynomial-like renormalization of f at c, and that v ∈ TFPL is transverse to the
topological conjugacy class of f . Then there exist vectors wi ∈ TfAb(I), so that DR(f)wi → v.
4.4.5. Convergence of renormalization for analytic mappings. McMullen proved exponen-
tial convergence of renormalization of quadratic-like mappings with bounded combinatorics,
[39]. These results were generalized by Smania to multimodal mappings with all critical points
of degree 2 [50, 51]. By Theorem 2.4 and the quasiconformal rigidity of analytic mappings,
Theorem 2.6, we have exponential convergence of renormalization for infinitely renormalizable
analytic mappings with bounded combinatorics.
Theorem 4.19. For any b, there exists λ ∈ (0, 1), δ > 0 so that the following holds. Suppose
that f, g ∈ Ab(I) are topologically conjugate mappings that are infinitely renormalizable at
corresponding critical points c0 and c˜0, respectively. Let Rnc0 denote the nth renormalization
at c0. There exists C > 0, depending also on the combinatorics of f , so that
‖Rnc0(f)−Rnc˜0(g)‖C0(Uδ)  Cλn,
where Uδ is a δ-neighbourhood of the filled Julia set of Rnc0(f). Moreover, the limit set of Rn(f)
is contained in a Cantor set K.
Remark. The attractor of the period doubling renormalization operator for multimodal
mappings, with more than one critical point, is a horseshoe, [50], [45]. This is in contrast
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with the unimodal case where the period-doubling renormalization operator has stationary
combinatorics and the attractor is a fixed point.
5. The boundary of chaos
5.1. Boundary of chaos for polynomials of type b
Let p ∈ P have decomposition (q1 . . . , qb).
Theorem 5.1. Let p ∈ Γ = ΓP ⊂ P and let (q1 . . . , qb) and τ denote the decomposition and
shape, respectively, of p. Given ν > 0, there exist q, r ∈ P(τ) ∩Bν(p) both with all turning
points periodic or pre-periodic such that
• Per(q) is finite;
• r has positive entropy.
Proof. Since p ∈ ΓP , p has at least one solenoidal attractor and zero entropy. Apply
Lemma 4.8 to obtain a map T = Ψ(p) ∈ S with the same kneading invariant as p and with
the same entropy, h(T ) = 0. Each critical point of p, corresponds to a plateau of T . Thus
the plateaus of T which correspond to critical points of p that are not contained in basins of
periodic attractors are neither periodic nor pre-periodic and there exist such plateaus. Let us
label these plateaus by Z1, . . . , Zm. All points with periodic itineraries for T are contained in
I \ (int(∪mi=1Zi,T )). Hence, each periodic itinerary corresponds to a unique periodic orbit of T
and Per(T ) = {2n : n ∈ N ∪ {0}}.
By Proposition 4.2, we can find maps {Tk}k∈N with all plateaus periodic or pre-periodic
and with finitely many periodic orbits. Furthermore, we can guarantee that Tk ∈ B1/k(T ) for
each k ∈ N. In addition, by Lemma 4.9 we may assume that Tk ∈ S∗, see page 20. Now we
follow a procedure used in [6, Proposition 5.9]. For each k ∈ N, define x ∼k y if there exists
i > 0 so that T ik(x) maps the convex hull [x, y] into one of the plateaus of Tk. Then collapse
each of these intervals [x, y] to a point and let Tˆk be the corresponding map. By definition we
have that Tˆk is continuous and since T ∈ S∗ has m-turning points so does Tˆk. Furthermore,
by construction each Tˆk ∈ S∗(τ) has no wandering intervals, no inessential attractors and its
kneading invariant corresponds to the one of Tk. By Proposition 4.5, there exists pk ∈ P(τ),
which is essentially conjugate to Tˆk. So pk and Tˆk are conjugate. Hence pk has finitely many
periodic orbits and entropy zero. Since the connectedness locus of P∗ is compact, there exists a
subsequence {pkj}j∈N which converges to a map p′. Without loss of generality, assume pk → p′.
Corollary 3.3 and Lemma 3.5 imply that p′ is an infinitely renormalizable map with entropy
zero. Finally, since the kneading invariant of the maps Tk converges to the kneading invariant
of T , we have that the kneading invariants of the maps pk converge to the kneading invariant
of p′. Hence, p′ has the same kneading invariant as p. By Theorem 2.8, p and p′ are conjugate
by an affine map.
By an analogous argument as the one used to construct the maps pk, we can find a sequence
of maps qk ∈ P(τ), which have all critical points periodic or pre-periodic and positive entropy
so that qk → q′. 
5.2. Boundary of chaos for polynomial-like germs
Proposition 5.2. Suppose that f is a real polynomial-like germ which is infinitely
renormalizable at a critical point c. Assume that h(f |K(f)∩R) = 0 and that all critical points
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of f are even and have the same ω-limit set. Then there exist polynomial-like germs g and g˜
arbitrarily close to f in the Carathe´odory topology such that
• g has finitely many periods;
• h(g˜|K(g˜)∩R) > 0.
Remark. By infinitely renormalizable, we mean that the restriction of f to its real trace
is infinitely renormalizable about c.
Proof. Let P = χ(f) denote the straightening of f . By Theorem 5.1, there exists a sequence
of polynomials Pk converging to P such that each Pk is critically finite and h(Pk) = 0.
By Theorem 4.13, the hybrid classes of the Pk are connected submanifolds in the space of
polynomial-like germs and laminate PG. Hence for any neighbourhood B ⊂ PG of f , there
exists k so that HPk ∩B = ∅. Hence by Proposition 4.14 there exists a sequence of critically
finite polynomial-like germs gk with h(gk) = 0 converging to f .
Similarly, there exists a sequence of polynomials Pk converging to P such that each Pk is
critically finite and h(Pk) > 0, and the same argument implies that there is a sequence of
critically finite polynomial-like germs g˜k with positive entropy converging to f . 
5.3. Boundary of chaos for analytic mappings
Suppose that Λ is a Ck-manifold with base point λ0 ∈ Λ. Suppose that X ⊂ C, we say that
hλ : X → C, λ ∈ Λ, is a Ck-motion if
• hλ0 = id;
• hλ is an injection for each λ ∈ Λ;
• λ 	→ hλ(z) is Ck in λ.
We say that hλ : X → C, λ ∈ Λ is a holomorphic motion if additionally we require Λ to be a
complex Banach manifold, and the mapping λ 	→ hλ(z) to be holomorphic.
Suppose f ∈ BRΩa . Let W be a neighbourhood of f in BRΩa . We say that a periodic interval
K = Kf ⊂ [−1, 1] of period spersists in W if for each g ∈ W, there is a Ck-motion hg : Kf →
Kg, and Kg is a restrictive interval of period s and hg ◦ fs(z) = gs ◦ hg(z) for z ∈ ∂K. We
call Kg the continuation of Kf to g. Similarly, if W is a neighbourhood of f in BΩa and
fs|U = F : U → V is a polynomial-like mapping, we say that F : U → V persists over W if for
each g in W there is a holomorphic motion hg : (U, V ) → (UG, VG), a polynomial-like mapping,
gs|UG = G : UG → VG, and hg ◦ F (z) = G ◦ hg(z) for z ∈ ∂U .
Lemma 5.3. Let f ∈ ΓAk(I) and let c be a turning point at which f is infinitely
renormalizable. Let {Jn}n∈N be a sequence of restrictive intervals containing c. For n large
enough, there exists n > 0 so that Jn persists on B
n(f).
Proof. Let Jn be a sequence of restrictive intervals containing a turning point c. By
definition, the boundary points of Jn are a periodic point pn of period 2n and a preimage
of pn under f2
n
. By [37, Theorem IV.B], there exists M ∈ N so that all periodic orbits of
prime period greater than M are repelling. Since pn is hyperbolic for all n > M we have that
the interval Jn persists on a C1-neighbourhood of f . In other words, there exist a neighbourhood
Un  f so that the interval Jn has a continuation on Un. Given a map g ∈ Un, we will denote
by Jgn its corresponding continuation. Let us show that J
g
n is a restrictive interval for g. For
all n sufficiently large, we can guarantee that the results from [10] hold for f . Since f ∈ Γ, we
get that In = Jn, where In is an interval form the generalized enhanced nest. By [10, Theorem
3.1 (a)], there exists δ > 0 so that Vn+1 = (1 + δ)Jn+1 ⊂ Jn. Make n > 0 small enough so
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that ‖f2n − g2n‖ < δ/4|Jn| and Jn persists on B
n(f). Then, if g ∈ B
n(f) all turning points
of g2
n |Jgn are contained in Vn+1 ⊂ Jgn. Hence Jgn is a restrictive interval for g and the result
follows. 
Lemma 5.4. Let f ∈ ΓAk(I) and let Kn be as in Theorem 2.1. For n ∈ N large enough, there
exists νn > 0 so that Kn persists on Bνn(f).
Proof. By Theorem 2.1, we know that f has a finite number of solenoidal attractors Ci.
Furthermore, Ci = ω(ci) for a turning point ci at which f is infinitely renormalizable. Each ci
has associated a sequence of restrictive intervals J in  ci of period 2n. If we let Kn be as in
Theorem 2.1, then for n large
Kn =
⋃
i
2n−1⋃
k=0
fk(J in)
The persistence of Kn follows directly from Lemma 5.3 by taking νn > 0 equal to the
minimum of the constants n associated to the intervals J in. In addition, if g ∈ B
n(f), then
the continuation J in(g) of J
i
n associated to g, is a restrictive interval of period 2
n and
Kn(g) =
⋃
i
2n−1⋃
k=0
gk(J in(g)).

Lemma 5.5. Let f ∈ ΓAk(I) and let Kn be as in Theorem 2.1. Given n large enough, there
exists n > 0 so that Kn and Kn+1 persist on B
n(f). Furthermore, let K
g
i be the continuation
of Ki,i = n, n+ 1, associated to g ∈ B
n(f). Then for 0  j  n, any x ∈ Ω′j := Ω(g) ∩ cl(Kgj \
Kgj+1) is a periodic point of period 2
m for some 0  m  n.
Proof. In Lemma 5.4, we proved that for n sufficiently large, there exists νn > 0 so that Kn
persists on Bνn(f). Taking νn smaller if necessary, we can assume that all hyperbolic attracting
basins for f and all repelling periodic points with period less than 2n persist over Bνn(f).
Claim 1. Let K ′0,K
′
1 be the intervals associated to g by Theorem 2.1. There exists 0 > 0
so that for g ∈ B
0(f),Ωg0 = Ω(g) ∩ cl(K ′0 \K ′1) consists of fixed points of g.
The lemma follows inductively from the claim: Let J be a component of Kn and consider
f2
n |J . By the claim there exists n  n−1 so that if g ∈ B
n(f),Ωn(g) = Ω(g) ∩ cl(Kn(g) \
Kn+1(g)) consists of fixed points of g2
n
.
Proof of Claim 1. To conclude the proof of the lemma, we now prove Claim 1. Let us start
by describing how parabolic fixed points bifurcate over small C3 neighbourhoods of f . Suppose
that p is a parabolic periodic point with multiplier 1. We say that p is of crossing type, if on
one side of p the graph of f is above the diagonal and on the other it is below. Parabolic fixed
points with multiplier -1 always cross the diagonal.
There exists a neighbourhood Q of the set of parabolic points of f such that if g is sufficiently
close to f , every fixed point of g is either in Q or is a continuation of a hyperbolic fixed point
of f , and each component of Q contains a parabolic fixed point of f . We denote the component
of Q that contains p by Qp. We will show that close the boundary of Qp, the behaviour of g
is similar to the behaviour of f and that in Qp either there are no periodic cycles, a periodic
cycle or an invariant interval for g.
Case 1: p is a parabolic fixed point of f with multiplier 1, which is not of crossing type.
Assume that the graph of f is above the diagonal in a neighbourhood of p. Then p is attracting
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from the left and repelling from the right. If Qp contains no fixed point of g, we say that a
gate opens between the graph of f and the diagonal. In this case, locally, orbits under the
perturbed mapping travel from the left of p to the right, and g has no fixed points in Qp. So
suppose that there is a fixed point of g in Qp. If there is a non-parabolic fixed point, then since
g is close to f , there are at least two fixed points for the perturbed map. Assume this is the
case and let q denote the fixed point in Qp furthest to the left and q′ the fixed point in Qp
furthest to the right. We have that q is attracting from the left, q′ is repelling from the right,
and [q, q′] is an invariant interval (if it was not invariant, it would contain a critical point, but
then g would not be close to f in the C1 topology). The dynamics in the invariant interval are
simple, each orbit converges to a fixed point. Similar analysis holds when the graph of f is
below the diagonal.
Case 2: p is a parabolic fixed point of crossing type and multiplier 1. Either p is attracting
or repelling, and the periodic point persists under small perturbations. We have that if p is an
attracting parabolic fixed point of crossing type for f , then either there is an attracting (not
necessarily hyperbolic) fixed point for g close to p, or g has an invariant interval containing no
turning points near p that is attracting from the left and the right. A similar analysis holds
when p is a repelling parabolic fixed point of f with multiplier 1, which is of crossing type:
either there is a repelling (not necessarily hyperbolic) fixed point for g close to p, or g has
an invariant interval containing no turning points near p that is repelling from the left and
the right.
Case 3: p is a parabolic fixed point with multiplier −1. Then p is of crossing type and p is
a parabolic fixed point with multiplier 1 of crossing type for f2, and we can apply the above
analysis to f2 in a small neighbourhood of p.
Suppose that there are parabolic fixed points p0, p1, . . . , pk−1 of f each with multiplier one
and not of crossing type such that for each i ∈ {0, . . . , k − 1} there is a point xi such that the
following holds.
• f j(xi) converges to pi+1mod k;
• (f |Yp)−j(xi) converges to pi, where Yp is the monotone branch of f containing p.
We will call such a sequence a pseudo-cycle of orbits. 
Claim 2. If the entropy of f is zero, then no such pseudo-cycle of orbits exists.
Proof of Claim 2. Let us recall that if a return mapping to an interval has two full branches,
then it has positive entropy [42]. Suppose that pj is the parabolic fixed point that is furthest
to the right in I, and pi is furthest to the left. If the graph of f is above the diagonal near
pj , then pj must be repelling from the right. By assumption, there is a pseudo-cycle of orbits
which enters (pj − λ, pj) for any λ > 0. So the closest turning point to the right of pj , c1, is a
local maximum. Furthermore, there are no fixed points between pj and c1.
Let α be the orientation reversing fixed point closest to c1. Let J be the interval in I \
{f−1(α)} that contains c1, then since J is not invariant under f2 as there is pseudo-cycle, we
have that the dynamics of f2 on J has positive entropy (the return map has two full branches).
So we can assume that the graph of f is below the diagonal at pj . But then pj is attracting
from the left, and we have that there is a turning point c2 contained in [pi, pj ], with f(c2) > pj .
But now, the graph of f must cross the diagonal between c2 and pj , and the point where it
crosses cannot be attracting, since that would violate the condition on orbits near the parabolic
point, so it must be repelling, but now we can argue as before to see that f must have positive
entropy. So we can assume that there is a turning point between c2 and pj , this point must
correspond to a minimum of f , and it must be less that the parabolic point closest to, and
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on the left of c2. Again we have that f has positive entropy. So no such parabolic fixed points
exist. 
For each repelling periodic point p of f , let ε > 0 be chosen so small that Bε(p) is contained
in a neighbourhood of p where f is conjugate to x 	→ f ′(p)x. Let U be the union of Q together
with ∪Bε(p), where the last union is taken over all repelling fixed points of f in the complement
of int(K1).
Let B denote the union of K1, basins of hyperbolic attractors, small neighbourhoods of
attracting parabolic points of crossing type for f . From Proposition 3.4, any point x which
is accumulated by f−n(B), but which in not in f−n(B) for any n, is a (pre)fixed point of f
or is contained in the basin of a one-sided parabolic attractor, so we have that for M large
enough K0 \ (∪Mn=0f−n(B)) together with ∪∞n=0f−n(U) contains all but countably many points
of I, each whose forward orbit is eventually fixed, and the complement of K0 \ (∪Mn=0f−n(B))
consists of points that are eventually mapped to small neighbourhoods (possibly one-sided) of
repelling (not necessarily hyperbolic and possibly one-sided) points and points that converge
to a one-sided parabolic attractor.
Suppose first that K1 persists. Then for any x ∈ ∪Mn=0f−n(B) under g one of the following
holds.
• The orbit of x eventually lands in K1(g).
• The orbit of x converges to a hyperbolic attractor.
• The orbit of x is eventually contained in some Qp where p is a parabolic point of f and
converges to a fixed point of g in Qp.
If x ∈ ∪∞n=0f−n(U), then either the orbit of x eventually enters ∪Mn=0f−n(B), in which case
we know the possibilities for its forward orbit, or the orbit of x enters U . In this case, either
• the orbit of x is eventually contained in some Qp where p is a parabolic point of f and
converges to a fixed point or
• the orbit of x enters ∪Mn=0f−n(B).
So let us assume now that ∂K1 contains a parabolic point p with multiplier 1 and that this
point cannot be continued to all nearby mappings. Then for some nearby map g a gate opens
up at the boundary of K1. Let K ′1 be the union of maximal restrictive intervals of g and let B′
denote the union of K ′1 together with
• the corresponding basins of hyperbolic attractors;
• neighbourhoods of the corresponding attracting parabolic points of crossing type.
By the analysis above there are no pseudo-cycles of orbits outside K1(g), so we have that an
orbit travels through a bounded number of gates, and eventually passes through one that has
the property that any fundamental domain for the dynamics is covered (except for possibly
finitely many points) by ∪Mn=0g−n(B′) ∪ ∪∞n=0f−n(U). In particular, every point eventually
converges to a fixed point for g or enters K ′1. Thus Claim 1 follows. 
Now we prove Theorem F for analytic mappings, and thus obtain Theorem A, see the end
of Section 3.
Theorem 5.6. Suppose that f ∈ Ab(I) ∩ BΩa , for some a > 0, with all critical points of
even order, which is infinitely renormalizable at some critical point c and that h(f) = 0. Then
there exist mappings g, g˜ ∈ Ab(I) ∩ BΩa , arbitrarily close to f , such that
• g has finitely many periods;
• h(g˜) > 0.
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Proof. Let Jn  c be the sequence of restrictive intervals with periods 2n about c. By
Theorem 2.4, for all n sufficiently large there exists a polynomial-like mapping of type b1,
F : U → V , U  c,Jn ⊂ U and F = f2n |U , where b1 depends on b and the combinatorics of the
renormalization. Moreover, there exists a neighbourhood U ⊂ BΩa ∩ Ab(I) of f , so that the
polynomial-like mapping F : U → V persists over U . Observe that if U is sufficiently small, then
for each g ∈ U , gs =: G : UG → V , where UG = Compc1(G−1(V )) is a polynomial-like mapping.
LetR : U → PGb1 be the renormalization operator from U to the space of polynomial-like germs
of type b1, mapping g 	→ G where G = g2
n |UG . Let b1 = |b1|.
Since R is a composition of affine rescalings and composition of analytic mappings, R is
analytic. By Proposition 5.2, for any b1-dimensional transverse family Fλ, λ ∈ Db1ε and ε > 0,
with F0 = F , there exists a real polynomial-like mappingG : UG → VG ∈ Fλ, arbitrarily close to
F so that G|UG∩R has positive topological entropy. By Proposition 4.17 and Theorem 4.18, we
have that there exist b1 vectors {w1, . . . , wb1}, transverse to the topological conjugacy class of f ,
so that for ε > 0, small, the family {λ1w1 + · · ·+ λb1wb1 : λi ∈ Dε for i ∈ {1, . . . , b1}} maps to
a b1-dimensional family transverse to Hf . We may assume that G is contained in this transverse
family. Thus, by continuity of R, there exists an analytic mapping g ∈ U , which is a preimage of
G under R. The mapping g has positive topological entropy, since its renormalization G|UG∩R
has positive topological entropy.
Showing that there is a sequence with zero topological entropy is a little harder, we need to
ensure that the preimage under R still has zero entropy, and we need to consider all turning
points at which f is infinitely renormalizable.
Let ci, 1  i  m, denote the critical points of f such that ω(ci) is a solenoidal attractor.
Let m′ be the number of distinct such solenoidal attractors. For each distinct ω(ci), choose
a critical point ci,0, 1  i  m′, of even order so that ω(ci,0) = ω(ci) and f is infinitely
renormalizable at ci,0. Since f has at most |b| critical points, and at any critical point
at which f is renormalizable, the period of the restrictive interval is a power of 2, by
Theorem 2.4, there exists a neighbourhood U ⊂ Ab(I) ∩ BΩa of f and N ∈ N, so that the
following holds: For each ci,0, there exists a bi-tuple, bi, depending on b and the combinatorics
of the renormalization, so that the mapping f2
N
: J iN → J iN extends to a polynomial-like
mapping of type bi, Fi : UFi → VFi , which persists over U , where J iN  ci,0 is the restrictive
interval of period 2N containing ci,0. Let Ri : U → PGbi , and let Rˆ : U → PGb1 × · · · × PGbm′
be the mapping defined by Rˆ(f) = (R1(f), . . . ,Rm′(f)). We have that Rˆ is continuous (it is a
composition of iteration and rescaling in each coordinate). By Proposition 4.17, for each i, there
exist normal vectors vi,1, . . . , vi,bi , so that for 1  j < j′  bi, ‖vi,j − vi,j′‖ is bounded away
from zero in TFiPLbi , which are transverse to the topological conjugacy class of Fi. Since DRi
is transversally non-singular (Theorem 4.18), we have that for each 1  j  bi, there exists a
sequence of vectors wki,j ∈ TfAb, so that DRi(f)wki,j converges to vi,j as k → ∞. Thus for k
sufficiently large, we have that DRi(f)wki,j is transverse to the topological conjugacy class of
Fi, and the family {DRi(f)wki,1, . . . , DRi(f)wki,bi} spans a bi-dimensional space transverse
to the topological conjugacy class of Fi. By Proposition 5.2, we have that any analytic
family of mappings in PLbi that is transverse to HFi contains polynomial-like germs in the
interior of the set of mappings with zero entropy. Let fλ, λ ∈ Db1+b2+···+bm′ε , be the family
f + λ1wk1,1 + λ2w
k
1,2 + · · ·+ λb1+b2+···+bm′wkm′,bm′ . Now, from the choice of the wki,j , there exist
λ ∈ Db1+b2+···+bm′ε with all coordinates arbitrarily close to zero so that the mapping Rifλ is
in the interior of mappings with zero entropy in PLbi . Let N ∈ N, and let KN be the forward
invariant set from Theorem 2.1. It is the union of restrictive intervals of period 2N for fλ. By
Lemma 5.5, we have that the set of periodic points of fλ in I \KN has finitely many periods,
and we have constructed fλ so that its set of periodic points in KN also has finitely many
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periods. Thus, since KN is forward invariant, for some λ ∈ Db1+···+bm′ε , arbitrarily small, fλ
has finitely many periods. 
5.4. Proof of Theorem B
Theorems 5.7 and 5.8 below imply Theorem B.
Theorem 5.7. There exists an open and dense subset of ΓAb(I) which is contained in the
basin of a unimodal, polynomial-like fixed point of renormalization.
Proof. Let Γ1 denote the subset of Γ consisting of mappings with exactly one solenoidal
attractor. Let us show that Γ1 is open and dense in Γ. Suppose f ∈ Γ1. Then f has a single
solenoidal attractor and the critical points whose orbits do not converge to the solenoidal
attractor are asymptotic to periodic points of period 2n, where n is bounded from above.
Thus in any sufficiently small neighbourhood of f , each mapping has at most one solenoidal
attractor. Thus Γ1 is open in Γ. Let us now show that Γ1 is dense in Γ. Suppose f ∈ Γ \ Γ1.
We need to show that we can approximate f by mappings with a single solenoidal attractor.
We can argue as in the proof of Theorem 5.6. Let f be an analytic mapping with at least
two solenoidal attractors. For ease of exposition, assume that f has exactly two solenoidal
attractors. Then there exist vectors b1 and b2, and a neighbourhood U of f so that Rˆ : U →
PGb1 × PGb2 . Let Rˆ(f) = (G1, G2). By Proposition 5.2, there exist mappings G arbitrarily
close to G2 in the interior of zero entropy. Thus, since Rˆ is a continuous mapping, we can
argue as in the proof of Theorem 5.6, to see that there exists an analytic mapping g arbitrarily
close to f with exactly one solenoidal attractor and zero entropy.
Mappings in Γ1 could have several critical points in their solenoidal attractors. We will now
show that there is an open and dense set Γ2 of Γ1 consisting of mappings such that there is only
one critical point in the solenoidal attractor. The proof that Γ2 is open (that is, relatively open
in Γ) is the same as the proof that Γ1 is open, and so we omit it. To prove that Γ2 is dense,
we use the strategy used to prove Theorem 5.6. First, let us show that in the space of stunted
sawtooth mappings we can approximate any mapping in ΓSb by mappings Tk in ΓSb with one
recurrent, non-periodic plateau. If h(T ) = 0, and T is at most finitely renormalizable at each
plateau, let T ′ be the last renormalization of T . Then, by [6, Lemma 7.6] the ω-limit set of each
point under T ′ is a fixed point of T ′. Moreover, since this fixed point is necessarily attracting,
it is contained in a fixed plateau of T ′. By [6, Lemma 7.7], if T is a stunted sawtooth mapping
in the interior of zero entropy, then each point under T is either (pre)periodic or in the basin
of one of the periodic attractors (periodic plateaus) of T . By [24], see Theorem 1.1, ΓSm is the
limit of stunted sawtooth mappings with periodic plateaus of period 2n as n → ∞. 
Claim. For any ε0 > 0, there exists n ∈ N ∪ {0}, so that if T = (t1, t2, . . . , tb) has a
periodic plateau of period 2n and zero entropy, for some ti and some ε ∈ (0, ε0), either
T1 = (t1, . . . , ti−1, ti + ε, ti+1, . . . , tb) or T2 = (t1, . . . , ti−1, ti − ε, ti+1, . . . , tb) is in Γ.
Proof of Claim. Observe that the space of stunted sawtooth mappings is compact and
recall that period-doubling bifurcations occur in each parameter separately. Suppose the claim
fails. Then there exists ε0 > 0, so that for any n ∈ N ∪ {0}, there exists T = (t1, t2, . . . , tb)
with a periodic plateau of period 2n, zero entropy, so that for each i, we have that for each
ε ∈ (0, ε0),T = (t1, . . . , ti−1, ti ± ε, ti+1, . . . , tb) is not in Γ. Since there are at most finitely
many plateaus, this implies that for some i ∈ {1, . . . , b}, there is a sequence of stunted
sawtooth mappings Tn = (tn1 , . . . , t
n
b ) with the ith plateau periodic with period 2
jn , and no
plateau periodic with period greater than 2jn , where jn → ∞ as n → ∞. Since period-doubling
bifurcations occur sequentially in the space of stunted sawtooth mappings, we can assume that
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the parameters tni are monotone. Thus they converge to a limit t∗. This limiting parameter is
accumulated by periodic points of period 2n. Since |t∗ − tni | → 0, we arrive at a contradiction
and the claim follows. 
Now, by Theorem A, by taking N large we can approximate T arbitrarily well by mappings
with Per(T ) = {2n : 0  n  N}. But now, by the claim, we can perturb such a mapping by
moving just one plateau up or down to obtain a mapping in Γ, moreover, the size of this
perturbation tends to zero as N → ∞.
To conclude the proof, we can argue as in the proof of Theorem 5.6. Let f be an analytic
mapping with exactly one solenoidal attractor, and let c be a critical point in the solenoidal
attractor. Then for some b′ ∈ N, there is a b′-tuple, b′, so that f has a polynomial-like
renormalization of type b′, F : U → V , about c. Let P = χ(F ) be its straightening. Then by
Theorem 1.1, Ψ(P ) is a stunted sawtooth mapping in the boundary of mappings with finitely
many periods. Recall the definition of Ψ on page 19. By the claim, we can approximate Ψ(P )
by stunted sawtooth mappings Tj ∈ Γ with exactly one plateau in a solenoidal attractor. Thus
arguing as in the proof of Theorem 5.1, we can approximate P by polynomials Pj of type b′
with exactly one solenoidal attractor, which contains exactly one critical point. So as in the
proof of Proposition 5.2, there exist polynomial-like germs converging to F , which are hybrid
conjugate to the Pj , and finally, as in the proof of Theorem 5.6, we can approximate f , by
analytic mappings in Γ2. 
Theorem 5.8. Then ΓAb(I) admits a cellular decomposition.
Proof. Let Γ2 be the (relatively) open and dense subset of Γ given by Theorem 5.7. Let
X denote a connected component of Γ2. We need to show that there is a relatively open and
dense subset of ∂X consisting of codimension-2 cells. Let X1 denote the subset of ∂X consisting
of mappings with a single solenoidal attractor containing exactly 2 critical points and let X2
denote the subset of ∂X consisting of mappings with exactly two solenoidal attractors each
containing exactly one critical point.
Claim 1. X1 ∪X2 is open and dense in ∂X.
Proof of Claim 1. First we show that X1 and X2 are open in ∂X. Suppose f ∈ X1. Then,
relabelling the critical points of f if necessary, we can assume that f has a solenoidal attractor
which contains c1 and c2, but not c3, . . . , cb. Let Jn denote the cycle of the restrictive interval of
period 2n. For n sufficiently large, Jn ∩ {c3, . . . , cb} = ∅. Thus, by Lemma 5.3 for n sufficiently
large, there is an open set of mappings U containing f , such that for all g ∈ U , each g has
a restrictive interval of period 2n and the orbit of this interval contains exactly two critical
points of g. For mappings g ∈ U ∩ ∂X, the number of critical points in the solenoidal attractor
cannot drop to one, since the condition that f have a solenoidal attractor containing exactly
one critical point is relatively open in Γ. Thus we have that X1 is relatively open in ∂X.
The proof that X2 is relatively open is similar, just consider two disjoint cycles of restrictive
intervals with sufficiently high period.
Let us now explain how to see that X1 ∪X2 is dense in ∂X. Suppose that f ∈ ∂X. If f
has exactly one solenoidal attractor (which must contain at least two critical points), then
we show that we can approximate f by mappings with a single solenoidal attractor, which
contains exactly two critical points. If f has more than one solenoidal attractor, then we
show that we can approximate f by mappings with two solenoidal attractors, each containing
exactly one critical point. The strategy for carrying out these approximations is no different
than in the proof that codimension-one cells (consisting of mappings with a solenoidal attractor
containing exactly one critical point) are dense in Γ, and so we omit the details. One first proves
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the corresponding statement in the space of stunted sawtooth mappings, and then transfers it
successively to polynomials, polynomial-like germs and finally to analytic mappings.
Claim 2. Each of X1 and X2 have codimension-two in A(I).
Proof of Claim 2. Suppose f ∈ X1. Then f has a renormalization R(f) = fs|U = F : U → V
that is contained in a space of polynomial-like germs PGb′ with exactly two critical points,
and indeed there is an open set U  f , such that if g ∈ U , then g has a polynomial-like
renormalization gs|Ug = G : UG → VG in PLb′ . The codimension of the hybrid class of F in the
space of polynomial-like germs is two. Thus we have that there are vectors v1, v2 ∈ TFPGb′ ,
which are transverse to the hybrid class of F , and since F ∈ ΓPGb′ , we have that we can choose
these vectors so that for t > 0 and small, F − tv1 is in the interior of zero entropy and F − tv2
in R(U ∩X).
Suppose that v ∈ TR(f)PGb, which is transverse to the hybrid class of R(f). Then by
Theorem 4.18, we have that there exist vectors w1, w2 ∈ TfA(I), so that w1 and w2 are
transverse to ∂X. If f ∈ X2, the proof is similar — consider the renormalizations about each
of the critical points separately. 
Proceeding inductively we see that the union of codimension-j cells in ΓA(I), where j runs
from 1 though to b exhausts Γ. 
Remark. Let us describe the finer structure of the set X. Let Γ3 be the subset of Γ2 that
consists of mappings f with critical points {c1, . . . , cb}, so that exactly one critical point, say
c1, is recurrent and the remaining b critical points are asymptotic to periodic points. Arguing
just as we did to see that X1 is open, we can show that Γ3 and Γ2 \ Γ3 are relatively open
in Γ. If X is a connected component of Γ3, then we can decompose X into a countable union
of ∪Yi, where each Yi consists of mappings with exactly one solenoidal attractor, which only
attracts c1, and where the remaining critical points converge to hyperbolic attractors that
persist over Yi. Each Yi is a codimension-one set in Ab(I), and X \ (∪Yi) consists of mappings
with parabolic cycles, which have codimension at least 2.
Now, let X be a component of Γ2 \ Γ3. Then if f ∈ X with critical points {c1, . . . , cb}, we can
assume that c1 ∈ ω(c1) where ω(c1) is a solenoidal attractor, which contains no other critical
points, and that there exists b1 ∈ {2, . . . , b} so that for i ∈ {2, . . . b1}, ω(ci) = ω(c1) and for
i ∈ {b1 + 1, . . . , b}, ci tend to a periodic orbit. Using the same argument as in the previous
paragraph, we can assume that f ∈ Y , a subset of X, over which periodic orbits that attract
{cb1+1, . . . , cb} do not bifurcate. For any small perturbation g ∈ Y of f , let ci(g) denote the
critical point of g corresponding to ci. Then, since g ∈ Y ⊂ Γ, we have that ω(c1(g))  c1(g)
is a solenoidal attractor. Moreover, for n sufficiently big Jn(g), contains no attracting cycle,
where Jn(g) is the restrictive interval of period 2n for g. Since for i ∈ {2, . . . , b1}, the orbit of
ci enters every periodic interval about c1, we have that either ci(g) eventually lands on ∂Jn′(g)
for some n′ large or ω(ci(g)) = ω(c1(g)). Each of these defines a codimension 2 condition.
5.5. Boundary of chaos for smooth mappings
In this section, we prove Theorems C and D, which extend Theorems A and B to
smooth mappings.
Suppose that f ∈ Akb (I) and let W be a neighbourhood of f in Akb (I). If fs|U = F : U → V
is an asymptotically holomorphic polynomial-like mapping, we say that F : U → V persists
over W if for each g in W there is a Ck-motion hg : (U, V ) → (UG, VG), an asymptotically
holomorphic polynomial-like mapping, gs|UG = G : UG → VG, and hg ◦ F (z) = G ◦ hg(z) for
z ∈ ∂U .
Before proving Theorem C, let us collect some general tools.
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Lemma 5.9 [20, Proposition 5.5]. For any bounded domain U in the complex plane,
there exists C = C(U) > 0, with C(U)  C(W ) if U ⊂ W , such that the following holds: Let
{Gn : U → Gn(U)}n∈N be sequence of quasiconformal homeomorphisms such that
• the Gn(U) are uniformly bounded; that is, there exists R > 0 so that Gn(U) ⊂ BR(0) for
all n; and
• μn → 0 in L∞, where μn is the Beltrami coefficient of Gn in U .
Then given any domain U ′  U , there exists n0 ∈ N and a sequence {Hn : U ′ → Hn(U ′)}nn0
of biholomorphisms such that
‖Hn −Gn‖C0(U ′)  C(U)
(
R
d(∂U, ∂U ′)
)
‖μn‖∞,
where d is the Euclidean distance between the disjoint sets ∂U and ∂U ′.
Lemma 5.10 [19, Proposition 11.2]. Let I be a compact interval in the real line and let U
be an open set in the complex plane containing I. Fix M > 0 and consider the family
F = {f : U → C,holomorphic : ‖f‖C0 M}.
Then for any k ∈ N and any α ∈ (0, 1), there exists L = L(k, α,M) > 0 such that
‖f‖Ck(I)  L(‖f‖C0)α.
Combining Lemmas 5.9 and 5.10 we obtain a bound on a Ck norm from a bound on the
dilatation of Beltrami differential.
We say that a diffeomorphism φ : I → I is in the Epstein class, Eβ , if there exists β > 0, so
that φ−1 extends to a holomorphic, univalent mapping from the slit complex plane
C(−1−β,1+β) = C \ ((−∞,−1− β] ∪ [1 + β,∞))
into C. Given a set P = {p1, . . . , pb} of b real unimodal polynomials which preserve the interval
[−1, 1], we say that a (multimodal) mapping f ∈ A(I) of the interval is in the Epstein class,
Eβ,P if it can be expressed in the form
f = φj ◦ pj ◦ φj−1 ◦ pj−1 ◦ · · · ◦ φ1 ◦ p1,
with j  b, where each φj is in Eβ .
Lemma 5.11 [48, Theorem 2]. Suppose f ∈ Ak(I), k  2. Let T be an open interval such
that fs : T → fs(T ) is a diffeomorphism. Then for any S, α, ε > 0, there exists δ = δ(S, α, ε) > 0
and β = β(α) > 0 satisfying the following. Suppose that
∑s−1
j=0 |f j(T )|  S and that J is a
closed subinterval of T such that
• fs(T ) is a α-scaled neighbourhood of fs(J);
• |f j(J)| < δ for 0  j < s.
Then letting ψ0 : J → I and ψs : fs(J) → I be affine diffeomorphisms, there exists a mapping
G : I → I in the Epstein class Eβ such that
‖ψs ◦ fs ◦ ψ−10 −G‖Ck < ε.
To simplify the statements of the following two results about Epstein mappings, let us fix a
set of b real unimodal polynomials, P = {p1, . . . , pb}, with the property that each pi preserves
the interval [−1, 1]. Let Eˆβ = Eβ,P .
By Lemma 5.11 and Theorem 2.2, we have
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Lemma 5.12. There exist β ∈ (0, 1) so that the following holds. Let ε > 0. Given any
mapping f ∈ ΓAk(I), which is infinitely renormalizable at a critical point c0, there exists j0 ∈ N
and a sequence of Epstein mappings Hj in Eˆβ with the same domain as Rjc0(f), such that for
j  j0,
‖Rjc0(f)−Hj‖Ck(I)  ε.
Lemma 5.13. For any β ∈ (0, 1) and b ∈ N, there exists a Jordan domain Uβ containing I =
[−1, 1] and a positive constant Mβ so that for any Epstein mapping g ∈ Eˆβ of I the holomorphic
extension of I is well defined in Uβ and satisfies |g(z)| Mβ for all z ∈ Uβ .
Proof. Since each mapping in the Epstein class Eˆβ can be expressed as a composition:
hj ◦ pj ◦ hj−1 ◦ pj−1 ◦ · · · ◦ h1 ◦ p1,
where pi is a polynomial and hi is a diffeomorphism in Eβ for 1  i  k and 1  k  n, the
result follows from [19, Proposition 11.5]. 
Stoilow Factorization together with compactness of the spaces of (holomorphic) polynomial-
like mappings [38, Theorem 5.8] and K-qc mappings implies:
Lemma 5.14. For any δ > 0, there exists K0  1, so that for any b ∈ N, and 1  K  K0, we
have the following. The space of real K-quasiregular asymptotically holomorphic polynomial-
like mappings f : U → V of degree b  2 with connected Julia sets, critical values in (1 + δ)−1I,
and mod(V \ U)  δ is compact up to affine conjugation. More precisely, if fn : Un → Vn is a
sequence of such mappings, then there exists restrictions fn : U ′n → V ′n (which automatically
satisfy the conditions of the lemma with δ replaced by δ′ = δ′(b,K)), so that {fn|U ′n} has a
convergent subsequence.
Proof. Let γn denote the core curve of the annulus Vn \ Un. Let V ′n denote the region
bounded by γn in C. Since mod(Vn \ Un) is bounded from below, V ′n is a κ = κ(δ)-quasidisk.
Let U ′n denote f
−1
n (V
′
n). Then U
′
n is a κ
′ = κ′(κ, δ, b)-quasidisk.
By Stoilow Factorization, we can express fn = gn ◦ φn where gn : U ′n → V ′n is analytic and
φn : U ′n → U ′n is K-quasiconformal. Moreover, since the proof of Stoilow factorization can be
carried out real-symmetrically, we can assume that φn is a real map, and that the critical
values of gn are real, and provided that K is sufficiently small, they are contained in the
invariant real interval for fn. By [38, Theorem 5.8], we have that the family gn : Un → Vn is
compact in the Carathe´odory topology. The φn belongs to a compact family since they extend to
K ′ = K ′(K,κ′)-qc mappings of the plane, which we can assume are normalized to fix M,−M ,
and ∞, as long as M > 0 is chosen sufficiently large (such an M exists by Theorem 2.4). Thus
the family of mappings fn : U ′n → V ′n is compact too. 
Proposition 5.15 (cf. [19, Theorem 11.1]). There exists a compact set K of polynomial-
like germs of type b with the following property: Let k  3. For any ε and f ∈ ΓAkb (I), which is
infinitely renormalizable at a critical point c0, there exists a sequence {fn} ⊂ K, and n0 ∈ N
such that for all n  n0,
‖Rnc0(f)− fn‖Ck(I)  ε,
and fn is infinitely renormalizable with the same combinatorics as Rnc0(f).
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Remark. In Proposition 5.15, we have convergence of renormalization to a limit set in
the Ck topology; whereas [19, Theorem 11.1] implies exponential convergence in the Ck−1
topology. 
Proof. We start with the following claim.
Claim. There exists a compact set of polynomial-like germs K such that given f ∈ ΓAk(I),
which is infinitely renormalizable at a critical point c0, there exists a sequence gn ∈ K so that
‖gn −Rnc0(f)‖C0(I) → 0 as n → ∞, and gn has the same combinatorics as Rnc0(f).
Proof of Claim. By Theorem 2.4, for each n sufficiently big, there exist a b-tuple, b, and
an asymptotically holomorphic polynomial-like renormalization, Fn : Un → Vn of type b of f
with dilatation bounded by diam(Un). By Lemma 2.5, for each n we can express Fn as the
composition hn ◦ φn : Un → Vn, where φn : Un → Un is quasiconformal with dilatation bounded
by diam(Un) and hn : Un → Vn is a real polynomial-like mapping. Let U ′n = F−1n (Un). By
Lemma 5.9 and Theorem 2.4, there exist a constant C0 > 0 and a real conformal mapping ψn
so that
‖φn − ψn‖C′(U ′n)  C0C(U ′n) diam(Un),
and from [20, p. 53], we see that
C(U ′n) =
4
π
sup
z∈U ′n
∫ ∫
U ′n
∣∣∣ z(z − 1)
w(w − 1)(w − z)
∣∣∣dxdy,
which is uniformly bounded over n. Thus, since Rnc0(f) has bounded geometry, by Theorem 2.2
the mappings hn ◦ ψn : U ′n → Un are polynomial-like mappings with connected Julia sets and
mod(Un \ U ′n) bounded from below. Thus any limit of the hn ◦ ψn is contained in a compact
set of infinitely renormalizable polynomial-like germs K. For each j, let Vj ⊂ PGb be the
neighbourhood of K consisting of mappings so that their jth polynomial-like renormalization
persists over Vj . Since for any j ∈ N, hn ◦ ψn eventually enters Vj , we have that hn ◦ ψn : U ′n →
Un is jn times renormalizable, where jn → ∞ as n → ∞.
Let δ > 0 be the universal constant so that for all n sufficiently large, mod(Un \ U ′n)  δ, and
let Γ′ be the intersection of ΓPGb with the set of polynomial-like germs with moduli bounded
from below by δ. Let V ′n be the set of all polynomial-like germs with moduli bounded from below
by δ which are at least n-times renormalizable. Then Γ′ = ∩∞n=0V ′n. Moreover, by Theorem 4.13
and Proposition 4.14 for any ε > 0, Vn is eventually contained in a ε-neighbourhood of Γ′.
Thus for any δ > 0, if n is sufficiently large, there exists a polynomial-like mapping gn in the
topological conjugacy class of Rnc0(f) within distance δ from hn in C0(I). 
Associated to each b, there exist a family of polynomials P and β > 0, so that by Lemma 5.12,
we have that there exists mapping Hn in the Epstein class, Eβ,P , which is arbitrarily close to
Rnc0(f) in the Ck-topology. Thus we have that ‖gn −Hn‖C0(I) is small. Hence, since gn and Hn
are both analytic, by Lemmas 5.10 and 5.13, we have that ‖gn −Hn‖Ck(I) is small. Thus we
have that ‖Rn(f)− gn‖Ck(I) is small. 
Lemma 5.16 [2, Remark 2.7]. Suppose that f ∈ A3b(I) is an infinitely renormalizable
mapping with a renormalization R(f) ∈ A3b1(I) with the property that all the critical points
of R(f) have the same ω-limit set. Then R maps any sufficiently small open neighbourhood of
f to an open neighbourhood of R(f).
Proof. Let us give the proof for a period-two renormalization. The proof in the general
case is easier, since the closures of the orbit of the restrictive intervals are disjoint. Suppose
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that f is renormalizable with period-two at a critical point c0. Let J0  c0 be the periodic
interval of period two containing c0, and let J1 = Compf(c0)f
−1(J0). Let W ⊂ A3b(I) be an
open neighbourhood of f . Provided that W is sufficiently small, it is contained in the domain
of R. It is easy to see that the rescaling is open, we need only check that the composition is
open. To simplify the notation, let us consider the renormalization of f just as the composition
F = f |J1 ◦ f |J0 : J0 → J0. Choose g0 ∈ R(W) ⊂ A3b1(J0), and let f0 ∈ W be so thatR(f0) = g0.
Fix ε0 > 0 to be chosen later, and assume that ‖g − g0‖C3 < ε with ε ∈ (0, ε0). Let α be the
common boundary point of J0 and J1. Let Q denote a small neighbourhood of α, so that
f(Q ∩ J0) = Q ∩ J1. A straightforward calculation using the Taylor series of f on Q shows
that there exists a constant C0 > 0 and f1 ∈ C3(Q), so that ‖f − f1‖C3 < C0ε, and f1|J1∩Q ◦
f1|J0∩Q = g|J0∩Q. Let δ > 0 be so small that the interval (1 + δ)−1Q = {x ∈ I : |x− a| < (1 +
δ/2)−1|Q|/2}, where a is the midpoint of Q, is a neighbourhood of α. Now, approximate f by
f2 ∈ C3(I), so that ‖f − f2‖C3 < C0ε, so that f2 = f1 on (1 + δ)−1Q. Finally, let x0 be a point
in (1 + δ)−1Q ∩ J1, and let x1 ∈ ∂J1 \ {α}. Let X = (f2|J0)−1(x0, x1). There exists a constant
C1 > 0, so that we can approximate f2 on (x0, x1) by f3 ∈ C3((x0, x1)) so that f3 ◦ f2|X = g|X .
Note that since the critical values of f are not close to x1, we do not need to change f in a
small neighbourhood of x1. By construction f3 extends to a C3(I) mapping
f4(x) :=
{
f2(x), x ∈ I \ (x0, x1)
f3(x), x ∈ (x0, x1),
f4 ◦ f4|J0 = g. and, provided that ε0 was chosen sufficiently small, f4 ∈ W. 
Proof of Theorem C. Suppose that f ∈ Akb (I),k  3, is a mapping with zero topological
entropy, and which is infinitely renormalizable at a critical point c. As usual, throughout the
proof, R denotes the renormalization operator with period-doubling combinatorics determined
by the combinatorics of restrictive intervals for f about c. By Theorem 2.4, for N ∈ N
sufficiently large, there exists W ⊂ Akb (I), a small open neighbourhood of f chosen so that each
g ∈ W has an asymptotically holomorphic polynomial-like renormalization RNg = G : UG →
VG. Let W ′ = RN (W) and F = RNf .
By Proposition 4.16, to show that there are mappings with positive entropy and mappings
with finitely many periods in W ′, it is enough to show that there exists an analytic polynomial-
like mapping arbitrarily close to F : U → V in the Ck-topology on the real line. As in the proof
of Proposition 5.15, it is sufficient to prove that we can approximate F by a polynomial-like
mapping in the C0 topology on a complex neighbourhood of the interval.
Let n ∈ N. There exists a b1-tuple b1 with all entries even so that Rn(F ) = Fn : Un → Vn,
is an asymptotically holomorphic polynomial-like mapping of type b1. Associated to b1, there
is a family of polynomials P , and β > 0 so that by Lemma 5.12, for any ε1 > 0, there exists a
mapping Gn : I → I in the Epstein class, Eβ,P , so that ‖Gn − Fn‖Ck(I) < ε1. Moreover, by the
claim in the proof of Proposition 5.15, as n → ∞, Fn → K in C0(U ′n), where U ′n = F−1n (Un).
The mappings in K are analytic, so for n sufficiently large, if Gn is sufficiently close to Fn in
Ck(I), then Gn is close to K in C0(X), where X is the open neighbourhood of the interval given
by Lemma 5.13. Then, since the mappings in K are polynomial-like mappings, for some M ∈
N ∪ {0}, uniformly bounded in β, RMGn : URMGn → VRMGn is a polynomial-like mapping.
Moreover, since we can take 1 as small as we like, by continuity of the renormalization operator
in the Ck topology, see [3, the appendix], we can assume that RMGn ∈ Rn+M (W), and now
we can conclude the proof as in Theorem 5.6. 
5.5.1. Proof of Theorem D. The key step in the proof is the construction of a codimension-
b manifold consisting of mappings that are infinitely renormalizable at one critical point, and
whose remaining critical points are periodic.
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As usual, we say that a critical point c of f is non-degenerate if D2f(c) = 0. Let b ∈ N, and
Areven,b(I) = ∪bArb(I), where the union is taken over all b-tuples b with all entries even.
Lemma 5.17. Let r = 3 + α, where α > 0. The set of mappings with all critical points
non-degenerate is open and dense in ΓAreven,b(I).
Proof. Let 2 denote the b-tuple where every entry is a two. It is well-known that the set
Ar2(I) of mappings with all critical points non-degenerate is open and dense in the space
Areven,b(I), [56]. Thus the set of mappings with all critical points non-degenerate is relatively
open in ΓAreven,b(I).
We will now prove density. Let us assume that f has exactly one solenoidal attractor,
the case when it has more than one is similar. Let f ∈ ΓAreven,b(I), and let U be an open
neighbourhood of f . Let c be a critical point at which f is infinitely renormalizable. Let
Jn  c be a restrictive interval of period 2n. Then for n sufficiently large, we have that each
interval J in = Compfi(c)f
−(2n−i)(Jn), i ∈ {0, 1, . . . , 2n − 1}, contains at most one critical point.
Moreover, by Lemma 5.4, there exists a neighbourhood U ⊂ Areven,b(I) of f so that ∪2
n−1
i=0 J
i
n
persists over U . By Theorem C, and the fact that the set of mappings with a non-degenerate
critical point is open and dense, we can approximate f by mappings f0, f1 ∈ U ∩ A2,b(I),
where f0 is in the interior of mappings with zero entropy and f1 has positive entropy. Let
P (x) = x2. Since f0, f1 ∈ U , we can express R2n(f0) = h0,b ◦ P ◦ h0,b−1 ◦ P ◦ · · · ◦ h0,1 ◦ P ,
and R2n(f1) = h1,b ◦ P ◦ h1,b−1 ◦ P ◦ · · · ◦ h1,1 ◦ P , where each hi,j : I → I, i ∈ {0, 1} and j ∈
{1, . . . , b}, is a Cr diffeomorphism of the interval. Now, for each j ∈ {1, 2, . . . , b}, let hλj : I → I,
0  λ  1 be a path of diffeomorphisms between h0,j and h1,j . Thus we obtain a path
Fλ = hλb ◦ P ◦ · · · ◦ hλ1 ◦ P of multimodal mappings from R2
n
(f0) to R2n(f1). Moreover, we
can assume that the diameter of the path is as small as we like by choosing f0, f1 close enough
to f . Taking the preimage of the path under R2n , we obtain a path fλ from f0 to f1, which
crosses ΓAr2,b . Thus there exists a mapping with all critical points non-degenerate arbitrarily
close to f .
When f has more than one solenoidal attractor, we have to choose the mapping in the
interior of zero entropy as we did at the end of Theorem 5.6. 
We will make use of the period-doubling renormalization operator acting on unimodal
mappings with non-degenerate critical points [12]. Let α > 0. We let A2+α2 (I) be the space of
unimodal C2+α(I) mappings on the interval with a non-degenerate critical point. The period-
doubling renormalization operator acting on the C2+α(I) has a unique fixed point, f∗. By
Sullivan’s complex bounds [54], we can regard f∗ as a quadratic-like germ. Moreover, at f∗
the renormalization operator is hyperbolic. Let u∗ denote the unstable vector at f∗. The next
proposition describes the stable manifold.
Proposition 5.18 [12]. Let α > 0. The local stable set of f∗, W s,2+αε ⊂ A2+α2 (I) is a
codimension-one, C1-submanifold.
Let us say that a multimodal mapping of type b,f , with critical points {c1, c2, . . . , cb}
has combinatorics σ0∗ if b− 1 of its critical points are contained in a periodic cycle and
at the remaining critical point, say c0, f is infinitely renormalizable with period-doubling
combinatorics.
Lemma 5.19 [15, Proposition 8.7]. For real numbers r > s+ 1  2, the composition
operator from Cr × Cs → Cs is a C1 mapping.
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Proposition 5.20 (c.f. [15, Theorem 9.1]). For every r > 3, if f has combinatorics σ0∗, then
the connected component containing f of the topological conjugacy class of f is an embedded,
codimension-b, C1, Banach submanifold of the space of smooth multimodal mappings.
Proof. Let α > 0 be so that r = 3 + α, and choose 0 < α′ < α. By Proposition 5.18, the
local stable manifold through f∗ in the space C2+α′ is a codimension-one C1-submanifold. Let
us denote it by W s,2+α
′
ε . We may assume that ε > 0 so small that the vector u∗ ∈ Tf0Arb(I) is
transversal to the local stable set W s,2+α
′
ε (f∗) at each f ∈ W s,2+α
′
ε (f∗).
Let g ∈ W s,3+α(f∗), the stable set of f∗ in A3+αb (I). There exists N = N(g) > 0 so large
that
RN (g) ∈ W s,3+αε (f∗) ⊂ W s,2+α
′
ε (f∗).
Since v = u∗ is transversal at RN (g) to W s,2+α′ε (f∗), there exist a small open set O0 ⊂
A2+α′b (I) containing RN (f0) and a C1 function Φ: O0 → R such that Φ−1(0) = W s,2+α
′
ε (f∗) ⊂
O0 for which 0 ∈ R is a regular value and DΦ(RN (g))v = 0.
By Lemma 5.19, the operator RN is a C1 map from A3+αb (I) into A2+α
′
b (I). Let O1 ⊂
A3+αb (I) be an open set containing g such that RN (O1) ⊂ O0. We want to show that 0 ∈ R
is a regular value for Φ ◦ RN : O1 → R. Defining gt = RN (g) + tv, with |t| small, we get a C1
family {gt} of mappings in A3+αb (I), which is transversal to W s,2+α
′
ε (f∗) at g0 = RN (g).
Claim. There exists a C1 family {Gt} ⊂ A3+αb (I) such that for all small t we haveRN (Gt) =
gt. Moreover, for each of the b− 1 critical points ct of Gt which do not correspond to the critical
point c0 of g, the itinerary of ct is the same as the itinerary of c, where ct ∈ Crit(Gt) naturally
corresponds to c ∈ Crit(G).
Proof of Claim. First note that gt = ht ◦ g0 where each ht ∈ Ck(I) is a diffeomorphism. Since
RN (g) = g0, there exist p > 0 and closed, pairwise disjoint intervals 0 ∈ Δ0,Δ1, . . . ,Δp−1 ⊂ I
with G(Δi) ⊂ Δi+1 for 0  i  p− 1, and G(Δp−1) ⊂ Δ0, such that
g0 = RN (G) = Λ−1G ◦Gp ◦ ΛG,
where ΛG : I → Δ0 is an affine mapping.
Let h¯t : Δ0 → Δ0 be the Ck diffeomorphism given by h¯t = ΛG ◦ ht ◦ Λ−1G . Let Δ−1 denote
the union of immediate basins of attraction of super-attracting cycles of G. Consider a Ck
extension of h¯t to a diffeomorphism Ht : I → I with the property that Ht|Δi is the identity
for all i = 0. Then let Gt ∈ A3+αb (I) be the map Gt = Ht ◦ f . Note that Git(0) = Gi(0) for all
0  i  p, that Gt is N -times renormalizable under R and that RN (Gt) = ht ◦ g0 = gt. 
Now let us show that the claim proves the proposition. Observe that the condition that
b− 1 of the critical points of g lie in an periodic cycle defines a codimension b− 1 subspace of
A3+αb (I). Setting
w =
d
dt
∣∣∣
t=0
Gt,
we obtain that
D(Φ ◦ RN )(G)w = DΦ(g0)v = 0.
Therefore, Φ ◦ RN is a C1 local submersion at G. By the Implicit Function Theorem, (Φ ◦
RN )−1(0) is a codimension-one, C1 Banach submanifold of O1 an open subset of A3+αb (I).
Furthermore, if h ∈ (Φ ◦ RN )−1(0), then RN (h) ∈ W s,2+α′ε (F∗), and so h belongs to the global
stable set W s,2+α
′
(F∗). By Proposition 5.15, we have that h in fact belongs to W s,r(g). The
proposition follows. 
1464 TREVOR CLARK AND SOFI´A TREJO
Proof of Theorem D. By Lemma 5.17, we have that the family of mappings with all critical
points non-degenerate is open and dense in Γ = ΓAreven,b(I). Let Γ1 be the subset of mappings
in Γ that has exactly one solenoidal attractor. Arguing as in the proof of Theorem 5.7, using
Theorem C in place of Theorem A, we have that Γ1 is open and dense in Γ. Let X ⊂ Γ
denote the open, dense set of mappings with all critical points non-degenerate and exactly
one solenoidal attractor. We need to show that any mapping f ∈ X can be approximated by
mappings in Γ with exactly one solenoidal attractor containing exactly one critical point, which
is non-degenerate.
Let c be a recurrent critical point of f such that ω(c) is a solenoidal attractor, and let
F : U → V be an asymptotically holomorphic polynomial-like renormalization of f at c. By
Proposition 5.15, there exists a compact set of polynomial-like germs {fn} such that for all
ε > 0 and all n sufficiently large
‖Rn(F )− fn‖Cr(I) < ε,
which are infinitely renormalizable with the same combinatorics as Rn(F ). By Theorem B,
we have that we can approximate each fn by polynomial-like germs gm which are infinitely
renormalizable at one critical point and with b− 1 periodic critical points. By Proposition 5.20
for each gm, there is a codimension-b, submanifold, Hgm , of Ar2,b(I) consisting of mappings
topologically conjugate to gm, and any sequence of mappings, gˆm ∈ Hgm , accumulates on the
topological conjugacy class of fn in A2,b(I). Arguing as in the proof of Theorem C any mapping
in the topological conjugacy class of fn in A2,b(I) can be approximated by such mappings, gˆm.
By Theorem 2.6, for ε > 0, sufficiently small, these manifolds laminate Bε(fn) ⊂ Areven,b(I). So
for any neighbourhood U ′ ⊂ Areven,b(I) of F , there exists n so that Rn(U ′ ∩ Tn) intersects such
a topological conjugacy class, where Tn is the set of mappings which are n times renormalizable.
We can conclude by arguing as in the proof of Theorem 5.6. 
Finally we obtain:
Theorem 5.21. Let r > 3 and b ∈ N. Let b be a b-tuple consisting of even integers. Each
connected component of ΓArb(I) is locally connected.
Proof. Let Γ denote a connected component of ΓAr(I), and suppose that there exists f ∈
Γ, so that Γ is not locally connected at f . Then there is an arbitrarily small open set V ⊂
Ar(I), with f ∈ V, such that for every open set U ⊂ V, with U  f , we have that U ∩ Γ is
not connected. Take ε > 0 small enough so that Bε(f) ⊂ V, and set U = Bε(f). Since Γ is a
closed set that is not locally connected at f , Γ ∩ U has infinitely many components: If Γ ∩ U
contained only finitely many components, Γ0 ∪ · · · ∪ Γk, with f ∈ Γ0, then Γ1 ∪ · · · ∪ Γk is a
relatively closed subset of U , but now, there is an open set U ′ ⊂ U so that U ′ ∩ Γ = Γ0 is
connected, which contradicts the choice of V. Thus we have that Γ ∩ U consists of infinitely
many connected components, which must accumulate on f .
Since Γ is connected, by Theorem D, there are codimension-one components Γn of Γ ∩ U , so
that dist(Γn, f) is arbitrarily small, and with diam(Γn)  ε/2, since they must connect points
close to f with points outside Bε(f). Even more, since by Theorem C, U \ Γ consists of two
open sets, one in the interior of mappings with zero entropy, and one consisting of mappings
with positive entropy, we have that for each n sufficiently big ∂(Bε/4(f) ∩ Γn) ⊂ ∂Bε/4(f).
Let Z ⊂ Γ denote the set of mappings with exactly one solenoidal attractor, which contains
exactly one non-degenerate critical point and no others. By Theorem D, we have that Z is a
union of codimension-one open sets, which is dense in Γ.
Suppose first that f ∈ Z. Then there is a neighbourhood U1 of f , and a renormalization
Rn, so that Rn(U1) is contained in the space of asymptotically holomorphic polynomial-like
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mappings with non-degenerate critical points. Moreover, taking a deeper renormalization if
necessary, we can assume that Rn′(U1) is contained in an arbitrarily small neighbourhood of
the quadratic-like fixed point of renormalization.
By the claim in the proof of Proposition 5.20, there exists a ε′ > 0 and a neighbourhood
N of f in Z so that for each g ∈ N , there is a transverse family {gt}|t|<ε′ to g = g0, so that
Rn′(gt), |t| < ε′, is a transverse family to the local stable manifold of renormalization, and Rn′
is injective on {gt}|t|<ε′ . But now, since each Γn has codimension-one, and they accumulate on
f , there exist arbitrarily large n so that for g0 close to f , Γn ∩ {gt}|t|<ε′ = ∅. So, since having
exactly one solenoidal attractor is an open property in Γ, there exist gn ∈ Γn ∩ {gt}|t|<ε′ ,
converging to f , so that Rn′(gn) is an infinitely renormalizable quadratic-like mapping. This
contradicts the injectivity of Rn′ on each transverse family. Thus Γ is locally connected at
f ∈ Z.
Now assume that f is an arbitrary mapping in Γ. In each Γn, there is a dense set of relatively
open manifolds consisting of mappings in Z. Since each Γn has the property that ∂(Bε/4(f) ∩
Γn) ⊂ ∂Bε/4(f), we have that the set Y of all limit points of the Γn contains a codimension-1
connected submanifold of Γ, contained in U ∩ Γ. Thus Z is dense in Y, and points in Z ∩ Y
are accumulated by points in Γn. But this contradicts the fact that Γ is locally connected at
f ∈ Z. 
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