Abstract-This paper presents a low-complexity iterative joint detection and decoding algorithm for finite geometry-low density parity check (FG-LDPC) coded multiple-input multiple-output (MIMO) systems, in which the MIMO channel detector and the FG-LDPC decoder iteratively exchange soft information. The key to the simplicity of the algorithm is the use of a bit flipping-based decoder for FG-LDPC code. An important issue addressed here is the generation of soft information from the binary outputs of the bit-flipping decoder to be fed back to the MIMO detector. Simulation results show that the proposed joint detection and decoding algorithm achieves a substantial reduction in decoding error probability compared to a cascaded detector and a decoder. We also compare the performance with beliefpropagation (BP) based detector-decoders which are significantly more complex. The new algorithm provides a practical approach to joint detection and decoding of popular FG-LDPC codes in a MIMO system, a task which is computationally unmanageable with a BP algorithm.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) communication is an emerging technology that offers a many-fold increase in the capacity of wireless channels compared to conventional single-input single-output (SISO) systems. An important issue in a MIMO system is the forward error correction (FEC) code used to achieve reliable communication. Due to their capacity-approaching performance over additive white Gaussian (AWGN) channels, low density parity check codes (LDPC) [1] , [2] have also been widely considered for use in MIMO systems [3] , [4] , [5] , [6] , [7] .
Recently, a class of finite geometry (FG) LDPC codes have attracted considerable interest due to the fact that they can be encoded using feedback shift registers in linear time [8] , [9] . FG-LDPC codes are algebraically generated and allow simpler hardware encoder implementations. However, decoding FG-LDPC codes can usually be much more complex than regular LDPC codes. In particular, belief-propagation (BP) based decoding, which is known to provide the best performance with LDPC codes, becomes highly complex for FG-LDPC due to heavy row and column weights in the parity check matrix. In order to address this issue, a low complexity decoding algorithm was proposed in [10] . This algorithm, which is a hybrid decoding scheme (combining both soft-and harddecoding), was recently improved in [11] .
An important issue in LDPC-MIMO systems is the decoding of the LDPC coded bit stream received over multiple antennas. Clearly, a MIMO-detector which exploits the dependencies in an LDPC coded bit stream yields the best performance. On the other hand, the LDPC decoder should operate on soft outputs produced by the MIMO detector for best performance. Hence, to guarantee overall best performance, it is necessary to carry out joint MIMO-detection and LDPC decoding. A practical approach to implementing such a receiver is a detector and demodulator combination which exchanges soft information between them in an iterative fashion. In [12] , a belief-propagation (BP) algorithm, which is typically used for decoding LDPC codes, has been extended to MIMO-LDPC detection and decoding. The other closely related work includes [4] , [5] . While the aforementioned work demonstrates the performance achievable with iterative decoding, a key issue is the complexity of BP algorithm in the MIMO setting (note that, in SISO-LDPC decoding, BP algorithm operates on a bipartite graph, whereas in MIMO-LDPC one has a tripartite graph [12] ). Furthermore, BP algorithm is prohibitively complex when used to decode FG-LDPC codes over MIMO channels.
In this paper, we propose a novel low complexity iterative algorithm for MIMO-detection and FG-LDPC decoding. An important feature of our approach is that we use a very simple bit-flipping based decoder, so that overall complexity of the iterative receiver is order of magnitude lower than that of a BP-based decoder. Our algorithm is based on the multiple bitflipping FG-LDPC decoder presented in [10] , [11] . Since a bitflipping decoder produces binary (hard) outputs, we propose an approach to generate a set of soft values to be fed back to the detector, which effectively captures the new information that we receive from the decoder output in a given iteration. In each detection-decoding iteration, the detector first computes a set of log likelihood ratio (LLR) values combining MIMO channel outputs and the update information fed back from the decoder. The bit-flipping decoder then produces an estimate for the decoded codeword based on the LLR values fed-forward by the MIMO-detector. Our simulation results show that the proposed algorithm provides a substantial reduction in bit error rate (BER) compared to a system with non-iterative receiver, with only a marginal increase in complexity. We also compare the proposed algorithm with BP decoding. While we do not quite achieve the bit error rate of BP decoding, the proposed approach is shown to substantially close the BER gap between hard decoding and soft decoding, at only a small fraction of the complexity of BP-based decoding.
II. SYSTEM MODEL AND PRELIMINARIES
A block diagram of the system studied in this paper is shown in Fig. 1 . In this system, each consecutive block of n−m source bits x is encoded into an n-bit channel codeword c using a (n, n − m) FG-LDPC code. The output of the channel encoder is then modulated, and after serial-to-parallel conversion, is transmitted over a MIMO wireless channel with N t (< n) transmit antennas and N r receive antennas. In this paper we consider binary phase shift keying (BPSK) modulation. Considering the discrete-time baseband equivalent of the wireless system, let the modulation signal constellation be {−1, 1}. Thus the modulator maps the n-bit channel codeword c ∈ {0, 1} n to the n dimensional modulated vector s = (s 1 , . . . , s n ) T , where s j ∈ {−1, 1}. For transmitting over N t antennas, the modulated signal vector s is divided into K = n/N t sub-vectors so that s = (s (1) , . . . ,s (K) ) T . Thus, each channel codeword c is transmitted with K uses of the MIMO channel. The channel output (matched-filter) for l-th transmission is given by the N r × 1 vector
where
is the N r × 1 channel noise vector. As usual we assume, iid Rayleigh fading and independent additive white Gaussian noise in the channel. Thus, the elements of H (l) are complex-valued Gaussian random variables with mean-zero, iid real and imaginary parts, and the elements ofñ (l) are iid complex Gaussian random variables with variance σ 2 per real dimension. Let r = (r (1) , . . . ,r (K) ) T denote the total channel output for the LDPC codeword c. It is assumed that exact value of H (l) is available to the decoder.
Bit flipping-based decoding algorithms-Originally proposed by Gallager [1] , bit flipping (BF) is a heuristic search algorithm for determining (with a high probability) the "closest" valid codeword for an observed channel output. For detailed descriptions of BF applied to LDPC decoding, see for example [10] , [11] , [13] . We briefly outline the multiple bit-flipping (MBF) algorithm presented in [11] , which forms the basis for the joint detection and decoding algorithm proposed in this paper. A reliability metric φ j is computed for each bit j = 1, . . . , n by considering the parity check equations to which the given bit contributes. In producing the decoded output for the current iteration, the MBF decoder flips (inverts) the p = 
where Z k j is the j -th parity check syndrome bit calculated from the decoder input bit vector at k-th iteration. Then, the metric value at k-th iteration is computed as
Note that, a lower φ k j implies higher reliability of the decoded bit j.
III. JOINT DETECTION AND DECODING: MIMO-FG-LDPC
We define the LLR value of the j-th bit computed by the soft-channel detector as
where j = 1, . . . , n, and each sum involves all the possible codewords with s j = ±1. Clearly, this is computationally unmanageable for long LDPC codes. Therefore, we use an approximation. To this end, first note that s j (i.e., the j-th element of s) is the i-th element ofs (l) , where i = ((j − 1) mod N t ) + 1 and l = (j div N t ) + 1, i.e.,s (l) i = s j . Now to simplify (4), we assume that LLR j (s j |r) LLR j (s j |r (l) ), and hence
where the sums now only involve 2 Nt−1 terms. As usually done with BP-decoding [1] , assume thats (l) has independent elements. This is a reasonable assumption if FG-LDPC code has a Tanner graph [13] which is free of short loops, in which case the same information does not get transferred to two separate bit nodes until a loop closes. Furthermore, with high code rates, the fraction of independent information bits is large compared to dependent parity bits. It then follows that
Now, in order to develop an iterative detector-decoder algorithm, we write (6) in the iterative form
where L k+1 (s j |r) = LLR j (s j |r) is the LLR value passed to the decoder by the soft-detector in the k-th iteration,
is the intrinsic information of j-th bit in c, and L k e (s j |r) is the new information revealed at the decoder output, determined by the code structure and MIMO channel. Since the channel realization is known to the decoder, we have
By using the fact that
where s ∈ {−1, +1}, it then follows from (7) that
where we clarify the notation L t ) which reflect the bit values inŝ k are computed and fed back to the detector to be used in the next iteration. In the next section, we propose a method to generate soft reliability feedback information from hard-decoded bits. It is helpful to note that L t ) values used in computing the LLR value LLR j (s j |r) of the j-th bit of c in k + 1-th iteration reflect the knowledge of L(s (l) t ) of other bits in c we receive from the LDPC-decoder output in the k-th iteration.
IV. GENERATION OF SOFT FEEDBACK INFORMATION
As our main goal is to retain the simplicity of BF-decoding, we propose two simple heuristic methods of feedback whose complexity is only linear in LDPC block length.
Inverted LLR Soft Information (I-LSI) -In BF, the least reliable p bits are inverted. Hence, if the bits inverted in a given iteration are assumed correct, then the new information available at the decoder output can be fed back to the detector by inverting the sign of the LLR values of the flipped bits. Based on this idea, we generate the feedback LLR-values as
Modified Inverted LLR Soft Information (MI-LSI) A weakness of the above approach is that, while it correctly feeds the the new information at the decoder output back to the detector in the form of a sign change, one still assumes that the magnitudes of the LLR values of the flipped bits remain unchanged. Note that, as the BF algorithm is a search algorithm, it typically flips some bits erroneously, which will eventually be corrected at a later iteration. Although, this usually works for a hard bit vector, the incorrect sign changes in the soft information can lead to error accumulation in the feedback loop if the magnitudes of the LLRs are retained while the signs are inverted. Therefore, we need to ensure that when a bit is erroneously flipped, this decision is not "hard-encoded" into the LLR magnitude fed back to the detector. One way to achieve this is to use the reliability metric values φ k j computed by the decoder to "emphasize" the LLR magnitudes of the flipped bits which have a higher reliability (lower φ k j ) relative to those of the bits with a lower reliability (higher φ k j ). This can be achieved by using the following rule:
with φ k j , k = 1, . . . , p being the reliability values of those bits flipped by the BF-decoder in the iteration k andφ k = max j {φ k j }. We denote this particular rule by (MI-LSI-1). Stochastic perturbation [14] is a technique used in optimization where a random perturbation is applied to the current solution to generate the next solution in iterative search algorithms. Following this idea, we propose an alternative method (referred to as MI-LSI-2) to generate the LLR-magnitudes for feed back as follows. Let 0 ≤ λ j ≤ 1 in (11) be a value sampled from an appropriate probability distribution. The choice of the probability distribution is important and we consider two possibilities: λ j exponentially distributed such that P (0 < λ j < 1)
1. The two extremes cases of this approach correspond to fixeddetection (λ j = 0) and the update rule (10) [λ j = 1]. The use of magnitudes which are exponentially distributed ensures that the flipped LLRs are more likely to be assigned smaller reliability values. This can be expected to yield improved results compared to uniformly distributed values, as it better reflects our increased uncertainty about the flipped bits.
Before we proceed, it is worth emphasizing that the approach to joint detection and decoding proposed above involves order of magnitude smaller number of computations per iteration compared to the belief propagation approach [12] . Clearly, bit-flipping operations and simple soft-feedback computations given above are much simpler than message passing in a BP algorithm. Furthermore, the added complexity compared to the MBF algorithm in [10] [11] is only due to the iterative update of LLR values generated by the detector, which is minor. In the MBF algorithm of [10] [11], detector output is not iteratively updated. Our simulation results clearly demonstrate the benefit of iteratively updating the detector output.
V. SIMULATION RESULTS
In this section we compare the BER performance of the proposed iterative joint detection and decoding (IJDD) algorithm with several alternatives: (i) fixed MIMO detection and bit-flipping LDPC decoder (cascaded MBF), (ii) fixed MIMO detection and BP-based LDPC decoding (cascaded BP), and (iii) joint MIMO detection and LDPC decoding using BP algorithm as in [12] (joint BP). We consider IJDD based on feedback rules I-LSI, M-ILSI-1 and MI-LSI-2 proposed in Sec. IV. Our experiments are based on a 2 × 2 MIMO channel with spatially uncorrelated Rayleigh fading. We considered two FG-LDPC codes [11] , a relatively short 255 × 175 code with equal column and row weights of 16 and a long 1023 × 781 code of column and row weights of 32 (note however that the rates of these two codes are not the same). A comparison of BER performance of different decoding algorithms for these two codes are shown Fig. 2 and Fig. 3 . These results clearly show the dramatic improvement in performance achieved by the proposed IJDD algorithm. A noticeable gain is also observed when the magnitudes of feedback LLR values of the bits flipped by the decoder are updated as opposed to simply sign inverted (I-LSI). While the two MI-LSI schemes perform very closely, the random perturbation method MI-LSI-2 yields slightly better performance (with exponentially distributed perturbation being the best).
Note that both cascaded and joint BP decoding algorithms achieve a lower BER. However, the complexity of these algorithms is order of magnitude higher than the IJDD algorithm and perhaps may be computationally infeasible in many realtime situations. Here they only serve as a lower bound to the achievable performance. The proposed iterative algorithm with MBF decoding requires much lower number of computations per iteration compared to similar decoders based on belief propagation. For example, for the 255 × 175 code, MBFbased decoder required about 3000 computations (additions and multiplications) per iteration while BP-decoder required nearly 60,000 computations. However, note that the overall complexity is also influenced by the number of iterations required for the algorithm to converge to a valid codeword. In order to compare the two approaches on this basis, we present histograms of the number of iterations required for convergence of each algorithm in Fig. 4 . As can be seen, the average number of iterations taken by MBF-based decoders to converge is similar to BP-based decoders . Hence the computation time per codeword is order of magnitude lower.
Recall that we assumed channel input symbols to be statistically independent (independence assumption). This is however not true for parity bits in a systematic code. It is possible to reduce the correlation among parity bits by introducing an interleaver prior to transmission. This not only suggests a way to improving the performance of the proposed decoding algorithm (provided that one can tolerate the added delay), but also provides a way to verify the validity of the independence assumption. To this end, we considered a system in which the bits from two consecutive LDPC codewords are interleaved to decrease correlation among parity bits in a codeword. That is, we transmit bits from two different codewords over the two antennas. The BER performance of interleaved systems are compared with non-interleaved systems in Fig. 5 and Fig. 6 .
VI. CONCLUSION
A low complexity joint MIMO detection and LDPC decoding algorithm is proposed, which derives its simplicity from a bit-flipping LDPC decoder. In order to use a bitflipping based (hard-) decoder in an iterative setup involving a soft MIMO detector, we proposed and investigated several methods for generating soft-reliability information from binary outputs of the decoder. Our experimental results indicate that the proposed iterative joint detection and decoding algorithm provides a substantial error rate improvement compared to a cascaded detector and a bit-flipping decoder.
