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ABSTRACT
We present a same-level comparison of the most prominent inversion methods for the
reconstruction of the matter density field in the quasi-linear regime from the Lyα forest
flux. Moreover, we present a pathway for refining the reconstruction in the framework
of numerical optimization. We apply this approach to construct a novel hybrid method.
The methods which are used so far for matter reconstructions are the Richardson-Lucy
algorithm, an iterative Gauss-Newton method and a statistical approach assuming a
one-to-one correspondence between matter and flux. We study these methods for high
spectral resolutions such that thermal broadening becomes relevant. The inversion
methods are compared on synthetic data (generated with the lognormal approach)
with respect to their performance, accuracy, their stability against noise, and their
robustness against systematic uncertainties. We conclude that the iterative Gauss-
Newton method offers the most accurate reconstruction, in particular at small S/N,
but has also the largest numerical complexity and requires the strongest assumptions.
The other two algorithms are faster, comparably precise at small noise-levels, and,
in the case of the statistical approach, more robust against inaccurate assumptions
on the thermal history of the intergalactic medium (IGM). We use these results to
refine the statistical approach using regularization. Our new approach has low nu-
merical complexity and makes few assumptions about the history of the IGM, and
is shown to be the most accurate reconstruction at small S/N, even if the thermal
history of the IGM is not known. Our code will be made publicly available under
https://github.com/hmuellergoe/reglyman.
Key words: (cosmology:) large scale structure of Universe– quasars: absorption lines
–(methods): data analysis – (methods): statistical –(methods): numerical
1 INTRODUCTION
Cosmography is the science of mapping the Universe
and is one of the primary goals of astronomy. Today
there is a growing interest in cartography of the large
scale structure of matter (Kitaura et al. 2012; Lee et al.
2014a,b; Cisewski et al. 2014; Stark et al. 2015; Lee et al.
2016; Ozbek et al. 2016; Lee & White 2016; Lee et al. 2018;
Krolewski et al. 2018; Japelj et al. 2019; Porqueres et al.
2019). The classical cosmographical approach relies on large
galaxy surveys. The large scale structure distribution of
dark matter can be recovered from galaxy number densi-
ties with classical inversion procedures (Kitaura & Enßlin
2008). The local Universe is mapped out with galaxy surveys
⋆ hendrik.mueller02@stud.uni-goettingen.de
including SDSS (York et al. 2000; Eisenstein et al. 2011;
Blanton et al. 2017), DES (Abbott et al. 2018), 2dFGRS
(Colless et al. 2001), GAMA (Driver et al. 2011) and COS-
MOS (Scoville et al. 2007) with great success in identifying
the cosmic web structure (e.g. Bond et al. 1996; Chen et al.
2016; Kraljic et al. 2018; Malavasi et al. 2020). The large
scale structure of the Universe has been used for decades
to provide powerful evidence for the standard cosmolog-
ical model, in particular dark matter (i.e. Peebles 1980;
Efstathiou et al. 1992).
Such a technique, however, is restricted to the local Uni-
verse at low redshifts z . 1 (Lee et al. 2014a). Since galaxy
survey brightness scales with redshift as ∝ (1+ z)−4 it is very
difficult to use photometric surveys for mapping the IGM at
moderate redshift z ≈ 2− 3. Moreover, mapping a large area
on the sky becomes expensive in terms of observation time
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2(Steidel et al. 2004; Le Fe`vre et al. 2013; Lee et al. 2014a).
Additionally, several types of biasing effects and uncertain-
ties in the reconstruction of the density field from survey
data affect the study of the large scale structure of the IGM.
These effects include (Kitaura & Enßlin 2008) an intrinsic
stochastic character (i.e. cosmic variance), the galaxy bias
(for a review of effects of the galaxy bias, see Birkin et al.
2019), aliasing effects in the numerical representation, and
observational effects such as redshift space distortions and
measurement errors.
Alternatively, the Lyα forest absorption in the
spectrum of distant backgrounds sources can be used
as tracer for the neutral hydrogen density, as intro-
duced by Gunn & Peterson (1965), Lynds (1971), and
Nusser & Haehnelt (1999). Continuum spectra of bright and
distant quasars contain a series of absorption lines. It is
well established that these lines arise from the Lyα electron
transition in neutral hydrogen of the IGM (Bi & Davidsen
1997), and thus these features are called the Lyα forest.
The specific ‘forest-like’ signature arises due to overdensi-
ties and underdensities in the IGM. Overdense regions are
optically thicker than underdense regions which causes an
enhanced absorption feature along the line of sight. Due to
cosmological expansion every point along the line of sight
occurs at a specific redshift in the spectrum. More recently,
this picture is supported by comparisons of state of the
art cosmological simulations and observations regarding the
line of sight power spectrum (Palanque-Delabrouille et al.
2013, 2015), the probability distribution function of trans-
mission (Rollinde et al. 2013), and the line-width distribu-
tion (Tytler et al. 2009). Additional arguments are men-
tioned in the review by McQuinn (2016).
Thus, the Lyα forest can be used to probe the
underlying neutral hydrogen density. Moreover, it has
been demonstrated that the neutral hydrogen density
traces the fluctuations of the dark matter density on
large scales (Mu¨cket et al. 1996; Miralda-Escude´ et al. 1996;
Theuns et al. 1998; Viel et al. 2004). Therefore, the Lyα for-
est is a powerful tool for observing the distribution of mat-
ter in the Universe along single lines of sight. Combining
several close lines of sight together gives rise to full three
dimensional tomographic maps of the density of the IGM
(Pichon et al. 2001; Caucci et al. 2008; Kitaura et al. 2012;
Cisewski et al. 2014). These tomographic maps have been
studied extensively from the flux density, e.g. in the context
of protocluster (Stark et al. 2015; Lee et al. 2016), (topolog-
ical) large scale structure identification and the cosmic web
(Caucci et al. 2008; Lee et al. 2014b; Lee & White 2016),
global statistical properties of the IGM (Ozbek et al. 2016)
and cosmic voids (Krolewski et al. 2018). However, as of yet,
such maps have not been constructed for the matter density
itself. In this work we aim to push forward science towards
reconstruction maps of the total matter density.
Such maps can be extremely valuable. The matter dis-
tribution is much easier to analyze for cosmological parame-
ter estimation than the raw flux density. Among many other
applications, the recovered large scale structure of the IGM
could be used to study galaxies as a function of their environ-
ment (Diener et al. 2013), to study the nature of dark energy
and the properties of gravity in general (e.g. by the use of
voids in the cosmic web as in Bos et al. 2012; Sutter et al.
2015), to study the species of dark matter in combination
with constraints coming from the Lyα forest power spec-
trum (e.g. Bird et al. 2019; Garzilli et al. 2019), or to test
models of structure formation on small comoving scales (e.g.
Viel et al. 2005). Lee et al. (2014a) and McQuinn (2016)
provide an overview on these applications.
When constructing a three dimensional tomographic
map, it is generally recommended to use a two step method
(Kitaura et al. 2012). In the first step the density field along
single lines of sight is recovered on small scales, while the
second step involves interpolation in a Bayesian framework.
Errors in the inversion of single lines of sight can be amplified
during interpolation. Nevertheless, the dominant source of
uncertainty is introduced by incompleteness of the sample
and redshift space distortions due to the peculiar velocity
field of the IGM (Kitaura et al. 2012).
The small scale behavior of matter is only accessible
in the reconstruction of the cosmic density field along sin-
gle lines of sight since the mean separation length between
different lines of sight is typically bigger than the spectral
resolution (Lee et al. 2018). These small scale reconstruc-
tions are of great interest. They enable us to study the
auto correlation, which should be inserted as a prior in the
three dimensional sampling algorithm (Pichon et al. 2001;
Kitaura et al. 2012; Lee et al. 2014b).
For recovering the matter density from the optical depth
at small scales, peculiar velocities and thermal broaden-
ing need to be taken into account, resulting in a non-
linear relation between the optical depth and the neutral
hydrogen density at small scales. This makes the inver-
sion along a single line of sight a mathematically chal-
lenging inverse problem. The notion of inverse problems
is the spirit in which we will approach it. Inverse prob-
lems are common in many fields, e.g. (astronomical) image
restoration (Thie´baut 2006), medical imaging (e.g. for MRT
Uecker et al. 2008), computerized tomography (Helgason
1980; Ramm & Katsevich 1996) and passive imaging in
(helio-)seismology (Snieder et al. 2009; Gizon et al. 2017).
Due to thermal broadening, overdense regions and un-
derdense regions can overlap in the spectrum. This over-
lap can be described by a convolution with a Voigt profile
which can be approximated by a Gaussian kernel for mod-
erate optical depths (Bi & Davidsen 1997). It is the task of
the inversion procedure to deconvolve the matter density
field from the Voigt profile. Such deconvolution problems
are typically ill-posed. That means that their inverse (if it
exists) is not continuous or only bounded by a large con-
stant (Kirsch 1996). Therefore, instrumental noise could be
strongly amplified in a naive inversion approach. The prob-
lem of noise amplification increases when probing the Lyα
forest at even higher spectral resolution. Problems like this
are tackled by regularization theory, continuous approxima-
tions to the exact inverse typically controlled by a regular-
ization parameter.
For Lyα forest tomography, the situation is slightly
more complicated due to the presence of peculiar veloci-
ties and the non-linearity introduced by the fact that the
temperature scales weakly with the density (Bi & Davidsen
1997). On the other hand strong a-priori information is avail-
able which can lead to effective regularization (Pichon et al.
2001; Kitaura & Enßlin 2008).
So far, there are mainly three different approaches for
inversion of the Lyα forest along a single line of sight
MNRAS 000, 1–21 (2020)
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available in the literature. Historically, Nusser & Haehnelt
(1999) first designed a Richardson-Lucy type iteration
scheme. Then Pichon et al. (2001) developed an explicit
Bayesian algorithm. This method has been applied to real
data by Rollinde et al. (2001) and by Caucci et al. (2008).
Lastly, in Gallerani et al. (2011), a novel method for 1D-
reconstructions was presented. This method has the special
advantage that it does not rely on choosing a specific ther-
mal history of the Universe.
As all these methods were developed with different spe-
cific goals of inversion, a same-level comparison of them
has not yet been carried out, but is needed before applying
them to observational data. In this paper we compare these
three methods regarding performance, accuracy and stabil-
ity. Moreover, we compare them regarding their dependency
on (possibly inaccurate) prior assumptions. To the best of
our knowledge our work is the first that presents a thor-
ough analysis of the numerical behavior of the reconstruc-
tion methods mentioned above regarding noise and system-
atic uncertainties. Based on our comparison we propose a
way of refining the methods by combining their advantages.
In particular we present an explicit iteration scheme which
makes the reconstruction more robust against systematics
and noise. This paper serves as a basis for further develop-
ments of algorithms for high resolution Lyα tomography and
offers possible pathways to future improvements of the re-
construction algorithms along single lines of sight. Our main
results are summarized in Tab. 2 and in Fig. 2, which we ex-
plain throughout the rest of the paper.
The plan for the rest of this paper is as follows. In Sec-
tion 2 we describe the forward model which we aim to in-
vert. In Section 3 we present the inversion methods which
are available so far. We tested the methods on artificial mock
data generated with the lognormal approach. The creation
of synthetic data and our inversion procedure is described in
Section 4. Finally in Section 5 we carry out our comparison.
We conclude with a possible refinement of the methods in
Section 6 and our conclusion in Section 7.
In this paper we assume a Planck Collaboration et al.
(2016) cosmology.
2 FORWARD MODEL
The normalized flux F is the ratio of observed flux Iobs and
the flux Icont that would be observed at full transmission
(no absorption through the IGM). The normalized flux is
related to the optical depth τ by (Nusser & Haehnelt 1999):
F =
Iobs
Icont
= exp(−τ). (1)
The optical depth in redshift space is related to the neutral
hydrogen density by the relation (Bahcall & Salpeter 1965;
Gunn & Peterson 1965; Gallerani et al. 2006):
τ(z0) = σ0c
∫
LOS
dx(z)nHI(x, z)
1 + z
× H
(
vH(z0) − vH(z) − vpec(x, z), b(x, z)
)
, (2)
where τ is the optical depth, σ0 the effective Lyα cross-
section, c the speed of light, x(z) the comoving distance at
redshift z and nHI the number density of neutral hydrogen.
H denotes the Voigt-profile with broadening b. vH denotes
the differential Hubble velocity satisfying vH(z0) − vH(z) =
c(z0−z)/(1+z0)+O
(
(z − z0)2
)
and vpec denotes peculiar veloci-
ties of the IGM. Nusser & Haehnelt (1999) and Pichon et al.
(2001) adopted an approximation to this forward operator
which is valid for small sections of the line of sight:
τ(ω) ≈ σ0c
H(z0)
∫
LOS
nHI(s)H
(
ω − s − vpec(s), b(s)
)
ds (3)
where s is the real space coordinate (in km/s) and ω the
redshift space coordinate. The Voigt-profile can be well ap-
proximated by a Gaussian distribution curve for low column
densities (Gallerani et al. 2006):
H
(
vH(z0) − vH(z) − vpec(x, z), b(x, z)
)
≈ 1√
πb(x, z) exp
(
−(vH(z0) − vH(z) − vpec(x, z))2
b2(x, z)
)
. (4)
This approximation is widely assumed to be sufficient
for Lyα forest tomography (Nusser & Haehnelt 1999;
Pichon et al. 2001). Furthermore, we do not expect any
qualitative changes to our results when the full Voigt-
profile is used instead. The Lorentzian part only becomes
relevant for highly neutral regions (Gallerani et al. 2006).
According to the prescriptions of Hui & Gnedin (1997),
Nusser & Haehnelt (1999) and Gallerani et al. (2006) the
thermal broadening parameter b can be expressed as:
b(x, z) =
√
2kBT(x, z)
mp
, (5)
where kB denotes the Boltzmann-constant, mp the proton
mass and T the temperature. The temperature dependency
on the baryonic fractional density perturbation δb = nb/〈nb〉
satisfies a power law with slope β (Hui & Gnedin 1997):
T(x, z) = T0(z)δ2βb (6)
The ratio between neutral hydrogen density and baryonic
matter is known as the hydrogen fraction fHI . By assuming
that all the helium is fully ionized (Choudhury et al. 2001)
and that the recombination rate and the collisional ioniza-
tion rate are small compared to the photoionization rate
(Black 1981; Choudhury et al. 2001; Gallerani et al. 2006)
one arrives at:
nHI(x, z) =
µeα0
Γ(z) T
−0.7
0 (z)n20(z)δb(x, z)α, (7)
where µe = 2 · (2 − Y )/(4 − 3Y) for helium fraction Y
(Choudhury et al. 2001), Γ is the photoionization rate, n0
the mean density and A = α0T
−0.7 the recombination rate.
The slope α satisfies α = 2 − 1.4β. The mean density is:
n0(z) =
Ωbρc
µmp
(1 + z)3, (8)
where Ωb is the baryonic mass fraction and ρc the critical
density. µ is the mean molecular weight defined by 2/(4−3Y )
and mp the proton mass.
Combining these equations the final operator reads:
τ(z0) ≈
∫
LOS
dxA(z(x)) · nγ
HI
(x)
× exp ©­«−C(x) ·
[
vH(z0) − vH(z(x)) − vpec(x)
]2
nǫ
HI
(x)
ª®¬, (9)
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A(z) = σ0c√
π(1 + z)
√
mp
2kBT0
(
µeα0
Γ(z)
[
Ωbρc
µmp
]2
T−0.70 (z)(1 + z)6
)β/α
,
(10)
γ =
α − β
α
, (11)
C(z) = mp
2kBT0
(
µeα0
Γ(z)
[
Ωbρc
µmp
]2
T−0.70 (z)(1 + z)6
)ǫ
, (12)
ǫ =
2β
α
. (13)
The thermal broadening which occurs as standard deviation
in the Gaussian kernel depends weakly on the underlying
matter density as described by Eq. (5) and Eq. (6). This
introduces a non-trivial non-linearity to the inversion proce-
dure. Moreover, peculiar velocities (appearing as additional
phase) have to be taken into account (Bi & Davidsen 1997),
but are not independent from the density field. (Pichon et al.
2001) provided an estimator of the most-likely velocity.
During this paper we study high resolution data of
the Lyα forest for which thermal broadening needs to be
taken into account in the manner of Eq. (9). For later us-
age we also present the Gunn-Peterson approximation which
is a widely adopted approximation on low spectral resolu-
tion data (i.e. when instrumental broadening dominates over
thermal broadening). Then the optical depth can be com-
puted by (Gunn & Peterson 1965):
τ ≈ σ0c
H
nHI, (14)
which is directly deduced from Eq. (3) by approximating the
Voigt-profile with a δ-function.
3 INVERSION METHODS
In this Section we describe the inversion methods which
are used so far in literature. We implemented these inver-
sion procedures with the help of the novel regpy toolbox 1
(Regpy 2019). A summary of these methods and our refine-
ment method (Section 6) is provided in Tab. 1. An imple-
mentation of these inversion methods will become publicly
available as part of the reglyman library 2.
3.1 Prior: Lognormal Approach
The performance of an inversion algorithm depends strongly
on the priors used for the solution. The most important prior
for Lyα forest inversion is the assumption that the neutral
hydrogen overdensity in the quasi-linear regime is lognor-
mal distributed, i.e. that the logarithm of the overdensity
is Gaussian distributed. This approximation was introduced
by Coles & Jones (1991) and subsequently used for creation
of synthetic data (Choudhury et al. 2001; Gallerani et al.
2006) and as an analytic model for the cosmic overden-
sity (Bi et al. 1992; Bi & Davidsen 1997; Viel et al. 2002;
1 https://github.com/regpy/regpy
2 https://github.com/hmuellergoe/reglyman
McDonald et al. 2006; Kitaura & Enßlin 2008). The log-
normal approach is motivated by the fact that the ob-
served number density of galaxies can be well approximated
by a lognormal distribution (although observations indi-
cate a slightly more ’skewed’ distribution Colombi 1994;
Miralda-Escude´ et al. 2000), the central limit theorem ap-
plied to the product distribution of the incident fields, the
growth of inhomogeneities in an expanding Universe (among
others covered by Peebles 1980; Coles & Jones 1991) and
its coincidence with the output of hydrodynamical sim-
ulations (besides of other sources Viel et al. 2002). For
more details and arguments, see Coles & Jones (1991) and
Bi & Davidsen (1997). Two additional advantages of the
approach are its simplicity and that it can be easily ex-
tended to improve the conformity with the observed Lyα
forest flux statistics (Viel et al. 2002). However, the log-
normal approach is inadequate for describing highly non-
linear overdensities or overdensity fields at very small scales
(Choudhury & Ferrara 2005). Choudhury et al. (2001) and
Gallerani et al. (2006) argued that although the lognormal
model for dark matter is ruled out at very small scales (ap-
proximately 100 kPc) by simulations, the model remains to
be in good agreement with the density of ordinary matter.
This is a result of the fact that, due to the Jeans scale, the
baryonic matter power spectrum has less power on small
scales, where the lognormal approach breaks down due to
non-linear clustering effects.
We make explict use of the lognormal approach as prior
for the reconstruction (see following subsections) and as
model for the creation of synthetic data (see Sec. 4.1).
3.2 Richardson-Lucy Deconvolution
Nusser & Haehnelt (1999) used a modified Richardson-Lucy
(hereafter: RL) scheme for inversion. The RL scheme was
developed for linear deconvolution problems of the form fi =∑
j Gijrj in which one tries to recover r from the observable f
and a known kernel G (Lucy 1974). It is a two step iterative
procedure where in each step from the k-th iterative rk the
k-th observable f k is constructed by evaluating the sum f k
i
=∑
j Gijr
k
j
and the k + 1-th iterative is computed by the sum:
rk+1i =
©­« 12m + 1
i+m∑
l=i−m
rk
l
ª®¬
∑
j ( fj/ f kj )Gij∑
j Gij
, (15)
where m is a natural number and the averaging about
2m+1 bins damps noise. Nusser & Haehnelt (1999) proposed
m = 3. Similar to the approach in Nusser & Haehnelt (1999)
the following choices lead to an inversion procedure for the
nonlinear problem due to monotonicity:
fi = 1 − Fi, (16)
f ki = 1 − exp
©­«
∑
j
(nHI)kj Gkij∆x
ª®¬ . (17)
Gkij ≈ A(zi)
(
nkHI
)γ−1
j
(xj )
× exp ©­«−C(xj ) ·
[
vH (zi) − vH (z(xj )) − vpec(xj )
]2
nǫ
HI
(xj )
ª®¬. (18)
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Nusser & Haehnelt (1999) proposed the initial guess (nHI)0j =
1 − AFj .
3.3 Iterative Gauss-Newton Method
In this subsection we describe the explicit Bayesian method
introduced by Pichon et al. (2001). It is assumed that the
quantities that we want to recover (density, velocity, in some
applications also temperature, photoionization rate ...) are
random variables. Let M be the vector of quantities that
we want to recover, D the vector of observations (data) and
g the forward model. Then the posterior probability can
formulated by Bayes theorem:
fpost(M|D) ∝ L(D|M) fprior(M) (19)
Pichon et al. (2001) chose a gaussian prior and a gaussian
likelihood, but other likelihoods would fit in this framework
too. A very common prior guess for the density is the log-
normal approach, e.g. the logarithm of the density follows a
Gaussian distribution. The lognormal approach for the den-
sity fits in the framework above. The quantity γ = log(δb)
is Gaussian distributed in the lognormal model. Hence, we
can solve the inverse problem of recovering γ with the IRGN
method and derive the ordinary matter fractional density
perturbation δb = exp(γ) in a post-processing step. In dif-
ference to the algorithm presented in Pichon et al. (2001)
it is more convenient to recover the baryonic overdensity as
the lognormal approximation is better justified for ordinary
matter than for dark matter (at least on small scales). Un-
der these assumptions and with Cd denoting the covariance
matrix of noise and C0 denoting the covariance matrix of
the prior guess M0 one gets (Pichon et al. 2001):
fpost
(
M|D) ∝ exp (−1
2
[D − g(M)]TC−1
d
[D − g(M)]
−1
2
[M −M0]TC−10 [M −M0]
)
(20)
Let us define the operator Ξ by:
Ξ
(〈M〉) := M0+C0GT (Cd +GC0GT )−1
· [D +G(〈M〉 −M0) − g(〈M〉)], (21)
where G =
(
∂g
∂M
)
denotes the matrix of partial functional
(Frechet) derivatives.
Following the descriptions of Tarantola & Valette (1982)
and Pichon et al. (2001) the probability Eq. (20) can be
maximized by the estimator 〈M〉 satisfying the implicit equa-
tion:
〈M〉 = Ξ (〈M〉) . (22)
Eq. (22) describes the solution 〈M〉 as a fixpoint of the oper-
ator Ξ. Thus, Eq. (22) can be solved by fixpoint iteration, i.e.
we apply Ξ iteratively. We start with an initial guess 〈M0〉
and compute Ξ(〈M〉). The result is the first iterative 〈M1〉.
We repeat this procedure with 〈M1〉 and compute the sec-
ond iterative 〈M2〉. We proceed in this way until convergence
is achieved. It has been demonstrated by Kitaura & Enßlin
(2008) that such Bayesian approaches lead to effective reg-
ularization. This approach has been used consecutively by
Rollinde et al. (2001) and Caucci et al. (2008) for studying
the thermal history of the Universe.
The method is called a ”non-parametric explicit
Bayesian inversion method”by Pichon et al. (2001) and was
shown to establish a generalized version of a Wiener filter.
However, fixpoint iteration on Eq. (21) and Eq. (22) ex-
actly describes the algorithm for an iterative Gauss-Newton
method (Bakushinski˘i 1992) if one assumes that the domain
of the forward operator can be described by a Gram matrix
C−1
0
and the codomain by the Gram matrix C−1
d
. As the no-
tion of the iterative Gauss-Newton method is more common
for inverse problems in general and as the iterative Gauss-
Newton method is one of the most prominent regularization
methods (Bakushinski˘i & Kokurin 2004; Kaltenbacher et al.
2008) we will call the method by Pichon et al. (2001) the it-
erative Gauss-Newton method (hereafter: IRGN).
3.4 Probability Conservation Approach
In this subsection we describe briefly the approach of
Gallerani et al. (2011) based on the idea pioneered by
Nusser & Haehnelt (1999). In the ideal case of an infinitely
small broadening of the absorption line there would be a
one-to-one correspondence between the density and the flux.
Gallerani et al. (2011) imposed this one-to-one correspon-
dence also in the case of non-zero broadening in a statistical
way by assuming a conservation of flux probability distribu-
tion and density probability distribution. One can estimate
the probability density function of the flux PF from data, i.e.
from the spectra of quasars. Furthermore, it is assumed that
the probability density function of the logarithmic density
field P∆ is known, i.e. can be computed in the scope of the
lognormal approach. According to Gallerani et al. (2011), let
Fmax be the maximal flux that can be distinguished from full
transmission by taking into account noise. The overdensity
∆b in the bin of maximal flux Fmax can be computed by the
equation:∫ 1
Fmax
PF dF =
∫
∆b
0
P∆d∆ (23)
Then the flux F∗ in every bin can be identified with an over-
density ∆∗ by a similar relation (Gallerani et al. 2011):∫ Fmax
F∗
PFdF =
∫
∆∗
∆b
P∆d∆ (24)
As mentioned by Gallerani et al. (2011) this can be similarly
done with the minimal flux which can be distinguished from
full absorption by replacing Eq. (23) and Eq. (24) by:∫ Fmin
0
PF dF =
∫ ∞
∆d
P∆d∆ (25)
and:∫ F∗
Fmax
PF dF =
∫
∆d
∆∗
P∆d∆. (26)
Fmin and Fmax are needed to regularize the algorithm. Fluxes
originating from large overdensities (small underdensities)
are difficult to distinguish from full absorption (full trans-
mission) due to noise and line saturation. This complicates
establishing a statistical one-to-one correspondence between
model overdensity and observed fluxes and makes the esti-
mation in these bins unstable. This method will be called
the probability conservation approach during the rest of
MNRAS 000, 1–21 (2020)
6Table 1. Summary of the inversion techniques tested in this pa-
per. RL, IRGN and PC are described in Section 3, the RPC
method is our refinement of the PC method and is described in
Section 6. For RL and IRGN the equation of state (EOS) has to
be known, that is all parameters appearing in Eq. 9. For IRGN,
PC and RPC a prior distribution for the density field P∆ has to
be assumed.
Method Acronym Type Priors
Richardson-Lucy RL Deterministic, EOS
Iterative
Explicit Bayesian/ IRGN
Bayesian,
Iterative Gauss Newton/ Iterative EOS, P∆
Wiener Filter
Probability Conservation PC Statistical, P∆
Direct
Regularized Prob. Cons. RPC Statistical, P∆
Iterative
this paper (short: PC). The PC approach has been used by
Kitaura et al. (2012) to demonstrate the potential of Lyα
forest tomography for measuring baryon acoustic oscilla-
tions.
4 INVERSION PROCEDURE
We outline the inversion procedure in this Section.
4.1 Synthetic Data
In this subsection we describe briefly the creation of syn-
thetic data. The creation of synthetic data follows the
prescriptions of Bi & Davidsen (1997), Choudhury et al.
(2001), and Gallerani et al. (2006) and was also adopted
for creation of synthetic data in Gallerani et al. (2011) and
Kitaura et al. (2012). We implemented the method making
use of the nbodykit 3 toolbox (Hand et al. 2018). The frac-
tional density perturbation field is created in three steps.
First, the linear fractional density perturbation field is
initialized with the known (baryonic) power spectrum us-
ing the the Wiener-Khinchin theorem. A discussion of this
step is presented in McDonald & Miralda-Escude´ (2012). In
contrast to Kitaura et al. (2012) we also take into account
biasing between ordinary matter and dark matter. As ar-
gued by Bi et al. (1992) the following formula connects the
linear dark matter power spectrum PDM to the linear baryon
power spectrum PB, at least approximately:
P
(3)
B
(k, z) =
P
(3)
DM
(k, z)
[1 + x2
b
(z)k2]2
, (27)
where z denotes redshift and xb the Jeans length:
xb(z) =
1
H0
[
2γkBTm(z)
3µmpΩm(1 + z)
] 1
2
. (28)
As usual H0 is the present value of the Hubble constant, γ is
the ratio of specific heats, kB the Boltzmann constant, Tm the
3 Publicly available under https://github.com/bccp/nbodykit
average value of the temperature (averaged over density) of
the IGM, µ the mean molecular weight, mp the proton mass
and Ωm the cosmological density parameter.
The baryonic power spectrum is not identical to the cold
dark matter power spectrum because at small scales non-
linear perturbation theory needs to be taken into account
causing large non-gaussanities. In fact, the denominator in
Eq. (27) is effectively a low-pass filter for the Fourier modes.
The resulting ordinary matter density field appears to be
smoothed. So the non-gaussianities at small scales appear-
ing in the dark matter overdensity field are smoothed out
in the baryon overdensity field. As additional consequence
this means that at small scales the relation between the dark
matter overdensity field and the baryon overdensity field be-
comes non-trivial due to biasing (Kitaura et al. 2012). This
fact should be covered in inversion procedures as well.
Matter streams towards overdensities. The resulting
(linear) peculiar velocities are computed with the Zeldovich-
Approximation first introduced by Zel’dovich (1970) from
the linear density field. As a competing approach, the veloc-
ity can also be computed from the quasi-linear density field
as discussed in Mesinger et al. (2011). For a review on the
Zeldovich approximation see White (2014).
Secondly, the linear density field is projected to the
quasi-linear regime by a lognormal transform δnonlinear ∝
exp(δlinear). In this step we use explicitly the lognormal ap-
proximation for the density field discussed in Sec. 3.1.
Finally, the neutral hydrogen fraction is computed from
the baryonic fractional density perturbation using Eq. (7).
Our implementation for the creation of synthetic data will
become publicly available as part of the reglyman library 4.
We simulate spectra in a 200 × 200 × 200h−1Mpc box
at redshift z = 2.5 at spectral resolution R = λ
∆λ
= 100000
and study a small section of 10h−1Mpc of the lines of sight
in our box, such that Eq. (3) remains applicable as done
for Nusser & Haehnelt (1999) and Pichon et al. (2001). The
spectra are simulated with a constant mean temperature
T0 = 10
4K and β = 0.2 within our small range along the
line of sight. Constant parameters T0 and β were also ap-
plied in Choudhury et al. (2001) and Gallerani et al. (2011).
If not said other, we ignore peculiar velocities for now
in accordance to the studies in Pichon et al. (2001) and
Gallerani et al. (2011). Similar to the study of Pichon et al.
(2001) it is the goal of this paper to illustrate and compare
various effects of the reconstruction methods only concen-
trating on one particular aspect of the IGM, i.e. the neutral
hydrogen density. Moreover, we are only interested in recon-
structions along a small part of the line of sight where pecu-
liar velocities can be assumed to only vary few (Pichon et al.
2001). Kitaura et al. (2012) proposed to correct for redshift
distortions during the interpolation of several lines of sight
which is not considered during this paper. This is reasonable
as one can only infer the correct velocity field from the three
dimensional matter distribution. It is a quite common sit-
uation that gas streams towards an overdensity which lays
outside the line of sight. However, the tangential projection
of this relative movement on the line of sight appears as
peculiar velocity in the Lyα forest.
To account for observational artifacts we add noise and
4 https://github.com/hmuellergoe/reglyman
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rebin our noisy spectra to a lower spectral resolution. We add
binwise Gaussian noise at the spectral resolution of our syn-
thetic spectra R = 100000 (corresponding to 3 km/s pixels).
Noise is assumed to be uncorrelated, i.e. the noise covariance
matrix is diagonal (Lee et al. 2014b). In fact, we adopt the
noise model of Pichon et al. (2001), that is:
σ2F =
F2
S/N2 + σ
2
0 (29)
with a small noise term σ0 = 0.01 which dominates for high
optical depths. We rebin our noisy spectra to the smaller
spectral resolution R = 50000 (corresponding to 6km/s
bins) to model high resolution instruments such as HIRES
(Vogt et al. 1994) or UVES (Dekker et al. 2000). Related to
this procedure we refer throughout the whole paper to signal
to noise ratios per 3 km/s bins.
The density field reconstruction based on the
Lyα forest typically on high quality spectra S/N &
50, e.g. Nusser & Haehnelt (1999); Pichon et al. (2001);
Gallerani et al. (2011). High resolution data at such S/N are
available for example in the SQUAD survey (Murphy et al.
2019). However, when producing 3D tomographic maps of
the density field, the largest error is generally due to the
sparsity of available data (Kitaura et al. 2012) and the con-
sequent interpolation of the recovered density field between
close lines of sights. This problem can be at least partially
alleviated by also considering low quality (S/N ∼ 2) spec-
tra. For this reason, we test all the inversion algorithms at a
large variety of S/N ratios (S/N = 2, 5, 10, 25, 50, noise − free).
According to their respective publications we invert the
spectra for the PC method and for the RL approach by re-
covering the neutral hydrogen density, for the IRGN method
by recovering the ordinary matter overdensity. However, the
properties can be translated trivially by Eq. (7). It is never-
theless more intuitive to recover the baryonic overdensity for
the IRGNmethod as the baryonic overdensity lognormal dis-
tribution (which is used as prior) can be directly computed
from simulation.
For the PC method we have to choose Fmax and Fmin
prior to inversion. According to Gallerani et al. (2011) it
would be natural to use Fmax = 1 − σF and Fmin = σF.
However, this is inappropriate for median and small signal-
to-noise data. We therefore propose to use Fmax = 0.99
and Fmin = 0.01. In fact, we did not encounter big varia-
tions in the quality of the reconstruction when changing to
Fmax = 0.95 and Fmin = 0.05, such that this prior choice only
introduces a small bias in our qualitative results.
4.2 Initial Guess
For the iterative procedures we need to specify an initial
guess. The PC method of Gallerani et al. (2011) is indepen-
dent of such initial guesses. This can be seen as an addi-
tional advantage of this algorithm. However, the iterative
procedures converge to a unique distribution independently
of the specific initial guess. Moreover, in our simulations
we find that the number of iterations needed to obtain the
same accuracy does not vary much between several reason-
able choices of the initial guess. Thus, we use the initial guess
provided by Nusser & Haehnelt (1999) which is directly re-
lated to the fluctuating Gunn-Peterson approximation. We
set the initial guess for the neutral hydrogen density to:
nHI ≈ 1 − FH(z)/(σ0c) (30)
The normalized flux can drop to zero or approach one due
to noise in the spectra. Therefore, we need to separate out
these noisy regions to prevent not-a-number problems in in-
verse computation. In fact, we set all bins with a flux bigger
than 0.99 to a flux of 0.99 and all bins with a normalized flux
smaller than 0.01 to a flux of 0.01. For the IRGN method we
used Eq. (7) again to compute the initial guess for the bary-
onic matter overdensity. Note that for the IRGN method
the observable that we try to recover is not the ordinary
matter overdensity but its logarithm. As noise dominates in
the spectrum at large fluxes corresponding to small densities
and these densities are highlighted by taking the logarithm,
we shift our initial guess to a higher value to avoid large
floating point numbers. However, this does not affect the
recovered density.
4.3 Stopping Rules
Typically the number of iterations is the regularization pa-
rameter in iterative inversion algorithms. As the algorithms
are optimization algorithms for minimizing the residual, a
large number of iterations would lead to overfitting in data
space (Kirsch 1996). Thus, regularization is introduced for
the RL algorithm and for the IRGN method by choosing
a particular stopping rule. It is known from inverse decon-
volution problems that the discrepancy principle (i.e. stop-
ping the iteration if the residual in data space drops to the
distance between noisy spectrum and exact data) returns
proper results (Kirsch 1996). Thus, it seems to be a good ap-
proach to use the discrepancy principle for Lyα forest tomog-
raphy. Nusser & Haehnelt (1999) advanced this approach by
using a noise dependent energy norm in data space, i.e. by
using the reduced χ2:
χ2 =
1
Npix
Npix∑
j
1
σ2
j
(Fj − Frj )2 (31)
where σj denotes the 1-σ error in bin j due to noise, Npix the
number of bins along the line of sight and Fj and F
r
j
denote
the observed flux respectively the reconstructed flux in bin
j. It is well established that a χ2 bigger than 1 is associated
to underfitting, whereas a χ2 smaller than 1 means overfit-
ting of noise (Nusser & Haehnelt 1999). Hence, we stop the
iteration when χ2 drops to 1. However, this choice of the
stopping rule triggers very late during our simulations as
we obtain very slow convergence in the RL iteration scheme
and in the IRGN method, in particular at high signal to
noise ratios. The evolution of the residuals in data space
for S/N = 50 simulations are plotted in Fig. 1. The IRGN
method starts with a bigger error due to the choice of initial
guess. However, at noise-level S/N = 50 the iterations freeze
down very early after at least ten iterations. We therefore
apply as additional stopping rule to stop the iteration when
the relative change in the residual (in above energy norm)
drops below 0.001. As can be seen from Fig. 1 the resid-
ual in data space per iteration for the RL algorithm has a
much wider standard deviation as for the IRGN method.
This leads to rather different numbers of needed iterations
depending on the specific line of sight. The freezing of the
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Figure 1. Reduced χ2 as function of the number of iteration for
the RL algorithm and the IRGN method. The computation is
based on 100 lines of sight at S/N = 50 and high resolution R =
50000. The shaded regions represent the first standard deviation
in the set of 100 lines of sight. The plot indicates that in particular
the IRGN method converges very early. The performance of the
RL scheme has a larger standard deviation, thus a higher number
of iterations before stopping may be needed.
convergence is expected. Due to noise bins with normalized
fluxes exceeding the range [0, 1] are obtained. Thus, data lies
outside of the codomain of the forward operator. It would
be an interesting alternative approach to set the normalized
flux to 1 wherever data is bigger than 1 for the computation
of the reduced χ2 (and for the lower limit analogously).
5 COMPARISON
The methods can be compared concerning their accuracy
of reconstruction and concerning their performance. We
tested the RL and the PC algorithms on 400 lines of sight
of 10 h−1Mpc length from our simulation box at redshift
z = 2.5. Due to the long computation time, we only used
100 lines of sight for testing the IRGN algorithm. The small
errorbars in the plots within this section suggest that this
sample is sufficient. For PC the probability density function
is sampled from four sets of 100 lines of sight respectively
proving to be sufficient to ensure a good sampling of the
probability density function. This is demonstrated in Fig.
1 in Gallerani et al. (2011). They used 10 lines of sight of
roughly 200 A˚ length at redshift z = 3 which is comparable
to our coverage of 100 short lines of sight (≈ 16A˚) at redshift
z = 2.5. In fact, numerical experiments showed that even a
sample of 20 lines of sight would be enough.
We provide a succinct summary of our results in Tab. 2
and a summary plot of our findings in Fig. 2. In a nutshell,
although the three inversion methods depend on rather dif-
ferent priors and need different computation times, all three
methods succeed in recovering the matter density profile at
small noiselevels as visible from the lower panel in Fig. 2.
However, only the IRGN method (and the RPC method
which will be sketched in Sec. 6) is robust against noise and
provides smooth and precise estimations of the matter den-
sity at moderate signal to noise ratios (see upper panels in 2
for S/N = 10). While we only expect moderate noise amplifi-
cation at our spectral resolution, the instability against noise
would increase exponentially fast when probing the Lyα for-
est at spectral resolution R > 50000. The other way around
only the RL and PC method (and the RPC algorithm, see
Sec. 6) are robust against systematics.
More precise and detailed descriptions of our results can
be found in the following.
5.1 Performance
We now compare the different algorithms for their numerical
performance. Let us denote the number of bins along a single
line of sight by Npix, the overall number of lines of sight by
NLOS and the number of iterations needed for recovering a
single line of sight by Niter.
In every iteration for the RL approach a matrix has to
be applied. Thus, the inversion along a single line of sight
has the numerical complexity Θ
(
NiterN
2
pix
)
. Repeating that
computation for a box of NLOS lines of sight leads to an
overall complexity of Θ
(
NLOSNiterN
2
pix
)
.
For the IRGN method, in every iteration we have to
solve a linear equation system. As the matrix that has to
be inverted is positive semi-definite, we can use fast Krylov-
subspace methods (such as cg-solver) to solve the linear sys-
tem of equations. This has complexity of order Θ(N2pix), but
usually with a high constant. If several (close) lines of sight
are available, then the vector M could in principle contain
all lines of sight and the density auto-correlation matrix C0
should also contain the cross correlation between different
lines of sight. However, in practice the spectral resolution
along a single line of sight is much higher than the mean
separation length between several lines of sight. Thus, ac-
cording to Pichon et al. (2001) and Kitaura et al. (2012) it
is more convenient to ignore this cross correlation for the
inversion along single lines of sight and reintroduce it in
a second step when interpolating between several lines of
sight. In fact, we did not find a significant improvement in
the high-resolution reconstructions along single lines of sight
by taking into account neighboring lines of sight at a mean
distance of 1h−1Mpc. Thus, the complexity for the recon-
struction scales such as Θ
(
NiterNLOSN
2
pix
)
, but with a usu-
ally high constant. However, it should be mentioned here
that the computation time can be reduced by introducing
spectral preconditioning to the system of linear equations
(Hohage & Langer 2010).
Lastly we examine the complexity of the PC method.
As this approach is not iterative we do not have to consider
the number of iterations. As a main step to find the corre-
spondence between the flux and the overdensity one has to
apply a sorting algorithm which has typically the complex-
ity of Θ
(
n log n
)
where n is the number of bins which have
to be sorted, thus n = NLOSNpix. However, there is no need
to include all measured flux bins of all the lines of sight in
this computation. We only need as much lines of sight, such
that the flux statistics is large enough to make significant
estimates. One can separate the observed box in different
packs containing Npack lines of sight. Then the complexity
reduces to Θ
(
NLOSNpix(log Npix + log Npack)
)
. At the high res-
olution that we are testing throughout this paper we made
the observation that typically not as much lines of sight are
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Table 2. Summary of the inversion results in this paper. RL, IRGN and PC are described in Section 3. RPC is described in Sec. 6.
More details on our results are given in the text: in Section 5.1 for the computation time, in Section 5.4 for reconstructions of over- and
under-densities, in Section 5.5 for the number of peaks, in 5.3 for the robustness against noise and in Section 5.6 for robustness against
systematics (parameters of the equation of state).
RL IRGN PC RPC
Computation Time ∝ N2pix ∝ N2pix ∝ Npix log Npix ∝ Npix log Npix
sometimes many iterations large constant no iterations needed fast iterations
High S/N Reconstruction
→Large Overdensities underestimated underestimated underestimated underestimated
→Mean Overdensieties very precise very precise precise precise
→Underdensities precise precise moderate moderate accuracy
→No. Peaks precise precise overestimated slightly overestimated
Robustness
→ Against Noise unstable robust unstable robust
→ Against Systematics robust unstable independent independent
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Figure 2. Comparison of inversion results for the RL scheme, the IRGN method, the PC model and the RPC scheme. RL, IRGN and
PC are described in Section 3. RPC is described in Sec. 6. In the upper panels we show the recovered neutral hydrogen number density
perturbation (left panel) and the recovered normalized flux (right panel) at moderate signal to noise ratio S/N = 10. The lower panel
shows the reconstruction error measured with the relative distance of the logarithm of the recovered density and exact density (see Eq.
(33)) evolving with noiselevel. The results were obtained at high spectral resolution of R = 50000.
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needed to find a proper reconstruction in the PC method, in
particular Npix ≫ Npack. In our simulation we used NLOS and
Npack = 100, but numerical experiments showed that a much
smaller number would be sufficient as well. Thus, the com-
plexity can be approximated by Θ
(
NLOSNpix log Npix
)
which
is independent of the choice of pack sizes.
Thus, the three algorithms can be ordered by their
numerical scaling: The PC method has the best scaling,
whereas the IRGN method is the slowest.
5.2 Visual Inspection
In this subsection we discuss the inversion specifics of each of
the three algorithms by visually inspecting the spectra. We
demonstrate these features with an example spectrum which
is shown in Fig. 3, Fig. 4, and Fig. 5 extending the findings in
Fig. 2. We show a small part of the overdensity field (lower
panels) and of the spectrum (upper panels) at z ∼ 2.5 at
different signal to noise (S/N) levels, see Eq. (29). We ignore
peculiar velocities for now and assume that the parameters
A, β, and T0 are known for these reconstructions. In fact,
as discussed by Nusser & Haehnelt (1999) A can be inferred
from data by fitting the observed mean flux in the spectra to
the effective Lyα forest optical depth which is known from
large scale surveys (Bolton et al. 2005; Kirkman et al. 2005;
Faucher-Gigue`re et al. 2008; Becker et al. 2013).
All three methods recover the density properly well in
the noise-free case and the nearly noise-free case (S/N = 50).
However, for the PC method one can see a small deviation
from the exact solution even for the reconstruction from ex-
act data. The widths of the maxima and minima are slightly
underestimated. This can be explained by the fact that the
assumed one-to-one correspondence between the flux and
the overdensity does not hold due to thermal broadening.
As expected, the reconstructions become more inaccurate
with noise for all three methods. In particular at S/N = 2
and to some extent for S/N = 5 and S/N = 10 the information
about small densities is washed out by noise. In the RL algo-
rithm and even worse in the PC approach noise dominates
the recovered density. In fact, for the S/N = 2 spectra the
underlying absorber structure cannot be resolved anymore.
Although the IRGN method has a significant regularizing
and noise suppressing effect (in fact the recovered density
stays remarkably smooth even for large noise contributions),
large underdensities are not recovered. Interestingly, the PC
method can also not handle large S/N (such as S/N = 50 or
S/N = 25). In that it fails to recover large underdensities.
The iterative algorithms recover the density in a top-
down manner reconstructing large overdensities in the first
iterations. This becomes also visible by inspecting the spec-
tra at lower S/N levels (the iteration typically stops earlier
for larger noise). The mean neutral hydrogen density along
the line of sight is overestimated by the IRGN method and
by the RL scheme at larger noise-levels. However, the pic-
ture changes for the PC method of Gallerani et al. (2011).
By matching the observed flux distribution function with
the known density distribution function the mean hydrogen
density stays constant with increasing noise-level.
The three algorithms also show different behaviors re-
garding the reconstruction of large overdensities. For the RL
algorithm and within the IRGN method the maximal recon-
structed value in the density seems to be constant. How-
ever, in the statistical PC approach the height of the re-
constructed maximum peak decreases with increasing noise-
level. Moreover, even in the noise-free case a perfectly hori-
zontal line for the large overdensity and for the largest un-
derdensity is visible for the PC method. This is caused by
the choice of Fmax = 0.99 and Fmin = 0.01. No structures
with fluxes smaller than Fmin or greater than Fmax can be
recovered.
As the flux is the exponential of the optical depth, large
optical depths are related to nearly full absorption (as can be
seen from above spectra between 4240A˚ and 4242A˚). Thus,
for large overdensities the information is damped out and
cannot be recovered anymore. This cannot be corrected by
refinement of the inversion algorithm, but Rollinde et al.
(2001) showed that the estimation of large overdensities can
be improved by the Lyβ forest.
The observations above are also reflected in flux space.
The reconstructed flux and exact flux are not distinguish-
able by eye anymore for the RL algorithm and the IRGN
method for noise-free data. However, for the PC method ex-
act data and reconstructed data do not fit exactly as the one-
to-one correspondence is theoretically not satisfied. Whereas
in density space only the IRGN method can provide smooth
and few varying densities, the reconstructed flux remains
smooth in all cases. This is a consequence of the chosen
noise model. The forward operator leads to an averaging in
each bin by computing the integral along the line of sight. As
noise was considered uncorrelated between different bins, the
reconstructed spectra remain smooth. For the PC method
small fluxes are considerably overestimated in the presence
of noise.
5.3 Accuracy
We examine the accuracy of the algorithms in this subsection
extending the comparison presented in Fig. 2. For the sake
of simplicity we neglect peculiar velocities for now. Although
it seems to be natural to compare the reconstruction results
based on their distance to the exact solution in L2-norm,
i.e.:
dL2 =
√
1
∆λ
∫
LOS
(
δexact
b
− δrecovered
b
)2
dλ, (32)
this is not the ideal distance metric to express similarity be-
tween the recovered density and the exact density. In fact,
in linear density space the error of the reconstructions is
dominated by the reconstruction of the large overdensities,
an information that is lost in the flux data due to taking
the exponential of the optical depth. Our intent of proxim-
ity to the exact structure in the density field by both the
overdensities and the underdensities. Thus, one should also
take the L2-distance of the logarithms of the overdensities
for comparison, i.e.:
dlog =
√
1
∆λ
∫
LOS
(
log
(
δexact
b
)
− log
(
δrecovered
b
))2
dλ.
(33)
The L2-distance and the L2-distances of the logarithms are
shown in Fig. 6 and Fig. 7 with a solid line. The plotted
results are computed from 400 lines of sight in our box for
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Figure 3. Top Panels: The reconstructed spectrum (black) compared to the noisy data (grey) for varying S/N . Lower Panels: The
reconstructed neutral hydrogen density (black) compared to exact neutral hydrogen density (grey). The reconstruction was computed
with the RL deconvolution scheme.
PC and RL and with 100 lines for IRGN. The separation
length between two lines in our box is 10h−1Mpc. We as-
sume that the lines of sight are uncorrelated. Every line of
sight is inverted separately and the error computed by the
standard deviation of the errors between the 400 (100 for
IRGN) lines of sight. For simplicity we assume for Fig. 6
and Fig. 7 vanishing peculiar velocities.
We plot also an inversion by directly using Gunn-
Peterson approximation in Fig. 7. As the approximation is
not valid at small scales (where one has to take the convo-
lution with a Voigt-profile into account), the direct inver-
sion by the Gunn-Peterson approximation works consider-
ably worse compared to the other three inversion techniques,
in particular at larger noise-levels as regularization is not in-
troduced. Moreover, the fluctuating Gunn-Peterson approx-
imation depends directly on the thermal parameters of the
IGM, making it not robust against systematic uncertainties.
Finally, in Fig. 6 and Fig. 7 we show the statistical
accuracy of the three methods with the two different er-
ror measures, strengthening the qualitative result from vi-
sual inspection. Whereas all three reconstruction methods
are working considerably well on noise-free data (although
the PC approach performs worse than the other two algo-
rithms due to the not satisfied approximation of a one-to-
one correspondence), the PC method and the RL decon-
volution scheme cannot handle larger noise contributions.
The IRGN method by Pichon et al. (2001) has a regulariz-
ing effect instead. It outperforms the RL scheme at moderate
S/N = 25, S/N = 10, S/N = 5 and at small S/N = 2. Interest-
ingly the situation changes for noise-free data. However, this
can be also an effect originating from the stopping rule. At
very small noise-levels the stopping rule typically triggers
very late (in the noise-free case, theoretically the discrep-
ancy principle will never stop the iteration), such that the
maximal number of iterations is reached. All in all the RL
scheme and the IRGN method show comparable precision
at high S/N.
By comparing the distance measures plotted in Fig. 6
and Fig. 7 we find slight differences. The L2-error is domi-
nated by the reconstruction of the large overdensities. The
reconstruction results from the IRGN method stay remark-
ably constant with S/N. But this is expected as noise dom-
inates the spectrum at low densities. When comparing the
distance of the logarithms, the precision of all three algo-
rithms evolves with noise, as the underdense regions in the
spectrum get more weight. Moreover, the PC method is of
similar precision than the RL scheme at S/N = 2 regarding
this similarity measure. Only by comparing the logarithms
we take considerably into account that the RL scheme over-
estimates the densities in underdense regions due to early
stopping of the iterations.
5.4 Overdense and Underdense Regions
Different applications of Lyα forest tomography need differ-
ent inversion specifics. In particular, interest in overdense
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Figure 4. Same as Fig. 3, but for the IRGN method.
regions or in void regions can require different inversion
techniques. We therefore split our comparison regarding
the accuracy of our algorithms for these two regions in
the spectrum in Fig. 8. We present the distance of the
logarithms for overdense regions (all bins with fractional
density perturbation δb ≥ 1, solid lines) and underdense
regions (all bins with fractional density perturbation δb ≤ 1,
dashed lines). From there it becomes obvious that the RL
scheme and the IRGN method show a similar precision
in overdense regions (although the RL algorithm needs
much less numerical complexity to achieve that accuracy).
However, the overall error in logarithmic space is dominated
by the much less precise reconstruction of underdense
regions due to noise. When interested in cosmic voids via
tomography of the Lyα forest, the IRGN method therefore
is the best choice as it handles these noise-levels best.
Interestingly, the PC method becomes worse in overdense
regions with increasing noise-level. This cannot be observed
for the RL scheme and the IRGN method as large densities
are related to small fluxes with very little noise. This
is actually an expected feature of the PC method. The
algorithm is not local, that is errors (such as systematic
overestimating) in the underdense regions affect the whole
histogram and probability distribution. This can lead to a
shift in the estimated density for regions with low noise,
owing to the noise in a pixel far away from that region.
Thus, noise also has an effect on the less noisy large
densities (small fluxes). This should be also taken into
account when applying the inversion algorithm to real data.
Wrong or even more uncertain estimations in specific parts
of the spectrum, also called impulsive noise (Clason et al.
2010), which can exist for example due to the subtraction
of metal lines from the spectrum (Tytler et al. 2004) or
due observational artefacts, can lead to completely wrong
estimations of the density at a very different region of the
line of sight or even in another line of sight.
5.5 Single Absorbers
We extend our comparison of the accuracy of the sev-
eral reconstruction algorithms by studying the statistics
of peaks in the recovered density, i.e. single absorbers in
the Gunn-Peterson picture of the Lyα forest introduced in
Gunn & Peterson (1965). The number of local maximums
in the recovered density is plotted in Fig. 9. We splitted
the analysis in the peaks (local maximums) in the overall
range of a line of sight (solid lines) and in the peaks only
in the overdense regions (i.e. peaks that would be identified
with an overdensity). One can observe the same structure
as before. As the PC method by Gallerani et al. (2011) does
not include any regularization, the number of peaks is dom-
inated by noise and overestimates the real number by far.
The IRGN method underestimates the number of absorbers
slightly. In fact, for the peaks in the overdense region both
the RL algorithm and the IRGN method give good approx-
imations of the real number. The estimates are within two
times the standard deviation of the real number for the 400
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Figure 5. The same analysis as in Fig. 3, but the line of sight has been inverted with the PC method instead.
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Figure 6. The mean relative L2-distance of the reconstructed
overdensity and the exact overdensity for the RL algorithm
(black), the IRGN method (blue), the PC method (orange),
i.e. dL2 (δr ec .b , δex .b )/dL2 (δex .b , 0) for each of the inversion algo-
rithms. The computation was done on 400 lines of sight on a
200 × 200h−1Mpc background at resolution R = 50000. The errors
were computed by the standard deviation within this test sam-
ple, but are not visible by eye. The accuracy is computed for three
different noise-levels and on noise-free data.
lines of sight used for this study. Thus, the two iterative
methods are also well suited to study voids and absorbers
at high resolution and low S/N.
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Figure 7. Same as Fig. 6, but for the L2 term of the logarithm,
i.e dlog(δr ec .b , δex .b )/dlog(δex .b , 0) for each of the inversion algo-
rithms. We overplotted in green also the reconstruction error by
the fluctuating Gunn-Peterson-approximation (GP).
5.6 Robustness against Systematics
For the IRGN method and for the RL approach we need
to choose a specific thermal and reionization history. In
fact, all the parameters showing up in Eq. (9) are as-
sumed to be known. As pointed out by Gallerani et al.
(2011) and Kitaura et al. (2012) this is problematic. Accord-
ing to Nusser & Haehnelt (1999) and Pichon et al. (2001)
the prefactor A can be estimated from a fit of the mean
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regions (all bins with fractional density perturbation δb ≥ 1, solid
lines) and underdense regions (all bins with fractional density
perturbation δb ≤ 1, dashed lines). The computation was done
on 400 lines of sight (for IRGN 100 lines of sight) on a 200 ×
200 h−1Mpc. The errors were computed by the standard deviation
within this test sample.
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Figure 9. The number of local maximums in the recovered over-
density per line of sight for densities recovered with the RL al-
gorithm (black), the IRGN method (blue) and the PC method
(orange). Solid lines show the overall number of local maximums,
whereas dashed lines show the number of peaks in overdense re-
gions. The smaller panel contains a more detailed look at the plot
in the range up to ten peaks. The scale on the y-axis remain arbi-
trary as the exact number of peaks clearly depends on the length
of each line of sight and the chosen resolution (R = 50000 for this
Figure).
optical depth, i.e. with results by Bolton et al. (2005)
,Kirkman et al. (2005), Faucher-Gigue`re et al. (2008), and
Becker et al. (2013) within the line of sight. However, the
indices β˜ = 2β + 1 and T0 are also crucial for Lyα forest to-
mography and cannot be estimated simultaneously by a fit
to the mean optical depth, see Rollinde et al. (2001) for a
discussion of this degeneracy. Hui & Gnedin (1997) obtained
0 ≤ β ≤ 0.31 which was used in many works, most impor-
tantly for this paper by Nusser & Haehnelt (1999). This cor-
responds to 1 ≤ β˜ ≤ 1.62. More recent results are obtained by
McQuinn et al. (2009) indicating 1.22 ≤ β˜ ≤ 1.6. This value
was used for example in Bird et al. (2019). For the temper-
ature it is well established that T0 is of the order of 10
4K
(Rudie et al. 2012; Hiss et al. 2018; Garzilli et al. 2020), but
the exact value is not known (and clearly varies slightly
with density and redshift). In practice we cannot expect to
know the exact parameters describing the IGM thermal his-
tory. Approximations have to be made (Rollinde et al. 2001)
which introduce an additional systematic uncertainty. How-
ever, for the PC method we only need to assume an one-
to-one relation between the flux and the underlying density
field which drastically reduces the number of crucial assump-
tions (Gallerani et al. 2011). In this subsection we examine
the inversion in the case that the thermal history has been
estimated wrongly. In particular, we (wrongly) assume a
temperature of 1.5 ·104K and β = 0.1 instead of β = 0.2. The
respective reconstructions are plotted in Fig. 10. The false
parameters of the equation of state only play a minor role in
reconstructions at high S/N. For the IRGN method however
the reconstructions become worse at smaller S/N. In fact,
all three methods have comparable precision at large noise-
levels (S/N = 2) when the equation of state is not estimated
well. The instability becomes even more worse when β and
T0 are wrongly estimated simultaneously. The PC method is
completely independent from the choice of the parameters
β and T0. Surprisingly the RL deconvolution scheme is also
nearly independent from the choice of these two parame-
ters. This indicates that the RL algorithm is robust against
systematic uncertainties.
We use the situation to discuss also the robustness
against changes in the priors P∆. In fact, the IRGN and
the PC method use prior information on the distribution of
matter for the reconstruction. In our tests these priors are
measured directly from the simulation data, but in practice
they have to be assumed a priori. The lognormal approach
provides a first approximation, but is probably inaccurate
for highly-nonlinear overdensities (see also the discussion in
Appendix 3.1). However, the IRGN and PC methods are
easily extendable to more realistic priors. For the IRGN
method nonlinear contributions can be absorbed in the op-
erator g. For the PC method a particular analytic form for
the density distribution is not needed. Thus, P∆ can be mea-
sured directly from large N-Body simulations or hydrody-
namic simulations. Additionally Viel et al. (2002) presented
a refined semi-analytic model which fits the output of hy-
drodynamic simulations well. It should be noted here that
the prior for the PC method is weaker than the prior for the
IRGN method. For the probability distribution that we have
to assume for the IRGN algorithm information regarding the
spatial correlation of the density between neighbouring bins
have to be incorporated (i.e. by the covariance matrix C0).
This information is not used for the PC method.
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Figure 10. The mean L2-distance of the logarithms of recon-
structed overdensity and the exact overdensity for the RL algo-
rithm (black), the IRGN method (blue) and the PC method (or-
ange). Our RPC method is plotted in magenta. Solid lines repre-
sent the reconstruction results with known equation of state, i.e.
the same results as in Fig. 7. We plotted with dashed lines the re-
construction results in the case the temperature at mean density
T0 was wrongly estimated (1.5 · 104K insetad of 104K) and with
dotted lines the reconstruction results for a wrongly estimated β
(β = 0.1 insetad of β = 0.2). The PC method and the RPC method
do not depend on a particular choice of the parameters describing
the thermal history of the IGM. The computation was done on
100 lines of sight (for RL 400 lines of sight) on a 200×200 h−1Mpc
at high resolution R = 50000.
5.7 Peculiar Velocities
Solely for this subsection we assume that the peculiar veloc-
ities are unequal to zero, but known prior to the reconstruc-
tion. This prior knowledge for example can be inferred from
redshift surveys of galaxies at the same region of the sky as
the observation of quasars. As the velocity only vanishes few
inside the small portions of our box, we can substitute the
real space coordinate by the redshift space coordinate in Eq.
(9). Thus, this problem corresponds to recovering the den-
sity in redshift space. The density profile in redshift space is
slightly steeper (Nusser & Haehnelt 1999), making the re-
construction slightly more challenging. The reconstruction
results in the case that the peculiar velocities are known but
unequal to zero (i.e. redshift space) are presented in Fig. 11.
The RL method and the IRGN method have slightly bigger
reconstruction errors, the PC method has a slightly smaller
reconstruction error for noisy data. However, all in all the
assertions mentioned in the last subsections do not change
qualitatively with the introduction of a known velocity: The
IRGN method provides the most accurate reconstruction,
though it has the largest numerical complexity and relies on
crucial assumptions. The PC algorithm and the RL method
instead are faster and more robust against inaccurate as-
sumptions on the thermal history of the IGM.
5.8 Smoothing
Alternatively to introducing regularization in the inversion
procedure, one could also smooth the recovered density by
a smoothing filter after inversion is computed. We smooth
the recovered densities and the exact solution in logarith-
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Figure 11. Same as in Fig. 7. The solid lines show the reconstruc-
tion error for neglecting peculiar velocities (same data points as
in Fig. 7), the dashed lines show the reconstruction errors for
known, but non vanishing, peculiar velocities.
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Figure 12. Same as in Fig. 7, but for the distance of the smoothed
recovered density and the smoothed exact density at spectral res-
olution R = 50000 and known equation of state (i.e. known β and
T0). The magenta line corresponds to our refined RPC method
which is discussed in Sec. 6.
mic space with a Gaussian kernel of width of 50 pixels.
Our reconstruction results (now in terms of the distance of
the logarithms of the smoothed recovered density and the
smoothed exact density) is shown in Fig. 12. Overall the
reconstructions become more accurate. However, smoothing
the reconstructions in a post-processing step can not replace
regularization in the inversion procedure. The IRGNmethod
remains the most accurate method at larger noise contribu-
tions, whereas PC and RL cannot handle these noise contri-
butions properly.
6 REFINEMENT
In this Section we present a possible refinement of the meth-
ods mentioned above. For an optimal reconstruction of the
density along a single line of sight, it is beneficial to combine
the high numerical performance and the low number of as-
sumptions of the PC method with the regularizing properties
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of the IRGN method. Thus, we construct in the following a
regularization method based on the PC method introduced
by Gallerani et al. (2011). We call our method a regularized
probability conservation method (RPC). A summary of the
basic properties of this method is also provided in Tab. 1.
As for the other three methods we will make our implemen-
tation of the RPC scheme publicly available in the reglyman
library.
6.1 Regularized Probability Conservation
Algorithm
In this section we follow the approach of Tikhonov regu-
larization (Tikhonov & Arsenin 1977) to introduce effective
noise-suppression in the inversion scheme. First we reformu-
late the inverse problem as an optimization problem: Instead
of solving the inverse problem directly, i.e. instead of finding
the neutral hydrogen density which reproduces the observed
noisy data (the observed normalized flux), we minimize a
data fidelity term with respect to all possible densities.
The data fidelity term measures the distance between
the recovered data (the forward operator applied to the re-
covered density) and the observed data in some norm. This
is an equivalent formulation of the inverse problem as this
distance is minimal if it is zero, i.e. if the recovered data
and the observed data match exactly. If the observed data
would be noise-free, this procedure should recover the exact
density profile (apart from discretization errors). However,
ill-conditioned inverse problems, such as Lyα forest recon-
struction problem, suffer from the issue that in the presence
of noise the estimate by solely minimizing the data fidelity
term is typically not close to the true density profile. The
reconstruction is perturbed by the propagation of noise in
the optimization procedure and by the loss of information
due to line saturation. As the forward operator applies some
smoothing (by weighted averaging due to the convolution in
Eq. 9), recovering the small scale density profile from these
smoothed data, i.e. reverting the smoothing of the forward
operator, gets hard and is highly affected by observational
noise.
This problem is tackled in Tikhonov regularization by
adding a penalty term to the minimization problem (also
sometimes referred to as the regularization term). The
penalty term is an error functional applied to the recovered
density. While the data fidelity term measures how well the
recovered data matches the observed data, a penalty term
measures the quality of the solution independently of the
observed data, by e.g. requiring the solution to be smooth
in some sense, or bounded to be below/above some value.
When minimizing the sum of both terms, ideally both terms
will be small. A small data-fidelity term ensures that the re-
covered data are close to the observed (noisy) data. A small
penalty term ensures that the propagation of observational
noise through the inversion procedure does not perturb the
recovered solution significantly and that discontinuities do
not appear in the recovered solution. It is the task in the
study of such inverse problems to find the data fidelity term
and penalty term which suits the desired problem best.
In fact, also the IRGN method can be obtained in this
manner (Kaltenbacher et al. 2008). The first term in the ar-
gument of the exponential in Eq. (20) is the data-fidelity
term. The second term in the argument of the exponential
function in Eq. (20) is a L2 penalty term. This example illus-
trates the probabilistic meaning of such L2 penalty terms.
The penalty term originates from the prior in Eq. (19). How-
ever, for the RPC method we will use a different penalty
term without such a clear statistical interpretation.
As a first step we translate formula (24) to an optimiza-
tion problem. Once Fmax and ∆b are computed, we define the
vector valued operator Φ : ∆∗ 7→
∫
∆∗
∆b
P∆d∆ (where ∆∗ de-
notes the vector of overdensities in each bin and the integral
on the right hand side is meant to be pointwise evaluated).
Then, the PC method can be reformulated by:
∆∗ ∈ argmin∆
1
2
∫ FmaxF∗ PF dF − Φ(∆)
2
L2
. (34)
Equivalently one could use Fmin and ∆d instead. The mini-
mization problem is turned into a regularization method (i.e.
a noise-suppressing method) by adding an additional penalty
term which controls the behavior of the reconstructed solu-
tion ∆∗ under the impact of observational noise. Uncorre-
lated noise leads to large scatter of the recovered density
around the true density on very small bins. The true den-
sity profile typically varies on scales larger than the bin size
and is strongly correlated on small scales. This allows us to
separate the signal originating from the true density profile
and the signal originating from additional noise contribu-
tions by the uncorrelated small scale fluctuation of the re-
covered density field. Hence, it is common to use the total
variation (TV) or the L2-norm of the gradient as penalty
term (Strong & Chan 2003). We decided to use the norm of
the gradient of the overdensity as penalty term:
∆∗ ∈ argmin∆Ψ(∆) =
1
2
∫ FmaxF∗ PF dF − Φ(∆)
2
L2
+
α
2
∂∆∂z 2L2
 (35)
where ∂∆
∂z
denotes the derivative of the density along the line
of sight and the regularization parameter α determines the
size of the penalty term. The penalty term is large if the
density field is fluctuating on small scales. Hence small scale
fluctuations in the recovered density field due to the propa-
gation of noise are suppressed. Other choices for the penalty
term are desirable here as well (e.g. soft shrinkage of Fourier
coefficients, total variation norm) but typically require more
sophisticated optimization algorithms (for an overview, see
Schuster et al. 2012). Our choice is the most natural choice
and is easy implementable. Moreover, it does not need any
further assumptions such as the auto-correlation function of
neutral hydrogen.
In what follows we describe the optimization algorithm
that was chosen by us to minimize the functional (35). We
aim to minimize Eq. (35) with a gradient-descent algorithm.
Starting from a reasonable initial guess for the overdensity
∆init we update in each iteration the iterative ∆ by a stepsize
parameter times the direction of steepest descent of Ψ(∆).
However, it is a numerically challenging problem to take the
derivative of a function which is disturbed by small scale
noise. Fortunately the penalty term mentioned above can
be implemented using Hilbert space algorithms if we, in ad-
dition, make use of the notion of a Sobolev space (for more
details on Sobolev-spaces we refer to Appendix A1). Hilbert-
space algorithms are desirable since gradients of the norm
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squared terms appearing in Eq. (35) can be easily computed
with the inner product of the Hilbert space. Sobolev spaces
are Hilbert spaces, hence they fit in our framework. They
are mostly used for the analysis of partial differential equa-
tions. In a nutshell the norm of the first Sobolev space H1
satisfies the relation: f 2
H1
=
 f 2
L2
+
∂ f∂z 2L2 (36)
Hence, we have to minimize the functional:
Ψ(∆) = 1
2
gδ − Φ(∆)2
L2
+
α
2
· ‖∆‖2
H1
− α
2
· ‖∆‖2
L2
(37)
which is equivalent to (35). As H1 and L2 are Hilbert spaces,
we can now formulate the gradient of Ψ with respect to ∆
by the inner product of the corresponding Hilbert spaces:
Ψ[∆]′h = 〈gδ − Φ(∆),Φ[∆]′h〉L2 + α · 〈∆, h〉H1 − α · 〈∆, h〉L2 .
(38)
The (non-normalized) direction of steepest descent T is
found by maximizing the right hand side of Eq. (38) with
respect to h. In the end, we arrive at:
T = −α∆ + P∆(∆)
[
g
δ − Φ(∆)
]
+ αF ∗
[
(1 +‖·‖22)sF [∆r ](·)
]
,
(39)
where F and F ∗ denote the Fourier Transform and inverse
Fourier Transform respectively. A detailed derivation of for-
mula (39) is provided in Appendix A2. The gradient descent
algorithm in finite precision reads:
∆0 = ∆init
∆r+1 = ∆r − µT for r ∈ N, (40)
where ∆init is an initial guess. We compute ∆init by the fluc-
tuating Gunn-Peterson approximation Eq. (30). Hence, in
every iteration step we have to compute:
∆r+1 = (1 + αµ) · ∆r − µP∆(∆r ) ·
[
gδ − Φ(∆r )
]
− αµ · F ∗
[
(1 +‖·‖22)sF [∆r ](·)
]
, (41)
where s = 1.
We summarize our algorithm in the form of a pseu-
docode in Tab. 3.
6.2 Comparison of RPC with other Methods
We now compare the RPC approach to the algorithms
studied before: RL, IRGN and PC. After sorting the data
and computing
∫ Fmax
F∗
PF dF for every pixel, we only need
to compute basic vector-vector computations and need to
apply a Fast Fourier Transform (FFT) and an inverse
FFT. These operations can be done with small numerical
complexity Θ(Npix log(Npix )). Therefore, the inversion algo-
rithm remains to be comparable fast as the PC method by
Gallerani et al. (2011).
Similar to the analysis in Sec. 5.2 we plot the inversion
results along a single line of sight also for the RPC method
in Fig. 13. The following assertions mentioned in Sec. 5.2
also apply to the RPC method. Since it is based on the
PC algorithm, we encounter the same slight inaccuracy for
small signal to noise ratios due to the improper assumption
Table 3. Pseudocode of the Regularized Probability Conserva-
tion (RPC) method.
Input: Flux data: F
Input: Initial guess for density: ∆init
Input: Probability density distribution of density: P∆
Input: Stepsize parameter: µ, Regularization parameter: α
Estimate probability density function of flux PF from data F
Estimate maximal flux Fmax that can be distinguished from full
transmission
Compute ∆b by
∫ 1
Fmax
PF dF =
∫
∆b
0
P∆d∆
Define Φ : ∆∗ 7→
∫
∆∗
∆b
P∆d∆
gδ =
∫ Fmax
F∗ PFdF for F∗ in F
s = 1
r = 0
∆r = ∆init
while stopping-rule do
pen = F∗
[
(1 + ‖ · ‖22)s F[∆r ](·)
]
res = P∆(∆r ) ·
[
gδ − Φ(∆r )
]
∆r+1 = (1 + αµ) · ∆r − µ · res − αµ · pen
r = r + 1
Output: Iterative at maximal iteration ∆rmax is approximation
to the true matter perturbation.
of a one-to-one correspondence. Similar to the PC method
the reconstruction becomes more inaccurate with increasing
noise-level. Nevertheless, the response to noise is completely
different than for PC. Small scale fluctuations in Fig. 13
are suppressed. This proves the efficiency of introducing a
penalty term to the reconstruction algorithm. The recovered
density looks very similar to the recovered profile with the
IRGN scheme, see Fig. 4, although the computation is much
faster and relies on weaker priors.
The accuracy of the RPC method is also shown in Fig.
10 (magenta solid line). Due to the regularization term that
was introduced to the optimization problem, the algorithm
becomes able to handle larger noise contributions properly
well. In fact, the RPC approach reaches comparable preci-
sion as the IRGN method for S/N = 5 if β and T0 are known
exactly and outperforms it at S/N = 2. When comparing
the RPC algorithm with its basis, the PC method, the RPC
algorithm is almost everywhere (but in particular for large
noise-levels) more accurate. Furthermore, it is clear that the
smooth profile recovered by the IRGN and the RPC algo-
rithms provide better estimators for the true density profile
than the fluctuating reconstruction with the PC method.
Moreover, the RPC approach keeps the property of be-
ing independent from a possibly inaccurate estimation of
the parameters describing the thermal history of the IGM.
Thus, in the typical situation that the parameters β and T0
are uncertain (dashed lines in Fig. 10) the new approach
outperforms existing algorithms at large noise-levels by far
for high spectral resolution. As mentioned earlier, the inac-
curacy of the IRGN method even increases when T0 and β
are unknown at the same time.
As demonstrated in Fig. 12 our new approach holds con-
siderably better reconstruction results than combining the
PC method with a post-processing smoothing step. This in-
dicates the superiority of introducing regularization in the
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algorithm compared to smoothing the result to lower reso-
lution. However, similar to the PC algorithm large overden-
sities remain underestimated as visible from Fig. 13.
Lastly our method is easily extendable. If one wants to
assume higher smoothness of the density (for example to
account for correlated noise), one could replace the param-
eter s = 1 in Tab. 3 by a larger coefficient. The parameter
describes the order of the Sobolev space which is used in
the penalty term. The first order Sobolev space accounts for
the absolute values of a function and their first derivative,
see Eq. (A4). Sobolev spaces of higher orders would account
also for the second, third and even higher derivatives. Hence
using a larger coefficient s sets a stronger constraint on the
smoothness of the recovered solution at larger scales.
We like to emphasize that our approach of reformulat-
ing the inversion procedure as an optimization problem and
introducing regularization provides a pathway to a bunch
of novel methods. By choosing alternative regularization
terms one can probably find similar inversion algorithms
with better numerical behaviour than our approach. The
success of the RPC method demonstrates the potential of
the Tikhonov-approach (Tikhonov & Arsenin 1977).
7 CONCLUSION
We carried out a comparison of the three methods avail-
able so far in the literature for Lyα forest tomography at
high spectral resolution. These methods are a Richardson-
Lucy scheme (Nusser & Haehnelt 1999), the iterative Gauss-
Newton method proposed by Pichon et al. (2001), and a
statistical probability conservation approach introduced by
Gallerani et al. (2011). The iterative Gauss-Newton method
offers the most accurate reconstruction, in particular at
small S/N, but also has the largest numerical complexity and
requires the most assumptions. The other two algorithms are
faster, comparably precise at small noise-levels, and more ro-
bust against inaccurate assumptions on the thermal history
of the IGM. Moreover, we presented a novel hybrid method
(the ”Regularized Probability Conservation”method) for re-
covering the neutral hydrogen density combining the advan-
tages of few assumptions and fast implementations of the
probability conservation approach with the effective regular-
ization introduced by the iterative Gauss-Newton method.
This regularization leads to significant noise suppression in
the reconstruction of noisy spectra and outperforms the ex-
isting algorithms when the thermal history of the neutral
hydrogen is unknown. Our approach of reformulating the
inverse problem as an optimization problem, and adding a
penalty term controlling the impact of noise, offers a path-
way to novel methods for recovering the matter density along
a single line of sight from the normalized flux in the Lyα
forest. One can easily extend this approach by introducing
other penalty terms to obtain new methods with suitable in-
version specifics. It has been demonstrated by us that intro-
ducing classical regularization in the methods outperforms
smoothing of the recovered densities in a post-processing
step.
In a nutshell we found the following advantages and
disadvantages for each inversion algorithm:
Richardson-Lucy algorithm
This is the most accurate reconstruction method on
noise-free data. Although the reconstruction of overdensi-
ties remains robust against noise, very large overdensities are
typically underestimated. In opposition, the reconstruction
of underdensities even at moderate S/N is very inaccurate.
Whereas the overall number of absorbers in the density is
overestimated due to the presence of noise, the number of
peaks in the overdense regions stays close to the exact num-
ber even at small S/N. All in all the Richardson-Lucy scheme
does not include regularization and cannot handle very large
noise-levels (S/N = 2).
The Richardson-Lucy method does not rely on an as-
sumption on the prior distribution of the overdensity field
in the quasi-linear regime, such as the lognormal approxi-
mation. Moreover, the reconstruction method is very robust
against possible miss-estimation of the parameters describ-
ing the thermal history of the IGM.
Furthermore, the Richardson-Lucy algorithm has
moderate numerical complexity (scaling with the number
of pixels squared) and can be implemented quickly.
Iterative Gauss-Newton Method
The iterative Gauss-Newton method returns very ac-
curate reconstructions at small noise-levels, comparable to
the accuracy of the Richardson-Lucy algorithm. In compar-
ison to the Richardson-Lucy algorithm, the iterative Gauss-
Newton method does include regularization. Hence, the re-
construction stays precise at large noise-levels, in particu-
lar for large overdensities. However, very large overdensities
are typically underestimated. The method is overall very ac-
curate in recovering underdensities regardless of the noise-
level.
Moreover, regardless of the noise-level the recovered
number of local maxima in overdense regions of the spectrum
(and partly also in underdense regions of the spectrum) is
close to the real value. Thus, even in the presence of noise,
one can resolve single absorbers along the line of sight.
The iterative Gauss-Newton methods needs to assume
the IGM thermal history. This assumption is crucial.
The algorithm directly depends on the lognormal ap-
proach which is probably inaccurate at small scales. How-
ever, the method is easily extendable to other prior guesses.
The algorithm has high numerical complexity compared
to the other algorithms, as in each iteration a system of
linear equations has to be solved. However, the computation
time needed for solving this system of equations can be
reduced by spectral preconditioners.
Probability Conservation Approach
The algorithm is the fastest of the three algorithms.
As it is a direct solver no iterations have to be computed.
Moreover, the algorithm is theoretically independent from a
particular choice of thermal history of the IGM and is thus
not affected by incorrect estimation of these parameters.
The probability density function of the matter density
has to be input as a prior. However, any probability den-
sity distribution could be used, and a particular form is not
needed.
Unfortunately the approach is overall the most inac-
curate reconstruction method of the three methods both
for underdensities and for overdensities. As the approach
does not include any regularization, it cannot handle large
MNRAS 000, 1–21 (2020)
An Optimized Lyα Inversion Tool 19
4240 4245 4250
0.0
0.5
1.0
Fl
ux
Noise-Free
4240 4245 4250
Spectrum
RPC
S/N=50
4240 4245 4250
0.0
0.5
1.0
Fl
ux
S/N=25
4240 4245 4250
0.0
0.5
1.0
Fl
ux
S/N=10
4240 4245 4250
S/N=5
4240 4245 4250
0.0
0.5
1.0
Fl
ux
S/N=2
4240 4245 4250
10−5
10−3
De
ns
ity
 [1
/m
3 ] Noise-Free
4240 4245 4250
Density
S/N=50
4240 4245 4250
10−5
10−3
De
ns
ity
 [1
/m
3 ]S/N=25
4240 4245 4250
Wavelength [ ∘A]
10−5
10−3
De
ns
ity
 [1
/m
3 ] S/N=10
4240 4245 4250
Wavelength [ ∘A]
S/N=5
4240 4245 4250
Wavelength [ ∘A]
10−5
10−3
De
ns
ity
 [1
/m
3 ]S/N=2
Figure 13. The same analysis as in Fig. 3, but the line of sight has been inverted with the RPC method instead.
noise-levels properly. The large overdensities are typi-
cally underestimated, but the mean matter density remains
well estimated within the probability conservation approach.
Regularized Probability Conservation Method
This new method was proposed for the first time in
the present work. It combines the strengths of the itera-
tive Gauss-Newton method and the probability conservation
approach. It remains nearly as fast as the probability con-
servation approach and does not require any assumptions
except the probability distribution function of matter. How-
ever, a particular type of prior distribution (such as the log-
normal distribution) is not needed. The approach is overall
more inaccurate than the iterative Gauss-Newton method,
but outperforms the probability conservation approach in
terms of accuracy due to introducing regularization. There-
fore, the algorithm can also handle larger noise levels. Like
the probability conservation approach it does not require any
assumption of the thermal history of the IGM. The regular-
ized probability conservation approach thus provides more
robust estimates. In particular, when the thermal history of
the gas is unknown and at smaller S/N the regularized prob-
ability conservation method is much more accurate than the
existing reconstruction algorithms.
The comparison of inversion methods presented in the
present work is the first step towards more accurate, robust,
and faster algorithms for recovering the matter density along
a single line of sight with the Lyα forest. The decision of
which algorithm to use for Lyα forest tomography should be
based on the properties and behaviors observed in this anal-
ysis, based on the desired outcome of the inversion, available
computational resources, and expected signal to noise. Fur-
thermore, the different advantages and disadvantages of the
methods used so far in the literature can be combined to
obtain a reconstruction method for Lyα forest tomography
that is best suited for the desired purpose.
Our approach of reformulating the inverse problem as
an optimization problem and adding a penalty term control-
ling the impact of noise offers a pathway to novel methods
for recovering the matter density along a single line of sight
from the normalized flux in the Lyα forest.
We make our simulations of the Lyα forest and the
reconstruction schemes publicly available under the url
https://github.com/hmuellergoe/reglyman.
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APPENDIX A: MATHEMATICAL DETAILS OF
THE RPC METHOD
A1 An Inner Product Identity on Sobolev Spaces
We outline the mathematical details of Sobolev spaces in
this section as Sobolev spaces are less common to the as-
trophysical community. The following mathematics can be
found in a broad range of mathematics textbooks on func-
tional analysis.
Sobolev spaces are a well known tool in numerical and
applied mathematics, in particular in the analysis of partial
differential equations. Thus, regpy has a support class for
computation of Sobolev spaces. For 1 ≤ p ≤ ∞ and s ∈ N
we can define the Sobolev space Ws,p(Ω) on an open subset
Ω ⊂ Rd as the space of all functions f ∈ Lp(Ω), such that
there exists a weak derivative Dα f ∈ Lp(Ω) for a multi-index
α with |α | ≤ s. These spaces can be equipped for p < ∞ with
the norm:
‖u‖W s,p =
©­­«
∑
|α | ≤s
∫
Ω
Dαup dxª®®¬
1/p
(A1)
It is well established that Sobolev spaces are Banach spaces.
Moreover, for p = 2 the spaces Ws,p=2(Ω) are Hilbert spaces
with the inner product:
〈u, v〉W s,2(Ω) =
©­­«
∑
|α | ≤s
∫
Ω
DαuDαvdx
ª®®¬ (A2)
Sobolev spaces Ws,2(Ω) are especially interesting as they
establish spaces ’between’ the space of smooth functions
C∞(Ω) and the space of square integrable functions L2(Ω).
In fact, if Ω is a Lipschitz domain, then the embedding
C∞(Ω¯) ⊂ Ws,2(Ω) is dense.
Let F and F ∗ denote the Fourier-transform and the
inverse Fourier-transform. By using simple Fourier analysis
one can show that the following norm is an equivalent norm
on Hs(Rd) :=Ws,2(Rd):
‖u‖2
H s (Rd ) =
∫ (
1 +
ξ22)s F (ξ)2 dξ (A3)
where F denotes the Fourier transform. Equivalently we can
define the scalar product by:
〈u, v〉H s (Rd ) =
∫ (
1 +
ξ2
2
)s
F ∗u(ξ)F v(ξ)dξ (A4)
Hs(Ω) is now defined as the space of all u ∈ L2(Ω) which
are restrictions of a function u˜ ∈ Hs(Rd) to Ω. Similarly one
can show, that Hs(Ω) ⊂ Ws,2(Ω). Moreover, it is Hs(Ω) =
Ws,2(Ω) if Ω is a Lipschitz-domain by the Calderon-Zygmund
extension theorem. In the case of Lyα forest tomography
it is Ω ⊂ R open, bounded and connected, thus trivially a
Lipschitz domain.
For reasons of simplicity we drop the argument Ω for the
most time of this paper. In finite precision the integral would
be approximated by a sum. Eq. (A4) is the inner product
identity that was used for the implementation of the RPC
method, see Appendix A2.
A2 Application to Steepest Descent Algorithm
We outline our derivation of Eq. (39) in this Appendix. Note
that for the Sobolev-space of order s the following identity
holds (derived in Appendix A1):
〈u, v〉H s = 〈u, F ∗ ◦ Muls ◦ F (v)〉L2, (A5)
where Muls : f (ξ) 7→
(
1 +
ξ2
2
)s
f (ξ) defines the multiplica-
tion operator with the Sobolev weights.
The forward operator for the refined method was de-
fined to be Φ : ∆∗ 7→
∫
∆∗
∆b
P∆d∆ (pointwise, the left hand
side and the right hand side are interpreted as vectors).
This operator has a Frechet-derivative as Φ( f + h) − Φ( f ) =∫ f+h
f
P∆d∆. Thus, the Frechet-derivative reads:
Φ[ f ]′h = P∆( f ) · h (A6)
where the evaluation P∆( f ) and the multiplication is meant
bin-wise.
With Eq. (A5) and Eq. (A6) we can reformulate Eq.
(38) by:
Ψ[∆]′h = 〈P∆(∆) · [gδ − Φ(∆)], h〉L2
+ α〈F ∗ ◦ Muls ◦ F (∆), h〉L2 − α · 〈∆, h〉L2, (A7)
where we used the fact that Φ[ f ]′ is self-adjoint. The (non-
normalized) direction of steepest descent is:
T = −α∆ + P∆(∆)
[
g
δ − Φ(∆)
]
+ αF ∗ ◦ Muls ◦ F (∆), (A8)
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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