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Abstract: A molecular modeling methodology is presented to analyze the wetting behavior of natural
surfaces exhibiting roughness at the nanoscale. Using atomic force microscopy, the surface topology of
a Ketton carbonate is measured with a nanometer resolution, and a mapped model is constructed with
the aid of coarse-grained beads. A surrogate model is presented in which surfaces are represented by
two-dimensional sinusoidal functions defined by both an amplitude and a wavelength. The wetting
of the reconstructed surface by a fluid, obtained through equilibrium molecular dynamics simulations,
is compared to that observed by the different realizations of the surrogate model. A least-squares
fitting method is implemented to identify the apparent static contact angle, and the droplet curvature,
relative to the effective plane of the solid surface. The apparent contact angle and curvature of the
droplet are then used as wetting metrics. The nanoscale contact angle is seen to vary significantly
with the surface roughness. In the particular case studied, a variation of over 65◦ is observed between
the contact angle on a flat surface and on a highly spiked (Cassie–Baxter) limit. This work proposes a
strategy for systematically studying the influence of nanoscale topography and, eventually, chemical
heterogeneity on the wettability of surfaces.
Keywords: wettability; natural roughness; molecular dynamics; contact angle; coarse grain
1. Introduction
Controlling the wettability of a solid/fluid/fluid system by tuning the surface roughness is a key
strategy in surface engineering [1]. Showcase applications include industrial coatings, optimizing
the design of implants [2], and the development of water-repellent [3] or self-cleaning materials [4].
Similarly, in a wide range of fields, such as microbiology, nanofluidics, and others, wettability
plays a crucial role in the transport and displacement behavior of fluids [5]. In the energy industry,
the consequences of changes in the wettability of natural rocks have an impact on all aspects of fossil
fuel production and enhanced oil recovery processes. In sub-surface fluid reservoirs, such as oil
reservoirs, CO2 storage, or energy storage sites, wettability is known to control the flow efficiency and
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dynamics [6–8]. In computational models, aiming to predict this behavior, the wetting behavior is
commonly reflected through contact angles [9,10]. However, conceptually, wettability is a multi-scale
thermophysical property, which is the result of a fine balance between fluid–fluid and fluid–solid
interactions. It is well recognized that at the level of an atomic description, the roughness of the surface
plays a significant role [11,12]. How exactly the surface roughness affects the self-organization of
molecules deposited on the surface and the influence that this has on the micrometer and larger scales
within the rock are, however, still open questions.
Artificial roughness can be introduced via fabrication, such as surface wrinkling, electro-
or chemical deposition, etching, replica molding, and lithography [13–17]; these practices can
generate topographies with well-controlled dynamic and functional flexibility suitable for engineering
applications. However, the experimental process tends to be challenging, particularly at the nanometric
scale [18] and on certain materials [19], and characterization efforts are non-trivial at the nanoscale,
leading to doubts and questions on the interpretation of the results.
Notwithstanding, a convenient way of measuring solid surface roughness at the nanoscale is
atomic force microscopy (AFM) [20]. In contrast to traditional microscopes that focus electromagnetic
radiations by lenses, atomic force microscopes produce magnified images mechanically; the tip of
a very sharp needle is attached to the end of a cantilever, which is used to scan the surface under
study. The tip can be moved towards or away from the surface by a piezoelectric transducer and,
when in close proximity to the surface, intermolecular forces become dominant and lead to various
degrees of cantilever bending, which is captured by a laser interferometer. AFM has been used in
different fields for micro- to atomic-scale topographical measurements [21–23]. In the aforementioned
wettability-controlling applications, for instance, AFM has been used to measure titanium surface
samples to improve osseointegration in dental and orthopedic implants [2] and study the effect of glass
roughness on bacterial attachment [4].
In the field of geo-petroleum, AFM is widely employed in micron-scale wetting studies, for
example, to measure the degree of oil adhesion on organic material- [24] and ion-adsorbed quartz [25];
to investigate oil-wet surfaces of chalk at the subpore resolution [26]; to study the variation of mica and
silica topology as a result of crude oil treatment [27,28]; and to investigate oil–mineral interactions [29].
Though many of these studies focused on natural surfaces, the surface structure itself was mostly
not considered. One reason is that the rock sample was often crushed in order to get access to the
interior and to position the sampled surface in the favorable orientation in parallel to the x-y plane of
the scanning head [30]. These studies focused on flat areas within the rock as these were identified as
original crystal facies unaffected by the sample preparation and because an effect of surface roughness
on the investigated molecular interactions between the functionalized tip and the surface could be
excluded [30]. In more recent studies, AFM was also used to assess the impact of the surface structure
on the fluid configuration and molecular interactions by scanning the original internal rock surface,
thus avoiding invasive sample preparations [31,32]. These studies have demonstrated the impact of
surface features in the range of 100 nm–10 µm but missed the range below, which is required to link
the larger-scale wetting response with the underlying molecular interactions.
In contrast with the experimental perspective, computationally structured solid models
unambiguously reproduce the desired surface roughness. Simulation methods, such as molecular
dynamics (MD), probe the nanometer-scale domain and deliver quantitative predictions at
thermophysical conditions that may be inaccessible to experiments [33,34]. While molecular modeling
allows wetting to be studied at the nanoscale, very few simulations have been conducted on surfaces with
natural roughness. Instead, wetting is often assessed on model solids that are flat and homogeneous [35],
pillared [36,37], sinusoidal [38], or solid with grooves [39,40] and random roughness [41] but with
no direct input from experimental assessments. In addition, researchers tend to adopt a bottom-up
instead of a top-down approach when constructing surfaces in MD. As a result, significant efforts
have been devoted to building surfaces that reproduce the precise local chemistry; examples include
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silicate [35,42–46] and carbonate [47–49] minerals, whereas comparatively less effort is invested in
reproducing general topological traits.
At a further level of complexity, naturally occurring nanostructures often coexist with micrometric
roughness, forming the hierarchical structure that contributes to super-hydrophobicity [1,50,51]. To
describe the nanoscale wetting over rough surfaces, a common metric used is the contact angle, which
is the angle between the normal vector to the (fitted) drop and the surface [39,41,45,52]. However, the
size of the fluid droplet compared to the amplitude of the roughness is crucially important. For small
droplets, the contact line tensions of the three-phase line might play a significant role in determining the
contact angle of the droplet [53,54]. Simulations aimed at determining the number of fluid molecules
needed in the droplet for the contact angle to be independent of the droplet size suggest that a number
of O(105) is necessary [55,56]. When the scale of the roughness is significantly smaller than the droplet
size, the contact angle change due to the roughness and/or heterogeneous composition of the surface
can be estimated with phenomenological models.
The Wenzel [57,58] and Cassie–Baxter [59,60] models, for instance, are expected to be accurate
when the drops are much larger than the surface defects [1]. Other wettability metrics include contact
line curvature, which can be linked nonlinearly to the contact angles depending on the level of
heterogeneity of the surface [61]; interface sensing, which uses the local number density to define the
liquid–vapor interfaces [55,62]; and adsorption energy [63]. The wettability can also be quantified
thermodynamically via the Young equation or its derived forms [53,54,64,65].
An issue that is omnipresent in molecular simulation studies is the inherent limitations in terms of
the size and time scales that can be accessed with currently available computing resources. Researchers
have been studying the contact angles of model fluids on surfaces for over 40 years [66], with the
increase in computational power allowing for ever larger and more complex systems. Notwithstanding,
we are still far away from being able to consider the full thermodynamic (macroscopic) limit. If one
recognizes that the wettability can be modelled by averaging out small atomistic details of the surface
and the interactions, then a coarse-grained (CG) formulation is sufficient to describe quantitatively
fluid and solid–fluid behavior [55,63]. The use of CG models can significantly save computational
power and invites further investigations into much larger and complex systems.
In this work, we focused on examining the wetting over surfaces that appear in petroleum
reservoir settings. A CG representation was used to construct a solid with the topology, which is
reminiscent of a carbonate rock, as suggested by AFM. We propose a simple parametric model that
allows the creation of a surrogate surface model, which can be tuned from a molecularly flat to a
“spiky” surface. We further employed these model surfaces to determine, through MD, the contact
angle of a droplet of fluid placed upon it. The aim of this contribution was to provide a quantitative
assessment on how the fluid contact angles formed on the surrogate surfaces are correlated to the
surface roughness for plausible perturbations on a nanometer scale.
2. Methodology
2.1. Ketton Sample
Ketton rock, obtained from the Ketton quarry in Rutland, England, is a middle Jurassic oolithic
carbonate rock consisting of round grains (ooids and peloids) ranging from 100 µm to 1 mm in
diameter [67,68]. Oolites are marine sediments, which form during evaporation of the sea. The dissolved
carbonate in the seawater starts to precipitate along nuclei. Concentric growth and continued movement
of the particles before deposition leads to the round shape of the grains [69]. Correspondingly,
the investigated surfaces within the rock may be facets resulting from both the initial growth and
mechanical or chemical modifications afterward. Due to the simple macroscopic pore structure, this
rock type is often used for multiphase flow studies, such as CO2 injection or oil recovery in conjunction
with micro computed tomography (µCT) imaging [8,31,70–72].
In addition to the macroscopic structure, Ketton ooids also exhibit microporosity (amounting
to some 40% of the pore volume) within their micritic (<30 µm in crystal size) matrix. Ketton rock
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consists predominantly of calcite (99.1%) with minor quartz (0.9%) components [70]. Calcite (CaCO3)
is trigonal (crystal system) and hexagonal scalenohedral (3 m) (crystal class) and has perfect cleavage
on {1011} in three directions with an angle of 74◦55′. The hardness of the mineral is 3 on the Mohs
hardness scale [73].
Our Ketton samples were cut into a cylindrical sections 20 mm in height and 5 mm in diameter.
The AFM scans were taken from inside a pore to capture the original surface as it appears within the
ground; hence, the sample was not cleaved, and no fresh surface was exposed.
2.2. AFM Imaging
The surface topology of Ketton was measured at the nanoscale using atomic force microscopy
(Nanoscope Catalyst, JPK Instruments, Berlin, Germany) in Quantitative ImagingTM (QITM-mode).
The corresponding analyses were conducted via NANOSENSORS PPP-NCHAuD probes with a
nominal force constant of 42 N·m−1, a nominal resonance frequency of 330 kHz, and tip height up to
15 µm and tip radius ≤10 nm. Each AFM analysis was performed over a 483 nm × 483 nm area.
The cut Ketton samples were first cleaned with isopropanol before being scanned under the
ambient atmosphere. For the measurement, the tip was moved into an open pore, to capture the
original structure of the internal surface, not affected by drilling. The first image was taken along a
50 µm × 50 µm area and then gradually zoomed to a 483 nm × 483 nm area focusing on spots parallel
to the x-y plane of the AFM head to avoid imaging artefacts caused by the micro-scale roughness.
The tip was moved along the x-axis (fast axis) and scanned line by line along the y axis (slow axis).
In general, the fast axis is considered more accurate as thermal drift is more likely to affect the slow
axis. We removed the tilt of the initial topography by applying a second-order numerical correction,
and the final AFM image of Ketton with a resolution of 512 × 512 pixels is shown in Figure 1a.
This image has a pixel size of 0.943 nm in the x-y plane, and the vertical topography in the z-axis
is stored as a 512 × 512 matrix. We performed 2-D interpolation twice on these data to generate a
2048 × 2048 matrix, giving a neighbor-point-distance of 0.236 nm. The corresponding topographic
map is shown in Figure 1b, where the color bar represents the elevation of the data points in the z-axis.
Given that MD simulations typically only run at up to 100-nm-length scale, a small region on top of
a grain was chosen for the MD modelling. The selected region covers 96 × 96 interpolated pixels,
corresponding to a field of 22.7 nm × 22.7 nm, and is labeled by “A” in Figure 1b. A zoomed-in version
of this region is provided in Figure 1c.
It should be noted at this point that the “true” resolution may be (significantly) lower than the
grid size of the model. However, the focus of these measurements were not to obtain an atomistic
resolution as such but rather to probe the extent of the surface roughness in terms of both the vertical
and lateral topologies.
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Figure 1. (a) 512 × 512 pixel AFM scan of the Ketton carbonate sample with a pixel size of 0.943 nm; 
(b) shows a heatmap of the scan (a) interpolated twice into 2048 × 2048 grid cells or interpolated pixels, 
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Figure 1. (a) 512 × 512 pixel AFM scan of the tt rbonate sample with a pixel size of 0.943 nm;
(b) shows a heatmap of the scan (a) interpolated t ice into 2048 × 2048 grid cells or interpolated pixels,
each grid cell has a side length of 0.236 nm; (c) is a zoomed version of region A. Region A contains
96 × 96 interpolated pixels, translating to an area of 22.656 nm × 22.656 nm. The color bar represents
the elevation in nm in the z-axis.
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2.3. Surface Molecular Models
We constructed a model surface using spherical beads of diameter σ = 0.33 nm, initially arranged
on an FCC lattice to create a square-based slab exposing the {001} plane, as indicated in Figure 2a.
Beads were then removed from the top surface to match the topology of the selected region of the
Ketton sample shown in Figure 1c. Figure 2b shows the resulting model surface; here, the color bar
indicates the elevation of individual beads.
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Figure 2. Construction of t e s rface model with natural Kett n topography. (a) Illustrates how the
beads are arranged into a surface with a face-centered cubic (FCC) structure over a 6 × 6 grid. The top
image shows the arrangement viewing from the top of the surface, and a side view of the unit cell is
placed below. The diameter of all beads is 0.33 nm. (b) Model surface constructed over the 96 × 96
selected grids; the elevation at each grid point is based on AFM measurements, given in Figure 1c.
The color of the beads indicates their elevations in the z-direction.
To analyze the natural roughness, we computed a Fourier transform on the horizontal (x), vertical
(y), and diagonal section of the AFM data shown in Figure 1c to obtain the frequency distribution
of the spatial oscillation period in each dimension and determine the corresponding most frequent
oscill tion period. The computation (see Supplementary Material) i dic ted th t the main spatial
oscillatio s of the interfaces are characterized by an amplitude of 4 nm, nd a wavelength (Λ) of
7.55 nm, equivalent to 32 grid lengths or interpolated pixel lengths, in the diagonal direction and
around 5.66 nm (24 grid lengths) in the x- or y-direction. We constructed a series of surrogate sinusoidal
surfaces of a 4-nm amplitude with wavelengths ranging from 1.416 (6 grid lengths) to 22.656 nm
(96 grid lengths). Additionally, we considered the limiting case of Λ→∞, which corresponds to a
flat surface. Examples of the sinusoidal surfaces are shown in Figure 3, with others depicted in the
Supplementary Material.
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where r is the inter-bead distance; ε is the energy scale of the potential, which coincides with the
minimum potential well depth; σ is the length scale of the potential, which corresponds to the
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intermolecular distance where the potential is zero, a measure of the bead diameter; and λ is the
repulsive exponent, which modulates the overall range of the potential. In a general Mie force field,
the attractive exponent (fixed here to 6) may also be varied. However, it can be shown that there is a
level of conformality in the Mie potential that makes this specification non-essential [74].
The parameterization of the potential is carried out by fitting an analytical equation of state [75],
the statistical associating fluid theory (SAFT), to experimental thermophysical properties, such as
the vapor pressure, surface tension, and saturated liquid density [76–78]. The advantage of the
SAFT methodology over other plausible CG procedures is the direct correspondence between the
intermolecular potential and the underlying representation of the Helmholtz free energy [79,80].
This connection facilitates the direct estimation of effective force field parameters by fitting the resulting
equation of state to a wide a range of thermophysical properties without the need to perform extensive
simulations. To date, the SAFT force field has been used successfully in the prediction of the behavior of
crude oils in bulk [81,82] and confined reservoirs [83], high pressure oil/water interfacial tensions [84],
adsorption [85], and the wetting behavior of surfactant solutions on surfaces [56,86], amongst others.
With no prejudice, we chose a parametrization that reflects the thermophysical properties of
n-decane. However, the results can be trivially scaled to other fluids. The CG model of n-decane
takes the form of a chain consisting of m = 3 tangentially bonded beads. Table 2 summarizes
the intermolecular [82] and intramolecular (bond stretching and angle bending) parameters [87].
Additionally, also given in Table 2 are the fluid–solid cross interaction parameters, arbitrarily taken in
this case to provide a contact angle of the fluid on the flat surface of around 90◦, i.e., neutrally wetting
conditions. In this CG model, the fluid–solid interaction parameters can be tuned to closely represent
realistic molecular chemistries [88,89]. We note that whether or not our choice of fluid–solid interaction
parameters resemble those between n-decane and a real mineral surface is out of the scope of this study.
Among individual solid beads, there is no need to specify interactions, as all solid beads are frozen
in their respective positions during simulations. Each solid surface is constructed in a way that the
elevation is greater than the cut-off of the fluid–solid interaction, which was set at 2 nm. As a result,
no fluid molecules interact beyond the bottom of the solid.
Table 2. SAFT CG force field parameters for fluid–fluid and solid–fluid interactions, kB is
Boltzmann’s constant.
Intermolecular Parameters
Interaction σ/nm (ε/kB)/K λ m
fluid–fluid 0.4584 415.19 20.92 3
fluid–solid 0.3957 125 15.70 1
Intramolecular Parameters
Component kangle/(kJ·mol−1·rad−2) θ0 kbond/(kJ·mol−1·nm−2) r0/nm
fluid 22.18 157.6◦ 6309.5 0.4584
We carried out MD simulations using GROMACS 2018 [90]. Initializing the simulations, a fixed
number of fluid molecules were arranged in a cubic geometry in the middle of the simulation box.
The solid surface (the surface with Ketton topography in Figure 2b or one of the eight sinusoidal
surfaces detailed in Table 1) was placed at the bottom of the box. The lateral (x and y) dimensions of
the surfaces were 22.656 nm × 22.656 nm in all cases. A wall (one bead thick) was placed at the top of
the simulation box (illustrated in Figure 4) to prevent the escape of fluid molecules. The fluid-barrier
potential was modelled explicitly using an effective pseudo hard wall potential [91], which has no
influence on the fluid–solid interactions. Note that the hard wall was positioned 2 nm below the top of
the box to ensure there were no interactions between the wall and the surface replica, since periodic
boundary conditions are present in all three Cartesian directions. We chose a long cut-off distance
(2 nm) to eliminate the need for long-range corrections of the pressure and energy. Upon setting up the
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simulation box, the system was run for 2.5 ns with a 5-fs time step in the canonical (NVT) ensemble at a
temperature of 298.15 K, controlled by the Nosé-Hoover thermostat using a 2-ps time constant. During
the simulation, the fluid gradually forms a spherical drop and spontaneously moves towards and then
contacts the surface. No gravity or external forces are employed; the adsorption on the surface is a
consequence of free energy minimization. A further 5 ns of simulation was carried out to ensure the
system had reached equilibrium, indicated by the flattening of the potential energy curves. The liquid
n-decane drop was in equilibrium with coexisting vapor, but at the temperature studied, the vapor
pressure was only about 7800 Pa and the number and effect of the vapor-phase molecules on the liquid
droplet were negligible. Figure 4 illustrates the geometry of the simulation box and an equilibrium
configuration in the case of a flat surface.
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Figure 4. Simulation box set-up (blue) where a flat surface structure SS_0 is used as an example.
n-decane molecules (yellow) are initially placed in a cubic arrangement (not shown) in the middle
of the simulation box, between the solid surface structure (red) and the top repulsive barrier (green).
During the simulation, the fluid forms a drop and adsorbs on the surface, equilibrating in the form of a
droplet. The surface thickness and the space above the barrier is designed to be greater than the 2-nm
potential cut-off to prevent interactions between periodic images.
2.5. Computation of the Apparent Contact Angles
We used the apparent contact angle formed between the fluid droplet and surface as the metric
to assess wetting. To compute the contact angle, from each system setting, we considered the fluid
particle locations from 100 simulation frames. The simulation box was divided into 80 × 80 × 80
volume elements (voxels of 0.283 nm side length), and the particle density in each of these voxels was
calculated. The voxel grid forms a three-dimensional image of the particle density integrated over
the selected simulation frames. To reduce noise, this image was smoothed using a Gaussian image
filter. Afterward, the voxels that contained more than a threshold fluid-particle density were identified
as being fluid filled. The threshold was set at 5 molecules per nm3 based on visual inspection of the
resulting fluid boundary. Noise in the data sometimes led to isolated fluid-filled voxels, which were
removed by applying a median filter.
After segmenting and cleaning the fluid density image, a spherical cap was fitted to the liquid–vapor
interface by minimizing the squared error between the spherical volume to the segmented droplet
volume employing a MATLAB [92] script. Near the solid interface, the droplet’s shape locally deviated
from a sphere. As these local deviations were found to disturb the fitting of the global droplet shape,
fluid voxels near the solid surface (<2 voxels distance) were not taken into account for the least-squares
algorithm. An example output of the fitting procedure is shown in Figure 5 for the example of the
model surface with natural roughness, SS_E. The apparent contact angle was determined by computing
the angle between the fitted spherical cap and an effective flat surface, which averaged out the rugosity.
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Another wetting metric that can be obtained here includes the curvature, which is given by the inverse
of the radius of the fitted spherical cap. Alternative procedures for evaluating the contact angles have
been presented before in the literature [55,62,93,94].
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box into 80 80 80 cube voxels and classifying the voxels with more than 5 fluid particles per nm3 as
fluid filled. A Gaussian filter is used to smooth the image and a median filter is applied to remove the
isolated fluid voxels. The contact angle is measured within the fluid phase, between the fitted sphere
and the effective flat surface.
3. Results and Discussion
3.1. System Size Effect
The dependence of the computed contact angle and curvature on the size of the droplet was
tested by considering six scenarios with 500, 1000, 2500, 5000, 10,000, and 50,000 fluid molecules in the
simulation. Figure 6 shows how the contact angle and curvature change with respect to the number of
fluid molecules simulated.
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As the droplet size grows, the contact angle initially declines rapidly and appears to reach a
plateau, behavior which is attributed to the decreasing importance of the curvature of the contact
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line [55,95]. An analysis of the line tension effect shows that when the droplet contains 5000 or more
fluid molecules, the effect becomes irrelevant. The line tension was calculated using the modified
Young–Dupré equation in Bresme and Oettel’s work [96], corresponding to +4.2 pN, in line with
literature data [53] that suggest that, at nanometer-length scales, an integration over the van der Waals
interfacial potential gives rise to a mesoscale contribution between 1 and 100 pN. For systems with less
than 5000 molecules, the line tension computed is large, up to 10−9 N, an order of magnitude exceeding
theoretical expectations [53]; this is likely caused by the error of the spherical fitting process during
the contact angle computations. To mitigate the effects mentioned, we chose to use 5000 molecules
(15,000 beads) in the fluid droplet in the rest of this work as exceeding this value would result in very
little change in the computed contact angles but a large increase in computational effort, which scales
as O(N) to O(N2). Our observations are in line with a recent report by Khan and Singh [37], who
studied by MD the crossover behavior of a water droplet from the Wenzel state to the Cassie state with
a varying pillar height and surface fraction. They found that the contact angle of the droplet becomes
constant beyond 5000 water molecules.
Another factor investigated was the number of frames extracted from the simulation trajectory for
the purposes of computing the contact angle and curvature at equilibrium. Details of these studies are
provided in the Supplementary Material, which details how the ensemble statistics affect the average
contact angle or curvature. For subsequent wettability assessments, 100 equilibrium frames were used
for computation in each scenario.
3.2. Contact Angle and Curvature Distribution
The apparent contact angles and its curvatures of the model fluid droplet on various sinusoidal
surfaces were computed and compared to the case where the fluid was placed on the solid surface
having the natural Ketton topology, i.e., SS_E. For each scenario, three simulations with slightly
different initial configurations were performed, where the fluid was placed above the surface at three
different random locations, resulting in different landing positions.
In Figure 7, the contact angle and curvature formed on the surface with Ketton topology with
the results on the sinusoidal surfaces are compared. It is observed that the wetting is closest to cases
SS_3 and SS_4, which have wavelengths of 7.553 and 5.664 nm, respectively, and are most similar to
the Ketton surface. Therefore, it is possible to build a surrogate sinusoidal surface that exhibits very
similar nanoscale wetting behavior as a surface having a natural roughness once the amplitude and
the wavelengths of the natural roughness are known.
The contact angle and curvature results in Figure 7 suggest that when a surface is exceptionally
jagged (SS_8 and SS_16) or perfectly flat (SS_0), placing the fluid at different locations results in almost
no contact angle differences. On the other hand, in surfaces with a moderate wavelength, placing the
fluid drop at different locations results in significantly different average droplet contact angles, up to a
41% span, and curvatures, up to an 8% difference. The discrepancies of the wetting over surface types
of a moderate wavelength are presumably associated with the particulars of the pinning of the contact
line, which is attributed to the topology of the rough surfaces, inducing a droplet shape distorted from
the hemisphere. The pinning effect might be mitigated by running longer simulations, and while
the equilibration time was extended to 15 ns for these cases, no apparent change on the results were
observed. Given the size of the system, it seems to be unfeasible to run even longer simulations that
have a significant impact on the results. Nevertheless, the results are consistent with other simulation
studies, where the nanoscopic surface roughness was compared to a smooth surface [24,25,27], and it
was found that the apparent contact angle, when it is larger than 90◦, increases with the roughness.
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Figure 7. Contact angles and curvatures of the fluid droplet formed over model surfaces. The surfaces
that are tested include eight surfaces of various sinusoidal wavelengths (Table 1) and one surface
having the roughness of a Ketton rock. Three simulations were performed over each type of surface in
which the droplet lands at different (x, y) locations on the surface. The (a) average contact angle and
(b) curvature for each sinusoidal surface are plotted with black dots; the uncertainty associated with
the data points are indicated with black error bars. These data points are benchmarked against the case
when the surface topology resembles that of the Ketton surface, which is shown in orange squares and
labeled with SS_E. The corresponding error span is also plotted in orange. Dashed lines are used to
guide the eye.
We investigated the contact angle span (uncertainty) by plotting it against the droplet to surface
scale ratio in Figure 8. The surface scale was measured from the highest point of a sinusoidal surface
to the bottom of its sinusoidal feature, i.e., the amplitude, which was fixed at 4 nm. The scale of the
droplet was defined as the distance from the center of the fitted sphere (shown as the mashed sphere in
Figure 5) to the bottom of the sinusoidal feature of the surface. As can be seen in Figure 8, the contact
angle variation first increases then reduces, following a Gaussian curve. Hence, one may argue that
the effect could be eliminated when the scale of the fluid drop is 2.5–3 times greater than the scale of
the surface feature. Therefore, if a much larger fluid drop is used, say 10 times greater than the current
droplet, the error bars may be reduced significantly.
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Figure 8. Contact angle distribution as a function of the droplet to surface scale ratio. The results
correspond to eight surfaces of various sinusoidal wavelengths, which are plotted with black dots. The
span over the surface with Ketton roughness is shown in the orange square. These data points are fit to
a Gaussian function (dashed lines), which is drawn as a guide to the eye.
A surprising aspect of the results is the very significant change in the local wetting characteristics
due to the surface rugosity. While a contact angle of 97◦ is characteristic of this fluid–solid combination
on a flat surface, increasing the rugosity increases monotonically the perceived contact angle. For very
spiked surfaces, the value reaches the limits of fluid-fobicity (ca. 160◦), as shown in Figure 9a,
a longitudinal section of the equilibrated drop. The system is exemplary of the Cassie–Baxter model,
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where the fluid does not wet the surface, leaving a space in the bottom of the sinusoidal features.
The equation for the Cassie–Baxter apparent contact angle (θ∗), when fluid vapor is trapped under the
liquid drop, can be written as follows [97]:
γ cos θ∗ = Φ (γVS − γLS) − (1−Φ) γ, (3)
where γ is the liquid/vapor surface tension, γαβ is the vapor/solid and liquid/solid interfacial tensions,
Φ is the fraction of solid trapped under the drop while the vapor fraction is 1−Φ. Substituting the





cos θ∗ = Φ(cos θ0 + 1) − 1, (5)
where θ0 is the equilibrium contact angle formed on a flat surface. Over a less rugose surface, i.e.,
Figure 9b, gaps are filled by fluid molecules, and a vapor phase exists between sine asperities. Φ is
large in this case, making θ∗ greater than θ0 as observed from Table 1. The range from SS_8 to SS_16
corresponds to the so-called capillary drying effect, where the contact angle increases significantly
relative to the angle obtained with the flat surface. The contact angle of the realistic surface (SS_E) is
120◦, which is well captured by the surrogate surfaces SS_3 and SS_4. Figure 9c,d display the section of
equilibrated fluid on SS_4 and SS_E surfaces, respectively, where the fluid has filled the surface gaps
and the system seems to be entering the Wenzel state.
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wavelengths (Λ) of (a) 1.416, (b) 2.382, and (c) 5.664 nm, and (d) the surface with Ketton topography. 
The different fluid configurations indicate a transition from the Cassie–Baxter state to the Wenzel 
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Figure 9. Longitudinal section of an equilibrated configuration showing how the fluid fills the gaps
between asperities on surfaces. Presented surfaces include the sinusoidal surrogates with wavelengths
(Λ) of (a) 1.416, (b) 2.382, and (c) 5.664 nm, and (d) the surface with Ketton topography. The different
fluid configurations indicate a transition from the Cassie–Baxter state to the Wenzel state. The color of
the beads indicates their elevations (in nm) in the z-direction.
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The Wenzel model, given in Equation (6), predicts the contact angle of the fluid in this work to
grow as the roughness factor R increases:
cos θ∗ = R cos θ0. (6)
However, the Wenzel assumption is not always satisfied, particularly when the roughness is
large, as R cos θ0 could exceed the [−1, 1] boundary [1]. In particular, for a very large roughness,
the lateral confinement might play a role, by preventing the complete filling of the porous structure
due to geometrical considerations connected to the molecular size. In this case, we expect deviations
between the simulated contact angles and the predictions of Wenzel equation. Indeed, we show in
Figure 10 that the contact angle deviates from Wenzel’s prediction as early as SS_3, using the simulated
contact angle value of 97◦, corresponding to the flat surface SS_0 as θ0. The jumps on the simulated
contact angle (SS_2 to SS_3 and SS_8 to SS_16) underline the lack of a smooth dependence of the contact
angle on the surface roughness.
Figure 10 shows the system no longer follows Wenzel’s prediction as early as SS_3 using the
simulated contact angle value of 97◦, on the flat surface SS_0 as θ0.
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4. Conclusions 
Here, we presented a methodology for systematically studying the effects of nanoscale 
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stress that the point here is not the atomistic detail, which is not being accessed, but the fact that the 
features of the surface are characterized by amplitudes and wavelengths of a few nm. The proposed 
model differs from other proposals [99–101], where pillared structures were employed to describe 
the wetting states and/or the superhydrophobic surfaces. In these latter descriptions, sharp corners 
and edges presumably have an overpowering effect on the resulting local fluid structure. Clearly, 
other simple periodic geometries [102] might be used instead of the one proposed here with similar 
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re iction of the Wenzel model (Equation (6)) using the modeled contact angle on the flat surface SS_0
as the equilibri m contact angle θ0. Lines co necting the data points are used to gui e to the ye.
The transition of the fluid configuration over SS_8 to SS_4 is consistent with the conclusion
drawn by Yaghoubi and Foroutan [40], who found that the wettability of the nanodroplets over the
groove-patterned surface increases if the depth of the grooves remains the same while their width
increases. The variation in the contact angle due to rugosity suggests that, at least partially, the spread of
the contact angle over 90◦ often seen in micro-CT experiments within Ketton rock for different fluids [98]
can be attributed to the natural heterogeneities present in natural surfaces down to the nanoscale.
4. Conclusions
Here, we presented a methodology for systematically studying the effects of nanoscale topography
with MD m dels, which are useful for measuring the nanoscale wettability. We suggest that one can
build a surrogate sinusoidal surface that exhibits very similar nanoscale wetting behavior as a surface
having a natural roughness. The use of AFM measurements allowed us to consider a baseline with a
plausible rugosity that one would expect to see in a real rock sample. We stress that the point here is
not the atomistic detail, which is not being accessed, but the fact that the features of the surface are
characterized by amplitudes and wavelengths of a few nm. The proposed model differs from other
proposals [99–101], where pillared structures were employed to describe the wetting states and/or
the superhydrophobic surfaces. In these latter descriptions, sharp corners and edges presumably
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have an overpowering effect on the resulting local fluid structure. Clearly, other simple periodic
geometries [102] might be used instead of the one proposed here with similar success. In any case,
the proposed model can then be exploited for systematic sensitivity analysis, employed for further
upscaling [103] or to provide for an in silico platform for testing advanced theories of wetting [64,104].
More importantly, it can be employed as a test system to understand outstanding inconsistencies
between theories and simulations (and even resolving contradictions amongst simulations results), as
pointed out by Svoboda et al. [105].
Finally, it is worth noting that although we did not specify a particular surface chemistry for
the natural surface, it is possible to adjust the surface–fluid interactions based on reference contact
angle information, should such information be available. For instance, the reported [83] macroscopic
contact angle between n-decane and shale rocks is 22◦, which can be attained by employing a stronger
solid–fluid interaction. Once the surface is defined and built in a simulation box, coarse-grained
molecular dynamics simulations (or Monte Carlo procedures [106]) allow for quantitative simulation
of realistic systems.
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