although they were lacking in biophysical realism. The present model is different because it contains biologibelow which it is silent. The linear slope and the threshcally relevant nonlinearities. Furthermore, it is based on old vary from neuron to neuron. a relatively long synaptic time constant of 100 ms and Second, persistence is not perfect, even in a wellis therefore more robust than previous models, other tuned model. There is some drift of neural activity with things being equal. These points are explained more time, which leads to drift in eye position during fixation.
fully neurons, which interact with each other by recurrent Third, the persistence of neural activity degrades excitatory synapses. They also receive feedforward inwhen synaptic strengths are mistuned, neurons are deput from three neurons. The vestibular input neuron is stroyed, or the strength of feedback is otherwise pertonically active at a constant rate, simulating the backturbed. This qualitatively reproduces the experimental ground activity present in vestibular afferents when the results of pharmacological inactivation of the integrator, head is stationary. The excitatory and inhibitory burst in which persistence degrades with the extent of inactineurons are normally silent, except for occasional brief vation (Cannon and Robinson, 1987; Pastor et al., 1994) .
bursts of action potentials that cause saccadic eye It also suggests that the changes in fixation performance movements. observed after visual-vestibular adaptation are due to Our choice of 15 integrator neurons in the model is changes in the strength of feedback in the integrator comparable to estimates of 25-40 neurons in the gold- (Tiliket et al., 1994) . fish oculomotor integrator (Pastor et al., 1994) . Our Both intrinsic and synaptic conductances of the neumethods could also be used to construct models of rons are modeled in a biophysically plausible way. The the integrator with larger numbers of neurons, to be model neurons fire action potentials repetitively in reconsistent with the estimated sizes of mammalian intesponse to applied current, at a rate that is an approximately threshold linear function of the current (Shriki grators. More remarkably, the transient stimulation has a persistent governing these intrinsic conductances are described in the Experimental Procedures and Appendix. The model effect: the firing rates immediately after a burst are different than they were before, and these new rates persist neuron has a threshold linear relationship between firing rate and applied current, resembling real integrator neu-until the next burst a second later. This persistence is not caused by feedforward synap-rons measured in vitro (Serafin et al., 1991; du Lac and Lisberger, 1995; Wang et al., 1998, Soc. Neurosci., ab-tic input. Since the burst synapses are fast, burst input quickly decays back to zero after the burst. Furthermore, stract).
Synaptic transmission is modeled with the simplifying the vestibular input never changes: it is the same both before and after the burst. Therefore, the persistence is assumption that a presynaptic spike train produces the same fraction of open receptors at every postsynaptic the result of recurrent synaptic excitation of the integrator neurons. target. This fraction, called the synaptic activation, is incremented by each presynaptic action potential and During each interburst interval, there is a persistent pattern of activity distributed across the population of decays exponentially with some time constant. There are two classes of synapses in our simulations, slow integrator neurons, as shown in Figure 3B . In most intervals, the activity pattern consists of both active and (100 ms) and fast (5 ms). The recurrent and vestibular synapses are slow and show temporal summation as in inactive neurons. But in the first interval all neurons are inactive, and in the fourth interval all neurons are active. Figure 2A . The excitatory and inhibitory burst synapses are fast. Saturation nonlinearity was also included in the Within the subset of active neurons, the firing rates are heterogeneous, rather than uniform. synaptic model (see Figure 2B ). Whether such saturation exists in biological integrator synapses is not yet known, In the oculomotor system, the integrator and burst neurons drive extraocular motor neurons, which in turn but similar saturation effects have been observed in other types of synapses throughout the nervous system. 
Tuning of Synaptic Strengths
The reduced model was further simplified by con-The persistent neural activity evident in Figure 3 is not straining the recurrent synaptic weight matrix to be of a generic property of the recurrent network architecture the outer product form. Such structure emerges spontaused here. Rather, it arose from a careful design process neously from Hebbian synaptic plasticity in associative in which the strength of feedback was precisely tuned. memory models (Hopfield, 1982). Related learning rules First, the spiking, conductance-based model was aphave also been proposed for the integrator (Arnold and proximated by a reduced model that dispenses with the Robinson, 1991, 1992, 1997; Seung, 1997, Soc. Neudynamics of action potential generation (see Equation rosci., abstract; Xie and Seung, 2000) and could provide 14 in the Experimental Procedures). The reduced model a way for approximate outer product structure to arise is formally similar to the "neural network equations" spontaneously in biological integrators. popular in brain modeling and computer science (Wilson With the outer product constraint, tuning the strength and Cowan, 1972; Hopfield and Tank, 1986; Grossberg, of feedback becomes equivalent to a problem in func-1988) but possesses a precise biophysical interpretation tion approximation. This is described mathematically in by virtue of its derivation from the conductance-based the Experimental Procedures (Equation 18) and demodel using an averaging method similar to those intropicted graphically in Figure 4 . Each curve in Figure 4A duced previously (Ermentrout, 1998b) . Intuitively, the is a copy of the saturating response function at the reduction is possible because slow recurrent synapses bottom of Figure 2B and represents the contribution of filter the neural spike trains, making possible a smooth, a neuron to the feedback in the network. The threshold nonspiking description of network dynamics (Rinzel and and scale of each curve are controlled by the strengths Frankel, 1992; Ermentrout, 1994). of recurrent and vestibular synapses connected to the In many traditional neural network models, the nonlincorresponding neuron. These parameters have been adearity of neural response is summarized by a single justed so that the sum of all these curves approximates sigmoidal function, the precise form of which is a matter a straight line with unity slope, which is the condition of convention. In contrast, the reduced model used here for persistence through tuned feedback. The quality of relies on two response functions, both of which are the approximation is depicted in Figure 4B . The nth calculated from the dynamics of action potential generacurve from the bottom is the cumulative sum of the tion in the conductance-based model. One response function is essentially the firing rate as a function of curves in Figure 4A with the n leftmost thresholds. The . Each curve is the same function F as in Figure  2B , but horizontally scaled and translated by i and B i and vertically scaled by i . (B) Cumulative sums of the same curves, in order of increasing threshold. The envelope of these curves is a good approximation to a straight line with unity slope, which is the condition for tuning positive feedback. The variable Ê is the internal representation of eye position (see Experimental Procedures for definition). As it increases, linearity is achieved by recruiting more neurons to compensate for saturation. envelope of these curves is the full sum, which is a good above this threshold. This is consistent with single-unit recordings of integrator neurons, which usually have a approximation to the requisite straight line.
The approximation shown in Figure 4B yielded the threshold in the normal oculomotor range. The slope of the rate-position relationship, or the position sensitivity, synaptic strengths listed in Table 1 (Table 1) were transferred to the conductance-based model, numerical simulations Because of saturation, the amount of feedback contributed by a neuron becomes insufficient as its activity exhibited persistent activity, confirming the validity of the tuning procedure. The encoding of eye position in increases. In Figure 4B , this shortfall is compensated by recruitment of neurons that rise above threshold as neural activity was threshold linear, in accord with single-unit recordings of integrator neurons. eye position increases. Therefore, in a properly tuned network, a balance between recruitment and saturation keeps the amount of synaptic feedback sufficient to Saturation and Recruitment There are two types of nonlinearity in the reduced model, maintain persistent neural activity. But the function approximation of Figure 4B is still the threshold for action potential discharge and synaptic Equation 16 ). This continuous family can be idealized as a continuous grators, so our choice is tentative. The value of 100 ms could correspond, for example, to the time constant of dynamical attractor, a manifold of stable fixed points (Seung, 1996) . Strictly speaking, this is just an idealiza-the NMDA receptor. Interestingly, it has been reported that injections of APV, an NMDA receptor antagonist, tion, as both models contain only a finite number of fixed points at which the drift truly vanishes. The rest into the neural integrator cause deterioration of fixation performance in cats (Mettens et al., 1994a) . However, it of the persistent activity patterns are not truly fixed points but rather points at which drift is very slow (see is not clear from this experiment whether the affected NMDA receptors belong to recurrent synapses of the Figure 5C ). Based on considerations of structural stability, it can be argued that any recurrent network model integrator.
Whether cell is 5 or 100 ms has significant conse-with a continuous attractor must depend on precise tuning of synaptic feedback (Seung, 1996) . quences for the robustness of the network to mistuning of parameters. These consequences can be precisely Accordingly, corruption of synaptic strengths in either the ring model or the present model results in drift of quantified for a linear network as follows. To attain a network time constant net , the global strength of synap-both neural activity and the remembered variable (compare Figure 6 of this paper and Figure 5 of Zhang, 1996) . tic feedback (as quantified by the largest eigenvalue of the synaptic weight matrix) must be tuned to unity with This shows that both models depend on precise tuning of synaptic feedback. At first glance, the ring model may a precision of cell / net (Seung, 1996) . According to measurements of goldfish oculomotor fixation in the dark, not appear to require tuning, but in fact its ability to store a memory of a directional variable depends on the network time constant is typically greater than net ϭ 10 s (Mensh et al., 1997, Soc. Neurosci., abstract). If rotational symmetry of synaptic interactions. With such symmetry, the model is able to maintain a persistent cell ϭ 5 ms, then the required precision is better than 1 part in 2000. If cell ϭ 100 ms, only 1 part in 100 is required. activity pattern centered around any direction on the ring, in the absence of any external signal containing Although this argument is strictly valid only for linear networks, it suggests that networks are generally more directional information. It is difficult to see how rotational symmetry could be realized in a biological neural net-robust to mistuning when cell is longer, other things being equal. As a result, the present model is more work without some mechanism for tuning synaptic strengths. robust than the linear network models of Robinson and collaborators, for the most part (some of the subtleties Dealing with the problem of tuning is the greatest challenge facing network models based on continuous involved in this kind of comparison are discussed by Seung, 1996) . Nevertheless, the present model is still attractors. The tuning procedure followed here is convenient but artificial. It could potentially be replaced by sensitive to perturbations, as shown in Figures 6 and 7 , and so may not be as robust as biological integrators.
adaptive mechanisms of synaptic plasticity that enable the network to tune itself based on visual or other types Therefore, it seems important to look for mechanisms of synaptic plasticity that could improve robustness by of error signals (Arnold and Robinson, 1992, 1997; Seung, 1997, Soc. Neurosci., abstract; Xie and Seung, maintaining tuning. 2000).
Continuous Attractors Procedures
The present model has a number of similarities to the Synaptic feedback has been hypothesized to be the mechanism of ring model, a recurrent network that is able to store a simplification is traditional in neural network models, the range of synaptic time constant syn,ij for each synapse from neuron j to i. However, we assumed that every synapse from neuron j has the its validity has not been clear. Furthermore, the model neurons are assumed to be perfectly linear elements. This lends mathematical same time constant, syn,ij ϭ syn,j for all i. It follows that s ij ϭ s j for all i, since they are all driven by the same presynaptic voltage V j . tractability, at the cost of ignoring the threshold and saturation nonlinearities that are typical of most neurons. Here, we describe The synapse is gated by the presynaptic voltage V j through the sigmoid function: the methods used to design a conductance-based model of the integrator, which is more biophysically realistic than previous linear models.
(
(5) A gentler introduction to the methods described here is available in another paper about the dynamics of a single neuron with an Normally, this gating function is vanishingly small, but it approaches excitatory autapse (Seung et al., 2000) . The autapse model is simpler unity briefly whenever a presynaptic action potential drives the voltthan the present network model, because feedback is localized to age over the threshold s ϭ Ϫ20 mV. The parameter s ϭ 2 mV a single loop instead of distributed over a web of synaptic conneccontrols the sharpness of the voltage dependence. tions. The autapse model more simply illustrates the concept of Figure 2A illustrates the dynamics of synaptic summation in repersistence through tuned synaptic feedback, although it cannot sponse to stimulation by a train of action potentials. Each presynapreproduce the distributed neural codes that are observed in biologitic action potential causes a sharp rise in the synaptic activation s, cal integrators. The autapse model has the further limitation that it roughly as fast as the width of the action potential. This is followed relies on a nonsaturating synapse, whereas network models can by exponential decay with time constant syn ϭ 100 ms. Saturation work with either saturating or nonsaturating synapses (strongly satunonlinearity of the synapse is evident from the fact that the first rating synapses are used here). action potential causes a larger jump in s than later ones. This nonlinearity is due to the 1 Ϫ s factor on the right-hand side of . (1998, Soc. Neurosci., abstract) . This This means that all burst input is transient, decaying rapidly after choice was not critical; other model neurons in the literature with the burst is over. It is convenient to make the burst input fast, in similar linear behavior (Ermentrout, 1998a; Wang, 1998) Figure 1B) . The vestibular neuron where C m is the membrane capacitance. The right-hand side conwas tonically active at a constant rate of roughly 40 Hz, simulating tains a leak current I L , a voltage-dependent transient sodium current the background activity present in primary vestibular afferents when I Na , a delayed rectifier potassium current I K , and an A-type potassium the head is stationary. This tonic activity was produced by an applied current I A . The properties of these currents are described completely current of I app,0 ϭ 3 A/cm 2 . The burst neurons were silent most of in the Appendix. the time, except for occasional bursts of activity that stimulated If the synaptic current I syn is zero, and the applied current I app is saccadic eye movements. These bursts were produced by 50 ms held constant above a threshold value of 2.046 A/cm 2 , then the pulses of applied current, with magnitudes specified in the figure model neuron converges to repetitive firing at a frequency that is captions. approximately linear in applied current (Shriki et al., 1998, Soc. Neu- The synaptic activations of the integrator neurons are denoted rosci., abstract).
by s 1 ,...,s N ; those of the vestibular, excitatory burst, and inhibitory The synaptic current I syn,i in neuron i is the sum of excitatory and burst neurons are s 0 , s ϩ , and s Ϫ . The excitatory synaptic conducinhibitory contributions: tance of the ith integrator neuron is:
Here, g E,i denotes the sum total of excitatory synaptic conductances in neuron i, and g I,i is the sum total of inhibitory synaptic conducwhich is composed of recurrent excitation from other integrator tances. The voltages V E ϭ 0 and V I ϭ Ϫ70 mV are the reversal neurons, feedforward tonic excitation from the vestibular neuron, potentials of excitatory and inhibitory synapses, respectively. and feedforward burst excitation. The inhibitory synaptic conduc-Synaptic Transmission tance: As described above, the dynamics of intrinsic conductances generate action potentials in the model neuron. These action potentials g I,i ϭ W Ϫ s Ϫ (7) lead to synaptic transmission and the opening of synaptic receptors comes solely from the inhibitory burst neuron. in postsynaptic target neurons. The fraction of open channels at Since synaptic activations are dimensionless variables, the synapeach of the synapses made by neuron j on its targets is described tic weights have the dimensions of conductance. The weight W ij is by a single dimensionless variable s j called the synaptic activation, the maximal conductance of the synapse from neuron j to i, achieved which takes values in the range from zero to one. We modeled its only if all receptors are open (s j ϭ 1). The recurrent synaptic strengths dynamics as (Wang and Rinzel, 1992) :
are of the outer product form:
where the values of the parameters 1 ,..., N and 1 ,..., N are listed in  Strictly speaking, there should be a synaptic activation s ij and a  1992; Ermentrout, 1994, 1998b) Ϫ s(t; g E 
The vectors i , i , and B i for the integrator neurons in the network model. The neurons are listed in order of increasing threshold. The In words, f(g E ) is the time average of (V(t;g E )), weighted by units of i and B i are conductance (mS/cm 2 ), when i is dimen-1 Ϫ s(t;g E ). This definition differs from the unweighted average sionless.
Ͻ(V(t; g E ))Ͼ used in previous applications of the averaging method (Ermentrout, 1994 (Ermentrout, , 1998b . A theoretical justification for our use of the weighted average (Equation 10) is outside the scope of this paper. The empirical justification is simply that the weighted average Table 1 . These parameter values were found by an optimization gave superior results. When the synaptic strengths of the conducprocedure to be described later. tance-based model were tuned using a reduced model obtained Every integrator neuron receives feedforward excitation from the from the standard method of averaging, the persistence time of vestibular neuron. The strengths of the vestibular synapses are neural activity was poor. But tuning based on a reduced model specified in Table 1 in the form B i ϭ W i0 Ͻs 0 Ͼ, which is the time obtained from our nonstandard method was successful, as illusaverage of the vestibular contribution to the excitatory conductance trated by the results reported in this paper. Note that both versions in Equation 6. Like the recurrent synaptic connections, these were of the method of averaging give the same result in the limit as chosen using an optimization procedure to be described later. The syn → ∞, The standard method of averaging and the mean field approxi-The oculomotor integrator is a premotor area that projects to motor mation give the same fixed point equations for nonsaturating synneurons that drive the extraocular muscles. We modeled the transapses, but not for saturating synapses. formation performed by the motor neurons and the oculomotor plant
The shape of f is shown at the top of Figure 2B , and was found with a first-order linear differential equation (s 1 ,...,s N ) , and this figure is to regard the neuron as two devices cascaded in series. the pulse is provided by the burst neurons (s ϩ , s Ϫ ). The parameter
The first device consists of the intrinsic conductances. It transforms values ϩ ϭ 0.12 and Ϫ ϭ Ϫ0.07 were set by hand so that burst the excitatory synaptic conductance g E (Figure 2A, top) into a train inputs produced nearly perfect step changes in eye position. Note of action potentials V (Figure 2A, middle) . The second device is the that the j in Equation 9 are the same parameters that appear in synapse, which transforms the presynaptic action potentials into the outer product form (Equation 8) of the recurrent connections. the synaptic activation s (Figure 2A, bottom) . The prefactor of c ϭ 1000Њ was set to give an oculomotor range
The averaged equation of motion describes the transformation of 40Њ.
from g E to s directly, omitting the intermediate stage of the membrane potential V. Because the complex dynamics of intrinsic conductances have been neatly packaged into the function f, the dy-The Reduced Model An averaging method was applied to construct a nonspiking, re-namics of the reduced model (Equation 12) is quite simple. If g E is held constant in time, the synaptic activation s exponentially duced model from the conductance-based model. The method is similar to others that were proposed previously (Rinzel and Frankel, approaches:
changes slowly, the approximation E ≈ cÊ holds, so that the oculo- 
Hence, we tuned parameters to minimize the squared difference So the difference between the two sides of Equation 18 is proporbetween the two sides of Equation 18 over a range of values of Ê . tional to the drift dÊ /dt in the variable Ê . Each term in the sum is represented graphically in Figure 4A , and According to Equation 23, dÊ /dt vanishes at the zero crossings the cumulative sums are shown in Figure 4B . of the solid line in Figure 5C . These correspond to fixed points of The components of the vector i were chosen randomly from a the reduced model. The zero crossings with negative slope are uniform distribution in the interval (0.5,1.1) and rounded to four stable fixed points, as can be shown by a linear stability analysis decimal places. Thresholds i were chosen from 0 to 0.037 in steps of Equation 23. There is some clustering of the values of Ê around of 0.0025, and then a Gaussian noise with standard deviation 0.001 these stable fixed points in Figures 5C and 5D . The presence of was added. The biases were computed via B i ϭ 0.0368 Ϫ i / i and these fixed points should not be overemphasized. They are not in rounded to five decimal places. The i were determined by minimizthemselves important to the function of the integrator. Only low drift ing the squared difference between the two sides of the equation is important for fixation, and fixed points are just a side effect of at values of Ê from 0 to 0.038 in steps of 0.0001. The i were rounded the tuning required to make dÊ /dt small. to the values shown in Table 1 
. It was verified that all parameters
The existence of multiple stable fixed points is possible because i , i , and B i were nonnegative, in keeping with the assumption of of the nonlinearity of F in Equation 18. For a linear network, the excitatory connections. From i and i , the synaptic weight matrix relationship between dE/dt and E would be linear, so that only zero was constructed via W ij ϭ i j . The strengths of the vestibular synor one fixed point would be possible. In an optimally tuned network, apses W i0 ϭ B i /Ͻs 0 Ͼ were calculated from the bias B i . the number of stable fixed points presumably grows with the size The tuned values given in Table 1 are special, but not unique. of the network. There are other settings of parameters that give the network comparable persistence. Persistence does not require local tuning of each Rates versus Spikes and every synaptic strength to a unique value, but only that the The success of the tuning procedure in producing persistent activity strength of feedback be globally tuned.
shows that the reduced model is a very good approximation to the conductance-based model, but it is by no means perfect. For Neural Coding of Eye Position example, we have found (but do not report fully here) oscillatory The quantity Ê introduced in Equation 17 plays an important role in behaviors in the firing rates of the conductance-based model that the reduced model: it is the internal representation of eye position.
are not present in the reduced model. This discrepancy is a sign of This can be seen by substituting Equation 17 in Equation 9 to obtain: a breakdown in the method of averaging. It is well known that the method encounters problems when applied to systems in which E dE dt ϩ E ϭ cÊ .
natural frequencies are in whole-number ratios with each other, a phenomenon known as resonance (Sanders and Verhulst, 1985) . If the spiking vestibular input is removed and replaced by a constant This is valid during intersaccadic time intervals, when the terms in Equation 9 containing s ϩ and s Ϫ can be neglected. Provided that Ê bias term in the synaptic conductance of the integrator neurons, the oscillations become much weaker. This indicates that the main I A (V) ϭ g A a 3 ∞ b(V Ϫ V K ) (37) resonance in our simulations is between the integrator neurons and a ∞ (V) ϭ 1 exp[Ϫ(V ϩ 50)/20] ϩ 1 (38) the vestibular neuron. However, the oscillations do not vanish completely when the synchronous drive of the vestibular neuron is removed, so apparently there are also resonances between integrator b ∞ (V) ϭ 1 exp[(V ϩ 80)/6] ϩ 1 (39) neurons. It would be interesting to look for such effects in experimental measurements of integrator neural activity. db dt ϭ b ∞ (V) Ϫ b b (40) The method of averaging was applicable because of the slow synapses in the model. If the synapses are made faster while the size g A ϭ 20, b ϭ 20. of the network is fixed, the reduced model becomes an inaccurate
We used the fourth-order Runge-Kutta method with step size 0.01 approximation, so that the present tuning procedure breaks down, ms to integrate these equations, except in Figure 2B , where a step though other tuning procedures might be possible. The problem is size of 0.002 ms was used. With no synaptic or applied current, the mitigated if the number of neurons is increased, so that it becomes dynamical variables converge to a fixed point at V ϭ Ϫ68.3737, h ϭ possible to construct an accurate reduced model by averaging over 0.9820, n ϭ 0.0631, and b ϭ 0.1259. neurons instead of time (Shriki et al., 1998, Soc. Neurosci., abstract) .
Instantaneous rate functions were calculated from spike times In the present work, the spiking nature of neural activity does defined as the downward zero crossings of the membrane potential. not play a major role; the nonspiking, reduced model is a good
The rate between successive spikes at times t a and t aϩ1 was defined approximation to the spiking, conductance-based model. It should as 1/(t aϩ1 Ϫ t a ). In other words, the rate function was constant during be noted that there is a different conception of persistent activity each interspike interval. based on synchronous volleys of spikes circulating in a network, though it is not clear how to make such a "synfire theory" (Abeles, 1991) compatible with the experimental facts about neural coding
