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ABSTRACT 
Commutativity-preserving maps on the real space of all real symmetric or complex 
self-adjoint matrices are characterized. Related results are given for adjoint-preserving 
maps defined on all n x n matrices. These results are extended to infinite dimensions 
in the case of invertible maps. 
INTRODUCTION 
We propose to give extensions of the following result of Chan and Lim 
[3]: if Y is the linear space of all n X 12 symmetric matrices over the real 
field with n > 3, and if $I is a nonsingular linear operator on 9’ such that 
+(A)+(B) = $(B)+(A) whenever AB = BA, then there exist an orthogonal 
matrix U, a scalar c, and a linear functional f on 9 such that 
+(A) = cU-‘AU+ f(A)] 
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or all A E 9. (Here Z = I, denotes the n X n identity matrix.) This was 
generalized in [8] to arbitrary formally real fields, i.e., those fields in which 
- 1 is not a sum of squares. For the case of a complex field, one considers the 
real space of all n X n self-adjoint matrices; the conclusion is that either 9 
has the form exhibited above or 
+(A) = cV-‘AW+f(A)Z. 
How vital is the nonsingularity hypothesis in the Chan-Lim result? Of 
course, singular operators exist which preserve commutativity: just take a 
commutative subspace 9’r of 9, and let 9 be any linear map from Y into 
Y1. Thus a commutativity-preserving map can have rank < n. It can also 
have rank n2 - 1. For example, take +(A) = A - f( A)Z, where f is any 
linear functional with f(Z) = 1. In the first section of the present paper, we 
prove the somewhat surprising fact that these are the only possibilities for the 
rank, and, in fact, the Chan-Lim result holds if rank $I > n. Other related 
results are also given. In the second section we give an extension to the case 
of operators on an infinite-dimensional, real or complex Hilbert space. It is 
interesting that even in this case the proofs are linear-algebraic in character, 
and rely on very little analysis. 
Perhaps it should be mentioned that these results can be viewed in the 
context of Lie algebras, where one assumes that the linear map preserves zero 
products; the conclusion, then, is that the map “essentially” preserves all 
products. ,-J 
1. THE FINITE-DIMENSIONAL CASE 
Instead of the real field, we shall consider any formally real, real-closed 
field, i.e., those formally real fields which become algebraically closed upon 
adjoining a square root of - 1. (AU algebraic real numbers form an example. 
For properties of such fields see [S].) 
THEOREM 1. Let Y be the linear space of all n x n symmetric matrices 
over any formally real, real-closed field, n >, 3. Let + be a linear operator on 
9 which preserves commutativity. Then either ~(9) is commutative, or 
there exist an orthogonal matrix V, a linear functional f on 9, and a scalar c 
such that +(A) = cV’AV+ f(A)Z for all A in Y. 
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THEOREM 2. Let .Y be the real linear space of all n x n selfadjoint 
matrices over any algebraically closed complex field, n > 3. Let + be a linear 
operator on 9 which preserves commutativity. Then either +(sP)is commuta- 
tive, or there exist a unitary matrix U, a linear functional f on Y, and a 
scalar c such that + has one of the following forms: 
(i) +(A) = cU*AU+ f(A)Z for all A in 9’. 
(ii) @(A) = CU *A’U + f(A)Z for all A in 9’. 
Before giving the proofs of the above results we state one more theorem, 
which is an easy consequence of Theorem 2. 
THEOREM 3. Let &? be the linear space of all n x n matrices over an 
algebraically closed complex field. Let $I be an adjointpreserving, (complex-) 
linear operator on JU which also preserves commutativity for selfadjoint 
matrices. Then the conclusions of Theorem 2 hold with 9 replaced by J!. 
It is convenient to divide the proofs into the following lemmas, in which 
9’ and + are assumed to be as in Theorem 1 or Theorem 2. We also use the 
shorthand notation X w Y for XY = YX. Let 
Q= {AE9:$(A)++$(X)forahXE.9}. 
It is easily seen that %? is a linear space, Z E 9, and ker+ c V. 
LEMMA 1. Let A E V, and let p be any polynomial over (the underlying 
real or formally real field) R. Then p(A) E V. 
Proof. Let X E 9 and t E R be arbitrary. Since A + tX CJ p(A + tX), it 
follows, by hypothesis, that +(A + tX) ++ +(P(A + tX)). But +(A + tX) = 
(P(A)+ t+(X) and AEW, so that +(X)w$(p(A + tX)). We must show 
that $(X) c-) @(p(A)). Expand p(A + tX) as p(A) + tpl(A, X) 
+ . . . + t”p,JA, X), where the pi are some noncommutative polynomials in 
two variables. The fact that cp(X) commutes with 
+(P(A))+t+(p,(A,X))+ ..* +t”‘+(P,(A,X)) 
for t E R 1 (0) implies @(X) - $(p(A)) [and +(X) ++ $(pi(A, X)) for every 
i], because R’ is an infinite field. n 
LEMMAS. Suppose P is a nontrivial projection in V. Then PAP E %T for 
every A E 9’. 
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Proof. We can assume, without loss of generality, that 
p= 1 0 
[ I 
T 0 
0 0 
and PAP = o o . 
[ I 
In the following, all matrices are partitioned accordingly. 
(1) We first show that for arbitrary X (of the appropriate size), 
4; s)-+(!* :)* 
This is a consequence of the following commutativity relations: 
k :l+Lk& c+([i :l+LF* 3’ 
=[:, ;I+[:* :]“+[g :1; 
Q[:* r; -9 I ([ T x* 
because [ I I O E%; 0 0 
and thus 
(2) We next show that for arbitrary S = S *, 
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This requires some delicate manipulations. Observe that, for arbitrary V, 
[v’* ;]-[:* ;]‘=[‘;&-y* TV] 
implies 
cb[o’ ;I+@* ;]-q2+ow* v’1v]+G[,4 ;I> (*I
where X = TV. Since $I preserves commutativity, we have 
Also, by (1) above, 
Thus the relation ( * ) reduces to 
T 0 Now the right-hand side commutes with + o 
[ 1 o , since both 
do. Thus the left-hand side, L, does also. It follows from a result of Jacobson 
[4] that L is nilpotent. Since it is also skew-hermitian, it must be zero. Thus 
we have 
40’ sl-El* :I. 
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In particular W * can be any rank-one projection, so that, by linearity, 
for every S = S*. 
(3) It follows from the commutativity-preserving property of C$ again that 
for arbitrary W = W *. 
Now, combining (1) (2) and (3) we obtain 
LEMMA 3. If V contains a nonscalar matrix, then % = 9’. 
Proof. Let A be a nonscalar member of 59. By Lemma 1, $9 contains the 
spectral projections of A. By the hypothesis of real closure these projections 
are nontrivial. Pick such a projection P in % and assume, using the 
hypothesis that n >, 3, and replacing P by I - P if necessary, that rank P > 2. 
Let P, be any proper, nonzero subprojection of P. Then P, E 5% by Lemma 
2. Since I E %‘, the projections 
Pl? P,=P-P,, P,=Z-P 
are all in %, and P, + Pa + P3 = I. 
Now an arbitrary B E Y can be expressed as 
B= 5 (I-P,)B(Z-Pi)- tP$P,, 
i=l i=l 
and since Pi and I - Pi belong to ‘8, it follows from Lemma 2 again that 
B E V. Thus Y = %T, w 
Proof of Theorems 1 and 2. We may assume +(I) # 0. [Otherwise, 
replace $I by $ with I/(X) = G,(X) + (tr X)1.] If + is injective, then it is of the 
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desired form by [8]. Thus assume that ker $J is nontrivial. Then ker $I contains 
a nonscalar matrix A. Since ker + _C V, it follows from Lemma 3 that Y = V; 
in other words +( 9’) is commutative. n 
COROLLARY 1. Let _/I be the linear space of all n x n matrices over an 
algebraically closed complex field. Let + be an adjoin&preserving operator on 
A. Then the following conditions are mutually equivalent: 
(i) +(N) is normal fm every normal N. 
(ii) +(A) e 4(B) whenever A c) B and A and B are selfadjoint. 
(iii) 4(A) * C+(B) whenever A * B. 
Proof. The equivalence of (i) and (ii) and the fact that (iii) implies (ii) 
are easy to see. The nontrivial implication (ii) --) (iii) follows from Theorem 3 
if n > 3. For n = 2, it is straightforward to check that both (ii) and (iii) are 
equivalent to +(A) f) $(I) for all A in 4. n 
2. THE INFINITE-DIMENSIONAL CASE 
We shall now consider a real or complex Hilbert space &‘. By an 
“operator” on _% we mean a continuous linear operator, and by a “ projec- 
tion” a self-adjoint idempotent. For the linear map +, however, continuity is 
not hypothesized. For each projection P, we write P ’ for Z - P. 
THEOREM 4. Let 2 be a real or complex Hilbert space, and let 9 be 
the real linear space of all selfadjoint operators on 2’. Let (P be a bijective 
linear map on 9 which preserves commutativity. Then there exist a unitary 
operator U, a linear functional f, and a scalar c such that $I has one of the 
following two forms (which coincide in the real case): 
(i) +(A)=cU*AU+ f(A)ZforallAEY, 
(ii) +(A) = CU *A’U + f( A)Z for all A E Y, 
where A’ denotes the transpose of A relative to a fixed basis. 
As in the finite-dimensional case, the following results are easy conse- 
quences of the above theorem. Let .9?(X) be the algebra of all operators 
on 2. 
THEOREM 5. Let 3E” be a complex Hilbert space, and let 9 be a 
bijective, adjointpreserving (complex-) linear map on G?(X). Assume that 
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+(A)+( 8) = +(B)@(A) whenever AB = BA and A, B ure self&joint. Then 
the conclu.sions of Theorem 4 hold for all A in .98(X’). 
COROLLARY 2. Let $ be a bijective adjoint-preserving linear map on 
_%?(A?). Then the following are mutually equivalent: 
(i) G(N) is normul for every normal operator A? 
(ii) +(A)-NW h w enever A - B and A and B are selfndjoint. 
(iii) +(A)*+(B) wheneverA-B. 
Proof of Theorem 4. We divide the proof into nine steps. 
(1) (p(S) is a scalar operator iff S is a scalar operator. 
(2) If E is a rank-one projection, then $J( E) = aF + bl where F is a 
rank-one projection and a, b are real numbers with a f 0. 
Proof. Write E, = E. Let E, be any rank-one projection orthogonal to 
E,. The equality 
s= (E,sE,+ E:SE:) 
+ [(E, + E,) ‘SE, + E,S( E, + E,) 1 ] + (E,SE, + E,SE,) 
yields 
Y= (SE~‘::~E~}+{SE.~“:S~E~}+.~-, 
where .Y = { E,SE, + E$E,: S E 9). Let Qj be any nontrivial spectral 
projection of +(Ei). Since + preserves commutativity, the implications 
S CJ Ej 3 +(S)++(P(Ej) * +(S)-Qj 
hold. Hence 
Let Oj : 9 -+ Y be a linear map defined by 
Oi( S) = Q,SQf + Qi’ SQi. 
Then 0, commutes with O,, and O,(S) = 0 iff S - Qi. By (t), we get 
O,Oa(P’) = 8,8,(+(Y)) and thus dim@,@,(Y) < dim Y. On the other hand, 
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by direct expansion, we have 
@A@’ ) = { 01QzsQ2" Q: + 0: Qz'sQzQ, 
+ QlQziSQ,Q: + Q: QzSQz' 91: s E 9 } 9 
of which the real dimension is 
(rank QIQz > (rank Qz' Qb > + (rank QlQz'- > (rank 0: 92 > 
or two times the integer above, according as H is real or complex. Since .Y is 
of real dimension 1 or 2 according as H is real or complex, it follows that 
Note also 
rank Q1 = rank QIQz + rank Q1Q2’-, 
rank Qr’ = rank Q: Qa + rank QIL QzL . 
Thus, by trivial arithmetic, we get rank Qr < 1 or rank Qr’ d 1. Therefore, 
+(E) = @(El) turns out to be of the form aF + bZ where F is a rank-one 
projection. 
(3) The real number a is independent of E. 
Proof. Suppose E, and E, are two rank-one projections. From (2), we 
get 
d(E,) = a,Fr + b,Z, 6%) = az4 + b,Z 
where F, and F, are rank-one projections. We wish to prove that a 1 = u2. 
First assume that E, is orthogonal to E,. Since $I is injective and C+ 
preserves commutativity, if follows that F, is orthogonal to F,. Note also that 
the equality 
s = ( E,sE, + E:SE; ) 
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Y= (S:S-El}+(S:S-Ez}+(S:S-El+Ez}. 
Hence 
and thus 
F,tY’F, = { F,SF,: S tf F,} + { F,SF,: S ++ F,} + { FISFz: S tf a,F, + a,F,) 
= {F,SF,:SWZ,F,+U,F,}. 
Since F,9’Fz # 0, we obtain the inequality 
{F,SF,:S+u,F,+u,F,} ZO, 
which is valid only if a, = ua. 
In general, the given rank-one projections E, and E, need not be 
orthogonal. We can pick a projection E, such that E, _L E, and E, _L E,. Let 
+( Es) = a 3F3 + b,Z. Then the argument above shows that a r = us = us as 
desired. 
(4) Replacing up by (l/u)+, we may assume that a = 1. Fix a rank-one 
projection E,. Then by (2), +(E,) = F, + b,Z where F,, is a rank-one 
projection. Choose unit vectors x, y with E,x = x, F,y = y. Define a linear 
functional g on Y by 
g(s) = (9(S)Y? Y> - (SX> X>> 
and define a linear map $ : 9 * 9’ by 
44s) = 0) - dS)Z. 
Then observe that 4 is still bijective and preserves commutativity for 
self-adjoint elements. Furthermore, by direct verification 4(Z) = Z, and 
G(E,) = FOP and G(%AE,) = &#(A)Fa f or each self-adjoint A. To verify 
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the last equation, observe that 
= F,+(A)& - F&(A)4 + (Ax, x)4, 
= +(E,AE,). 
(5) If 4 is a rank-one projection, then so is G(E). Consequently, $(A’) = 
I/( A)2 for each finite-rank self-adjoint operator A. 
Proof. From the construction of 4 in (4), if E is a rank-one projection, 
then G(E) = F + bl where F is a rank-one projection. Note further that if E, 
is a rank-one projection orthogonal to E, with $(E,) = F, + b,Z, then Fi is 
orthogonal to F, = I+!J(E,) and 
b,Fc = F,( F, + blZ)Fo = F,,+( E,)F, = I//( E,E,E,) = 0; 
thus b, = 0, and #(El) is actually a rank-one projection. 
In general, each rank-one projection can be written as 
where E, is a rank-one projection orthogonal to E,, and V is a self-adjoint 
partial isometry satisfying E,VE, = E,VE, = 0 and V2 = E, + E,. Thus 
FodV)F,, = dE,VE,) = 0 
and q(V) ++ F, + F,, since V ++ E, + E,. In terms of 3 x 3 matrix-operator 
expression with respect to X = F,X’ -i- F,&’ i (I - F, - F,)X, we can 
write 
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where B is an infinite matrix. Thus 
0 0 
L 
is of the form (rank-one projection) + (scalar operator) for each t E [0, 11. This 
forces B to be a scalar operator. Consequently, B = 0, y = 0, and OL = p is of 
modulus 1. Thus $(E,) is actually a rank-one projection. 
Next, because of injectivity and the commutativity-preserving property, rc/ 
sends mutually orthogonal rank-one projections to mutually orthogonal rank- 
one projections. Each finitarank self-adjoint A can be written as CaiEj, a 
linear combination of mutually orthogonal rank-one projections, and thus 
+(A’) = $( &x;Ej) = &;+(Ej) = $(A)2 
as desired. 
(6) If E is a rank-one projection and if A is a self-adjoint operator, then 
HEAE) = 4(E)+(A)+(E). 
Proof. We first establish the equality when A is a finite-rank self- 
adjoint operator. Using the equality $(A2) = J,(A)2 and replacing A by E 
and A + E, we derive another equality 
\CI(AE +EA) = #b+(E)+ ~JPWA)- 
Substituting AE + EA for A in the equality above, we get 
which leads immediately to $(EAE) = $(E)+(A)+(E). 
In general, A need not be finite-rank. Let E, be a rank-one projection 
satisfying E, I E, and E, + E, >, E. Write B = (E, + E,)‘A(EO + El)‘. 
Then A - B is of finite rank and BE = EB = 0. By the argument above, we 
get 
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and 
$tEAE) - ~tE)4tA)d@) = @(A - B)E) - ~t~NtA)~(E) 
=IC/tE)~(A-B)~(E)+~(E)~tA)~(E) 
= - wm(B)~(E) 
= - s@)~(B). 
Thus it remains to show #(E)+(B) = 0. 
From (5), we get $(E,) = F,, $(E,) = F, where F, and F, are mutually 
orthogonal rank-one projections. The equality 
S=(E,SE,+E,ISE,I) 
+ [(E, + E,) -bEo + E,S(E, + E,) ’ ] + (E,SE, + E,SE,) 
yields 
9’= {S:S-E,}+{S:S++E,}+{S:S-B}; 
F,YF,= {F,sF,:s+(B)}. 
Since F,,YF, # 0, it follows that there exists a self-adjoint S such that 
S ti G(B) and F,SF, # 0. Hence, using the fact B * E, and B ++ E,, we get 
&SF,+(B) =F,J/(B)SF,=F,,$(B)F,SF,= $(E,BE,)SF,=O. 
This forces F,+(B) = 0, since F,SF, and F, are nonzero rank-one operators. 
Therefore, 
GtE)GtB) = ICI(E& + Ed%@) = ~t@tV, + E,)#(E)W) 
= +%W(-% + E,)+(B) = 0. 
(7) If $(A) is a rank-one self-adjoint projection, then so is A. 
Proof. Since 4 is injective, A must be a nonzero self-adjoint operator. 
Let E be a rank-one projection with EAE # 0. Thus EAE = hE with X z 0, 
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and #(E)#(A)$(E) = #(EAE) = X$(E) f 0, and $(A)+!(E) # 0. Let 
X=hA- AEA. Then EX=O=XE. From (6) we get #(X)$(E)= 
$(E)+!(X)+(E) = #(EXE) = 0; i.e., 
Since both $(A A) and $( AEA) are rank-one self-adjoint operators and 
ICI(XA)I+(E)* # 0, it follows that $(XA) = rC/(AEA), i.e., A = (l/X)AEA is a 
projection of rank 1. 
(8) #(A2) = $(A)2 for each self-adjoint operator A. 
Proof. It suffices to show that $(E)$(A2)J/(E) = I,L(E)#(A)~$(E) for 
each rank-one projection E, in virtue of (7). Write A = A, + B where 
B = E ‘AE L and A,, = A - B is of finite rank. Since BE = EB = 0, it follows 
that +(B)+(E) = $(E)+(B)+(E) = #(EBE) = 0. Observing $(A%) = 
q!(A0)2 from (5) and using (6) repeatedly, we derive 
$(E)#(A2)G(E) = +(EA2E) = &+h, + B12E) 
= @Z&E) = 4@)&%)4@) 
= ~(E)h%)2~(E) = +@)h% + B)2#(E) 
= ~(E)~(A)2~(E) 
as desired. 
(9) Finally, we appeal to a well-known fact (see e.g., [2, pp. 220-221, 
Example 3.2.141) that Ic, is a Jordan isomorphism implemented by a unitary. 
n 
3 REMARKS AND QUESTIONS 
(1) Theorems 1, 2, and 3 are not true for the case n = 2; for a counterex- 
ample see [3]. 
(2) In Lemmas 1 and 2 the hypotheses that n > 2 and that the field was 
real-closed were not used. Both hypotheses were used in Lemma 3, however. 
(3) Are Theorems 1, 2, and 3 true without the closure or real-closure 
hypothesis on the field? 
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(4) Theorems 3 and 5 are not true in the real case. In fact, if Ic, is an 
arbitrary linear operator on the space of all skew matrices, we define, for 
every n x n matrix M, 
+(M)=M+M'+$(M-M'). 
Then + is adjoint-preserving; it also preserves commutativity for symmetric 
matrices,but not necessarily for all matrices. 
(5) In the infinite-dimensional case, it is worth observing that whatever 
discontinuity the map + may have is inherited by the linear functional f, and 
the “essential” part of +, i.e., U-‘( .)U or U-‘( .)“U, is automatically continu- 
ous. 
(6) How much can one relax the bijectivity hypothesis in infinite dimen- 
sions? (Obviously not completely: e.g., let + be defined as +(A) = A@A.) 
(7) For commutativity-preserving (but not necessarily adjoint-preserving) 
linear maps and related results see [l, 6, 7, 91. 
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