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Abstract
TheCMRHmethod [H. Sadok,Méthodes de projections pour les systèmes linéaires et non linéaires, Habilitation thesis, University
of Lille1, Lille, France, 1994; H. Sadok, CMRH: A new method for solving nonsymmetric linear systems based on the Hessenberg
reduction algorithm, Numer. Algorithms 20 (1999) 303–321] is an algorithm for solving nonsymmetric linear systems in which the
Arnoldi component of GMRES is replaced by the Hessenberg process, which generates Krylov basis vectors which are orthogonal to
standard unit basis vectors rather than mutually orthogonal. The iterate is formed from these vectors by solving a small least squares
problem involving a Hessenberg matrix. Like GMRES, this method requires one matrix–vector product per iteration. However, it
can be implemented to require half as much arithmetic work and less storage. Moreover, numerical experiments show that this
method performs accurately and reduces the residual about as fast as GMRES. With this new implementation, we show that the
CMRH method is the only method with long-term recurrence which requires not storing at the same time the entire Krylov vectors
basis and the original matrix as in the GMRES algorithm. A comparison with Gaussian elimination is provided.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we are concerned with the solution of dense, non-Hermitian linear systems by the CMRH iterative
method [30,31]. The systems that we consider arise in the solution of many scientiﬁc applications such as boundary
element methods [4,8,10], integral [17,2], elastohydrodynamic lubrication problems [12,13], quantum mechanical
problems [27,32], economic models [11], large least squares problems [5].
In [30,31] the CMRH algorithm is described as an alternative method to the generalized minimal residual (GMRES)
[29] and quasi-minimal residual (QMR) algorithms [14,24]. These three methods are Krylov subspace methods for
solving linear systems and can be derived as particular cases of the Generalized Hessenberg method [21]. The main
difference between these methods is in the generation of the basis vectors for the Krylov subspace. The GMRES
algorithm uses theArnoldi process [3] which constructs an orthonormal basis and whose work and storage requirements
grow linearly with iterations. The QMR algorithm uses the Lanczos process [23], which has low storage and constant
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work per iteration. But this process can suffer from a possible breakdown or a near breakdown and one must use look
ahead strategies for avoiding such problems [7,15,25].
The CMRH method is based on the Hessenberg process [22], which requires less arithmetic work and storage than
Arnoldi’s process since it builds, at iteration k, a lower trapezoidal basis {l1, . . . , lk} such that li has i − 1 components
equal to zero and one component equal to one. Moreover, we have to perform, as in theArnoldi process, a matrix–vector
productAli which has a lower cost. Notice also that, when the matrix is large and sparse, the computational and storage
requirements in the CMRHandGMRES algorithms growwith the iteration. So to address such problems, thesemethods
are used iteratively, i.e., the CMRH and GMRES algorithms are restarted every m steps, where m is some ﬁxed integer
parameter [29,31]. Unfortunately, this strategy slows the convergence of the methods and can make them stagnate in
some situations [19,31].
For densematrices, to overcome storage constraints and to have nicemonotonic convergence properties, we propose a
new implementation of theCMRHalgorithmwithout a restarting strategy.The newalgorithm is based on theHessenberg
process with over-storage (i.e., we overwrite progressively the columns of the matrix A of the linear system by the
nonzero entries of the Hessenberg matrix and the nonzero components of the Krylov basis {l1, . . . , lk}).
The outline of the paper is as follows. In next section, we describe the Hessenberg process and give some fundamental
properties. Then an implementation with over-storage of the Hessenberg process is described in Section 3. In Section
4, we review the CMRH method and give the new implementation which is used to solve dense linear systems. Finally
we present in Section 5, some numerical experiments in order to compare the CMRH method with over-storage with
the Gaussian elimination method and we conclude with some remarks and open problems.
Throughout the paper, we adopt the following notations: uppercase, respectively lowercase, letters denotes matrices,
respectively vectors, except for special illustration. A superscript on a matrix or vector denotes an iteration number.
Columns of a matrix are indexed by subscript; elements of a matrix have row and column indices as subscripts. For
a vector v, ‖v‖ denotes to Euclidean norm ‖v‖ = √vTv and ‖v‖∞ is the maximum norm ‖v‖∞ = maxj=1,...,n|(v)j |,
where vT is the transpose of v and (v)j is the jth component of the vector v. Ik is the k × k identity matrix or simply
I whenever its dimension is clear from the context; ej is its jth column. We also use MATLAB-like notations Ai:j,k:l ,
respectively, (v)i:j , to denote the submatrix of A consisting of the intersections of rows i to j and columns k to l,
respectively, the vector of components (v)i, . . . , (v)j , and when i : j is replaced by :, it means all rows, similarly for
columns. The “↔” symbol means “swap contents”: x ↔ y ⇔ t = x; x = y; y = t .
2. The Hessenberg process
In [18], the Hessenberg process is described as an algorithm for computing the characteristic polynomial of a given
matrix A. This process can also be used for the reduction to the Hessenberg form of A and is presented as an oblique
projection in [33].
For ease of notation we will assume that the matrix and the vectors involved in the solution algorithms are real, but
the results given here and in other sections are easily modiﬁed for a complex matrix and complex vectors.
Let v be a column vector of Rn and A an n × n real matrix. The Hessenberg reduction process (without pivoting
strategy) computes a unit trapezoidal matrix Lm = [l1, . . . , lm] whose columns form a basis of the Krylov subspace
Km(A, v) ≡ span{v,Av, . . . , Ak−1v} by using the following formulas:⎧⎨
⎩
= (v)1, l1 = v/,
hk+1,klk+1 = Alk −
k∑
j=1
hj,klj for k = 1, . . . , m.
The parameters hj,k are determined such that
lk+1 ⊥ e1, . . . , ek and (lk+1)k+1 = 1. (1)
Suppose that {li}i=1,...,k have been computed such that the i−1 ﬁrst components of li equal zero and the ith component
equals one. To obtain lk+1, we ﬁrst compute u=Alk and then we subtract multiples of l1, . . . , lk in order to annihilate
the components 1, . . . , k of the u to obtain the w = Alk −∑ki=1hi,kli . Finally we choose hk+1,k = (w)k+1 and took
lk+1 = w/hk+1,k .
Algorithm 1 summarizes the Hessenberg process in its standard form, i.e., without pivoting.
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Algorithm 1. Hessenberg process
(1) = (v)1; l1 = v/;
(2) for k = 1, . . . , m
u = Alk;
for j = 1, . . . , k
hj,k = (u)j ; u = u − hj,klj ;
end
hk+1,k = (u)k+1; lk+1 = u/hk+1,k;
end
Now it is important that the entry hk+1,k never becomes zero. If this occurs —such situation is called a breakdown—
the Hessenberg process cannot proceed. In addition, small values of hk+1,k can cause severe loss of accuracy. To avoid
such a breakdown and also ensure numerical stability, the process can be modiﬁed to include a pivoting strategy such
as in Gaussian elimination method. This is done by replacing the orthogonality condition (1) by the following one:
lk+1 ⊥ ep1 , . . . , epk and (lk+1)pk+1 = 1, (2)
where pj ∈ {1, 2, . . . , n}.
To compute pk+1, we follow the practical procedure described in [33].We suppose that p1, . . . , pk have already been
obtained, thenwe computeu=Alk and subtractmultiples of l1, . . . , lk in order to annihilate the k componentsp1, . . . , pk
of the vector u to obtain a vector w = Alk −∑ki=1hi,kli . Then we set pk+1 = i0, where i0 satisﬁes ‖w‖∞ = |(w)i0 |.
Finally we normalize the vector lk+1 by taking hk+1,k = (w)i0 and lk+1 = w/(w)i0 .
Notice that If ‖w‖∞ = 0 at step k, then, in exact arithmetic, the minimal polynomial with respect to the vector v has
the degree k which means that we have constructed an invariant subspace and the process must be stopped.
Using the pivoting strategy described above, the Hessenberg process is reproduced in Algorithm 2.
Algorithm 2. Hessenberg process with pivoting strategy
(1) p = [1, 2, . . . , n]T;
Determine i0 such that |(v)i0 | = ‖v‖∞;
= (v)i0 ; l1 = v/; p1 ↔ pi0 ;
(2) for k = 1, . . . , m
u = Alk;
for j = 1, . . . , k
hj,k = (u)pj ; u = u − hj,klj ;
end
If (k <n and u = 0) then
Determine i0 ∈ {k + 1, . . . , n} such that |(u)pi0 | = ‖(u)pk+1:pn‖∞;
hk+1,k = (u)pi0 ; lk+1 = u/hk+1,k; pk+1 ↔ pi0 ;
else
hk+1,k = 0; Stop.
end
end
Letting Lk be the n×k matrix with column vectors l1, . . . , lk , Hk be the (k+1)×k upper Hessenberg matrix whose
nonzero entries are the hj,k and by Hk the matrix obtained from Hk by deleting its last row. Then it is easy to show
that these matrices given either by Algorithms 1 or 2 satisfy the well-known formulas
ALk = Lk+1Hk , (3)
=LkHk + hk+1,klk+1 eTk (4)
andPkLk is lower trapezoidal wherePTk = [ep1 , ep2 , . . . , epn ] and the pi’s (for i = 1, . . . , n) are deﬁned inAlgorithm
2. Below, we apply the two previous algorithms on two simple examples.
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Example 1. Consider the matrix A and the vector v given by
A =
⎡
⎢⎣
1 2 0 −1
0 1 −1 2
−2 0 2 1
−1 1 0 2
⎤
⎥⎦ , v =
⎡
⎢⎣
1
7
8
9
⎤
⎥⎦ .
• Algorithm 1 applied to A and v breaks down at step k = 2 and gives the iterates
L2 =
⎡
⎢⎣
1 0
7 1
8 1
1 65
⎤
⎥⎦ and H 2 =
⎡
⎣ 6 45−25 − 165
0 0
⎤
⎦
.
• Algorithm 2 terminates at step 3 and gives the iterates
L3 =
⎡
⎢⎢⎢⎢⎣
1
9 1 0
7
9 − 12 1
8
9
1
2 1
1 0 0
⎤
⎥⎥⎥⎥⎦ , H 3 =
⎡
⎢⎢⎢⎢⎣
8
3 − 32 1
10
27
1
6
17
9
0 14
1
6
0 0 0
⎤
⎥⎥⎥⎥⎦ and p =
⎡
⎢⎣
4
1
3
2
⎤
⎥⎦ .
This result indicates that the degree of the minimal polynomial with respect to A and v is equal to 3. Moreover, the
permutation vector p deﬁnes the following permutation matrix:
P3 =
⎡
⎢⎣
0 0 0 1
1 0 0 0
0 0 1 0
0 1 0 0
⎤
⎥⎦ ,
which gives that P3L3 is a unit lower trapezoidal matrix since
P3L3 =
⎡
⎢⎢⎢⎢⎣
1 0 0
1
9 1 0
8
9
1
2 1
7
9 − 12 1
⎤
⎥⎥⎥⎥⎦ .
Example 2. Consider the matrix Aˆ = P3AP3 and the vector vˆ = P3v then Algorithms 1 and 2 applied to the pair
(Aˆ, vˆ) both terminate at step 3, produce the same iterates which are
L3 =
⎡
⎢⎢⎢⎢⎣
1 0 0
1
9 1 0
8
9
1
2 1
7
9 − 12 1
⎤
⎥⎥⎥⎥⎦ , H 3 =
⎡
⎢⎢⎢⎢⎣
8
3 − 32 1
10
27
1
6
17
9
0 14
1
6
0 0 0
⎤
⎥⎥⎥⎥⎦ and p =
⎡
⎢⎣
1
2
3
4
⎤
⎥⎦ .
3. The Hessenberg process with over-storage
In this section, we will show that the three arrays needed to store the matrices A,Lk and Hk are not really needed.
To minimize memory use on the computer, both Lk and Hk can be written into the same array as A. In fact, we will
modify Algorithm 2 so that the entries of the k ﬁrst columns of A could be overwritten by those of Lk and Hk .
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Before describing the new implementation of the Hessenberg process that will allow us to overwrite A by Lk and
Hk , let us give some important remarks.
We note that if k steps of Algorithm 1 are performed, then Lk is unit lower trapezoidal matrix. Moreover, when
computing u = Alk the k − 1 ﬁrst columns of A are not used. Hence, to minimize memory requirements, the up-
per triangular part of Hk , respectively the lower part of Lk , can be stored in the upper triangular part, respectively
in the lower triangular part of A. And we have to use an additional vector h of length k to store the sub-diagonal
of Hk .
Unfortunately, in practice and as explained earlier, we cannot use the previous remarks withAlgorithm 1 since it can
suffer from a possible breakdown and from a loss of accuracy. Moreover, these remarks does not hold for Algorithm 2
since it not gives a lower trapezoidal matrix Lk . In fact, after k steps of Algorithm 2, each ith column li is normalized
(‖li‖∞=1) and has i−1 zero components and one component equal to one. Note also that ifP is the n×n permutation
matrix deﬁned by the permutation vector p given at the end of step k, then we can easily check thatPLk is a unit lower
trapezoidal matrix.
More precisely, let p(k+1), Lk+1 = [Lk, lk+1] and Hk be, respectively, the permutation vector, the Hessenberg
basis, the upper Hessenberg matrix obtained after k steps of the Hessenberg process with pivoting strategy. Clearly,
if PTk+1 = [ep1 , . . . , epn ] is the permutation matrix deﬁned by p(k+1) then by noticing that PTk+1Pk+1 = In and
premultiplying (4) by Pk+1 we have
A(k+1)Lˆ(k+1)k = Lˆ(k+1)k Hk + hk+1,k lˆ(k+1)k+1 eTk , (5)
where A(k+1) =Pk+1APTk+1, Lˆ(k+1)k =Pk+1Lk and lˆ(k+1)k+1 =Pk+1lk+1.
Notice that now Lˆ(k+1)k is a unit lower trapezoidal matrix and let vˆ(k+1) =Pk+1v, then equality (5) allows us to give
the following result
Theroem 1. Suppose that k steps of Algorithm 2 are applied to the pair (A, v) to obtain the Hessenberg basis
Lk+1, the Hessenberg matrix Hk and the permutation vector p(k+1), then k steps of Algorithm 1 can be applied
without encountering any breakdown to the pair (A(k+1), v(k+1)). Moreover, the obtained Hessenberg basis and
Hessenberg matrix are, respectively, Lˆ(k+1)k+1 = Pk+1Lk+1 and Hk , where Pk+1 is the permutation matrix deﬁned
by p(k+1).
Now, we are able to describe a new implementation of the Hessenberg process which progressively constructs the
matrices A(k+1), Lˆ(k+1)k and Hk . This new implementation called the Hessenberg process with over-storage will help
us to overwrite the k ﬁrst columns of A(k+1) by those of Lˆ(k+1)k and Hk .
Let A(0) = A, v(0) = v and p(0) = p = [1, 2, . . . , n]T stored, respectively, in Aˆ, vˆ and pˆ. Then the step k = 0 of the
Hessenberg process with over-storage looks like this:
• scan the vector vˆ to identify =|(vˆ)i0 |= ‖vˆ‖∞ the largest element in magnitude and its index i0 and store the scalar
 in (h)1. Deﬁne lˆ
(0)
1 = vˆ/ ˆ(v)i0 which is stored in vˆ and interchange the components 1 and i0 of the permutation
vector p to obtain p(1) which is stored in pˆ.
Let P1, respectivelyP1, be the permutation matrix obtained by interchanging the rows 1 and i0 of the identity matrix,
respectively, deﬁned by the vector p(1);
• form lˆ(1)1 =P1 lˆ(0)1 , respectivelyA(1)=P1AˆP1, by interchanging the components 1 and i0 of the vector vˆ, respectively,
by interchanging the rows and columns 1 and i0 of Aˆ. The arrays lˆ(1)1 and A(1) are respectively stored in vˆ and Aˆ.
Now, we suppose that k − 1 steps of the new process were performed and that we obtained the basis Lˆ(k)k =
[lˆ(k)1 , lˆ(k)2 , . . . , lˆ(k)k ], the Hessenberg matrixHk−1 and the permutation vector p(k) satisfying lˆ(k)i =[0, . . . , 0, 1, (li)p(k)i+1 ,
. . . , (li)p(k)n
]T=Pkli where li is the ith column vector of the basisLk constructed by performing k−1 steps ofAlgorithm
2 and Pk is the permutation matrix deﬁned by p(k).
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We also assume that lˆ(k)k is stored in vˆ and that the n− k+ 1 last columns of the matrix A(k) =PkAPTk , the nonzeros
entries of Lˆ(k)k−1 =PkLk−1 and Hk−1, are stored in the k − 1 ﬁrst columns of the array Aˆ as given below
Aˆ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h1,1 . . . h1,k−2 h1,k−1 ap(k)1 ,p(k)k . . . ap(k)1 ,p(k)n
(l1)p(k)2
. . . h2,k−2 h2,k−1 ap(k)2 ,p(k)k . . . ap(k)2 ,p(k)n
...
. . .
. . .
...
...
. . .
...
(l1)p(k)k−1
. . . (lk−2)p(k)k−1 hk−1,k−1 ap(k)k−1,p(k)k . . . ap(k)k−1,p(k)n
(l1)p(k)k
. . . (lk−2)p(k)k (lk−1)p(k)k ap(k)k ,p(k)k . . . ap(k)k ,p(k)n
...
. . .
...
...
...
. . .
...
(l1)p(k)n
. . . (lk−2)p(k)n (lk−1)p(k)n ap(k)n ,p(k)k . . . ap(k)n ,p(k)n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Using Theorem 2, the kth step of the new process consists in applying the kth step ofAlgorithm 2 to the pair (A(k), lˆ(k)k ).
Hence, the kth step is described as follows:
• Compute the vector uˆ=A(k)lˆ(k)k by noticing that (lˆ(k)k )1:k =[01:k−1, 1]T and the n− k+ 1 last columns of the matrix
A(k) are stored, respectively, in vˆ and in the n − k + 1 last columns of the array Aˆ and so
uˆ = Aˆ:,k + Aˆ:,k+1:n(vˆ)k+1:n.
Since the kth column of Aˆ will not be used in the next steps, we can save (lˆ(k)k )k+1:n in Aˆk+1:n,k , i.e., we can save
(vˆ)k+1:n in Aˆk+1:n,k .
• Subtract successively multiples of lˆ(k)1 , . . . , lˆ(k)k —which are stored in Aˆ1, . . . , Aˆk—in order to annihilate the k ﬁrst
components of the vector uˆ to obtain the new vector uˆ = A(k)lˆ(k)k −
∑k
j=1 hj,k lˆ
(k)
j . Save [h1,k, . . . , hk,k]T and wˆ,
respectively, in Aˆ1:k,k and vˆ.
Aˆj,k = (uˆ)j ; (uˆ)j = 0; (uˆ)j+1:n = (uˆ)j+1:n − Aˆj,kAˆj+1:n,j ; for j = 1, . . . , k.
• Scan uˆ to identify hk+1,k the largest element in magnitude and its index i0 and store hk+1,k in (h)k+1. Then normalize
uˆ by vˆ = uˆ/(hk+1,k = (uˆ)i0) to obtain lˆ(k)k+1 and interchange the components k + 1 and i0 of the permutation vector
p to obtain p(k+1).
Let Pk+1 be the permutation matrix obtained by interchanging the rows k + 1 and i0 of the identity matrix.
• Form lˆ(k+1)k+1 = Pk+1vˆ, respectively, Aˆ = Pk+1AˆPk+1 by interchanging the components k + 1 and i0 of the vector vˆ,
respectively, by interchanging the rows and columns k + 1 and i0 of Aˆ. Notice that as i0 ∈ {k + 1, . . . , n} then the
entries of the upper triangular part of Hk are not affected by permutation matrices. Hence, at the end of the kth step
of the new process we obtain the new array Aˆ given below
Aˆ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h1,1 . . . h1,k−1 h1,k ap(k+1)1 ,k+1 . . . ap(k+1)1 ,n
(l1)
(k+1)
p2
. . . h2,k−1 h2,k ap(k+1)2 ,k+1 . . . ap(k+1)2 ,n
...
. . .
. . .
...
...
. . .
...
(l1)p(k+1)k
. . . (lk−1)p(k+1)k hk,k ap(k+1)k ,k+1 . . . ap(k+1)k ,n
(l1)p(k+1)k+1
. . . (lk−1)p(k+1)k+1 (lk)p(k+1)k+1 ap(k+1)k+1 ,k+1 . . . ap(k+1)k+1 ,n
...
. . .
...
...
...
. . .
...
(l1)p(k+1)n
. . . (lk−1)p(k+1)n (lk)p(k+1)n ap(k+1)n ,k+1 . . . ap(k+1)n ,n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Finally, the new Hessenberg process is summarized as follows.
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Algorithm 3. Hessenberg process with over-storage
(1) p = [1, · · · , n]T;
Determine i0 such that |(v)i0 | = ‖v‖∞; = (v)i0 ; v = v/;
pi0 ←→ p1; (v)i0 ←→ (v)1;
Ai0,: ←→ A1,:; A:,i0 ←→ A:,1;
(2) for k = 1, . . . , m
u = A:,k + A:,k+1:n(v)k+1:n;Ak,k+1:n = (v)k+1:n;
for j = 1, . . . , k
Aj,k = (u)j ; (u)j = 0;
(u)j+1:n = (u)j+1:n − Aj,kAj+1:n,j ;
end
Determine i0 such that |(u)i0 | = ‖u‖∞;
(h)k+1 = (u)i0 ;v = u/(h)k+1;
pi0 ←→ pk+1; (v)i0 ←→ (v)k+1;
Ai0,: ←→ Ak+1,:; A:,i0 ←→ A:,k+1;
end
4. The CMRH method
Let A be an n by n nonsingular matrix, b a given n-vector and consider the following system of linear equations:
Ax = b. (6)
Given an initial guess x0 for the exact solution x∗ = A−1b, the CMRH method [31,21] constructs approximate
solutions {xk}k=1,...,m of the form
xk = x0 + wk, wk ∈ Kk(A, r0), (7)
where r0 ≡ b − Ax0 is the initial residual and Kk(A, r0) = span{r0, Ar0, . . . , Ak−1r0}. The CMRH method, ﬁrst
described in [30,31], is a general projection method which is based on the Hessenberg process with pivoting strategy
described in Section 2.
Letting Lk be the n × k matrix computed by the Hessenberg process applied to the pair (A, r0) and as the columns
of Lk form a basis of the Krylov subspace Kk(A, r0), we give the correction wk under the form wk = Lkdk where
dk ∈ Rk .
To compute dk , the following minimizing seminorm condition is imposed on the kth CMRH residual vector
|rk|Zk = min
x∈x0+Kk(A,r0)
|b − Ax|Zk , (8)
where |u|Zk =
√
uTZku, Zk = (Llk+1)TLlk+1 and Llk+1 is a left inverse of Llk+1. For more details on the seminorm |.|Zk
we refer to [20,21].
If Hk The (k+ 1)× k upper Hessenberg matrix given by the Hessenberg process is full rank, then the CMRH iterate
xk is given by
xk = x0 + Lkdk , (9)
where dk is the solution of the least squares problem
min
d∈Rk+1
‖e1 − Hkd‖. (10)
In order to solve the above least squares problem, the upper Hessenberg matrix Hk is transformed into upper triangular
form by a QR-factorization with Givens rotations [21,29]. Hence, if we are dealing with the CMRH approximation
from Kk(A, r0) then letting ci, si ∈ R such that c2i + s2i = 1 and i be the (k + 1) × (k + 1) rotation matrix
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given by
i =
⎛
⎜⎝
Ii−1
ci si
−si ci
Ik−i
⎞
⎟⎠ ,
we have to multiply the Hessenberg matrix Hk and the corresponding right-hand side g¯0 ≡ e1 by a sequence of such
matrices from the left, at each time choosing the scalars ci, si in order to eliminate hi+1,i . For example, after applying
the rotations i , i = 1, . . . , k, the matrix Hk and the right-hand side e1 are transformed into⎡
⎢⎢⎢⎢⎢⎣
h
(k)
1,1 h
(k)
1,2 . . . h
(k)
1,k
h
(k)
2,2 . . . h
(k)
2,4
. . .
...
h
(k)
k,k
0
⎤
⎥⎥⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎣
1
2
...
k
k+1
⎤
⎥⎥⎥⎥⎦ .
The scalars ci and si of the rotation i are deﬁned by
si = hi+1,i√
(h
(i−1)
i,i )
2 + (hi+1,i )2
, ci =
h
(i−1)
i,i√
(h
(i−1)
i,i )
2 + (hi+1,i )2
. (11)
Letting Qk = kk−1 . . .1, Rk = QkHk and g¯k = Qk(e1) = [1, . . . , k+1]T, we have
min
d∈Rk+1
‖e1 − Hkd‖ = min
d∈Rk+1
‖g¯k − Rkd‖ (= ‖r0‖∞).
Notice that the last row of Rk is zero, hence the solution to the above least squares problem is given by simply solving
the upper triangular system resulting from ignoring the last row of Rk and right-hand side g¯k .
In practice, and like in the GMRES algorithm, the above procedure is implemented progressively, i.e., at each step
of the CMRH method the QR factorization is performed on the new column of Hk [21,29]. This allows us to consider
|k+1| as an estimate of the residual norm ‖b−Axk‖ without having to compute xk . In fact, in [30,31], it is shown that
|rk| = |b − Axk|Zk = |k+1|, (12)
and that we can use
|k+1|, (13)
as a stopping criterion for the CMRH algorithm where  is a choosen tolerance.
Notice that in exact arithmetic, the CMRH algorithm cannot break down and gives the solution of the system at the
same iteration as GMRES. The following result is given in [30,31].
Theroem 2. Let rGk , r
C
k be, respectively, the kth residual vector of the GMRES and CMRH algorithms and m be the
degree of the minimal polynomial of the matrix A for the vector rC0 . Then the iterates xk in the CMRH method are well
deﬁned for k = 1, . . . , m and xm is the exact solution. Moreover, if rC0 = rG0 , then
‖rCk ‖(Lk+1)‖rGk ‖,
where (Lk+1) = ‖L+k+1‖‖Lk+1‖ and L+ = (LTL)−1ŁT is the pseudoinverse of L.
We also recall that as in the GMRES method computational and storage constraints usually force the CMRH method
to be restarted after a ﬁxed number of iterationswith subsequent loss ofmonotonic convergence properties. In particular,
stagnation is often encountered if the size m of a restart is too small [19]. So, in order to solve dense linear systems,
we propose to use, in the CMRH method, the Hessenberg process with over-storage instead of the Hessenberg process
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with pivoting strategy. The new method is called CMRH algorithm with over-storage and is described below. Notice
that, in this algorithm, the initial residual r0 and the approximated solution xk are stored in b.
Algorithm 4. CMRH method with over-storage
(1) Start:
Choose an initial guess x0 and a tolerance ;
Let p = [1, · · · , n]T; compute b = b − Ax0;
Determine i0 such that |(b)i0 | = ‖b‖∞; = (b)i0 ; b = b/;
pi0 ←→ p1; (b)i0 ←→ (b)1;
Ai0,: ←→ A1,:; A:,i0 ←→ A:,1;
(2) Loop:
For k = 1, . . . , until convergence do,
u = A:,k + A:,k+1:n(b)k+1:n;Ak,k+1:n = (b)k+1:n;
for j = 1, . . . , k
Aj,k = (u)j ; (u)j = 0;
(u)j+1:n = (u)j+1:n − Aj,kAj+1:n,j ;
end
Determine i0 ∈ {k + 1, . . . , n} such that |(u)pi0 | = ‖(u)pk+1:pn‖∞;
h = (u)pi0 ; v = u/h;
pi0 ←→ pk+1; (v)i0 ←→ (v)k+1;
Ai0,: ←→ Ak+1,:; A:,i0 ←→ A:,k+1;
Update the QR factorization of Hk , i.e.
• Apply the rotations i to the kth column of Hk ,
i.e. apply i , i = 1, . . . , k − 1 to [A1:k,k, h];
• Compute the rotation coefﬁcients ck , sk by (11),
i.e. si = h√
(Ai,i )
2+h2 , ci =
Ai,i√
(Ai,i )
2+h2 ;
Apply previous rotations to Hk and gk , i.e. compute
• k+1 = −skk ,
• k = ckk ,
• Ak,k = ckAk,k + skh,
If |k+1| goto (3); end
end
(3) Update:
Solve Hkdk = e1, (Hk = triu(A1:k,1:k));
Update xk = x0 + Lkdk , (Lk = diag(ones(k, 1)) + tril(A:,1:k,−1));
Reorder the components of xk
for i = 1, . . . , n
(b)pi = (xk)i ;
end
We end this section by giving the operation count for the new algorithm and comparing it with those of the GMRES
method. If we neglect the cost of updating the QR factorization and computing dk for both methods, then iteration k of
Algorithm 4 involves
• u = A:,k + A:,k+1:n(b)k+1:n which requires n(n − k) multiplications.
• (u)j+1:n= (u)j+1:n−Aj,kAj+1:n,j for j =1, . . . , k which requires
∑k
j=1(n−j)=nk−k(k+1)/2 multiplications.
Notice that the corresponding operations in the GMRES algorithm are
• u = Avk which requires n2 multiplications.
• u = u − Hj,kvj for j = 1, . . . , k which requires nk multiplications.
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In conclusion, for dense matrices, if Algorithm 4 converges in m steps, then it requires mn2 −m3/6 multiplications
or additions, while full GMRES requires mn2 + m2n multiplications or additions.
5. Numerical experiments
In this section, we provide experimental results of using the CMRH algorithm with over-storage to solve dense linear
systems and compare its performances with the Gaussian elimination method. All the experiments were performed on
a computer of Intel Pentium-4 processor at 3.4GHz and 2048MBytes of RAM. In all the examples, the starting guess
for the CMRH method was taken to be zero and the right-hand side b is set in a such a way that the exact solution x∗ is
known. This allows us to compare not only ‖resG = b −AxG‖ and ‖resC = b −AxC‖ but also ‖errG = x∗ − xG‖ and
‖errC = x∗ − xC‖ which are, respectively, the norm of the residual and error vector given by the Gaussian elimination
method and the CMRH method.
Experiment 1. The numerical results in this ﬁrst set of experiments were obtained using Matlab7.
Example 1.1: Consider the solution of the Fredholm integral equation of the ﬁrst kind∫ 6
6
(s, t)x(t) dt = y(s), −6s6, (14)
discussed in [26]. Its solution, kernel and right-hand side are given by
x(t) =
{
1 + cos (3 t) if |t |< 3,
0 otherwise,
(s, t) = x(s − t),
y(s) = (6 − |s|)
(
1 + 1
2
cos
(
3
t
))
+ 9
2
sin
(
3
|s|
)
.
We use the code philips.m from [16] to discretize (14) by a Galerkin method with orthonormal box functions as test
and trial functions to obtain the matrix A1 ∈ Rn×n and a scaled approximate solution x∗ ∈ Rn.
Example 1.2: We consider the matrix
A2 =
[
K M
MT 03×3
]
, (15)
where
M =
⎡
⎢⎢⎣
x1 y1 1
x2 y2 1
...
...
...
xn−3 yn−3 1
⎤
⎥⎥⎦ , Ki,j =
{
0 if i = j,
−1
8
d2i,j log(di,j ) if i = j,
and di,j =
√
(xi − xj )2 + (yi − yj )2. Notice that the matrix A comes from thin plate splines problems [6].
Example 1.3: Consider the solution of the Fredholm integral equation of the second kind
(I + 2Km)x = xi , (16)
where
Kmu =
∫

g(z − y)m(y)u(y) dy.
discussed in [9].This equation is related to the integral equation formulationof theHelmholtz partial differential equation
for modeling scattered waves for which the convergence is dictated by the wave number . Setting = [0, 1] × [0, 1]
and discretizing the integral equation (16) by using n mesh nodes and applying a composite trapezoid rule results in
the linear system
A3x = b, (17)
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Table 1
Results obtained for the matrices A1, A2 and A3
A Iter. Res. norm Err. norm
A1 CMRH 70 2.14 × 10−9 3.84 × 10−5
n = 8000 = 10−10 GAUSS 9.40 × 10−14 3.66 × 10−1
A2 CMRH 1512 2.50 × 10−10 1.17 × 10−4
n = 6000 = 10−13 GAUSS 1.35 × 10−10 5.55 × 10−5
A3, = 30 CMRH 217 1.50 × 10−11 5.48 × 10−11
n = 3600 = 10−12 GAUSS 1.68 × 10−12 1.29 × 10−12
A3, = 120 CMRH 692 3.80 × 10−11 1.70 × 10−11
n = 3600 = 10−12 GAUSS 3.81 × 10−12 9.48 × 10−13
Table 2
Results obtained for the matrices A4, A5, A6 and A7
A Iter. Time Res. norm Err. norm
A4 CMRH 668 397 3.81 × 10−9 6.46 × 10−5
GAUSS 3124 3.13 × 10−9 5.04 × 10−5
A5 CMRH 1107 663 2.82 × 10−5 2.84 × 10−5
GAUSS 3185 3.03 × 10−6 2.13 × 10−6
A6 CMRH 2235 2131 2.41 × 10−6 1.02 × 10−9
GAUSS 3604 1.37 × 10−6 3.56 × 10−10
A7 CMRH 791 744 3.53 × 10−10 6.76 × 10−13
GAUSS 3595 4.31 × 10−10 7.79 × 10−13
where A3 = (I + 2KM) ∈ Cn×n, K = (Ki,j ) = (h2g(zi − zj ), M is the diagonal matrix deﬁned by Mj,j = m(zj ),
zj ∈  and h2 is the area of each partition. For more details on the integral equation (16) and for the function g and
the right-hand side b, we refer to [9,28]. As the convergence of Krylov methods applied to (17) depends on  [28], we
consider values of  which are = 30 and 120. The matrix A3 is a dense non-Hermitian matrix. Note that the residuals
norm shown in Table 1 exhibit the behavior of the CMRH method compared to the Gaussian elimination method.
The CMRH method converges in 70 iterations for the ﬁrst example (matrix A1) and gives better approximate than
Gaussian eliminationmethod. For the approximation problem (matrixA2) CMRHmethods converges in a large number
of iteration. For the Helmoltz problem (matrix A3) the number of iteration increases with . The CMRH method gives
a good approximation of the solution of the linear system even if  is large.
The obtained results for the above matrices are summarized in Table 2 where  is the tolerance used in (13) to stop
the iteration in the CMRH algorithm, n is the size of each matrix.
Experiment 2. In this second set of experiments, the algorithms were coded in Fortran-77 and we used a tuned BLAS
library for Intel Pentium processors and the LAPACK library [1]. Notice that for the CMRH algorithm, the tolerance
used in (13) as stopping test for iteration index k is = min(10−13, 10−3 errG).
Example 2.1: Three real matrices of size n = 15 000 are considered which are
A4 = (aj,k) = 2min(j, k) − 1
n − j + k ,
A5 = (aj,k) =
⎧⎨
⎩
0 if j = k,
|j − k| + 1
j − k if j = k.
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Example 2.2: Two complex matrices of size n = 11 000 are considered which are
A6 = (aj,k) =
⎧⎪⎪⎨
⎪⎪⎩
1 + k
10
+ ™ j
10
if j > k,
1 + k™ if j = k,
1 + ™ if j < k,
A7 = (aj,k) =
⎧⎪⎨
⎪⎩
1
2k − 1 + ™
k
10
if j = k,
1
j + k − 1 if j = k.
We see from this table that Gaussian elimination requires more CPU times as compared to CMRH method.
5.1. Conclusion
For solving linear systems of equations of large sparse matrices, Krylov subspace iterations like GMRES and QMR
are among the most widely used. In our experience the convergence of GMRES and CMRH is very similar. They
converge in general in almost the same number of iterations. For large dense matrices, we cannot use the full GMRES
(we need to store theArnoldi vectors and the Hessenberg matrix).We have proposed in this paper a new implementation
of the CMRH method. Hence, the CMRH method is the only subspace Krylov method, which can be applied to dense
linear systems, without having to store the entire matrix and all the Krylov vectors. A comparison with Gaussian
elimination method is also considered.
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