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The recently developed S’-degree and bifrucation theory are applied to provide 
a purely topological argument of a global Hopf bifurcation theory for functional 
differential equations of mixed type. In the special case where the equation is of 
retarded type, the established result represents an analog of Alexander and Yorke’s 
global Hopf bifurcation theorem which has been obtained by Chow, Fiedler, 
Mallet-Paret, and Nussbaum, using different approaches. 0 19-a Academic PW, IIIC. 
1. INTRODUCTION 
A great deal of research has been devoted to the Hopf bifurcation of 
functional differential equations of retarded type. The Lyapunov-Schmidt 
method (or generally, alternation method), center manifold theory, and 
integral averaging method, etc., have been used to reduce the bifurcation 
problem to a finite dimensional problem. Since the implicit function 
theorem has been applied, certain differentiability conditions must be 
imposed on the vector field. For details, we refer to [6, 7, 11, 23, 25 3 and 
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references therein. Moreover, Fuller index theory, fixed point index for 
local condensing maps and Alexander-Yorke global bifurcation theory etc., 
have also been extended to retarded functional differential equations in 
[8, 39-411. Their proofs were based on either the approximation of a 
functional differential equation by Kupka-Smale systems or a strongly 
proper approximation of the operator of translation along trajectories of 
functional differential equations with respect o a natural set of projections. 
Therefore, the decomposition theory of linear functional differential equa- 
tions plays an essential role. 
The purpose of this paper is to apply the S’-degree and bifurcation 
theory recently developed in [ 16, 211 to provide a purely topological proof 
of a global Hopf bifurcation theory for functional differential equations. 
Our result represents an analog of the Alexander-Yorke global bifurcation 
theorem for periodic orbits which has been obtained by Chow, Fielder, 
Mallet-Paret, and Nussbaum, using different approaches (see [S, 9, 17, 
18, 413). Because of the purely topological nature of our approach, we 
avoid the solution operator and the sophisticated ecomposition theory of 
linear functional differential equations. Therefore our results can be applied 
to functional differential equations of mixed type (with both advanced and 
retarded arguments). 
The paper is organized as follows: in the next section we introduce the 
S’-degree (see also the Appendix for additional discussion) and bifurcation 
theory due to [16, 213. For the convenience of the reader, we outline 
briefly the geometric essence in the argument of the bifurcation theorem. 
A computation formula is also provided for the calculation of the degree. 
These general results are then applied, in Section 3, to obtain a global Hopf 
bifurcation theorem for functional differential equations of mixed type. 
Some comparison of our approach with existing older ideas is also 
presented in Section 3. 
2. S’-DEGREE AND BIFURCATION THEORY 
In this section we present an outline of S’-equivariant bifurcation theory 
that was developed recently by Geba and Marzantowicz [Zl]. 
Let E be a real Hilbert space. We assume that IE is an isometric represen- 
tation of the group G = S’ := {z E C; IzI = 1); i.e., we assume that there is 
a continuous map p: G x E + IE such that 
(a) for every g E G, gx := p( g, x) defines a linear isometry on E; 
(b) 1x=x for all xoE; 
Cc) g,(g,x) = (gl gdx for all g,, g, E G and XE E. 
For x E IE we denote by G, := {y E G; yx = x} the isotropy group of x. 
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The isometric representation E has the isotypical direct sum decomposition 
where (E, = [EC := {XE E; gx = x for all ge G} is the subspace of G-fixed 
points, and for k 3 1, XE E,\(O) implies G, = Ek := {y E G; yk = l}. 
Throughout this section, we assume the following: 
(A.l) For all k=O, 1, . . . . the subspaces (Ek are of finite dimensions. 
All subspaces [Ek, k 2 1, admit a natural structure of complex vector 
spaces. Indeed, setting tk = exp(zi/2k), we can define a multiplication of an 
element XE E, by a complex number z =a+ ib according to the formula 
z * x= ax + bt,x. It can be shown easily that an R-linear operator 
A: [Ek + & iS G-equivariant if and Only if it iS @-linear with respect t0 this 
complex structure. Therefore, by choosing a C basis in [Ek, k > 1, we 
can define an isomorphim between the group of all G-equivariant 
automorphisms of Ek, denoted by GL,(lE,), and the general linear group 
GL(m,, C), where mk = dim, [E,. 
For a topological space X, we denote by [S’, X] the set of homotopy 
classes of continuous maps a: S’ + X. Let C* := C\ (0) and a: S’ -+ @* be 
a continuous map. The correspondence [a] H deg,(a), where deg, denotes 
the Brouwer degree, defines the bijection of [S’, @*] onto Z. The 
following is a well-known fact: 
PROPOSITION 2.1. There exists a canonical bijection V: [S’, GL(n, C)] + Z 
defined by V([a]) := deg,(det, a), where a: S’ + GL(n, E) and 
det, : GL(n, @) + C* is the usual determinant homomorphism. Moreover, if 
ai: S’ + GL(n,, C), i= 1,2, are two continuous maps, then 
wherea,@a,:S’+GL(n,+n,, @) is the canonical direct sum of a, and a*. 
Let [F be another Hilbert isometric representation of G = S’, and 
L: IE -+ 5 be a given equivariant linear bounded Fredholm operator of index 
zero. We say that an equivariant compact operator K: IE + F is an 
equivariant compact resolvent of L, if L + K lE + IF is an isomorphism. We 
will denote by CR,(L) te set of all equivariant compact resolvents of L, 
and assume 
(A.2) The set CR,(L) is non-empty. 
In what follows, a point of the Banach space IE 0 R2 is denoted by (x, n), 
where XE E and 1~ R2, and the action of G on lE@ R2 is defined by 
g(x,A):=(gx,A), gEG, XEE, and AER’. 
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We consider a G-equivariant continuous mapf: iE@ I??* + IF such that 
m, 2) = Lx + 44x, A), (x, A.) E E 0 [w*, 
where cp: lE@ R2 + R is a completely continuous map and the following 
assumption is satisfied. 
(A.3) There exists a 2- dimensional submanifold Nc lEO@ R* such that 
(i) Ncf-‘(0); 
(ii) if (x,,, A,) EN, then there exists an open neighbourhood Un,, of &, 
in R2, an open neighbourhood U,, of x0 in IE,, and a P-map q: UzO + IE, 
such that 
We are interested in the structure of the set of solutions to the equation 
f(& 2) = 0, (x, 1) E IE 0 R2. (2.1) 
By (i) of (A.3), all points (x, L)E N are solutions to (2.1). We call those 
points trioiul solutions. All other solutions of (2.1), namely points in 
fP’(O)\N, will be called nontrivial solutions. A point (x,, 1,) EN is called 
a bifurcation point if in any neighbourhood of (x,, A,), there exists a 
nontrivial solution for (2.1). 
We assume that at all points (x,,, &)E N the derivative 
D,f(xO, 1,): E + [F offwith respect o x exists and is continuous on N. We 
say that (x0, &)E N is E-singular if D,f(xO, A,): E -+ [F is not an 
isomorphism. An E-singular point (x0, 1,) E N is called an isolated 
[E-singular point if there are no other E-singular points in some 
neighbourhood of (x,, 1,) in N. It follows from the implicit function 
theorem that if (x0, A,) is a bifurcation point then (x,, 1,) is an E-singular 
point. 
Suppose that (x,, A,) EN is an isolated [E-singular point. We are inter- 
ested in finding nontrivial solutions of Eq. (2.1) in a neighbourhood of 
(x0, 2,) in IE@ R*. First of all, we remark that (2.1) can be transformed 
into the equivariant fixed point problem 
x = R,o [Kx - cp(x, A)], (X,i)EE@W, 
where KEcR,(L) and R K := (L + K) -‘. Therefore Eq. (2.1) is equivalent 
to the equation 
h(x, A) = 0, (X,11)EE@R2, (2.2) 
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where h: IE x R2 + IE is defined by the formula 
h(x, I) = x - R,o [Kx - cp(x, /I)], (x, 1) E E @ R2. 
The approach of finding nontrivial solutions to (2.2) in an open 
invariant neighbourhood UE IE x lR2 of (x,,, A,,) E N is based on the idea of 
a complementing function to Eq. (2.2). This method was developed (in the 
non-equivariant case) by Ize [26] and recently was applied in [21] to the 
equivariant bifurcation problem (2.2). Such a method can be described 
roughly as follows. Suppose that there exists an equivariant function 
$: U+ R satisfying the condition It/(x, A) < 0 for all (x, A) E Dn N (called a 
complementing function). Then every solution to the system 
h(x, A) = 0, 
vvx, n)=o, 
(x, l)ElE@R2 (2.3) 
is evidently a nontrivial solution to (2.1). This leads us to the equivariant 
map F$: 0 + [E @ R defined by F$(x, 1) = (h(x, I), tj(x, A)), (x, A) E IE @ [w’, 
and the problem of finding nontrivial soutions to (2.1) in U can be reduced 
to the problem of finding a solution to the equation F$(x, A) = 0 in U 
which can be solved by using the so-called S’-equiuariant degree as a 
topological invariant associated with the problem (2.3). 
To describe the definition and basic properties of P-degree, we assume 
that V is an isometric Hilbert representation of G = S’. If U is an open 
bounded invariant subset of V@ If&’ (where S’ acts trivially on R) and 
F: (~,XJ-+(V, V\(O)) is an equivariant compact vector field on u, then 
there is defined the S’-equivariant degree of F with respect o U, which is 
a sequence of integers 
De&f’, u) := {degk(F, U)}p=, E g Z 
k=l 
such that only for finite number of indices k, deg,(F, U) # 0. The basic 
properties of Deg are as follows. 
(i) Existence: If Deg(F, U) = { deg,(F, U)}F= 1 # 0, i.e., there exists 
kE { 1,2, . ..} such that deg,(F, U) #O, then F-‘(O) n UH # @, where 
H= & and 
UH := {ue U;gv=vforanygEH}. 
(ii) Additiuity: If U, and U, are two open invariant subsets of U 
such that U1 n U,= @ and FP’(0)n Us U, v U2, then Deg(F, U)= 
Deg(F, U, ) + Deg(E U2 ). 
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(iii) Homotopy invariance: If X:(Q8U)x[O,l]-+(V, V\(O)) is 
an S’-equivariant homotopy of compact vector fields, then Deg(&& U) = 
Deg(X,, U), where &(e)=Af(t, 0) for tE [0, l] and 8~ .!j. 
(iv) Contraction: Suppose that W is another isometric Hilbert 
representation of S’ and let Q be an open bounded, invariant subset of W 
suchthatOEQ.Deline@:~x~+ WOVby@(y,x,t)=(y,F(x,t)).Then 
Deg( @, 52) = Deg(F, U). 
For more details of S’-degree, we refer to [16] (see also the Appendix for 
a brief description of S’-degree and a comparison with that introduced by 
Ize et al. [29]). 
Now we return to the problem (2.3). If the mapping FJI : i7 + E 0 03 has 
no zero on aU, then there is a well-defined S’-equivariant degree of Fti for 
V=E@R, 
Deg(Fti, u) = {degk(FtiT W}?= 1. 
(In fact, such a degree is well defined for any equivariant function II/: 0 + IL! 
such that F,(x, 1) #O for all (x, A)E aU. This remark wil be used later.) 
The existence property of the S’-degree guarantees that if Deg(F,, U) # 0, 
then (2.1) has a nontrivial solution in U. Therefore, in order to be able 
to use the above S’-degree to our bifurcation problem, we need some 
facts about the construction of the open neighbourhood U and the 
complementing function 4 as well as the possible computation of 
Deg(Fti, W 
For this purpose, we identify R2 with C, and for sufficiently small p > 0, 
we define CI: D + iV, D := {ZE C; IzI < l}, by putting 
a(z) = (q(%, + pz), A, + pz) E [E,o lR2. 
Since we assumed that (x,, 1,) = (?(A,), A,) EN is an isolated E-singular 
point, it is clear that we can choose sufficiently small p > 0 such that u(D) 
contains only one E-singular point, namely (x,, 2,). Consequently, the 
formula Y(z) := D,xh(a(z)), z E S’ ED, defines a continuous mapping 
‘y: S’ -+ CL,(E) which has the decomposition Y = !PO @ Y, 0 . . . 0 
(yk@ . ..) where ul,: S’ + GL,( E,) for k = 1,2, . . . and Y,,: S’ + GL(E,). 
We now define 
tz = sgn det Y,,(z) 
and 
Y&O> M=wCykl), k = 1, 2, . . . . 
Obviously, E does not depend on the choice of z E S’ . 
(2.4) 
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As the open neighbourhood U of (x0, 2,) EN, we take the set 
where r > 0, on which we assume that 
(i) /2(x, A) # 0 for all (x, I) E {(x, I) E B,(x,, A,; r, p); II- &I - p, 
Ix-?(~)I ZOI; 
(ii) (x,, 2,) is the only [E-singular point in B,(xO, &; r, p). 
We call a set U a special neighbourhood of (x,, A,) determined by r, p. The 
existence of a special neighbourhood follows from the implicit function 
theorem. Moreover, by the Gleason-Tietze G-extension theorem, there 
exists a continuous S’-equivariant function 8: 0 + R such that 
(i) e(q(L), 2) = - IA-&/ for all (q(L), L)E On N; 
(ii) 0(x, 2) = r if IIx - q(n)11 = r. 
Such a function will be called an auxiliary function. Clearly, if 8 is an 
auxiliary function, then 19,(x, I) := 0(x, I) - 6 will be negative on the subset 
of trivial solutions Un N, provided 6 > 0. Consequently, Bs is a com- 
plementing function. Now for sufficiently small 6 > 0, we can define 
FB,: I??-+ LEO R, F,,(x, A) = (h(x, Is), es(x, I)), and the S’-equivariant 
degree Deg(F,,, U). 
By the homotopy invariance of the P-degree, we obtain 
Deg(F,,, U) = Deg(F,, U). Therefore the nontriviality of the degree 
Deg(F,, U) implies the existence of nontrivial solutions of (2.1) in U. 
The following result due to [21] provides an important formula for the 
computation of Deg(F,, U). 
PROPOSITION 2.2. Assume that U= B,(x,, 2,; y, p) is a special 
neighbourhood of an isolated E-singular point (x,, 1,) EN, and let 8 be an 
auxiliary function. Then the S-equivalent degree Deg(F,, U), where 
F,(x, A)= (h(x, A), 0(x, A)), (x, 1)~ l7, is well defined and we have the 
formula 
deg(& u) = Y~(x~, &), k = 1, 2, . . . . 
where yk(xO, 2,) is defined by (2.4). 
From the above result, one can easily obtain the following local Hopf 
bifurcation theorem of Krasnosel’skii type. 
THEOREM 2.3. Suppose that j! E 0 R2 -+ IF is an equivariant continuous 
map which is continuously differentiable with respect to x at points (x, A) E N 
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and satisfies (A.l), (A.2), and (A.3). Zf ( x0, A,) E N is an isolated E-singular 
point and there exists k > 1 such that yk(xO, A,) # 0, then (x0, A,) is a bifur- 
cation point. More precisely, there exists a sequence (x,, A,,) -+ (x0, A,) of 
nontrivial solutions to (2.1) such that the isotropy group of x, contains Z,. 
We remark that the above result holds when Iw2 is replaced by an open 
subset of [w*. 
The following result represents an analog of the Rabinowitz global Hopf 
bifurcation theorem in our setting. 
THFDREM 2.4. Suppose that f: IE @ IF!’ + lF is as in Theorem 2.3 and 
suppose further that N is complete and every E-singular point in N is isolated 
in N. Let S(f) denote the closure of the set of all nontrivial solutions of (2.1). 
Then for each bounded connected component 3 of S(f ), the set 3 A N is 
finite. Moreover, if3 n N= {(x,, A,), . . . . (x,, A,)>, then for every k = 1,2, . . . 
Y/AX* 9 4) + ... +yjJxq, A,)=O. 
The detailed proofs of Theorems 2.3 and 2.4 can be found in [21]. 
We will need one more technical result related to the notion of crossing 
numbers. 
Suppose a,, a*, 6, c, and /I are given numbers with b, c > 0 and a2 > a,. 
Let Q := (0,b) x (/3-c, B + c) E Iw*. Assume H: [a,, a,] x a + R* is a 
continuous function. For every a E [al, a*], we put H,(x, y) := H(a, x, y), 
(x, y) E a. The following conditions on H are assumed: 
(Cl) H(a,x, y)#O for all LYE Ca,,a,l and (x, y)~l%?\{(O, y); 
YE@-CY B+d. 
(C.2) For (x, ~)EQ, if HJx, y)=O, i= 1 or 2, then x#O. 
Conditions (C.l) and (C.2) imply that H,: Q + R* has no zero on the 
boundary 80, i = 1,2. Consequently, we can define the following integers: 
di := deg,(H,,), where deg, denotes the Brouwer degree. We define the 
(formal) crossing number d for the family {h,},, C01,a2, by 
d.=d,-d,. 
LEMMA 2.5. Suppose that H: [a,, a,] x a --f R* is continuous and 
satisfies conditions (C.l) and (C.2). Put Q, := (a,, a*) x (fi - c, /!3 + c) and 
define the function lc/H: fiz +R* by +.d(a, y)=H(a,O, Y), aE CaI,a219 
ye [P-c,B+cl. Then eH(a, y)#Ofor (a, y)~8sZ, anddeg,($,,Q,)=d. 
Proof The conclusion that tiH(a, y) #O for (a, y) E aa, follows 
immediately from (C.l) and (C.2). To prove that deg,($,, sZ,)=d, we 
consider the parallelepiped P := [a,, a*] x [0, b] x [B - , j? + c]. It is easy 
to see that there exists an orientation preserving homeomorphism 9: P + P 
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such that it transforms the faces P- := {al} x [O,b]x [b--c,/?+c], 
P, :=(u2}x[0,b]x[/?-c,P+c], and P1:=[al,a,]x(O}x[~-c, 
/?+c] onto the face P,. We denote 9(P+) by U,, Y(P-) by K, and 
g(P, 1 by U,. 
@ 
A. 
u- ,,’ “l\ 
/’ ‘U,lJ+ ’ 
Next, we consider the composition 
By the construction, for each t E [O, b], the mapping I?,: P, + R2 defined 
by R,(u, 0, y) = &(a, t, y) for (a, t, y)~ P has no zero in dP1. Therefore, 
I% [0, b] x P, + R2 may be viewed as a homotopy A, from RO: P, + lR2 
to Rb: P, + R2. Moreover, by condition (C.l ), fib has no zero in P, , 
consequently, deg,(R,, PI) = 0. This implies deg(RO, P,) = 0. 
On the other hand, since S-’ is a homeomorphism, in view of orienta- 
tion preserving and reversing properties of 8-l on the boundary aP, we 
have 
degd&+, U+)=deg,W,,A 
degB(Bloey u-l= 1 deg,(H,,, -Q), 
degdiflo,, W=~wd$dW 
By applying the additivity and excision properties of the Brouwer degree 
we obtain 
0 = degB(&, PI 1 
=degdfil~+, U+)+degB(~lo,9 U,)+degB(~I~-, U-J 
=deMH,,9 Q)+degB(tiHy Ql)-degBW,,, Q) 
=degB(+,,Ql)+d2-4. 
This completes the proof. 1 
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3. LOCAL AND GLOBAL BIFURCATIONS OF FUNCTIONAL 
DIFFERENTIAL EQUATIONS 
We denote by C(R, Rn) the Banach space of continuous bounded 
functions from 174 to R” equipped with the usual supremum norm 
11411 = suPBE&! lb(e)1 for +4 EC( R; UY), where I . I denotes the Euclidean norm 
on R”. If ~EC(R;R”) and PER, then ~,EC(R;R”) is defined by 
4, = &t + 0) for 0 E R. 
Consider the one parameter family of functional differential equations 
a(t) = ml, a), (3.1) 
where F: C(R; Rn) x IR + 178” is a continuous map and satisfies the following 
assumption. 
(H.l) There exists a number s>O such that the map F has a 
continuous factorization Z? C(( - co, s]; IFY) x R + R”; i.e., we have the 
following commutative diagram (where r: C( R; KY’) + C( ( - co, s]; R) 
denotes the restriction operator). 
The existence of such a factorization P means that in Eq. (3.1) we admit 
functionals with both unbounded delayed argument and bounded advanced 
argument. That is, we will consider a class of functional differential equa- 
tions of mixed type. 
In what follows, we will assume that p is a Cl-map. We should remark 
that, because of the nature of our approach, this assumption can be 
weakened. 
For x0 E R”, we will use the same symbol to denote the constant function 
x,(8) =x,,, for all 8 E R. Since (x,),=x,, for all t E 62, if F(x,, ao) = 0, then 
x0 is a solution of (3.1) with a = ao. We will call such points 
(x,, a,,) E R” x IR stationary points of (3.1). Moreover, we say that a 
stationary point (x,, ao) is nonsingular if the restriction of F to the 
space R” x R E C(R; 02”) x R, still denoted by F, has the derivative 
D,F(x,,, a,,): R” + IR” (with respect o x E Rn), which is an isomorphism. 
Let (x,, ao) be a stationary point of (3.1). The linearization of Eq. (3.1) 
at (x,, ao) leads to the following characteristic equation for the stationary 
point (x0, ad, 
det[AZ- 2(x,,, a,)(e” .)] =O, (3.2) 
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where T(xO, aO) := D&=(x,, aO): C(( - co, s]; C”) + C”, (e”. .)(e, x) = el’x, 
for (0, x) E Iw x C”, and 
A c,,.,,(A) := AZ- T(x,, aO)(e”. .): C” 4 @” 
is a complex n x n matrix. By our assumption on the factorization p, 
formula (3.2) is well defined for all complex numbers il such that Re 12 0. 
A solution &, to Eq. (3.2) will be called a characteristic value of the 
stationary point (x0, CQ). It is clear that (x0, aO) is a nonsingular stationary 
point if and only if 0 is not a characteristic value of stationary point 
(x0, ao). 
In what follows, we say that a nonsingular stationary point (x0, aO) is a 
center if it has a purely imaginary characteristic value, and we will call 
(x,, ao) an isolated center if it is the only center in some neighbourhood of 
(x0, aO) in [w” x [w. 
For a local Hopf bifurcation, we assume the following 
(H.2) There exists (x,, aO) E Wx [w such that (x0, aO) is an isolated 
center of (3.1). 
Since (x,, aO) is a nonsingular stationary point, i.e., DXF(xO, aO): 
Iw” + R” is an isomorphism, there is a continuously differentiable function 
x(a) for a near a0 such that (x(a), a) is a stationary point for each a. To 
simplify the notation, we put 
T(a) = T(x(a), a) := D+F(x(a), a): C(( - 00, s]; @“) + @” 
and 
A,(l) := AZ- T(a)(e”’ .), 
where a E [a,, - 6, a,, + S], for sufficiently small 6 > 0. 
By assumption (H.2) there is /I,, > 0 such that det A,(&,) = 0 and if 
O<la-a,l<6, then iRn{,lEQ ReL>O, detA,(12)=0}=@. 
Choose constants b = b(a,, /I,,) >O and c= c(a,, /$,) > 0 such that the 
closure of Q := (0, b) x (Do - c, B0 + c) c lR2 N @ contains no other zero of 
det A,,(L). It is well known that det A,(L), 0 < la -a01 ~6, is analytic in 
R E 52 and continuous in a. Since for suficiently small 6 > 0, there exists no 
zero of det A lo*a(L) in 80, the notation 
~*(x~,a~,B~):=deg,(detA.,,,(.),a) 
is well defined. We now can introduce the following important concept: 
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DEFINITION 3.1. The crossing number of (x,, clO, /&,) is defined as 
Ybo, a03 PO) :=y-(x0, MOT Bo)-Y+(Xo? a09 PO). 
We are now in a position to state the local Hopf bifurcation theorem. 
THEOREM 3.2. Suppose that hypotheses (H.l) and (H.2) are satisfied. If 
y(x,, a,, /lo) #O, then there exists a bifurcation of nonconstant periodic solu- 
tions from (x0, ao). More precisely, there exists a sequence {(x,(t), a,,, /I,)} 
such that a, + a,, /I, --+ /&,, x,(t) +x0 for all t E R us n + co, and x,(t) is a 
nonconstant periodic solution with a period 24/S,, of Eq. (3.1) with a = a,,. 
Proof: We first introduce the period as an additional parameter so that 
we can work in a space of functions of fixed period 27r. By making a change 
of variable 
x(t) = 2(/G) 
1 
or z(t)=x -t ( > B 
we obtain 
i(t) = 1 flzt,p, a), P (3.3) 
where z,,(O) = z(t + @) for 19 E08. Evidently, z(t) is a 2x-periodic solution 
of (3.3) if and only if x(t) is a 2rr//?-periodic solution of (3.1). 
We put S’ = R1/271Z, E = H’(S’; UY), [F = L*(S’; UP), D(a,, PO) := 
(aO-6,a0+6)x(/J0-c,/$,+c) and define L:IE+F, 9:IExD(a,,~,)+IF 
as 
Lz(t) =i(t), *(z, a, B)(t) = j &,,p, a), 
where z E E, (a, /I) E D(a,,, PO), t E R. The spaces E and IF are isometric 
Hilbert representations of the group G= S’, where S’ acts simply by 
shifting the argument. Evidently, L is a bounded equivariant Fredholm 
operator of index zero such that Ker(L) = IV c E, the subspace of constant 
functions. It is useful to consider L as an unbounded self-adjoint operator 
from Dam(L) = Z-Z’(S’; R”) c L’(S’; R“) into L’(S’; R”). Since we have the 
orthogonal direct decomposition L ’ := Ker(L)@Im(L), we can define an 
equivariant resolvent K: H’(S’; IR”‘) + L2(S’; IX”) of the operator L just by 
taking L*-orthogonal projection P onto the subspace of constant functions 
R” = Ker(L), i.e., for every x E H’(S’; I?‘), Kx := (1/2n) jp x(t) dt. We also 
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note that the inclusion IE 4 C(S’; R”) is a compact operator and the 
mapping 4: C(S’; UP) x D(a,, b,,) + L’(S’; R”) defined by 
is continuous. Thus it follows from the following commutative diagram 
that % is a completely continuous map. 
Define j IE x D(a,, /J,) + lF by 
1 
f(z, 4 B)(t) =-f(t) - - m,J?, a), 
B 
that is, 
f(z, a, B) = Lz - 9(z, 4 8). 
Then finding a 2x-periodic solution of Eq. (3.3) is equivalent to finding a 
solution of the problem 
fk 4 8) = 0 (3.4) 
in [E x D(a,, PO). Evidently, f is S’-equivariant, and so its derivative 
By assumption (H.2), we can define the 2-dimensional submanifold 
NG IE,, 0 R2 by taking 
N := {(x(a), a, B); aE(ao--,ao+6),BE(Bo-c,Bo+c)}. 
It is an easy observation that N satisfies assumption (A.3) of the previous 
section, and (x,, ao, /IO) is the only [E-singular point in N. 
It is well known that IE has the following isotypical direct sum decom- 
position !E = @p=O [Ek, where [Ek is the subspace spanned by cos(kt)aj and 
sin(kt)sj for j= 1, 2, . . . . n, where {ai, . . . . Ed} denotes the standard basis of 
88”. In what follows, we will identify IE,, k> 0, with the linear space over 
the complex numbers spanned by exp(kt)cj, j = 1, . . . . n. 
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Put Y(a, fl) = (L + K))lD,f(x(a), ~1, j): E -+ E for (a, /?) E D(a,, &J 
Since Y(cr, /I) is S’-equivariant, Y(u(a, /?)(I$) G E, for all k = 0, 1, .., and 
therefore we obtain the maps Yk: D(a,, p,,) + ?Z(E,, E,) by 
By direct verification, we have, for k = 1,2, . . . . that 
thus 
Yk(a, /?)(e”‘cj)=eikfcj-A L-‘T(a)(eik’eikB’cj) 
B 
=eik*~,-rL-‘(eik’)T(a)(eikB’El) 
P 
1 
= eik’cj - pg T(a)(e w Ej). 
Therefore the matrix representation of Yk(tl, p) with respect o the ordered 
basis (eik’sI, . . . . eikrcn) is (l/ik/?)d,(ik/?). 
Now, we can use the construction of yI(xO, a,,, PO) explained in the 
previous section. First of all, we put CI1 := (a0 - 6, a0 + 6) x (PO - c, /&, + c). 
We identify 80, with S’ and define Q: 8, --t R2 N C by Q(a, B)= 
det, A,($). By Proposition 2.2, we obtain 
where E = sign det Yo(a, p), (a, fi) E &S,. Then we define the function 
H: [a,-4 a,+61 xa + R2 N C, where G? := (0, b) x (/IO - c, Do + c), by 
H(a, u, u) = det, d,(u + io). 
The choice of b, c, and 6 guarantees that all conditions in Lemma 2.5 are 
satisfied, consequently 
degB(QT 0,) = y(xo, ao, Bo). 
By the assumption that y(x,, ao, PO) # 0, we have 
Y 1 (x0, go, PO) = &y(xo. ao, PO) Z 0. 
Therefore, by Theorem 2.3, (x0, a,,, PO) is a bifurcation point. More 
precisely, there exists a sequence {(x,(t), a,, /!I,)} such that a, --* ao, 
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/I,, --f /I,, as n + co, and x,(t) is a nontrivial periodic solution of the 
equation n(t) = F(x,, ~1,) with a period 27r/fi, such that x,+x0 in the 
H’-norm as n + co. This completes the proof. 1 
We now consider the global bifurcation problem. In what follows, we 
assume the following conditions are satisfied: 
(H.3) For any bounded set W G iE x IR, there exists a constant L > 0 
such that IF(& a) - F($, a)1 <L 114 - +I/ for all (4, c(), ($, c() E W. 
(H.4) All stationary points of (3.1) are nonsingular and all centers of 
(3.1) are isolated. 
In a way similar to that in the proof of Theorem 3.2, it is possible to 
reformulate the problem (3.1) as a problem of finding a 2rc-periodic 
solution to the equation 
At) =PF(Yt,l,p a), (3.5) 
where y,,,,,(8) = y(t + 0/p) for 0 E R. Here we replace /I > 0 by l/p 
in Eq. (3.3). We are looking for the solution (y(t), ~1, p) in the so-called 
Fuller space (cf.[19]) lExRxR+, where R, :={peR;p>O} and 
E :=H’(S’; I?‘). This problem can again be reformulated as the 
coincidence problem 
LY = P(a, P)(Y), YE& 
where L: E -P [F := L*(S’; IV’), Ly = 3, and 9: E x R x R, + (F, 
9(~, P)(Y)(~) =~Ftyt,l,p, a). 
Under assumption (H.4), zero is a regular value of the restriction 
F~:=9qEIEoxRxR+: E~xRxR++ffo, where IE, = lEG and 5, = IF’. Conse- 
quently, S:-‘(O) := N is a 2-dimensional complete submanifold of lEO x R2 
such that Nsf -l(O), where f := L- 9. It is easy to verify that N satisfies 
the assumption (4.3). We will call N the set of trivial (stationary) solutions 
of (3.1),. 
Let E(f) denote the closure of the set of all nontrivial periodic solutions 
of (3.5) in IExRxR, and let 3(y,,, a,,, p,,) denote the connected 
component of a bifurcation point (y,, c1,,, p,,) E E(f ). 
We point out that the closure of the set 3(y,, Q, pO) in the space 
IE x R x R! does not contain any point of type (y, a, 0). Indeed, by way of 
contradiction, if there exists (y*, c(*, 0) E 3( y,, CQ,, pO), then there is a 
sequence {( y,,, u,,, p,,)},“, i G lE x [w x R + such that y, is a nontrivial 
2n-periodic solution of (3.5) with a = a,, p =pII, and (y,, a,, p,) + 
(y*, a*, 0) in lE x IF8 x R, as n --t co. Therefore, W := UtsR U,“=, {(y,,, an)} 
is a bounded set of C(( - co, s]; lRn) x R. By the argument of Lasota and 
Yorke [34], we can show that if condition (H.3) is satisfied, then there 
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exists a constant s0 > 0 such that p,, > a0 for all n = 1, 2, . . . . which contra- 
dicts pn + 0 as n -+ GO. 
Therefore, without loss of generality we can assume that the problem 
(3.5) is posed on the whole space IE x OX*. In fact, F is bounded on bounded 
subsets, thus Eq. (3.5) is well defined for all values of p. Therefore, we 
obtain the following global Hopf bifurcation theorem. 
THEOREM 3.3. Under assumptions (H.l), (H.3), and (H.4), if 
(y,, a,,, pO) E N is a bifurcation point of (3.6), then either the connected 
component 3( y,, a,, pO) of (y,, tlO, p,,) in S(f) is unbounded, or the number 
of bifurcation points in 3(y,, CI~, pO) is finite, i.e., 
3(yoy aoT po)nN= ((yoY ao, po), (yl, ul, pl), . . . . (Y,, a,, P,)>. 
Moreover, we have the equality 
7(Yo~ao~~)+g(Y,.a,,~)+ . . . +y(y,,a,, $0. 
Proof: This is an immediate consequence of Theorem 2.4, since as 
we have shown in the argument of Theorem 3.2, y,(xi, ai, l/p,)= 
EY(X~, cli, l/pi) and E is independent of (xi, ai, l/p,) for i=O, 1, . . . . q. 1 
W conclude this paper by comparing the above results with some 
existing older ideas. The crucial concept, that of the crossing number 
y(x,, uo, PO), involved in our Hopf bifurcation theory concerns a net 
change of stability along trivial solutions. The close relation of the crossing 
number y(x,, ao, fro) with the center index @ (x0, ao) introduced in 
Mallet-Paret and Yorke [37], the Hopf index H(f) of (3.1) defined by 
Fiedler [17], and the index r(xo, a,, Bo) with respect to (3.1) discussed in 
Nussbaum [41] can be demonstrated as follows: suppose that F has the 
continuous factorization i? C( [ -t, 01; R”) x R --t R”, i.e., we have the 
commutative diagram 
where r: C( R, lRn) + C( [ -7, 01; R”) denotes the restriction operator and 
r > 0 is a given real number. In other words, we suppose that the system 
(3.1) is a one parameter family of retarded functional differential equations 
with finite delay. If (x0, ao) is an isolated center and PO > 0 is a constant 
such that det A,,($,) = 0, then we can cover the element i/3, by a closed 
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disc D(i/?,,) which contains only the characteristic value i& of the 
stationary point (x,,, ao). Define 
Mult,($,)= {z~o@,,);det d,(z)=O}. 
If there is an open interval A,, containing a0 such that the real part of 
ZE Mult,(i&,) is nonzero for a~A,\{a,}, then for a sufficiently close to 
ao, the number of elements in Mult,(ib,) (counted with algebraic multi- 
plicity) is the same as the algebraic multiplicity of iBo as a zero of 
det d,,(A) = 0. It can be verified, by direct computation of the Brouwer 
degree degB(daokSC.), Q) of the analytic function LI,,,~.,, that 
y+(x,, ao, PO) is the number of elements of Mult,($,) (counted with 
algebraic multiplicity) whose real part is positive for a > a,, or a < ao, 
respectively. Therefore, r(xo, ao, PO) and I$ (x0, ao) can be expressed by 
our crossing numbers according to the formulas 
Go, aoT PO)= 1 CY+( x0, ao, do) - Y-(X,, ao, do)1 
W7EN, 
= - LIN, y(xoy aoT mPoh 
and 
* (x0, ao) = -t 1 I+,, o, Do). 
BeN2 
Moreover, H(f) can be expressed as 
where 
W)= -; 1 Y(xoy soy PO), 
(--w~Y).Do)EN~ 
N,={m~N;detd,(im~,)=O} 
N,= {~>O;detd,,($)=O} 
N3 = {(x0, ao, PO) E R” x R x (0, co); det A,,($,) = 0} 
and E = ( - l)E(‘o) and &a,) is the sum of the numbers (counted with 
algebraic multiplicity) of the characteristic values of (3.1) whose real parts 
are positive. Our global Hopf bifurcation theorem implies the following 
conclusions: 
(i) If the crossing number y(x,, ao, PO)+0 and 3(x,, ao, /lo) is 
bounded, then 3(x,, ao, PO) must contain another bifurcation point. This is 
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an analogy of the well-known Alexander-Yorke theorem on global bifurca- 
tion of periodic orbits (cf. [ 11) whose extension to functional differential 
equations with finite delay was obtained by Chow and Mallet-Paret [8], 
using Fuller’s index for periodic solutions of autonomous systems. 
(ii) If the set of centers is bounded and H(f) # 0, then there exists 
(x,, CI~, /I,,) E IL!” x R x (0, co) such that 3(x,, CI~, &) is bounded. This 
represents an analog of the global bifurcation theorem obtained by Mallet- 
Paret [36] and Fiedler [ 171, using generic approximation techniques. 
Moreover, we note that if r(xO, LYE, &,) # 0, then there must be an integer 
k such that y(x,, c(~, k/l,) # 0. On the other hand, by the same argument as 
that for Theorem 3.2, we can prove that yk(xO, go, PO) = &7(x0, Q,, k/$,) 
with E = + 1 independent of the choice of (x,, aO, /?,,). Therefore, the 
argument of Theorem 3.3 can be applied to obtain the following result: 
(iii) If Y(x~, CI~, /&,) #O and 3(x,, ~1~, PO) is bounded, then 3(x,, LZ~, &,) 
must contain another bifurcation point. This result was essentially dis- 
covered by Nussbaum [41], using a strongly proper approximation of the 
operator of translation along trajectories of functional differential equations 
with respect o a natural set of projections. 
Finally, it should be pointed out that the approaches in the papers men- 
tioned above rely on a certain Kupka-Smale or generic approximation of 
functional differential equations (cf. [ 1, 8, 36, 411) and on certain local 
analysis as well as pertubation arguments in the neighbourhood of a single 
periodic orbit (cf. [ 17, 411) which, to the best of our knowledge, have not 
been developed to functional differential equations of mixed type (with 
both advanced and delayed argument). It is due to the purely topological 
nature of our argument that our global Hopf bifurcation theory can be 
applied to this very general class of functional differential equations. 
APPENDIX: S’-DEGREE 
To describe the finite dimensional version of S-degree constructed in 
[ 163, we assume that I/ is a finite dimensional orthogonal representation 
of G=S’. 
If U is an open bounded invariant subset of V@ R (where S’ acts trivally 
on R) and rp:(U,aU)+(V, V\(O)) is an equivariant continuous map, 
then there is defined the S-degree of cp with respect o U, 
Dedcp, U) := {degdcp, U)}, 
where H runs through the family of all closed subgroups of S’, 
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deg,(cp, U) E Z2 for H = S’ and deg,( cp, U) E Z for H # S’. Note that if H 
is a closed subgroup of S’ then either H = S’ or H = bk = {y E S’; yk = 1 } 
(the cyclic group of order k). Accordingly, we sometimes use the following 
notation: deg(cp, U) = deg,(cp, U) E Z,; deg,(cp, U) = degzk(cp, U) E h, 
kE Jf. The basic property of Deg is that Deg(cp, U) #O implies that the 
equation cp(x, 2) = 0 has a solution in U; more precisely, deg,(cp, U) # 0 
implies q-‘(O) n UH # a. Further, the S’-equivariant degree has the 
standard properties referred to in Section 2, namely, the additivity, 
homotopy invariance, and the contraction property; cf. [16] for details. 
Moreover, an immediate consequence of the definition of S’-degree is 
(*) If for a closed subgroup H c G there is no x E U such that G, = H 
then 
deg,(V’, u) = 0. 
The construction of S’-degree given in [16] uses only the definition and 
basic properties of the classical topological degree. 
Another more general construction of S’-degree was given in [30]. Sup- 
pose that V and W are two real orthogonal finite dimensional representa- 
tions of G. Put M = dim V, N = dim W. Let S( E-4 0 V) (resp., S( 88 0 W)) 
denote the unit sphere in R! 0 V (resp., R @ W)), where G acts trivially on 
R. Suppose U is an open bounded invariant subset of Iw @ V and 
cp: (Q au) + (W, W\(O), . is an equivariant map. Since S( rW@ V) is in a 
natural way equivariantly homeomorphic to one-point compactilkation of 
V, one can assing to cp an equivariant continuous map $: S(lR 0 V) + 
S( R @ W). Set 
where 7cV(S( R 0 W)) stands for an equivariant homotopy group denoted 
by z,&SN) in [30]. Note that in the non-equivariant case theeg(cp, U) 
was introduced in [20]. The definition of c(rp, U) is patterned after the 
definition of fixed-point index introduced by A. Dold in [ 151. Obviously 
the computation of 7~ V(S(R @ W)) is crucial from the point of view of 
applications. Before we formulate the results from [30] we need some 
notation. 
For no N, YE G, ZE@ the formula yz=y” .z, where . denotes the 
standard multiplication of complex numbers, defines a real 2-dimensional 
representation of G, which we will denote by R,. Without loss of generality 
we may assume that 
V= [Wk @ R,, @I . . . @ Rm4, m,<m,< . . . <m,; 
W=[W’@R,,@ ... OR,,, n,dnz< ... <n,; 
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where the action of G on R“ and IF@ is trivial. Assume that 
(a) M-N=l; 
(8) 46r; 
(y) m,=kjnj forj= 1, . . . . r; 
(6) nj are multiples of m, for s = r + 1, . . . . q. 
Set p = q - r. Then (Theorem 2 in [30]) 
(A) ifp>l then 7cy(S(R@W))=Z; 
(B) if p = 1 then 71 V(S(R @ W)) is a cyclic group, whose order is 
explicitly computed in [30]; 
(C) ifp=O then n,(S(R@ W))=7c,(S’)@Z@ ... @Z (where there 
is one Z for each HE X, where Z denotes the family of all finite sub- 
groups H c G such that dim VH = 1 + dim WH and there exists x E V with 
G,x = H). 
If we let k=l+l (hencep=O and q=r) and k,=l forj=l,...,q then 
V= W@R. In this case g(cp, U)= {a,>, where either H = G and 
c(~ E nk(S’) or HE 2 and c(H E E. Then deg,(cp, U) = the double suspension 
of o[~ and deg,(cp, U) = aH for HE %. Thus, in View of property (*), 
Deg(cp, U) is completely determined by G(cp, U). 
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