Summary: In the Federal Republic of Germany there are guidelines for a basic program for internal and external quality control of quantitative clinical chemical analyses prepared by the German medical society in connection with the Calibration Act. These guidelines specify that for internal accuracy control and for interlaboratory surveys, control specimens are to be used with assigned values and assigned intervals that have been determined by particularly well-qualified, independent laboratories serving as reference laboratories. The assigned values are often different from the best estimate (by measurement) of the "true value." They are influenced by the matrix of the specimen and by the method used, and they must be determined under routine conditions. The protocol for obtaining the analytical results under carefully defined conditions is described in detail. The statistical treatment of the analytical results and the authors' observations on the structure of the data and the properties of the dispersion and location parameters for the individual laboratories are discussed. These observations led to the development of a procedure for selecting assigned intervals and assigned values in which no special assumptions are made about how the data are distributed. This procedure is described in detail.
Introduction
In the ongoing control of clinical laboratory analysis for systematic errors, control specimens are used in which the concentration of the analyte, approximated by the assigned value, is known as exactly as possible (1) (2) (3) (4) (5) (6) (7) . For the monitoring process to be effective, the composition of the control specimens must be as close to that of the patient specimens as possible. Put another way, the matrix of the control specimen and that of the patient specimen should be very similar (8) . By matrix is meant the sum of the major and minor components and their structures, in which the analyte is embedded. As is well-known, many analytical methods used in clinical chemistry are not completely specific. Thus the analytical results may include not only the component "analyte" but also, depending on the matrix, nonspecific components of varying sizes. In addition, procedural deficiencies may be present as positive or negative components. Consequently, analytical results from primary standards, control specimens and patient specimens will usually have quite different components ( ff different methods are used to assay a particular constituent, this may lead to quite different results, as is evident if one looks at assigned values taken from the package inserts of commercially available control specimens (Table 1-2) . This is an indication that the nonspecific components and the procedural deficiencies are different for different methods. They can contribute as much as 25% of the best estimate (by measurement) of the "true value" of the analyte. Furthermore, the nonspecific components can also vary considerably from lot to lot of the same control specimen. Thus the question arises of whether for the ongoing control of systematic errors in routine clinical chemical analyses it is sufficient to know the best estimate of the "true value" of the analyte. In over a decade of involvement in internal quality control and inter laboratory surveys it has become clear that it is more effective to monitor results by comparing the analytical results for ä control specimen with an assigned value that is dependent on the method used-and thus includes all of the nonspecific components and procedural deficiencies of that method-than by comparing the results with the best estimate of the "true value" of the analyte. Our procedure for assigned value determination and our practical experience with this procedure will be discussed under two separate headings:
1. Analytical procedure and preliminary data processing: This phase includes a discussion of the selection of reference laboratories, the qualifications required of reference laboratory heads, the selection of standards and methods, the protocoling of analytical results and preliminary statistical procedures.
Procedure for determining assigned values from the analytical results:
This phase includes a description of the sets of analytical results, a discussion of their statistical properties and the implications for the determination of assigned values and assigned intervals. Also included are a comparison of the locations of the distributions and the size of the standard deviations from the different laboratories (identical specimen and same analytical method), an evaluation of differences in« location with different analytical methods, a discussion of certain mathemati* cal problems and a comparison of different experimental designs for assigned value determination.
The findings reported here are based on analyses on more than 200 different lots of control specimens that were performed and processed according to the same experimental design. On the basis of these findings conclusions are drawn about the advantages and disadvantages of different procedures for assigned value determination for internal accuracy control and for the establishment of decision limits for interlaboratory surveys. The extensive observations reported here illustrate the problems involved in the statistical processing of "hard" data from biological material. Thus, the significance of these observations clearly extends beyond the field of clinical chemistry.
Obtaining the Analytical Results
Reliable assigned values can be expected only if the analyses on which they are based have been performed in selected laboratories, chosen because they have superior facilities and are under highly qualified direction. Furthermore, the analytical methods must have been tested extensively and must be used under continuing control, with suitable standards and according to an appropriate, standardized protocol.
Selection of Reference Laboratories
In accordance with German law (9, 10) , the associated Guidelines of the Medical Society of West Germany (Richtlinien der Bundesärztekammer) and the Implementation Regulations and Explanations (11, 12) , the reference laboratories must be independent of the manufacturers and importers of equipment, reagents, standards and control specimens. The heads of the reference laboratories are personally responsible for the analytical results; they are selected by the medical societies of the Länder (countries) on the recommendation of the Medical Society of West Germany (MSWG) in cooperation with the scientific societies. The reference laboratories must have available all such facilities and procedures as are necessary to insure the reliability of their analytical results. These are: 1. a comprehensive system of quality control, 2. facilities for testing the purity of substances that are used in the preparation of standards and also facilities for preparing standards, 3. facilities for comparison of methods according to Section 2.3.3 of the Guidelines, 4 . ongoing external quality control by means of comparative studies with other reference laboratories.
Tube heads of the reference laboratories must be especially conversant with both the theoretical and practical aspects of this field and must be in a position to develop and test new methods themselves.
There should be only a limited number of reference laboratories.
According to the regulations for implementing the Guidelines of the MSWG (12) , it is advantageous if several reference laboratories, designated as such by the medical societies of the Lander, form a group. This group conducts negotiations with the manufacturers of control specimens, organizes assigned value determinations, performs the statistical evaluation of the analytical results and computes the assigned values. It then transmits to the manufacturer or importer and to the participating reference laboratories the assigned values and assigned intervals and the various statistics for the individual laboratories based on their own analytical results only. The Section on Assigned Value Determinations (headed by Prof. D. Stamm) of the Reference Commission of the German Society for Clinical Chemistry (GSCC, Deutsche Gesellschaft für Klinische Chemie) is such a body. Together with the Commission on Standardization of the GSCC and the head of the Department of Bio statistics of the Max Planck Institute for Psychiatry, Dr. E. Han· sert y it has developed the procedure for assigned value determination described below. The procedure is carried out in accordance with an agreement between the reference laboratories and the manufacturers of control specimens. This model for assigned value determination was tested in two long-term interlaboratory surveys, one involving laboratories in the Federal Republic of Germany only (13) , the other involving the clinical chemistry societies in the Netherlands, Austria, Switzerland and the Federal Republic (14) . Since the beginning of these surveys (1968), the same experimental design has been used for all assigned value determinations in the Federal Republic (15).
Selection of Standards and Methods
The analyses for assigned value determination must be performed with methods specified as Selected Routine Methods by the Commission on Standardization, where such methods are available. The standard materials specified must be used. In addition, assigned values are also determined with frequently used methods whose reliability is adequate for diagnostic purposes.
The Experimental Design
It must be possible to obtain from the analytical results both a location parameter (the assigned value) and a measure of variability to serve as the basis for internal accuracy control and for evaluation of interlaboratory surveys. At the time we developed our experimental design, there were, with the exception of a few pilot studies, no reliable data on the distribution of analytical results from different runs in the same laboratory, or on the pooling of results from different laboratories. For this reason a protocol had to be developed that would provide information on the distribution of the results within each laboratory. On the basis of this infor-mation it would then be possible to decide whether to evaluate the data under the usual assumption of a normal distribution or whether other methods of evaluation would have to be sought.
In developing the protocol, it had to be taken into account that within a particular laboratory analyses were to be performed in different runs on different days. To be able to calculate the standard deviation from day to day, and in addition to get an idea of the size of the random error within a run, duplicate determinations were specified; the standard deviation of the series could then be calculated from the differences between the pairs of values. Since a new vial of the control specimen was to be opened for each run, the results would also provide information on variability from vial to vial (more of a problem some years ago than now) and on the homogeneity of the control specimen.
Also to be considered were certain restrictions on the design resulting from 1. the volume of control specimen material available, 2. the funds available for the analyses, 3. the number of laboratories qualified to be reference laboratories.
With these factors in mind the following protocol was set up:
1. Each participating reference laboratory makes duplicate determinations on 15 consecutive working days for certain constituent-method combinations. The analyses must be made under routine conditions along with analyses on patient specimens. If liquid control specimens are used, only 10 duplicate determinations are necessary.
2. If possible, at least three reference laboratories participate in the assigned value determination for each lot of a control specimen and for each constituent-method combination. This is the case about 90% of the time; for certain constituents and analytical methods of lesser importance only one or two laboratories may be involved.
Protocoling of the Analytical Results
Each reference laboratory records its analytical results on special protocol sheets coded with a registry number, the first three numerals of which identify the lot of the control specimen, the last two the reference laboratory ( Fig. 2-1 ).
The laboratories are instructed to record their results unrounded, i. e. so that the last digit is an estimated digit and the second to last a significant digit. The total number of digits may vary from laboratory to laboratory. If considered advisable, information is also requested about the equipment and/or reagents used. For enzyme activities, the manufacturer and lot number are also requested. The head of the reference laboratory checks and signs all completed protocol sheets.
Computer Evaluation
After the protocol sheets have been returned, code numbers are entered for the constituent analyzed, the method used, the number of analytical results, the unit of measurement and the number of decimal places. Then all of the data are in a form suitable for transfer to punch cards.
The analytical results with each control specimen are processed in two steps.
The frequency distribution of the analytical results
For each analyte and each analytical method used the frequency distribution of the analytical results is determined for each reference laboratory ( Fig. 2-2) , with the first and second results of the duplicate determinations shown separately. At present these results are given in conventional units. For each distribution the computer printout also shows the mean (x), standard deviation (s), coefficient of variation (V%) and χ ± 2s.
The agreement between the duplicate determinations . is shown as the "standard deviation of the series" (s*). This parameter indicates when the reliability of an individual determination should be checked.
A second computer printout ( Fig. 2-3) shows the pooled data for all laboratories for a given constituent-method combination. The first and second results are shown separately to permit easier recognition of outliers and to enable the calculation of other statistics based on single determinations.
In addition the following are shown: the mean of the means (x), the mean of the standard deviations (s), χ ± 2s and the median (m) of all results (the calculation and use of s goes back to the time when we assumed that the precision for a given method and specimen would be very similar in all of the laboratories). These statistics are given in both conventional and SI units. 
The individual statistics by constituents, method and laboratory
The statistics described above ( Fig. 2-2 ) for each distribution individually are presented together in a separate printout ( Fig. 2-4 ), so that for each analyte the following data are available: name of the laboratory head, analytical method used, x, s, V%, χ ± 2s for the first and second results and s*. These data are given in both conventional and SI units (16) (two separate printouts). Again, all of the calculations are based on the unrounded analytical results.
A schematic representation of the experimental design including the data analysis described above is shown in Figure 2 -5. The statistics just mentioned serve as the basis for further analysis. 
The Sets of Analytical Results: Characterization by Means of Assigned Values and Assigned Intervals
With the aid of statistical methods each set of analytical results obtained as described above is to be characterized by a location parameter (the assigned value) and a variation parameter or variation interval (confidence interval, assigned interval). Prior to describing the method we have developed we shall first discuss the purpose of assigned value determination from a statistical standpoint and describe the sets of analytical results obtained and their statistical properties.
The Purpose of Determining Assigned Values
For quality control in the clinical chemistry laboratory control specimens are needed whose composition with regard to certain substances can, for all practical purposes, be considered constant over a sufficiently long period of time. Numerical values that reflect this constant composition with adequate stability-sufficient stability to be used as reference values-^-are known as "assigned values" (Sollwerte). Assigned values represent sets of analytical results obtained-by determination of the same constituent with the same method in several specimens of identical composition. The protocol used for replicate measurement depends on what needs to be taken into consideration in the assigned value.
For each analyte the following can be varied:
1. The "matrix" of the specimen: If the concentration of the analyte is held constant but the matrix is varied and if the analytical method is nonspecific this can have various effects.
2. The analytical method.
3. The participating laboratories: Different laboratories may perform their analyses under equivalent conditions, but these conditions will never be identical.
4. The number of determinations per laboratory, and the kind of determinations, e. g. single or duplicate.
The individual analytical result depends on the interplay of specimen, conditions of measurement and analytical method. An assigned value determination should permit recognition of the most important aspects of this interaction. Since a control specimen will normally be used in a particular laboratory for a relatively long period of time, it is advantageous if the protocol yields information on long-term aspects of the use of a particular analytical procedure with a particular specimen under identical conditions. This means that it should be possible to evaluate both repeatability and reproducibility (the terms "repeatability" and "reproducibility" are used here in accordance with ISO/DIS 5725 (17): "Repeatability" refers to measurements in one laboratory over, a short period of time and "reproducibility" to measurements over longer periods of time and/or from different laboratories).
Thus the ideal situation is one in which many laboratories perform many replicate analyses. However, for various reasons neither the number of participating laboratories per analytical method nor the number of analyses per laboratory can be chosen at will. It is probably the case that for each specimen and each analytical method a different combination, but one that is not known in advance, would be optimal.
In the following we shall discuss our experience using a protocol with 3 to 5 laboratories per analytical method and either 10 or 15 duplicate determinations per laboratory. This is not claimed to be a particularly good combination, but it provided sufficiently reliable information on certain aspects of the data that are not revealed by other protocols. But first a number of formal observations on sets of analytical results.
3.2 Sets of Results: Their Description and Their Statistical Properties From a formal point of view an assigned value is a value calculated with the aid of a set of analytical results. Since the analytical results are "random," an assigned value is also "random,** and its statistical properties depend on the statistical properties of the set of results on which it is based. A very important property that a set of results may have is that it is a sample. For this to be the case it is necessary that the associated random variables be identically and independently distributed (i. i. d. random variables). Thus a sample as used here is not one obtained by sampling from a given population. In the statistical literature on sets of results only one case is usually treated-either a true sample exists or any deviations from this property are assumed to be negligible. There is not even a name for sets of results other than samples. We therefore now introduce the term conglomerate ad hoc (with a sample being a special case of a conglomerate). A type of conglomerate seen frequently is shown in Figure 3 -1. Since possible deviations from the property of a sample are assumed to be negligible, but are not usually investigated systematically, there are no practical criteria for determining when the property should no longer be assumed. We evaluated a number of sets of results to determine whether on the basis of simple criteria their members could be regarded as (significantly) different in the usual statistical sense. Some of our results are presented in Sections 3.4 and 3.5. The criterion is thus statistical significance of certain differences. Here we know, of course, that statistical significance does not necessarily mean practical significance', but the kinds of differences found also permit some observations on this point. In any case, evaluation of practical significance must be based on nonstatistical criteria and can only supplement the statistical evaluation. The traditional, and still conventional, approach is to describe sets of results using the (arithmetic) mean as the location parameter and the standard deviation as the variation parameter (measure of precision, measure of dispersion). This concept is based on the model x = M + e.
(1) In this model it is assumed that for a set of measurements of the same kind there is a "true value" and a "measurement error"; the variability of the measurement is due to the variability of the measurement error, and "on the average" the measurement error disappears (otherwise it would be a "systematic error"). Therefore it is customary to regard a measurement as adequately described by μ together with the standard deviation o(e); for a sample of measurements, estimates of these parameters are the mean χ and the standard deviation s. This model can be illustrated by a diagram ( Fig. 3-2) , where the abscissa represents the theoretical mean, that is, the expected value E(x) = μ, and the ordinate the theoretical standard deviation σ = σ(β). Model (1) is represented on this graph by a point (μ 0 , σ 0 ) that is a particular value of (μ, σ).
Model (1) can be used whenever the set of results is a sample without any necessity of adopting the interpretation of μ as the "true value."
This model is complete only if the probability distribution of the measurements can be described completely by μ and a(e).
This is true, for example, if χ is distributed according to a normal distribution.
The first generalization of model (1) 
The additional assumptions are:
1. The laboratories are selected at random so that b itself is a random variable with a certain standard deviation a(b); here, again, b is regarded as 0 "on the average"-because otherwise one would be dealing with a general systematic error.
2. The standard deviation a(e) is independent of the laboratory.
3. The random variables b and e are stochastically independent.
In our (μ, σ) diagram, model (2) can be represented as in 
Model (2) is complete only if μ, σ(β) and a(b) completely describe the distribution ofx, especially when the additional assumptions 1 to 3 are actually the case.
Below and in Section 3.5 we will discuss why this model is also too idealized and does not suitably describe the sets of results actually occurring in assigned value determinations. In a more realistic model, a(e) is also a variable. If it is a random variable, this would result in the diagram shown in figure 3*4. The shaded area represents probability distribution for b and σ together. The equation for this model, somewhat simplified, could be as follows:
where e^ is a standardized random error, that is, it symbolizes a random error with a standard deviation ofl. But in the case of assigned value determination by reference laboratories it can hardly be assumed that the selection is random in the sense of the traditional model, and it is even less likely that there is a continuous probability distribution of b and that a(e) is constant. It is more realistic to assume that there is a relatively small number of reference laboratories each with its own b arid a(e). This model can be represented by the following formula:
(4) where 
The Selection of Assigned Values and Assigned Intervals
The observation is frequently made that analytical results from different laboratories, even if they are from samples of the same specimen and have been determined with the same analytical procedure, are not homogeneous with regard to either location or dispersion. Because of this, the problem of selecting an assigned value and the related assigned interval must be rethought. The usual definition of the assigned value as χ and the assigned interval as χ ± 2s (the factor of 2 is related in a somewhat unclear manner to a probability of 95%-see Section 3.6) must be questioned for the following reasons: 1. It is assumed in these definitions (see Section 3.2) that the analytical results are distributed in an approximately symmetrical manner and, as far as the factor 2 is concerned, according to an approximately normal distribution. But these are assumptions that tend to be made because they fit well-known models rather than because they have a sound statistical basis. 2. Certain assumptions must be made about homogeneity. In particular, it must be assumed that the precision in all of the participating laboratories is the same. But as we found to our own surprise, this is not so.
3. Regarding allowable differences in location among the laboratories, in the above definitions the assumption must be made that the differences are themselves distributed according to an approximately normal distribution. Here again this assumption is made because it fits the conventional model and not-as far as we can tell-because it has been substantiated empirically. How kind we consider Nature to be when we assume that she always supplies us with just what we need to fit our conventional models!
Comments
One sometimes reads in the literature that there is no need to be so careful about fulfilling the conditions for a normal distribution since symmetry, or sometimes merely the presence of a single modal value, is sufficient to guarantee that the statistical procedures suitable for normal distributions are accurate enough for the distribution under consideration. However, in the last two decades a great many mathematicians have been involved in a search for solutions to statistical problems that do not require the assumption of a normal distribution. And it is unlikely that they would have looked for alternatives if the normal distribution were so universally applicable.
In view of the situation that became apparent as we analyzed the participants' results in various assigned value determinations, and in the absence of a theory that takes such observations into account, an alternative had to be found that was practicable and at the same time did not contradict known theoretical principles. The objective was a description, with as few assumptions as possible, of sets of results from different laboratories where there are differences in location and dispersion and, in some cases, even in the kind of distribution. Instead of constructing intervals on the basis of inapplicable theory the idea suggested itself of using "natural" constructions even though their theoretical properties would still have to be determined. Natural constructions are, for example, those which yield intervals including a certain specified minimum percentage of all observed values (such intervals would certainly be used more frequently if the belief in the normal distribution did not play such a dominant role in so many areas of statistical application). Such intervals-hereafter referred to 2&P% intervals-provide information about both location and dispersion. It would be worth considering whether or not P% intervals are the natural extension of the concept of measurement by means of a single value in those cases where the variability of measurement is so great that it cannot be disregarded in describing the results obtained. It is clear that, because of the absence of assumptions, P% intervals would also be a useful way of describing conglomerates. The question remains as to which of the various possible kinds of construction should be used. In order to permit a discussion of the advantages and disadvantages of different constructions from a theoretical point of view, it would be desirable if appropriate theoretical studies were carried out. A detailed discussion of the various alternatives is beyond the scope of this paper. Based on our past experience (and on elementary theoretical considerations), we are currently using the following procedure:
1. The set of results to be described includes all first and second results from all participating laboratories (see also 3. In the ideal case (no tied values and decreasing distance between adjacent values as one moves inward), the P% interval resulting from this procedure is the smallest interval that includes the required number of values. In reality, however, tied values usually occur even at the extremes of the distribution-see Table 3 -6, Example 2, which is the distribution on which the values in Example 1 are based. In the first step of constructing the P% interval we can proceed as in Example 1: The value 257 is omitted. In the second step 283 occurs twice, 353 only once. The procedure currently followed in such cases is to omit the value that occurs less frequently (here 353). If both values occur with the same frequency, the distance procedure is again applicable. The P% interval resulting in this way is often not the smallest possible interval, however.
If two equivalent values occur (i. e. two values with
the same frequency and at the same distance from the next value), both are omitted if the P% interval will still contain enough values; otherwise the value is omitted that yields an interval midpoint closer to the median than if the other value were omitted. If the values are equivalent in this case, too, then a coin can be hipped or ah additional point of reference (e. g. the mean) used.
5. An efficient computer algorithm can be devised to carry out this procedure automatically. However, we consider it better to proceed in such a way that it is possible to take into account any unusual features of the distribution. In a number of cases it seems appro- priate to us to make changes in the resulting interval and/or to deviate from the procedure. For example:
a) The boundaries of the interval and the assigned value may be given in a greater number of figures than is actually useful in practice. Here the number can be reduced to a more practicable one (see Table 3 -6, Example 3). b) Near one or both ends of the set of results there may be such a concentration of values that some redistribution of these values seems necessary. The rule of thumb here is that if at least 10% of all results are concentrated at one end of the interval the interval is expanded at that end, the extent of this expansion depending on the structure of the set of results (see Table 3 -6, Example 4). c) On the other hand, there is sometimes such a concentration of results within a small interval that it seems advisable to designate a value from within this interval as the assigned value (possibly the mode) and then to determine the P% interval from here (see Table 3 -6, Example 4).
Comments
1. If the procedure just described were carried out for the first and second results separately, the two assigned intervals would have to be combined subsequently. At present we consider it more advantageous to pool the first and second results and then to construct a 95% interval for the combined distribution. The objection can be raised that there could be a certain interdependence between the two results in a duplicate determination; but since it is only a matter of omitting extreme values and all other calculations are carried out for the first and second results separately, we feel that this interdependence can be ignored. The use of P% intervals as the basis for evaluating the results of participants in interlaboratory surveys is discussed elsewhere. 2. Whether it is always desirable to construct the narrowest possible P% interval is left open here. That was our original position, but in view of many distributions we have actually encountered, this appears at the moment to be too restrictive. Therefore we have modified the procedure in the manner described above to take into account the peculiarities of individual distributions (see 5. above). As already mentioned (p. 473), a discussion of the justification for such additional rules in terms of probability models is beyond the scope of this paper. 3. No matter how the interval is selected, there will always be cases in which the 95% interval includes more than 95% and even up to 100% of the values. The objection has been raised that in such cases it is absurd to continue to speak of 95% intervals. Therefore it is stated here explicitly that in the definition of P% intervals the value P is regarded as a (lower) limit, just as, for example, is the level of significance in certain statistical tests.
3.4 Differences in Location of the Results from Different Laboratories A detailed discussion of the behavior of means and standard deviations of results from different laboratories is important because of the views that are widely held about these parameters. In particular, it is generally thought that a normal distribution can be assumed if replicate measurements are made under identical or equivalent conditions and that precision is the same if the same method of measurement is used under comparable conditions.
Of a whole complex of questions relating to distributions that will be dealt with in this paper, only one particular aspect will be discussed in this section. In a relatively large number of instances we have found that the distributions of results from several participants are almost completely or completely disjoint. Several examples are shown in Table 3 
These examples reflect very clearly one of the points we want to stress again and again: The sets of results that can currently be obtained in assigned value determinations (considering the state of the art of analysis) are not as a rule homogeneous samples, but rather conglomerates consisting of several subsamples that may be quite different.
It is extremely unlikely that in a series of independent samples with n = 15 there will be two (or more) samples whose ranges have no overlap at all if the same distribution fits all of the samples. To be more specific, assuming the same distribution the number of such samples must be roughly 1000 if such an event is to have a relatively high probability of occurrence. This does not hold for a small number of determinations per laboratory and analytical method because the phenomenon just described then has a relatively high probability of occurrence even in the case of a common distribution (e. g. if there are 9 laboratories and 5 analyses per laboratory, yielding the same number of results as 3 laboratories and 15 analyses per laboratory, the probability would be about 25%).
A careful evaluation of the ranges in the assigned value determinations Reg. Nos. 21400 and 21500 for all analytical methods used by 3 participants (n = 15) showed at least 2 disjoint ranges for 7 of 35 and 9 of 37 analytical methods respectively; for Reg. No. 23200 the figures were even more striking: 15 of 31. Whether one assumes a normal distribution or not and whether one considers the participating laboratories to be a random sample or not, the conventional statistical methods are based on model (1) or (2), where the standard deviation of e is assumed to be independent of the laboratories. At first we, too, made these assumptions in our data analysis, only to see with an increasing number of assigned value determinations that this precondition is not generally met and is probably the exception rather than the rule. The data shown in Table 3 -8 are typical of those evaluated thus far in assigned value determinations. Of course the exact number of significant variance quotients depends on the constituents actually analyzed and the analytical methods actually used and, in addition, on the specimens and on chance. There are constituents and methods where the standard deviations are relatively homogeneous but where for certain specimens great differences are suddenly seen that cannot be attributed to individual "outliers." This is the case, for example, in specimen with Reg. No. 21500 with the extremely high quotient of 70.9 for calcium determination with emission flame photometry, but no analytical grounds were found to justify the rejection of the analytical results. The same holds for the example shown in Table 3 -7 with 7 sets of results for protein (Reg. No. 21200) with the biuret method, where the variance quotient of 14.5 far exceeds the 1% critical value (approximately 7.4). On the whole, no general predictions can be made about either the precision of an individual laboratory (for a specific analytical method) or the relationship of precision data from different laboratories to one another; rather, each specimen seems to have "a mind of its own." This is illustrated in Table 3 -9 in terms of the coefficient of variation for ereatinine, measured, by the Jaffe reaction after adsorption on fuller's earth with precipitation of protein. because we can expect precision to depend to some extent on concentration. Table 3-9 shows the wide range of values both within and between laboratories.
Mathematical Considerations
This section contains an overview of those statistical facts and considerations that play a role in the treatment of sets of results.
Distributions
Without doubt the normal distribution.plays a major part in mathematical statistics because of its formal properties, which permit exact treatment of a great number of problems, and because of its prominent position as a limiting distribution. No wonder one hopes that one's own data are distributed in a manner that can be treated so elegantly, thus enabling "textbook" analysis. One usually speaks of the assumption of a normal distribution, and that is exactly what it usually Tab. 3-9. Dependence of precision on specimen.
Creatinine determination with the Jaffe reaction after precipitation of protein and specific adsorption on fuller's earth. is. As long as there were not enough methods that could be used without this assumption and as long as the consequences of deviations from a normal distribution were not fully understood, the tendency to assume a normal distribution was understandable. But so many statistical questions now have solutions that require only minimal assumptions (referred to as nonparametric methods) that at least from this point of view there is usually no reason to persist in assuming a normal distribution.
In reality, no measuring procedure can yield a true normal distribution because the values that can be obtained with the procedure are necessarily limited to a relatively small range of measurement. Nevertheless, it is conceivable that the deviations from a normal distribution due to this factor only are so small that they can be ignored for all practical purposes. Furthermore, it is possible that in this practical sense an individual measurement may be distributed according to a normal distribution although the measurements taken as a whole are not. This is the case, for example, when both of the parameters (μ, σ) of the normal distribution to which the single measurement belongs can vary over time and when the times at which measurements are made are so far apart that this variability comes into play. This is often the case if measurements are made over a period of weeks or months-otherwise there would be no need to use control specimens in every run. If one assumes that such changes in the expected value and standard deviation also have a certain probability distribution 0(μ, σ), then the interaction of the normal distribution of the individual measurement and the distribution G of the parameters of this normal distribution yields a "mixed distribution." This distribution can be expressed mathematically in terms of the probability density function of a normal distribution <ρ(χ/μ, σ) and G:
where the limits of the integral can vary from case to case. It is the exception, however, that this "mixture" produces a normal distribution. Another case where we can no longer speak of a normal distribution exists when the set of all results consists of subsets with different probability distributions; here the set of all results cannot be represented by a common distribution.
The reason often given for assuming a normal distribution is that the final result of an analysis is obtained by * superimposing many components, and thus according to the limit theorems of probability calculus a random variable is obtained that for all practical purposes has a normal distribution, even if its components do not have such a-distribution. But this is true only if in addition the following assumptions can be made:
1. The components are superimposed in an additive manner.
2. The degree of dependence among the components is sufficiently small.
3. There is no single component that dominates but does not itself have a normal distribution.
Statistical parameters
A normal distribution is unambiguously characterized by two parameters, the expected value μ and the variance σ 2 (or the standard deviation σ). These parameters are estimated on the basis of samples. An estimator is considered to be optimal if 1. it is unbiased, i. e. its expected value is identical to the parameter being estimated, and 2. the estimator has the minimum possible variance, i. e. it has maximum stability.
For normal distributions it is optimal to estimate the expected value μ with the mean of the sample χ and nearly optimal to estimate σ 2 with s 2 . But these properties may be lost if there are even small deviations from a normal distribution. In other words, these methods of estimation are not "robust." In recent years attempts have been made to investigate such phenomena systematically. An overview of this topic can be found, for example, in Huber (20) . Thus, while χ and s are particularly appropriate for normal distributions, it must be kept in mind that these parameters for characterizing a distribution are very special cases of location and dispersion parameters. In spite of the fact that χ and s can be found even on pocket calculators, we must not forget that other parameters can be defined whose properties might make them more appropriate under certain circumstances.
For samples with variability or dispersion that is not negligible as compared with location, intervals are commonly used. The predominant use of χ and s leads to the predominant use of interval descriptions such as x±c-s,
where a normal distribution is usually presupposed. Interval descriptions of type (6) can be interpreted as follows: 1. Confidence interval for the expected value μ: The constant c can be selected so that the interval (6) includes the true value of μ with a specified level of confidence.
2. Tolerance interval for a given percentage of the total probability: c can be selected so that the interval (6) includes at least a certain percentage of the total probability with a specified degree of certainty. 3. Tolerance interval for an additional analytical result: c can be selected so that the interval (6) will include an additional analytical result that is independent of the previous results with a specified probability. It is clear that the value of c will depend to a large extent on the way the interval (6) is interpreted and also, of course, on the kind of probability distribution. For distributions that are not normal the first interpretation may not be meaningful since in this case the expected value may need to be replaced by a different location parameter. For the second interpretation there are nonparametric solutions. The third interpretation, like the first, loses its significance in all those instances where the mean is no longer sufficient to characterize the distribution.
As an alternative to intervals of type (6), whose usefulness depends too much on the assumptions made about the distribution, intervals can be selected in such a way that they contain at least a certain percentage of the actual analytical results. As akeady mentioned (Section 3.3), such intervals are referred to here as P% intervals. These intervals include both a description of location and, through their width, a description of dispersion. They can be interpreted as: 1. an estimate of a suitably defined P% interval of the underlying probability distribution, 2. a tolerance interval that includes a certain proportion of the total probability (depending on the manner of construction) with a specified degree of certainty.
Remarks on the outlier problem
Outliers are analytical results that appear to be too far away from the "other results." Preconditions for labeling a value as an outlier are (a) that the other results form a homogeneous sample and (b) that an assumption can be made about the kind of distribution. As might be expected, once again the normal distribution is the one most frequently assumed. If a value is identified as a statistical outlier, this does not automatically mean that the value is to be omitted (21) . Rather, it means that a check must be made on the process through which the value was obtained and/or on whether the assumptions about the distribution type actually hold. 3.7 Differences in Location with Different Analytical Methods For those analytical methods that are nonspecific the influence of different matrices cannot be predicted. Therefore, even when a constituent is analyzed in the same laboratory and in the same control specimen but with different methods, the amount of difference between methods cannot usually be predicted. The following example should make this clear. Table 3-10 shows values obtained in a single laboratory for the same constituent during several different assigned value determinations. The constituent was creatinine and the analytical methods used were: (1) Jaffa reaction after adsorption of fuller's earth with precipitation of protein, (2) Jaffe reaction after precipitation of protein with trichloroacetic acid and (3) Jaffe reaction, kinetic method. The means of the first results from 15 duplicate determinations by the method specified and the absolute and percent differences between methods 1 and 2 and methods 1 and 3 are shown. That the size of the differences depends on the specimen is evident.
Comparison of Different Experimental
Designs As pointed out earlier, in a protocol for determination of the composition of a certain specimen the following can be varied: 1. the number of participating laboratories, 2. the number of determinations per laboratory, 3. the kind of determination (single, replicate), 4. the time allowed for completion of the determinations, 5. the actual make-up of the participating laboratory team. Before we review the available comparative data, some reflections are in order on fundamental aspects of experimental design. The following two extreme protocols will serve as our point of departure:
A. There are a large number of participating laboratories (e. g. all of those in a particular geographical or political region), and each makes a single determination. B. A single laboratory makes a daily determination (single or replicate) over a relatively long period'of time.
It is clear what information protocol B provides: adequate data on the location and precision of analytical results (and possibly even on the kind of distribution) obtained with a particular analytical method as used under the conditions prevailing in this laboratory. In addition, attention will be paid in this laboratory to difficulties in determining specific constituents with particular methods, and any difficulties will be reported to the person or commission in charge of the study. Furthermore, the laboratory will certainly be willing to make additional measurements under specially controlled conditions when such difficulties develop. On the other hand, no information is obtained about how much the location and precision of measurements on the specimen can vary if the measurements are made under conditions that are only equivalent rather than identical.
What information is obtained with protocols of type A? Let N be the number of laboratories that have used a particular method; in this instance N is also the number of analytical results obtained with the method. Now since for every laboratory La characteristic location (expected value # L ) and characteristic precision (standard deviation ajj can be expected (see Section 3.3), the following formulas hold: (7) E(x) = - (8) In words these formulas say: The expected value of the mean equals the mean of the expected values, the expected value of the variance equals the mean of the variances plus the variance of the means. Thus such a protocol does not provide any information on the contribution of variations within the individual laboratories or the contribution of differences in location between laboratories to the overall variability. Furthermore, such a protocol does not provide any information on whether laboratories with extremely poor precision (but possibly with a good central location) are among the participants. Laboratories with values lying at the extremes of the range of all values appear to be "bad" and those whose results are in the middle of the range appear to be "good," but whether precision is poor and to what extent the actual interaction of analytical method and specimen under identical conditions is reflected remains unclear.
If this kind of protocol is compared with one in which k laboratories provide n results per analytical method (so that N = k · n), formulas (7) and (8) remain basically unchanged: μ and σ£ are still the mean expected value and mean variance for the k laboratories, and s 2 (jujj is still the correct expression if each value M L * s counted n times. This means that the value of s 2 (M L ) is generally smaller for k < N laboratories than for N laboratories. Thus one would expect a larger dispersion for N values from N laboratories than for k · n values from k laboratories-assuming /I L and σ£ to be identical in the two cases.
In the second case, however, σ£ is variance from day to day, while in the first case the variance infte series should probably be used, which is known to be considerably smaller than the variance from day to day in some instances. So the two effects could conceivably balance each other out. Twice we have had the opportunity to compare such a k · n protocol with a protocol of type A in two parallel assigned value determinations. Tables 3-11 to 3-14 show assigned values and assigned intervals for the two protocols to the extent that the analytical methods can be compared. For protocol (a) the assigned intervals were determined with χ ± 2s, for the other protocol with the method described in Section 3.2. This limits comparability, however, because: 1. with one exception, k = 3 and n = 15 duplicate determinations were made for the k · n design, but for protocol A the total number of determinations N varied considerably from method to method.
2. protocol A was evaluated in two phases: First the mean and standard deviation were calculated for each constituent and all those values outside χ ± 3 s eliminated. Then a new mean and standard deviation were calculated on the basis of the remaining values (this was done for the set of all results for each constituent; unfortunately the extent to which particular methods were involved could not be determined from the available data, but a marked reduction in the variance can generally be assumed).
Seen as a whole, the agreement of the two kinds of assigned values is astonishing. The intervals χ ± 2s in Tab protocol A are much wider in many cases than the assigned intervals obtained with the 3 X 15 protocol.
In order to investigate the properties of protocols of type k · n, the following procedure was used twice with several lots analyzed parallel to each other: Three laboratories made 15 duplicate determinations each with the most important analytical methods in accordance with the protocol already described. In addition, 2 laboratories performed 5 duplicate determinations each with each method. The following were evaluated for each method according to the procedure described in Section 3.3:
1. the results of the 3 participants with 15 duplicate determinations each, 2. the last 5 duplicate determinations of the 3 participants just mentioned together with the 5 duplicate determinations each from the 2 additional laboratories.
Even though the two groups of results were not obtained completely independently of one another, this procer dure provided the opportunity to compare 3X15 designs with 5X5 designs. A detailed analysis will be reported in a later publication. All in all the assigned values and assigned intervals are extremely similar for the two designs (Table 3- (mg/100 ml) (Mg/100 ml) (mg/100 ml) (mg/100 ml) (mg/100 ml) (mg/100 ml) (mg/100 ml) (g/100 mi) 
Discussion
For internal control of accuracy and for interlaboratory surveys according to the Guidelines of the Medical Society of West Germany (MSWG) (11, 12) suitable control specimens are needed in which the concentration of the analytes has been determined as reliably as possible (assigned values). In order to evaluate the interlaboratory surveys it is also necessary to have a measure of variation for the analytical results from the reference laboratories.
Determination of Analytical Results
under Carefully Defined Routine Conditions Because of the differences in specificity of different routine methods, assigned values depend to a greater or lesser degree on the method used (see Section 3.7). Therefore they must be determined for each of the most reliable and most frequently used routine methods and in each individual lot of a control specimen.
The assigned values are determined with statistical methods on the basis of analytical results from well- Tab 6.9 (6.5 -7.3) equipped reference laboratories under the direction of persons particularly well qualified for this task. The reference laboratories must be independent of the manufacturers of control specimens, standards, reagents and equipment (11, 12) .
In the laboratories selected to serve as reference laboratories the control specimens are analyzed under carefully defined conditions; the standards and the methods to be used are specified to the greatest extent possible. The number of analyses to be made per run, the number of runs per working day and the total number of runs are also specified.
Since the assigned values determined in this way are used to monitor rountine methods, the analytical results on which they are based must have been obtained in runs of routine analyses along with, or as if they were, patient specimens. This is of particular importance with regard to dispersion; the dispersion parameter must be based on results obtained under routine conditions if it is to be of use in evaluating interlaboratory survey results. The amount of dispersion is an important factor in the selection of a control specimen for internal control of accuracy for a given constituent-method combination; in some cases the imprecision is so large that the specimen is of little use in accuracy control. Such strict requirements for the selection of laboratories to serve as reference laboratories and for the adherence to carefully defined conditions during the analytical process mean, of course, that the number of possible reference laboratories is limited. It must be kept in mind, however, that quality control according to the Guidelines of the MSWG, including the control specimens used in this process, is intended to provide an ongoing control of the whole process of clinical laboratory analysis from the reliability and appropriate use of volumetric equipment, standards, reagents and measuring apparatus to the calculations and the basis on which they are made. This is possible only if the analytical results have been obtained under carefully defined conditions (analytical procedure and protocol) and the assigned values and assigned intervals have been selected in a manner appropriate to the structure of the data. Other advantages of having carefully defined conditions, including the information that can then be obtained, are discussed in Section 4.5.
An additional reason for requiring carefully defined conditions at least in the Federal Republic of Germany is that here quality control according to the Guidelines of the MSWG is a legally approved alternative to official calibration. Thus court cases contesting the reliability of assigned values and assigned intervals can be expected. A further reason for expecting such disputes is that some of the bodies regulating payments to physicians for health care (Kassenärztliche Vereinigungen) have decided not to pay for certain clinical laboratory tests unless the physician performing the test has valid certificates indicating successful participation in the appropriate interlaboratory surveys. In such disputes assigned values can be shown to be reliable only if the analytical results on which they are based have been obtained under the defined, reproducible conditions mentioned above.
Requirements to be Met by the Protocol
In each reference laboratory enough analytical results per constituent-method combination must be obtained under carefully defined conditions, so that it is possible to provide the following information for each combination used in a particular laboratory: 1. a frequency distribution for the analytical results, 2. a location parameter for the analytical results, 3. ä measure of day-to-day imprecision, 4. a measure of imprecision in the series. It should be possible to use these parameters to compare the results from the different reference laboratories. If there are marked differences in the day-to-day imprecision, it is often possible to obtain an indication of possible sources of error from the imprecision in the series. Such an experimental design must also be practicable, and the procedure for selecting assigned values must take into consideration the characteristics that the abovementioned parameters are found to have.
Results of a Comparison of the Parameters
Characterizing the Analytical Results from Different Laboratories A comparison of the distributions of results from different laboratories showed that for a certain number of constituent-method combinations the pooled results from different laboratories are not a homogeneous sample; rather, they are a conglomerate containing samples with distributions that are sometimes quite different (Section 3.4 and Table 3-7) .
A comparison of the standard deviations of the analytical results from different laboratories for the same constituent-method combination frequently yielded significant differences. Standard deviations do not even have a characteristic size for a particular laboratory but can differ from specimen to specimen, as was found when different specimens were analyzed in the same runs (Section 3.5 and Tables 3-8 and 3-9).
As a result, no predictions can be made about the relative location and amount of dispersion of sets of results from different laboratories. Even for relatively specific methods the values of these parameters are dependent on the characteristics of the matrix of the specimen in question. This means that for each specimen these parameters must be determined for each constituent-method combination in each laboratory and examined prior to assigned value determination.
It should be noted that in our evaluation we eliminated neither distributions with a location quite different from the others nor distributions with a large dispersion. Rather, we tried through inquiry and, where necessary, repetition of analyses or other investigations to find explanations for such phenomena (Section 3.6.3). This enabled us to obtain important information on how to improve standards, methods and control specimens (Section 4.5), information that would have been lost in a protocol where statistical outliers are automatically eliminated.
The Protocol
The findings in our examination of the location and dispersion parameters of the analytical results from different reference laboratories demonstrate that it is not possible to assume a common probability distribution let alone a normal distribution; rather, we recommend that a P% interval for the analytical results be determined without any assumptions being made about the distribution and that a suitable location parameter (e. g. the midpoint) be selected for this interval and designated the assigned value.
The reasons why we specify duplicate determinations on different days with 15 days per reference laboratory for lyophilized control specimens and 10 for liquid control specimens were discussed in Section 2.3.
In deciding how many laboratories should participate in an assigned value determination per constituentmethod combination the following limiting factors must be considered:
1. the volume of the homogeneous lot of a control specimen, 2. the amount of money available for the analyses in the reference laboratories and how this affects the selling price of the control specimen, 3. the time that elapses between the availability of the control specimen for analysis and the final establishment of the assigned values. This should be as short as possible. The period in which the control specimen can be marketed is reduced by this time span, and interest · must be paid on the money needed for material and for preparation of specimens. · This leads to the requirement of designing an optimal protocol, in which the experimental conditions are defined carefully enough, the number of determinations is large enough and the number of reference laboratories is so chosen that after completion of the determinations the most that will usually be necessary is a few inquiries to the participants, with as few subsequent investigations as possible, for these would require a disproportionate amount of time.
In the course of assigned value determinations in over 200 lots it could be established that three reference laboratories per constituent-method combination is usually adequate. In a very small number of cases, where it was found necessary to check for possible differences in analytical results obtained with reagent kits from different manufacturers (e. g. cholinesterase and acid phosphatase), the number was increased.
A comparison of the protocol using 3X15 duplicate determinations with that using 5X5 duplicate determinations as applied to five different control specimens from two manufacturers (Table 3-15) showed good agreement in the values found for the location parameter, but for some constituent-method combinations there were differences in the amount of dispersion. In order to determine the cause of these differences it was necessary to conduct additional investigations in several laboratories in the 5 X 5 study because of the small amount of data. As a result the assigned value determination took at least as long here as with the 3 X 5 design.
With small numbers of results per laboratory, deviations of the location parameter and the dispersion of a particular laboratory are not so obvious and thus may not lead to the desired identification of causes.
Advantages of the Protocol'
Because of the carefully defined conditions under which the analyses are carried out, which lead to good com-parability, and because of the number of determinations required per laboratory, the protocol often permits identification of the causes of differences (a) in the results from different reference laboratories and (b) between the assigned value and the mean of the participants in the interlaboratory surveys where the control specimens are used. The identification of these causes has led to improvements in the characteristics of control specimens, standards, methods including the reagents, and equipment and in their use. One or two examples for each of these cases are given below.
Alkaline phospfiatase: There is an increase in the activity of alkaline phosphatase following reconstitution, which often reaches a plateau. The amount of increase and the time it takes until the plateau is reached can vary from lot to lot of a control specimen. The level of the plateau may be influenced by the temperature at which reconstitution took place. A discussion of the differences in the location and dispersion of the results from different laboratories observed during assigned value determination has led to a more careful study of this phenomenon in each lot, to a standardization of conditions for use of this enzyme and to the rejection of unsuitable enzyme preparations.
Control specimens
For a good number of constituents it was found that in order to insure effective monitoring, special safety precautions had to be introduced, or changes made in the manufacturing process or in the instructions for use. Turbidity: After reconstitution, lyophilized control specimens may be much more turbid than native human serum, depending on the original material and how lyophilization was carried out. This can interfere markedly with the analysis of certain constituents (e. g. total protein, serum iron). The Reference Commission discussed this problem, which in some cases is method-dependent, with the manufacturers of control specimens; thereafter the manufacturers took steps which substantially reduced this interference factor or eliminated it completely. Potassium: After part of a lot of a liquid control specimen was packaged a significant and reproducible drop in the potassium concentration was observed. This could be attributed to a new supply of glass containers. Glucose: In lyophilized control specimens, a measurable initial drop in the glucose concentration is sometimes observed that is dependent on characteristics of the matrix and on storage conditions and time; this is referred to as ripening. Such changes iri concentration may also be method-dependent. Based on information from assigned value determinations, interlabpratory surveys and various post-analysis investigations, the manufacturers have now standardized the conditions for ripening to such an extent that the user is no longer aware of any changes in concentration. Bilirubin: BUirabin in control specimens is sometimes more sensitive to light than it is in native serum specimens. The observation of this phenomenon during assigned value determination led to a more careful study of the problem and subsequently to appropriate instructions to the user.
Creatine kinase: Analogous observations have been made recently for the measurement of the activity of this enzyme.
Standards
In a few cases the differences between the analytical results from different reference laboratories could be attributed to the standards used or the method of calculating the results.
Two examples are:
Protein determination: Relatively large variations within and between the reference laboratories were reduced substantially (24) by using samples of the same bovine albumin standard which conformed in almost all of its properties to the specification of Peters (22, 23) . In the meantime this standard has come into general use for the determination of total protein.
Glucose determination: When glucose was determined with the hexokinase reaction (25) , systematic differences were found between the reference laboratories that were dependent on the method of calculation used (primary standard or molar extinction coefficient). This led to a revaluation of the molar extinction coefficients for NADPH and NADH and a subsequent correction (26) . A manufacturer who had been testing and adjusting his standards for other methods of glucose determination with the hexokinase reaction thereafter switched to primary standards.
Methods and reagents
Emission flame photometry: Significant differences were found between photometers with and without the lithium guideline, especially for sodium determination. As a result, the manufacturer of one photometer without a lithium guideline for the diluent added lithium (27) ; thereupon significant differences between this photometer and those with lithium guideline were no longer found. Serum iron determination: Several years ago in interlaboratory surveys, marked differences were found repeatedly between the assigned values of the reference laboratories and the means of the participants, the extent depending on which reagent kits had been used.
Although the reference laboratories have not changed their methods, these differences have not been seen during the past two years. Thus the change can be attributed to an improvement in the reagent kits.
Enzyme activity determinations:
In internal control of accuracy and in assigned value determinations, results which had been obtained with reagents from different manufacturers showed such great differences that effective accuracy control was impossible.
The German Society for Clinical Chemistry then formed an enzyme commission with instructions to determine the causes of these differences and develop recommendations for standardized conditions for the determination of enzyme activities. Members of this commission were scientists from large hospital laboratories, research laboratories and industry with experience in*this field. Their efforts resulted in the Recommendations of the German Society for Clinical Chemistry (28) (29) (30) (31) , which are now used all over the Federal Republic for more than 90% of all enzyme activity determinations.
The comparison of results from reference laboratories with each other and with results from participants in interlaboratory surveys continues to lead to new information about important but previously unknown influences and interference factors and subsequently to their standardization or elimination.
Comparison with Other Protocols
A number of approaches have been suggested for the determination of assigned values and decision limits for interlaboratory surveys. The advantages and disadvantages of these approaches, as compared with the method we have just described and which we have now been using for a good number of years, must be included here.
Consensus value
Whitehead (32) and subsequently Jansen, van Kämpen and coworkers (33) have developed a procedure for the determination of decision limits for interlaboratory surveys that is based on the mean of the results of the participants in the interlaboratory survey. Here the mean and standard deviation are calculated from the results of single or duplicate determinations by all participants who used the same analytical principle. The large number of participants with only a few results has the effect that the conditions for analysis are not clearly defined and that the reliability of the results from the individual laboratories cannot be evaluated.
It is true that for unproblematical analytical methods the location parameters are in good agreement, as we could show in several comparative studies on the same control specimens. But if differences arise between the consensus value and our assigned value, no information that might be helpful in identifying the causes can be provided by the protocol with unclearly specified conditions for analysis.
The determination of the dispersion parameter after truncation is arbitrary. It is perfectly conceivable that this truncation can lead to the elimination of the results from laboratories with especially good reliability (e. g. enzyme activity determinations).
The analytical results and the location arid dispersion parameters calculated from them are obtained under conditions that are not clearly defined. Therefore they cannot serve as an alternative to official calibration or as the basis for a legal decision.
The use of fixed decision limits
Because of difficulties in defining decision limits on the basis of the dispersion of the analytical results of interlaboratory survey participants, the suggestion has been made that the allowable deviation from the assigned value for internal control of accuracy and for interlaboratory surveys be fixed independent of the particular control specimen. According to this suggestion, such fixed decision limits are to be selected, for example, on the basis of the results of interlaboratory surveys with a special group of laboratories by calculating the mean of the standard deviations obtained over a long period of time.
It could be shown (see Section 3.5) that the amount of dispersion depends, among other things, on the specimen used (matrix characteristics). As a result, such fixed decision limits would be too narrow for some control specimens and too wide for others and thus clearly unsuitable. Furthermore, control specimens that are unsuitable for monitoring a constituent in internal accuracy control or in interlaboratory surveys would not be identified on the basis of their dispersion parameters and thus would not be rejected.
The fixing of allowable deviations on the basis of maximum allowable imprecision from day to day according to the Guidelines of the MSWG (11, 12) , i. e. 5% (in exceptional cases 10%) results in a range that is certainly too wide if one considers diagnostic requirements and the level of precision actually obtainable for many constituents; these limits should be considered as "penalty limits" and should not be regarded as either desirable or necessary in clinical use.
In their suggestions Ludewigs, Rotzler & VöBcert (34) do not take into consideration any of the observations on data structure made above. These authors suggest that the well^equipped reference laboratories under highly qualified direction selected for assigned value determination be replaced by a large number of first class interlaboratory survey participants. The conditions under which analyses are made cannot be defined as exactly with this large number of laboratories as in the reference laboratories. Beyond this, the usefulness of a location parameter of an individual laboratory depends on its reliability. The authors have succumbed to the fascination of large numbers of participating laboratories; a majority opinion takes the place of defined conditions. In some cases, the results will still be comparable, even though they may no longer be accurate. But accuracy is vital for the evaluation of clinical laboratory results by means of comparison with normal ranges.
Conclusions
On the basis of observations made in the course of many assigned value determinations, the following conclusions can be drawn:
1. In many quantitative clinical chemical analyses the analytical results contain nonspecific components of various sizes whose kind and quantity depend on the matrix of the particular specimen. 2. For a great many reagents used in clinical chemistry there are changes during the period of use of a particular lot and differences between lots that can have an effect on the analytical results. 3. Thus for many constituents and methods it is not appropriate to carry out internal or external accuracy control by comparing the analytical result for the accuracy control specimen with the best estimate (by measurement) of the "true value" of the relevant constituent. In this approach important components of the result (e. g. influence of the matrix and the reagents) are not taken into consideration. 4. Therefore accuracy control of routine methods in clinical chemistry with control specimens must be carried out by comparing analytical results with values termed assigned values arid the related assigned intervals. 5. These assigned values must be determined on the basis of analyses in routine runs carried out under carefully specified conditions in a number of specially equipped laboratories, whose heads are particularly highly qualified. 6. The experimental design must be such that it is possible to obtain reproducible and sufficiently reliable information on the structure of the data, the amount of dispersion and the location for each participating reference laboratory. 7. From the data obtained in assigned value determinations in over 200 lots of control specimens (three reference laboratories usually participated for each constitu* ent-method combination, and each reference laboratory carried out duplicate determinations on 10 successive working days for liquid control specimens or 15 successive working days for lyophilized specimens) the following was found: 7.1 If in a single reference laboratory parallel analysis of different lots of the same control specimen is carried out in the same runs and according to the same protocol, both the within-run imprecision and the day-to-day imprecision can show significant differences. The greatest standard deviation is often as much as three times the smallest standard deviation.
7.2 If samples of the same control specimen are analyzed in different reference laboratories, the results are often so different with regard to their distribution that they cannot be considered to be homogeneous. Of special importance, the concept of the same precision in all laboratories usually proves to be inapplicable. 8. As a result, the assigned intervals and assigned values are selected without any special assumptions being made about the distribution. The results from each reference laboratory are evaluated separately and then the results from all laboratories are pooled. A suitable interval that includes at least 95% of the results is then selected as the assigned interval. With a view to the Guidelines of the MSWG, the midpoint is selected as the location parameter of this interval. For reasons of stability, other location parameters such as the median would be preferred. 9. The following practical points should be considered:
The choice of three reference laboratories per constituent-method combination is a practicable minimum.
At least 10 duplicate determinations should be carried out by each reference laboratory. An assigned value should be based on no fewer than 50 analytical results. 10. Determination of assigned values according to carefully specified analytical and statistical procedures has distinct advantages. This process of assigned value determination permits identification of the reasons for deviations among the reference laboratories. When assigned values are used, the reasons why individual values deviate in individual laboratories or the mean of the participants deviates from the assigned value in interlaboratory surveys can frequently be determined. In the past, the identification of such factors has led to marked improvements in the characteristics of control specimens, standards and methods (including reagents and equipment) and in how they are used.
