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Abstract
Machine learning algorithms have increased tremendously in power in recent years but have
yet to be fully utilized in many ecology and sustainable resource management domains such as
wildlife reserve design, forest fire management and invasive species spread. One thing these
domains have in common is that they contain dynamics that can be characterized as a Spatially
Spreading Process (SSP) which requires many parameters to be set precisely to model the dy-
namics, spread rates and directional biases of the elements which are spreading.
We introduce a novel approach for learning in SSP domains such as wild fires using Rein-
forcement Learning (RL) where fire is the agent at any cell in the landscape and the set of actions
the fire can take from a location at any point in time includes spreading into any point in the 3 ×
3 grid around it (including not spreading).
This approach inverts the usual RL setup since the dynamics of the corresponding Markov
Decision Process (MDP) is a known function for immediate wildfire spread. Meanwhile, we
learn an agent policy for a predictive model of the dynamics of a complex spatially-spreading
process. Rewards are provided for correctly classifying which cells are on fire or not compared
to satellite and other related data.
We use 3 demonstrative domains to prove the ability of our approach. The first one is a pop-
ular online simulator of a wildfire, the second domain involves a pair of forest fires in Northern
Alberta which are the Fort McMurray fire of 2016 that led to an unprecedented evacuation of
almost 90,000 people and the Richardson fire of 2011, and the third domain deals with historical
Saskatchewan fires previously compared by others to a physics-based simulator.
The standard RL algorithms considered on all the domains include Monte Carlo Tree Search,
Asynchronous Advantage Actor-Critic (A3C), Deep Q Learning (DQN) and Deep Q Learning
with prioritized experience replay. We also introduce a novel combination of Monte-Carlo Tree
Search (MCTS) and A3C algorithms that shows the best performance across different test do-
mains and testing environments. Additionally, some other algorithms like Value Iteration, Policy
Iteration and Q-Learning are applied on the Alberta fires testing domain to show the perfor-
mances of these simple model based and model free approaches. We also compare to a Gaussian
process based supervised learning approach and discuss relation to state-of-the-art methods from
forest wildfire modelling.
The results show that we can learn predictive, agent-based policies as models of spatial dy-
namics using RL on readily available datasets like satellite images which are at least as good
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There’s a clear and growing need for advanced analytical and decision making tools, as demands
for sustainable management of scarce and important natural resources increase, and as the con-
sequences of inaccurate decision making become more profound. Artificial Intelligence and Ma-
chine Learning methods provide ways to combine multiple modes of information such as spatial
statistical ground data, weather data and satellite imagery into a unified model for classification
or prediction.
One high impact example of this potential is Forest Wildfire Management. The risk, costs and
impacts of forest wildfires are a perennial and unavoidable concern in many parts of the world. A
number of factors contribute to the increasing importance and difficulty of this domain in future
years including climate change, growing urban sprawl into areas of high wildfire risk and past fire
management practices which focused on immediate suppression at the cost of increased future
fire risk [46].
There are a wide range of challenging decision and optimization problems in the area of
Forest Fire Management [40], many of which would benefit from more responsive fire behaviour
models which could be run quickly and updated easily based on new data. For example, one
simple decision problem is whether to allow a fire to burn or not, since burning is a natural
form of fuel reduction treatment. Answering this question requires a great deal of expensive
simulations to evaluate the policy options fully [28].
These simulations are built by an active research community for forest and wildland fire be-
haviour modelling. Data is collected using trials in real forest conditions, controlled lab burning
experiments, physics-based fire modelling and more [19]. These hand crafted physics-based
model simulations have high accuracy but are expensive to create and update and computation-
ally expensive to use.
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Recent advances in Deep Reinforcement Learning (RL) such as AlphaGo [60] and the more
recent Alpha Zero [61] algorithms show that it is possible to combine Monte Carlo Tree Search
(MCTS) intelligently with Neural Networks to get a sophisticated system that can beat the best
Go players in the world. This serves as a motivation to try similar approaches on the forest fires.
Forest fires present a more difficult challenge than these board games as the dynamics of the
environment in the real world are more prone to uncertainties and randomness. Making learning
agents that can give highly accurate solutions in such domains has been attempted before on
simpler problems [22] but stopped at the simulation level as a demonstration. This thesis uses
data from real fire events to show a proper proof of concept using a novel algorithmic framework.
Unfavourable weather conditions caused by climate change and increasing expansion of the
urban-wildland interface make forest wildfire an increasingly important and complex problem to
manage. Effective forest wildfire management and long term planning to improve the use fire in
positive and negative ways requires accurate, adaptable and available models for fire dynamics.
Machine learning offers the possibility to make such models adaptable to changing conditions,
more accessible to poorer regions of the world that lack fire research programs and faster to use
in real situations.
Forest wild fires are a phenomenon that is causing significant damage to the Earth’s ecosys-
tem in recent years. From 1980s to 2015 the number of acres burned has grown from 2 million
a year to 8 million a year [1]. Specifically, the United States and Canada are seeing at least one
large fire event every year. In 2017-2018 California has set a new record for area burned with the
Thomas fire near Los Angeles becoming the largest fire in California history [70] having burned
for an entire month in the depth of winter.
In this work, we model a learning agent to predict wildfire spread and carry out experiments.
We report results based on the accuracy of interpolation and forward prediction using several dif-
ferent RL algorithms in a new formulation of agent-based learning. We have also implemented
a Gaussian Process (GP) classifier [54] as a supervised learning model on different test domains
for comparisons with the RL approach. The test domains comprise of a couple of well-known
fires in Northern Alberta, historical fires in Saskatchewan and a widely used wild fire simula-
tor. We also introduce a novel RL algorithm that beats all the preexisting RL algorithms in the
different test domains.
Our approach promises to provide another source of validation for existing wildfire models
as well as gives us the opportunity to perform faster and more accurate prediction by learning
patterns in the raw data.
Another application of our approach would be learning transferable models from one data-
rich region or time period and applying it to another region or time period where less data is
available if there is evidence that fires in both regions behave similarly.
2
1.1 Problem Description
The question we ask is: Can we learn a dynamics model from readily available satellite
image and other related data and treating wildfire as an agent spreading across a landscape
in response to neighbourhood environmental and landscape parameters?
In this work we provide evidence for an affirmative answer to this question by introducing a
new approach for using Reinforcement Learning (RL) [67] to automatically learn wildfire spread
dynamics models by treating fire as an agent on the landscape taking spatial actions in reaction
to its environment.
We see Forest wildfire spread as a specific case of a more general problem which we call
a Spatially Spreading Processes (SSPs) which occurs when naturally occurring features change
over time and space due to being strongly influenced by proximity in space, but without being
caused by the movement of a single or multiple objects. Some good examples of SSPs include
forest wild fires, floods, invasive species etc. They do not include scenarios of robot movements
or car movements in space. The important difference is that in SSP domains we have an agent
like the fire, which does not have an overall goal, but spread based on natural laws while in the
other the agent does have an overall goal to achieve (e.g. robot moving in space).
In many of these domains the dynamics are often modelled by hand using agent-based models
and geostatistics methods. In other areas, they are increasingly learned from data streams by
being treated as videos. However, each of these approaches have their drawbacks. One of the
goals of our research is to find novel representations of local dynamics for SSPs that can provide
transparent and interpretative solutions to learning of dynamics models and decision making
across many domains. The approach proposed here offers the tantalizing possibility to represent
and learn a causal agent-based policy representation using RL which would be a much easier
model to interpret and analyze for human decision makers.
Reinforcement Learning is being used in our research, for this domain due to several rea-
sons. The first reason being that learning agents have never been used to understand the spread
dynamics of complex natural processes using real world events. The second reason is that RL
has recently shown superior performances in the spatial games like Go and chess; and robot
movement problems which involve variations in space and time. The structure of the forest fire
spreading problem can be seen to have some similarities to such domains. For the forest fire
spread problem RL agent can be a possible solution as the fire is influenced by the environment
(direction of spread) and it also influences the environment (phenomenon of burning) which is
a requirement in any RL set up [68]. A RL agent has been attempted in spatial process before
[22] and the author states that MDPs and RL being commonly used for representing and solving




The major contribution of this thesis is to make a Reinforcement Learning (RL) agent learn the
dynamics model of a spatially spreading process such as forest wildfires and show the ability of
Reinforcement Learning in decision making problems.
The following summarizes the important contributions of this thesis:
• Reinforcement learning is demonstrated to have advantages in learning dynamics models
and is not restricted to games and robotic movements alone.
• We show that visualizing the forest fire as an agent learning in a complex environment is
useful to the forest fire research.
• We demonstrate that the forest wildfire spreading problem can be modelled into a Markov
Decision Process (MDP), which can be subsequently solved to get the fire spread policy.
• We present a solution that can use cheap and publicly available medium resolution satellite
images as the primary source of data.
• We introduce a novel Reinforcement Learning algorithm and show that it performs better
in spatially spreading domains than pre-existing algorithms.
• We have verified that the physics based simulators used for forest fire spread predictions
have significant disadvantages and the use of Reinforcement Learning in such situations
solves some of the problems.
• RL is shown to perform better than supervised learning approaches in the wild fire envi-
ronment.
• We have provided evidence that the RL approach can learn the dynamics directly from
noisy data without expert knowledge about fire spread and dynamics commonly used by
fire practitioners.
• A novel approach of using Reinforcement Learning for decision making is presented.
4
1.3 Thesis Organization
The rest of the thesis is organized as follows:
Chapter 2 presents a literature review of the related research to the work that we are doing.
Additionally, the state of the art in forest fire spread prediction and Deep Reinforcement Learning
research are summarized. The common Machine learning approaches to Spatially spreading
problems are also elaborated.
Chapter 3 provides a brief overview of the different Reinforcement Leaning methods used
in this study. It goes into the details of their implementations. The mathematical formulations
of these algorithms are presented. The functional importance of the different parameters and
variables in these algorithms are explained. A pseudo code or steps of implementation of some
of these algorithms are also shown. Reasons and intuitions behind the consideration of these
specific algorithms are explained in this chapter.
Chapter 4 explains the formulation of forest wildfire problem as a Markov Decision Process
(MDP). The possible states and actions are enumerated with reasons. This chapter also goes into
the details of the initial experimental setup and the first couple of algorithms implemented in this
problem. The assumptions and approximations used in the experimental design are elaborated.
The description also explains how the training of Reinforcement Learning agent happens and
how the testing is done. The interaction between testing domain (environment) and the Rein-
forcement Learning agent is highlighted. This involves the details of the reward function and
neural net parameters (like activation functions and batch sizes) used in the Deep Reinforcement
Learning techniques. All the experimentation and results pertain to the Alberta wild fire scenario.
Note: The experiments and results presented in this chapter have been published as a paper in
the proceedings of the Conference on Reinforcement Learning and Decision Making [65].
Chapter 5 considers additional experiments on the same Alberta fire situation, which are an
intuitive extension of the results from the Chapter 4. Additional reinforcement learning algo-
rithms are also considered in this chapter, to test a comprehensive list of algorithms on the same
domain and record the advantages and disadvantages each of them have in different test cases.
The results gives a clear picture of the performances of different classes of algorithms in this
problem domain. Note: This chapter is To appear as a paper in the Frontiers Journal of ICT -
Environmental Informatics, 2018.
Chapter 6 introduces a new algorithm based on the results of the previous chapters and con-
siders more testing domains such as simulated fires and Saskatchewan wild fires in addition to
the Alberta fire scenario. The simulated fires have cleaner data and this domain is less affected by
inherent noise and inaccuracies of satellite imagery. The Saskatchewan wild fires have been con-
sidered to compare the performances of reinforcement learning and a physics based simulator,
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Burn Probability 3 (BP3). This dataset has been previously used by wild fire researchers with the
physics based simulator. A new algorithm that combines the advantages of previous algorithms
is proposed and is shown to perform better than the other considered algorithms. Different other
Deep Reinforcement learning methods are also considered for testing. Note: This chapter is To
appear as a paper in the Proceedings of the 30th Canadian Conference on Artificial Intelligence,
Toronto, May 2018
Chapter 7 draws the conclusions from the paper and the presented results. Possible future




We provide an overview of the relevant literature on the Forest Wildfire Prediction and Manage-
ment problem in general, use of Machine learning on satellite imagery and the previous use of
Machine Learning algorithms for the forest wildfire domain. We also mention how our work is
different and advantageous compared to these approaches.
2.1 Forest Wildfire Prediction and Management
The author in [46] discusses the increased future fire risk at the consequence of fire management
practices which focused on immediate suppression. The three core themes of externalities, in-
centives and risk based decision analysis in the case of wild fire suppression is described. The
goal is to determine how the core themes contribute to the evolution of an effective future fire
policy. This problem is also enumerated in [28]. We have approached this idea of learning a
trade-off for immediate suppression and future fire risk using a policy by representing the fire as
a learning agent in a spatially spreading environment.
The standard for wildland fire behaviour and forest fire modelling is described in [19] which
carried out exhaustive lab experiments, real forest condition simulations and trials to build sound
and coherent fire spread theory for model reliability. The resulting models are used by the US
Forest Service but are very computationally expensive to run. The model accuracy also various
widely across wild fires in different regions.
Recent works [30][21] use approximations such as ellipse-shaped spread and hexagonal grids
to balance the accuracy and computational cost of a physics-based model. Cellular Automaton
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Models are also widely used to predict wildfire spread [76]. Our approach is easier to apply than
these methods and is shown to perform better than the same.
The work in [40] describes the need for a computationally simple and accurate model for wild
fires. They highlight a number of challenging decision and optimization problems in the area of
forest fire management and recent efforts to develop decision support tools to overcome them.
The focus is on using methods of Operations Research to aid fire managers making complex
decisions about fire suppression and resource allocation.
2.2 Machine Learning in Forest Fire Management
In [12] the authors discuss the application of an intelligent system based on genetic programming
for the prediction of burned areas in a wild fire situation. They also compare the genetic program-
ming methodology to state of the art machine learning techniques in fire modelling and conclude
that genetic programming techniques are better. The major machine learning techniques used are
SVM with a polynomial kernel, random forests, radial basis function network, linear regression,
isotonic regression, neural networks. The data used is meteorological data and specific data sets
from the forest under analysis. While this paper summarizes the current progress made in forest
fire modelling and burned area prediction using the most widely used Machine learning methods,
it does not touch upon the usage of deep networks with multiple levels of auto encoders or the
use of reinforcement learning techniques, both of which are concentrated upon in our work.
Significant problems have arisen while dealing with large data bases or long periods of ob-
servation, (e.g. pattern recognition, geophysical monitoring, monitoring of rare events (natural
hazards), etc). The authors in [22] stipulate that the major problems in such cases are how to ex-
plore, analyze and visualize the oceans of available information. Several important applications
of Machine learning algorithms for geospatial data like regional classification of environmental
data, mapping of continuous environmental data including automatic algorithms and optimiza-
tion (design/redesign) of monitoring networks are presented. The result is that learning machines
are usually universal tools, i.e. in principle they can model any mapping (either categorical or
continuous data) with any desired precision. Several important software tools that include Ge-
oMISC, GeoKNN, GeoMLP, GeoSVM and their relative pros and cons in several ecological
applications are discussed in this paper which was useful for our work.
Machine learning algorithms use an automatic inductive approach to recognize patterns in
data. Once learned, pattern relationships are applied to other similar data in order to gener-
ate predictions for data-driven classification and regression problems. The work in [16] takes a
task of supervised lithology classification (geological mapping) using airborne images and mul-
tispectral satellite data and compares the application of popular machine learning techniques to
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the same. A ten fold cross validation was used to select the optimal parameters to be used in
all the methods. These selected parameters were used to train the Machine Learning classifi-
cation models on the entire set of samples. A prediction evaluation was carried out as a final
step. Overall accuracy and Cohen’s kappa statistic were used to evaluate classifier performance.
A comparison of performances of all the Machine Learning algorithms considered is presented.
The authors find random forests (RF) are a good first choice algorithm for this supervised classifi-
cation problem, the reasons being that the RF is extremely stable, computationally efficient, easy
to train and more accurate than the other common Machine learning algorithms. They explored
the impacts of highly dispersed data and the inclusion of explicit spatial information on accu-
racy and sensitivity. The conclusion demonstrated that is critical to have high resolution spatial
data with good distribution for the simple Machine learning models to work well.The airborne
geophysical digital elevation model used in this study is expensive to obtain and is not readily
available for most fires. Our work addresses this problem by simply using widely available easy
to obtain medium resolution satellite imagery.
In [59] the authors use a machine learning approach for Geospatial Entity resolution which
is the problem of consolidating data from diverse sources into a single data source referenced by
location (in the form of coordinates). Several feature based matching techniques like location
name matching, coordinate matching and location type matching are introduced and evaluated.
These feature-based matching techniques use each location feature independently. A new method
integrating spatial and non-spatial features and learning a combined spatial similarity measure is
introduced.
Modelling forest areas is concentrated upon in [23]. The environmental variables consisting
of both topographic and climatic factors are considered in this work. A modelling framework for
habitat modelling is established to train,test and validate the popular predictive machine learning
methods. Neural Networks, Random Forests and Tree-Based Classification are used as predictive
models. A Receiver Operating Characteristic (ROC) (Specificity vs Sensitivity graph analysis)
is used for parameter selection. Species distribution and habitat modelling are described to be
complex problems much like the wild fire problem with many responsible factors and the authors
admit that modelling all the factors are impossible with the current state of the art. Hence, having
an agent based approach which learns the relevant factors on its own seems to be the most suitable
idea.
Machine Learning is used for the spatial interpolation of environmental variables in [38]. In
this study around 23 methods are considered including popular machine learning methods and
their combinations. Along with machine learning the considered methods were drawn from a
large pool of categories including geostatistical methods, non geostatistical methods, statistical
methods and combined methods. The data set consists of about 177 samples of sea bed mud
content in the southwest of Australian Exclusive Economic Zone and the problem is to determine
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the mud content in the other points by interpolation. Several primary and secondary variables are
considered to influence this decision.Accuracy tests were done using 10 fold cross validation.
Spatial predictions were additionally assessed using visual examination tests. Random forest
seems to perform the best among the methods considered. RF performance was attributed to its
relative robustness to outliers and noise, its nature of not over fitting with respect to the source
data and its ability to model complex interactions.
The author in [55] discusses a summary of all the different ecological modelling applications
of machine learning. Artificial Neural nets, Genetic Algorithm methods and Adaptive Agents
seems to perform the best but they seem to have advantages for different problems. The conclu-
sions are that artificial neural nets perform well in problems of non linear ordination, visualiza-
tion, multiple regression, time series modelling and image recognition and classification. Genetic
algorithms are suitable to evolve causal rules, process equations and optimize process parame-
ters. Adaptive agents are suggested for providing a novel framework in the aid of the discovery
and forecasting of emergent ecosystem structures and behaviours in response to environmental
changes. This review demonstrates that while various classical AI and ML techniques have been
applied to this domain in preliminary forms, there is a gap in the literature on attempting to use
modern deep learning and RL techniques.
The existing state of the art methods for building fire prediction models directly satellite im-
ages include the Forest Fire risk prediction model used in China [78] and the Canadian systems
like Forest Fire Weather Index (FWI) System and the Forest Fire Behavior Prediction (FBP)
System ([64], [78]). These systems are still quite difficult to implement due to the requirement
of large amount of heterogeneous sources of data such as fuel property and fire characteristics
[78] which requires data from high resolution close-range sensors. The work by [2] explains
the advantages of the satellite based fire prediction systems but specifies that the temporal res-
olution of available data serves as a serious impediment. Our work specifies a method to learn
from available data and reliably interpolate to fill the missing spaces to get an acceptable overall
performance.
We model the forest fire domain as a Markov Decision Process (MDP). This approach is
becoming more common [41], but earlier works usually focused on finding treatment actions
to be taken to reduce or alter fire spread. We take the novel approach of modelling the fire
itself as a decision agent attempting to minimize prediction error. This is related to work in [22]
which investigated using the state variable to represent land vegetation cover and environmental
characteristics but to use the action variable to represent interaction between characteristics of
nearby locations. This was not on a domain as dynamic as forest fire however and our approach
differs entirely in implementation.
Machine learning has also been used to detect and classify burn areas in Indian forests [57].
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The authors of [57] use Spatial data mining to obtain useful information from a series of data sets
and subsequently apply supervised algorithms like Artificial Neural Nets (ANN) and Sequential
minimal optimization (SMO) to quantify ignition risk of different regions and hence predict the
occurrence of fires. Similarly [62] uses Decision Trees and a series of IF-THEN rules to develop
a classification model for forest fires in Indonesia. We prove the superiority of RL techniques
to such supervised methods in our work. For instance, the results in [62] show an accuracy of
about 63%, whereas our best RL models perform much better than that in similar test cases.
Additionally, the authors in [3] use fuzzy logic and fuzzy membership rules to make a forest fire
detection system from satellite images. The methods outlined, is only capable of predicting fires
at the time of satellite image availability and it is not possible to predict forward or in-between
as demonstrated in our work.
Our work also has similarities to the use of intelligent systems for predicting burned areas
as suggested in [12]. However, that work focused on burned area alone whereas we look at the
more specific problem of prediction of actual fire spread location over the short term. That work
also relies on high resolution field data which may not be possible to obtain for all fires.
2.3 Machine learning on Satellite Imagery
Researchers have attempted to use Machine Learning in combination with satellite imagery in
a series of ecological applications in the past. In [36] the authors use satellite radar images and
machine learning for the detection of oil spills. Algorithms such as C4.5 and 1-nearest neighbour
is used along with expert rules to train the classifier which the authors specify was hard and not
completely accurate. Our work completely removes the need for such expert rules.
In [29] satellite imagery and machine learning has been used to tackle the case of poverty.
Convolutional Neural Nets(CNNs) and transfer learning have been used to derive models having
good performances in terms of accuracy. This research demonstrated how machine learning
tools, that are typically suited for data rich domains, can be used for data scarce settings too.
Coral reef research is another aspect that has been studied using satellite images and Ma-
chine learning [32]. In [32] a series of statistical and Machine learning models have been used
on the IKONOS satellite imagery to produce spatially explicit predictions of species richness,
biomass and diversity of fish community. This research motivates the exploration of importance
of different variables in the predictive models by using permutations techniques.
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2.4 Summary
This section outlines a series of research efforts that are related to the topic of this thesis. We
have seen that use of any form of Machine learning have not been applied on real fire events
to demonstrate the effectiveness of learning agents. We have also seen that making learning
agents that can give highly accurate solutions in such domains have been attempted before on
simpler clones of real world problems but have stopped at the simulation level as a demonstra-
tion. This paper uses data from real fire events to show a proper proof of concept using a novel
algorithmic framework. Reinforcement Learning have not been applied to any form of actual
spatially spreading process using real world data sets. This is the main motivation for us to try
the effectiveness of Reinforcement Learning agents on real world spatially spreading processes.
Another observation is that the physics based simulators used in forest fire research need a co-
pious amount of expert knowledge that explain the role of different factors/variables that affect
wild fires. This is not needed, when learning agents are used to present a solution and that is a




Reinforcement learning is an active area of Machine Learning in which the agents must act in an
environment in such a way that the overall cumulative rewards are maximized. The RL approach
aims to solve the Markov Decision Process (MDP) where there are a set of states determin-
ing the environment S, set of actions A, that the agent can legally take, a transition function
Pa(s, s
′) which gives the probability of transition from one state to another and a Reward func-
tion Ra(s, s
′) that gives the agent a reward (or punishment) for its action choice in a particular
state. The aim of the RL is to solve the MDP and obtain a policy π(s, a) which gives a mapping
of state to actions. This policy stabilized over time represents what the agent should do at every
state to maximize the rewards. There are many different types of RL algorithms that can solve
this MDP. We use several very different, widely used RL algorithms on the testing domains in
order to see the range and application of the idea. We begin with three classic approaches for
iteratively solving MDPs, Value Iteration, Policy Iteration and, Q-learning. We then consider
the recent and very different approaches of Monte Carlo Tree Search and A3C, a recent policy
gradient RL algorithm which utilizes Deep Learning for value function representation. We have
also considered the Deep Q learning (DQN) deep learning approach and also one of its variants
with the use of prioritized experience replay. These algorithms will be reviewed briefly with
modifications needed for our problem highlighted.
3.1 Asynchronous Value Iteration (VI)
Value Iteration computes the optimal state value function by iteratively improving the estimate
of the value function. The algorithm starts with initial arbitrary values for the value function and
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repeatedly updates the same until convergence or termination is reached. The optimal value of
the state V ∗(s) is given by the following Bellman Equation:
V ∗(s) = R(s) +maxaγ
∑
s′
P (s′|s, a)V ∗(s′) (3.1)
where s′ is the successor state and γ denotes the discount factor. The policy is the action that
maximizes the value function. This is obtained by taking the argmaxa of the same. States are
randomly sampled to update the value function according to (3.1) and the updates continue till
the termination is reached. The asynchronous value iteration algorithm is a refined version of the
value iteration algorithm with the improvements that the states are updated one at a time, in any
order, and the values are stored in a single array.
The steps used in implementing the Asynchronous Value Iteration are given in Algorithm 1.
The algorithm is terminated after it runs for about (4-10) hours. The exact time is determined
based on monitoring runtime plots to figure out the time at which the relative improvements in
scores gained becomes very small or zero. This approach is taken instead of explicitly monitoring
convergence values as it is computationally simpler (in both memory and time) and eliminates the
need for complete saturation in a large state space. Many researchers have used different methods
for terminating the algorithm early as the convergence takes prohibitively large amounts of time
and the improvements become relatively minor in the later stages [14],[79], [8]. This is the case
for the termination conditions of all the subsequent algorithms as well. The policy is guaranteed
to progressively get better and converge[6].
3.2 Policy Iteration (PI)
While value iteration keeps improving the value function at each iteration, policy iteration targets
the the policy directly. The optimal policy could converge before the value function. We begin
with an initial random policy for acting in each state and iteratively improve it through alternating








P (s, a, s′)[R(s, a, s′) + γV π(s′)] (3.3)
where s belongs to set of all states S and γ is the discount factor. For this algorithm, the value
function Vπ(s), for the optimal policy π, is an array of Net Policy Worth values for all states,
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Algorithm 1 Asynchronous Value Iteration
1: procedure ASYNCHRONOUS VALUE ITERATION(S,A,P,R,T)
2: Inputs:
3: S: Set of all States
4: A: Set of all Actions
5: P: State Transition function
6: R: Reward Function
7: T: Time for completion
8: Outputs:
9: π[S]: Approximate Optimal Policy
10: V [S]: Value Function
11: Local Variables:
12: V [S]: real array
13: π[S]: action array
14: assign V [S] arbitrarily
15: assign Time = 0, Time is tied to the system clock and tracks the total time the program is
being executed.
16: while Time <= T do
17: select a state s
18: select an action a





21: while state s = true do
22: π[s] = argmaxa V [S]
23: end while
24: return π, V
25: end procedure
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which is the highest cumulative reward that could be obtained for an optimal policy passing
through that state at the time of consideration. The steps used in implementation are given in
Algorithm 2. The loop termination and times are similar to value iteration for all experiments.
The most recent policy upon termination is returned as the optimal policy and the value function
under this optimal policy is also returned. Convergence guarantee is given in [53]
3.3 Q-learning (QL)
Both value iteration and policy iteration are model based methods that attempt to model the
environment and then choose the best policy based on this model. Q Learning algorithm on the
other hand is a model free approach where the attempt is to learn the optimal policy without
learning this model. This algorithm [74] performs off-policy exploration and uses temporal
differences to estimate the optimal policy. In Q-learning, the agent maintains a state-action value
function Q(S,A) instead of a state value function. This is updated as follows:
Q̂(s, a) = (r + γ(maxQ(s′, a′))) (3.4)
and
Q(s, a) = Q(s, a) + α(Q̂(s, a)−Q(s, a)) (3.5)
where α denotes the learning rate and γ denotes the relative value of delayed vs immediate
rewards also known as the discount factor. s′ is the new state after action a. a, a′ are actions
taken in states s, s′ respectively. maxa Q(s
′, a′) denotes the estimate of maximum discounted
future reward expected. Both the learning rate and discount factors are in the range [0-1].
Higher learning rate for Q-learning makes the recent information to have a higher impact,
which is needed in a continuous spatial environment like forest fires. There is a high positive
spatial auto-correlation in spatial datasets corresponding to fire as the similar pixels(on fire or
not fire) tend to cluster together. The Q-learning is made to exploit this property using the
appropriate learning rate. The discount factor is also kept high as the long term rewards are
more important than the short term rewards in our model. Using a lower discount rate (closer to
0) decreases the level of exploration and the risk of falling into a local optimum becomes high
[73]. Each state-action pair is considered as a step taken in the real world. For every valid state
the highest Q value (Utility value) for the state is recorded. Algorithm 3 gives implementation
details. The termination condition is as discussed in the Value Iteration algorithm.
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Algorithm 2 Policy Iteration
1: procedure POLICY ITERATION(S,A,P,R,T)
2: Inputs:
3: S: Set of all States
4: A: Set of all Actions
5: P: State Transition function
6: R: Reward Function
7: T: Time for completion
8: Outputs:
9: π[S]: Approximate Optimal Policy
10: Vπ[S]: Value Function (Net policy worth)
11: Local Variables:
12: Vπ[S] : real array
13: π[S]: action array
14: choose an arbitrary policy π
15: assign Time = 0, Time is tied to the system clock and tracks the total time the program is
being executed.
16: while Time <= T do




P (s, a, s′)[R(s, a, s′) + γVπ(s
′)]




P (s, a, s′)[R(s, a, s′) + γVπ(s
′)]
19: end while
20: return π, Vπ
21: end procedure
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Algorithm 3 Q Learning
1: procedure Q LEARNING(S,A,P,R,T)
2: Inputs:
3: S: Set of all States
4: A: Set of all Actions
5: P: State Transition function
6: R: Reward Function
7: T: Time for completion
8: Outputs:
9: Q[S,A]: Q function
10: Local Variables:
11: Q[S,A] : Q array
12: Initialize Q(S,A) arbitrarily
13: assign Time = 0, Time is tied to the system clock and tracks the total time the program is
being executed.
14: while Time <= T do
15: Initialize s
16: while state s = true do
17: Choose a from s using policy derived from Q (ǫ greedy)
18: Take action a, observe r,s’
19: Update Q(s, a) according to Equation
Q(s, a) = Q(s, a) + α(r + γ(maxQ(s′, a′)−Q(s, a)))






3.4 Monte Carlo Tree Search (MCTS)
MCTS [33] are a class of algorithms that perform approximate, but confidence-bounded, short
roll-outs of the current policy in order to obtain enough statistical information about a state to
keep it or discard it as belonging to the optimal path. A good survey is provided in [9]. MCTS
[33] uses rollouts to determine the value of every state, which are represented as nodes in a search
tree connected by actions along the branches. In every Monte carlo tree search run we have four
steps: Selection, Expansion, simulation and back propagation. In the first step, selection, the
UCT ( Upper Confidence Bound applied to trees) [24] calculates an upper bound B.
B = X +
√
2log(p)/n
where X is the average of the rewards obtained from the node for which B is calculated, n is the
number of times the node has been visited and p is the number of times the node’s parent node
has been visited. This is used to produce the value estimate in MCTS. Selection is continued till
we reach the end (leaf nodes) of the tree with visited nodes. The next step is the expansion where
an unvisited child is added to the tree, followed by simulation where there is a random play out
till the goal state and the final step is back propagation at which the counter variables (like visit
count and reward count) are incremented. The pseudo code is given in Algorithm 4.
3.5 DQN
The first Deep Learning technique that we use is the Deep Q learning [45]. Neural Networks are
used to represent the Q values in this algorithm as opposed to simpler tabular representation of
the Q values seen in the Q learning algorithm (Section 3.3).
Deep Learning is commonly used in many classification problems [77],[35]. The Neural net-
works are typically organized in layers in all deep learning representations. Layers are made up
of a number of interconnected nodes which contain an activation function. Patterns are presented
to the network via the input layer, which communicates to one or more hidden layers where the
actual processing is done via a system of weighted connections. The hidden layers then link to
an output layer where the output are the classes in a classification problem. Deep RL techniques
like Deep Q Learning, use the deep learning representations in Reinforcement Learning. The
Deep Q Learning is a model free Deep Reinforcement Learning method used in this work. This
algorithm is off-policy in the sense that an exploratory step is undertaken with epsilon probability
at every action step.
Figure 3.1 shows the representation of the Q values in DQN. The inputs are only the state
values and outputs are the Q-value for each possible action. This approach has the advantage,
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Algorithm 4 MCTS
1: procedure VOID MCTS (NODE ROOTNODE, TIME T)
2: assign Time = 0, Time is tied to the system clock and tracks the total time the program is
being executed.
3: while Time <= T do
4: currentnode← rootnode












that if we want to perform a Q-value update or pick the action with highest Q-value, we only have
to do one forward pass through the network and have all Q-values for all actions immediately
available.
The DQN has two networks having the same structure but with different weights. The net-
works are called as a Target Net and Eval Net respectively. The Target Net is considered to be a
stable net with network updating every 200 steps. The Eval Net is updated every step. A separate
target net is used as a stable network is needed for calculating loss. If the network keeps changing
then the whole system would fall into local feedback loops and hence, such a set up is necessary.
Both the Target Net and the Eval Net are used to calculate the associated Q values (q target and
q eval) respectively. The network architecture is shown in Figure 3.3. The same architecture is
used for both the eval and the target nets. There are three fully connected layers in addition to the
input layer. The first twp are the hidden layers and the final one is the output layer. The Rectified
Linear Unit (ReLU) activation function is used as the activation function for all the layers. Input
to the network are all the different state variables as followed previous implementations [44].
Outputs of the network are Q-values for each possible action. Q-values can be any real values,
which makes it a regression task, that can be optimized with a simple squared error loss.
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Figure 3.2: High level architecture of the DQN algorithm.
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Algorithm 5 Deep Q Learning
1: procedure DQN(time T)
2: Initialize replay memory D
3: Initialize action-value function Qeval with random weights D
4: Consider the initial state s
5: assign Time = 0, Time is tied to the system clock and tracks the total time the program is
being executed.
6: while Time <= T do
7: select an action a = argmax′aQeval(s, a
′)
8: select a random action with probability ǫ
9: perform a
10: observe reward r and new state s′
11: store experience < s, a, r, s′ > in replay memory D
12: sample random transitions < ss, aa, rr, ss′ > from replay memory D
13: calculate target for each mini batch transition
14: if ss′ is terminal, tt = rr
15: Otherwise, tt = rr + γmax′aQ(ss
′, aa′)
16: train the Eval Q network using 1
2
(tt−Q(ss, aa))2as loss
17: For every 200 moves, Qtarget = Qeval





The final preexisting RL algorithm used for comparison is the Asynchronous Advantage Actor-
Critic (A3C) algorithm [42] which represents the state-action value function using a Deep Q-
Network (DQN)[45]. In the DQN algorithm we had a single agent interacting with a single
environment. A3C on the other hand, has multiple incarnations of the same to learn more effec-
tively. The high level architecture of A3C is given in Figure 3.4. The A3C algorithm has become
the most popular algorithm for most RL algorithms with complex state and action spaces. It is
developed in such a way that there is a global network interacting with a group of worker agents
who have their own environment and network parameters. Each worker agent is independent
of the others and the overall experiences are accumulated by the global network estimating the
value and policy functions. This algorithm estimates a value function and a policy simultane-
ously. These are maintained as a separate fully-connected layers at the top of the global network,
thus combining the benefits of different kinds of RL algorithms that optimize either the value
or policy. The difference between the Q estimate and Value estimate is called as the advantage
estimate and it tells us how much better the actions performed than expected as against just
determining how good the actions were using discounted rewards. The advantage estimate seg-
regates the good and bad actions which will help the agent converge towards a good solution.
The advantage estimate is given by
A = R(s, a)− V (s)
where R is the discounted reward given by R = γ(r) where γ is the discount factor, r is the
immediate reward obtained and V is the value estimate of state s.
The deep network, was the same as that defined in the DQN implementation. For our prob-
lem A3C has the advantage of defining multiple worker agents. The pseudo code is given in
Algorithm 6.
3.8 Supervised Classification - Gaussian Process
In this supervised classification method of performing the experiments the Gaussian process
algorithm [54] is used to estimate if a particular cell is burning or not based on the burning
conditions of other cells in the scene. For each particular cell, the attributes of temperature, rain,
relative humidity, land cover type, wind speed, and wind direction are considered to influence
the decision.
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Figure 3.4: A3C high-level architecture.
Algorithm 6 A3C (for each worker thread)
1: procedure A3C(time T)
2: Initialize thread step counter t← 1
3: assign Time = 0, Time is tied to the system clock and tracks the total time the program is
being executed.
4: while Time <= T do
5: Reset Gradients: dθ← 0 and dθv ← 0
6: Synchronize thread-specific parameters: dθ′ = θ and dθ′v = θv
7: tstart = t
8: Get state st
9: while terminal st or t− tstart == tmax do
10: Perform at according to policy π(at|st; θ
′)
11: Receive reward rt and new state st + 1.
12: t← t+ 1
13: end while
14: R = 0 for terminal st
15: R = V (st, θ
′
v) for non-terminal st
16: for i ∈ t− 1, ...tstart do
17: R← ri + γR
18: Accumulate Gardients wrt θ and θv
19: end for




A distribution over function f can be specified by the Gaussian process as given by:
p(f) = GP (f |0, k(x, x′))
where the mean function is zero, and the covariance is defined by some kernel function. We use
the RBF kernel in our experiments because we have an assumption of 2D proximity of features
being relevant in any direction.
The GP prior is a multivariate normal given by
p(y) = Normal(y|0, K)
where K is a covariance matrix given by evaluating k(xn, xm)for each pair of inputs. The mean
of the GP prior is assumed to be 0 in accordance with the above equations.
To obtain a probability the output response is condensed into the range [0, 1] which is an
appropriate choice for classification. The probability is given by the condensed value and a
Bernoulli distribution is used to determine the label.
The likelihood of an observation (xn, yn) is given by
p(yn|z, xn) = Bernoulli(yn|logit
−1(zn))
Gaussian processes were chosen for this problem as they are known to work well for mod-
elling non-linear relationships between variables especially in spatial domains. For the GP clas-
sifier we use the logistic (sigmoid) function, whose integral is approximated for the binary case
to map output to a probability. For the covariance function we use an RBF kernel (stationary ker-
nel) because we have an assumption of 2D proximity of features being relevant in any direction.
The hyperparameters of the kernel are optimized by maximizing the log-marginal-likelihood of
the optimizer. A Cholesky decomposition was used to decompose the kernel matrix. The result
is a binary output response which can be used for classification.
3.9 Summary
This chapter outlines all the different reinforcement learning algorithms and supervised learning
algorithm considered in this study. The algorithms have been derived from a wide range of model
free and model based approaches in RL. The mathematical formulations of the algorithms are
given in this chapter. Notice that for all the utility equations in this chapter, (For example, Equa-
tions 3.1, 3.2, 3.4) the immediate reward value for the state action transitions is clearly the most
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major influence on the utility function. The other term/terms are normally heavily discounted
using a discount factor (like γ) so that they don’t matter as much. Small increase/decrease in the
reward function will show a corresponding small increase/decrease in the local utility values uni-
formly for all cells as they are almost linearly related. Thus, the local maxima, which is almost
always (except in exploration with very low probability) chosen as the corresponding action for a
state, is not affected by the small reward changes. Since the overall goal for the agent is to max-
imize the global utility in a given number of moves to determine the policy, these small changes
to the reward function will not alter the global policy in any way. It may only increase/decrease
the time of convergence/saturation. Thus, the system is resilient to small changes in the reward
function. This was observed while experimenting with the reward function too.
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Chapter 4
Reinforcement Learning for Spread
Dynamics
This chapter introduces the idea of using Reinforcement Learning for determining spread dy-
namics of spatially spreading processes like forest fires. It explains the initial formulation of the
forest fire spreading environment as a Markov Decision Processes (MDP) which can be solved
using Reinforcement Learning. The results are shown on a set of forest fires in Alberta using a
couple of RL algorithms.
Note: This chapter is published as a paper in the proceedings of Conference on Reinforce-
ment Learning and Decision Making [65].
4.1 Problem Formulation
We define a Markov Decision Process (MDP) < S,A, P,R > where the set of states S de-
scribes any location on the landscape and where the ‘agent’ taking actions is a fire spread-
ing across the landscape. A state s ∈ S corresponds to the state of a cell in the landscape
(x, y, te, l, w, d, rh, r, i) where x, y are the grid coordinates of the cell, te is the temperature at
the particular time and location and l is the land cover type of the cell derived from satellite
images (values include: water, vegetation, built up, bare land, other), w is wind speed, d is wind
direction, rh is relative humidity, i is the fireline intensity of fire at a cell as defined in [31], and
r is the average amount of the rainfall at the spatial coordinates during the time of study. These
variables are considered to be the most contributing factors to fire spread as they are the primary
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variables in the Canadian Forest fire weather index as specified in [15]. The action a ∈ A indi-
cates the direction the fire at a particular cell ‘chooses’ to move: North, North-West, North-East,
South, South-West, South-East, East or West or to stay put.
The dynamics function for any particular cell P (s′|s, a) is a mapping from one state s to the
next s′ given an action a. Note, unlike most RL domains where the unknown dynamics of the
system can be very complex, in this formulation the dynamics are actually straightforward. Once
the direction of fire spread is determined, simulating the impact of burning and the resulting state
is almost deterministic based on local conditions. Most properties of the cell state do not change
quickly, or at all, in direct response to the agent’s actions.
The reward function R maps a cell state to a continuous value in the range [-1,1]. Rewards
are based on the land-cover, for example, a cell predominantly filled with water has less chance
catching fire compared to one filled with vegetation. The reward function scores spread choices
in proportion to flammability of a cell (Veg: 0.5, Water = -1, urban = -0.1, empty land = 0.05,
Other = 0). These are defined as locally based rewards.
Other reward function components, which are globally based are derived from the ground
truth data for the training sets. As this directly depict the ground scenario, they are more im-
portant than the locally based rewards. Thus, in the training phase the fire(agent) is given an
additional positive reward (+1) for taking action choices similar to the actual scenario and nega-
tive rewards(-1) otherwise. These are applied differently for different experiments as explained
in the experimental setup. This additional reward helps the agent understand the influence of
each variable on the dynamics of spread and weights them accordingly.
Figure 4.1 shows a schematic representation of the domain where some cells are currently
affected by fire and have a potential to spread fire to other cells nearby which is treated as the
‘decision’ of an agent at that location. The policy for this agent tries to minimize the total
error at different future steps. Here a square grid is used as opposed to a different grid like
a hexagonal grid due to several reasons. The first one being, almost all wildfire simulators in
existence [48] use cellular models with square grids. Also, increasing the action space will
exponentially increase the computational complexity. A researcher [56] argues that for a sparse
setting like an idealized forest, having more action spaces is detrimental to the model as when the
flammable objects (trees, etc.) are sparse, the fire will be unable to spread over any considerable
area but will have too many choices. He recommends only four cardinal directions as choices
for a sparse fuel setting. We consider the testing domains in this work to be not too sparse or
not too dense, hence having nine action choices seems to be ideal. Also, square grids help us to
have direct comparison to cellular automata and physics based models having the same set up.
Additionally, as the grids in the source data (satellite images) are square, the square grids are the
most straight forward implementation for the problem.
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(a) Schematic of the state and actions
Figure 4.1: Forest Wildfire Satellite Data Domain: A schematic of the wildfire motion domain at
a particular state and timestep. The red (dark) cells are on fire, the green (light) are not on fire,
the dark circle indicates the current cell or agent being spread by the policy. The arrows around
the dark circle indicates the action choices possible. The white circle indicates that other cells
will be considered for spread. The arrows from the white circle indicates that there is a strong
wind blowing towards North and the north action is the most likely action choice for these cells
(effect of wind).
The initial state will come from satellite images that correspond to the beginning of a fire.
We are focusing on fire growth rather than ignition detection, so we set certain cells to have just
ignited fire and assign these to the initial state. As it is impossible to predict precisely from
where a “fire starts”, these ignited cells are decided based on thermal image data, media reports
and approximations based on the burning areas in the first day on which the satellite image is
available for Alberta fires.
The goal is to learn a policy for this agent(fire) that recreates the spread of the fire
observed in later satellite images by maximizing discounted rewards designed to reward
high accuracy simulation. Actions are constrained to not cross the boundary of the domain of
study.
4.2 Experimental Domain - Alberta wild fires
Two well known fires in Northern Alberta were considered for this study. They are the Richard-
son fire and the Fort McMurray Fire. The Richardson fire occurred in a region called Richardson
Backcountry north of Fort McMurray in Northern Alberta in 2011. Fort McMurray was also
affected by forest fires in 2016 during the massive Fort McMurray fires[75]. The coordinates of
Fort McMurray is (56°43′36′′ N, 111°22′51′′ W) and the coordinates of Richardson Backcountry
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(a) Satellite Image of Northern Alberta (b) Thermal Image of the same area
Figure 4.2: Satellite images of a target area from Landsat.
is (57°22′2.3′′ N, 111°19′27.1′′ W). The satellite images are downloaded from the USGS Earth
Explorer [66].
A series of visual and thermal images (Figures 4.2(a) and 4.2(b)) corresponding to the du-
ration of occurrence of the Fort McMurray fire (approx. April 2016 to September 2016) and
Richardson fire (approx. May 2011 to October 2011) were collected for the corresponding re-
gions of Alberta. Pre-processing steps were carried out as in [16]. The image classification
and matrix construction are done using steps outlined in [80]. These images gave a clear de-
scription of the ground scenario in case of fire and are a reliable source of burn areas. In the
Figure 4.2(b) the areas in darker shades of black are on fire. The spatial resolution of the satel-
lite images was 30m. This means that a pixel in the satellite image corresponds to 30 meter x
30 meter on the ground. This also means that two objects, at least thirty meters long or wide,
sitting side by side, can be separated (resolved) on a Landsat image. The temporal resolution
of this satellite is 16 days. Thus a 16 day periodic information of a particular area during the
course of the fires are available. The Landsat Enhanced Thematic Mapper Plus (ETM+) sensor
is capable of sensing in 8 different spectral bands which are made available in its data sets. Only
the bands in the visible spectrum (red, blue and green) and the thermal band is used in this work.
Landsat 8 imagery has a radiometric resolution of 12-bits (16-bits when processed into Level-1
data products). Temperature is obtained from processing thermal images. Wind speed, rain and
wind direction are obtained from the historical data sets present in the Canada Information Portal
[11] and World Clim [27] data sets for the region of study. Relative Humidity is obtained from
processing satellite data sets from the USGS as explained in [52]. Land cover is obtained from
the satellite images. The Canadian wildfire information system gives us information about the
fireline intensity (mentioned as head fire intensity) of the fires [69].
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(a) Satellite Image of Northern Alberta (b) Thermal Image of the same area
Figure 4.3: Satellite images of a target area from Landsat - 2.
The data used in this study is to be trusted as the thermal data sets gives a very clear scenario
for which cells are burning as the burning ones are clearly at a very high temperature as compared
to its surrounding cells. The visual data sets gives a clear description of the land cover scenario.
The spatial coordinates of fire spread given in more accurate data portals like the Canadian wild-
fire information systems, corroborates strongly with the burned locations in the Landsat images.
The Landsat data continues to be used across the world by a large number of researchers for
spatial applications [10], [26]. Figure 4.3 clearly depicts a scenario in which there are fire, water
and clouds in the same scene. The clouds are at a fairly lower temperature as compared to smoke
in these scenarios. Hence they can be separated out from the thermal image even if the visual
images are a source of confusion. Though Landsat tries to give cloud free images using multiple
spectral cameras and varying angles to image a scene [71], in some rare cases cloud cover is too
strong and it just blocks the scene. Hence, no information can be derived. In such cases we rely
on the secondary sources to get the missing information. Figure 4.3 also has some water bod-
ies present in the scene which correctly appear as low temperature objects in the corresponding
thermal image.
4.3 Experimental Setup
To evaluate this idea of agent-based RL for SSP prediction we performed a cross-comparison of
the RL algorithms using a two-stage training process.
In the first stage we learn the cell-based fire spread policy directly using the satellite images
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from the start of the fire and the image at its next successive time step. This is the policy from
the MDP which describes spread of fire from one cell to another based on local conditions. The
training data images (each time step) are spaced 16 days apart, so many successive calls to this
policy are required to reach the fire spread for 16 days. Thus, the second stage of training is
to choose a cap C for the number of calls to this policy to obtain the correct spread area. The
cap is used to set the upper limit of the total number of moves in all experiments. Previous
researchers working on non single step transition RL scenarios maintain a cap for the number of
moves or time [17]. During test time, once this cap on the number of moves has been reached,
the conditions are reset to the initial state and a new iteration starts. This is determined based on
a validation set not used for training or testing.
In the first two experiments, (A) and (B), we consider three consecutive, evenly spaced, time
steps and we want to test the ability of the algorithms to predict the middle time step. The ignition
points for training come from the time step 1 and the training happens using the information in
time step 3. This is used to determine the fire spread at the intermediate time step 2. Thus, we
learn the policy and optimize C based on the ground truth data for time step 3.
The satellite images from May, June and July 2011 of the Richardson wildfire were chosen
for these experiments. The images from the beginning of May (right from before the ignition of
the fire) were taken and used as the start state for RL. Experiment (A) and (B) differ only in the
dates of training and test. The satellite images in June (A) and July (B) were used to determine
the target burned area and so inform the reward function. The test was done on the immediate
previous step (16 days earlier) of the training image. The values obtained as a result for the tests
were used to obtain a value function that predicts the growth and characteristics of fire after fixed
time duration. The output from the value iteration was compared to an actual satellite image
from halfway through the training period in the same manner.
Note that these experiments are important as in many fire fighting scenarios the available
data is made up of multiple sources with different temporal resolution. For example, highly
accurate spatial spread and fire status information is obtained by drones launched regularly by
the fire fighting teams. Meanwhile, satellite based data provide information about large areas,
vegetation cover and conditions but images are taken much less frequently. This experiment
interpolates the intermediate state information needed for fire fighters.
In the third experiment (C), we applied the policy learned on the Richardson fire to satellite
images of a different fire in Fort McMurray five years later. We tune the cap value C using
the first transition in the Fort McMurray data. This is a similar region of Northern Alberta (but
not exactly the same area) so the general properties of the policy should be applicable but these
particular images were never part of the training set. The ignition location and initial spread are
taken from the satellite images of the month of May 2016. As before, the burned areas predicted
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by the learned policy 16 days after ignition were compared with the true satellite data. The
three experiments were carried out using value iteration and the A3C method. This experiment
answers the question, Can the agent which has learnt the dynamics of a fire in a region, predict
the spreads of a different fire in the same region?
In all experiments we provide the start state (satellite image corresponding to the start date of
the Richardson Fire, for experiments (A, B) and Fort McMurray fire for experiments(C-F)) to un-
derstand the spatial and landscape features of the region under consideration. All the experiments
are repeated 20 times and the average accuracies are reported.
4.4 Algorithms considered
The asynchronous value iteration and the A3C algorithms were considered in this initial set of
experiments. We wanted to try a classic reinforcement learning and also a deep reinforcement
learning technique to note the performances. The A3C algorithm has become the most popular
algorithm for most RL problems with complex state and action spaces. These two representative
sets of algorithms will give us a good idea as to the advantages and disadvantages of particular
classes of RL algorithms in this wild fire domain. For all of the methods each cell in the target
area that is visited is marked as a burning cell and has the resulting value estimate stored in a
hash data structure so it expands only as new states are encountered. The discount factor for the
value iteration is set to be 0.9. For A3C, each separate instance of a fire (unconnected to other
fires) in a neighbourhood is given its environment (84 × 84 cells as used in [43]) as an input
and the fire is defined as an individual worker. Based on need in the experiments, the number of
workers considered for training and testing ranged from about 40 - 96.
4.5 Initial Results
Figure 4.4(b) shows the results obtained from the experiment (A). The red in the output image
corresponds to the pixels which were on fire and were classified correctly as fire by the algorithm
(ie. true positives). The blue pixels represent false positives, those which were classified as
burning but were not yet at that point. White pixels represent false negatives where the policy
predicted no fire but fire was indeed present. Black pixels represents true negatives, the pixels
which were not on fire and rightly classified. It can be seen visually that the value iteration
algorithm was able to capture most of the large fire zones of the Richardson fire in the region
of representation on June 8. Still some of the smaller ignitions were not captured by the value
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(a) The satellite image of june 8,
2011 in the region of Alberta (
Richardson Fire)
(b) Output obtained from value iter-
ation
(c) Output obtained from A3C
Figure 4.4: The wildfire spread domain as a grid model representing input satellite data and
output wildfire prediction. The prediction is for Richardson Fire (Experiment A).
iteration. Also, the larger fires are not captured fully. Some spots in the middle and the edges of
the major fires are missed by the VI algorithm.
Figure 4.5 shows the results from the third experiment (C). The day of comparison was on
June 14, 2016. Again we can see that the value iteration algorithm did fairly well capturing the
major fire spots but could not capture them fully in some cases.
Figure 4.4(c) shows the results obtained from the A3C method. The A3C method performs
slightly better than a simple value iteration as many small fire instances missed by the VI method
are also being identified by A3C in addition to the ones identified by value iteration technique.
The comparison was done on the same day (June 8, 2011) for Richardson fire. This performance
was also maintained in the case of Experiment (C). A3C method is also able to capture the major
fires fully. In both cases, the A3C method also misses some small fires completely.
The Receiver Operating Characteristic (ROC) curve (plot between ratio of false positive and
ratio of true positives) for experiment A in Figure 4.6 shows the effect of varying the threshold
used for classifying if a pixel is affected by fire or not. Note that this is the standard technique for
determining the proper design parameter for threshold based classifiers or predictors [23], [5].
The threshold was chosen to be 0.83 for the value iteration method and 0.7 for the Deep Learning
A3C method. This is because these thresholds correspond to high degree of true positives with
only a small number of false positives.
Table 4.1 presents the accuracy (as a percentage) obtained in both the methods across differ-
ent experiments. Columns (A) and (B) test the policy’s prediction on the same fire event, where
the test point is 1 month or 2 months after ignition, where the reward comes from a point a month
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later. Column (C) is testing the policy’s prediction on a completely different fire five years later,
in the same region, predicting a fire one month after ignition. The maximum standard deviation
from the average accuracies for all the experiments was 1.3% for Value Iteration and 3.4% for
the A3C method upon repetition.
4.6 Summary
In this chapter we explained the formulation of the Markov Decision process for the forest fire
spread problem and demonstrated that a simple agent based model of fire can obtain reasonable
fire spread predictions using value iteration and that this can be significantly improved using a
Deep RL representation. In the subsequent chapters we will perform a wider range of compar-
isons on a more comprehensive set of RL algorithms.
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Chapter 5
Comparison to Tree search and Supervised
Learning Algorithms
This chapter extends the range of algorithms considered on the forest fire problem pertaining
to the Alberta fire domain discussed in the previous chapter. The baseline used for comparison
is the Gaussian Processes supervised classification algorithm. The Monte Carlo Tree Search
(MCTS) which is a tree based RL algorithm is also considered in this chapter. Experiments are
modified and expanded from the previous chapter to include additional scenarios.
Note: This chapter is To appear as a paper in the Frontiers Journal of ICT - Environmental
Informatics, 2018.
5.1 Algorithms considered
In this expanded set of experiments more algorithms are considered. The algorithms consid-
ered include Monte Carlo Tree Search (MCTS), Value Iteration, Policy Iteration, Q-Learning,
Gaussian Processes and A3C. As Value Iteration was noted to have some advantages in pre-
dicting large fire occurrences, an expanded set of classic algorithms that include model based
approaches like Policy Iteration and model free approaches like Q-Learning are considered. A
tree based approach like MCTS is considered to try out a new class of algorithm and also as
Monte Carlo simulations have proven to have advantages in physics based simulators [50]. The
supervised technique Gaussian Processes (GP) was used to provide a baseline for comparison.
The Deep Learning scheme A3C is retained from the previous chapter to see its performance on
an expanded set of experiments. The discount factors for the classical algorithms was 0.9. This
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makes the globally based rewards matter more than the locally based rewards. The learning rate
for Q-Learning was also 0.9. In our implementation of MCTS each node in the search tree is
a valid cell state in the fire model. From each state any possible action could be taken, which
is modelled as branches in the tree.The nodes in the tree are made to be selected by the Upper
Confidence Bound for trees (UCT)[34] method to minimize the cumulative regret. Each ”step”
in the MCTS tree is defined as a possible action taken from any valid state. There is a stay ac-
tion defined as a legal action in our scenario. Thus, in this implementation it is possible to go a
few levels down the tree without that corresponding to any real action in the world. Rewards are
given based at each step of the roll-out and when complete the combined reward is used to update
the value for the initial state at the root of the roll-out tree. For computational simplicity, during
the roll-out a simpler state representation is used which focuses only on number of cells burning.
The algorithm is configured to stop after the desired time comes to an end for the experiment of
consideration. Also, if the intensity of fire at a cell falls below a particular threshold (different
for different experiments and empirically determined), it is set as ceased to burn and is stopped
from spreading further until it is reignited. This is done to keep the branching factor down.
5.2 Experiments
In this chapter we consider different and extensive sets of experiments compared to the previous
chapter.
The experiment (A) is similar to the experiments (A) and (B) in the previous chapter. The
only difference being many such three consecutive pairs in the Richardson fire are considered
and the average performance for the algorithms are reported.
For Experiment (B) of this chapter, we start with the initial state of the fire, providing rewards
based on the time step 2 of the fire and the algorithm predicts fire locations at time step 3. This
experiment is similar to asking the question: Where will the fire spread in the next 16 days, given
its position currently? This experiment pertains to the Richardson fire. Similar to experiment (A)
of this chapter, many such 3 consecutive pairs are considered and the average performances are
reported. For both experiments (A) and (B), about five pairs are considered.
We also extend experiment (C) from the previous chapter to three more experiments (D),
(E) and (F). Each one pertains to application of the learned policy from the Richardson fire to
the Fort McMurray fire over four 16-day time steps in the Fort McMurray data after giving the
ignition points as the input. The time of comparison is the only difference between each of these
experiments. Again, all experiments are repeated 20 times and the average values are reported.
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Experiment VI PI QL MCTS A3C
A 0.78 0.93 0.72 0.80 0.96
B 0.70 0.72 0.67 0.82 0.80
C 0.82 0.81 0.80 0.71 0.90
D 0.75 0.74 0.72 0.69 0.87
E 0.64 0.66 0.62 0.67 0.77
F 0.54 0.53 0.55 0.60 0.63
Table 5.1: Average AUC for all the methods. The best values for all experiments are in bold.
5.3 Results
The task in these experiments is essentially to classify each cell at each time step correctly in
terms of burning or not burning. The policy learned by the fire gives the direction of the fire
spread. The fire as an agent in any RL domain has the goal of increasing its overall utility
accumulated. In this regard, it may decide to take low utility moves, which could either be the
best move in the given context or may lead to higher utility moves subsequently. As the reward
function (and hence utility) is strongly determined by the cell flammability, low utility cells have
low/no chances of burning. This is taken into account during the process of determining if a cell
burns or does not burn on a landscape.
We use the validation set to determine true positive rate and false positive rate and compute a
receiver operating curve (ROC) and a corresponding area under the curve (AUC) metric as done
in the previous chapter. This helps us in choosing a threshold for the utility function to determine
burn/not burn. The Average AUC for all experiments and algorithms are shown in Table 5.1.
This shows that the A3C algorithm provides an excellent threshold for most experiments while
classic algorithms are not so favourable. This seems to augur well with the overall accuracy for
individual experiments seen in Table 5.2. The ROC curves for a particular case of experiment
(A) is shown in Figure 5.1 which corroborates with the AUC values seen in Table 5.1 and gives
an idea about the thresholds.
Figures 5.3 and 5.4 show the visualization of some of the results for the different experiments.
For all the images the color scheme is same as that followed in Figure 4.4(b)
Analyzing the average accuracies in Tables 5.2 and 5.5 we can see that, from all the algo-
rithms considered, A3C seems to be the best overall, which is not surprising as it has the most
flexible state-action value function representation. Policy Iteration in general comes second best
in most tests. Q learning a model free method of learning gives a lesser accuracy than model
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Figure 5.2: Run Time plot for all the experiments. All the curves share the legend as in (a). Each
step is a permissible action taken by the corresponding algorithm. The Y axis denotes the sum
of rewards accumulated by the agent (score) after the corresponding number of steps (X axis).
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(a) Satellite Image of July 26 - Experiment A (b) MCTS for experiment A
(c) A3C for Experiment A (d) Satellite image of April 27 - Experiment C
(e) MCTS for Experiment C (f) A3C for Experiment C
Figure 5.3: Results for experiments from the best two algorithms MCTS and A3C for filling in
an (intermediary state) in the training region (A) and applying that policy in a different region
(D). Red pixels were on fire and classified correctly (True Positives), blue pixels were incorrectly
classified as burning (FP), white pixels were incorrectly classified as not burning (FN) and black
pixels were correctly classified as not burning (TN).
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(a) Satellite Image of August 11 (b) Thermal Image of August 11
(c) Gaussian Processes (d) Value Iteration
(e) Policy Iteration (f) Q Learning
(g) MCTS (h) A3C
Figure 5.4: Results for Experiment (B) from all algorithms showing performance on the predic-
tion of the next state directly after the training data.
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Table 5.2: Average Accuracy for each algorithm on the different test scenarios. The highest value
in each experiment are bolded.







Table 5.3: Average Precision for each algorithm on the different test scenarios.







Table 5.4: Average Recall for each algorithm on the different test scenarios.
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Method (C) (D) (E) (F)
GP 60.5% 47.9% 45.3% 20.5 %
V.I 88.5% 68.4% 30.1% 6.4%
P.I 89.3% 67.8% 35.8% 8.9%
Q.L 84.2% 61.4% 26.4% 5.3%
MCTS 65.3% 55.7% 49.7% 5.8%
A3C 90.1% 81.8% 50.8% 13.4%
Table 5.5: Average Accuracy of each algorithm trained on the Richardson Fire but applied on the
Fort McMurray fire for different time duration. The highest value in each experiment are bolded.
Method (C) (D) (E) (F)
GP 0.663 0.512 0.532 0.278
V.I 0.925 0.719 0.374 0.091
P.I 0.941 0.691 0.399 0.112
Q.L 0.876 0.654 0.301 0.071
MCTS 0.711 0.601 0.532 0.089
A3C 0.942 0.841 0.542 0.182
Table 5.6: Average Precision of each algorithm trained on the Richardson Fire but applied on the
Fort McMurray fire for different time duration.
Method (C) (D) (E) (F)
GP 0.541 0.314 0.342 0.132
V.I 0.731 0.575 0.231 0.032
P.I 0.702 0.589 0.289 0.075
Q.L 0.755 0.561 0.213 0.032
MCTS 0.491 0.423 0.395 0.024
A3C 0.735 0.723 0.402 0.078
Table 5.7: Average Recall of each algorithm trained on the Richardson Fire but applied on the
Fort McMurray fire for different time duration.
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based approaches like Value and Policy Iteration. In a spatial domain the environment has a high
influence on the spread of the agent. Thus, the strong consideration of the model of the spatial
environment helps the model based approaches.
The output images in Figure 5.4(g)(h) show the two most successful algorithms MCTS and
A3C on the region on which they were trained, filling in fire predictions between the start state
and the reward target. Looking at the output images in Figure 5.3(e)(f) we see these two al-
gorithms applied to the Fort McMurray Fire (similar region, different year and not part of the
training data) at the same number of days forward after the start state. We can see that the model
trained on one set images applies quite well to a different start state it has never seen, but A3C
has much fewer false positives than MCTS. Figure 5.4 visualizes the results of all the RL algo-
rithms on predicting the next time step after the training data on the Richardson fire, here A3C
clearly produces the most accurate prediction.
For all the average accuracies reported in Tables 5.2 and 5.5 the maximum standard deviation
upon repetition for all algorithms was about 5%.
Somewhat surprisingly, MCTS outperforms A3C in experiment (B) for forward prediction of
the next 16 day period on the same location as the training data. In general this experiment seems
to be harder for most algorithms as one wrong move, while rolling forward misses a chunk of
burned cells and completely moves in the wrong direction. Also, as a commonplace prediction is
inherently harder than interpolation. All the algorithms struggled to get the direction of burn right
in this experiment especially in the later stages of the fire. It seems that the MCTS rollouts have
fit a better model to the sense of real world ”time” to predict the extent of a fire in the next time
period. As can be seen for the results for (C) and (D) in Table 5.5, the A3C algorithm outperforms
all others on prediction when the learned policy for one location is applied to another location
in the same region. MCTS does significantly worse in this challenge, meaning its model is not
as good at generalizing the essentials of the policy for transfer to a new location even though it
seems to have a better model of dynamics.
Note that the accuracy of all algorithms reduce with increasing time after the start of a fire
as can be see by looking at experiments (C)-(F) in Table 5.5. This is unsurprising, as predicting
steps into the future is inherently harder. This is due to the fact that later fires are larger, more
intense and spread faster, making learning more difficult. In the first time step all algorithms do
very well as it is easier to predict the first few moves of the fire. The accuracy goes down rapidly
and in the last time step it is only around 10%.
It is also interesting to note that even though MCTS starts of with a low accuracy compared
to the other methods in the first time step, its cautious approach causes its accuracy to decrease
much slower than other methods so that it seems tied with A3C when predicting three steps
ahead. Similarly, the supervised GP method which loses out in most comparisons does far better
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for the hardest problem of predicting four time steps (about two months) ahead after all other
methods have degraded. The GP approach is purely spatial pattern learning, with no element of
dynamics. So one possible explanation is that, GP’s with only a spatial model and no notion of
time loses out when changes over time are relevant, but once we are so far ahead after the start of
the fire a notion of time actually proves to be detrimental as the behaviour of a very intense fire is
difficult to correlate with time and the GP’s more accurate spatial model wins out. Researchers
claim that it is possible to predict the next month into the fire season with the state of the art tools
[51]. A research paper[48] on state of the art wildfire simulators mentions several disadvantages
for each simulator as experiments are conducted into the fire season. Some of these tools were
used in the same experiments as the Fort McMurray fire, where we obtained an average accuracy
of about 20% when we are predicting one-two months into the fire season. The experiment (F)
was actually a bit of a stretch for the RL algorithms too as it considers 2 months into the fire
season, but we still conducted the same to understand relative performances.
Turning our attention to the running times (see Figure 5.2 ) we ran all experiments on similar
scale problems running with the same system resources and training took between 45 - 50 hours
for all algorithms. The average of total reward obtained (score) for every 9 million steps is plotted
for every algorithm and experiment. Here, each step is defined as a distinct possible action taken
by the algorithm. After observations for about 90 million steps, further observations are made.
It is important to note that many researchers in the Reinforcement Learning domain publish
runtime plots in terms of steps rather than time taken as it provides a better idea of performances
([7], [4], [47]). We have also followed the same approach here. There was almost a uniform
standard deviation in scores of about 2000 for Experiment A and B and about a thousand in
experiment C for all algorithms. As expected, the deviations, increase towards the end of the plot
after many steps are taken. For Experiment A, we can see that the A3C algorithm is slower to
start of as compared to the non deep algorithms, as expected, but over many number of steps it
beats all other algorithms which flatten out early. MCTS does not flat out, but is painfully slow in
improving itself. The trend is similar in Experiment C. For Experiment B, MCTS and A3C start
of slightly slowly compared to the others but perform very well overall. In this case MCTS beats
A3C after about 50 million steps. One unique aspect of A3C is that it can exploit multithreading
of CPU cores rather than GPU acceleration. Each fire in our dataset could be run as its own
thread allowing A3C use similar training time to obtain superior results. MCTS was the slowest
algorithm we tried since it is not multithreaded and requires extra roll-out simulations and back
propagation at every iteration.
The precision and recalls of all the experiments are also reported in Tables 5.3, 5.6, 5.4 and
5.7. The trend seems to be that the recall measures are lower than accuracy values and precision
measures are greater than accuracy values, which shows that the false negatives are much greater
than the false positives for most algorithms. This shows that the algorithms are cautious in
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predicting spread in general.
5.4 Summary
In this chapter, we considered the performances of different RL algorithms on the Alberta histor-
ical wild fires. Our results indicate that A3C is better at predicting spread dynamics at interme-
diate time steps and MCTS performs better while predicting the future spread. As the test data
diverges from the training data and temporal changes become less relevant, such as when the
intensity of fire increases, the fully supervised Gaussian process approach performs better than
the RL algorithms. In the next chapter we consider additional testing domains and introduce a
new algorithm that is a unique combination of preexisting RL algorithms.
50
Chapter 6
Combining the best of two worlds:
MCTS-A3C Algorithm
From the results of the previous chapter, we saw that MCTS and A3C had distinct advantages
on the forest fire domain. This gives us an intuitive idea to combine the advantages of both the
algorithms and implement a new one which is expected to perform better than its sub compo-
nents. We introduce a novel RL algorithm based on the previous results and also validate it on
additional domains from both synthetic and real world data. In this chapter, we extend the exper-
iments to include additional domains. One domain is an online simulator of a fire spread and the
other is historical fires in Saskatchewan which has been compared to a physics based simulator
Burn Probability 3 (BP3).
Note: This chapter is To Appear in the proceedings of the 30th Canadian Conference on
Artificial Intelligence, Toronto. May 2018.
6.1 Testing Domains
In addition to the Alberta fire testing domain, two other testing domains are considered. The
first one is the simulated wild fire domain, which does not belong to real fire events like the
previous chapters, but simply simulates the spread of fire based on preset conditions. This domain
is interesting as we can analyze performances on a cleaner set of input data set without the
problem of pre-processing errors on satellite images. The other domain deals with a series of
historical fires in Saskatchewan which has been used to analyze the performances of a physics-
based simulator (BP3). The RL algorithms are implemented on the same data sets and their
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in central Saskatchewan (54°26′55.0′′ N, 106°1′38.6′′ W) was taken as the basis for comparison.
The data for the analysis in this paper is described in detail in [49]. The same data was used to
analyze by us but with some exceptions. The ignition of the fire was given as geocoded inputs
as against ignition grids mentioned in the above work. Also the Saskatchewan Environment Fire
occurrence database was not used as this source is described to be unreliable [49] and the Cana-
dian large fire database provides a reasonable alternative. For the experiment with Saskatchewan
fires, vegetation rewards ranged from 0.7 to 0.1 based on fuel type flammability as mentioned
in Canadian Fire Behavior Prediction system [72]. The data for the state variables come from
the data sets described in [49] combined with the exceptions mentioned. Approximate ignition
points are also present for Saskatchewan fires. The work of the paper [50] was reproduced using
the minor modifications in the data with BP3. BP3 uses a large number of Monte-Carlo Simula-
tions (called as iterations) to make the Burn Probability map. This motivates the use of MCTS
in the RL algorithm. The burn probability in BP3 is calculated using the following formula
BPi = bi/N ∗ 100
where bi is the number of Monte Carlo Simulations needed to make cell i burn and N is the
total number of iterations. This value represents the likelihood that a given cell will burn given
the inputs like landscape, ignition, weather etc. The BP3 separates the burn probabilities into 7
regions with the burn probabilities increasing from 0 to 3. The ranges used in [50] to represent
the burn probabilities were 0, 0-0.6, 0.6-1.2, 1.2-1.8, 1.8-2.4, 2.4-3, >3 .
6.2 Algorithms considered
In this series of experiments we considered the DQN, DQN with prioritized experience replay,
A3C, MCTS, Gaussian Processes and the newly implemented MCTS-A3C algorithms. We are
considering more Deep learning techniques in this chapter as we found that the performance
of the classic algorithms were not as promising compared to the Deep Learning schemes like
A3C. The classic ones like Value Iteration, Policy Iteration and Q Learning are left out in this
chapter. MCTS seemed to have advantages in a particular experiment, so it is retained to analyze
performances in an expanded set of testing environments. The DQN network and algorithm
was released by Deep Mind [44] and it formed the basis for the subsequent set of Deep RL
algorithms including A3C [43]. So these algorithms are also considered in this chapter. Again,
GP was considered to provide a baseline like the previous chapter.
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6.3 MCTS-A3C algorithm
This algorithm was coined to combine the advantages in physics based simulations (MCTS [50])
and RL approaches (A3C [65]) for analyzing spatially spreading processes. The approach is
experimentally validated on fire spread prediction. The high level pseudo code is given in Al-
gorithm 7. There is an MCTS search tree that contains an average reward value (X) and a visit
count (N) for all the nodes. Each node is a cell on fire and has its own state space S. The fire is
made to start at the ignition points and each node of the search tree comprises of a cell burning in
the resolution of the source data (30m in case of Alberta fires and 300m in case of Saskatchewan
fires). The selection step in the algorithm is given by the UCT strategy. To encourage explo-
ration, random selection is also done with probability ǫ. The root node of the tree contains the
ignition point and an action choice (selection step) leads to another cell being on fire, and this
leads to child nodes containing the new ignited cell on fire. This continues till we reach the end
of the tree with the visited nodes (leaf of the visited node tree). In the next expansion phase
an unvisited node is randomly added to the search tree and we simulate forward using the A3C
algorithm. The initial state for A3C gets 84*84 cells (as followed in [45]) surrounding the center
ignited cell as its start state. Each worker of A3C is defined as an instance of fire with a distinct
environment (84 *84 cells surrounding it) and related networks. The algorithm spins off a sepa-
rate worker on a distinct thread every time a new flame is started in the search space (for every
legal action of the preexisting fires).Then each worker propagates fire in its own local condition,
obtains rewards and updates the global network. Next, the back propagation step increments the
visit count and updates the reward values of each node. The algorithm is confined to stop after
training happens for sufficient time (which is fixed as a constant for all algorithms). As discussed
in the MCTS implementation, if the intensity of fire at a cell falls below 0.3, it is empirically de-
termined to cease to burn and is stopped from spreading further (in case of A3C) and hence is
removed from the search tree (in MCTS) until it is reignited. This is done to keep the branching
factor down. The model architecture for A3C follows the scheme in [45].
6.4 Experimental Setup
All the experiments (A) - (F) are the same as ones carried out in the previous chapter. The
statistical measures from the similar algorithms in the previous chapter are repeated in the results
for readability. In experiment (G), we use the Nova simulator to generate wild fire data and
predict forward based on the given situation. This is similar in approach to experiment (B) but
uses cleaner data samples. Experiment (H) uses the Saskatchewan fire data from 1981 to 1992
for training the fire spread model. The fire spread for given ignition points were then analyzed
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Algorithm 7 MCTS-A3C
1: procedure VOID MCTS-A3C(NODE ROOTNODE, TIME T)
2: assign Time = 0, Time is tied to the system clock and tracks the total time the program is
being executed.
3: while Time <= T do
4: currentnode← rootnode
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for the years from 1993 to 2002. We also compare to existing results using burn probabilities for
1993 from [50]. In the same way, Experiment (I) uses data from 1981 - 2002 and tests for 2003 -
2008. This is done to test the performances on an experiment having more training samples and
less prediction spreads. For both experiments (H) and (I), the RL algorithms and BP3 were run
on a 300m resolution cells as this was the lowest resolution of data source grids (except ignition
grids which are not used) for the cell based inputs in the experiments carried out in [50], and due
to limitations in computation time. As done in previous chapters, all the experiments with each
algorithm was repeated 20 times and average values are reported in the results.
In our experiment, the results from BP3 for every cell were translated into a binary with the
last three ranges characterized as a burn and the first four ranges characterized as a no-burn. The
number of iterations for BP3 were fixed to be 500 as suggested in the paper [50]. From analyzing
the results from the BP3 we found that categorizing the middle range as a no-burn gives higher
accuracy than categorizing it as a burn. The results of this experiment will be used to indicate
the performance of RL against the physics based simulator.
We have compared the performance of our combined MCTS-A3C algorithm to the A3C,
MCTS, DQN algorithm [45], DQN with prioritized experience replay (PER) [58] and also the
Gaussian Process supervised classifier. The discount rate γ was 0.9 as the goal is to make the
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Experiment MCTS A3C DQN DQN(PER) MCTS-A3C
A 0.80 0.96 0.79 0.80 0.97
B 0.82 0.80 0.75 0.75 0.91
C 0.71 0.90 0.85 0.85 0.91
D 0.69 0.87 0.70 0.73 0.89
E 0.67 0.77 0.62 0.69 0.87
F 0.60 0.63 0.61 0.65 0.75
G 0.88 0.84 0.87 0.88 0.92
H 0.69 0.83 0.75 0.80 0.88
I 0.76 0.83 0.79 0.85 0.89
Table 6.1: Average AUC for all the methods
agent strive for a long term reward and the exploration for the ǫ greedy policy was kept as 0.05,
which is on the lines of exploration rates in previous works ([43], [45]). An hour of training
yields an average of 90000 observations across all algorithms and experiments. Training of
algorithms happen with inputs time stamped with the number of days from the start of the fire
season. Algorithms are forced to stop when time goes above a pre-defined time for test cases
(based on experiments).
For all the experiments, to determine if a cell was on fire, a threshold value beyond which a
cell must burn was determined for the value function to balance true positives and false positives.
Similar to the previous chapter, the area under the ROC curves are tabulated in Table 6.1 for each
algorithm for all the different experiments. The AUC values seen in Table 6.1 corroborates well
with the accuracies seen in Table 6.2 in general. The result from the algorithms in the form of
burned areas are compared against the actual scenario, using the satellite images or simulator
output corresponding to the predicted time step.
6.5 Results
For all the images in Figure 6.2, the color scheme is same as that followed in Figure 4.4(b).
Referring to Table 6.2 we can notice some general trends in the accuracies for all the exper-
iments from (A) to (I). MCTS-A3C algorithm beats all the remaining algorithms in terms of the
accuracy. The general rule seems to be MCTS-A3C > A3C > DQN with PER > DQN > GP >
MCTS with some exceptions. The deep learning based approaches perform better than MCTS
56
(a) Satellite Image of August 11 (Richarson) (b) Thermal Image of August 11 (Richarson)
(c) MCTS-A3C for experiment B (d) Satellite Image for July 10 (Richarson)
(e) Thermal Image of July 10 (Richarson) (f) MCTS-A3C for experiment A
(g) Satellite image of 27 April (Mcmurray) (h) MCTS-A3C for experiment C
Figure 6.2: Results for Alberta fire experiments
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Experiment MCTS A3C DQN DQN(PER) GP MCTS-A3C
A 61.3% 87.3% 73.2% 79.4% 62.4% 92.4%
B 60.2% 53.2% 49.5% 51.8% 50.8% 90.8%
C 65.3% 90.1% 79.7% 80.8% 60.5% 90.3%
D 55.7% 81.8% 68.3% 75.9% 47.9% 83.4%
E 49.7% 50.8% 45.6% 48.5% 45.3% 57.8%
F 5.8% 13.4% 9.4% 10.8% 20.5% 50.6%
G 80.7% 84.2% 81.5% 82.7% 83.4% 95.8%
H 51.3% 58.5% 52.1% 53.4% 51.7% 65.8%
I 60.1% 67.2% 60.5% 62.7% 62.4% 73.8%
Table 6.2: Average Accuracy (as a percentage) for each algorithm on the different test scenarios.
Experiment MCTS A3C DQN DQN(PER) GP MCTS-A3C
A 0.654 0.901 0.798 0.843 0.674 0.965
B 0.652 0.563 0.543 0.556 0.538 0.932
C 0.711 0.942 0.845 0.865 0.663 0.945
D 0.601 0.841 0.732 0.812 0.512 0.889
E 0.532 0.542 0.501 0.555 0.532 0.612
F 0.089 0.182 0.210 0.245 0.278 0.583
G 0.877 0.891 0.885 0.893 0.901 0.982
H 0.598 0.683 0.601 0.655 0.599 0.732
I 0.655 0.754 0.698 0.701 0.698 0.801
Table 6.3: Average Precision for each algorithm on the different test scenarios.
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Experiment MCTS A3C DQN DQN(PER) GP MCTS-A3C
A 0.573 0.811 0.655 0.701 0.604 0.801
B 0.541 0.486 0.401 0.423 0.486 0.812
C 0.491 0.735 0.712 0.737 0.541 0.798
D 0.423 0.723 0.601 0.677 0.314 0.744
E 0.395 0.402 0.341 0.391 0.342 0.497
F 0.024 0.078 0.054 0.034 0.132 0.397
G 0.699 0.718 0.724 0.701 0.716 0.828
H 0.382 0.391 0.395 0.375 0.405 0.567
I 0.554 0.591 0.523 0.574 0.501 0.614
Table 6.4: Average Recall for each algorithm on the different test scenarios.
Ex MCTS A3C DQN DQN(PER) GP MCTS-A3C
A 59.32 - 63.27 85.24 - 89.35 71.09 - 75.30 77.55 - 81.24 60.25 - 64.54 90.47 - 94.32
B 58.4 - 61.99 51.49 - 54.90 47.87 - 51.12 49.47 - 54.12 48.74 - 52.85 88.82 - 92.77
C 63.94 - 66.65 88.04 - 92.15 77.94 - 81.45 79.52 - 82.07 58.96 - 62.03 88.59 - 92.00
D 54.03 - 57.36 80.00 - 83.59 66.98 - 69.61 74.23 - 77.56 45.62 - 50.17 81.16 - 85.63
E 48.29 - 51.10 49.22 - 52.37 43.89 - 47.30 47.14 - 49.85 43.15 - 47.44 56.04 - 59.55
F 3.65 - 7.94 11.95 - 14.84 7.16 - 11.63 8.74 - 12.85 18.70 - 22.29 48.97 - 52.22
G 79.56 - 81.83 82.49 - 85.9 79.7 - 83.29 81.77 - 83.62 82.12 - 84.67 94.26 - 97.33
H 49.59 - 53.00 57.44 - 59.55 50.74 - 53.45 51.42 - 55.37 50.6 - 52.79 63.95 - 67.64
I 58.56 - 61.63 65.92 - 68.47 58.79 - 62.20 60.9 - 64.49 60.51 - 64.28 72.39 - 75.20
Table 6.5: Confidence Interval with Z distribution for all the mean accuracies with 95% confi-












Table 6.6: Percentage increase in accuracy when using MCTS-A3C as opposed to the next best
algorithm in each experiment.
as well as the supervised GP approach in most experiments. As elaborated in the last chapter,
MCTS has advantages in some experiments such as (B) as it is able to fit the experiments with
limited data set that predicts forward in time better than other algorithms. A3C on the other hand
is able to do well in experiments that predict in the middle of a time step (like (A)) and also in
experiments that transfer the learned policy to a new test domain ((C)). Thus, a combination of
these 2 naturally does well in all test domains. MCTS-A3C even beats the best algorithms in
the experiments (A) and (B) by some distance. Again, as explained in the previous chapter, as
a general rule the accuracies for all experiments decrease from (C) to (F) as we keep moving
into the fire season. Now the fire becomes progressively more intense and erratic, which makes
prediction tougher. Still, the MCTS-A3C beats all the other algorithms considered in these ex-
periments. The Q Learning based deep learning approaches like DQN and DQN with PER did
not perform well in general. With a cross comparison to results in the earlier chapter, we can see
their performances were comparable to the classic algorithms and sometimes even not as good
as the classic ones in similar experiments. This reinforces the idea that value/policy function
based methods are more suitable for this domain as they are model based methods in comparison
with model free Q learning based methods. The reasons for the performance of the GP algorithm
for the Alberta experiments was discussed in the last chapter. The supervised GP algorithm
performed slightly better than MCTS and had comparable performance to the Q learning based
Deep methods for the new experiments (G,H and I). Its simple spatial model seems to have some
advantage over tree search and DQN algorithms for experiments with larger and/or cleaner data
sets as well.
For the simulated fire experiments in experiment (G), we see that the MCTS-A3C has a clear
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Figure 6.3: Run Time plots for all the Experiments. All the graphs share the same legend as in
(a). Each step is a permissible action taken by the corresponding algorithm.
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EcoRegion BP3 (H) RL (H) BP3 (I) RL(I)
Boreal Transition 33.7% 68.4% 36.7% 69.3%
Mid-boreal Lowland 53.5% 49.1% 56.5% 69.1%
Mid-boreal Upland 59.2% 75.0% 57.5% 79.2%
Churchill river upland 62.1% 70.5% 66.3% 77.8%
Table 6.7: Average Accuracy values for the different eco-regions in the area of Saskatchewan for
the experiment (H) and (I). Only the MCTS- A3C (RL) algorithm and the BP3 physics simulator
are considered for this comparison.
advantage over all the other algorithms. This experiment is quite distinct from the rest of the
experiments as it has cleaner data, test domains that match most closely to the training data sets,
and larger amount of training data. The performances of all algorithms are pretty good in this
test domain as expected but overall the general rule of performances mentioned earlier holds well
in this domain too. In the experiments related to the Saskatchewan fires seen in (H) and (I) we
can see that all the algorithms have lesser average accuracies. This is because there is a lot of
inaccuracies in the source data [50] for experiments (H) and (I) and also because we compare
several years forward from the training data set for the experiment (H). As more data samples
are available for training, performances are better in the experiment (I) as compared to (H). The
performance of the RL algorithms in the experiments (G, H and I) proves that it is scalable as it
works well with additional data sets and a larger spatial extent as well.
The precision and recalls of all the experiments are also reported in Tables 6.3 and 6.4. The
measures follow the general trend of precision and recall values seen in the previous chapter.
The scores as a function of number of steps taken by the algorithms are shown in Figures
6.3. In the case of the simulated fire experiment, MCTS-A3C clearly races ahead of all the other
algorithms and the other algorithms have almost comparable learning rates. In the Alberta fire
experiments, A3C alone is a close match but MCTS-A3C still finds higher scores as time goes on.
On the larger experiments (H) and (I) when all algorithms have access to a longer stream of data
and more training time the gain of MCTS-A3C is still clear. For all these curves, we have plotted
the average scores as done in the previous chapter and the standard deviation of experiments
A,B and C are same as discussed in the last chapter. Experiment (G) saw a maximum standard
deviation of 2500 for all the algorithms. Experiment (H) and (I) saw a maximum deviation of
10000. The deviations were almost uniform.
The accuracies we obtained for the Saskatchewan fire (Table 6.7) using BP3 correspond well
with detailed landscape burn proportions reported in [50]. The best RL algorithm, MCTS-A3C
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is used for this comparison. Our algorithm has a higher overall average accuracy in comparison
to the BP3 outputs and also it does better in most eco-regions. The Mid-boreal Lowland region
for experiment (H) is the only region in which the BP3 beats the RL algorithm. This region is
highlighted in [50] as having a much higher uncertainty due to large inaccuracies in the source
fuel data. This shows that RL algorithm falls short of the physics based simulator only when
the source data sets are affected too much by distortions and noise. But even then we can see
that in experiment (I) the RL algorithm beats the performance of the BP3 in the same region. In
general the RL does better in (I) as compared to (H). Thus, having enough data samples makes
RL algorithm better than physics based simulators. This is a clear advantage in the present times
as much more cleaner data sets are available in terms of hyper spectral sensors and drone images
during forest wild fires as compared to the last couple of decades.
The 95% confidence interval with the Z distribution for all the mean accuracies are given
in Table 6.5. These ranges prove that the statistics with which inferences are made are sound.
These numbers increases the confidence in the earlier statistics. The lead of MCTS-A3C is still
clear with these numbers. The Table 6.6 gives the percentage improvement in using MCTS-A3C
for each experiment as opposed to the next best algorithm. An analysis similar to the statistical
A/B testing is done using this table. For some experiments we can see an almost 50% absolute
increase in the accuracy as compared to the next best algorithm. This lends a huge support for
the new algorithm implemented as opposed to the other algorithms. For some experiments the
absolute increase in accuracy is low but for many experiments the increase is more that 10%.
This shows the strength of this algorithm in this domain.
6.6 Summary
This chapter proposes a hybrid Deep RL algorithm using strengths of MCTS and A3C which is
particularly well suited for learning dynamics of spatially spreading systems such as forest fire
spread. We demonstrated the effectiveness of the algorithm on a range of simulated and historical




Conclusions and Future Directions
In this chapter, we summarize the major research contributions of the thesis and outline some
potential future directions that could be pursued from this research.
7.1 Future Work
As expounded in [39], forest fire prediction requires additional information consisting of fire-
fighting intervention (such as fire fighting strategy and time elapsed), which are not taken into
consideration in this study, as we chose study regions having very minimal to no fire fighting.
In future work we aim to incorporate this kind of information as well as enrich the model by in-
cluding more land characteristics such as moisture, slope and directional aspect as state variables
in individual cells. We will also perform a wider comparison against different existing wildfire
models algorithms such as those in [12]. Note that fire managers can use our present research
outcomes to determine if the fire needs to be suppressed or not. It also helps them have learned
models for particular regions that can predict future fire spreads given ignition points. They
could also explore altering the source data with simulated fire lines to determine the behaviour
of the fire. Additionally, since the fire simulators take a long time for analyzing a forest fire, the
methods presented in this work can be used to augment such full scale simulators or used for a
quick ad hoc analysis.
We also plan to investigate improvements to the structure of the Deep Neural Network policy
representation to tailor it more closely to this kind of spatially spreading problem. For example,
the relatively better behaviour of the supervised GP approach on distance predictions where the
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dynamics approximation may be hindrance, suggest trying a hybrid approaches, learning a pair
of models, one temporal and atemporal to achieve the best of both.
Reachability analysis can be performed using methods similar to experiments in this study
that goes backwards in time. This will applications in many domains apart from forest fires like
agricultural sowing and harvesting operations. Analysis of variance (ANOVA) can be performed
to determine which parameters of the model have the most impact on the accuracy.
The learned model could have captured some interesting patterns or rules that can be used
to augment preexisting physics-based simulators. A hybrid RL-physics based model could be
implemented and tested.
A severe challenge in the wildfire domain is the relative paucity of data compared to some
other image analysis problems. While there are vast databases of satellite imagery, they are
not all readily available and finding the very small proportion which contain forest wildfires is
not straightforward. This study has looked at a pair of fires in a well known region but future
work will use data from more locales and automate the process of data collection. We will also
look at flooding as a similar but more data rich domain. This limited amount of image data is
one reason we chose to use a state feature extraction approach rather than learning on the entire
image directly. There simply may not be enough images to learn effectively. However, a filter
based approach such as Convolutional Neural Networks (CNNs) applied directly to the images
would be possible if we use small filters on the same scale as the local neighborhood we used
in this study. We are currently trying this approach using a combination of CNNs as well as
Recurrent Neural Networks to better encapsulate the effect of time on the fire.
7.2 Conclusion
In this work, we presented a novel approach for utilizing RL for learning forest wildfire spread
dynamics directly from readily available satellite images. Our approach inverts the usual RL
setup so that the dynamics of the MDP is a simple function of the fire spread actions being
explored while the agent policy is a learned model of the dynamics of a complex spatially-
spreading process. We also introduced a hybrid RL algorithm that performs well in such domains.
The intersection between the decision making tools of Artificial Intelligence, the pattern
recognition tools of Machine Learning and the challenging datasets of sustainability domains
offer a rich area for research. For the machine learning community our approach opens up new
set of challenging and plentiful data sets for learning patterns of spatial change over time in
the form of spatially spreading wildfires and a platform for experimenting with new Deep RL
approaches on a challenging problem with high social impact.
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We hope our work can lead to development of a comprehensive way of integrating Deep
Learning and RL approaches to support the tasks of prediction, dynamics model learning and
decision making in problems with SSP structure.
Our work would inspire new representations for spatial data and policies which can benefit
theoretical as well as applied practitioners. Finally, the algorithmic approach demonstrated here
could lead to more effective modelling and decision making tools for domain practitioners in
forest wildfire management which we are exploring with collaborators.
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