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ば、グラフィック処理に特化した GPU(Graphic Processing Unit)、デジタル信号処理に特化し





られ、並列に計算される。例えば、rc = ra +rbのようにベクトルの和を求める場合、プログラ
マはその計算がベクトルの各要素に分離されることを考えなければならない。すなわち、
























えば、アクセラレータの統合開発環境として、NVIDIA CUDA (Compute Unified Device 











ラムを含む flow-model というモジュールを作り、引数の I/O 関係とターゲットランタイム
のタイプを指定することで、カーネルプログラムの開発に注力できる。カーネルプログラム
とは、CUDA や OpenCL においての GPU 側に実行させるプログラムのことである。以降、
カーネルと表記する。一般に、CPU の代わりにアクセラレータ上で実行するプログラムと
して理解することもできる。また、CPU 側とアクセラレータ側の両方のプログラミングが
必要な問題を解決するため、CarSh と呼ばれる Caravela フレームワークが、コマンドライン
ベースのプログラミングツールとして提案された[9]。CarSh は、executable または batch XML
を読み込めるシェルのようなインタフェースを提供する。CarSh を使用することにより、プ









































































ドラインベースのプログラミングツール CarSh および開発用 GUI も概説する。最後に、並
列プログラミングにおける課題について論ずる。 
第３章では、並列性抽出アルゴリズム PEA-ST を提案し、本アルゴリズムの設計と実装
について述べる。まず、並列性抽出方法として Spanning Tree の詳細を述べる。Spanning Tree






















































































































































































ができる。また、コア数が 2 個であればデュアルコアと呼ばれ、4 個であればクアッドコア
と呼ばれる。数十個以上のコアを持つ高性能な専用プロセッサがマルチコア/メニーコアと
呼ばれる[39]。 
1999 年に IBM から発表された POWER4 は商用サーバ向けのプロセッサとしたデュアル





2006 年に発表された 8 個のコアを持つ Cell [41]や、2010 年に発表された 8 個のコアを持つ
POWER7[42]などがある。続いて、2012 年 8 月に開催された Hot Chips 会議で第 3 セッショ
ン「メニーコアと GPU」の 3 つのプレゼンテーションでも明らかにされたように、マルチ
コアからメニーコアへの移行が進んでいた[43][44][45]。このように、マルチコア/メニーコ
アプロセッサの概念が一般的になり[46]、プロセッサのコア数がさらに増加している[47]。
前述の会議で、インテル社の George Chrysos により、同社の Xeon Phi チップが発表された
[45]。図２.5 に示すように、このデバイスは、50 個以上の x86 プロセッサコアと 4 個の GDDR
メモリと PCI Express 接続を搭載したコプロセッサである。また、各プロセッサはベクトル
演算装置と 512 KBの L2 キャッシュを搭載し、双方向環状バスによってリンクされている。







GPU(Graphic Processing Unit)、デジタル信号処理に特化した DSP(Digital Signal Processor)[2]、
内部構成を書き換え可能な FPGA(field-programmable gate array)[3]などがある。これらのデバ
イスのアーキテクチャはそれぞれ異なるが、計算処理の実行時間の長い部分を CPU に代わ
って高速に処理させることを目的にしていることは共通である。 
図２.6 では、NVIDIA GPU と Altera OpenCL Accelerator の 2 つのメニーコアコンピューテ
ィングシステムのアーキテクチャ例を示している。メニーコアアーキテクチャでは、LSI に
大規模なコンピューティングユニットが実装されている。GPU の場合を図２.6(a)に示す。














また、シンプルな演算ユニットを多数搭載している GPU は、CPU と比べて性能比で低
価格、かつ、高いピーク演算性能を持っている。そのため、高度な演算密度や並列性を持つ
処理を行う場合、GPU はより高い処理性能を得ることができる。その高い演算性能を画像
処理以外の領域に応用できるために、NVIDIA は GPU 向けの C 言語の統合開発環境とし
て CUDA[6]を開発した。このように、GPU の特性を汎用的に活用する技術は GPGPU 
(General-Purpose computing on Graphics Processing Units)[51]と呼ばれる。低価格で高い演算性
能を持つ GPU は、高性能コンピューティングプラットフォームを実装するために不可欠な






図２.6 メニーコアアーキテクチャの例：NVIDIA GPU と Altera OpenCL Accelerator 
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CUDA は、NVIDIA が開発された GPU 向けの C 言語ベースの統合開発環境であり、コン
パイラやライブラリなどが提供されている。CUDA では、まず、データをメインメモリから




の周辺バスに接続されている GPU を定義する。VRAM は、GPU 上の計算に使用されるデ
ータを保持する。カーネルプログラムは、ホスト CPU によって GPU にダウンロードされ、
データもホストメモリからコピーされる。プログラムは、複数のスレッドがグループ化され、
図２.7 CUDA と OpenCL のアーキテクチャモデルとベクトル和の例 
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スレッドブロック内の 1 つのスレッドとして実行される。スレッドブロックは 1 次元から 3
次元までの行列にタイル化されている。図２.7 では、スレッドブロックが二次元にタイル化
される様子を示す。グリッドサイズは ngrid ×mgridである。各スレッドブロックは、nblock ×mblock
個のスレッドで構成される。図２.7(b)に示されているプログラムは CUDA を使って書かれ












る。ホスト CPU は、OpenCL のデバイスに接続されている。OpenCL のデバイスは、計算ユ
ニットと呼ばれる個々の要素プロセッサで構成される。計算ユニットに 1 つまたは複数の
ワークグループを含んでいる。さらに、ワークグループは複数のワークアイテムを含む。ワ
ークアイテムは唯一の ID によって識別され、その ID に関連する入力データを処理する。
ワークアイテムの数は、プログラムによってパラメータ NDRange で与えられる。それを 1
次元から 3 次元までに定義できる。図２.7(c)では、NDRangex ×NDRangey個のワークアイテ
ムがある。OpenCL のプログラムは、ホスト CPU 側により、C 言語で記述されている。OpenCL
のリソースは、ランタイム関数で作成されたコンテキストによって得られる。図２.7(d)の場















しに近い簡潔な表記で記述できる。この利点に対し、OpenCL では、カーネルが OpenCL API
により発行するため、ランタイムを準備する作業が必要である。しかし、異なるアクセラレ
ータに共通のインタフェースを提供するクロスプラットフォームな OpenCL と比べて、





















































当てられ、並列に計算される。例えば、rc = ra +rbのようにベクトルの和を求める場合、プロ
グラマはその計算がベクトルの各要素に分離されることを考えなければならない。すなわ









2007 年に IBM 社により、System S と呼ばれる体系化されていない大量のデータをリアル
タイムに分析するストリームコンピューティングシステムが発表された[56]。System S のソ
フトウェアは、計算タスクを分割し、結果を再構成することができる。その後、Streaming 




２.１節で述べた CUDA と OpenCL ストリームコンピューティングパラダイムを含む。そ
の他、BrookGPU[5]、PeakStream[57]、StreamPipes[58]などのストリームコンピューティング
支援ツールがある。Brook for GPUs は、GPU 向けの Brook ストリームプログラミング言語
のコンパイラおよびランタイム実装である。PeakStream は、ATI のグラフィックプロセッサ


































ーのホストマシンである Machine によって階層化される。Adapter は、1 つまたは複数のア
クセラレータを含む周辺バスアダプターである。最後に、Shader はアクセラレータである。




図２.9 Caravela プラットフォーム(a)アクセラレータで実行される flow-model、
(b)ホスト CPU 側の Caravela ライブラリ 
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するため、革新的なプログラミングインタフェース CarSh が開発された[9]。 
CarSh はストリームコンピューティングのためのコマンドラインベースの開発ツールで
ある。CarSh を使用することで、プログラマはホスト CPU 側の制御プログラムを作成する
必要がない。CarSh は executable ファイルを読み込むことにより、その executable ファイル
の I/O データの割り当てに従い、入力/出力データの読み/書きを行う。executable ファイルに
は、Caravela フレームワークの flow-model および I/O 定義がパックされる。この I/O 定義
は、カーネルプログラム内の引数を入力/出力にリンクする。図２.11(a)に示すに、リンクさ
れた I/O 情報が executable ファイルで定義されている。CarSh は executable ファイルから









および、(3) バッチ実行スタイルを提供している。また、CarSh は executable ファイルと batch
ファイルを読み込むことができる。batch ファイルには、executable ファイルおよび I/O バッ
ファに関するコマンドを記述しているシナリオを含んでいる。すなわち、batch ファイルは
CarSh のコマンドをバッチ実行するための XML ファイルのフォーマットである。ここで、
CarSh のコマンドラインの最後に”&”を追加することで、executable ファイル(すなわち、flow-
model)と batch ファイルをバックグラウンドで実行することができる。これは、複数の flow-
model の同時実行を可能にする。 






ス管理のためのコマンド ps と kill をサポートしている。また、コマンド virtubuf は、バーチ
ャルバッファの管理インタフェースをサポートしている。コマンド sync を使用することで、
このコマンドの前に呼び出されたすべての executable ファイル、または batch ファイルを同
期させる。コマンド repeat で executable ファイルまたは batch ファイルは指定された回数で
繰り返し実行される。プログラマは、これらのコマンドを executable ファイル、または batch
ファイル中で使用することにより、パイプライン化された処理フローの処理順序の作成に
注力できる。 




要と考えられる。例えば、2 つの flow-model があり、flow-model1 と flow-model2 である。
flow-model1 の出力データストリームを flow-model2 の入力データストリームとして扱うこ
とで、その 2 つの flow-model を連続して実行することが可能になる。ここで、flow-model の
入出力データストリームをエッジと扱い、カーネルプログラムをノードと扱うことにより、
連結される複数の flow-model を有向グラフと扱うことができる。すなわち、多数の flow-
model で大規模な処理フローを構築できる。しかし、大規模または複雑な処理フローをイメ
ージし、手作業で構築することは困難である。そのために、図２.13 に示すように、Caravela
プラットフォームの GUI が開発された。 
プログラマは、複数の flow-model とそれらの間の接続をグラフィックな方法で全体とし





























































を示している。例えば、図２.14(a)の処理フローの例では、A と B の間にはエッジが存在す
るため、直接データ依存性が存在する。そのため、A と B を並列実行できない。しかし、B
と C のように、直接に接続するエッジが存在しない、直接データ依存性がないため、B と C































性を持っているかを見つけ出す必要がある。図２.15 にカーネル 4 からカーネル 1 までとカ
ーネル 3 からカーネル 1 までのフィードバックがない場合、カーネル 2 と 3、カーネル 4 と
5 の間にエッジが存在しないため、直接データ依存性がないので、空間的な並列性を利用し
並列実行できる。また、カーネル 1 とカーネル 2、カーネル 1 とカーネル 3 は直接データ依
存性があるが、時間的な並列性を利用しパイプライン実行できる。同様に、連続しているカ
ーネル 2 と 4、2 と 5、4 と 6 もパイプライン実行できる。しかし、図２.15 のようにカーネ
ル 4 からカーネル 1 までとカーネル 3 からカーネル 1 までのフィードバックがある場合、









































































一方、Spanning Tree という概念が存在する。STP(Spanning Tree Protocol)[59]などの通信ネ




た Spanning Tree はプログラムの制御フローを定義するために使用される。 
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(1) Spanning Tree の定義 
有向グラフ G(V, E) (V はグラフ G の頂点の集合であり、E はグラフ G のエッジ
の集合である、以下も同様に) において、エッジの部分集合 T が T ⊆ E を満たす、
かつ、グラフ S(V, T) がツリー構造である場合、S(V, T) のことを有向グラフ G(V, E)
の Spanning Tree と呼ぶ。すなわち、S(V, T) はループを持っていないグラフである。 
Spanning Tree が定義されると、元の有向グラフ G のエッジを以下の４種類に分類
できる。ここで、X → Y は X から Y へのエッジのことである。 
⚫ Tree edges: 
Spanning Tree になるエッジの集合。 
⚫ Advancing edges: 
X → Y が Spanning Tree のエッジにならない、かつ、Y が X の子孫ノードである
エッジの集合。すなわち、エッジは、ツリー構造の下部構造にある頂点にジャン
プする。 
⚫ Retreating edges: 
X → Y が Spanning Tree のエッジにならない、かつ、Y が X の先祖ノードである
エッジの集合。すなわち、エッジは、ツリー構造の上部構造にある頂点にジャン
プする。 
図３.1 Spanning Tree の例と DFST アルゴリズム 
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⚫ Cross edges: 
X → Y が上述の 3 種類の中のどちらにも属さないエッジの集合。すなわち、Y
が X の子孫でなく、かつ、Y が X の先祖でもない、残されたエッジの集合。 
 
ただし、Spanning Tree のルートに関する条件が存在する。ノード自身から残りの全
てのノードまで到達できるノードは Spanning Tree のルートになれる。あるノードが
Gの全ての頂点に到達できない場合、そのノードからの Spanning Treeは存在しない。
ルートが固定されていた場合、このルートから生成される Spanning Tree は唯一であ
る。すなわち、同じグラフの異なるルートから、異なる Spanning Tree を生成する可
能性がある。 
図３.1(b)に生成された Spanning Tree の例を示している。C → J は C → I → J → C
のループがあるため、Spanning Tree のエッジにならない。また、J は C の子孫である
ため、C → J は Advancing edge に分類される。H → C および G → D は同じように複
数のループを生成してしまうため、Spanning Tree のエッジになることはできない。相
対的に、H は C、G は D の先祖であるため、この 2 つのエッジは Retreating edge にな
る。E → G と F → G を見ると、ツリー構造の定義により、G は同時に E と F の子
孫になることができないことが明白である。そこで、F → G を Cross edge に分類さ
れる。これらのエッジの分類が終了すると、Spanning Tree が得られる。 
 
(2) DFST アルゴリズム 
図３.1(a)のアルゴリズム 1 は、Tarjan の深さ優先探索アルゴリズム[60]に基づいて
開発された Depth-First Spanning Tree(DFST）と呼ぶアルゴリズムである。DFST 関数
にルートが与えられると、上記の Spanning Tree に関する 4 種類のエッジの定義によ
り、指定された有向グラフのエッジを分類し、Spanning Tree を生成する。 
DFST アルゴリズムでは、各ノードの先行順番号 Npre()と逆後行順番号 NRPost()が
付けられる。先行順番号を付ける手順には、Npre(X)＜Npre(Y)であれば、X は Y の先
祖、あるいは、Y の左側である。逆後行順番号を付ける手順には、NRPost(X)＜
NRPost(Y) であれば、X は Y の先祖、あるいは、Y の右側である。まず、現在のノー
ドに先行順番号を付け、次の接続されたノードの先行順番号をチェックする。それが
ゼロの場合、そのエッジは tree edge として検出される。探索が葉ノードに到達する
と、エッジによって戻り、逆後行順番号を付けていく。この間に、retreating edges、
advancing edges と cross edges を検出する。 
図３.1(b)では、アルゴリズム DFST によって生成された Spanning Tree の一例を示
している。(NPre, NRPost) は各ノードの先行順と逆後行順番号である。A をルートと
して選択する。まず、A の先行順番号が 1 になる。この時点、B の先行順番号がまだ
付けていないので、A → B のエッジは tree edge に分類される。同じく、B → C、C → 
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I、I → J がすべて tree edge に分類される。そして、葉ノードから戻り、逆後行順番号
を付ける。合計 10 個のノードがあるので、逆後行順番号は 10 から始まり 1 つずつ
減少していく。すなわち、最初の逆後行順番号として、J の逆後行順番号は 10 で付
ける。そして、I に戻り、I の逆後行順番号は減少し 9 になる。C に戻り、C → J のエ
ッジを分類する。C の先行順番号の 3 は J の先行順番号の 5 より小さいため、C → J
のエッジは advancing edge に分類される。次に、D、E、G、H まで先行順番号を付け、
tree edge で標記する。H → C のエッジに到達し、C の逆後行順番号はまだ付けていな
いため、H → C のエッジは Retreating edge に分類される。ここで、探索が一旦終わ
り、H の逆後行順番号を 8 で付ける。G → D のエッジも Retreating edge として分類
される。そして、G、E の逆後行順番号を付けて D に戻り、D → F のエッジが tree edge
に分類される。次に、F → G のエッジが cross edge に分類される。最後に、F から D、
C、B、A まで戻り、全てのノードの番号付けが終わった。 
すなわち、全体的には、A → B → C → I → J → D → E → G → H → F の順番で先行







図３.2 ストリーム処理フローへの Spanning Tree のマッピング 








と、図３.2(b)のようになる。フィードバックの I/O が retreating edges として検出される。す
なわち、各ノード間の依存性を全部発見できることを確認した。 
さらに、各ノードに depth を付けられる。横方向を見ると、B と C、D と E のように、ル
ート A から同じ深さを持つノードの間にエッジを持っていない。すなわち、直接データ依







実行順序を決定する新たな並列性抽出アルゴリズム Parallelism extraction algorithm with 
spanning tree(PEA-ST)を提案する。 
 






ができるノードを探す。次に、ルートノードから Spanning Tree を生成する。ここで、エッ
ジの分類および consistency shift の計算を行う。そして、consistency shift を適用し、ノード
間の並列性を見つけ、Execute matrix を作成する。最後に、並列実行順序を決定し、Execute 
matrix から startup と repeat batch を生成する。 
以下に PEA-ST アルゴリズムの詳細を述べる。 
 
ステップ１： 最初に実行できるノードの確定 








ノードを root ノードと呼ぶ。すなわち、root ノードを特殊な executable ノードとして定義
する。 
図３.2 に示すように、あるグラフが kernel4 → kernel1 のようなフィードバックエッジ
を幾つか有する場合、そのグラフのパイプライン実行には、必ずデッドロックが発生する。
























した後に、root ノードを発見できる。あるグラフがいくつかの root ノードを持つ場合、そ
のグラフを実行可能な有向グラフ（executable directed graph）と呼ぶ。 
ある実行可能な有向グラフに必ず一個以上の executable ノードが存在する。これらのノ













ステップ２： Spanning tree の生成 
このステップでは、上述のようにルートノードになることができるノードを探し、その
ルートノードから Spanning Tree を生成する。 
例えば、図３.5(a)のような処理フローが与えられ、D → A と C → A は初期化されたこ
とを仮定する場合、A をルートノードとして選択すると、生成された Spanning Tree が図
３.5(b)に示されている。初期化されたエッジは retreating edges に分類される。その他は、
tree edges になる。 
Spanning Tree を生成するアルゴリズム DFST により、(NPre, NRPost) は各ノードの先
行順番号と逆後行順番号である。図３.5 に示されように、A がルートとして選択されたた
め、まず、A → B → D → F → E → C の順番で各ノードの先行順番号は付けられた。次
に、バックワード探索の番号付けの際に、F → D → E → B → C → A のように逆後行順番
号も付けられた。前のステップで、太線の矢印で表示した 5 つの tree edge を発見した。
そして、バックワード探索の間に、retreating edge1 と retreating edge2 は発見された。 
Spanning Tree から並列性を抽出するために、処理パイプラインの depth が定義される。
ノードの depth は、そのノードからルートノードまでのパスにある tree edges の数として 
















定義される。例えば、図３.5 の左側にある Spanning Tree の depth を生成する。A → B → 
E のパスに 2 つの tree edge があるため、ノード E の depth は 2 になる。また、A → B → D 
→ F のパスに 3 つの tree edge があるため、ノード F の depth は 3 になる。また、この例




論するために、stage と entry を定義する。stage は I/O バッファの競合なしに同時に実行
できるノードの集合である。entry はすべてのノードが含まれているノードの最小集合で
ある。 
depth と stage の定義により、同じ depth を持つノードが同じ stage に加えることができ
る。３.１節で議論したように、同じエッジを共有するノードは I/ O 競合のために同じ stage
に存在できない。すなわち、同じ深さを持つノードの間にエッジが存在しないため、それ
らを同じ stage に加えることができる。ここでは、1 つの tree edge がパイプラインの 1 つ
の stage を有することを定義する。例えば、ノード B と C、D と E の間に I/O 競合が存在
しないため、同じ stage に入り、並列実行できる。Execute Matrix の中に、「下」の方向が
現在の stage より小さい stage 番号を持つ方向を意味し、「上」の方向が現在の stage より
大きい stage 番号を持つ方向を意味する。 
前に生成された Spanning Tree を用いて、並列性を抽出する。まず、同じ depth のノード
を各 stage に埋め、entry0 を A → (B, C) → (D, E) → F のようにパイプラインを構築でき
る。次に、パイプライン実行順序を決定するために entry1 を生成する。普通の直線型パイ
プラインでは、一つ後にシフトすれば、パイプライン実行は成り立てる。しかし、この例
で 1 行下にシフトすると、図３.6(a)のように、パイプラインは A → (B, C, A) → (D, E, B, 
C) → (F, D, E)…。A と C は同じステージになる。Retreating edge2 が存在するため、A が
C の後に起動しなければならないため、C と A は同時に実行できない。すなわち、I/O 競
合が発生してしまう。さらに 1 行下にシフトする、すなわち、2 行下にシフトすると、パ
イプラインは A → (B, C) → (D, E, A) → (F, B, C)…。今回、A と D は同じステージになる。
Retreating edge1 が存在するため、A が D の後に起動しなければならないため、D と A は
同時に実行できない。すなわち、2 行下にシフトしても、I/O 競合が発生してしまう。 
I/O 競合を回避するために、処理グロー中の retreating edges の影響を考慮する必要があ
る。Retreating edge に対して NIR と Consistency shift を定義する。NIR (node in retreating 
edge) を、retreating edgeを含むループに、tree edgeで接続されるノード数として定義する。
例えば、retreating edge1 D → A がループ D → A → B → D にあるため、tree edge で接続さ
れている A → B → D は 3 つのノードを含む。その結果、retreating edge1 の NIR は 3 にる。
同様に、C → A → C のループは 2 つのノードを含んでいるため、retreating edge2 の NIR
は 2 になる。さらに、複数の Retreating edge のために、Consistency shift を定義する。
38 
 
Consistency shift は処理フローにある最大の NIR の値である。図３.6 の例では、Consistency 
shift は 3 になる。 
今回、consistency shift で、entry1 を下にシフトする。すなわち、entry1 を 3 行下にシフ
トする。これで、retreating edge1 と 2 があるため、A が D、C と同時に実行できない問題
が解決された。すなわち、I/O 競合なしに並列性を抽出することができた。Entry のすべて
の stage を consistency shift で下にシフトすると、retreating edges に関連するすべてのノー
ドは必ず正しく実行される（定理 1 を参照）。その定理と証明は以下のように記述される。 
 
定理 1 (consistency shift).  spanning Tree の理論により、ある強連結有向グラフのエッジ
をすでに分類された場合、いくつかの retreating edge があり、かつ、その中で consistency 
shift を持つものが存在すると仮定する。execute matrix で entry を consistency shift 行で下
にシフトする場合、consistency shift を持つ retreating edge の新しい終点ノードは必ず旧い
始点ノードの丁度一つ上の stage にあり、かつ、その他の retreating edge の新しい終点ノ
ードは必ず旧い始点ノードのより上の stage にあることになる。 
 
証明.  定理中の consistency shift を持つ retreating edge を M → N と、その consistency shift
を K と仮定する。また、M は stage p にあり、N は stage q にあることを仮定する。 
ノードの表記は「node(stage)」にする。移動後のノードの名前に「′」をつける。 
ゆえに、定理 1 の「consistency shift を持つ retreating edge の新しい終点ノードは必ず旧
い始点ノードの丁度一つ上の stage にあり」は 
補助定理 1. M(p) → N(q) を K 行の下にシフトし、M′(p + K) → N′(q + K) になる場合、
M(p) は N′(q + K) の丁度一つ上の stage にあることになる。すなわち、 
(𝑞 + 𝐾) − 𝑝 = 1                              (3.1) 
を証明することになる。 
M(p) → N(q) は retreating edge であり、かつ、その NIR が K であり、ゆえに、retreating 
edge と consistency shift の定義により、 
𝑝 − 𝑞 = 𝐾 − 1                              (3.2) 
が得ることができる。 
 よって、式(3.1) は 式(3.2)から導出できることにより、同じであることは明確である。 
 ゆえに、命題 1 は証明された。 
 元のグラフに任意の retreating edge：L → O が存在し、その NIR を J と仮定する。ま
た、L は stage r にあり、O は stage s にあることを仮定する。 
 表記は前と同じであれば、定理 1 の「その他の retreating edge の新しい終点ノードは必
ず旧い始点ノードのより上の stage にある」は 
補助定理 2. L(r) → O(s) を K 行の下にシフトし、L′(r + K) → O′(s + K) になる場合、L(r) 
は O′(s + K) の上の stage にあることになる。すなわち、 
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𝑟 < 𝑠 + 𝐾                               (3.3) 
を証明することになる。 
同様、L(r) → O(s) は retreating edge であり、かつ、その NIR が J であり、ゆえに、
retreating edge と consistency shift の定義により、 
𝑟 − 𝑠 = 𝐽 − 1                               (3.4) 
が得ることができる。 
 また、L → O は任意の retreating edge であるため、その NIR：J は必ず consistency shift 
より小さいか等しい、すなわち、 
𝐽 ≤ 𝐾                                 (3.5) 
式(3.4) と式(3.5) によると、 
𝑟 − 𝑠 + 1 ≤ 𝐾 
𝑟 − 𝑠 ≤ 𝐾 − 1 
𝑟 − 𝑠 < 𝐾 
ゆえに、式(3.3) を得ることができる。命題 2 は証明された。 





実行する初期段階と、repeat batch と呼ぶ連続して繰り返し実行する段階である。 
Consistency shift の計算が終了すると、startup と repeat batch を分割する。repeat batch 部分
は繰り返し実行されるので、全てのノードを含む必要がある。そこで、repeat batch に含まれ
る stage 数は consistency shift により確定される。残りの startup に含まれる stage 数は depth 
－ consistency shift で計算できる。また、下記の定理 2 の証明により、ステップ 3 の結果の
並列度が変化しても、consistency shift で確定された repeat batch が全てのノードを含む。そ
の定理 2 は以下のように証明される。 
 
定理 2 (Creating startup and repeat batch).  execute matrix がすでに作られた場合、その最終
stage からよりより小さな番号を持つ stage への max consistency shift 行の stages は repeat 
batch 部分になり、残りの上部の stages は startup 部分になる。すなわち、分割された repeat 
batch 部分は必ず entry0 の全てのノードを含む。 
 
証明.  stages が合計 s 行と仮定する。cs は consistency shift の略である。また、下記の証
明において、「下へ」は「より大きな番号を持つ stage へ」の意味であり、「上へ」ことは





図３.7 Execute Matrix の生成の例（定理 2 の証明） 
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1. entry0 が一回のみ下へシフトされた場合（2 つの entry で生成された場合）： 
図３.7(a)に示すように、execute matrix に、entry0 は s 行を占める。entry1 は、entry0
を cs で下へシフトしたものなので、s - cs 行を占める。ゆえに、entry0 の最初の stage 
から s - cs 行は entry1 の最初の stage から s - cs 行と同じである（図３.7(a)に同じ模様
の部分）。よって、entry0 の残りの部分は底部の s - (s - cs) = cs 行である。すなわち、赤
線の中の部分は entry0 の全ての stages を含む。すなわち、底部の cs 行は全てのノード
を含め、repeat batch 部分になる。 
2. entry0 が二回下へシフトされた場合（3 つの entry で生成された場合）： 
図３.7(b)に示すように、execute matrix に、entry0 は s 行を占める。entry1 と entry2 は
entry0 を cs の間隔で下へシフトしたものなので、entry1 は s - cs 行を占め、entry2 は
s – cs*2 行を占める。ゆえに、entry0 の最初の stage から s – cs*2 行は entry1 の最初の
stage から s - cs*2 行、entry2 の各行と同じである（図３.7(b)に同じ模様の三つの部分）。
ゆえに、entry1 の残りの部分は s – cs - (s – cs*2) = cs 行である。同じく、entry0 にそれと
同じ部分を作る（図３.7(b)の entry1 の真ん中の部分）。そして計算により、entry0 の残
りの最後の部分が s - (s – cs*2) - cs = cs 行である。すなわち、赤線の中の部分は丁度に
entry0 の全ての stages を含む。すなわち、底部の cs 行は全てのノードを含め、repeat 
batch 部分になる。 
3. entry0 が k 回下へシフトされた場合（k+1 個の entry で生成された場合）： 
図３.7(c)に示すように、execute matrix に、entry0 は s 行を占める。entry1 から entry k
は entry0 を cs の間隔で下へシフトしたものなので、entry1 は s - cs 行を占め、entry2 は
s – cs*2 行を占め、同じ、entry k は s - cs*k 行を占める。ゆえに、entry0 から entry k - 1 
の最初の stage から s – cs*2 行は entry k の各行と同じである（図３.7(c)に同じ模様の k 
+ 1 個の部分）。ゆえに、entry k - 1 の残りの部分は s - cs*(k - 1) - (s – cs*k) = cs 行であ
る。同じく、entry0 にそれと同じ部分を作る（図３.7(c)の entry1 の真ん中の部分）。こ
の過程を繰り返し、そして計算により、entry0 の残りの最後の部分が 




行である。赤線の中の部分は丁度に entry0 の全ての stages を含む。すなわち、底部の cs
行は全てのノードを含め、repeat batch 部分になる。 
要するに、entry0 の中身を entry1 から entry k との同じ部分で置き換える。最後に entry0
に残りの部分は必ず cs (consistency shift)行である。すなわち、定理 2 を証明した。 
 
図３.8 に示されている例の場合、consistency shift = 3 のため、repeat batch は底部の 3 行の
stage を含む。すなわち、stages (B, C) → (D, E) → (F, A) は repeat batch になる。また、残り
の startup は、depth - consistency shift = 4 - 3 = 1 の計算結果により、最初の stage (A)のみにな
る。このように、構成されたパイプラインにより、同じ stage のノードたちが並列実行し、
startup が一度だけ実行する。そして、repeat batch が繰り返し実行する。 
 
３.３ PEA-ST アルゴリズムの実装 
C-like コードで記述した PEA-ST アルゴリズムを図３.10 に示す。Main 関数では、3 つの
機能を実現した。1）Spanning Tree の生成、2) consistency shift の演算、と execute matrix の





まず、循環で Spanning Tree のルートノードになれるノードを探す。３.１節で述べたよう
に、他の全てのノードに到達できるノードを Spanning Tree のルートノードになれる。最初
に見つけたルートノードで Spanning Tree を生成する。 
Spanning Tree の作成は、再帰的に呼び出される DFST_Modified 関数によって処理される。
関数内ですべてのエッジは、Spanning Tree によって定義された 4 種類に分類される。エッ
図３.9  PEA-ST アルゴリズムの全体的な例 
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ジが分類されると、tree edges を格納する edges 行列は更新される。エッジが retreating edge
に分類された場合、max_NIR が retreating edge の最大の NIR（すなわち、consistency shift）
に更新される。 
Spanning Tree の作成後に、main 関数では、consistency shift を計算する。Retreating edge が
存在する場合のみ、consistency shift は使用される。Retreating edge が存在しない場合、
consistency shift は 1 になる。これにより、entry と stage を含む execute matrix が作成され、
startup 及び repeat batch も作成する。 
図３.9 を用いて全体の処理を説明する。最初の entry0 のように、同じ深さのノードを各
stage に埋める。2 回目では、最大の consistency shift によって 3 行をシフトし、entry1 の
ように再び stages を埋める。そして、最後の consistency shift 行が repeat batch になり、残
りが startup になる。 
図３.11 と図３.12 に示す 2 つの代表的な例を用いて、PEA-ST アルゴリズムについて記述
する。図３.11 のような直線形の場合、フィードバックがないため、consistency shift は 1 で
ある。execute matrix を生成するため、5 回の繰り返しシフトが必要である。その結果、最大
並列度は 5 になる。また、図３.12 のようなより複雑な場合、入れ子のフィードバックがあ
り、consistency shift が 5 になる。最大並列度は 3 になる。したがって、アルゴリズム PEA-
ST は、フィードバックがない場合とフィードバックがある場合のどちらでも、並列性を抽
出できる。2 つの例の処理ステップを以下のように詳しく示している。 






きるノードは A のみである。パイプライン化した結果は１つのみである。 
(2) DFST Modified 関数により、元の処理フローを Spanning Tree に変換する。結果は太
い線の部分になる。この間に、retreating edge が発見されないため、max_NIR は 0
のままである。 
(3) depth 0 から 4 までの順で図の entry0 のように excute matrix に加える。 
(4) max_NIR が 0 のため、consistency shift はデフォルト値の 1 になる。2 行目から
entry1 を excute matrix の右側に加える。さらに、entry2 のように、entry1 を下 1 行
にシフトして右側に加える。この動作を繰り返す。ただし、stage 4 以後は必要な
い。 
(5) consistency shift が 1 のため、repeat batch は紫の 1 行の部分である。残りの上部の










きるノードは A のみである。パイプライン化した結果は１つのみである。 
(2) DFST Modified 関数により、元の処理フローを Spanning Tree に変換する。結果は
太い線の部分になる。この間に、retreating edge を発見し、最長の深度 max_NIR を
探す。この図の場合に、H → C は G → D の外側にあるので、max_NIR は 5 にな
る。 
(3) depth 0 から 6 までの順で図の entry0 のように excute matrix に加える。 
(4) max_NIR が 5 のため、consistency shift も 5 になる。5 行目から entry1 を excute matrix 
の右側に加える。ただし、stage 6 以後は必要ない。 
(5) consistency shift が 5 のため、repeat batch は紫の 5 行の部分である。残りの上部の
2行は startupになる。並列実行順序の結果は図 3.16の右下のように示されている。
これで、C が H の結果を必要、同じ、D が G の結果を必要とすることも対応で
きた。 










Spanning Tree の定義と DFST アルゴリズムを述べたことで、Spanning Tree の生成により、
ノード間の関係とエッジの分類情報を効果的に見つけることができることを確認した。ま










ートノードから Spanning Tree を生成する。ここで、エッジの分類および consistency shift の
計算を行う。そして、ステップ３に consistency shift を適用し、ノード間の並列性を見つけ、
Execute matrix を作成する。最後に、ステップ４に並列実行順序を決定し、Execute matrix か
ら startup と repeat batch を生成する。ステップ３とステップ４の説明において、定理 1 と定
理 2 の提示と証明を行った。C-like コードで記述した PEA-ST アルゴリズムの実装を示し
た。Main 関数では、3 つの機能を実現したことを述べた。1）Spanning Tree の生成、2) 



























ち、すべてのノードは Spanning Tree のルートになる可能性がある。各ルートから生成され
た Spanning Tree は異なるため、それによって構成されたパイプラインも異なる可能性があ
る。すなわち、ルートが変わると、並列度が変わり、stages の長さも変わる可能性があると
考えられる。例えば、３.２節で使用した例で説明すれば、ルートノード A を除く、他の 3
つのノードがルートノードになることもできる。ノード B、C と D をルートノードとした





































advancing edge または retreating edge を標記する。Tree edge と cross edge については標記せ
ず、送信先 PE のみを格納する。 
ここで、図４.3(a)と図４.3(b)の簡単な例で説明する。図４.3(a)では直線型処理フローの通
信パターンを生成する例を示す。左側が元の処理フローであり、右側が生成された通信パタ
ーンである。例えば、元の処理フローが A → B → C であり、パイプライン結果が A → (B, 
A) → (C, B, A) → (C, B, A)…であることは簡単に確認できる。次に、データの流れにより、




B と C へそれぞれにデータを送信する必要があるため、PE0 と PE1 を送信先として格納す
る必要がある。 
 
４.３ PEA-ST アルゴリズムの追加実装 
４.１節と４.２節で述べた計算環境に基づく並列化と通信パターンの自動生成の手順を
PEA-ST アルゴリズムに追加実装を行った。図４.4 に PEA-ST アルゴリズの全体的な流れを
示す。図にある 6 つの処理ステップに合わせ、図４.5 に示すように新しい Main 関数では、
6 つの機能を実現した。1）最初に実行できるノードの確定、2）Spanning Tree の生成、3）





な Spanning Tree をチェックし、適切な並列化結果を出力する。 
手順 4）では、ルートノードを選択するループをブレークし、適切な startup と repeat batch 







バックあるいはフィードフォアド（i.e. retreating edge or advancing edge）の送信先カーネルの
図４.4 PEA-ST アルゴリズの全体的な流れ 
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PE を格納するために使用される。送信先カーネルの名前は第 2 メンバーとして格納される。
また、カーネルからのフィードバックやフィードフォワードがない場合、
PE_id_feedback_or_forward は-1 になり、名前も空になる。特殊な場合を除き、通常（i.e. tree 
edge or cross edge）の送信先は、PE_id_continue に格納する。PE_id_continue は 1 から n（n：
可能な最大分岐数）までである。PEA-ST アルゴリズムの終わりに、Execute Matrix 内の各カ
ーネルの送信先を全部見つけ出し、通信パターンの行列を埋め込む。 
N をノード数、E をエッジ数としたとき、PEA-ST の複雑性は、DFST アルゴリズムをベ
ースにして考えられる。先行順番号と逆後行順番号付けは O(NE) の複雑性を持つ。しかし、
PEA-ST はすべての可能なルートから Spanning Tree を生成する必要がある。したがって、
ルート数を M としたとき、複雑性が O(NEM) になる。 
 
 







または tree edge を通過するかどうかに依存する。PEA-ST アルゴリズムは、両方の場合の送
信先ノードを格納する必要がある。 
フィードバックまたはフィードフォワードを有する処理フローの通信パターンを生成す
るために、以下の 2 つのケースを考慮する必要がある。ケース 1：対象ノードが tree edge と
retreating edge の両方のデータストリームを必要とする場合である；ケース 2：もう一つは、
対象ノードが retreating edge のデータストリームのみを必要とする場合である。 
これらの 2 つのケースを図４.6 の例で詳しく説明する。図４.6(a) では、単一のフィード
バックを有する処理フローの例を示す。Retreating edge の C → B の NIR の値は 2 である。
この処理フローを前述のケース 1 として考えると、ノード B は tree edge である A → B と
retreating edge である C → B の両方のデータストリームを必要とする。したがって、PEA-ST
は図４.6(b)のような結果を出力する。パイプライン実行順序は A → B →(C, A) → B → (C, 
A)...になる。ループが stage 6 で終了する場合、パイプライン実行は新しいデータストリー
ムの処理を開始する。 
しかし、図４.6(a)の処理フローをケース 2 として考えると、図４.6(c)の左側のように、ノ






A は PE0 上のループ中のノード B に送信できないため、通信パターン 1 では並列性が得ら
れない。すなわち、ノード A は、PE0 上のループの完了を待つ必要があり、時間の無駄を引
き起こす。そこで、図４.6(c)の右側のように最適化することができる。Stage 2 では、ノード
C と A が並列に実行され、結果を交換する。ループが PE0 上の stage n-1 で終了する場合、
PE1 上の C の結果は一時的に記憶され、stage n+1 に渡される。そして、ノード A は PE1 上
の stage n で再び実行され、パイプライン実行も継続できる。これにより、通信パターン 2
で処理フローの並列度を高めることができた。 
上述の例では、2 つの PE 上の並列実行に対して通信パターンの最適化を述べたが、これ
を一般化し、p 個の PE で処理する場合について考える。p 個の PE で実行されるフィードバ
ックのある処理フローを考える。PE1 上での実行は、PE0 上のループの完了を待たなければ
ならない。同様に、PE2 上での実行は、PE1 上のループの完了を待たなければならない。す
なわち、PE p での実行は、常に PE p-1 上のループの完了を待つ必要があり、時間の無駄を






なポイントは PE アイドル時間を最小限に抑えることである。PE 間でワークロードを均等
に分散させることで、アイドル時間が減少し、パフォーマンスを向上させることができる。 





３.9(c)では、ノード B と C、ノード D と E、ノード F と A はそれぞれの stage で PE0 と PE1
上で実行する。B と C の実行時間、D と E の実行時間、F と A の実行時間が同じである場
合のみ、負荷が均衡している。しかし、実環境では、常に同じ実行時間で終わるとは限らな
い。したがって、PEA-ST アルゴリズムは、カーネルの実行時間をもとに、それらを PE 間
で均等に分散させる方法を考慮する必要がある。 










































抽象化を提供するライブラリである。マルチコア CPU や GPU などを含む異種並列システ































CUDA 対応 GPU、および、TBB（Threading Building Blocks）または OpenMP を用いたマル
チコア CPU をターゲットにしている。Falcon[65]は C 言語の拡張としたグラフ操作言語で
ある。グラフアルゴリズムに関連する Point、Edge、Graph、Set と Collection のデータタイプ

























PEA-ST ○ ○ ○ ○ ○ ○ ○
SkelCL ○ ○ × × × ○ ×
Pareon × × × × × ○ ○
ParaWise × × ○ × × ○ ○
Copperhead × × × × ○ × ×
Falcon ○ × × × × × ×
Par4All × × × × ○ × ○
Bones ○ × × × ○ ○ ×
SkePU 2 △ ○ × × × △ ○
StarPU ○ ○ ○ × × ○ ○
work in [70] ○ ○ × × × ○ ○
StreamIt × ○ ○ × ○ × ○
work in [72] × ○ ○ ○ ○ ○ ○




る技術を提案した。algorithmic species というプログラムのコード分類手法により、C コード
を CUDA コードに変換できる。効率的なコードを生成するために、Bones はホストアクセ
ラレータ間の転送最適化とカーネル融合を含む。Bones は指示文なしにコード変換の自動化
を実現したが、タスク並列化やパイプライン化などの粗粒度の並列性を考慮していない。 
SkePU 2[68]は SkePU からの進化であり、マルチコア CPU およびマルチ GPU システムの
ためのオートチューニング可能なマルチバックエンドに対応できるスケルトンプログラミ





































バックを有する処理フローに対応していない。論文[72]では、StreamIt プログラムを C およ









イプラインを繰り返すことである。Rau と Glaeser は、最初の多環状アーキテクチャ向けの
ソフトウェアパイプライン機能を持つコンパイラを開発した[74]。また、modulo renaming は
Lam の技術として実際に広く使用されている[75]。これに関する最近の研究として、











































数値解析に関連する 3 つのアプリケーションを開発した。FFT を用いた画像フーリエ変換
と LU 分解のアプリケーションを用いて本アルゴリズムの有効性に関する性能評価を行っ
た。k-means と前述の 2 つのアプリケーションを用いて本アルゴリズムの性能最適化に関す
る性能評価を行った。k-means アプリケーションを用いた評価ではフィードバックを有する
通信パターンの最適化に用いて評価した。また、FFT フーリエ変換と LU 分解の結果を用い
てロードバランスによる最適化の評価に関して説明する。 
全ての実験は、16 ノードで構成されたクラスタで行なった。クラスタのノード間は、
40GByte/秒の Infiniband ネットワークで接続される。各ノードは、12 GB DDR3 メモリを搭
載した Intel(R) Xeon(R) E5645 @ 2.40GHz の CPU と PCI Express 2.0 x16 インタフェースを介
して接続された NVIDIA Tesla M2050 の GPU を持つ。アプリケーションは、OpenCL、およ
び C ++言語を用いて開発し、並列化に関しては、OpenCL1.0 ランタイムと Open MPI ライブ
ラリを使用した。 
 














図６.1 の右側に処理フローの例を示している。本アプリケーションは、13 個、5 種類のカ
ーネルで構成される。Reorder ではビット反転インデックスによって入力データを並べ替え
る。FFT と IFFT では 1D FFT と 1D IFFT 処理を行う。Transpose では、2 次元の行列データ
の転置を行う。Filter では、high-pass または low-pass フィルタリングを行う。 
 
(2) PEA-ST による並列化 
図６.2 では、PEA-ST アルゴリズムによって生成された処理パイプラインを示している。




の並列パターンから MAX_PARALLELISM パラメータによって決定される。ここでは、4 個
の GPU を使用する際の並列化手順について説明する。例えば、ユーザ定義条件の
MAX_PARALLELISM が 4 に従い、PEA-ST アルゴリズムにより生成された並列パターンは
図６.2 に示した consistency shift = 4 の場合の結果である。まず、Spanning Tree が生成され、
retreating edge がないため、consistency shift の最小値が 1 になる。すなわち、パイプライン
を作る際に間隔を 1 以上に空ける必要がある。次に、PEA-ST アルゴリズムは、シフト数を
増加させることにより、適切な結果を見つける。execute matrix を生成するには、entry0 の
ように同じ深さのノードで各ステージを埋める。consistency shift が 4 である場合、entry1 の
図６.1 FFT を用いた画像フーリエ変換の処理フローの例 
63 
 
ように entry0 を 4 行下にシフトする。同様に、entry2 と entry3 を生成し、execute matrix を
完成する。ここで、consistency shift が 4 になると、並列度は 4 になり、ユーザ定義条件も満
たすため、生成された並列パターンを結果として保存する。PEA-ST アルゴリズムにより生
成された execute matrix は、13 の stage と 4 つの entry を持つ。各 entry は、クラスタの各ノ
ード上で実行される。最後に、execute matrix から startup と repeat batch を生成する。図６.2
に示すように、上の方が startup であり、下の 4 つの stage は repeat batch である。 
また、図６.2 に青色の矢印で通信パターンも示している。各ノードに最後の stage（eq. 






毎回の実行時間が短いため、どちらの場合も repeat batch のループは 100 回実行した。パイ
プライン化されたバージョンの実行時間は、図６.2 に示すように、Node 0 に最初のステー 








図６.3 FFT 例の実行結果（low-pass と high-pass） 
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図６.3 に、low-pass と high-pass による画像フーリエ変換の非同期通信でのスピードアッ
プを示す。各グループの最大値を図中に数値で示し、並列実行効率もスピードアップの隣に
表示している。並列実行効率はスピードアップとノード数の比を百分率で示している。13 ノ
ードで実行する場合、1 つの GPU で 1 つのカーネルのみ実行するため、通信のオーバヘッ
ドが極めて大きいため、実用的な実行パターンとは言えず、参考値として示している。した






 LU 分解 
(1) アプリケーション概説 
PEA-ST アルゴリズムの性能を評価するために、プログラマが書いた LU 分解と PEA-ST
アルゴリズムにより並列化された処理フローを比較しながら解説する。図６.4 の左側に LU
分解の例を示す。LU 分解とは、正方行列 A を下三角行列 L と上三角行列 U の積に分解す
ることである。すなわち、A = LU が成立する時に L 行列と U 行列を求めることを意味する。 
LU 分解のアプリケーションは、Rodinia[81]の LUD ベンチマークプログラムを使用する。
元の行列を幾つかのブロックに分けて計算する。図６.4 の真中に処理フローの例を示して
図６.4 ブロックで実行される LU 分解の例 






て、LU 分解処理は 1 つのブロックのみ残されるまで一定回数繰り返し実行する。最後に残
った対角カーネルに対し、Diagonal カーネルは一回実行する。 
本アプリケーションでは、4 個と 16 個のブロックに分ける場合の実験を行った。図６.4
の右側に、それぞれの処理フローが示されている。4 個のブロックに分ける場合、処理フロ
ーは図６.4 の右上に示すように合計 7 個のカーネルで構成される。16 個のブロックに分け
る場合、処理フローは図６.4 の右下に示すように合計 13 個のカーネルで構成される。 
 
(2) PEA-ST による並列化 
図６.5 では、PEA-ST アルゴリズムによって生成された処理パイプラインを示している。
パイプライン方式では、フィードバックがないため、consistency shift が 1 である。4 個のブ




の並列パターンから MAX_PARALLELISM パラメータによって決定される。ここでは、4 個
のブロックに分ける場合、4 個の GPU を使用する際の並列化手順について説明する。例え
ば、ユーザ定義条件の MAX_PARALLELISM が 4 に従い、PEA-ST アルゴリズムにより生成
された並列パターンは図６.5 に示した consistency shift = 2 の場合の結果である。まず、
Spanning Tree が生成され、retreating edge がないため、consistency shift の最小値が 1 になる。
67 
 
すなわち、パイプラインを作る際に間隔を 1 以上に空ける必要がある。次に、PEA-ST アル
ゴリズムは、シフト数を増加させることにより、適切な結果を見つける。execute matrix を
生成するには、entry0 のように同じ深さのノードで各ステージを埋める。consistency shift が
2 である場合、entry1 のように entry0 を 2 行下にシフトする。同様に、entry2 と entry3 を生
成し、execute matrix を完成する。ここで、consistency shift が 2 になると、並列度は 4 にな
り、ユーザ定義条件も満たすため、生成された並列パターンを結果として保存する。PEA-
ST アルゴリズムにより生成された execute matrix は、7 つの stage と 4 つの entry を持つ。各
entry は、クラスタの各ノード上で実行される。最後に、execute matrix から startup と repeat 
batch を生成する。図６.5 に示すように、上の方が startup であり、下の 2 つの stage は repeat 
batch である。 
また、図６.5 に青色の矢印で通信パターンも示している。各ノードに最後の stage（eq. 






測定した。毎回の実行時間が短いため、どちらの場合も repeat batch のループを 100 回実行
した。パイプライン化されたバージョンの実行時間は、図６.5 に示すように、Node 0 で最
初のステージから最終のステージまで実行した場合の時間である。OpenCL のランタイム設






図６.6 に 4 個と 16 個のブロックに分けた場合について、LU 分解の非同期通信でのスピ
ードアップを示す。各グループの最大値を図中に数値で示し、並列実行効率もスピードアッ
プの隣に表示している。並列実行効率は、スピードアップとノード数の比を百分率で示して
いる。4 個のブロックに分けて 7 ノードで実行する場合と 16 個のブロックに分けて 13 ノー
ドで実行する場合、1 つの GPU で 1 つのカーネルのみ実行するため、通信のオーバヘッド
が極めて大きいため、実用的な実行パターンとは言えず、参考値として示している。したが
って、LU 分解の実験では、4 個のブロックに分ける場合の並列実行効率は 47%から 70%、













レットを固定数 k 種類の色に低減するタスクである。図６.7 にカラー画像量子化の処理グ
ローの例を示す。処理フローは 4 種類のカーネルで構成される。InitCenterGroup ではランダ
ムに選択されたピクセルグループの中心の初期化を行う。SetGroup ではすべてのピクセル









(2) PEA-ST による並列化 
図６.8 に、PEA-ST アルゴリズムにより生成されたパイプライン処理フローを示す。この
図を用いて、PEAST アルゴリズムによって k-means のパイプライン処理フローが生成され
る手順を詳細に説明する。ここで、図６.7 の 4 種類のカーネル構造を図６.8 のグラフに単
純化する。まず、Spanning Tree が生成される。ルートになれるノードは icc ノードのみであ
るため、Spanning Tree は 1 つのみになる。生成された Spanning Tree から、retreating edge の
snc → sg が存在し、NIR は 2 である。retreating edge が 1 つのみであるため、consistency shift
は 2 になる。次に、PEA-ST アルゴリズムは consistency shift を用いて Execute Matrix を生成
図６.7 k-means アプリケーションの例 
図６.8 k-means の並列パターン 
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する。図６.8(b)に示すように、4 つの stage と 2 つの entry が生成された。Startup と repeat 
batch を図６.8 (c)に示す。 
 
(3) 通信パターンの最適化 
k-means の通信パターンを含めたパイプラインの最終結果を図６.9 に示す。Repeat batch
部分では、入力データストリームはカーネル icc の入力として扱われる。次に、カーネル sg
が呼び出される。青色の実線矢印は、PE1 から PE0 へのデータ転送を示す。カーネル snc が
完了すると、実行がフィードバックに達する。カーネル snc の結果を古い中心と比較するこ
とにより、カーネル cc またはカーネル sg のどちらを実行するかを決定する。 
図６.10 に k-means アプリケーションにおいて 3 つの通信パターンを示す。PEA-ST によ
って生成された k-means の通信パターンを左側に示す。しかし、k-means の処理フローは、
４.４節に通信パターンの最適化のところで述べたケース 2 に属する。図６.10 の真中に示す
ように、カーネル sg が snc のデータのみ必要とし、カーネル icg はカーネル cc の後に実行
しなければならない。すなわち、リソースがアイドルになるため、元の通信パターンでは並
列性は得られない。そこで、図６.10 の右側のように PE0 の stage 3 にカーネル sg を追加し、
各ステージの結果を PE 間で交換する。ループが PE0 の stage n-1 で終了する場合、カーネ
ル cc を実行する。PE1 上のカーネル snc の結果が PE0 に送られ、カーネル icg が再び呼び
出される。ループが PE1 の stage n-1 で終了する場合、PE0 でのカーネル snc の結果は一時
的に記憶され、stage n+1 に渡される。そして、カーネル cc の実行と同時に、カーネル icg は
PE1 の stage n で再び実行され、パイプライン実行も継続できる。このような最適化により、
k-means の並列度は 2 まで向上できる。 











表６.1 に k-means アプリケーションの実行結果を示す。非同期通信での実行時間とスピー
ドアップを示す。並列度が 2 で、2 ノードを使用した場合、1.5 倍のスピードアップが得ら
れた。並列実行効率は約 75％である。通信オーバヘッドのため、スピードアップは 2 に満
たないが、通信パターンの最適化により、フィードバックを有する処理フローに対しても効
率良い通信パターンを生成できることを確認した。 
図６.10 k-means の通信パターン最適化の例 

















時間の長いカーネルは FFT と IFFT である。前述の実験では、2 つの IFFT カーネルが node0
で、2 つの FFT カーネルが node2 でそれぞれ実行された。本実験では、ロードバランスをと
るために、表６.2 に示すようにカーネルを 4 つのグループに分けた。すなわち、1∼3/4∼6/7∼
10/11∼13 と 1∼2/3∼5/6∼8/9∼13 とした。 
図６.11(a)にある処理フローは FFT を用いた画像フーリエ変換の例である。ロードバラン













図６.12 に、4 つの GPU で実行した場合の、ロードバランスを考慮した場合としない場合
のスピードアップを示す。図の上部に bandpass フィルタの結果を示す。 
この図から、bandpass フィルタの例では、特にデータサイズが大きい場合、スピードアッ
プは 2.3 から 3.5 に向上した。また、16 個のブロックに分けて実行された LU 分解の例では、
スピードアップは 2 から 3 に向上した。これらの実験結果より、PEA-ST アルゴリズムから
抽出された並列パターンに基づいて、ロードバランスを考慮することにより、さらなる性能
の向上が得られることを確認した。 








連する FFT を用いた画像フーリエ変換と LU 分解のアプリケーションを用いて本アルゴリ
ズムの性能評価を行った。FFT を用いた画像フーリエ変換の実験では、65%から 95%の並列
実行効率が得られた。LU 分解の実験では、4 個のブロックに分ける場合 47%から 70%の並





６.２節では、PEA-ST アルゴリズムの性能最適化を評価するために、k-means と前述の 2
つのアプリケーションを用いて性能評価を行った。k-means アプリケーションを用いた評価
ではフィードバックを有する通信パターンの最適化に用いて評価した。その結果、並列度が
2 で、2 ノードを使用し、1.5 倍のスピードアップが得られた。すなわち、約 75％の並列実
行効率が得られた。また、FFT フーリエ変換と LU 分解の結果を用いてロードバランスによ
る最適化に関して評価した。画像フーリエ変換の例では、スピードアップが 2.3 から 3.5 に
向上した。16 個のブロックに分けて実行された LU 分解の例では、スピードアップが 2 か
























った。1）最初に実行できるノードの確定、2）Spanning Tree の生成、3）consistency shift の




た性能評価を行った。画像処理と数値解析に関連する FFT を用いた画像フーリエ変換と LU
分解のアプリケーションを用いて本アルゴリズムの有効性に関する性能評価を行った。FFT
を用いた画像フーリエ変換の実験では、65%から 95%の並列実行効率が得られた。LU 分解

















処理フローのノードを stage 間に上下方向で移動させることで、Spanning Tree の等価変形に
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