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II. UNIDAD DE APRENDIZAJE
5
Desarrollo del códigode simulación
SIMAT (SIMulaciones Atomísticas) en
GPU’s para estudiar sistemas 
biológicos a gran escala.
6
 Implementar novedosos algoritmos para realizar
simulaciones moleculares de sistemas biológicos a gran escala en
diversos ensambles estadísticos como volumen
y energía constante (NVE), volumen y temperatura
constante (NVT) y presión y temperatura constante (NPT),
a través de un nuevo código desarrollado en unidades de









de gran tamaño 
como las proteínas: 
partículas del 
sistema y el 
tiempo de 
integración





Resuelve las ecuaciones clásicas de movimiento para un sistema de N




de interacciónpor medio potencial de átomos.
[2] R. López-Rendón, 2007.
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VII. Condiciones periódicas de frontera
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Movemos los átomos r(i+1) = r(i)  + v(i)  ∆t + ½ a ∆t2 + … Movemos
el tiempo haciaadelante t = t + ∆t
Repetir al número de pasos necesarios
Se obtienen las fuerzas F = - V(r(i))   y a = F/m
Dar a los átomos una posición inicial r(t = 0), 
seleccionando un corto periodo de tiempo ∆t
IX.Diagrama de flujo de una DM
15
165 ns/day DHFR Speed
Implicit (5x)
* Las aceleraciones esperadas dependen mucho de la configuración del sistema. A menos que se indique de otra forma, la aceleración vale para todo el código.
Rendimiento de la GPU comparado con socket de CPU x86 con múltiples núcleos. Rendimiento de la GPU comparado a partir de los recursos admitidos por la
GPU. Puede ser un kernel por la comparación del rendimiento del kernel
http://www.nvidia.com/object/gpu-applications.html?mDicS
LAMMPS






 2x Speed up Supported
Features
 Written for use only on
GPU's
ACEMD
 150 ns/day DHFR Speed 
up Supported Features
 Written for use only on
GPU's
NAMD
 4.0 ns/day F1-ATPase Speed
up Supported Features
 Full slectrostatics with PME
and most  simulation features
GROMACS
up Supported Features
 Explicit (2x) solvent
X. Aplicaciones para dinámica molecular en







Otro modelo de potencial de interacción 
Diferente algoritmo de integración 
Nuevo código en GPUs
Problema biológico a resolver




 Se basa en métodos propuestos anteriormente y basados en los
operadores de Liouville para el desarrollo de algoritmos en
diferentes ensambles (López-Rendón[1])






[3] M. Tuckerman, et al, (2006).




de Termostato de Nosé-Termostato de Nosé-Hoover
[12 ] Hoover, W. G.,1985
[13 ] Martyna, et al, 1992
Ensamble NVT: Temperatura constante
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Ensamble NVT: Temperatura constante
22
[13 ] Martyna, et al, 1992
Ensamble NPT: Presión y Temperatura 
constante
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[14] Cuda C programming Guide, Nvidia, march 2015.










Las GPU’s poseen miles de
núcleos que procesan las cargas
de trabajo de forma paralela y
muy eficiente.
[14] Cuda C programming Guide, Nvidia, march 2015.
Cómputode Alto Rendimiento en GPU's
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[14] Cuda C programming Guide, Nvidia, march 2015.
Proceso de compilación en CUDA
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Preliminares NVE: Dina vs SIMAT
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Tiempos Preliminares: Dina vs SIMAT
Ensamble NVTEnsamble NVE















CPU GPU CPU GPU
Arquitectura Arquitectura





















El ensamble NVE en SIMAT muestra algunas variaciones en el cálculo de las
energías tanto potencial como cinética, aunque estas se encuentran dentro del margen de error
estadístico, comparado con el software Dina del grupo de investigación del Dr. Alejadré.
El ensamble NVT en SIMAT muestra un desempeño apropiado en el cálculo
de las energías, comparado con el software Dina del grupo de investigación del Dr. Alejadré.
Los algoritmos implementados en el software Dina están desarrollados en
Fortran, por lo que los resultados de ejecución son lentos. Al migrarlos a la tecnología de
GPU'spermitió reducir los tiempos de ejecución.
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