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An Extension of the Linnik Phenomenon. II
Yoichi Motohashi
Abstract: This work is a continuation of [9] but can be read independently. We discuss
the extension of the Linnik phenomenon to automorphic L-functions associated with cusp
forms, focusing our attention on the real analytic situation, as the holomorphic case is
settled in [9]. Our main assertion, which is given at the end of the fifth section, reveals that
the repelling effect of exceptional zeros of Dirichlet L-functions should be felt not only
by those L-functions themselves but also by automorphic L-functions. We stress that
constants, including those implicit, are all universal and effectively computable, unless
otherwise stated.
Keywords: Exceptional zeros; Dirichlet L-functions; automorphic L-functions; Rankin
L-functions; Λ2-sieve
1. Introduction.
We repeat first the notion of exceptional zeros which we adopted in [9]: Let χ denote a
generic Dirichlet character, with which the L-function L(s, χ) is associated. Let ZT =
{ρ = β + iγ} be the set of all non-trivial zeros ρ in the region |Im s| ≤ T of the function∏
q≤T
∏∗
χ mod q L(s, χ); here and in what follows T > 0 is assumed to be sufficiently
large and the asterisk means that relevant characters are primitive. Then, there exists a
constant a0 > 0 such that
max
ρ∈ZT
β < 1− a0
log T
, save for a possibly existing βT ∈ ZT . (1.1)
If βT ever exists, it should be real and simple, and we designate both itself and the relevant
unique primitive character χT , with L(βT , χT ) = 0, as T -exceptional. It is known also
that χT should be real. As a matter of fact, we have more precisely
1− a0
logT
≤ βT ≤ 1− 1√
T (logT )3
; (1.2)
for a proof see [7, Vol. I, Chapter 4] for instance.
Superseding the upper bound in (1.2), a theorem of Siegel asserts that for any fixed
ε > 0 there exists a c(ε) > 0 such that
βT ≤ 1− c(ε)
T ε
. (1.3)
However, all known proofs of (1.3) yield only the existence of c(ε) and do not provide any
means to evaluate its actual values. This ineffectiveness in (1.3) causes severe difficulties
in various basic problems. The most outstanding among them is the estimation of the
1
2 Y. Motohashi
size of the least prime that appears in a given arithmetic progression. To resolve this
particular difficulty, Linnik greatly refined (1.3) by providing a quantitative version of
the Deuring–Heilbronn phenomenon or the repelling effect of the existence of βT towards
all other elements in ZT . Linnik’s theorem or rather his phenomenon asserts that the
inequality
β ≤ 1− a0
logT
log
a0e
(1− βT ) logT (1.4)
holds for all ρ 6= βT in ZT . With this and a zero density result of a special type for
Dirichlet L-functions, which is another basic contribution of his, Linnik could reach his
famed Least Prime Number Theorem for arithmetic progressions. A brief history of the
research relevant to the theorem is given in [7, Vol. I, Chapter 9] and [9, Section 1].
In the present work we shall show a way to extend (1.4) to zeros of automorphic L-
functions associated with real analytic cusp forms; namely, (1.4) holds even if we include
into ZT all the zeros of automorphic L-functions whose analytic conductors are of poly-
nomial order in T . It should be stressed that the holomorphic case is successfully resolved
in [9]. The difference between the holomorphic and the real analytic situations in our
context is in that the Ramanujan conjecture is confirmed in the former case but not yet
in the latter. Thus we have to devise a new approach in dealing with the real analytic
case. An important key to overcome this difficulty lies in a structure of Rankin L-functions
discovered by Shimura [12] and extended by Gelbart–Jacquet [1] in a far-reaching manner.
We shall restrict ourselves to the framework
G = PSL(2,R), Γ = PSL(2,Z). (1.5)
This is solely for the sake of simplicity. Extension to congruence groups should not cause
any extra difficulty. A fairly elementary theory of automorphic representations within
(1.5) is developed in [7, Vol. II, Chapters 2–3] and [8].
Acknowledgements: The author is indebted to S. Gelbart, J. Hoffstein, A. Perelli, A.
Sankaranarayanan and N. Watt for their kind assists and comments.
2. Automorphic forms.
We need to make precise how we normalise Γ -automorphic forms. We begin with some
basic notions on G. Each h ∈ G induces the left and the right translations lh(g) = hg,
rh(g) = gh, which are real analytic with respect to the Iwasawa co-ordinate system G =
NAK ∋ g = n[x]a[y]k[θ], with
N =
{
n[x] =
[
1 x
1
]
: x ∈ R
}
, A =
{
a[y] =
[√
y
1/
√
y
]
: y > 0
}
,
K =
{
k[θ] =
[
cos θ sin θ
− sin θ cos θ
]
: θ ∈ R/πZ
}
.
(2.1)
The symbols {x, y, θ} will retain this specification within the present section. We put
dg = dxdydθ/πy2 with Lebesgue measures dx, dy, dθ. The group G is unimodular, as
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we have dg = dlh(g), dg = drh(g), ∀h ∈ G. The centre of all left invariant differential
operators on G is the polynomial ring generated by the Casimir operator
Ω = −y2
(( ∂
∂x
)2
+
( ∂
∂y
)2)
+ y
∂2
∂x∂θ
. (2.2)
This is not only left but also right invariant.
Next, let L2(Γ\G) be the set of all functions f or vectors on G which are left Γ -
automorphic, i.e., lγf = f , ∀γ ∈ Γ , and square integrable against dg over any fundamental
domain of Γ on G; for instance, the set [F] =
{
n[x]a[y]k[θ] : x+ iy ∈ F, 0 ≤ θ ≤ π}, with
F = {z ∈ C : |z| ≥ 1, |Re z| ≤ 1
2
}, is such a domain. Then L2(Γ\G) is a Hilbert space
equipped with the Petersson inner-product
〈
f1, f2
〉
=
∫
Γ\G
f1(g)f2(g)dg, (2.3)
where the integration range is the whole quotient space Γ\G and the measure is the one
naturally induced. Then, let ‖f‖ be the norm associated with (2.3). The unimodularity
of dg implies that right translations are all unitary maps of L2(Γ\G) onto itself. The
map r : h 7→ rh, which is a strongly continuous homomorphism of G into the unitary
transformation group of L2(Γ\G), is termed the regular Γ -automorphic representation
of G. Any closed subspace W of L2(Γ\G) which satisfies rhW ⊆ W , ∀h ∈ G, is called
an invariant subspace and induces a unitary representation of G. In this context we use
a representation and an invariant subspace as interchangeable notions. If W does not
contain any non-trivial invariant subspace, then it is said to be an irreducible subspace or
representation.
In terms of the regular automorphic representation the space L2(Γ\G) is spectrally
decomposed into irreducible subspaces. We have first the orthogonal decomposition into
invariant subspaces
L2(Γ\G) = C · 1⊕ cL2(Γ\G)⊕ eL2(Γ\G). (2.4)
Here cL2(Γ\G) is the cuspidal subspace which is spanned by all vectors whose constant
terms in the Fourier expansion with respect to the left action of N vanish. The subspace
eL2(Γ\G) is generated by integrals of Eisenstein series; this part is irrelevant to our present
purpose. The spectral structure of the cuspidal subspace is embodied in
cL2(Γ\G) = ⊕V, (2.5)
where V are all irreducible. At each V the Casimir operator becomes a constant multi-
plication or V is an eigen-space of Ω, which we express as
Ω|V =
(
1
4 − ν2V
) · 1, νV ∈ C. (2.6)
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In fact it should be made precise in which domain we consider the action of Ω, but we
skip the details. Because of the unimodularity of dg the Casimir operator is symmetric;
and 14 − ν2V should be in R.
There are two main series of irreducible cuspidal representations:
V in the unitary principal series ⇔ νV ∈ iR,
V in the discrete series ⇔ νV ∈ N− 12 .
(2.7)
In general there is also the complementary series where 0 ≤ νV < 12 ; but under the
supposition Γ = PSL(2,Z) such does not occur. Our discussion will be focused on V ’s
in the unitary principal series, since they are in fact generated by Maass waves or real
analytic cusp forms on the hyperbolic upper half plane G/K, as is explained below. The
V ’s in the discrete series are generated by holomorphic and anti-holomorphic cusp forms.
We consider further the Fourier expansion of elements in any V belonging to the
unitary principal series, with respect to the right action of K. We have
V =
∞⊕
ℓ=−∞
Vℓ, (2.8)
where f ∈ Vℓ means that f(gk[τ ]) = exp(2iℓτ)f(g). We term f a Γ -automorphic cusp
form of weight 2ℓ with the spectral data νV ∈ iR or just an automorphic form. With
the operators e± = e±2iθ
( ± 2iy∂x + 2y∂y ∓ i∂θ), we have that the weights of e±f equal
2(ℓ ± 1). This mechanism is the Maass shift. To make the situation more explicit, we
introduce the Jacquet operator: For a function φ on G, we put
A
ǫφ(g) =
∫ ∞
−∞
e(−ǫξ)φ(wn[ξ]g)dξ, ǫ = ±, w = k[1
2
π
]
, e(ξ) = exp(2πiξ). (2.9)
Then we have
Vℓ = C · ψ(ℓ)V , 〈ψ(ℓ1)V , ψ(ℓ2)V 〉 = δℓ1, ℓ2 , (2.10)
with the Kronecker delta and
ψ
(ℓ)
V (g) =
∞∑
n=−∞
n6=0
̺V (n)√|n| Asgn(n)φℓ(a[|n|]g, νV ), φℓ(g, ν) = yν+1/2 exp(2ℓiθ). (2.11)
What is essential in our normalisation (2.10)–(2.11) of automorphic forms is that the
sequence {̺V (n) : Z ∋ n 6= 0} does not depend on the weights but is uniquely determined
by V save for constant multipliers of unit absolute value.
In literature the transform Aδφℓ(g, ν) is usually expressed in terms of the Whittaker
function Wµ,ν :
A
ǫφℓ(g, ν) = (−1)ℓπν+1/2 exp(2ℓiθ)e(ǫx) Wǫℓ,ν(4πy)
Γ
(
ν + ǫℓ+ 12
) . (2.12)
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Or more explicitly, we have
A
ǫφℓ(g, ν) =
πν exp(2ℓiθ)e(ǫx)
Γ
(
ν + |ℓ|+ 1
2
) |ℓ|∑
j=0
(−π)j
(
2|ℓ|
2j
)
Γ
(|ℓ| − j + 12)
× yj+1/2
∫ ∞
0
uν−1
(√
u+ ǫsgn(ℓ)/
√
u
)2j
exp
(−πy(u+ 1/u)) du. (2.13)
In particular, we have
ψ
(0)
V (g) =
2πνV+1/2
Γ
(
νV +
1
2
) ∑
n6=0
̺V (n)y
1/2KνV (2π|n|y)e(nx), (2.14)
with Kν being the K-Bessel function of order ν; thus ψ
(0)
V is in fact a real analytic cusp
form on the hyperbolic upper half plane G/K. The Maass shift is the same as the identity
ψ
(ℓ)
V =
Γ( 1
2
+ ν)
2|ℓ|Γ
(
1
2
+ ν + |ℓ|)(esgn(ℓ))|ℓ|ψ(0)V , ℓ ∈ Z, (2.15)
which is a consequence of the obvious intertwining property of Aǫ. In this context, any
irreducible subspace belonging to the unitary principal series is generated by a Maass
wave.
We may in fact deal with non-negative weights only, because of the existence of the
involution J : n[x]a[y]k[θ] 7→ n[−x]a[y]k[−θ] which is the same as the map
[
a
c
b
d
]
7→[
a
−c
−b
d
]
in G. Since J commutes with left translations, we may assume in particular that
Jψ
(0)
V = ǫV ψ
(0)
V with ǫV = ±1, which is equivalent to
̺V (−n) = ǫV ̺V (n), n ∈ N. (2.16)
3. Automorphic L-functions.
We turn to L-functions associated with irreducible subspaces V in the unitary principal
series. Before introducing them, we impose that V be all Hecke invariant as well. Thus,
let
T (n)f(g) =
1√
n
∑
ad=n
∑
b mod d
f
([
a b
d
]
g
)
, n ∈ N, (3.1)
and we may assume that each V is an eigen-space of every T (n) so that there exists a real
sequence {τV (n) : n ∈ N} such that T (n)|V = τV (n) · 1. In particular we have, together
with (2.16),
̺V (n) = ǫ
(1−sgn(n))/2
V ̺V (1)τV (|n|), n ∈ Z\{0}. (3.2)
According to Kim–Sarnak [4, Appendix], we have the bound
|τV (n)| ≤ d(n)n7/64, n ∈ N, (3.3)
6 Y. Motohashi
uniformly in V , where d(n) is the number of divisors of n.
Then we define the Hecke L-function associated with V by
L(s;V ) =
∞∑
n=1
τV (n)n
−s. (3.4)
The uniform and absolute convergence for Re s > 1 follows from that of (3.9) below. This
admits the Euler product expansion
L(s;V ) =
∏
p
(
1− τV (p)
ps
+
1
p2s
)−1
=
∏
p
(
1− αV (p)
ps
)−1(
1− α
−1
V (p)
ps
)−1
, (3.5)
where 1 ≤ |αV (p)| ≤ p7/64 ; here and in what follows p stands for a generic prime. We
shall need analytic properties of the twist of H(s;V ) by a primitive Dirichlet character χ
with the conductor q ≥ 1:
L(s, χ;V ) =
∞∑
n=1
χ(n)τV (n)n
−s (3.6)
This continues to an entire function and satisfies the functional equation of the Riemannian
type:
Γ2(s)L(s, χ;V ) = C
(1)
χ Γ2(1− s)L(1− s, χ;V ),
Γ2(s) = (q/π)
s
2∏
j=1
Γ
(
1
2(s+ cj)
)
,
(3.7)
with |C(1)χ | = 1 and
∑2
j=1 |cj | ≪ |νV |; our notation for the Γ-factor is somewhat over-
simplified one. Thus the Phragme´n–Lindelo¨f convexity principle and (3.3) yield the uni-
form bound
L(σ + it, χ;V )≪ (q(|t|+ |νV |))10/9−σ, −19 ≤ σ ≤ 109 . (3.8)
A better bound is of course available, but this is more than enough for our purpose.
Also we shall require basic properties of the Rankin L-functions associated with V and
their twists:
L(s;V × V ) = ζ(2s)
∞∑
n=1
τ2V (n)n
−s,
L(s, χ;V × V ) = L(2s, χ2)
∞∑
n=1
χ(n)τ2V (n)n
−s,
(3.9)
with χ as above. Via the unfolding method, the absolute convergence for Re s > 1 of the
first follows. In fact, L(s;V × V ) is regular except for the simple pole at s = 1 with the
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residue 12 |̺V (1)|−2, which is but a fact that we shall not use. The function L(s, χ;V ×V )
is entire for q > 1 and that for q ≥ 1 the functional equation
Γ4(s)L(s, χ;V × V ) = C(2)χ Γ4(1− s)R(1− s, χ;V × V ),
Γ4(s) = (q/π)
2s
4∏
j=1
Γ
(
1
2 (s+ dj)
) (3.10)
holds; here |C(2)χ | = 1 and
∑4
j=1 |dj| ≪ |νV |; the same simplification as in (3.7) is adopted.
In particular, the convexity argument gives
L(σ + it, χ;V × V )≪ (q(|t|+ |νV |))2(1+η−σ)|νV |4/9−2η, −η ≤ σ ≤ 1 + η, (3.11)
for any fixed η ∈ (0, 2
9
]
, with the understanding that if q = 1 then a small neighbourhood
of s = 1 is to be excluded. In fact, (3.3) gives L(σ;V × V ) ≪ 1 for σ ≥ 119 , which yields
|L(1 + η + it, χ;V × V )| ≤ L(1 + η;V × V ) ≪ |νV |4/9−2η via the absolute convergence
and the convexity. Then, applying the convexity argument again, we get (3.11). A better
bound is available but (3.11) serves well for our purpose.
We remark also that (3.5) implies the following relations: In the region of absolute
convergence,
∞∑
ℓ=0
σa(p
ℓ, χ)τV (p
ℓ)
pℓs
=
(
1− χ(p)
p2s−a
)(
1− αV (p)
ps
)−1(
1− α
−1
V (p)
ps
)−1
×
(
1− χ(p)αV (p)
ps
)−1(
1− χ(p)α
−1
V (p)
ps
)−1
, (3.12)
with σa(n, χ) =
∑
d|n χ(d)d
a; and
∞∑
ℓ=0
χ(pℓ)τ2V (p
ℓ)
pℓs
=
(
1− χ(p
2)
p2s
)(
1− χ(p)
ps
)−2
×
(
1− χ(p)α
2
V (p)
ps
)−1(
1− χ(p)α
−2
V (p)
ps
)−1
. (3.13)
The next assertion, which stems from Gelbart–Jacquet [1, (9.3) Theorem], is the most
basic structure of Rankin L-functions that we exploit:
Lemma 1. There exists an entire L-functions L(s;V ) and L(s, χ;V ) such that
L(s;V × V ) = ζ(s)L(s;V ),
L(s, χ;V × V ) = L(s, χ)L(s, χ;V ). (3.14)
Hence twists of Rankin L-functions may have exceptional zeros, i.e., L(βT , χT ;V ×V ) = 0.
Our argument is based on this particular fact. We should mention also that L(s;V ) is
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usually denoted as L(s; sym2V ) the symmetric 2nd power L-function associated with the
representation V .
4. Sieve tools.
We collect basic sieve devices which are to be employed in the next section. Hereafter
we shall assume that the T -exceptional character χT exists. We put βT = 1 − κ, and
introduce the multiplicative function
f(n) = σ−κ(n, χT ) =
∑
d|n
χT (d)d
−κ, (4.1)
which is always positive. Also we are concerned with those irreducible representations V
in the unitary principal series such that
log |νV | ≪ log T. (4.2)
With this, we consider the Λ2-sieve situation
∑
n≤N
f(n)τ2V (n)
(∑
d|n
λd
)2
, (4.3)
where the real numbers {λd} are supported on the set of square-free integers and such
that λ1 = 1, and λd = 0 for d > R ≥ 1. To set out our choice of {λd} we introduce
Fp(s) =
∞∑
ℓ=0
f(pℓ)τ2V (p
ℓ)p−ℓs, (4.4)
which converges absolutely for Re s > 732 because of (3.3). We put F (s) =
∏
p Fp(s). We
have
F (s) = L(s;V × V )L(s+ κ, χT ;V × V )Y (s), (4.5)
where Y (s) is regular and bounded for Re s > 23
32
. In fact, by definition, we have, for
Re s > 1,
Y (s) =
∏
p
(
1− p−2s)(1− χ2T (p)p−2(s+κ))Fp(s)( ∞∑
ℓ=0
τ2V (p
ℓ)p−ℓs
)( ∞∑
ℓ=0
χT (p
ℓ)τ2V (p
ℓ)p−ℓ(s+κ)
) . (4.6)
We divide this into two parts Y = Y1Y2 where Y1 is the product over p ≤ p0 and Y2 the
rest. With any finite p0, the part Y1 is regular for Re s >
7
32 because of (3.3) and (3.13).
On the other hand, if p0 is large, then the p-factor in Y2 is 1+O
(∑∞
ℓ=2(ℓ+1)
5p(7/32−Re s)ℓ
)
.
Hence Y2 is regular and bounded in the range indicated above.
Then, with Fp = Fp(1), we put
λd = µ(d)Fd
Gd(R/d)
G1(R)
, (4.7)
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where µ is the Mo¨bius function, and
Fd =
∏
p|d
Fp, Gd(x) =
∑
r≤x
(d,r)=1
µ2(r)K(r), K(r) =
∏
p|r
(Fp − 1), (4.8)
with the greatest common divisor (d, r) of d and r. It should be stressed that K(r) > 0
always. In fact we have more explicitly that
Fp − 1 ≥ 1
16p4(1+κ)
. (4.9)
To show this we note that
Fp − 1 ≥ τ
2
V (p
2)
p2
f(p2) +
τ2V (p
4)
p4
f(p4) ≥ τ
2
V (p
2)
p2(1+κ)
+
τ2V (p
4)
p4(1+κ)
, (4.10)
and that
τV (p
4) =
(
τV (p
2)− 12
)2 − 54 . (4.11)
If |τV (p4)| ≥ 14 , then (4.9) is immediate. Otherwise, |τV (p2)− 12 | ≥ 1 and thus |τV (p2)| ≥ 12 ,
which implies (4.9).
Now, the choice (4.7) leads us to the multiplicative function
Φr(n) =
µ((n, r))
K((n, r))
; (4.12)
see either [6, §1.4] or [7, Vol. I, Chapter 9]. We are about to show the quasi-orthogonality
in the set {Φr(n)}. To this end we consider the expression
∑
n≤N
f(n)τ2V (n)
∣∣∣∣∣
∑
r≤R
µ2(r)Φr(n)
√
K(r) · br
∣∣∣∣∣
2
, (4.13)
where N,R ≥ 1 and {br} are arbitrary. Expanding the squares out, we have∑
r1, r2≤R
µ2(r1)µ
2(r2)
√
K(r1)K(r2)S(N ; r1, r2)br1br2 , (4.14)
with
S(N ; r1, r2) =
∑
n≤N
f(n)τ2V (n)Φr1(n)Φr2(n). (4.15)
Thus let us consider the function
∞∑
n=1
f(n)τ2V (n)Φr1(n)Φr2(n)n
−s
=
( ∑
(n, r1r2)=1
)( ∑
n|([r1, r2]/(r1, r2))∞
)( ∑
n|(r1, r2)∞
)
= F1F2F3, (4.16)
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say, where [r1, r2] is the least common multiple of r1 and r2, and it is assumed that Re s
is sufficiently large. We have
F1 = F (s)
∏
p|r1r2
Fp(s)
−1,
F2 =
∏
p|([r1, r2]/(r1, r2))
(
1− (Fp − 1)−1(Fp(s)− 1)
)
,
F3 =
∏
p|(r1, r2)
(
1 + (Fp − 1)−2(Fp(s)− 1)
)
,
(4.17)
which gives
F1F2F3 = F (s)Ur1,r2(s),
Ur1,r2(s) = F2F3
∏
p|r1r2
Fp(s)
−1 =
∑
d|(r1r2)∞
u(d)d−s,
(4.18)
say; that is,
f(n)τ2V (n)Φr1(n)Φr2(n) =
∑
d|(n,(r1r2)∞)
f(n/d)τ2V (n/d)u(d). (4.19)
Thus
S(N ; r1, r2) =
∑
d|(r1r2)∞
u(d)
∑
n≤N/d
f(n)τ2V (n), (4.20)
where empty sums are to vanish. To evaluate the inner-sum we use Perron’s inversion
formula. We multiply (4.5) by Ns/(2πis) and integrate over the segment [1 + η − iP, 1 +
η + iP ], where η is as in (3.11) and P ≥ 1 to be fixed later. We move the segment to
Re s = 34 , encountering only one singularity at s = 1 because of Lemma 1. We get, on
(4.2), ∑
n≤N
f(n)τ2V (n) =L(1;V )L(1 + κ, χT ;V × V )Y (1)N
+ O
(
T c(N39/32+η/P +N3/4P 1+4η)
)
=L(1;V )L(1 + κ, χT ;V × V )Y (1)N +O
(
T cN64/65
)
, (4.21)
with a constant c > 0. Inserting this into (4.20), we find that on (4.2)
S(N ; r1, r2) =
δr1,r2
K(r1)
L(1;V )L(1 + κ, χT ;V × V )Y (1)N
+O
(
T c(r1r2)
9/2N64/65
)
, (4.22)
uniformly for N ≥ 1 and square-free r1, r2 ≥ 1, since a combination of (4.9) and (4.17)–
(4.18) gives ∑
d|(r1r2)∞
|u(d)|d−64/65 ≤ Dν(r1r2)(r1r2)4(1+κ), (4.23)
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where D is a constant and ν(r) =
∑
p|r 1; in fact one may show a much better bound
but this suffices for our purpose. Collecting these assertions and invoking the duality
principle, we obtain the following analogue of [6, Theorem 5][7, Vol. I, (9.1.23)]:
Lemma 2. There exists a positive constant c such that we have, for any N,R ≥ 1 and
{an},
∑
r≤R
µ2(r)K(r)
∣∣∣∣∣
∑
n≤N
f(n)τV (n)Φr(n)an
∣∣∣∣∣
2
≪
(
L(1;V )L(1 + κ, χT ;V × V )N + T cR10N64/65
) ∑
n≤N
f(n)|an|2, (4.24)
uniformly for V satisfying (4.2).
This exponent 6465 is by no means the best that one can attain; any explicit exponent less
than 1 works fine.
On the other hand, the sieve effect of (4.7) is embodied in
Lemma 3. On (4.2) we have
G1(R) ≍ κ−1L(1;V )L(1 + κ, χT ;V × V ), (4.25)
provided
logR/ logT is sufficiently large but bounded. (4.26)
In particular we have
L(1;V )L(1 + κ, χT ;V × V )≫
(√
T (logT )3
)−1
. (4.27)
Proof . The bound (4.25) corresponds to [6, (6.2.5)][7, Vol. I, (9.2.51)]; κ here is the same
as δ there. We note that under (4.26)
G1(R) ≍ R−2κ
∑
r≤R
µ2(r)K(r)r2κ, (4.28)
and that
∞∑
r=1
µ2(r)K(r)r−s+2κ = L(s+ 1− 2κ;V × V )L(s+ 1− κ, χT ;V × V )W (s), (4.29)
where W (s) is regular and bounded for Re s > − 9
32
, which can be shown in much the
same way as (4.5). We multiply this by Rs/(2πis) and integrate over the vertical segment
[η − iP, η + iP ] with a small constant η > 2κ and with P ≥ 1 to be fixed later. Then we
shift the segment to Re s = −14 , encountering only one pole at s = 2κ, since the integrand
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is regular at s = 0 because of Lemma 1. Skipping the remaining details, since they are
the same as those for (4.21), we assert that∑
r≤R
µ2(r)K(r)r2κ = (2κ)−1L(1;V )L(1 + κ, χT ;V × V )W (2κ)R2κ + o(1), (4.30)
by choosing P optimally and taking logR/ logT sufficiently large. Then, on noting that
the left side is larger than 1, we get (4.25); and (4.27) follows via (1.2). In fact, it remains
for us to show that W (2κ) ≍ 1; however, it should suffice to invoke W (2κ) = Y (1) and
(4.9).
Further, we need to quote [6, Theorem 4][7, Vol. I, (9.2.11)]:
Lemma 4. Let v be a large positive parameter and ϑ > 0 a constant. We put, with an
integer l ≥ 0,
Ξ
(l)
d =
1
l!
(ϑ log v)−l
l∑
j=0
(−1)l−j
(
l
j
)
ξ
(j,l)
d ,
ξ
(j,l)
d = µ(d)
(
log v1+jϑ/d
)l
for d ≤ v1+jϑ, and = 0 for d > v1+jϑ.
(4.31)
Then we have that
Ξ
(l)
d = µ(d) for d ≤ v, (4.32)
and
∞∑
n=1
dl(n)
(∑
d|n
Ξ
(l)
d
)2
n−ω ≪ 1, (4.33)
whenever ω ≥ 1+1/ log v. Here dl(n) is the number of ways of representing n as a product
of l positive integral factors, and the implied constant depends on l and ϑ at most.
5. Linnik phenomenon extended.
We proceed to the proof of our main assertion which is given at the end of this section.
We begin with a conversion of [6, Lemma 5] [7, Vol. I, (9.2.2)] to our present situation:
With µ2(r) = 1, we have, for Re s > 1,
∞∑
n=1
f(n)τV (n)Φr(n)
(∑
d|n
Ξ
(2)
d
)
n−s =
L(s;V )L(s+ κ, χT ;V )
L(2s+ κ, χT )
Jr(s), (5.1)
Jr(s) =
1
K(r)
∞∑
d=1
µ((d, r))Ξ
(2)
d
∏
p|d
(
1−Xp(s)
)∏
p∤d
p|r
(
Xp(s)Fp − 1
)
, (5.2)
where Fp is as in the previous section, and Xp(s) is the inverse of (3.12) with χ = χT and
a = −κ. We set in Lemmas 2–4
R = TA, v = RA, ϑ = 1/A, (5.3)
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with a sufficiently large constant A > 0. Then, Jr(s), r ≤ R, is regular and Jr(s)≪ v1/2
for Re s ≥ 3
4
. With this, let us consider the expression
Ir =
1
2πi
∫ 2+i∞
2−i∞
L(ρ+ w;V )L(ρ+ w + κ, χT ;V )
L(2(ρ+ w) + κ, χT )
Jr(ρ+ w)Γ(w)Q
wdw. (5.4)
Here Q = v20, and
L(ρ;V ) = 0, ρ = β + iγ; 45 ≤ β ≤ 1, |γ| ≤ T. (5.5)
We have, by (4.32) and (5.1),
Ir = e
−1/Q +
∑
v≤n
f(n)τV (n)Φr(n)
(∑
d|n
Ξ
(2)
d
)
n−ρe−n/Q. (5.6)
We shift the line of integration in (5.4) to Rew = 34 − β and get
1
2
≤
∣∣∣∣∣
∑
v≤n≤Q2
f(n)τV (n)Φr(n)
(∑
d|n
Ξ
(2)
d
)
n−ρe−n/Q
∣∣∣∣∣
2
, (5.7)
since Ir turns out to be negligibly small due to (3.8) and the size of Jr(s) mentioned
above. We multiply both sides by the factor µ2(r)K(r) and sum over r ≤ R, getting
G1(R)
logT
≪
∑
N=2ℓ
v≤N≤Q2
∑
r≤R
µ2(r)K(r)
×
∣∣∣∣∣
∑
N≤n≤2N
f(n)τV (n)Φr(n)
(∑
d|n
Ξ
(2)
d
)
n−ρe−n/Q
∣∣∣∣∣
2
, (5.8)
where ℓ ∈ N. By virtue of Lemma 2 and (4.27), we have
G1(Z)
log T
≪ L(1;V )L(1 + κ, χT ;V × V )Q4(1−β)
∞∑
n=1
f(n)
(∑
d|n
Ξ
(2)
d
)2
n−ω0 , (5.9)
with ω0 = 1 + (logT )
−1. Then, by (4.33) with l = 2 we find that
G1(Z)
log T
≪ L(1;V )L(1 + κ, χT ;V × V )Q4(1−β). (5.10)
Therefore, in view of (4.25), we obtain
Theorem. We assume the occurrence of the T-exceptional, among the zeros of Dirichlet
L-functions, in the sense (1.1). Then, providing that the effectively computable absolute
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constant a0 is adjusted appropriately, the inequality (1.4) is uniformly satisfied by all the
zeros ρ = β+ iγ, |γ| ≤ T , of the Hecke L-function L(s;V ) associated with any irreducible
representation V in the unitary principal series, with the spectral data |νV | ≤ T .
6. Remarks.
Some remarks are in order. The use of a quasi-character in the study of the zero density of
Dirichlet L-functions was initiated by Selberg [11], where actually the quasi-orthogonality
among Ramanujan sums was indicated. However, his character does not straightforwardly
generalise to (4.12). To identify ours, we need the observation by the present author [5,
p. 166] [6, p. 40] that Selberg’s character originates in fact in the Λ2-sieve applied to the
trivial arithmetic function, i.e., the constant 1. With this, one may come to the idea
(4.3) and to the quasi-character (4.12). Nonetheless, the employment of (4.3) is never
trivial itself. The insertion of the factor τ2V (n) is deliberately made to exploit the Rankin
convolution of Maass cusp forms, which is not necessary when dealing with holomorphic
cusp forms because of the validity of the Ramanujan; see [9]. We stress that this idea
generalises in conjunction with the theory of the Rankin convolution of symmetric power
representations. Such an instance is (6.2) below. Our present argument is of course
applicable to the holomorphic case as well, with minor changes; and our theorem should
hold regardless to which series of representations a specific V belongs. Also our theorem
holds for L(s, χ;V ) with χ mod q, log q ≪ log T , as well; the above restriction to the
trivial character is solely for the sake of simplicity.
One may deal with the zero-density of L(s;V ) by just extending our large sieve in-
equality (4.24) to an analogue of [6, Lemma 4][7, Vol. I, (9.1.25) ]. It is possible also to
hybridise (4.24) by introducing the twist by primitive Dirichlet characters. Then a large
sieve zero density for sets of L(s, χ;V ) with varying χ comes up that is an analogue of
the assertion at the bottom of [6, p. 196]. It should, however, be pointed out that one
may consider in general a single V only, at least presently, even though the end result can
be made uniform in V as our theorem manifests. Nevertheless, if we restrict ourselves to
the discrete series, then the large sieve zero density involving both the sums over V and
χ must be attainable; the reason for this is that then the function Φr(n) can be made
independent of V .
It would be remiss not to mention that L(s;V ) for any irreducible V does not have
exceptional zeros in the sense that all the zeros ρ = β + iγ of L(s;V ) satisfy
β < 1− c
log(|νV |+ |γ|) (6.1)
with a computable absolute constant c > 0. This important result is due to Hoffstein–
Ramakrishnan [3]; in fact, their assertion includes congruence subgroups as well. Exten-
sions of this to Rankin L-functions of two basic types are achieved by Ramakrishnan–Wang
[10]. These are preceded by the pioneering work Goldfeld–Hoffstein–Lieman–Lockhart [2,
Appendix] establishing the non-existence of exceptional zeros for L(s; sym2V ).
As a matter of fact it appears to us to be more interesting to apply the line of our argu-
ment to Rankin L-functions than to Hecke L-functions. The aforementioned combination
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of the Λ2-sieve and the decomposition of the Rankin convolution
L(s; sym2V × sym2V ) = ζ(s)L(s; sym2V )L(s; sym4V ), (6.2)
which is an extension of (3.14), yields then the following analogues of Hoheisel’s and
Linnik’s prime number theorems:
∑
x≤p≤x+y
τ2V (p) > C1y/ logx, |νV |C2 ≤ x, x1−θ < y ≤ x; (6.3)
∑
n≤x
n≡a mod q
τ2V (p) > C3x/(ϕ(q) logx), (a, q) = 1, (q|νV |)C4 ≤ x, (6.4)
where ϕ is the Euler totient function. What is novel in these is that θ, Cj > 0 are all
universal constants which are effectively computable. Details will be developed in our
forthcoming articles.
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