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Resumen: Las prestaciones de los sistemas de clasiﬁcacio´n no supervisada de do-
cumentos esta´n supeditadas al uso de representaciones textuales o´ptimas, las cuales
no son so´lo dif´ıciles de determinar de antemano, sino que pueden variar de un prob-
lema de clasiﬁcacio´n a otro. Este trabajo propone una metodolog´ıa basada en diver-
sidad de representaciones y conjuntos de clasiﬁcadores no supervisados como primer
paso hacia la construccio´n de sistemas robustos de clasiﬁcacio´n no supervisada. Los
experimentos realizados sobre tres problemas de categorizacio´n binaria de diﬁcultad
creciente muestran que el me´todo propuesto es i) robusto frente a selecciones no
o´ptimas de la dimensionalidad de las representaciones, y ii) capaz de detectar inter-
acciones constructivas entre distintas representaciones textuales, llegando a obtener
ı´ndices de categorizacio´n por consenso superiores a los conseguidos por los clasiﬁ-
cadores individuales disponibles.
Palabras clave: Representacio´n de documentos, clasiﬁcacio´n no supervisada, con-
juntos de clasiﬁcadores.
Abstract: The performance of document clustering systems is conditioned by the
use of optimal text representations, which are not only diﬃcult to determine be-
forehand, but also may vary from one clustering problem to another. This work
presents an approach based on feature diversity and cluster ensembles as a ﬁrst step
towards building document clustering systems that behave robustly across diﬀerent
clustering problems. Experiments conducted on three binary clustering problems
of increasing diﬃculty show that the proposed method is i) robust to near-optimal
model order selection, and ii) able to detect constructive interactions between diﬀer-
ent document representations, thus being capable of yielding consensus clusterings
superior to any of the individual clusterings available.
Keywords: Document representation, clustering, cluster ensembles.
1 Introduction
In recent years, content-based automatic
management of text documents has gained
much attention from various research com-
munities, as the need for eﬃcient tools able
to ﬁlter, classify, index and retrieve docu-
ments according to their thematic contents
has grown as quickly as the number and size
of available digital text document databases.
The text analysis literature covers a wide
range of tasks which are instances of text
mining, such as document clustering, re-
trieval and classiﬁcation. Most techniques
posed to solve these problems belong to
the machine learning paradigm (Sebastiani,
2002), and their performance heavily relies
on ﬁnding document representations which
reﬂect the contents of documents to a max-
imum extent. This issue becomes specially
relevant in the context of unsupervised text
analysis applications such as document clus-
tering. Moreover, due to the generally low
availability of labeled document collections,
eﬃcient document clustering techniques are
often regarded as a necessary tool to organize
unlabeled corpora for subsequent browsing or
retrieval (Xu, Liu, and Gong, 2003).
This work deals with robust ﬂat document
clustering (i.e. document partitioning), the
task of grouping a set of |D| unlabeled doc-
uments in a predeﬁned number of clusters K
according to their thematic contents. That
is, the only background knowledge available
is the number of clusters we want to group
the documents in (K), which usually coin-
cides with the expected number of thematic
categories contained in the corpus.
As depicted in ﬁgure 1, the required steps
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Figure 1: Block diagram of a document clus-
tering system for the particular case of binary
clustering (K = 2).
for building a document clustering system
can be enumerated as follows: i) represen-
tation of the corpus subject to clustering
for computer-based analysis, ii) derivation
of a dimensionally reduced representation
through feature extraction plus model order
selection, and iii) application of a clustering
algorithm. As a result of this process, each
of the |D| documents contained in the corpus
is assigned one of K possible labels. In this
work, we will refer to the labeling resulting
from clustering |D| documents in K clusters
as λK
|D|
∈ Z|D|(1...K), i.e. as a |D|-dimensional
vector containing integer labels from 1 to K.
A fully automatic document clustering
system should be able to choose the doc-
ument representation, the dimensionality of
such representation and the clustering tech-
nique that maximize some objective classi-
ﬁcation performance measure. However, al-
though document representation techniques
have been compared (Cobo et al., 2006),
model order selection approaches have been
applied (Kolenda, Hansen, and Sigurdsson,
2000), and clustering methods have been ex-
tensively studied (Jain, Murty, and Flynn,
2002), it is still diﬃcult to determine a priori
the most suitable type of representation and
its optimal dimensionality given a particular
document clustering problem.
In this context, we propose building a doc-
ument clustering system able to generate a
robust clustering from a bunch of candidate
document representations in an unsupervised
manner through the use of cluster ensembles.
The clustering output by the cluster ensem-
ble should be able to attain at least the same
performance as the best individual clustering
obtained from the candidate representations.
Moreover, we analyze if the cluster ensemble
could beneﬁt from constructive interrelations
between candidate clusterings in order to im-
prove the performance of the best individual
clustering.
2 Cluster ensembles
The use of classiﬁer committees is a well-
known approach for boosting performance in
the context of supervised text classiﬁcation
(Sebastiani, 2002). However, combining the
results of several clustering processes is a
fairly more complex task. This is probably
the reason why this topic has received little
attention until recently (Strehl, 2002; Fred
and Jain, 2002; Topchy, Jain, and Punch,
2003). In particular, Strehl’s work is one of
the ﬁrst research eﬀorts in this area reporting
experiments on document clustering.
The cluster ensembles approach was orig-
inally deﬁned for integrating several clus-
terings by supplying the labelings output
by each individual clusterer to a consen-
sus function which yields a global clustering
(Strehl, 2002). One of the most appealing
capacities of cluster ensembles is their poten-
tial to improve the best individual cluster-
ing available, provided that suﬃcient diver-
sity is found among the individual clusterings
(Strehl, 2002). In his work, Strehl presents an
application of cluster ensembles which tries
to enhance clustering performance by using
an ensemble of diﬀerent clustering algorithms
operating on the same data, i.e. a committee
of unsupervised classiﬁers.
The most distinctive feature between our
approach and Strehl’s is the fact that we do
not only want to obtain a consensus cluster-
ing that improves individual clusterings, but
we also want to construct clustering systems
which are robust to variations of the opti-
mal document representation across diﬀerent
clustering problems. Therefore, diversity is
provided in our case by the range of features
employed to represent documents. In this
work, the cluster ensembles consist of C iden-
tical individual clusterers (in our case, stan-
dard K-means -KM- using cosine distance1)
fed in parallel with distinct document repre-
sentations (Sevillano et al., 2006).
Given the dependence of the cluster en-
semble performance on how consensus among
individual clusterings is built, we have im-
plemented in this work those consensus func-
tions deemed as top performing in (Strehl,
2002): Cluster-based Similarity Partitioning
Algorithm (CSPA) and Meta-Clustering Al-
1We have chosen KM clustering as it is one of the
most popular clustering algorithms. Moreover, cosine
distance outperformed Euclidean distance in our ex-
periments (Cobo et al., 2006).
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gorithm (MCLA), which are brieﬂy described
throughout the following paragraphs.
Both CSPA and MCLA consensus func-
tions require transforming the set of candi-
date clusterings into a hypergraph, which is
built from the binary membership indicator
matrices corresponding to each clustering. In
fact, the concatenation of those membership
matrices constitutes the adjacency matrix of
a hypergraph with |D| vertices and C ·K hy-
peredges (Strehl, 2002).
In CSPA, a simple multiplication of the
adjacency matrix of the hypergraph by
its transpose yields a similarity-between-
documents matrix which, in turn, is used to
recluster the documents using a similarity-
based clustering algorithm such as METIS
(Karypis and Kumar, 1998), giving rise to
the consensus clustering.
In contrast, MCLA solves a cluster corre-
spondence problem, as it identiﬁes and con-
solidates those groups of clusters (or meta-
clusters) that share a larger amount of docu-
ments (see (Strehl, 2002) for further details).
3 Document representations
In this work, documents are represented us-
ing the Vector Space Model (VSM) (Salton,
1989). The initial document representation is
term-based (i.e. each dimension of the vec-
tor space corresponds to a word appearing
in the corpus). Hence, the document col-
lection is represented as a term-by-document
matrix X ∈ R|T |×|D|, where |T | is the size
of the vocabulary and |D| is the total num-
ber of documents. So as to create feature
diversity, three other candidate representa-
tions are derived from the term-based repre-
sentation by means of the following feature
extraction techniques2:
• Latent Semantic Indexing (LSI) (Deer-
wester et al., 1990) allows to perform
dimensionality reduction by retaining
the singular vectors associated with the
largest singular values resulting from the
Singular Value Decomposition (SVD) of
the term-by-document matrix X:
X = U ·Σ ·VT (1)
2Other representations such as term selection plus
change of basis (Srinivasan, 2002) were tested but
finally discarded as they resulted in poorer clustering
performance.
where matrix Σ contains the singular
values ordered in decreasing order and
matrices U and VT contain the left and
right singular vectors, respectively. Di-
mensionality reduction is conducted by
retaining the ﬁrst M rows of matrix VT ,
that contain the location of the |D| doc-
uments in a M -dimensional orthogonal
space, in which clustering is conducted.
• Independent Component Analysis (ICA)
(Kolenda, Hansen, and Sigurdsson,
2000) is based on the assumption that
the document collection (matrix X) is
generated by an unknown linear com-
bination of M statistically independent
hidden topics.
The use of ICA in text analysis is usu-
ally preceded by LSI, as this procedure
is equivalent to the usual whitening step
that simpliﬁes ICA algorithms (Hyvari-
nen, Karhunen, and Oja, 2001). Apply-
ing ICA on the LSI data yields an esti-
mation S˜ of the M independent topics
which generated the documents:
S˜ = W ·X (2)
where W is known as the separating ma-
trix. Subsequently, the clustering algo-
rithm is fed with the M × |D| matrix S˜.
• Non-Negative Matrix Factorization
(NMF) (Lee and Seung, 1999) is a tech-
nique that factorizes the non-negative
term-by-document matrix X into the
product of two non-negative matrices
W and H:
X = W ·H (3)
NMF assumes that the document collec-
tion (X) is generated by the sum of a set
of M hidden non-negative variables (i.e.
topics), contained in the M ×|D| matrix
H. Hence, the clustering process is con-
ducted on the corresponding latent topic
M × |D| matrix H.
A key issue concerning the VSM is auto-
matically choosing its optimal dimensionality
M (model order selection). However, in this
work we conduct supervised dimensionality
selection in order to focus on the performance
of the cluster ensemble solely.
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Figure 2: Block diagram of the proposed doc-
ument clustering system based on feature di-
versity and cluster ensembles for the partic-
ular case of binary clustering (K = 2).
4 Experiments
Experiments have been conducted on the
miniNewsgroups3 corpus, a subset of the 20
Newsgroups document collection that con-
tains 100 documents from each newsgroup.
In this work, we have focused our atten-
tion in the three binary clustering prob-
lems described in (Srinivasan, 2002): i) the
NG1&NG2 problem: two well-separated cate-
gories (alt.atheism -NG1- and comp.graphics
-NG2-), ii) the NG10&NG11 problem: two cate-
gories with some overlap (rec.sport.baseball
-NG10- and rec.sport.hockey -NG11-), and
iii) the NG18&NG19 problem: two highly
overlapped categories (talk.politics.mideast -
NG18- and talk.politics.misc -NG19-). Hence,
in our experiments, |D| = 200 and K = 2.
Firstly, the documents are represented in
the term-based VSM using the normalized
tﬁdf weighting scheme (Sebastiani, 2002) and
subsequently transformed into the LSI, ICA
and NMF representations. Then, four KM
clusterers are fed in parallel with these doc-
ument representations, and a consensus clus-
tering is built upon the labelings generated
by these clusterers (see ﬁgure 2). Each clus-
tering process is conducted 10 times in order
to reduce the inﬂuence of the random initial-
ization of the KM clusterers and attain sta-
tistically reliable results (Cobo et al., 2006).
Hence, all the results presented throughout
the following sections correspond to the av-
erage of 10 trials.
Throughout the following sections several
experiments are presented. Firstly, we seek
the optimal dimensionality of each document
representation. Secondly, the performance
and robustness of cluster ensembles and con-
sensus clusterings are analyzed. And ﬁnally,
3The miniNewsgroups corpus is available online at
http://kdd.ics.uci.edu/databases/20newsgroups/
20newsgroups.html.
the eﬀect of evaluating the best individual
and the best consensus clusterings in terms
of diﬀerent classiﬁcation eﬃciency measures
is studied.
4.1 Finding the optimal document
representations
The ﬁrst experiment consists in conducting
supervised model order selection for each rep-
resentation technique in each clustering prob-
lem. To that eﬀect, the clustering λK
|D|
ob-
tained from each document representation
and the documents’ original labeling κK
|D|
are
compared in terms of their normalized mu-
tual information (NMI):
NMI(λK|D|, κ
K
|D|) =
2
|D|
K∑
i=1
K∑
j=1
nji logK·K
(
nji |D|
nj ni
)
(4)
where nji denotes the number of documents
assigned to cluster i by λK
|D|
and in class j
according to κK
|D|
, nj is the number of docu-
ments belonging to class j as designed by κK
|D|
and ni the number of documents in cluster i
according to λK
|D|
(Strehl, 2002).
Regarding feature extraction based doc-
ument representations (i.e. LSI, ICA and
NMF), the optimal dimensionality is found
by performing a sweep from 2 to 100 dimen-
sions. However, only results up to 20 di-
mensions are shown in ﬁgure 3, as the max-
ima of NMI are always found within this
range. In the case of the term-based repre-
sentation, we seek the optimal dimensional-
ity by simple term selection based on ranking
each term according to its tﬁdf weight. De-
tails about the optimal dimensionality of each
document representation technique are de-
scribed throughout the following paragraphs.
4.1.1 NG1&NG2 problem
As shown in ﬁgure 3a, the best individual
clustering results are achieved when the KM
clusterer operates on a 2-dimensional LSI, a
4-d(imensional) ICA and a 9-d NMF space.
In the case of the term-based document rep-
resentation, we observed that NMI experi-
enced a monotonic increase, yielding the best
performance when all terms were considered
(10184 in total). Therefore, the maximum
NMI corresponding to the term-based clus-
tering is depicted in ﬁgure 3a as a constant
baseline. To sum up, inspection of this dia-
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Figure 3: NMI between the original labeling and the clusterings obtained by KM fed with terms,
LSI, ICA and NMF document representations as a function of the dimensionality for the three
clustering problems.
gram reveals that the top performing docu-
ment representation in this clustering prob-
lem is 4-d ICA.
4.1.2 NG10&NG11 problem
In this case, the best individual feature ex-
traction based clustering results are achieved
on 6-d LSI, 5-d ICA and 8-d NMF represen-
tations (see ﬁgure 3b). Term-based cluster-
ing also achieves its maximum NMI when all
terms were considered (7094 in this case), so
its corresponding NMI is also depicted in ﬁg-
ure 3b as a constant baseline. In conclusion,
the optimal document representation in this
clustering problem is 6-d LSI.
4.1.3 NG18&NG19 problem
Results regarding this third clustering prob-
lem are presented in ﬁgure 3c. The best clus-
tering results are achieved on 3-d LSI, 2-d
ICA, 4-d NMF and (all) 9181 terms represen-
tations. Just like in the previous experiment,
the LSI document representation achieves the
best clustering results in terms of NMI.
In summary, the results of these experi-
ments show how optimal document represen-
tations vary across diﬀerent clustering prob-
lems, not only in terms of their dimensional-
ity, but also in terms of the feature employed.
Therefore, the need for designing clustering
systems robust to these variations seems to
be reasonable.
4.2 Cluster ensembles for robust
clustering
The second experiment consists in building
consensus clusterings from the four parallel
KM clusterers by means of the CSPA and
MCLA consensus functions. In this experi-
ment we perform a twofold analysis. Firstly,
we analyze the behaviour of such consensus
functions by comparing their performance
when the cluster ensemble is fed with clus-
terings obtained using optimal vs. subopti-
mal dimensionalities for document represen-
tation. Hence, as a ﬁrst step to simulate
suboptimal model order selection, we cre-
ated feature extraction based near-optimal
representations by choosing those attaining
the second highest NMI in the dimensional-
ity sweep presented in section 4.1. As re-
gards term based representations, subopti-
mal representations were created by applying
term selection, in this case, discarding the
20% of the terms with lowest tﬁdf weight.
The dimensionalities of the optimal and sub-
optimal document representations employed
hereafter are presented in table 1.
Feature Optimal Suboptimal
NG1& Terms 10184 8147
NG2 LSI 2 4
ICA 4 2
NMF 9 8
NG10& Terms 7094 5675
NG11 LSI 6 7
ICA 5 6
NMF 8 6
NG18& Terms 9181 7344
NG19 LSI 3 2
ICA 2 3
NMF 4 3
Table 1: Dimensionality of optimal and
the selected suboptimal document represen-
tations.
Secondly, as equal or better cluster-
ing results are obtainable using very low-
dimensional extracted features in comparison
to the high-dimensional term representation
(see ﬁgure 3), we analyze the relevance of the
term-based document representation in this
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Figure 4: NMI of the four individual clusterings and the consensus functions with or without
terms using suboptimal (left bar plot) and optimal (right bar plot) dimensionality selection.
context. Hence, we create consensus label-
ings both considering (w Terms) and ignoring
(w/o Terms) the term-based clustering. The
quality of the individual and consensus clus-
terings is evaluated in terms of the NMI with
respect to the documents’ original labeling.
The results of this experiment are presented
and discussed in the following subsections.
4.2.1 NG1&NG2 problem
As shown in ﬁgure 4a, both CSPA and MCLA
consensus functions perform quite similarly
when terms are considered. However, MCLA
is negatively aﬀected by the absence of terms,
in contrast to CSPA. With regard to the op-
timal dimensionality experiment (right bar
plot in ﬁgure 4a), the winning consensus
function (MCLA w Terms) is, in terms of
NMI, slightly better than the best individual
clustering (4-d ICA-KM). Moreover, when
suboptimal clusterings are fed into MCLA,
the best resulting consensus clustering (left
bar plot in ﬁgure 4a) is better than the best
individual suboptimal clustering (7% average
relative improvement). And more important,
it is almost equivalent to the MCLA w Terms
consensus clustering obtained in the optimal
dimensionality selection case, which suggests
that this consensus function is able to cope
with near-optimal model order selection in
this clustering problem.
4.2.2 NG10&NG11 problem
The results of this experiment are depicted
in ﬁgure 4b, which shows that CSPA out-
performs MCLA in this case. Again, we
observe that MCLA is clearly spoiled when
terms are ignored, whereas CSPA even ex-
periences a slight performance improvement.
When consensus is built upon optimal dimen-
sionality document representations (right bar
plot in ﬁgure 4b), the best consensus func-
tion (CSPA w/o Terms) achieves lower NMI
than the optimal individual clustering (6-d
LSI-KM) (8% average relative decrease). In
contrast, when suboptimal clusterings are fed
into CSPA, the resulting best consensus clus-
tering (left bar plot in ﬁgure 4b) achieves bet-
ter results than the best individual subopti-
mal clustering (3% average relative improve-
ment). And again, it is nearly equivalent
to the CSPA consensus clustering obtained
in the optimal dimensionality selection case,
which suggests that consensus functions are
robust in front of near-optimal model order
selection.
4.2.3 NG18&NG19 problem
Figure 4c shows the quality of individual and
consensus clusterings in terms of NMI in the
most diﬃcult clustering problem. We ob-
serve that none of the consensus functions is
able to improve the best individual cluster-
ing, neither in the optimal nor in the subop-
timal dimensionality selection case (in fact,
dramatic average relative decreases around
35% in NMI are observed). With respect to
the presence or absence of terms, MCLA and
CSPA show a behaviour similar to that re-
ported in the previous experiments.
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Figure 6: F1 of the four individual clusterings and the consensus functions with or without terms
using suboptimal (left bar plot) and optimal (right bar plot) dimensionality selection.
4.3 Clustering evaluation by F1
Driven by the poor results obtained in
this last experiment, we analyzed the dis-
tributions of documents resulting from the
individual and consensus clusterings that
achieved the highest NMI. In particular, we
studied how many documents from each class
(NG18 and NG19) were assigned in average to
each cluster (see ﬁgure 5).
The upper row of ﬁgure 5 depicts the
ideal clustering of the documents belonging
to NG18 and NG19, and it is provided as a
reference. However, as shown in its second
row, the best individual clustering in terms of
NMI (LSI-KM) fails to separate both classes.
In particular, all the documents of class NG18
and 72% of the documents belonging to NG19
are assigned to the same cluster. By inspect-
ing the third row of ﬁgure 5, we observe that
the best consensus clustering in terms of NMI
(MCLA w Terms) yields a similar document
distribution. Such a clustering results in a
very high recall and a very low precision with
respect NG18 (and obviously, the opposite be-
haviour with respect NG19). According to
these results, it seems that evaluating clus-
terings in terms of NMI can give rise to poor
class separations, specially in diﬃcult clus-
tering scenarios.
So as to obtain better consensus cluster-
ings, we evaluated employing a performance
measure which, in contrast to NMI, takes into
account the soundness and completeness of
the resulting clusters, i.e. the well-known F1
measure (the harmonic mean of precision and
recall) (Sebastiani, 2002). As in the case of
NMI, the best clusterings will be those at-
taining the highest average F1. The results
of these experiments are shown in ﬁgure 6.
We observe that in the NG1&NG2 and
NG10&NG11 clustering problems there exists
a correspondence between NMI and F1 eval-
uations, as those clusterings deemed as the
best are the same in both cases. Moreover,
the performance between the best individual
and the best consensus clustering is compa-
rable irrespective of whether NMI or F1 is
employed (compare ﬁgure 4a to 6a and ﬁgure
4b to 6b).
However, in the third clustering problem
(NG18&NG19), the best consensus clustering in
terms of F1 (CSPA w/o Terms) diﬀers from
the best consensus clustering in terms of NMI
(MCLA w Terms). The same applies to the
best individual clustering in the suboptimal
dimensionality selection case (LSI-KM yields
the highest NMI whereas NMF-KM attains
maximum F1 measure). And more impor-
tant, the best consensus clusterings attain a
higher F1 than the best individual clusterings
(average relative improvements of 8% in the
optimal dimensionality case and 3% in the
suboptimal case), which is in sharp contrast
with the situation depicted in ﬁgure 4c, where
consensus clusterings were much poorer than
the best individual clustering available.
Furthermore, ﬁgure 7 shows the docu-
ments distribution corresponding to the con-
sensus clustering that attained maximum F1.
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Figure 7: Average document distribution
histograms of classes NG18 and NG19 under
the best consensus clustering in terms of F1
(CSPA w/o Terms).
In contrast to the situation depicted in ﬁg-
ure 5, the best consensus clustering in terms
of F1 (CSPA w/o Terms) tends to separate
both classes, although quite poorly. However,
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this trend is captured by the F1 measure, but
not by NMI. Therefore, we conclude that it
seems more appropriate to use F1 than NMI
for evaluating consensus clusterings, specially
in the context of diﬃcult clustering problems.
5 Conclusions
In this work, a study on the application of
cluster ensembles to exploit feature diver-
sity for building robust document clustering
systems has been presented. This strategy
has proven to be i) robust to small errors in
model order selection across diﬀerent cluster-
ing problems, and ii) able to generate consen-
sus clusterings that, in terms of the F1 mea-
sure, mostly improve any of the individual
clusterings in the ensemble.
This paper constitutes a ﬁrst step to-
wards building robust document clustering
systems, and therefore, several challenges
still lie ahead: ﬁrstly, it is necessary to im-
plement a supra-consensus function which al-
lows to choose the most appropriate con-
sensus technique (MCLA or CSPA) for each
scenario in an unsupervised manner. Sec-
ondly, the robustness of the proposal must
be checked under more severe experimental
conditions, e.g. addressing clustering prob-
lems of more than two categories and em-
ploying data representations far-oﬀ the opti-
mal ones. Thirdly, unsupervised performance
evaluation measures such as Averaged NMI
(Strehl, 2002) should be employed, as the
original labeling of the documents will not be
available in real clustering applications. And
ﬁnally, widening the range of document rep-
resentations, clustering algorithms and clus-
ter ensemble methodologies is necessary for
ﬁnding the limitations of our proposal.
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