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An ANN-based approach of interpreting user-generated comments from 
social media 
 
Abstract 
The IT advancement facilitates growth of social media networks, which allow consumers to exchange 
information online. As a result, a vast amount of user-generated data is freely available via Internet. 
These data, in the raw format, are qualitative, unstructured and highly subjective thus they do not 
generate any direct value for the business. Given this potentially useful database it is beneficial to 
unlock knowledge it contains. This however is a challenge, which this study aims to address. This 
paper proposes an ANN-based approach to analyse user-generated comments from social media. The 
first mechanism of the approach is to map comments against predefined product attributes. The 
second mechanism is to generate input-output models which are used to statistically address the 
significant relationship between attributes and comment length. The last mechanism employs 
Artificial Neural Networks to formulate such a relationship, and determine the constitution of rich 
comments. The application of proposed approach is demonstrated with a case study, which reveals the 
effectiveness of the proposed approach for assessing product performance. Recommendations are 
provided and direction for future studies in social media data mining is marked.  
 
Keywords: neural network application; statistical methods; product performance; social media. 
 
1. Introduction 
No one can deny that computers, computer-based information systems, smart devices, wireless 
technologies, etc. have greatly transformed human behaviour and the way in which we interact with 
each other as well as with products and brands. This transformation facilitates the growth of social 
media networks, which generate a number of business opportunities [1, 2]. For example, investing in 
social media technology can lead to better customer relationship management [3], and social media 
marketing can influence customer purchasing intention [4]. Social media platforms also allow users to 
post and exchange comments online, which results in profusion of potentially valuable data via the 
Internet. Since these data are readily available and free-to-access, many business intelligence 
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applications have targeted them for data mining purposes [5] in hopes of generating some benefits. 
Moreover, social media platforms can exist in different industries such as tourism management [6], 
marketing [1, 7], management [8], insurance and financial sectors [9] as well as education [10]. 
Therefore, the advantages deriving from appropriate analysis and interpretation of social media data 
are infinite.  
 
Mining social media data however is easier said than done. Due to the recent advancement in data 
collection technologies [5], so called big data research has flourished. Big data are characterised by 
their volume (size of the database), velocity (speed of change of database), and variety (different 
sources or format of data) [11]. Being a specific type of big data, social media data are often 
qualitative, unstructured and subjective, all of which make the mining process difficult, and 
sometimes out of focus [12]. This paper aims to propose an ANN-based approach to social media data 
analysis in the most structured manner possible. The main contribution of this study will not only 
advance academic knowledge providing direction for future research but it will also generate direct 
implications to practitioners who are keen to better serve their consumers while improving business 
operations. 
 
The rest of this paper is organised as follows. Section 2 reviews relevant studies on social media data 
and data mining processes with well-known mining algorithms. In this section, the characteristics of 
social media data are also discussed. Section 3 presents the mechanisms of the proposed approach for 
interpreting social media data in a form of user-generated comments. The main outcome of the 
proposed approach is to address what constitute a ³rich comment´ and how the value of such a 
comment can be assessed. It is noted that we do not intend to propose a novel data-mining algorithm 
but a more structured way of interpreting user-generated comments. Next, Section 4 employs a case to 
demonstrate the operations of the proposed approach. Finally, Section 5 concludes this paper. 
 
2.  Literature Review 
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In this section, an overview of social media data will be provided. Some existing data mining methods 
to social media data will then be discussed and some existing knowledge gaps will be highlighted. 
Lastly, the algorithms that can help fulfil the gaps will be reviewed. 
 
2.1  Social Media Data 
Social media data are mostly user-generated and take form of user-posted comments and their 
exchanges [1, 7, 13, 14]. These data are often highly unstructured [11]; as they are mostly user-posted 
comments, qualitative and extremely diversified and thus cannot be examined directly without pre-
processing [7]. MoreoverPDQ\FRPPHQWVDUH LQFRUSRUDWHGZLWKVSHFLILF³WH[WV´ VXFKDV WDJV [13], 
which makes them unmanageable. Apart from being qualitative and unstructured, social media data 
are also highly subjective [12]. As the real value of the comments is hidden, the need to introduce 
mining algorithms cannot be overlooked [11]. These algorithms need to employ techniques that 
convert them into manageable quantitative dataset (details will be discussed), which later can be 
processed by statistical approaches to generate more meaningful and objective interpretations. 
 
The three characteristics of big data (volume, velocity and variety) may further hinder the extraction 
of valuable information from user-generated comments. Therefore, there is a need to develop an 
approach, which can be used to interpret the data for knowledge extraction in a more structured way 
[1, 11, 12]. This paper proposes an ANN-based approach to achieve this objective in order to 
overcome the challenges of social media data research. 
 
2.2  Data Mining 
The objective of data mining is to extract value from the dataset to support decision-making [7, 15]. 
They can be achieved through the use of machine learning algorithms [16] and such algorithms should 
support automated search and analysis of the data [14, 15] as well as improve the objectivity of the 
data [15]. 
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Statistical assessment of social media data using various quantitative metrics can be found in previous 
studies [11]. For example, [17] analysed the relationship between several FRPSDQLHV¶7ZLWWHUPHWULFV
(namely, number of followers, number of followings, and number of tweets) and their stock market 
performance. The data were first clustered by the K-means algorithm, followed by pairwise 
correlation analysis. Similar metrics from an online discussion forum was extracted in [18] which 
included the length of message (both in words and characters), occurrences of some characters, etc. 
Probabilistic clustering methods were then applied to categorise the data, followed by a regression 
DQDO\VLVWRH[SORUHWKHUHODWLRQVKLSEHWZHHQWKHPHWULFVDQGWKHILUPV¶market performance. A similar 
study using econometric modelling can be found in [19]. Above studies share two common 
characteristics from social media data mining point of view: (i) learning algorithm was not adopted; 
and/or (ii) analysis of qualitative comments was missing. 
 
Similar observations can be also made in studies concerning other industries. For instance, [7] 
observed the trend of some pizza companies based on the usage data from their social media sites. The 
metrics used are number of fans/followers, number of postings, frequency of posts, and so on. They 
aimed to analyse the market competitiveness of different companies. But, only high level statistics 
were summarised. Nevertheless, they did apply content analysis to identify the main themes based on 
the qualitative comments. This study is similar to many existing papers that did not quantify social 
media data using statistical tools. Hence, they missed the opportunity to generalise the findings to the 
broader segment of the population and as such they were unable to predict future trends. 
 
More recently, [20] made use of a number of Facebook user profile (e.g. gender, check-in app, etc.) as 
the predictors to anticipate the increases in Facebook usage rate. To fully utilise social media data, 
predictive algorithms are often required in order to foresee future events [5, 15, 21]. This is also the 
reason why data mining methods are commonly coupled with learning algorithms. In this regard, 
Artificial Neural Network (ANN), which is a common machine learning method [16, 21], is also 
employed in our study. Details of ANN will be discussed in the next section. 
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2.3 Algorithms 
In this section, correlation analysis that helps identify the input-output relationship from the social 
media data will be discussed. Next, ANN, a well-known machine learning technique, for formulating 
such relationship will be reviewed together with details about how useful information can be extracted 
from its hidden structure. 
 
2.3.1 Correlation Analysis 
In order to facilitate ANN analysis, independent variables (inputs) and dependent variables (outputs) 
must be identified for model training and validation. This can be done by the analysis of correlation 
which has been successfully applied in various domains such as healthcare [22], marketing [23], 
organisational management [24, 25], etc. However, there is a limited application of its kind to social 
media data. In this study, correlation analysis and partial correlation analysis are used to uncover the 
input-output relationship. Details of these methods will be discussed in Section 3.2. 
 
2.3.2 Artificial Neural Network (ANN) 
After addressing the input-output relationship from the social media data, ANN can be used to 
formulate such a relationship mathematically. ANN is a non-linear regression model which has been 
widely used for regression and predictive purposes such as stock market forecasting [26], credit rating 
[27], and consumer analysis [28]. Its application to social media data however is somehow limited. 
Nevertheless, some studies applying ANN to user-generated online content analysis can be found. For 
example, [29] applied ANN to identify potential bloggers and their influential strength in the 
blogosphere based on three dimensions of blog characteristics. The results of their study can help 
advertisers promote their products or services in a more effective fashion. [30] employed ANN to 
construct a recommendation system of social applications based on the popularity and reputation of an 
application as well as preferences and social relationship of an application user. They suggested that 
the ANN-based method can outperform other benchmarking methods in recommending the top three 
social applications to the evaluation group on a Facebook test platform. [31] utilised an ANN-based 
method of analysing Twitter messages in order to determine consumer sentiment towards a brand. 
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Their proposed method would be useful in classifying and estimating important consumer sentiment 
on Twitter corpus. However, while making use of the generalisation ability of ANN, all the above 
mentioned studies did not fully explore the explanatory capability of ANN. Hence, limited knowledge 
was extracted from the data. 
 
A typical ANN consists of an input layer, a hidden layer, and an output layer. Units in input and 
hidden layers as well as those in hidden and output layers are inter-connected forming a network. The 
strengths of the inter-connections are defined as the connection weights (also known as network 
parameters). Through proper training, ANN can learn from the sample data by adjusting the 
connection weights when mapping the inputs onto the outputs. Hence, a well-trained ANN is able to 
quantitatively describe the connectivity between inputs and outputs. In fact, ANN is well-known for 
its mathematical utility in acquiring knowledge about the input-output relationship without the need of 
presuming the data distribution. But, at the same time, it has been criticisHGDVD³EODFN-ER[´V\VWHP
from which it is hard to extract explanatory information about inter-relationships between network 
variables [32]. To address this criticism of ANN, different ANN-based methods have been applied to 
generate explicit interpretation of causal connectivity among variables of the network. Details of these 
methods will be discussed in Section 3.3. 
 
3.  Research Method 
In this study, the main aim is to identify the rationale of posting comments, which can be reflected by 
their length. It is assumed that the longer the comment length, the more complex sentences and ideas 
users can express. Hence, the more information the comment contains [33, 34], i.e. information 
richness. Also, a positive correlation is noted between comment length and its perceived usefulness 
[35]. To achieve the main aim, an ANN-based approach is proposed as shown in Figure 1. It first 
characterises the comments with a list of attributes via content analysis. This is followed by statistical 
analysis to uncover the significant relationship between attributes and comment length. A training 
model based on ANN is then employed to measure such a relationship. As a result, the final outcome 
can be used to indicate which key attributes make up rich comments, and assess the richness of new 
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comments. Mechanisms of the approach are discussed in this section. In Section 4, a case study is 
presented to disclose more details of the approach and how it can be operated in practice. 
 
³Figure 1´ 
 
3.1 Content Analysis  
The first mechanism is to map each user-generated comment against a list of predefined product 
attributes. As discussed in Section 2, content analysis is a useful method to identify codes or themes in 
a qualitative database [2, 11, 12]. In this study, our objective is to determine what constitutes a ³rich´ 
comment and to predict the richness of future comments. It is believed that the richness of the 
comment can be assessed with respect to its length which is an objective measure. Hence, we aim to 
examine what attributes may affect the length, and how the length of new comments may be related to 
the attributes. To do so, a set of attributes is defined and mapped against the comments via content 
analysis. The application of the content analysis will be discussed in Section 4.1. It is noted that more 
than one attribute can be assigned to a comment. Consequently, the output of this step is the mapping 
between comments and attributes, which serves as the input for correlation analysis. 
 
3.2 Correlation Analysis 
Next, correlation analysis and partial correlation analysis are employed as the second mechanism to 
statistically identify the input-output relationship between attributes and comment length. The 
explanation of this step of the analysis will be presented in the case study; see section 4.2 and 4.3, 
respectively. Correlation analysis is used to determine the significance and strength of linear 
relationship between variables. Similar to correlation analysis, partial correlation analysis can be used 
to justify the same relationship in consideration of the third variable. In other words, we attempt to 
address the ³direct´ association between variables without the effect of the third variable. The relevant 
procedures are detailed in [25, 36]. The outputs of this step are the input-output models depicting the 
causal relationship between key attributes and comment length. These models are regarded as inputs 
for ANN analysis. 
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3.3 ANN Analysis 
As the third mechanism, feed-forward backpropagation ANNs with Levenberg-Marquardt training 
function are used to formulate the relationship of the input-output models for constructing the 
connectivity models. For benchmarking purpose, MLR is also applied. After training and validation, 
the relative influence of each key attribute (input) towards the comment length (output) and that 
among key attributes can then be measured such that one can tell what constitute a rich comment and 
how the value of a comment can be justified. Since there is no universal method of identifying 
important inputs in all cases [37, 38], five different ANN-based methods (three connection weight 
methods and two model response methods) and five MLR-based methods are applied and compared in 
examining the social media data. The application of ANN analysis will be discussed in Section 4.4. 
 
3.3.1 Training and Validation 
In brief, each of the ANNs is trained and evaluated via a 10-fold cross validation, and 90% of the data 
are used for training whereas the remaining 10% are for validation. Using ANN, the number of 
neurons in the hidden layer (P) can be determined by the method of [39] in which P = number of 
inputs (N)+1 was suggested. A trial-and-error method is then used to confirm the value of P [38]. In 
general, it can be expected that the performance of ANN is improved as P increases. This is because a 
large P may enhance the ability of ANN to learn and memorise the data, but it may lack ability to 
generalise, i.e. over-fitting. However, the ANN may not be able to learn from the data if P is too small 
[38]. 
 
After model training and validation, ANN can be used to compute the relative influence among 
attributes and comment length. Using ANN, there are two alternative ways to measure such influence: 
connection weight method and model response method. The former can compute the relative 
importance among attributes by the internal connection weights of a well-trained ANN model while 
the latter can compute the same from the comparison between the model response and the actual 
response by changing inputs of a well-trained ANN model.  
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Connection weight methods: 
There are three well-known connection weight methods: GarVRQ¶VPHWKRG[40] as shown in Equation 
(1), <RRQ¶VPHWKRG [41] as defined in Equation (2DQG7VDXU¶VPHWKRG [42] as defined in Equation 
(3), where RIik denotes the relative importance of input unit i towards output unit k, Wij denotes the 
connection weight between input unit i and hidden unit j, Wjk denotes that between hidden unit j and 
output unit k, N is the total number of input units, and P is the total number of hidden units. All these 
methods utilise the model parameters of an ANN (i.e. the connection weights between input units, 
hidden units, and output unit) to determine the relative importance of each input in predicting the 
single output. 
 
1
1
1 1
1
| || |
| |
| || |
| |
P
ij jk
N
j
ij
i
ik N P
ij jk
N
i j
ij
i
W W
W
RI W W
W
 
 
  
 
 
¦ ¦
¦¦ ¦
 (1) 
1
1 1
P
ij jk
j
ik N P
ij jk
i j
W W
RI
W W
 
  
 
¦
¦¦
 (2) 
1
1 1
( )
( )
P
ij jk
j
ik N P
ij jk
i j
W W
RI
W W
 
  

 

¦
¦¦
 (3) 
 
Model response methods: 
Alternatively, there are two well-known model response methods: change of mean square error (COM) 
method and sensitivity analysis (SA) method. The COM method is used to statistically rank the 
influence of the inputs [37]. In brief, it measures the change in the mean square error (MSE) of a 
prediction made by an ANN model after an input is removed. The MSE with input n removed is 
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determined by Equation (4) where Ai and Ei are the observed values and predicted values of i-th 
testing dataset respectively, and D is the total number of tested dataset. To be specific, the model with 
N-1 inputs is re-trained each time after input n is removed, and the absolute difference between the 
MSE of the model without input n (MSEn) relative to that of the full model with all N inputs (MSEall) 
is then computed. The input whose deletion induces the largest change in MSE is ranked as the most 
influential factor, since its removal from the full model causes the most variation in the model 
responses. Thus, the RI of attribute n can be measured based on its proportion of the change induced 
relative to the total change in MSE induced by all attributes, as defined by Equation (5). 
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Another method; SA, examines the model responses by changing the inputs [43]. In brief, each model 
is trained by fixing all inputs at their average values except input n, which varies through its entire 
range. If input n is important, it should produce a high variance (Vn) measured by Equation (6), where 
yni is the model output when input n is set at its i-th level and other inputs are held at their average 
YDOXHVDQGीn is the average model output over Ln levels of input n. Thus, the RI of input n can be 
computed by Equation (7). It is noted that the number of levels of all attributes is two (binary) except 
the comment length. As comment length is a continuous variable, L = 5 is suggested [44]. To obtain a 
more robust estimation of the input influence, the RI of each attribute is averaged over 10-fold 
training in 100 trials. 
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3.3.2 Benchmarking with MLR 
The general form of a linear model is presented as Equation (8) where Y is the output, ȕLVDPDWUL[RI
DOOXQNQRZQFRHIILFLHQWV;LVDPDWUL[RIDOOLQSXWVDQGİ is an D-by-1 vector of random disturbances, 
where D is the number of observations. Using D training datasets, the working mechanism of MLR is 
to minimise the sum of the squared residuals by computing a closed-form expression for estimating 
the unknown parDPHWHUȕ 
 
[ ...]TY X where a b c E  H E  
  
 
Using linear modelling, it is feasible to compute the relative influence of each variable towards the 
dependent variable directly from the regression equation [45]. In this study, five different methods are 
employed: R2 contribution averaged over orderings among regressors by [46], squared standardised 
FRHIILFLHQW ȕ2), the product of the standardised coefficient and the correlation by [47], R2 
decomposition by [48], and another R2 decomposition by [49]. For ease of presentation, these 
methods are denoted by LMG, Beta2, Pratt, Gen, and ZS respectively. 
 
4.  Case and Results 
In order to demonstrate how the proposed approach operates, a case is employed. In this study, social 
media data from the RIILFLDO ³6DPVXQJ 0RELOH´ Facebook page were extracted. Facebook page is 
chosen because it allows creation of online brand or product communities and encourages consumers 
to freely express their feelings and sentiments regarding product and brand with less restriction. For 
example, unlike Twitter, Facebook does not limit the number of signs/characters used in the 
comments. The official Facebook page can facilitate the centralisation of feedback related to its 
product as well as comments posted by users from all around the world. The intrinsic features of 
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Facebook enable the users to express their opinions more accurately and hence the written comments 
may be more representative as compared to other social media platforms. 
 
Since the products of Samsung can be considered as ³KL-tech´ type of products, product innovation is 
chosen as the high level theme for the mapping. For the sake of analysis, 86055 user-generated 
comments were downloaded in a two-month window. Only comments written in English and 
comments related to Samsung smart phone Galaxy S4 are studied. With above control, the database 
was reduced to 1674 comments for final analysis. Below we present the mechanisms of the approach 
and the results. 
 
4.1  Characterisation of the Online Comments (the first mechanism) 
As mentioned earlier, product innovation is the theme of the mapping. In this connection, a list of 
attributes regarding product innovation is identified for this mapping process via systematic review of 
the literature, which is useful and reliable source to informed audiences [50]. 
 
During the literature review, a number of high level determinants of new product performance are 
first identified. They are a combination of product, strategic, development process, organisational, 
and/or market environment factors [51]. The sub-factors are then extracted from top-tier publications 
from the ABS journal list. The list of factors, sub-factors and the corresponding references are listed 
in the appendix. After identifying the attributes of product innovation, the researchers then map the 
1674 comments to these 37 attributes using a 3-step approach, i.e. initialisation-crosschecking-
confirmation. There are two main reasons why a manual approach was adopted to perform the 
mapping over a computerised approach. Firstly, manual mapping has been deemed as equally 
effective as computerised mapping [52]. Secondly, during manual mapping, researchers could map 
comments with specific texts, tags and occasional spelling errors, which would not be handled by 
computerised approach. Assignments are agreed by all authors to improve reliability of the mapping. 
Take the following comments as an example: ³I update my galaxy s4 to android 4.3 and now don't 
work fine, have wifi problems, and some times I can't unlock screen...´³My Phone Galaxy S4 I9500 
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4.3 Turkey Update is Too bad! Decreased by 24% over 6 hours battery WiFi off, mobile data off, sync 
when closed´DQG³Please fix the 4.3 update on the s4 (sprint). Keep getting kicked from wifi. Not 
cool´All these comments are related to technology synergy and product quality, hence they can be 
mapped to attributes S1 and P1 (see appendix). This step essentially characterises all the comments. 
The relationship between attributes and comment length can then be identified with the second 
mechanism. 
 
4.2  Results of Basic Statistics 
Table 1 shows that the total number of comments we examined is 1669 (5 comments are excluded as 
no mapping can be done). On average, 2.93 attributes can be identified with a comment. The average 
length of comments is 210.89 characters including spacing. Also, users use an average of 69.29 
characters to construct a comment which can be mapped with one attribute. Table 2 reports that the 
total number of attributes we examined is 30 (7 attributes are excluded as no mapping can be done). 
On average, 163 comments can be mapped with each attribute. Also, users use an average of 69.18 
characters to address one attribute. The ratio of attributed comments to the total number of comments 
for each attribute is also examined. For example, attribute S1 can be found in 19.11% of the 
comments, i.e. 319 out of 1669 comments. All attributes can be then ranked by this percentage. As a 
result, M5, P4, P1, and O2 can be found in more than 40% of the comments while the remaining 
attributes are addressed in 0.06%-19.11% of the comments. Since the comment lengths of the samples 
are skewed, log-transformation is performed to the raw data for ensuring normality for later analysis. 
 
³7DEOH´ 
³7DEOH´ 
 
The correlation coefficient (r) between attributes per comment and length of comments (log-
transformed) is 0.49 (p=0). It means that a significant correlation with medium strength (r: 0.4 ± 0.7) 
can be found. In other words, it informs the fact that users may need to use more characters to cover 
more attributes related to the product performance. Insignificant correlation is found between 
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comments per attribute and characters used per attribute (r=0.05, p=0.7863). It implies that the 
number of characters used to describe an attribute is not affected by the prevalence of that attribute. 
For example, M5 is one of the most common attributes found in the comments, but an average of 55.7 
characters is used to address it. In contrast, an average of 72 characters is used to address O6 which is 
the least common attribute. 
 
4.3  Statistical Correlation Analysis (the second mechanism) 
As a complement to the correlation analysis, Table 3 reports the coefficients of partial correlation 
analysis (r), which are significant at 95% confidence level (p<0.05) without the effect of controlling 
the third variable. Thus, for example, weak but significant correlation (r=0.3, p<0.05) between S1 and 
D4 is found and this correlation may be affected by a third variable such as S3, D1, D3, etc. Partial 
correlation can be then used to confirm the connection between S1 and D4. If the connection is still 
found significant while controlling for the third variable, it must be sustained, otherwise, it is removed 
[22, 25, 36]. Accordingly, the linkages between S1 and S3, and S1 and D1 are removed due to the 
impact of the third variable. More information about partial correlation can be found in the study of 
[53]. 
 
³Table 3´ 
 
Figure 2 shows all the direct as well as indirect association between the key output (comment length) 
and inputs (important attributes). In brief, there are total of six attributes (D10, M6, O4, P1, P3, and 
P5) directly related to the comment length (LEN). Particularly, mutual influence is found between 
2ļ'DQG2ļ3$OVRWKHUHDUHWRWDOof eleven attributes (D7, D9, M1, M3, D3, P6, D4, M5, 
O2, M7, and S1) indirectly connecting to LEN. 
 
³Figure 2´ 
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However, Figure 2 cannot show a thorough picture how LEN can be affected. In addition to the main 
effects of attributes, 2-factor interaction effects are also considered. ANOVA is performed to examine 
the impact of both main effects and interaction effects on LEN. The results of ANOVA are reported in 
Table 4. From Table 4, the main effects of P1, P3 and P5 are deemed as insignificant (p>0.05) while 
only three interaction effects are found significant (p<0.05), i.e. D10*P1, O4*P1, and P1*P5. Hence, 
Figure 2 can be revised as Figure 3 in which a more complete and informative description about the 
relationship between comment length and attributes can be obtained. 
 
³Table 4´ 
³Figure 3´ 
 
To facilitate ANN analysis, the model (Figure 3) can be split into four different input-output models, 
i.e. Model 1-Model 4 corresponding to four different hubs: comment length (LEN), D10, O4, and M6, 
as shown in Figure 4. A hub is formed when a factor is connected with two other factors or more. By 
examining the input-output relationship, all factors (inputs) should be directed to the hubs (outputs). 
7KDW¶VZK\DOOFRQQHFWLRQVLQWKHIRXUPRGHOVDUHSRLQWLQJDWWKHKXEV(YHQWKRXJK3KDVPRUHWKDQ
one connection as shown in Figure 3, it can hardly form a hub as all of its connections are not pointing 
towards itself. 
 
³Figure 4´ 
 
4.4  Analysis Results of ANN and MLR (the third mechanism) 
Each of the input-output models is used to define a single ANN, hence, four different ANNs are 
developed. Since the output of Model 1 is a continuous variable and that of the other models is a 
binary one, two different measures are used for model validation: mean absolute percentage error 
(MAPE) for Model 1 and prediction correctness (PC) for other models. MAPE is defined by Equation 
(9) where Ai and Ei are the observed values and predicted values of i-th testing dataset respectively, 
and D is the total number of tested dataset. PC is defined by Equation (10) as the ratio of the total 
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QXPEHU RI FRUUHFW SUHGLFWLRQV și) over the total number of tested dataset (D). After training and 
validating (Table 5), it is found that, in yielding the best performance, P must be 7 in Model 1 (N=6) 
where both MAPE and standard deviation (SD) are the minimum. In maximising PC, P must be 10, 4, 
and 3 for Model 2 (N=9), Model 3 (N=3), and Model 4 (N=2), respectively. 
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³Table 5´ 
 
For benchmarking purpose, Table 6 shows the comparison results between ANN and MLR in 
modeling the connectivity in Model 1-Model 4 over 10-fold cross-validation. The table shows that 
ANN can outperform MLR at 95% significance level for Model 1 (p=0) and Model 2 (p<0.05), and it 
would confirm the non-linearity of the relationship between the variables [54, 55]. But, no significant 
difference between ANN and MLR is found for Model 3 (p>0.1) and Model 4 (p>0.5). A possible 
reason is that Model 3 and Model 4 are much simpler and smaller in size with only 2-3 inputs as 
compared to Model 1 and Model 2. In modeling small problems, simple regression methods may yield 
comparable performance as more sophisticated methods such as ANN [38]. Nevertheless, ANN is 
deemed to be reliable in capturing the connectivity between attributes and the comment length. 
 
³Table 6´ 
 
Tables 7-10 show the relative importance of factors in Model 1-Model 4 computed by ten different 
methods as discussed in Section 3. Since ANN significantly outperforms MLR in modelling the 
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connectivity of Model 1 and Model 2, it can be assumed that such connectivity may be non-linear, 
hence, ANN-based methods of computing the input influence must be more accurate and reliable. In 
Model 1, the two most influential factors (M6 and P1*P5) in affecting the comment length can be 
addressed by all ANN-based methods except SA. Similarly, in Model 2, the three most influential 
factors (O4, P6, and LEN) can be identified by all ANN-based methods except SA. 
 
³Table 7´ 
³Table 8´ 
 
Since there is no significant difference between ANN and MLR in modeling the connectivity of 
Model 3 and Model 4, all ten methods are compared. In Model 3, all methods can address the two 
most influential factors (P6 and LEN) except SA. Likewise, all methods can identify the most 
important factor (LEN) in Model 4 except SA. Based on the above observations, it can be concluded 
that SA method is found to be unreliable in measuring the input influence from our datasets. Same as 
the study of [36], the ranking results by the COM method are proved to be consistent with that of 
*DUVRQ¶V DQG <RRQ¶V PHWKRGV 0RUHRYHU WKH &20 PHWKRG LV DEOH WR JHQHUDWH UDQNLQJ UHVXOWV
comparable to expert judgments [24] and differentiate factors with real-world consent [22, 25, 54, 56]. 
Given its authenticity, the COM method is used to derive the input influence to the comment length. 
 
³Table 9´ 
³Table 10´ 
 
Using the COM method, the relative importance of factors in Model 1-Model 4 can be summarised in 
Table 11. In Model 1, the two most influential attributes linking to the comment length (LEN) are 
³33´ DQG ³0´ ZLWK RYHUDOO LQIOXHQFH    ,Q 0odel 2, the four most influential factors 
FRQWULEXWLQJWR³'´DUH³3´³2´³/(1´DQG³2´ZLWKRverall influence = 72%. Interestingly, 
LEN is the most influential factor in both Model 3 and Model 4 with overall influence = 83%. 
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³Table 11´ 
 
If only connections with more than 70% overall influence are examined, the connectivity model can 
be shown as Figure 5. From Figure 5, all significant direct as well as indirect influence between 
comment length and attributes can be highlighted. It is noted that, given any empirical data, the true 
importance of variables is usually unknown [56]. Therefore, this model can only provide explanatory 
information to support decision-making. 
 
³Figure 5´ 
 
5. Discussions 
From the connectivity model (Figure 5), it can be observed that if a user concerns about product 
quality and product technological performance (P1*P5), and/or the legal regulation (M6), he/she 
tends to write a long comment regarding the target product. These two main factors account for more 
than 70% of influence towards the comment length (LEN) while customer input (D10) and 
organisational support (O4) only account for the remaining 30% of influence. It implies that the user 
needs to apply more words to define P1*P5 and M6 in the comment. This is in line with the study of 
[33]. While P5 alone is objective (low- or hi-tech), it becomes highly subjective when users link it up 
with P1. As we know, quality, which is customer-oriented, is achieved only when customer needs can 
be met. In other words, hi-tech (or low-tech) products do not necessarily increase (or decrease) 
customer satisfaction. This can be justified by the findings of [57] that the technical performance of 
the product was found not significantly correlated with market share in high-tech industries. 7KDW¶V
why users are more conscious about such products and generally need a longer comment to define 
such opinions (P1*P5). The explanation of P1*P5 interaction can also derive from FRQVXPHU¶V 
growing sense of empowerment observed among users of social media platforms. [58] noticed that 
nowadays consumers desire to play a greater role in product development and co-creation which can 
be facilitated by the Internet-based platforms. 
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Also, M6 is rigid and users are required to specify explicitly which regulation or standard they are 
concerned about. Hence, a longer comment is also created. This can indicate FRQVXPHUV¶growing role 
in the process of product development and co-creation. It is apparent that now consumers are not only 
concerned about product features but also legal aspects that may affect the product development and 
its introduction to the market [59]. In contrast, LEN is less sensitive to D10 and O4. In brief, if only 
D10, M6, O4 and P1*P5 are considered, longer comments are expected if the users concern more 
about M6 and/or P1*P5. 
 
The aggregated model also indicates the ³bi-directional´ relationship between /(1ļ', /(1ļ2, 
and /(1ļ0. Regarding /(1ļ0, it implies that longer comments are created if customers want 
to emphasise M6. On another hand, if a new comment is long, we are confident to say that it must 
contain information related to M6 (e.g. environmental issues). 5HJDUGLQJ/(1ļ2ZKHUHDV2GRHV
not have huge impact on the LEN as compared to P1*P5 and M6, LEN does have substantial 
influence on O4. In other words, if the new comment is long, it must also contain information related 
to O4 (e.g. customer service, product recall, etc). This relationship reveals that consumers do not 
request to take part in the early stages of product development such as idealisation and product 
development, but they want to be involved in post-launch activities [60]. Given the weak impact of 
LEN on D10, the new comment may or may not contain information related to customer input (e.g. 
good sense of touching, fashionable appearance, etc). 
 
There are four attributes which are indirectly linked to LEN: D10, communication (O2), O4, and 
product innovativeness (P6). Due to the mutual link between D10 and O4, they have direct as well as 
indirect impact on LEN through each other. Their impact however is deemed to be weak. Both O2 and 
P6 are indirectly linked to LEN through D10. It implies that most of the customer-specific needs are 
related to O2 (e.g. internal communication within the company) and P6 (e.g. creativeness of the 
product). Moreover, P6 is indirectly linked to LEN via O4. Another implication is that top 
management support is critical to enhance the creativity of the product DW OHDVW IURP WKH XVHUV¶
perspective. 
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Based on the above discussions, there are several key findings: 
y If users are concerned about P1*P5 and/or M6, they tend to write long comments. 
y If the new comments are long, they are most likely related to M6 and/or O4. 
y Concerns about D10 are mostly associated with that of O2 and P6 in the comments. 
y Concerns about O4 are mostly associated with that of P6 in the comments. 
 
6.  Conclusions 
In order to overcome the challenges of social media data mining, this study provides a structured 
mechanism to extract values from the data. In the proposed approach, a simple yet comprehensive 
mapping between social media data and a number of pre-defined attributes is firstly conducted. Next, 
input-output models are developed to identify the relationship between attributes and comment length. 
Finally, neural networks are created, allowing such relationship to be formulated quantitatively. The 
final outcome of the procedure is a list of key attributes that are of consumer concern and which have 
to be addressed by the company to improve the product performance.  
 
For illustration purpose, the proposed approach was used to analyse user-generated comments 
concerning Samsung Galaxy S4 model from official Samsung Mobile Facebook page within a 2-
month window. An interesting finding was observed that consumers may convey less information 
through common attributes. In other words, less common attributes may help elicit useful information 
from the consumers, e.g. an important attribute, legal issues regarding market environment (M6), was 
found in less than 3% of the comments. Our analysis further revealed that consumers demonstrate 
their major concerns over the coupled impact of product quality and product technological 
performance (P1*P5) and M6 by writing long comments. The analysis also confirmed that the longer 
the comments, the more likely the information is about M6 and support which the consumer receives 
from the company (O4), where consumer input (D10) has marginal impact. Thus it is suggested that 
Samsung should give priority to quality and product technological performance as well as possible 
legal issues when developing its products. 
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In this study, the focal point is the information richness of the comments concerning the product 
performance; hence the authors did not evaluate the sentiment of the comments when characterising 
the comments. In other words, the comments are considered rich (characterised by the identified 
attributes) regardless of whether they are negative or not. Another limitation of this study is that only 
comment length is considered for the analysis. In the future, more characteristics of the comments, 
such as sentiment, attitude and personality of the users posting the comment, will be considered. 
Incorporation of such attributes into the investigation will allow multi-dimensional way of addressing 
information richness of comments. The proposed method can also be applied to different areas or 
topics by a clear definition of the mapping. More importantly, this study does provide a first attempt 
to pave the path for quantitative analysis in the realm of social media research. 
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Appendix 
Table A1. Key factors of new product performance 
Categories Label Factors Description  Sources 
Strategic 
S1 Technological 
synergy 
Congruency between the existing 
technological skills of the firm 
and the technological skills 
needed to execute a new product 
initiative successfully 
Montoya-Weiss and Calantone 1994; Henard 
and Szymanski 2001; Pun et al. 2010; 
S2 Company 
resources 
Focused commitment of 
personnel and R&D resources to a 
new product initiative 
Montoya-Weiss and Calantone 1994; Henard 
and Szymanski 2001; Krishnan and Ulrich 
2001; 
S3 Business strategy 
This factor indicates the strategic 
impetus for the product 
development (for example, 
defensive, reactive, proactive, 
imitative). 
Montoya-Weiss and Calantone 1994; Hultink et 
al. 1997;Im and Workman 2004; 
S4 Marketing 
synergy  
Congruency between the existing 
marketing skills of the firm and 
the marketing skills needed to 
execute a new product initiative 
successfully 
Montoya-Weiss and Calantone 1994; Cooper 
and Kleinschmidt 1995; Hultink et al. 1997; 
Henard and Szymanski 2001; Krishnan and 
Ulrich 2001; Pun et al. 2010; 
S5 Innovation 
strategy 
A plan made by an organisation to 
encourage advancements in 
technology or service by investing 
in research and development 
activities.  
Hultink et al. 1997;  
Development 
process 
D1 Technical 
competitiveness 
Proficiency of a firm's use of 
technology in a new product 
initiative 
Montoya-Weiss and Calantone 1994; Henard 
and Szymanski 2001; Cho and Lee 2013; 
Cankurtaran et al. 2013; 
D2 Marketing 
activities 
Proficiency with which a firm 
conducts its marketing activities 
Montoya-Weiss and Calantone 1994; Cooper 
1994; Cooper and Kleinschmidt 1995; Henard 
and Szymanski 2001; Cankurtaran et al. 2013; 
D3 Protocol 
Protocol refers to the firm's 
knowledge and understanding of 
specific marketing and technical 
aspects prior to product 
development 
Montoya-Weiss and Calantone 1994; 
Cankurtaran et al. 2013; 
D4 Speed to market 
Speed in the concept-to-
introduction time line (i.e., time to 
market) 
Cooper and Kleinschmidt 1994; Padmanabhan  
1997; Hendricks and Singhal 1997; Gruner and 
Homburg 2000; Henard and Szymanski 2001;  
Krishnan and Ulrich 2001;Chen et al. 2005; 
Mallick and Schroeder 2005; 
D5 Financial/busine
ss analysis 
The proficiency of ongoing 
financial and business analysis 
during development, prior to 
commercialisation and full-scale 
launch. 
Montoya-Weiss and Calantone 1994; Cooper 
1994; Carrillo 2005; 
D6 Cost  
Development cost including 
measures of production, R&D, or 
marketing cost overruns or 
expenditures. 
Cooper 1994; Carrillo 2005; Chen et al. 2005; 
Mallick and Schroeder 2005;Pun and Chin 
2005; 
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D7 Design and testing  
Product design, and performance 
testing and validation.  
Krishnan and Ulrich 2001; Pun and Chin 2005; 
Cankurtaran et al. 2013; 
D8 
Process 
development and 
improvement  
Employment of formalised 
product development procedures 
Pun and Chin 2005; Pun et al. 2010; 
 
D9 Well-defined plan/roadmap 
Well-defined plan-roadmap to 
develop new product 
Cooper and Kleinschmidt 1995; Carrillo 
2005;Pun and Chin 2005; Cho and Lee 2013; 
D10 Customer input 
Incorporation of customer 
specifications into a new product 
initiative 
Henard and Szymanski 2001; Ernst 2002;Pun et 
al. 2010; Cankurtaran et al. 2013; 
D11 Product Launch  
Proficiency with which a firm 
launches the product 
Hendricks and Singhal 1997; Hultink et al. 
1997; Padmanabhan et al. 1997; Gruner and 
Homburg 2000;Henard and Szymanski 
2001;Krishnan and Ulrich 2001;  
D12 Process 
concurrency  
Synchronisation of activities of 
multiple processes and it requires 
good communication among 
processes. 
Chen et al. 2005; Cankurtaran et al. 2013; 
Market 
environment 
M1 Market potential  
Anticipated growth in 
customers/customer demand in 
the marketplace 
Montoya-Weiss and Calantone 1994;  Hultink et 
al. 1997; McGrath 1997; Boer 1998; Henard and 
Szymanski 2001; 
M2 Market 
competition 
Degree, intensity, or level of 
competitive response to a new 
product introduction 
Montoya-Weiss and Calantone 1994; Hultink et 
al. 1997;Slater and Narver 1998; Henard and 
Szymanski 2001; Cankurtaran et al. 2013; 
M3 Market turbulence  
The factor refers to the rate of 
change in the composition of 
FXVWRPHUV¶QHHGVDQGWKHLU
preferences 
Montoya-Weiss and Calantone 1994; Henard 
and Szymanski 2001; Carrillo 2005;Chen et al. 
2005; Pun et al. 2010; 
M4 Entry barriers 
The factor refers to obstacles that 
make it difficult to enter a given 
market. 
Slater and Narver 1998; Cho and Lee 2013; 
Cankurtaran et al. 2013; 
M5 Customer needs 
Expectations and requirements 
from customers when purchasing 
the product 
Mishra et al. 1996; Henard and Szymanski 
2001; Pun and Chin 2005; Cho and Lee 2013; 
M6 Legal regulation  
The factor refers to regulations 
that could affect the product 
development i.e. environmental 
 issues 
Cho and Lee 2013; 
M7 Technological turbulence  
The factor refers to the rate of 
change associated with 
technology used to develop new 
products in an industry.  
Chen et al. 2005; Cankurtaran et al. 2013; 
Organisational 
O1 Internal and 
external relations 
This factor refers to the 
coordination and cooperation 
within the firm and between 
firms; 
Montoya-Weiss and Calantone 1994; Henard 
and Szymanski 2001; Carrillo 2005; Pun and 
Chin 2005; Cankurtaran et al. 2013; 
O2 Communication 
Level of communication among 
the team and cross-departments in 
a new product initiative 
Henard and Szymanski 2001; Ernst 2002; Pun 
and Chin 2005; 
O3 Experience and 
competencies  
,WUHIHUVWRRUJDQLVDWLRQ¶V
experience &alignment with core 
competencies.  
Cankurtaran et al. 2013; 
O4 Organisational 
support 
Degree of senior management 
support for a new product 
initiative 
Montoya-Weiss and Calantone 1994; Souder 
and Song 1998; Henard and Szymanski 2001; 
Ernst 2002; Bastic 2004; Cankurtaran et al. 
2013; 
O5 Organisational integration 
Degree of multiple-department 
participation  in a new product 
initiative 
Ernst 2002; Chen et al. 2005; Cankurtaran et al. 
2013; 
O6 Organisational 
structure  
It includes measures of 
organisational climate, size, 
centralisation, reward structure, 
and job design. 
Montoya-Weiss and Calantone 1994; Pun and  
Chin 2005; Cankurtaran et al. 2013; 
Product P1 Quality  
Product ability to perform its 
primary function 
Gruner and Homburg 2000; Pun and Chin 2005; 
P2 Product Superiority and/or differentiation Montoya-Weiss and Calantone 1994; Hultink et 
27 
 
advantage  over competitive offerings  al. 1997;Henard and Szymanski 2001; Pun and 
Chin 2005; 
P3 Product price Perceived price-performance 
congruency (i.e., value) 
Hultink et al. 1997; Henard and Szymanski 
2001; 
P4 Product meets 
customer needs 
Extent to which product is 
perceived as satisfying 
desires/needs of the customer 
Gruner and Homburg 2000; Henard and 
Szymanski 2001; 
P5 
Product 
technological 
performance  
Perceived technological 
sophistication (i.e., high-tech, 
low-tech) of the product 
Gruner and Homburg 2000; Henard and 
Szymanski 2001; Mallick and Schroeder 2005; 
P6 Product innovativeness  
Perceived 
newness/originality/uniqueness/ra
dicalness of the product 
Hultink et al. 1997; Henard and Szymanski 
2001; 
 
References:  
Anderson, E. G., & Joglekar, N. R. (2005). A hierarchical product development planning framework. Production and 
Operations Management, 14(3), 344-361. 
Bastic, M. (2004). Success factors in transition countries. European Journal of Innovation Management, 7(1), 65±79. 
Boer, F. P. (1998). Traps, pitfalls and snares in the valuation of technology. Research Technology Management, 41, 45-54. 
Cankurtaran, P., Langerak, F., & Griffin, A. (2013). Consequences of New Product Development Speed: A MetaǦAnalysis. 
Journal of Product Innovation Management. 30(3), 465-486 
Carrillo, J. E. (2005). Industry clockspeed and the pace of new product development. Production and Operations 
Management, 14(2), 125-141. 
Chen, J., Reilly, R. R., and Lynn, G. S.  (2005). The impacts of speed-to market on new product success: The moderating 
effects of uncertainty. IEEE Transactions on Engineering Management 52 (2): 199±212. 
Cho, J., and Lee, J. (2013) Development of a new technology product evaluation model for assessing commercialization 
opportunities using Delphi method and fuzzy AHP approach, Expert System with Applications, 40(13), 5314-5330 
Cooper, R. G. (1994). New products: The factors that drive success. International Marketing Review, 11(1), 60±76. 
Cooper, R. G. and Kleinschmidt, E. J., 1994, Determination of timeliness in product development. Journal of Product 
Innovation Management, 10, 112-125. 
Cooper, R. G., & Kleinschmidt, E. J. (1995). Benchmarking the firm's critical success factors in new product development. 
Journal of product innovation management, 12(5), 374-391. 
Ernst, H. (2002). Success factors of new product development: a review of the empirical literature. International Journal of 
Management Reviews, 4(1), 1-40. 
Gruner, K. E., & Homburg, C. (2000). Does customer interaction enhance new product success?. Journal of business 
research, 49(1), 1-14. 
Henard, D. H., & Szymanski, D. M. (2001). Why some new products are more successful than others. Journal of marketing 
Research, 362-375. 
Hendricks, K.B., and V.R. Singhal. 1997. Delays in new product introductions and the market value of the firm: The 
consequences of being late to the market. Management Science. 43(April) 422±436. 
Hultink, E. J., Griffin, A., Hart, S., & Robben, H. S. (1997). Industrial new product launch strategies and product 
development performance. Journal of Product Innovation Management, 14(4), 243-257. 
Im, S., and Workman, J. P. Jr., (2004). Market orientation, creativity, and new product performance in high-technology firms. 
Journal of Marketing, 68(2), 114±132. 
Krishnan, V., and Ulrich, K. T. (2001). Product development decisions: A review of the literature. Management science, 
47(1), 1-21. 
Mallick, D. N., & Schroeder, R. G. (2005). An integrated framework for measuring product development performance in 
high technology industries. Production and Operations Management, 14(2), 142-158. 
McGrath, R.G., (1997). A Real Options Logic for Initiating Technology Positioning Investments, Academy of Management 
Review, 22(4), 974-996 
Mishra, S., Dongwook, K. & Dae, H. L. (1996) Factors affecting new product success: cross-country comparisons, Journal 
of Product Innovation Management, 13(6), 530±550. 
Montoya-Weiss, M.M., and Calanone, R., (1994) Determinants of new product performance: a review and meta-analysis, 
Journal of Product Innovation Management, 11, 397-417 
Padmanabhan, V., S. Rajiv, K. Srinivasan. 1997. New products, upgrades, and new releases, a rationale for sequential 
product introduction. Journal of Marketing Research. 34(November) 456±472. 
Pun, K. F., & Chin, K. S. (2005). Online assessment of new product development performance: an approach. Total Quality 
Management and Business Excellence, 16(2), 157-169 
Pun, K. F., Chin, K. S., & Yiu, M. Y. R. (2010). An AHP approach to assess new product development performance: An 
exploratory study. International Journal of Management Science and Engineering Management, 5(3), 210-218. 
Slater, S. F., & Narver, J. C. (1998). Research notes and communications customer-led and market-RULHQWHG OHW¶V QRW
confuse the two. Strategic Management Journal, 19(10), 1001-1006. 
Souder, W. E., & Song, X. M. (1998). Analyses of US and Japanese management processes associated with new product 
success and failure in high and low familiarity markets. Journal of Product Innovation Management, 15(3), 208±223. 
 
28 
 
 
Figure 1: An overview of the proposed approach 
 
Figure 2: The overall model 
 
 
Figure 3: The overall model with interaction effects 
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Figure 4: Input-output models. (a) Model 1; (b) Model 2; (c) Model 3; and (d) Model 4 
 
 
 
Figure 5: The connectivity model 
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Table 1: Information about comments 
Total number of Comments 
 
1669 
Number of Attributes mapped with a Comment 
Min 1 
Mean 2.93 
Max 12 
Length of a Comment (in chars) 
Min 5 
Mean 210.89 
Max 4278 
Average number of Chars used in a Comment to map with 
an Attribute 
Min 2.5 
Mean 69.29 
Max 1069.5 
 
 
Table 2: Information about attributes 
Total number of Attributes 
 
30 
Number of Comments mapped with an Attribute 
Min 1 
Mean 163 
Max 789 
Average number of Chars used to map with an Attribute 
Min 13 
Mean 69.18 
Max 137.87 
 
 
Table 3: Results of partial correlation analysis 
 
 
 
 
 
 
 
 
 
 
 
 
r S1 S3 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 M1 M2 M3 M5 M6 M7 O2 O3 O4 O6 P1 P2 P3 P4 P5 P6 Length
S1 - 0.30 -0.08 -0.20
S3 - 1.00 0.06
D1 - 0.06
D2 - 0.20 0.20 0.23 0.20
D3 - 0.71 0.71 0.45 0.11 0.71
D4 - 0.08 0.08 0.08 0.09 -0.23 -0.24 -0.07
D5 - 1.00 0.71 0.71 0.58 0.99
D6 - 0.71 0.71 0.58 0.99
D7 - 0.14
D8 - 0.71
D9 - 0.11 0.71
D10 - 0.13 0.09 -0.14 -0.07 0.20 0.16
D11 - 0.58
D12 -
M1 -
M2 - 0.84 0.12
M3 - 0.41 0.13
M5 - -0.52 -0.22 0.88
M6 - 0.10 0.19
M7 -
O2 - 0.20 -0.13 -0.50
O3 -
O4 - 0.26 -0.10 0.37
O6 -
P1 - 0.56
P2 - 0.17
P3 - 0.12
P4 -
P5 - 0.83 0.18
P6 -
Length -
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Table 4: Results of ANOVA 
Source Sum Sq. d.f. Mean Sq. F p 
D10 2.7713 1 2.7713 4.0047 0.045538 
M6 3.6076 1 3.6076 5.2131 0.022544 
O4 8.2435 1 8.2435 11.9121 0.000572 
P1 1.8287 1 1.8287 2.6425 0.10423 
P3 2.4036 1 2.4036 3.4733 0.062544 
P5 2.1774 1 2.1774 3.1464 0.076277 
D10*M6 0.073463 1 0.073463 0.10616 0.74461 
D10*O4 0.19406 1 0.19406 0.28042 0.59649 
D10*P1 9.25 1 9.25 13.3665 0.000264 
D10*P3 0.096045 1 0.096045 0.13879 0.70954 
D10*P5 0.49132 1 0.49132 0.70997 0.39958 
M6*O4 0.3254 1 0.3254 0.47021 0.49299 
M6*P1 2.4964 1 2.4964 3.6074 0.057699 
M6*P3 0.93328 1 0.93328 1.3486 0.24569 
M6*P5 0.44811 1 0.44811 0.64752 0.42112 
O4*P1 6.126 1 6.126 8.8523 0.00297 
O4*P3 0.26599 1 0.26599 0.38436 0.53536 
O4*P5 0.05959 1 0.05959 0.08611 0.76922 
P1*P3 2.4413 1 2.4413 3.5278 0.060525 
P1*P5 13.191 1 13.191 19.0613 1.34E-05 
P3*P5 0.036658 1 0.036658 0.052971 0.818 
Error 1139.772 1647 0.69203 
  Total 2158.731 1668 
   
 
 
Table 5: The performance of ANN with varying P 
 
P 2 3 4 5 6 7 8 9 10 11 12 
Model 1 MAPE 8.8155 8.7324 8.7386 8.6528 8.6685 8.5901 8.6505 8.6911 8.6662 8.6551 8.6442 SD 0.5255 0.5477 0.4477 0.4344 0.4470 0.3659 0.4477 0.4422 0.3959 0.4285 0.4226 
Model 2 P 2 3 4 5 6 7 8 9 10 11 12 PC 0.9090 0.9106 0.9110 0.9120 0.9122 0.9127 0.9131 0.9145 0.9169 0.9157 0.9163 
Model 3 P 2 3 4 5 6 7 8 9 10 11 12 PC 0.8970 0.9024 0.9060 0.9054 0.9018 0.9042 0.9024 0.9024 0.9018 0.9012 0.8976 
Model 4 P 2 3 4 5 6 7 8 9 10 11 12 PC 0.9717 0.9717 0.9657 0.9717 0.9711 0.9717 0.9717 0.9717 0.9717 0.9717 0.9717 
 
Table 6: Comparisons between ANN and MLR 
Model Measure ANN MLR t-test* 
1 MAPE 8.59 10.36 p=0 SD 0.37 0.76 
2 PC 91.69 90.84 p<0.05 
3 PC 90.60 89.58 p>0.1 
4 PC 97.17 97.17 p>0.5 
*Į  
 
Table 7: Relative importance among factors of Model 1 
Model 1 
(LEN)# 
ANN-based MLR-based 
Garson Yoon Tsaur COM SA LMG Beta2 Pratt Gen ZS 
D10 0.09 0.04 0.13 0.07 0.11 0.06 0.11 0.06 0.07 0.07 
M6 0.18 0.30 0.23 0.24 0.32 0.06 0.06 0.06 0.06 0.06 
O4 0.18 0.18 0.12 0.09 0.38 0.26 0.42 0.30 0.27 0.27 
D10*P1 0.16 0.09 0.15 0.06 0.10 0.27 0.12 0.22 0.24 0.26 
O4*P1 0.17 0.14 0.11 0.06 0.07 0.17 0.22 0.22 0.19 0.18 
P1*P5 0.22 0.25 0.26 0.48 0.02 0.18 0.07 0.14 0.17 0.16 
#Output of the model 
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Table 8: Relative importance among factors of Model 2 
Model 2 
(D10)# 
ANN-based MLR-based 
Garson Yoon Tsaur COM SA LMG Beta2 Pratt Gen ZS 
D3 0.10 0.05 0.12 0.03 0.04 0.04 0.01 0.03 0.04 0.04 
D7 0.10 0.06 0.19 0.07 0.35 0.09 0.07 0.10 0.09 0.10 
D9 0.11 0.10 0.03 0.05 0.11 0.05 0.04 0.06 0.05 0.05 
M1 0.05 0.00 0.02 0.06 0.13 0.11 0.10 0.11 0.11 0.11 
M3 0.09 0.10 0.09 0.07 0.33 0.05 0.03 0.04 0.05 0.04 
O2 0.10 0.12 0.05 0.20 0.01 0.16 0.18 0.16 0.16 0.16 
O4 0.12 0.12 0.16 0.09 0.01 0.08 0.13 0.07 0.08 0.07 
P6 0.19 0.27 0.21 0.24 0.01 0.21 0.14 0.20 0.21 0.21 
LEN 0.15 0.19 0.14 0.19 0.01 0.21 0.30 0.23 0.21 0.22 
#Output of the model 
 
Table 9: Relative importance among factors of Model 3 
Model 3 
(O4)# 
ANN-based MLR-based 
Garson Yoon Tsaur COM SA LMG Beta2 Pratt Gen ZS 
D10 0.13 0.14 0.08 0.05 0.04 0.05 0.07 0.05 0.05 0.05 
P6 0.22 0.26 0.09 0.12 0.03 0.08 0.08 0.07 0.08 0.07 
LEN 0.65 0.60 0.83 0.83 0.93 0.87 0.85 0.88 0.87 0.88 
#Output of the model 
 
 
Table 10: Relative importance among factors of Model 4 
Model 4 
(M6)# 
ANN-based MLR-based 
Garson Yoon Tsaur COM SA LMG Beta2 Pratt Gen ZS 
M7 0.24 0.23 0.42 0.17 0.83 0.20 0.20 0.20 0.20 0.20 
LEN 0.76 0.77 0.58 0.83 0.17 0.80 0.80 0.80 0.80 0.80 
#Output of the model 
 
Table 11: Relative importance computed by the COM method 
Inputs Model 1 (LEN)# Inputs 
Model 2 
(D10)# Inputs 
Model 3 
(O4)# Inputs 
Model 4 
(M6)# 
D10 0.07 D3 0.03 D10 0.05 M7 0.17 
M6 0.24 D7 0.07 P6 0.12 LEN 0.83 
O4 0.09 D9 0.05 LEN 0.83 
  D10*P1 0.06 M1 0.06 
    O4*P1 0.06 M3 0.07 
    P1*P5 0.48 O2 0.20 
    
  
O4 0.09 
    
  
P6 0.24 
    
  
LEN 0.19 
    Total 1.00 Total 1.00 Total 1.00 Total 1.00 
#Output of the model 
 
 
 
