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Abstract
In this paper, we will construct the Malliavin derivative and the stochastic integral with respect to
the Mixed fractional Brownian motion (mfbm) for H > 1/2. As an application, we try to find the
ruin probability with an unknown parameter driven by mfBm and the Least Square Estimator of
the drift parameter in the mixed fractional Ornstein-Uhlenbeck process.
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1. Introduction
In the ruin theory, the study of ruin probability is one of the main topics for a long time. The
classical risk model plays the central role in the theoretical analysis of the ruin theory, we can find
lots of nice results by actuarial researchers (for example [9]). On the other hand, Dufresne and
Gerber [8] has considered the classical model perturbed by diffusion if for simple:
Xt = u+ ct+Wt −
Nt∑
i=1
Ui, (1)
where the process
Nt∑
i=1
Ui is a compound poisson process with the intensity λ and the i.i.d random
variables Ui, Wt is an independent Brownian motion. In this artile we will take the example in [6]
to explain when in the surplus process (1) the claim is not a compound poisson process but with
some long-memory property how to estimate the ruin probability. Let us consider a sequence of
surplus process X(n) = (X
(n)
t )t≥0 given by
X
(n)
t = u
(n) + c(n)t−Wt −
N
(n)
t∑
k=1
U
(n)
k ,
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where u(n) > 0, c(n) > 0 denote the initial risk reserve and the premium rate which converge to
some constant for n→∞, N (n)t is the sequence of Poisson process with intensity n. In [6] Michna
has assumed that the claims are of the form U
(n)
k =
1
ϕ(n)Uk where (Uk, k ∈ N) is a stationary
sequence the same distribution and mean µ such that:
1
ϕ(n)
[nt]∑
k=1
(Uk − µ) =⇒ BHt ,
where BHt is a fractional Brownian motion with Hurst parameter H > 1/2. Here =⇒ means the
weak convergence in Skorokhod topology (see [10]) and ϕ(n) = nHL(n) with the function L(n)→ 0
slowly. Then we can refer to the Theorem 3 of [5]: X
(n)
t converges in the Skorohod topology as
n→∞:
Xt = u+ ϑt− ξt, 0 ≤ t ≤ T. (2)
where ξt = Wt + B
H
t , 0 ≤ t ≤ T is the mixed fractional Brownian motion which is the sum of
independent fractional Brownian motion BHt and standard Brownian motion Wt. The procedure
of the convergence occurs two unknown parameter, the Hurst parameter H and the premium value
ϑ. In fact with the method of power variation H is easy to be estimate and similar of [8] we will
always consider H > 1/2. So now we have only ϑ unknown and to be estimated. On the other
hand, the finite-time ruin probability of the surplus process (2) is defined by
ψ(ϑ, T ) = P
(
inf
0≤t≤T
Xt < 0
)
,
When ψ(ϑ, T ) depends on the unknown parameter ϑ. That is to say if we want to estimate ψ(ϑ, T ),
we have to first find the efficient estimator for ϑ which will be denoted ϑˆT ′ where T
′ < T . The
asymptotical normal property of the estimator of ψ(ϑˆT ′ , T ) for T
′ →∞ can be obtained using Delta
method if we can find the property of ϑˆT ′ and ∂ϑψ(ϑ, T ). The first problem has been solved with
continuous time observation [2] and discrete observation [3]. The rest will be the second problem:
the formula of ∂ϑψ(ϑ, T ). Different from [11] we will use Malliavin Calculus and the Skorohod
integral to give the theoretical formula for this problem. As an application of the Skorohod integral
we will also give the Least Square Estimator (LSE) of the drift parameter of mixed fractional O-U
process:
dXt = −ϑXtdt+ dξt, t ∈ [0, T ]. (3)
The paper falls into three part. In Section 2, we present the usual Malliavin Calculus with
respect to the mixed fractional Brownian motion for H > 1/2 and define the exact formula of
Skorohod integral. In Section 3 we will use the definition of Malliavin Calculus to present the
partial derivative of ∂ϑψ(ϑ, T ). At last we will give a short summary of the LSE of the drift
estimator.
2. Malliavin derivative operator with respect to ξ
Let us first review the theorem of fundamental martingale presented in [1].
2
Theorem 2.1. For H > 1/2, the (Fξt )-fundamental martingale (Mt)0≤t≤T and its quadratic vari-
ation are given by
Mt =
∫ t
0
g(s, t)dξs, 〈M〉t =
∫ t
0
g(s, t)ds =
∫ t
0
g2(s, s)ds
where g(s, t) is the unique solution of the following equation:
g(s, t) +H(2H − 1)
∫ t
0
g(r, t)|r − s|2H−2dr = 1, 0 ≤ s ≤ t ≤ T.
On the other hand,
ξt =
∫ t
0
G(s, t)dMs, G(s, t) = 1− 1
g(s, s)
∫ t
0
R(τ, s)dτ
where
R(s, t) :=
g˙(s, t)
g(t, t)
, g˙(s, t) =
∂
∂t
g(s, t).
Moreover, let Ξt(M) be the stochastic exponent of M and Pa be a probability defined as:
Ξt(M) := exp
(
Mt − 1
2
〈M〉t
)
,
dPa
dP
= ΞT (aM) (4)
and under the probability Pa, ξt(a) = ξt − at, 0 ≤ t ≤ T is a mfBm.
The Malliavin derivative Dξ and the adjoint operator δξ of the Gaussian process ξt =Wt +B
H
t
will be defined with general method and the Skorohod integral will depends on the fundamental
martingale. For a time interval [0, T ], we denote by E the real-valued step functions on [0, T ]. Let
H be the Hilbert space defined as the closure of E with respect to the scalar product:
〈1[0,t], 1[0,s]〉H = RH(t, s) ,
where RH is the covariance function of ξ. The mapping 1[0,t] → ξt can be extended to a linear
isometry between H and the Gaussian space H1 spanned by ξt and
RH(t, s) = (s ∧ t) + cH
∫ t
0
∫ s
0
|u− v|2H−2dudv ,
where cH = H(2H − 1).
We denote this isometry by ϕ → ξH(ϕ). First we suppose the function ϕ(t) is derivative and
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we use the part-integral to find the operator G∗ : H → L2([0, T ]).
∫ T
0
ϕ(s)dξs = ϕ(T )ξT −
∫ T
0
ϕ′(s)ξsds
= ϕ(T )ξT −
∫ T
0
ϕ′(s)
[∫ s
0
G(τ, s)dMτ
]
ds
=
∫ T
0
ϕ(T )G(τ, T )dMτ −
∫ T
0
[∫ T
τ
G(τ, s)ϕ′(s)ds
]
dMτ
=
∫ T
0
[
ϕ(T )G(τ, T )−
∫ T
τ
G(τ, s)ϕ′(s)ds
]
dMτ
=
∫ T
0
[∫ T
τ
ϕ(s)
∂G(τ, s)
∂s
ds+G(τ, τ)ϕ(τ)
]
dMτ ,
with 〈M〉T =
∫ T
0
g2(s, s)ds and G(t, t) = 1
g(t,t) . Now, we define the kernel G(s, T ) = g(s, s)G(s, T )
and the operator G∗ : H → L2([0, T ]) by
(G∗ϕ)(τ) =
∫ T
τ
ϕ(s)
∂G
∂s
(τ, s)ds+ ϕ(τ), ϕ ∈ H .
Then the mfBm ξ has the following stochastic integral representation:
ξ(ϕ) :=
∫ T
0
ϕ(s)dξs =
∫ T
0
(G∗ϕ)(τ)dBτ ,
where (Bτ )0≤τ≤T is a Brownian motion which has the same filtering as ξ. In particular, taking
ϕ(τ) = 1[0,t](τ), we have ξ(ϕ) = ξt. We define the Malliavin derivative and the adjoint operators
Dξ and δξ. Since Bt = ξ((G∗)−1(1[0,t])), let F ∈ S be the space and cylindrical random variables
of the form
F = f(ξH(ϕ1), ..., ξ
H(ϕn)) , (5)
where f ∈ C∞b (Rn) and ϕi ∈ H. We define its Malliavin derivative as the H-valued random variable
DξtF =
n∑
i=1
∂f
∂xi
(
ξH(ϕ1), ...ξ
H(ϕn)
)
ϕi(t), t ≥ 0. (6)
We denote by δξ the dual operator:
E[Fδξ(u)] = E
[〈DξF, u〉H] . (7)
Due to the property ξ(ϕ) = B(G∗ϕ), we have the following transfer principle:
Transfer principle. (1) For any F ∈ D1,2, we have
G∗DξF = DBF . (8)
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(2) For any u ∈ Dom δξ := (G∗)−1Dom δB ⋂H, we get
δξ(u) = δB(G∗u) ∈ L2(Ω) . (9)
(3) For any function f, g ∈ H1, we obtain
〈f, g〉H = 〈G∗f,G∗g〉L2[0,T ] . (10)
It is worth emphasizing that D1,2, DB and δB are the Malliavin derivative operator, adjoint
operator with respect to the standard Brownian motion Bt and the domain of the operator D
B,
respectively.
3. Differentiability of ∂ϑψ(ϑ, T )
In this part, we use the following notations:
ξt(ϑ) := ξt − ϑt, ξ∗t (ϑ); = sup
s∈[0,t]
ξs(ϑ)
and τ∗t (ϑ) be the first arrived time at ξ
∗
t (ϑ) . For simplicity, we use ξ
∗
t and τ
∗
t to replace ξ
∗
t (ϑ) and
τ∗t (ϑ).
Let f(x) = 1(u,∞)(x). Then, we have
ψ(ϑ, T ) = E[f(ξ∗T (ϑ))] .
Consequently, we have the following theorem.
Theorem 3.1. For ϑ > 0, and T > 0, we suppose that
FϑT =
τ∗T (ϑ)ΞT (ϑM)∫ T
0 G(t, τ∗T )Ψ(ξ∗t )dt
∈ L2(Pϑ) ,
where Pϑ is defined in (4) with the change of a to ϑ. Then the ruin probability ψ(ϑ, T ) is differen-
tiable on ϑ and
∂ϑψ(ϑ, T ) = Eϑ
[
1{τ≤T}δ
B
(
FϑTΨ(ξ
∗
•)
)]
, (11)
where δB is a adjoint operator of the Malliavin derivative with respect to the standard Brownian
motion B or the general Skorohod integral under Pϑ. Here the function Ψ ∈ C∞b and for x ≤ u2 ,
Ψ(x) = 1 and for x ≥ u, Ψ(x) = 0.
Proof. Obviously, it is not easy to get the derivative for the function f , which is not derivative.
(i) First, we assume that g ∈ C∞b (R) with g(x) = 0, if x ≤ u, we have the following equation:
∂ϑE[g(ξ
∗
T (ϑ))] = E[g
′(ξ∗T (ϑ))τ
∗
T (ϑ)].
Let us mention that the only difficulty is trying to get the formula of g′(ξ∗T (ϑ)). Since g is
smooth, we have
Dtg(ξ
∗
T ) = g
′(ξ∗T )1{t≤τ∗T } , (12)
where Dt is the Malliavin derivative given in (6) under Pϑ, which uses the definition of (4), since
Dtξ
∗
T = 1{t≤τ∗T }.
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Now, we take the operator G∗H on the both sides of (12) and take the integral of the operator
from τ to T . Then, we have
G∗HDξg(ξ∗T )(τ) = g′(ξ∗T )G(τ, τ∗T )1{τ≤τ∗T }. (13)
On the one hand, when t ≥ τ∗T , we have ξ∗t ≥ u and Ψ(ξ∗t ) = 0. On the other hand, A = {ξ∗T ≥
u}, taking t ≥ 0 such as Ψ(ξ∗t ) 6= 0, we have ξ∗t < u < ξ∗T . This implies
1{t≤τ∗
T
}Ψ(ξ
∗
t ) = Ψ(ξ
∗
t ) ,
for t < τ∗T .
In this case, Ψ(ξ∗t ) has a definition and not equal to 0 for all t ∈ R. Let us recall the property
of Malliavin derivative of (6) for any F ∈ D1,2
G∗HDξF = DBF ,
where DB is the general Malliavin derivative in the Brownian case. With this property, we will see
for the equation (13)
DBt g(ξ
∗
T )(t)Ψ(ξ
∗
t ) = g
′(ξ∗T )G(t, τ∗T )Ψ(ξ∗t ), t ≥ 0. (14)
Integrating the both sides of (14), we have
〈DB• g(ξ∗T ),Ψ(ξ∗•)〉L2[0,T ] = g′(ξ∗T )
∫ T
0
G(t, τ∗T )Ψ(ξ∗t )dt .
Consequently, we obtain
g′(ξ∗T ) =
〈
DB• g(ξ
∗
T ),
Ψ(ξ∗•)∫ T
0
G(t, τ∗T )Ψ(ξ∗t )dt
〉
L2[0,T ]
.
Therefore, we obtain
∂ϑE[g(ξ
∗
T (ϑ))] = E[g
′(ξ∗T (ϑ))τ
∗
T (ϑ)]
= Eϑ

〈DB• g(ξ∗T ), τ∗T (ϑ)ΞT (ϑM)Ψ(ξ∗•)∫ T
0 G(t, τ∗T )Ψ(ξ∗t )dt
〉
L2[0,T ]


= Eϑ
[
g(ξ∗T )δ
B(FϑTΨ(ξ
∗
•))
]
,
where δB is the adjoint operator of DB or the Skorohod integral under Pϑ and
FϑT =
τ∗T (ϑ)ΞT (ϑM)∫ T
0 G(t, τ∗T )Ψ(ξ∗t )dt
.
(ii) Since C∞K is dense in L
2(R), we have gn(n = 1, 2, ...) ∈ C∞K . For gn = f on some compact
sets Kn and gn → f in L2(R), we define ψn(ϑ) = E[gn(ξ∗T )]. It is obvious that ψn(ϑ) → ψ(u, T ).
On the other hand, we define
ǫn(ϑ) = E |gn(ξ∗T )− f(ξ∗T )| , ϑ > 0 .
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Then for any compact set K ∈ R+, we have
sup
ϑ∈K
ǫn(ϑ) ≤ supKP(ξ∗T /∈ Kn) −→ 0, n→ 0 .
Using the fact ∂ϑE[ψn(ξ
∗
T (ϑ))] = Eϑ[ψn(ξ
∗
T )δ
B(FϑTΨ(ξ
∗
•))] and the Cauchy-Schwartz inequality,
we have
sup
ϑ∈K
∣∣∂ϑψn(ϑ)−Eϑ [1{τ≤T}δB (FϑTΨ(ξ∗•))] ∣∣2 ≤ (infK)−1 sup
ϑ∈K
ǫn(ϑ)Eϑ[ψn(ξ
∗
T )δ
B(FϑTΨ(ξ
∗
•))] ,
which yields the proof.
4. LSE of Drift Estimation
4.1. Relationship of path-wise integral and Skorohod integral
Let (ut)t∈[0,T ] be a process with integrable trajectories. The symmetric integral of u with respect
to ξ is defined as
lim
ǫ→0
1
2ǫ
∫ T
0
u(s) [ξ(s+ ǫ)− ξ(s− ǫ)] ds
provided that the limit exists in probability, and is denoted
∫ T
0 u(s) ◦ dξs.
Lemma 4.1. Suppose that (ut)t∈[0,T ] is a stochastic process in D
1,2
ξ and that∫ T
0
∫ T
0
|Dξsu(t)||t− s|2H−2dsdt <∞, a.s (15)
and ∫ T
0
|Dξtu(t)|dt <∞, a.s (16)
where Dξtu(t) means D
ξ
su(t) when s = t.Then the symmetric integral exists and the following relation
holds: ∫ T
0
u(t) ◦ dξt = δξ(u) +H(2H − 1)
∫ T
0
∫ T
0
Dξsu(t)|t− s|2H−2dsdt+
∫ T
0
Dξtu(t)dt (17)
Proof. The proof is similar as presented in [7]
4.2. Least squares estimator
The Maximum Likelihood Estimator (MLE) has been studied by Chigansky et a.l.[2], but this
estimator is difficult to simulate, the same as [13] we will consider the LSE of this parameter. First
of all, the solution of (3) will be
Xt =
∫ t
0
e−ϑ(t−s)dξs, 0 ≤ t ≤ T, X0 = 0. (18)
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The least square estimator aims to minimize∫ T
0
|X˙t + ϑXt|2dt =
∫ T
0
X˙tdt+ 2ϑ
∫ T
0
XtdXt + ϑ
2
∫ T
0
X2t dt.
As presented in [13], this is a quadratic function of ϑ although
∫ T
0
X˙tdt does not exist. The minimum
is achieved when
ϑˆT = −
∫ T
0
XtdXt∫ T
0
X2t dt
= ϑ−
∫ T
0
Xtdξt∫ T
0
X2t dt
(19)
where we define the
∫ T
0 Xtdξt the Itoˆ-Skorohod integral which will be denoted
∫ T
0 Xtδξt.
Lemma 4.2. For H > 1/2, we have
ϑˆT = − X
2
T
2
∫ T
0
X2t dt
+
H(2H − 1) ∫ T0 ∫ t0 u2H−2e−ϑududt∫ T
0
X2t dt
+
T
2
∫ T
0
X2t dt
(20)
Proof. The proof can be easily obtained by Lemma 4.1.
4.3. A practical estimator for ϑ > 0
From the previous view, we can see that the least squares estimator of (20) is not the real
estimator because it depends still on the unknown parameter ϑ. So we propose a more practical
and simple estimator than the least squares estimator of (19). This practical estimator is based on
the stationary and ergodic properties of Xt. Let p(ϑ) = ϑ
−2HHΓ(2H)− 12ϑ . Using the convergence
of 1
T
∫ T
0
X2t dt, we proposed an ergodic type for ϑ as
ϑ˜T = p
−1
(
1
T
∫ T
0
X2t dt
)
, (21)
where p−1 denotes the inverse function of p.
In fact this practical estimator is strong consistency and asymptotically normal with the same
convergence rate presented in [13], their proofs will also be the same so here we only illustrate the
simulation results. The estimation procedure of this paper by Monte Carlo simulation method is
summarized as follows:
(i) Set the sampling size n and the time span T and obtain the sampling interval by δ = T/n;
(ii) Set the values of two variables H and ϑ;
(iii) Use fast the Fourier transform to generate fBm based on Paxson’s method (see [12]);
(iv) Set X0 = 0 and simulate the observations Xδ, . . . , Xnδ for different values of H and ϑ.
Here, we approximate the mixed Ornstein-Uhlenbeck process by the Euler scheme:
X(i+1)δ = Xiδ − ϑδXiδ +
(
BH(i+1)δ −BHiδ
)
+
(
W(i+1)δ −Wiδ
)
, i = 0, . . . , n. (22)
For each case, we simulate l = 1000 paths.
(v)Obtain the ergodic type estimator, ϑ˜n, by solving the equation
1
n
∑n
i=1X
2
iδ = ϑ
−2HHΓ(2H)−
1
2ϑ , numerically.
The following table reports the mean and standard deviation (S.Dev.) of the ergodic type
estimator for different sample sizes and different time span, where the true values denote the
parameter values used in the Monte Carlo simulation.
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Table 1 Estimation results with the Hurst parameter H = 0.55
True value 0.0100 0.0500 0.1000 0.5000 0.0100 0.0500 0.1000 0.5000
δ = 112 δ =
1
250
T = 20
Mean 0.0308 0.0908 0.1376 0.7901 0.0289 0.0798 0.1233 0.6691
S.Dev. 0.4471 0.4296 0.4790 0.5107 0.3146 0.3266 0.3237 0.3562
T = 50
Mean 0.0248 0.0804 0.1294 0.6812 0.0219 0.0687 0.1191 0.6093
S.Dev. 0.3448 0.3258 0.3129 0.3217 0.2432 0.2553 0.2314 0.2226
T = 100
Mean 0.0148 0.0518 0.1106 0.5101 0.0106 0.0498 0.1080 0.5091
S.Dev. 0.1451 0.1352 0.1543 0.1216 0.0375 0.0450 0.0364 0.0321
Table 2 Estimation results with the Hurst parameter H = 0.75
True value 0.0100 0.0500 0.1000 0.5000 0.0100 0.0500 0.1000 0.5000
δ = 112 δ =
1
250
T = 20
Mean 0.0324 0.0863 0.1322 0.8066 0.0225 0.0760 0.1263 0.6441
S.Dev. 0.4573 0.4276 0.4232 0.4607 0.3007 0.3160 0.3079 0.3267
T = 50
Mean 0.0244 0.0792 0.1189 0.6792 0.0225 0.0676 0.1189 0.6079
S.Dev. 0.3282 0.3211 0.2838 0.3921 0.2507 0.2676 0.2635 0.2307
T = 100
Mean 0.0150 0.0509 0.1112 0.5122 0.0102 0.0508 0.1011 0.5069
S.Dev. 0.1831 0.1199 0.1561 0.1319 0.0362 0.0325 0.0381 0.0311
From numerical computations, we can see that the practical or the Least Square Estimator pro-
posed in this paper performs well for the Hurst parametersH > 12 . To evidence the asymptotic laws
of ϑ˜n, we next investigate the asymptotic distributions of ϑ˜n. Thus, we focus on the distributions
of the following statistics:
Φ(n,H, ϑ, δ,X) =
ϑ
(
HΓ(2H)ϑ1−2H + 12
)√
nδ
σH
(
ϑ˜n − ϑ
)
. (23)
Here, the chosen parameters are ϑ=0.1, H=0.618 and we take T=100 and δ = 112 . We perform
10,000 Monte Carlo simulations of the sample paths generated by the process of (22). The results
are presented in the following Figure and Table 3.
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Fig.1. Histogram of the statistic Φ(n,H, ϑ, δ,X).
Table 3. The comparisons of statistical properties between Φ(n,H, ϑ, δ,X) and N (0,1).
Statistics Mean Median Standard Deviation Skewness Kurtosis
N (0,1) 0 0 1 0 3
Φ(n,H, ϑ, δ,X) 0.00024946 0.0004407 0.0716343 0.0899126 4.82872323
4.4. Non ergodic case for ϑ < 0
For ϑ < 0 we have the following Lemma which gives us the chance to define the estimator
directly as presented in [15] using Young integral for
∫ T
0
XtdXt.
Lemma 4.3. For H > 1/2 and ϑ < 0, we have
lim
T→∞
∫ T
0
∫ t
0 exp(−ϑ(t− s)(t− s)2H−2)∫ T
0 X
2
t dt
= 0
and
lim
T→∞
T∫ T
0 X
2
t dt
= 0.
Now the practical estimator will ϑ¯T = − X
2
T
2
∫
T
0
X2
t
dt
and from [15] this estimator is strongly
consistent and asymptotical Cauchy with the convergence rate e−ϑT .
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