In this survey paper, some of the basic properties of multiwavelets are reviewed. Particular emphasis is given to approximation-theoretic issues and sampling on compact intervals. In addition, a translation invariant multiwavelet transform is discussed and the regularity and approximation order of the associated correlation matrices, which satisfy a particular matrix-valued refinement equation, are presented.
Introduction
During the last decade, wavelet analysis has become a powerful analyzing and synthesizing tool in pure and applied mathematics. The ability of wavelets to resolve different scales and to transfer information back and forth between these scales has been successfully applied to signal processing, data and image compression [7, 34] . The behavior of the continuous or discrete wavelet transform at different levels of resolution is one of the key features of the theory. The continuous wavelet transform gives a highly redundant two-dimensional representation of a function whereas the discrete (orthogonal) transform yields a more efficient representation in an appropriate sequence space.
More recently, multiwavelets have improved the performance of wavelets for several applications by providing added flexibility [35] . Multiwavelets are bases of L 2 (R n ) consisting of more than one base function or generator [14, 17, 15, 28, 34] . One of the advantages of multiwavelets is that unlike in the case of a single wavelet, the regularity and approximation order can be improved by increasing the number of generators instead of lengthening the support. These additional generators then provide more flexibility in approximating a given function.
In this article presents an introduction to and an overview of the theory of multiwavelets stating some of their approximation-theoretic properties. The emphasis will be on regularity, approximation order, and vanishing moments. In addition, it is shown how sampling with multiwavelets on compact intervals is done and how multiwavelets may be employed to construct bases on L 2 [0, 1] without adding additional boundary functions or modifying existing ones. A translation invariant multiwavelet transform is introduced and it is shown how the existence of more than one generator adds a new feature to the representation of a function in terms of so-called redundant projectors. Whereas in the case of a single wavelet this redundant representation depends explicitly only on the autocorrelation functions, the cross-correlation functions enter implicitly into the representation if more than one wavelet is used. It will be seen that this is a direct consequence of the matrix-valued refinement equation satisfied by the correlation functions associated with a multiwavelet. Finally, some results related to the regularity and vanishing moments of a translation invariant multiwavelet system are stated.
The structure of this article is as follows. In Section 2 a brief review of multiwavelet theory is provided, the relevant terminology and notation is introduced. Shift-invariant and refinable spaces are defined as they are the natural setting for wavelets, and some approximation-theoretic results are presented. Section 3 deals with the issue of sampling data with multiwavelets. Multiwavelets on the interval are briefly introduced by consider one particular example, namely the GHM scaling vector and the DGHM multiwavelet. In Section 5, a translation invariant multiwavelet transform is introduced and its properties presented and discussed. The results are then applied to the particular example from Section 4, namely the DGHM multiwavelet system.
Notation and Preliminaries
In this section we give a brief review of the theory of multiwavelets. For a more detailed presentation of multiwavelets, the reader is referred to the references given in the bibliography [15, 17, 18, 28, 34] .
Shift-invariant spaces
Let n ∈ N and let Λ ⊂ R n be a lattice of full rank, i.e., Λ = M Z n for an invertible real n × n matrix. For λ ∈ Λ, the mapping T λ :
is called a finitely generated shift-invariant space. As an example, consider n = 1, Λ := Z and let ϕ(x) := (1−|x|) + . Then S[ϕ] constitutes the shift-invariant space of all piecewise linear functions in L 2 (R) supported on integer knots, i.e., the spline space S 1 (Z).
Refinable spaces
Let A ∈ GL (n, R), the linear group of invertible n × n matrices with real entries and let D A be the unitary operator on L 2 (R n ) defined by
As a simple example, consider n = 1 and let Ax := 2 x. Then the space S[ϕ] defined above is refinable:
]. This type of equation is referred to as a refinement or two-scale dilation equation.
, and that V [Φ] is a refinable space for the unitary operator D A . Then as V ⊂ D A V , there exists a sequence {P (λ): λ ∈ Λ} ∈ p (R r×r ) of r × r matrices with the property that
It should be noted that shift-invariant space refinable space.
Multiwavelets
Let A ∈ GL(n, Z) and assume all the eigenvalues have modulus greater than one. A finite collection of real-valued L 2 -functions Ψ := (ψ 1 , . . . , ψ s ) T is called a multiwavelet if the two-parameter family
. One way to construct a multiwavelet is through multiresolution analysis, which consists of a nested sequence V j ⊂ V j+1 , j ∈ Z, of closed subspaces of L 2 (R n ) with the property that the closure of their union is L 2 (R n ) and their intersection is the trivial subspace {0}. Furthermore, each subspace V j is spanned by the A-dilates and integer translates of a finite set of scaling functions Φ := {φ i : i = 1, . . . , r}, sometimes also called the generators of the multiresolution analysis. In other word,
, where D A is the unitary operator corresponding to A and Λ = Z n . Typically, the scaling vector or refinable function vector Φ = (φ 1 , . . . , φ r ) T has compact support or decays rapidly enough at infinity. (Here, the support of Φ is defined as the union of the supports of its individual components.) The number s is related to r via the equation s = (| det A| − 1)r. For r = 1 we obtain the classical wavelet systems as defined and discussed in, for instance, [8, 12, 30] .
The condition that the spaces V j be nested implies that the scaling vector Φ satisfies a two-scale matrix dilation equation or matrix refinement equation
where the sequence {P (k)} k∈Z of r × r matrices is sometimes called the mask or the filter coefficient matrices corresponding to Φ. As seen in the previous subsection, these matrices satisfy
Moreover, the multiwavelet satisfies a two-scale matrix dilation equation of the form
where the r × r matrices {Q(k)} k∈Z n are again in 2 (R r×r ).
The pair (Φ, Ψ) will be called a multiwavelet system. As the emphasis in this paper is entirely on compactly supported and orthogonal multiwavelets with dyadic refinement, i.e., A = 2Ix, we assume that scaling vectors and multiwavelets satisfy the following conditions.
Compact Support: Both Φ and Ψ have compact support. This implies that the sums in (1) and (2) are finite.
The scaling vectors and multiwavelets are L 2 -orthonormal in the following sense:
where I and O denotes the identity and zero matrix, respectively. Here we defined the inner product of two vector-valued functions F and G by F, G :=
For complex-valued L 2 functions, the transpose operator T has to be replaced by the hermitian conjugate operator * . In terms of the filter coefficient matrices the above orthogonality conditions read
For n = 1 there exists a relationship between the number r of scaling functions or wavelets, the number N + 1 of nonzero terms in (1) , and the degree of regularity s of Φ and Ψ, namely, r(N − 1) ≥ s. Unlike in the case r = 1, the regularity s may be increased not only by increasing N or, equivalently, the length of support of Φ and Ψ, but also by increasing the number r of generators.
Reconstruction and decomposition algorithm
Since V j+1 = V j ⊕ W j , every function f j+1 ∈ V j+1 can be decomposed into an "averaged" component f j ∈ V j and a "difference" or "fine-structure" component g j ∈ W j : f j+1 = f j + g j . (Note that (1) describes a weighted average of Φ in terms of Φ•D A .) This decomposition can be continued until f j+1 is decomposed into a coarsest component f 0 and j difference components g m , m = 1, . . . , j:
This decomposition algorithm can be reversed to give a reconstruction algorithm:
Given the coarse components together with the fine structure components one reconstructs any f j ∈ V j via reversal of (4). Note that both algorithms are usually applied to the expansion coefficients (in terms of the underlying basis) of f and g and that they involve the matrices P (k) and Q(k). More precisely, the decomposition algorithm applied to f ∈ V j gives
where the inner products f, Φ j+1,k , f, Φ jk , and f, Ψ jk are related via
and
Conversely, the reconstruction algorithm applied to a function
Introducing the column vectors c jk := f, Φ jk T and d jk := f, Ψ jk T , one can write (5) in the form
and (6) and (7) as
while (8) is given by
Introducing the column vectors C j := (c jk ) and D j := (d jk ), the decomposition and reconstruction algorithm may be schematically presented as follows.
where G and H are sparse Toeplitz matrices with matrix entries (P and Q, respectively). One commonly refers to the matrices G and H as a low pass and high pass filter, respectively. The downsampling operator ↓ uses only the even indices (2m) at level j + 1 to obtain the coefficients at level j. The upsampling operator ↑ inserts zero between consecutive indices at level j before G and H are applied to obtain the coefficients at level j + 1. As a consequence of the decomposition algorithm, any function f ∈ L 2 (R n ) may be represented as a multiwavelet series of the form
where P j and Q j denote the orthogonal projectors of L 2 (R) onto V j and W j , j ∈ Z, respectively.
Stability of projectors
It is known that the projectors P j and Q j are uniformly bounded and uniformly p -stable in the following sense. (Cf. for instance [24] .)
In addition,
Here A B and A B means A ≤ C 1 B and A ≥ C 2 B, respectively, for constants C 1 and C 2 not depending on any of the variables or parameters appearing in the expressions for A and B. Note that the value of the constants may change from context to context. A ∼ B stands for A B and A B.
Remarks 1.
• The above results holds for any A ∈ GL(n, Z) whose eigenvalues have modulus greater than one.
• p stability implies that the mapping
is an isomorphism. 
Approximation order and smoothness
Such a multiwavelet system will be called a multiwavelet system of order D. For the remainder of this paper, we assume that we always deal with a multiwavelet system of order D > 0. Note that if f is a polynomial of degree at most D − 1, then its representation (9) reduces to f = P j [f ]. In the case r = 1 this in particular implies that the span of φ contains all polynomials of degree < D. For r > 1, the span of each individual scaling function φ i may in general not contain all such polynomials. (See [26, 32] for examples and details.)
In general, the projection P j [f ] is at least as smooth as the most irregular component of the scaling vector Φ. In particular, if φ i is in the Sobolev space
It is well-known that a multiwavelet system of order D satisfies the following Jackson-type inequality.
for a positive constant C independent of j and n.
The exact relationship between the reproduction of polynomials by the integer shifts of Φ and the L p -approximation order of P j is discussed in [29] . In addition, multiwavelet systems provide a nice characterization of Besov spaces. To this end, recall that the M -th order difference operator ∆ M h of step size h ∈ R n is defined by
is a Banach space for 1 ≤ p, q ≤ ∞; otherwise a quasi-Banach space. Theorem 1. Assume that A ∈ GL(n, Z) is similar to a diagonal matrix diag(ρ 1 , . . . , ρ n ) with |ρ 1 | = . . . = |ρ n | =: . Furthermore, assume that the multiwavelet system (Φ, Ψ) is compactly supported and in
(Usual modifications when p = ∞ and q = ∞.)
An application that makes use of the scaling behavior of wavelet coefficients in Besov spaces is discussed in [4] .
Sampling with Multiwavelets
Representing discretely sampled data in terms of multiwavelets requires special care since there is more than one generator for the spaces V j . Here we consider the case n = 1 and A = 2Ix. Suppose that f ∈ 2 (Z) is a discrete scalar signal representing the samples of a function f ∈ L 2 (R), and that the resolution of the samples is such that one has a representation of the form f = k c T k Φ jk . Next, we discuss how the samples in f are assigned to the coefficients c. For this purpose, we consider the polyphase form F ∈ (
. . .
where f (i) denotes the ith component of f ∈ 2 (Z). Now define a mapping
To proceed, the following result is needed. (For a proof see, for instance, [16] .)
Here * :
denotes the convolution operator defined by:
Thus, if Q is a bounded linear shift-invariant transformation with an inverse Q −1 satisfying the same conditions, then both can be represented as a convolution:
Q(ζ) = Q * ζ, and
where the sequences of r × r-matrices Q and Q are called a prefilter for Φ and postfilter for Φ, respectively. In order to exploit the full power of filter banks, the filters Q and Q should be orthogonal (preserving the L 2 -norm or energy of the signal) and preserve the approximation order D of the multiwavelet system. In [22] such pre-and postfilters are constructed and applied to image compression. The construction of multiwavelet filters and the design for optimal orthogonal prefilters can be found in [23] and [1] , respectively.
The GHM scaling vector and DGHM multiwavelet
Next we consider a special scaling vector and associated multiwavelet that is being used later in this paper. This so-called GHM scaling vector and DGHM multiwavelet were first introduced in [17, 15] and later in [28] . This particular multiwavelet system was the first example exhibiting wavelets that are compactly supported, continuous, orthogonal, and possess symmetry. Both the scaling vector and the multiwavelet are two-component vector functions Φ = (φ 1 , φ 2 )
T and Ψ = (ψ 1 , ψ 2 ) T with the following properties.
• supp φ 1 = [0, 1] and supp φ 2 = supp ψ 1 = supp ψ 2 = [−1, 1].
• The scaling vector Φ and the associated multiwavelet Ψ satisfy (3).
• The wavelets ψ 1 and ψ 2 are antisymmetric and symmetric, respectively.
• The multiwavelet system (Φ, Ψ) is of order D = 2, i.e., has approximation order two: Π 2 ⊂ S[Φ] and ( · ) p , Ψ = 0, p = 0, 1.
• Φ, Ψ ∈ C 0,1 (R) × C 0,1 (R). Hence all four component functions possess a weak first derivative.
• The GHM scaling vector is interpolatory: Given a set of interpolation points Z := {Z i } supported on 1 2 Z, there exists a set of vector coefficients
• The DGHM multiwavelet system can be easily modified to obtain a multiresolution analysis on L 2 [0, 1] without the addition of boundary functions.
• The length of support of Φ and Ψ, supp Φ = 3, and the approximation order are the same as that of the Daubechies 2 φ scaling function and 2 ψ wavelet, but the GHM scaling vector and DGHM multiwavelet have slightly higher regularity. It turns out that the Daubechies wavelet system ( 2 φ, 2 ψ) and the (GHM,DGHM) wavelet system are the only two having with approximation order two and local dimension 3 [19] . 
Multiwavelets on the Interval
It is possible to obtain a multiresolution analysis on an interval by modifying the DGHM multiwavelet system. The process involved in obtaining bases on say [0, 1] without introducing additional boundary functions, as is the case for other wavelet constructions, only has to make use of the fact that the GHM scaling vector and the associated DGHM multiwavelet are piecewise fractal functions [15, 17, 28] . The main idea is as follows. At any given level of approximation j ≥ 0, take as a basis the restrictions to [0, 1] of all the translates of φ 1 and φ 2 , respectively, ψ 1 and ψ 2 at level j whose support has nonempty intersection with the open interval (0, 1). More precisely, if
then the following, easily verified, theorem holds [15, 28] .
We remark that the elements in V * j provide interpolation on the lattice 2 −(j+1) Z: The scaling function φ 2,jk interpolates at 2 −j Z, whereas the function φ 1,jk interpolates in-between, i.e., on 2 −(j+1) Z. The construction on the interval was generalized to triangulations in R n in [14] and [20] . The interested reader is referred to these publications and the references given therein.
Function sampling on [0, 1]
In many applications one deals with a finite amount of data that needs to be analyzed or stored in a buffer for later retrieval. In order to employ a multiscale decomposition of the type introduced above, one chooses a finest level of approximation, say J > 0, and takes 2 J+1 + 1 data points or samples. (This is the number of GHM scaling functions on [0, 1] at level J > 0 with data supported on 2 −(J+1) Z.) In this case, we denote the collection of samples by
i=0 . Using the elements in B * Φ,j , which we express in the form φ * := (φ we need to assign a data vector c J to this collection of samples. This is done via the polyphase representation applied now to the case r = 2. In [22] , orthogonal pre-and post filters that preserve the approximation order D = 2 of the DGHM multiwavelet system were constructed. Employing these filters yields the required assignment f J → c J .
Applying the decomposition and reconstruction algorithm to a finite set of data such as c J is now straightforward. The length of the data vector c J equals 2 J+1 + 1 and application of the matrices G and H, followed by downsampling ↓ 2, produces two data vectors c J−1 and d J−1 of length 2 J +1 and 2 J , respectively. The data vector c J−1 may be regarded as a weighted average with respect to the filter coefficients in G of the original data vector c J , and the vector d J−1 carries the information that was lost in the averaging procedure c J → c J−1 . Thus, the data vector d J−1 contains the detail or fine structure of the original data f . The data vector c J−1 may further be decomposed according to the scheme
, is called the discrete (multi)wavelet transform. Repetitively applying W until a coarsest level L < J is reached, yields a multiscale representation of the original data vector c J in the form
where the lengths of the multiscale components are (2
Reconstruction proceeds according to the scheme
Note that for the reconstruction, the data vectors c j and d j need to be upsampled, ↑ 2, in order to generate c j+1 , L ≤ j < J.
Translation Invariance
Orthogonal wavelet and multiwavelet transform lack translation invariance. In the case r = 1, this lack is overcome by considering all continuous shifts of the orthogonal wavelet transform. This naturally leads to so-called redundant representations of L 2 (R) functions [6, 9] . Here we extend the approach presented in [6] to the case r > 1.
For h ∈ R, denote the continuous shift operator (by h) on L 2 (R) by S h . Associated with S h , introduce redundant projectors for functions f ∈ L 2 (R) by
where P j and Q j are the orthogonal projectors defined in (9) . The following result is shown in [5] .
Proposition 3. The redundant projectors P j R and Q j R , j ∈ Z, are translation invariant, i.e.,
for all δ ∈ R, and yield the following representation of a function f ∈ L 2 (R):
where ii and τ ii are the autocorrelation functions of the components of the scaling vector Φ and the multiwavelet Ψ:
It was observed in [5] that in order to obtain a refinement equation for the autocorrelation functions ii and τ ii , the cross-correlation functions ij and τ ij are needed, although they do not explicitly appear in (10) . Following the terminology introduced in [5] , the above representation (10) is termed a autocorrelation transformation or a hidden basis multiwavelet representation.
Matrix-valued refinement
In the case r = 1, the autocorrelation functions satisfy a refinement equation where the filter coefficients are the so-calledà-trous filters [3, 21, 31, 33] . If r > 1, these refinement equations become matrix-valued as shown below. (Cf. [5] for proofs.) Then Θ satisfies a matrix-valued refinement equation of the form
The lack of commutativity in the algebra of matrices requires the following approach to express (11) in the usual form (1) . Regard the r × r matrix Θ as a column vector Γ of length r 2 : Γ = 11 . . . and define an operator T :
Then there exists a finite sequence of r × r matrices {A(k)} such that
Analog to the definition of Θ, one defines a correlation matrix associated with the multiwavelet Ψ by
satisfying a refinement equation of the form
which also can be rewritten in the form (12) . The pair (Θ, Ξ) is called a translation invariant multiwavelet system. An important feature of autocorrelation functions α φ (s) = φ, φ(· + s) in classical wavelet theory is their interpolation property as exhibited in [13, ?] . This property is equivalent to α φ (n) = δ 0n , n ∈ Z, which implies that the function values of α φ can be computed exactly at the dyadic rationals using the refinement equation for α φ . This interpolation property also holds for r > 1, as was shown in [5] .
Proposition 4. The correlation matrix Θ(x) is skew-symmetric in x and interpolatory, i.e.,
It should be pointed out that the elements ij of Θ are in general not interpolatory.
Regularity and moments
The regularity properties of wavelet systems and their ability to reproduce polynomials are fundamental to many applications such as compression and denoising. The regularity of Φ depends on the decay rate of the infinite product
where P (u) := 1 2 k P (k) e −iuk denotes the symbol of {P (k)}. In [10] it is shown that the above limit exists and that the finite product Π n (u) Φ(0) = P u 2 · · · P u 2 n Φ(0) converges pointwise for all u ∈ R and uniformly on compact sets. In particular, the following theorem holds.
Theorem 5. Let P be an r × r matrix of the form
where the C i are certain r ×r matrices and P (m) is an r ×r matrix with trigonometric polynomials as entries. Suppose that the spectral radius of P (m) (0) is strictly less than two. For k ≥ 1, let
Then there exists a positive constant C such that for all u ∈ R
As in the case r = 1 the rate of decay m determines the smoothness of the components of Φ in terms of Sobolev norms. Details and the precise matrix factorization are found in [10, 29] .
The above results can be generalized to obtain estimates on the regularity of translation invariant multiwavelet systems [5] . To this end, note that the Fourier transform of Eqn. (11) is given by
Lemma 1. Suppose that P satisfies P (u) − P (0) ≤ C |u| α for some α > 0 and that P (0) < 2 α . Then the infinite product
converges pointwise for all u ∈ R and uniformly on compact subsets.
For the proof of this lemma and the next theorem, we again refer the reader to [5] .
Theorem 6. Let P be an r × r matrix of the form
Note that in complete analogy to the case r = 1, the decay rate of Ω is increased by a factor of 2 and thus also the approximation order. This doubling follows readily from the form of the Fourier transform as a product ii (u) = φ i (u) φ i (u). As the correlation functions τ ii have an analogous product representation in terms of the wavelet functions ψ i in the Fourier domain, they have vanishing moments up to order 2D. This then implies that the autocorrelation transformation (10) has approximation order 2D. Since the cross-correlation functions τ ij , i = j, are products of the form ψ i ψ j , their moments up to order 2D also vanish. Hence, it is said that the translation invariant multiwavelet system (Θ, Ξ) has approximation order 2D.
It is worthwhile mentioning that the above results hold for semiorthogonal, biorthogonal, and oblique wavelet systems as long as the approximation spaces V j contain polynomials and are orthogonal to the wavelet spaces W j .
Coiflet property
In the case r = 1, the translation invariant wavelet system has the coiflet property of order 2D. That is, if τ (x) := This property also holds in the case r > 1 for the functions ii , but not necessarily for the cross-correlation functions ij . Since Θ(u) = Φ(u) Φ T (−u), the translation invariant multiwavelet system (Θ, Ξ) has a multicoiflet property of order 2D, only if the off-diagonal terms in the matrix n ν=0 n ν Φ (n−ν) (0) Φ (ν)T (0), n = 1, . . . , 2D − 1, vanish identically. For example, for n = 1 and r = 2, the scaling functions φ 1 and φ 2 must satisfy φ 1 (0) φ 2 (0) − φ 2 (0) φ 1 (0) = 0.
Similar to orthogonal multiwavelet systems, the smoothness of the projection P j R [f ] is, in general, determined by the smoothness of the functions ii . For instance, if φ i ∈ H α (R) for i = 1, . . . , r then ii ∈ H 2α (R). As the redundant projection P j R [f ] is a sum of convolutions, a result in [27] shows that P j R [f ] is in the Sobolev space H 2α+β (R) whenever f ∈ H β (R).
An example: The DGHM multiwavelet
The DGHM multiwavelet system has approximation order 2 and Φ, Ψ ∈ C 0,1 (R) which implies that P j [f ] ∈ C 0,1 (R). The calculation of the regularity based on the estimates given in Theorem (5) is done in [10] and yields m = 2 and γ k < 1, for k large enough. Moreover, the individual wavelet functions have vanishing moments up to order 2.
The translation invariant multiwavelet system (Θ, Ξ) associated with the DGHM multiwavlet contains the eight functions ij and τ ij , i, j = 1, 2, where 12 (x) = 21 (−x) and τ 12 (x) = τ 21 (−x). The graphs of these functions are depicted in Figures 2. Employing the results stated in the previous section, it 11 12 22 τ 11 τ 12 τ 22
Figure 2: The correlation functions for the DGHM multiwavelet follows that Θ has approximation order four and that Ξ has vanishing moments up to order four. Moreover, the first to third moments of Θ vanish. The system (Θ, Ξ) does not have the multicoiflet property of order 2D, since, e.g., condition (13) is not satisfied. The elements of Θ are in C 1,1 (R) and as a consequence, the redundant projections P j R [f ] are in the Sobolev space H 2+β (R) whenever f ∈ H β (R).
