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ABSTRACT 
 
Short-time Fourier transform (STFT) is used as the front end 
of many popular successful monaural speech separation 
methods, such as deep clustering (DPCL), permutation 
invariant training (PIT) and their various variants. Since the 
frequency component of STFT is linear, while the frequency 
distribution of human auditory system is nonlinear. In this 
work we propose and give an empirical study to use an 
alternative front end called constant Q transform (CQT) 
instead of STFT to achieve a better simulation of the 
frequency resolving power of the human auditory system. 
The upper bound in signal-to-distortion (SDR) of ideal 
speech separation based on CQT’s ideal ration mask (IRM) 
is higher than that based on STFT. In the same experimental 
setting on WSJ0-2mix corpus, we examined the performance 
of CQT under different backends, including the original 
DPCL, utterance level PIT, and some of their variants. It is 
found that all CQT-based methods are better than STFT-
based methods, and achieved on average 0.4dB better 
performance than STFT based method in SDR improvements.  
 
Index Terms—Speech separation, cocktail party 
problem, constant Q transform, deep clustering, permutation 
invariant training 
 
1. INTRODUCTION 
 
Multi-talker monaural speech separation has a vast range of 
applications. For example, a home environment or a 
conference environment in which many people talk, the 
human auditory system can easily track and follow a target 
speaker's voice from the multi-talker’s mixed voice. In this 
case, if automatic speech recognition and speaker recognition 
are to be performed, a clean speech signal of the target 
speaker needs to be separated from the mixed speech to 
complete the subsequent recognition work. Thus it is a 
problem that must be solved in order to achieve satisfactory 
performance in speech or speaker recognition tasks. There are 
two difficulties in this problem, the first is that since we don't 
have any priori information of the user, a truly practical 
system must be speaker-independent. The second difficulty is 
that there is no way to use the beamforming algorithm for a 
single microphone signal. Many traditional methods, such as 
computational auditory scene analysis (CASA) [1, 2, 3], Non-
negative matrix factorization (NMF) [4, 5], and probabilistic 
models [6, 7], do not solve these two difficulties well. 
More recently, a large number of techniques based on 
deep learning is proposed for this task. These methods can be 
briefly grouped into three categories. The first category is 
based on deep clustering (DPCL) [8, 9], which maps the time-
frequency (TF) points of the spectrogram into the embedding 
vectors, then these embedding vectors are clustered into 
several classes corresponding to different speakers, and 
finally these clusters are used as masks to inversely transform 
the spectrogram to the separated clean voices; the second is 
the (utterance level) permutation invariant training (PIT, 
uPIT) [10, 11], which solves the label permutation problem 
by minimizing the lowest error output among all possible 
permutations for N mixing sources assignment; the third 
category is end-to-end speech separation in time-domain [12, 
13], which is a natural way to overcome the obstacles of the 
upper bound source-to-distortion ratio improvement (SDRi) 
in short-time Fourier transform (STFT) mask estimation 
based methods and real-time processing requirements in 
actual use. 
This paper is based on the DPCL and uPIT methods [8, 
9, 11], which have achieved better results than the traditional 
method. However, DPCL, uPIT and their most following 
work use STFT as front-end. Specifically, the mixed speech 
signal is first transformed from one-dimensional signal in 
time domain to two-dimensional spectrum signal in TF 
domain, and then the mixed spectrum is separated to result in 
spectrums corresponding to different source speeches by a 
deep clustering method, and finally the cleaned source speech 
signal can be restored by an inverse STFT on each spectrum. 
Since the distribution of the frequency components in STFT 
are linear, while the human auditory system is nonlinear to 
frequency perception, thus we hope to replace the STFT 
front-end with certain coefficients that can imitate human 
auditory system. There are two popular candidates, which are 
the Mel-frequency cepstral coefficients (MFCC) and constant 
Q transform (CQT) [14]. However, the MFCC coefficients 
are not suitable to be a front-end for DPCL and uPIT for two 
reasons, one is that it is difficult to do the inverse transform 
of MFCC coefficients, the other is that the sampling in the 
frequency-domain of MFCC is sparse. On the other side CQT 
with the dense coefficients are an easily reversible nonlinear 
transform which also very similar to the human auditory 
system [14]. In this work, we showed that DPCL, uPIT and 
their variants with CQT as front-end can achieve on average 
0.4 dB better performance in separation than that with STFT 
as front-end. 
The remainder of this paper is organized as follows: 
Section 2 briefly reviews the DPCL and uPIT framework. 
Section 3 describes the definition and implementation of 
CQT. The detail experimental results and comparisons are 
presented in Section 4 and the whole work is summarized in 
Section 5. 
 
2. SPEECH SEPARATION WITH STFT MASK 
 
The goal of monaural speech separation is to estimate the 
individual target signals in a linearly mixed single-
microphone signal, in which the target signals overlap in the 
TF domain. The main principle of DPCL and uPIT is to use a 
powerful network such as LSTM to predict the mask that 
shows which speaker each TF bin belongs to, although their 
pipelines are completely different. The DPCL is to learn a 
high-dimensional embedding for each TF unit such that the 
embedding vectors belonging to the same speaker are close 
to each other in the embedding space, and farther otherwise 
[8, 9]. Then these embedding vectors will be clustered into 
different classes which corresponding to different speakers. 
While uPIT determines the best output mask automatically 
and then minimizes the error given the mask, which is 
implemented inside the network. It solves the label 
permutation problem and integrates speaker tracing in PIT. 
Thus separation and tracing can be trained in one step. 
Traditional DPCL and uPIT uses STFT as front-end, 
however in fact STFT has linear distribution in frequency 
components, while CQT ensures a constant Q factor across 
the entire spectrum and thus gives a higher frequency 
resolution for low frequencies and a higher temporal 
resolution for high frequencies. Thus in this work we will use 
CQT as front-end instead of STFT in DPCL and uPIT to 
achieve better performance. We summarize the framework of 
DPCL with CQT as in Fig. 1 (and the pipeline of the uPIT 
method is similar, and thus is omitted here). The description 
of CQT will be reviewed in the next section. 
 
Fig. 1. The framework of DPCL with CQT 
 
3. CONSTANT Q TRANSFORM 
 
CQT was proposed by Brown [14] in 1991 to simulate the 
human auditory system by using a transform with fixed 
quality factor Q. The quality factor is a concept borrowed 
from the filter theory, and it is defined as the ratio of the 
center frequency of the filter to the bandwidth, where the 
bandwidth refers to the frequency at which is 3 dB less than 
the highest point of the filter's amplitude-frequency on the 
characteristic curve. For an ambiguous analogy of the 
transform domain, the center frequency can be considered as 
the frequency components of the transform domain, and the 
bandwidth can be considered as the frequency band of that 
frequency component. A series of experiments show that 
CQT achieves better results than STFT in music and speech 
analysis [14, 16, 17, 21, 22].  
The original purpose of introducing CQT is to better 
analyze the fundamental frequency and the harmonic formant 
frequency position of the instrument, so as to be able to 
separate the sound of the musical instrument or achieve a 
musical instrument effect with better sound characteristics. 
Therefore, the bandwidth of the CQT frequency component 
is equivalent to a 1/24th-oct bank filter, as shown in equation 
(1), where 𝑓𝑘  denotes the frequency of the k-th frequency 
component, B denotes the 1/B octave, and 𝑓𝑚𝑖𝑛 denotes the 
minimum frequency of the CQT. The reason why B defaults 
always to 24 is that studies have shown that the 1/24 octave 
is similar to the human auditory system, but indeed for the 
best B is different for different applications.  
𝑓𝑘 = (2
1/𝐵)
𝑘
⋅ 𝑓𝑚𝑖𝑛                  (1) 
Table 1.  The comparison between CQT and STFT 
 CQT STFT 
Frequency (2
1/𝐵)
𝑘
⋅ 𝑓𝑚𝑖𝑛 exponential 
in k 
k∆𝑓 linear in 
k 
Window 
Variable=𝑁[𝑘] =
𝑆𝑅 ⋅ 𝑄
𝑓𝑘
⁄  
Constant = 
N 
Resolution 
∆𝑓 
Variable = 𝑓𝑘 / 𝑄 
Constant = 
SR* / N 
𝑓𝑘/∆𝑓𝑘 Constant = Q Variable = k 
Cycles in 
Window 
Constant = Q Variable = k 
 
The time window length corresponding to each 
frequency component of the STTF is same and fixed, so the 
frequency components are linearly distributed. Intuitively, it 
is only necessary to implement CQT by the STTF according 
to the frequency components of the CQT and take 
corresponding time windows, as in equation (2). The simple 
comparison table of CQT and STFF is shown in Table 1 [14], 
where SR stands for sampling rate: 
𝑋[𝑘] =
1
𝑁[𝑘]
∑ 𝑊[𝑘, 𝑛]𝑥[𝑛]exp{−𝑗2𝜋𝑄𝑛/𝑁[𝑘]}𝑁
[𝑘]−1
𝑛=0      (2) 
However, the CQT directly implemented by Equation (2) 
cannot implement inverse transformation, which greatly 
limits its scope of use. Velasco et al. [16] and Holighaus et al. 
[17] extract the invertible CQT based on the nonstationary 
Gabor transform (NSGT), and combine STFT and inverse 
STFT to simplify the computation to improve the transform 
efficiency. Because of the need to implement an inverse 
transform, the definition of the DC component and the 
Nyquist CQT frequency component is increased. 
 Fig. 2. Spectrograms of ‘22gc0103_1.9955_050c010t_-
1.9955.wav’ in wsj0-2mix dataset. Spectrograms computed 
with the STFT (top), and with the CQT (bottom). 
The relationship between the center frequency and 
bandwidth of the CQT frequency component are shown in 
Table 2 [17], where ξ denotes the frequency and Ω denotes 
the bandwidth. 𝜉𝑚𝑖𝑛 indicates the lowest frequency of CQT, 
𝜉𝑚𝑎𝑥  indicates the highest frequency of CQT, and 𝜉𝑠 
indicates the sampling rate. Following the tradition, k denotes 
the index of the CQT frequency component, k = 1, ..., K, K is 
an integer representing 𝜉𝑚𝑎𝑥 x ≤𝜉𝑘  ≤𝜉𝑠  ⁄ 2, where 𝜉𝑠  ⁄ 2 
represents the Nyquist frequency. Using this method can 
achieve the CQT and ICQT of entire audio or partial audio. 
In particular, the spectrum in this section refers specifically 
to the frequency spectrum from the STFT where the 
frequency component is linear. 
Table 2. The relationship between CQT center frequency 
and bandwidth  
k 𝜉𝑘 Ω𝑘 
0 0 2𝜉𝑚𝑖𝑛 
1,…..,K 𝜉𝑚𝑖𝑛2
𝑘−1
𝐵  𝜉𝑘 𝑄⁄  
K+1 𝜉𝑠 2⁄  𝜉𝑠 − 2𝜉𝐾  
K+2,…..,2K+1 𝜉𝑠 − 𝜉2𝐾+2−𝑘 𝜉2𝐾+2−𝑘 𝑄⁄  
      
According to the basic definition of CQT, the lower the 
frequency, the larger the bandwidth. However, for the human 
auditory system, only when the frequency is higher than 
500Hz, it is similar to CQT, and the bandwidth below 500Hz 
is close to smooth. Therefore, in calculating the bandwidth of 
CQT, a new parameter γ is introduced, and the specific 
calculation formula is as shown in the following equations. 
𝐵𝑘 = 𝛼𝑓𝑘 + 𝛾                                     (3) 
α = 2
1
𝑏 − 2−
1
𝑏                                      (4) 
where b represents the bandwidth of each octave equivalent 
filter. 
    To the best of our knowledge, there is no reliable open 
inverse CQT package in python. In order to easy in data 
manipulation, we develop our own inverse CQT package in 
python called PyEPRCQT 0.1 following the algorithm in [17]. 
 
4. EXPERIMENTAL RESULTS 
 
4.1. Dataset and neural network 
 
We evaluated our system on two-speaker speech separation 
problem using WSJ0-2mix dataset [8, 9], which contains 30 
hours of training and 10 hours of validation data. The 
mixtures are generated by randomly selecting 49 male and 51 
female speakers and utterances in Wall Street Journal (WSJ0) 
training set si_tr_s, and mixing them at various signal-to-
noise ratios (SNR) uniformly between 0 dB and 5 dB . 5h of 
evaluation set is generated in the same way, using utterances 
from16 unseen speakers from si_dt_05 and si_et_05 in the 
WSJ0 dataset. To reduce the computational cost, the 
waveforms were down-sampled to 8 kHz. 
We re-implemented the DPCL[8, 9], uPIT [10], and their 
variants, including CBLDNN-GAT [20] and Chimera++ [19] 
using STFT frontend as baselines. We only changed the 
frontend in these baselines to CQT and then compare the 
performances. The network structure and parameters of our 
re-implementations are basically consistent with the 
corresponding methods. In order to save space, we will not 
repeat all the configuration, interested readers please refer to 
the relevant literatures [8, 9, 10, 19, 20]. 
 
4.2. The selection of CQT parameters 
 
There are five hyperparameters, including B, γ, window 
function, data block length, and minimum frequency need to 
select in CQT to guarantee the best performance. In order to 
select the most appropriate CQT configuration parameters, 
the SDRi upper bound of the separated speech is computed. 
For the case where the two speaker's speech is mixed into one, 
the SDRi upper bound of CQT is better than the STFT based 
under the same experimental conditions. 
The main parameters used in CQT are B, γ, and the 
window functions. At the same time, the data block length 
and the minimum frequency of a single CQT processing will 
theoretically also have the influence on performance of voice 
separation. Therefore, we evaluate the influence of various 
factors on the separation performance by calculating the 
upper bound of the ideal SDRi. The literature [8, 9] defines 
the SDR ideal upper bound as follows: compute the ideal 
mask 𝑎𝑖
ibm = δ(|𝑠𝑖| > max𝑗≠𝑖|𝑠𝑗|)from clean signals that are 
not mixed compared to the mixed signal, and then the speech 
signal of each speaker is separated by these ideal mask. The 
SDR calculated based on these separated signals is called the 
ideal SDR upper bound. SDRi represents the SDR of the 
separated voices minus the original SDR without separation. 
In our computation, the original SDR of the evaluation data 
is 0.15dB, which is consistent with the work [8, 9]. The SDRi 
ideal upper bound of STFT based is 13.5dB. 
A grid search of the five hyperparamters, which are B, γ, 
window function, data block length, and minimum frequency 
is conducted to find the optimal parameters of CQT for 
speech separation, and they should be B=36, γ=20, window 
function is Hamming window, CQT minimum frequency is 
27.5 Hz, no data block. However, considering the complexity 
of calculation, training the network requires the unity of data 
length, and because of the mistakes of previous array 
experiments, the standard experimental parameters of our 
CQT are B=36, γ=20, window function is cosine window, 
CQT minimum frequency It is 110Hz and the data block 
length is 1 second. The theoretical upper limit for SDRi is 
based on a CQT framework that is 1 dB higher than the 
STFT-based framework.  
 
4.3. CQT vs. STFT based methods 
 
Fig. 3 Loss over epochs on the WSJ0-2mix training and 
validation sets with CQT based DPCL. 
 
Based on the previous section of the experiment using CQT 
parameters, we trained the network and calculated the SDRi 
of the model. In the case of DPCL and Chimera++ the batch 
size is 32. Each data block contains 1 second of audio content. 
The CQT data block size is 126*323, which means that the 
frequency components of the CQT are 126 in total. Each 
second contains 323 CQT samples. As an example the 
training and validation loss in DPCL is shown in Fig. 3.  
The performance is shown in the Table 3. It can be seen 
that the difference of the ideal SDRi upper bound between 
STFT and CQT based is about 1.1dB. Compared with these 
baselines an average increase of 0.4dB SDRi is obtained. 
CQT has achieved the most significant performance 
improvement compared with all the baseline systems. 
 
5. CONCLUSIONS 
 
In this paper we have proposed to use constant q 
transform (CQT) instead of short-time Fourier transform 
(STFT) as frontend for monaural speech separation. We give 
a detail description in selection of the meta-parameter of CQT 
in speech separation. Since CQT ensures a higher frequency 
resolution for low frequencies and a higher temporal 
resolution for high frequencies, we achieve better separation 
results than conventional deep clustering which uses short 
time Fourier transform (STFT) as front-end. It achieved on 
average 0.4dB better performance than STFT based method 
in SDR improvements. 
Table 3. SDRi (dB) in a comparative study of different 
separation methods on the WSJ0-2mix dataset. * indicates 
our reimplementation of the corresponding methods. 
SDRi (dB) STFT based CQT based 
DPCL [8] 5.9  
DPCL* 10.7 11.1 
uPIT-BLSTM [11] 10.0  
uPIT-BLSTM* 9.5 10.4 
CBLDNN-GAT [20] 11.0  
CBLDNN-GAT* 10.8 11.3 
Chimera++ [19] 12.0  
Chimera++* 12.2 12.5 
IBM 13.5 14.6 
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