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Department of Physics, McGill University, 3600 University Street, Montreal, Quebec H3A 2T8, Canada.
In this work, we start with chiral kinetic theory and construct the spin hydrodynamic framework
for a chiral spinor system. Using the 14-moment expansion formalism, we obtain the equations
of motion of second-order dissipative relativistic fluid dynamics with non-trivial spin polarization
density. In a chiral spinor system, the spin alignment effect could be treated in the same framework
as the Chiral Vortical Effect (CVE). However, the quantum corrections due to fluid vorticity induce
not only CVE terms in the vector/axial charge currents but also corrections to the stress tensor. In
this framework, viscous corrections to the hadron spin polarization are self-consistently obtained,
which will be important for precise prediction of the polarization rate for the observed hadrons, e.g.
Λ-hyperon.
I. INTRODUCTION
Relativistic heavy-ion collisions provide a special en-
vironment to study the strong interaction. In such ex-
periments, a new phase of matter — the Quark-Gluon
Plasma (QGP) — is created [1, 2]. Recently the STAR
Collaboration at the Relativistic Heavy Ion Collider re-
ported measurement of a non-vanishing polarization of
Λ-hyperons [3, 4]. This result could imply an extremely
vortical fluid flow structure in the QGP produced in semi-
central nucleus-nucleus collisions, and has attracted sig-
nificant interest and generated wide enthusiasm. In ad-
dition, detailed measurement of the spin polarization, in
particular the longitudinal polarization at different az-
imuthal angles [5], disagrees with current theoretical ex-
pectation [6–8].
In theoretical attempts (e.g. [9–15]) to compute the
hadron polarization rate, one typically assumes that
hadrons are created according to the thermal equilib-
rium distribution for particles in a locally rotating fluid,
while the viscous corrections induced by off-equilibrium
effects are neglected. Also, studies generally assume that
the spin degrees of freedom of either hadrons or partons
have negligible influences on the dynamical motion of the
medium. A more sophisticated and self-consistent frame-
work is required to understand the discrepancy alluded
to above, and to describe the vortical structure of QGP.
Consequently, we propose to develop a relativistic dis-
sipative hydrodynamic theory with spin degrees of free-
dom [16].
While hydrodynamics is a macroscopic theory based
on conservation laws and the second law of thermody-
namics, the evolution of dissipative quantities depends
on the details of how the system approaches the thermal
distribution and needs the guidelines of kinetic theory
to correctly reflect microscopic processes. In a massless
fermion system, the microscopic transport processes are
described by the Chiral Kinetic Theory (CKT) [17–19].
A convenient way to derive the CKT is the Wigner func-
tion formalism [20–26]. For the pedagogical reason, we
review recent developments in the Wigner function for-
malism of Chiral Kinetic Theory in Sec. II. With such
a tool, we derive ideal spin hydrodynamic equations for
thermal equilibrium systems in Sec. III, and obtain vis-
cous spin hydrodynamics in Sec. IV. In addition, we an-
alyze the causality and stability of spin hydrodynamic
equations against linear perturbations in App. A, and
explore the pseudo-gauge transformation to symmetrize
the stress-tensor in App. B. In the rest of the appendices,
we include calculation details as supplemental material.
In this paper, we take the mostly-negative convention
of metric gµν = diag(+,−,−,−), and adopt the following
notation:
∆µν ≡ gµν − uµuν , (1)
∆µναβ ≡
1
2
∆µα∆
ν
β +
1
2
∆µβ∆
ν
α −
1
3
∆µν∆αβ , (2)
̟µν ≡ 1
2
(
∂ν
uµ
T
− ∂µ uν
T
)
, (3)
ωµ ≡ −T
2
ǫµνρσuν̟ρσ =
1
2
ǫµνρσuν∂ρuσ , (4)
dˆX ≡ uµ∂µX , (5)
θ ≡ ∂µuµ , (6)
σµν ≡ ∆µναβ∂αuβ . (7)
In addition, we define the projected vector/tensor as:
V 〈α〉 ≡ ∆αµV µ , (8)
V 〈αβ〉 ≡ ∆αβµν V µν , (9)
V 〈αUβ〉 ≡ ∆αβµν V µUν . (10)
II. CHIRAL KINETIC THEORY FROM
WIGNER FUNCTION FORMALISM
Spin is an intrinsic quantum degree of freedom of
elementary particles. To describe the non-equilibrium
collective behavior of Dirac spinors taking into account
the spin degrees of freedom, a natural framework is the
Wigner formalism:
Wab(x, p) ≡
〈∫
d4y e
i
h¯
p·y ̂¯ψb(x + y2)ψ̂a(x− y2 )
〉
. (11)
As a 4×4 matrix depending on coordinate x and momen-
tum p, it describes the phase space distribution for dif-
2ferent spin states, and can be decomposed in the Clifford
basis {I, γµ, γ5 ≡ iγ0γ1γ2γ3, γ5γµ,Σµν ≡ i2 [γµ, γν ]},
W ≡ 1
4
(
F + iPγ5 + Vµγµ +Aµγ5γµ + 1
2
LµνΣµν
)
, (12)
where the scalar F , pseudo-scalar P , vector Vµ, axial-
vector Aµ, and tensor Lµν are known as the Clifford
components. With these components, one can express
the thermodynamic quantities — the current, axial cur-
rent, energy-momentum tensor, and the spin tensor cur-
rent — respectively as:
Jµ ≡ 〈ψ¯γµψ〉 =
∫
d4p
(2π)4
Vµ , (13)
JµA ≡ 〈ψ¯γµγ5ψ〉 =
∫
d4p
(2π)4
Aµ , (14)
T µν ≡ 〈ψ¯(iγµDν)ψ〉 =
∫
d4p
(2π)4
pνVµ , (15)
Sλµν ≡ 1
8
〈ψ¯{γλ,Σµν}ψ〉 = 1
2
ǫσλµν
∫
d4p
(2π)4
Aσ . (16)
In the absence of an external field, the equation of
motion for the Wigner function can be obtained from
the Dirac equation:
γµ(p
µ +
1
2
ih¯∂µ)W (x, p) = mW (x, p) , (17)
which contains a set of coupled equations for the Clifford
components. In the massless limit (m = 0), the equations
are partially decoupled and the vector and axial-vector
components, Vµ and Aµ, couple only with each other, but
not the scalar, pseudo-scalar, and tensor components:
pµVµ = 0, pµAµ = 0, (18)
∂µVµ = 0, ∂µAµ = 0, (19)
h¯
2 ǫµνρσ∂
ρVσ = pνAµ − pµAν , (20)
h¯
2 ǫµνρσ∂
ρAσ = pνVµ − pµVν . (21)
These equations can be further simplified by re-
combining vector and axial-vector into left-handed (LH)
and right-handed (RH) components, J µ± ≡ 12 (Vµ ±Aµ).
They evolve independently:
pµJ±,µ = 0, (22)
∂µJ±,µ = 0, (23)
h¯
2
ǫµνρσ∂
ρJ σ± = ±(pνJ±,µ − pµJ±,ν). (24)
In Refs. [25, 26], the authors employ a semi-classical ex-
pansion (i.e. h¯ expansion) in the massless limit, and de-
rive the CKT up to the leading order in h¯. In first order
CKT, the RH/LH components can be expressed as:
J µ± =
(
pµ ± h¯ ǫ
µνρσpρnσ
2p · n ∂ν
)
f± , (25)
where f± are the RH/LH particle distribution functions,
defined as the pµ-proportional section of corresponding
chirality current J µ± . Their equations of motion are
driven by the Chiral Kinetic Equation (CKE):[
pµ∂µ ± h¯
(
∂µ
ǫµνρσpρnσ
2p · n
)
∂ν
]
f± = 0 . (26)
In particular, nµ is a time-like arbitrary auxiliary vec-
tor field, and could depend on space-time xµ in a non-
trivial way. It is introduced to separate the pµ-parallel
and pµ-perpendicular components. Noting that the mo-
mentum pµ is a null vector hence self-perpendicular, the
separation is not unique and depends on the choice of
nµ. As explained in Ref. [25], such non-uniqueness leads
to the frame-dependence of the distribution function —
also known the side-jump effect [27]. When choosing dif-
ferent auxiliary field, e.g. uµ and vµ, the corresponding
distribution functions, f[u],± and f[v],±, differ at h¯-order:
f[u],± − f[v],± = ∓h¯
ǫµνρσpµuνvρ∂σf(0)±
2(u · p)(v · p) , (27)
and consequently
pµf[u],±−pµf[v],± = ∓h¯
(ǫµνρσpρuσ
2p · u −
ǫµνρσpρvσ
2p · v
)
∂νf(0),± ,
(28)
so that the definition of J µ± remains invariant. We re-
fer the readers to [25] for detailed derivations. In the
above equations, f(0)± is the classical h¯
0-order of chiral-
ity density function and is frame-independent. As will
be discussed in Sec. III B, it shall be more natural to
choose nµ to be the local fluid velocity. For the sake of
generality, we keep nµ to be arbitrary at this point.
Last but not the least, the conservation equation of
total angular momentum
0 = ∂µMµνλ
≡ ∂µ(Lµνλ + h¯Sµνλ)
≡ ∂µ(T µλxν − T µνxλ) + h¯∂µSµνλ
= (T νλ − T λν) + h¯∂µSµνλ ,
(29)
is satisfied automatically, which can be shown by tak-
ing the momentum integral of Eq. (21), one of the equa-
tions of motion for Wigner components. In a system
with Dirac spinors, the conservation of total angular mo-
mentum is not an extra constraint on the system evo-
lution. The spin density current follows once the ax-
ial charge density, accounting for the imbalance between
right-handed (RH) and left-handed (LH) particles, is de-
fined.
III. SPIN HYDRODYNAMICS IN
EQUILIBRIUM
A. Equilibrium Distribution
To connect kinetic theory with hydrodynamic theory,
a natural starting point is the equilibrium limit of the
3distribution function. This is non-trivial when rotation
effects are included: quantum corrections appear in the
kinetic equation Eq.(26), therefore the equilibrium dis-
tribution will also be modified. Here we derive the equi-
librium distribution with vorticity corrections, f±,eq, in
a similar way as in Ref. [24]. We start from the principle
that equilibrium distribution f±(x, p) ≡ f±(g±) should
be a function of the linear combination of the quantities
conserved in collisions — namely, the particle number,
the momentum, and the angular momentum,
g± = α± + βλp
λ + h¯γ±,µν
ǫµναβpαnβ
2p · n , (30)
where the coefficient α, β, γ are not arbitrary. They are
constrained by the CKE:
0 = δ(p2)
[
pµ∂µ ± h¯
(
∂µ
ǫµνρσpρnσ
2p · n
)
∂ν
]
f±(g±)
= δ(p2)
df±
dg±
[
pµ∂µ ± h¯
(
∂µ
ǫµνρσpρnσ
2p · n
)
∂ν
]
g± .
(31)
To solve the coefficients, we take the semi-classical ex-
pansion
g± = g(0),± + h¯g(1),± +O(h¯2)
=
(
α(0),± + pµβ
µ
(0)
)
+ h¯
(
α(1),± + pµβ
µ
(1)
+ γ±,µν
ǫµναβpαnβ
2p · n
)
+O(h¯2) ,
(32)
as well as
f±(g±) = f(0),±(g(0),±) + h¯f
′
(0),±(g(0),±)
(
α(1),±
+ pµβ
µ
(1) + γ±,µν
ǫµναβpαnβ
2p · n
)
+O(h¯2) .
(33)
From zeroth order CKE, one finds that
∂µα(0),± = 0, ∂µβ(0),ν + ∂νβ(0),µ =
∂ · β(0)
4
gµν . (34)
On the other hand, physical quantities like J µ± are inde-
pendent of nµ, hence
f[u],± − f[v],±
=∓ h¯ ǫ
µνρσpµuνvρ∂σf(0)±
2(u · p)(v · p)
=∓ h¯ ǫ
µνρσpµuνvρ∂σg(0)±
2(u · p)(v · p) f
′
(0),±(g(0),±) +O(h¯2) .
(35)
Comparing the above two equalities, one obtains that
∓ p
λǫµνρσpµuνvρ
2(u · p)(v · p) ∂σβ(0),λ
= γ±,µν
( ǫµναβpαuβ
2p · u −
ǫµναβpαvβ
2p · v
)
=2γ±,λσ
pλǫµνρσpµuνvρ
2(u · p)(v · p) .
(36)
Further noting the arbitrariness of u, v, and p, one gets
γ±,µν = ±1
4
(
∂µβ(0),ν − ∂νβ(0),µ
)
. (37)
Then we consider the first order CKE and find
∂µα(1),± = 0, ∂µβ(1),ν + ∂νβ(1),µ =
∂ · β(1)
4
gµν . (38)
Consequently, one can respectively absorb α(1),± and
β(1),µ into α(0),± and β(0),µ, and conclude that
∂µα± = 0, ∂µβν + ∂νβµ =
∂ · β
4
gµν ,
γµν± = ±
1
4
(∂µβν − ∂νβµ) ,
(39)
and
f±(g±) = f±(α± + pµβ
µ)± h¯
(∂µβν − ∂νβµ
4
×
ǫµναβpαnβ
2p · n
)
f ′±(α± + pµβ
µ) +O(h¯2) .
(40)
It is worth noting that compared to the derivation in
Ref. [24], we take into account the requirement that phys-
ical quantities are independent of nµ, i.e. Eq. (35). By
doing this, one would be able to rule out the ambiguous
extra mode of γ±,µν pointed out in [24]. Additionally, the
conditions (34) and (38) apply only for a system in global
equilibrium. They are not required in the derivation of
the hydrodynamic equations.
Comparing the general form with momentum-
integrated thermodynamics quantities, one can find that
α± = µ±/T corresponds to the RH/LH chemical po-
tential, while βµ ≡ uµ/T corresponds to the flow veloc-
ity and temperature. Particularly, the latter is indepen-
dent of flavor or helicity. Combined with the Fermi-Dirac
distribution, we can express the equilibrium distribution
functions in a compact form:
feq,±(p) =
1
exp[p·u−µ±T ∓ h¯
ǫµνρσ̟µνpρnσ
4n·p ] + 1
, (41)
where ̟µν ≡ 12
(
∂ν
uµ
T − ∂µ uνT
)
is the thermal vorticity.
B. Ideal Spin Hydrodynamics
With the thermal distribution obtained, now we move
on to construct the hydrodynamic quantities by tak-
ing the equilibrium limit. For later convenience, we
define the vorticity vector ωµ ≡ −T2 ǫµνρσuν̟ρσ =
1
2ǫ
µνρσuν∂ρuσ, the vector/axial chemical potential µV ≡
(µ+ + µ−)/2, µA ≡ (µ+ − µ−)/2, and denote the inte-
gral
∫
p ≡
∫ 2δ(p2)d4p
(2π)3 . By substituting equilibrium distri-
bution in the definition, the equilibrium hydrodynamic
4quantities are:
Jµeq,± ≡
∫
p
pµfeq,± ± h¯
2
ǫµλσρ
∫
p
pλnσ
n · p ∂ρfeq,±
= n±u
µ ± h¯
2
(
∂n±
∂µ±
)
T,µ∓
ωµ , (42)
Jµeq,V ≡ Jµeq,+ + Jµeq,− = nV uµ +
h¯
2
(
∂nA
∂µV
)
T,µA
ωµ , (43)
Jµeq,A ≡ Jµeq,+ − Jµeq,− = nAuµ +
h¯
2
(
∂nA
∂µA
)
T,µV
ωµ , (44)
T µνeq ≡
∫
p
pµpν(feq,+ + feq,−)
+h¯ǫµλσρ
∫
p
pνpλnσ
2 n · p ∂ρ(feq,+ − feq,−)
= ε uµuν − P ∆µν + h¯ nA
4
(8ωµuν + T ǫµνσλ̟σλ) ,
(45)
Sλµνeq ≡
1
2
ǫλµνσJeq,A,σ (46)
where
n± ≡
∫
p
(u·p)feq,± , ε = 3P ≡
∫
p
(u·p)2(feq,++feq,−) .
(47)
We note that these are equivalent to the result in
Ref. [28], if implementing the equilibrium distribution
for both particle and anti-particle
n± =
µ±
6
(
T 2 +
µ2±
π2
)
,
ε =
7π2T 4
60
+
T 2(µ2V + µ
2
A)
2
+
µ4V + 6µ
2
V µ
2
A + µ
4
A
4π2
.
(48)
Some comments are in order:
(a) In the above equations, the quantum corrections to
the vector and axial currents are collectively known as
the Chiral Vortical Effect, (see e.g. [29]). In particu-
lar, even in the purely neutral case µV = µA = 0, the
quantum correction to the axial current, h¯(T 2ωµ/6), is
non-vanishing. Noting that this leads to non-zero spin
density uλS
λµν
eq = h¯T
3̟µν/12, such a quantum correc-
tion term induces the spin-vorticity alignment.
(b) On top of existing chiral-hydro that includes anoma-
lous transport terms in current and axial current, our
derivation also indicates new terms in the stress tensor
accounting for the feedback to energy and momentum
flow. Quantum correction introduces an anti-symmetric
term ∝ h¯(4ωµuν − 4ωνuµ+T ǫµνσλ̟σλ), together with a
symmetric correction ∝ 4h¯(ωµuν + ωνuµ). These terms
are proportional to chirality imbalance, and vanish if
µA = 0, i.e. equal amount of RH and LH particles at
any spatial and temporal points.
(c) As a first-order derivative term ωµ appears in the
hydrodynamic equations, it is non-trivial to show their
causality and stability. With details in App. A, these
equations are shown to be causal and stable against linear
perturbations, which follow from the fact that ∂µω
µ =
(1/2)ǫµνρσ(∂µuν)(∂ρuσ) does not contain second-order
derivatives of the velocity, such as ∂α∂βu
µ.
(d) It might be worth noting that we take the canoni-
cal definition of energy-momentum tensor T µν and spin
density Sλµν . There have been discussions on the equiv-
alence of evolution equations when taking other defini-
tions, differing by a pseudo-gauge transformation [30–32].
In App. B, we derive the explicit form of the pseudo-
gauge transformation to symmetrize T µν . We emphasize
that such a pseudo-gauge transformation does not cause
an ambiguity, as the microscopic distribution, f±(p), is
invariant under such a transformation. Physical observ-
ables, including the spin polarization vector, are con-
structed based on the distribution functions, hence they
are not influenced by the pseudo-gauge transformation.
(e) Last but not the least, one can find that all these hy-
drodynamic quantities are independent of the choice of
auxiliary field n, but the distribution functions, f±, de-
pends on the explicit form of nµ. We obtain the physical
choice of such an auxiliary field as follows. We denote
the spin correction term in distribution function (41) as
Σµν[n] ≡
ǫµναβpαnβ
2n · p . (49)
Noting that nµΣ
µν
[n] = 0 transforms as a vector under
Lorentz transformation, Σ′µν[n] =
ǫµνρ0p′ρ
2E′p
only contains
spatial part in the frame satisfying n′µ = {1, 0, 0, 0} at
space-time point (t′, x′, y′, z′). It represents the polariza-
tion tensor ǫijk pˆk/2 for a RH particle, while for a LH
particle, the polarization tensor is −ǫijkpˆk/2, which is
accounted by the sign difference in the current term and
equilibrium distribution function. Consequently, Σµν[n]
serves as the spin tensor in the frame co-moving with
nµ. To correctly reflect the spin polarization in the dis-
tribution function, it is more natural to take nµ = uµ to
be the flow velocity. We adopt this choice for the rest of
this paper.
IV. HYDRODYNAMICS NEAR EQUILIBRIUM
In this section we extend the discussion to non-
equilibrium systems, and derive second order spin hy-
drodynamics from CKT. To describe non-equilibrium hy-
drodynamics evolution, we start with the chiral kinetic
equations with collision terms. The quantum correction
term in CKE could be further simplified, see Eq. (G3) in
App. G. Taking nµ = uµ, the equations become
pµ∂µf± ± h¯
(ǫµνρσpν(∂ρuσ)
4 u · p
)
∂µf± = C±[f+, f−] , (50)
5where
C+(p) =
∫
k,p′,k′
[
W1
(
f˜+(p
′)f˜+(k
′)f+(p)f+(k)
− f˜+(p)f˜+(k)f+(p′)f+(k′)
)
+W2
(
f˜+(p
′)f˜−(k
′)f+(p)f−(k)
− f˜+(p)f˜−(k)f+(p′)f−(k′)
)]
,
(51)
C−(p) =
∫
k,p′,k′
[
W1
(
f˜−(p
′)f˜−(k
′)f−(p)f−(k)
− f˜−(p)f˜−(k)f−(p′)f−(k′)
)
+W2
(
f˜−(p
′)f˜+(k
′)f−(p)f+(k)
− f˜−(p)f˜+(k)f−(p′)f+(k′)
)]
,
(52)
are the collision kernels. For later convenience, we recast
the CKE to be:[
(u · p)∓ h¯ ω · p
2 u · p
]
dˆf± − C±[f+, f−]
= − pµ∇µf± ∓ h¯
(ǫµνρσpν(∂ρuσ)
4 u · p
)
∇µf± ,
(53)
where dˆX ≡ uµ∂µX , ∇µ ≡ ∆µν∂ν . In the 14-moment
expansion formalism, we expand the non-equilibrium cor-
rection to be moments of p〈α · · · pβ〉, and truncate terms
up to p2 order:
f± ≡ f±eq + f±eq(1− f±eq)
[
+ λ±ΠΠ+ λ
±
ν ν
µ
±pµ + λ
±
π π
µνpµpν
]
= f±0 + f
±
0 (1 − f±0 )
[
∓ h¯
2T
ω · p
u · p
+ λ±ΠΠ+ λ
±
ν ν
µ
±pµ + λ
±
π π
µνpµpν
]
,
(54)
where
f0,±(p) =
1
exp[u·p−µ±T ] + 1
, (55)
feq,±(p) =
1
exp[u·p−µ±T ± h¯ 12T ω·pu·p ] + 1
= f0,± ∓ f0,±(1 − f0,±) h¯
2T
ω · p
u · p +O(h¯
2).(56)
Noting that the equilibrium form of polarization vector
ωµ is a first-order derivative term, we keep up to first
order in viscous expansion. This is consistent with the
order of quantum corrections.
It is worth noting that in above expressions, T and µ±
are the effective temperature and chemical potentials, re-
spectively. In principle, these quantities are well defined
only in thermal systems; while in practice, one can de-
fine them for non-equilibrated systems by matching the
energy and particle densities
ǫ ≡
∫
p
(u · p)2[f+(p) + f−(p)] , (57)
n± ≡
∫
p
(u · p)f±(p) , (58)
with their corresponding equilibrium expectations:
ǫ = ǫeq ≡
∫
p
(u · p)2[feq,+(p) + feq,−(p)] , (59)
n± = neq,± ≡
∫
p
(u · p)feq,±(p) . (60)
With these, one can separate the pressure into two
parts — the thermal pressure P , and the bulk pressure
Π being the non-equilibrium correction:
P ≡ −1
3
∫
p
∆µνpµpν [feq,+(p) + feq,−(p)] , (61)
Π ≡ −1
3
∫
p
∆µνpµpν [δf+(p) + δf−(p)] , (62)
where δf± ≡ f±−f±eq denotes the non-equilibrium sector
of the distribution functions. Implementing the energy
matching relation (59), one can re-express Eq.(62) as
Π = − 1
3
∫
p
(pµpµ)[δf+(p) + δf−(p)]
= − m
2
3
∫
p
[δf+(p) + δf−(p)] .
(63)
In the massless limit m2 = 0, the bulk viscous pressure
vanishes, hence the scalar corrections λ±ΠΠ disappear.
Besides, one can further define the non-equilibrium
corrections to hydrodynamics — the dissipative quan-
tities:
πµν ≡
∫
p
∆µναβp
αpβ [f+(p) + f−(p)] , (64)
νµ± ≡
∫
p
∆µαp
αδf±(p) . (65)
From the relations in Eq.(57 - 65), one can fix the coef-
ficients in non-equilibrium distribution function:
λ±π =
1
4J±4,2
, λ±ν =
J±3,1(u · p)− J±4,1
D±3,1
. (66)
Detailed derivations can be found in Appendix D.
Substituting the distribution function in the defini-
tion (13-15), we find the RH and LH particle currents
6and energy-momentum stress tensor:
Jµ± = n±u
µ + νµ± ±
h¯
2
∂n±
∂µ±
ωµ
± h¯
2
ǫµρσλuρ∂σ
(G(1),±4,1
D±3,1
ν±,λ
)
± h¯J
±
2,2
4J±4,2
(
ǫµρσλuρσσ
ξπλξ − πµλωλ
)
≡ n± uµ + νµ± + h¯ Jµquantum,± , (67)
T µν = ε uµuν − P ∆µν + πµν + 4h¯
5
ωµ(νν+ − νν−)
+
h¯ nA
4
(8ωµuν + T ǫµνσλ̟σλ)
+
h¯
2
ǫµρσλuρ∆
νξ∂σ
[( J+3,2
2J+4,2
− J
−
3,2
2J−4,2
)
πλξ
]
+
h¯
2
ǫµρσλuρu
ν∂σ(ν
+
λ − ν−λ )
− h¯
10
ǫµνρσuρ(∂σu
λ)(ν+λ − ν−λ )
+
2h¯
5
ǫµλρσuρ(∂σu
ν)(ν+λ − ν−λ )
≡ ε uµuν − P ∆µν + πµν + h¯ T µνquantum . (68)
Together with classical dissipation terms πµν and νµ±, vis-
cous corrections also modifies the quantum T µνquantum and
Jµquantum,±, from their equilibrium form. In this work,
we take the Landau frame and define flow velocity uµ as
the time-like left-eigenvector of stress tensor, with energy
density ǫ being the eigenvalue:
uµT
µν
classical = ǫ u
ν . (69)
Finally, we derive the equations of motion for dissipa-
tive terms, ruled by:
∆µνρσ dˆπ
ρσ ≡
∫
p
∆µναβp
αpβ
(
dˆδf+ + dˆδf−
)
, (70)
∆µν dˆν±,ν ≡
∫
p
∆µαp
αdˆδf± , (71)
while the equation of motion for δf± is derived from
Eq. (53):
dˆδf± −
( 1
u · p ± h¯
ω · p
2 (u · p)3
)
C±[f+, f−]
=− dˆfeq,± − p
µ∇µf±
u · p
∓ h¯ǫ
µνλσpνp
ρuλ(∂ρuσ − ∂σuρ)
4(u · p)3 ∇µf± .
(72)
Putting the lengthy calculations in App. E and keeping
up to second-order terms, the relaxation equations for all
the dissipative terms are
∆αβρσ dˆπ
ρσ − (A(2)+,0 +A(2)−,0)παβ
− h¯
2
(X+,+2,−2 −X−,+2,−2)∆αβρσ ωρνσ+
+
h¯
2
(X−,−2,−2 −X+,−2,−2)∆αβρσ ωρνσ−
=
8
5
Pσαβ − 3θ παβ + 8
7
∆αβσµνπµν − 12
7
σαµπ
βµ
− 12
7
σβµπ
αµ − παµǫβµνρuνωρ − πβµǫαµνρuνωρ
+
2h¯
15
∆αβµν ω
µ∇νnA + h¯
5
nA∆
αβ
µν∇µων
− 9h¯
10
nA
ε+ P
∆αβµνω
µ∇νP
+
h¯
20
nA
ε+ P
(
σβµǫ
µαλσuλ∇σP + σαµǫµβλσuλ∇σP
)
,
(73)
and
∆αβ dˆν±β −A(1)±,0να± − B(1)±,0να∓ ±
h¯
2T
W(1)±,0ωα
+
h¯
2
(
A(2)+,−2 −A(2)−,−2
)
παβωα
=
D±2,1
J±3,1
∇αµ±
T
+
D±3,0
2J±3,0J
±
4,0
∆αρ∇µπµρ − παµ∇µ
J±3,0
2J±4,0
− θνα± −
3
5
σαµν±µ − ǫαµνγuµνν±ωγ
∓ h¯
3
ωαdˆI±0,0 ∓
h¯
2T
D±2,1
J±3,1
∆αβ dˆω
β
± 3h¯
2
n2±
ε± + P±
(1
3
θωα + σαµωµ
)
∓ h¯
3
I±0,0
(13
15
θωα +
4
5
σαµωµ
)
± h¯
12
ǫµαλσuλdˆuσ(∇µI±0,0) ,
(74)
where A,B,W ,X are integrals of collision kernel defined
in App. F. They are functions of temperature T and
chemical potentials µ±. We note that there have been
similar attempts to derive the dissipative spin hydrody-
namics from relaxation time approximation [28, 33], i.e.
the collision kernel is approximated by (f − feq)/τeq. We
emphasize that by taking 14-moment formalism with con-
crete collision kernel, we are able to obtain the exact form
of transport coefficients and relaxation times. In this pa-
per, we aim to construct a theoretical framework based
on general form of collision terms. More realistic studies
— focusing on relativistic heavy-ion collisions — of the
relaxation time can be found in [34–36].
We end by discussing the viscous correction to the spin
degrees of freedom. At the macroscopic level, the spin
7density at the fluid co-moving frame is
Sµν ≡ uλSλµν
=
1
2
ǫσλµν
∫
p
uλAσ
=
1
2
ǫσλµνuλ(J+,σ − J−,σ)
=
h¯ T
4
(∂n+
∂µ+
+
∂n−
∂µ−
)
∆µα∆
ν
β̟
αβ +
1
2
ǫµνσλνA,σuλ
+
h¯
2
ǫµνσλǫσαβγuλu
α∂β
(
G
(1),+
4,1
D+3,1
νγ+ +
G
(1),−
4,1
D−3,1
νγ−
)
+
h¯
4
(J+2,2
J+4,2
+
J−2,2
J−4,2
)
(πµξσνξ − πνξσµξ)
− h¯
4
(J+2,2
J+4,2
+
J−2,2
J−4,2
)
ǫµνσλuλπσαω
α .
(75)
Especially, in the equilibrium limit that all viscous cor-
rections are turned-off, i.e. νµ → 0, πµν → 0, the spin
density Sµν ∝ ∆µα∆νβ̟αβ is proportional to the spatial
components of thermal vorticity tensor.
At the microscopic level, one would be interested in
the polarization rate for individual particles, especially
for final hadrons. The momentum-dependent mean spin
vector for each hadron can be obtained as follows (see
e.g. [37]),
Sµ(p) = − 1
8
ǫµνρσpν
∫
dΣfo,λtr[{γλ,Σρσ}W (x, p)]∫
dΣfo,λpλtr[W (x, p)]
=
1
4mH
ǫµνρσpν
∫
dΣλfoǫλρσδAδ(x, p)∫
dΣfo,λVλ(x, p)
=
1
2mH
∫
dΣλfopλAµ(x, p)∫
dΣλfoVλ(x, p)
,
(76)
where Σfo,λ represents the freeze-out hyper-surface. As-
suming that hadrons take the same distribution as the
14-moment formalism (54), we find
Sµ(p) =
1
2mH
{[∫
Σ
fV,0
]
+
∫
Σ
fV,0(1− fV,0)(λνναpα + λππαβpαpβ)
}−1
×
{[
− h¯
4
ǫµνρσ
∫
Σ
pν̟ρσfV,0(1− fV,0)
]
+
∫
Σ
pµfV,0(1− fV,0)µA
T
+
∫
Σ
pµfV,0(1− fV,0)
(λν
2
ναApα +
λ+ν − λ−ν
2
ναpα +
λ+π − λ−π
2
παβpαpβ
)}
+O(h¯2) ,
(77)
where fV,0 ≡ [e(u·p−µ)/T + 1]−1 is the Fermi-Dirac dis-
tribution,
∫
Σ
(· · · ) ≡ ∫
Σ
dΣλfopλ(· · · ) is the integral over
freeze-out hyper-surface, and
µA ≡ (µ+ − µ−)/2 , µ ≡ (µ+ + µ−)/2 ,
νµA ≡ νµ+ − νµ− , νµ ≡ νµ+ + νµ− .
(78)
In the expression of the mean spin vector per particle(77),
if keeping terms in [· · · ] only, one can repeat the equilib-
rium result in Ref. [37], while the other terms are cor-
rections. Among them, there is a term proportional to
µA/T , which is a leading order contribution, in both gra-
dient expansion and semi-classical expansion. It acts op-
positely for Λ and Λ¯ hyperons, and might help to explain
the measured difference in their polarization rate [3]. The
rest of the terms are viscous corrections: the ones in the
denominator, {· · · }−1, are corrections to spin-averaged
particle distribution; while the ones in the numerator are
corrections directly to the spin distribution. The latter
might be related to the sign difference between theory
and experiment results on azimuthal angle distribution of
longitudinal polarization. Last but not the least, noting
that for systems starting with zero chirality imbalance,
all quantities proportional to the difference between right
and left, i.e. µA and ν
µ
A, appear because of chiral trans-
port, hence are proportional to h¯. In other words, the
corrections in the numerator are not “infinitely large”
compared to the equilibrium expression.
V. SUMMARY AND OUTLOOK
In this work, we start from a 14-moment expansion
formalism and obtain the second-order viscous spin hy-
drodynamics from a system of massless Dirac spinors. In
such a system, the spin alignment effect could be treated
in the same framework as for chiral hydrodynamics, but
with non-trivial quantum corrections to the stress ten-
sor. We further obtain the non-equilibrium correction
to the spin polarization vector, and find a potential new
source of the difference in the polarization rate of Λ and
Λ¯ hyperons.
We construct a hydrodynamic theory that self-
consistently solves the evolution of systems contain-
ing spin degrees of freedom and includes the viscous-
corrections in the hadron spin polarization rate, and the
explicit form of the hydrodynamics quantities and equa-
tions are shown in Eqs. (67, 68, 73, 74). This framework
will be implemented in future numerical hydrodynamic
8simulations to precisely quantify both global and local
polarization rates of final-state hadrons created in heavy-
ion collisions.
We end by noting that hydrodynamic theory is a
macroscopic theory that can be derived from conserva-
tion laws and the second law of thermodynamics. A hy-
drodynamic theory containing the spin degrees of free-
dom has been constructed based on such macroscopic
principles in Ref. [38]. It is particularly interesting to
compare the results of this paper, derived from a micro-
scopic approach, to those of [38]. By such comparison,
we find extra terms could be added to the results of [38]
without violating conservation laws and entropy produc-
tion law. Those results will be reported in a separate
publication.
Acknowledgments — This work is supported by
the Natural Sciences and Engineering Research Coun-
cil of Canada. We would like to thank Francesco Be-
cattini, Wojciech Florkowski, Xu-Guang Huang, Jinfeng
Liao, Jorge Noronha, Dirk Rischke, Qun Wang, and Yi
Yin for helpful discussions.
[1] J. Adams et al. [STAR], Nucl. Phys. A 757, 102-183
(2005) doi:10.1016/j.nuclphysa.2005.03.085 [arXiv:nucl-
ex/0501009 [nucl-ex]].
[2] M. Gyulassy and L. McLerran, Nucl. Phys. A 750, 30-63
(2005) doi:10.1016/j.nuclphysa.2004.10.034 [arXiv:nucl-
th/0405013 [nucl-th]].
[3] L. Adamczyk et al. [STAR Collaboration], Nature 548,
62 (2017) doi:10.1038/nature23004 [arXiv:1701.06657
[nucl-ex]].
[4] J. Adam et al. [STAR Collaboration], Phys. Rev.
C 98, 014910 (2018) doi:10.1103/PhysRevC.98.014910
[arXiv:1805.04400 [nucl-ex]].
[5] J. Adam et al. [STAR Collaboration], Phys.
Rev. Lett. 123, no. 13, 132301 (2019)
doi:10.1103/PhysRevLett.123.132301 [arXiv:1905.11917
[nucl-ex]].
[6] F. Becattini et al., Eur. Phys. J. C 75, no.
9, 406 (2015) Erratum: [Eur. Phys. J. C 78,
no. 5, 354 (2018)] doi:10.1140/epjc/s10052-015-3624-
1, 10.1140/epjc/s10052-018-5810-4 [arXiv:1501.04468
[nucl-th]].
[7] F. Becattini and I. Karpenko, Phys. Rev. Lett. 120, no.
1, 012302 (2018) doi:10.1103/PhysRevLett.120.012302
[arXiv:1707.07984 [nucl-th]].
[8] X. L. Xia, H. Li, Z. B. Tang and Q. Wang, Phys. Rev.
C 98, 024905 (2018) doi:10.1103/PhysRevC.98.024905
[arXiv:1803.00867 [nucl-th]].
[9] F. Becattini, I. Karpenko, M. Lisa, I. Upsal and
S. Voloshin, Phys. Rev. C 95, no. 5, 054902 (2017)
doi:10.1103/PhysRevC.95.054902 [arXiv:1610.02506
[nucl-th]].
[10] Y. Xie, R. C. Glastad and L. P. Csernai, Phys. Rev. C 92,
no. 6, 064901 (2015) doi:10.1103/PhysRevC.92.064901
[arXiv:1505.07221 [nucl-th]].
[11] Y. Xie, D. Wang and L. P. Csernai, Eur. Phys. J. C
80, no. 1, 39 (2020) doi:10.1140/epjc/s10052-019-7576-8
[arXiv:1907.00773 [hep-ph]].
[12] S. Shi, K. Li and J. Liao, Phys. Lett. B 788, 409 (2019)
doi:10.1016/j.physletb.2018.09.066 [arXiv:1712.00878
[nucl-th]].
[13] Y. Guo, S. Shi, S. Feng and J. Liao, Phys. Lett. B
798, 134929 (2019) doi:10.1016/j.physletb.2019.134929
[arXiv:1905.12613 [nucl-th]].
[14] H. Li, L. G. Pang, Q. Wang and X. L. Xia,
Phys. Rev. C 96, no. 5, 054908 (2017)
doi:10.1103/PhysRevC.96.054908 [arXiv:1704.01507
[nucl-th]].
[15] I. Karpenko and F. Becattini, Eur. Phys. J. C 77,
no. 4, 213 (2017) doi:10.1140/epjc/s10052-017-4765-1
[arXiv:1610.04717 [nucl-th]].
[16] S. Shi, C. Gale and S. Jeon, [arXiv:2002.01911 [nucl-th]].
[17] D. T. Son and N. Yamamoto, Phys. Rev. Lett. 109,
181602 (2012).
[18] D. T. Son and N. Yamamoto, Phys. Rev. D 87, no. 8,
085016 (2013).
[19] M. A. Stephanov and Y. Yin, Phys. Rev. Lett.
109, 162001 (2012) doi:10.1103/PhysRevLett.109.162001
[arXiv:1207.0747 [hep-th]].
[20] S. R. De Groot, W. A. Van Leeuwen and C. G. Van
Weert, “Relativistic Kinetic Theory. Principles and Ap-
plications,” Amsterdam, Netherlands: North-holland
(1980).
[21] D. Vasak, M. Gyulassy and H. T. Elze, Annals Phys.
173, 462 (1987). doi:10.1016/0003-4916(87)90169-2
[22] J. H. Gao, Z. T. Liang, S. Pu, Q. Wang and X. N. Wang,
Phys. Rev. Lett. 109, 232301 (2012).
[23] J. H. Gao, S. Pu and Q. Wang, Phys. Rev. D 96, no. 1,
016002 (2017).
[24] Y. C. Liu, L. L. Gao, K. Mameda and
X. G. Huang, Phys. Rev. D 99, no. 8, 085014 (2019)
doi:10.1103/PhysRevD.99.085014 [arXiv:1812.10127
[hep-th]].
[25] A. Huang, S. Shi, Y. Jiang, J. Liao and
P. Zhuang, Phys. Rev. D 98, no. 3, 036010 (2018)
doi:10.1103/PhysRevD.98.036010 [arXiv:1801.03640
[hep-th]].
[26] Y. Hidaka, S. Pu and D. L. Yang, Phys. Rev. D 95,
no. 9, 091901 (2017) doi:10.1103/PhysRevD.95.091901
[arXiv:1612.04630 [hep-th]].
[27] J. Y. Chen, D. T. Son and M. A. Stephanov,
Phys. Rev. Lett. 115, no. 2, 021601 (2015)
doi:10.1103/PhysRevLett.115.021601 [arXiv:1502.06966
[hep-th]].
[28] D. L. Yang, Phys. Rev. D 98, no. 7, 076019 (2018)
doi:10.1103/PhysRevD.98.076019 [arXiv:1807.02395
[nucl-th]].
[29] D. T. Son and P. Surowka, Phys. Rev. Lett.
103, 191601 (2009) doi:10.1103/PhysRevLett.103.191601
[arXiv:0906.5044 [hep-th]].
[30] F. Becattini and L. Tinti, Phys. Rev. D 87,
no. 2, 025029 (2013) doi:10.1103/PhysRevD.87.025029
[arXiv:1209.6212 [hep-th]].
[31] W. Florkowski, R. Ryblewski and A. Kumar,
Prog. Part. Nucl. Phys. 108, 103709 (2019)
9doi:10.1016/j.ppnp.2019.07.001 [arXiv:1811.04409
[nucl-th]].
[32] W. Florkowski, A. Kumar and R. Ryblewski,
Phys. Rev. C 98, no. 4, 044906 (2018)
doi:10.1103/PhysRevC.98.044906 [arXiv:1806.02616
[hep-ph]].
[33] S. Bhadury, W. Florkowski, A. Jaiswal, A. Kumar and
R. Ryblewski, arXiv:2002.03937 [hep-ph].
[34] A. Ayala, D. De La Cruz, S. Hernndez-Ortz,
L. A. Hernndez and J. Salinas, Phys. Lett. B
801, 135169 (2020) doi:10.1016/j.physletb.2019.135169
[arXiv:1909.00274 [hep-ph]].
[35] A. Ayala, D. de la Cruz, L. A. Hernndez and J. Salinas,
arXiv:2003.06545 [hep-ph].
[36] J. I. Kapusta, E. Rrapaj and S. Rudaz, Phys. Rev. C 101,
no. 2, 024907 (2020) doi:10.1103/PhysRevC.101.024907
[arXiv:1907.10750 [nucl-th]].
[37] F. Becattini, [arXiv:2004.04050 [hep-th]].
[38] K. Hattori, M. Hongo, X. Huang, M. Matsuo
and H. Taya, Phys. Lett. B 795, 100-106 (2019)
[arXiv:1901.06615 [hep-th]].
Appendix A: Stability and Causality of Spin Fluid
Dynamics
A unique feature of spin hydrodynamics is the emer-
gence of vorticity vector ωµ terms at ideal order, which
is a first-order derivative of velocity uµ. Given this, one
may be concerned by the numerical stability and rela-
tivistic causality of the theory. Generally speaking this is
not an issue, as the definition of vorticity vector contains
anti-symmetric Levi-Civita tensor, hence neither ∂µω
µ
nor ωµ∂µX contain second-order derivative terms, not
even the product of first order terms with respect to the
same variable. To see this, we examine the linear per-
turbation on top of a homogenous-constant background.
Without loss of generality, we take the co-moving frame
of the background fluid velocity, hence the full velocity
is uµ = (1, 0, 0, 0) + (0, δux, δuy, δuz). Similarly, the full
energy density becomes ε + δε, while number density is
nV + δnV , axial number density is nA + δnA. Then the
evolution of perturbative quantities is governed by:
∂µδJ
µ
V = 0, ∂µδJ
µ
A = 0, ∂µδT
µν = 0. (A1)
Expanding the hydrodynamic equations for linear per-
turbations, one finds:
0 = ∂tδnV + nV ∂iδu
i , (A2)
0 = ∂tδnA + nA∂iδu
i , (A3)
0 = ∂tδε+H∂iδu
i , (A4)
0 = H∂tδu
x + ∂xδP +
h¯ nA
2
∂t(∂yδu
z − ∂zδuy) , (A5)
0 = H∂tδu
y + ∂yδP +
h¯ nA
2
∂t(∂zδu
x − ∂xδuz) , (A6)
0 = H∂tδu
z + ∂zδP +
h¯ nA
2
∂t(∂xδu
y − ∂yδuz) . (A7)
where H ≡ ε+P is the enthalpy. Compared to the “spin-
less” hydro, the dispersion relations contains second-
order derivative terms (h¯ nA/2)∂t∂iδui. However, this
does not mean instability or acausality, as one of them
must be time derivative. To see it explicitly, we solve the
plane-wave eigenmodes
δε
δnV
δnA
δux
δuy
δuz
 = exp[i(ωt+ kxx+ kyy + kzz)]

δε0
δnV 0
δnA0
δux0
δuy0
δuz0
 , (A8)
and the equations becomes
ω 0 0 a kx a ky a kz
0 ω 0 b kx b ky b kz
0 0 ω c kx c ky c kz
d kx e kx f kx ω g
∗ω kz g ω ky
d ky e ky f ky g ω kz ω g
∗ω kx
d kz e kz f kz g
∗ω ky g ω kx ω
·

δε
δnV
δnA
δux
δuy
δuz
 = 0 ,
(A9)
where
a ≡ ε+ P, b ≡ nV , c ≡ nA,
d ≡ 1
ε+ P
∂P
∂ε
, e ≡ 1
ε+ P
∂P
∂nV
,
f ≡ 1
ε+ P
∂P
∂nA
, g ≡ i · h¯ nA
2(ε+ P )
.
(A10)
Particularly, g is purely imaginary, and g∗ = −g. The
solution of perturbation field would be trivial unless the
determinant of the coefficient matrix vanishes:
0 = ω4(1− g2k2)[(ad+ be+ cf)k2 − ω2] , (A11)
which yields ω = 0 or
ω = ±
√
ad+ be+ cf k . (A12)
Particularly, the speed of sound
cs ≡ ∂ω
∂k
=
(∂P
∂ε
+
nV
ε+ P
∂P
∂nV
+
nA
ε+ P
∂P
∂nA
)1/2
(A13)
is determined by the equation of state and takes the same
formula as the “spin-less” hydro. From the above analy-
sis one can see that spin hydrodynamics equations remain
causal and is stable for linear perturbations, even though
they contain the derivative term ωµ.
Appendix B: Pseudo-Gauge Transformation to
Symmetrize The Energy-Momentum Tensor
It is worth noting that in this work we take the canon-
ical definition of the energy-momentum tensor:
T µν =
∫
d4p
(2π)4
pνVµ
=
∫
p
pµpνfV + h¯ ǫ
µλσρ
∫
p
pνpλnσ
2 n · p ∂ρfA ,
(B1)
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which contains quantum correction which is not neces-
sary symmetric. However, in this appendix we show how
to symmetrize the stress tensor without changing any
physical observables. In principle, without changing any
physical observables or the evolution of thermodynamic
quantities. In one can alter the form of the stress tensor
by adding divergenceless term
T µνΦ ≡ T µν +
1
2
∂λ(Φ
λµν +Φµνλ +Φνλµ) , (B2)
while the spin density becomes SλµνΦ ≡ Sλµν − Φλµν , in
order to maintain angular momentum conservation. Such
transformation is referred to as a pseudo-gauge trans-
formation in Refs. [30–32], In practice, we employ the
Schouten identity (G1) and separate the quantum correc-
tion of the stress tensor into symmetric and divergence-
less anti-symmetric components:
h¯ǫµλσρ
∫
p
pνpλnσ
2 n · p ∂ρfA
=
h¯
2
∫
p
(
ǫµλσρpν + ǫνλσρpµ
) pλnσ
2n · p∂ρfA
+
h¯
2
∫
p
(
ǫµλσρpν − ǫνλσρpµ
) pλnσ
2n · p∂ρfA
=
h¯
2
∫
p
(
ǫµλσρpν + ǫνλσρpµ
) pλnσ
2n · p∂ρfA
+
h¯
2
∫
p
(
ǫσρµνpλ + ǫρµνλpσ + ǫµνλσpρ
) pλnσ
2n · p∂ρfA
=
h¯
2
∫
p
(
ǫµλσρpν + ǫνλσρpµ
) pλnσ
2n · p∂ρfA
+
h¯
4
ǫµνλρ∂λ
∫
p
pρfA +O(h¯2) . (B3)
Especially, the anti-symmetric term vanishes after taking
the divergence, h¯4 ǫ
µνλρ∂µ∂λ
∫
p pρfA = 0, and does not
contribute to the conservation equation. This identity
also yields the explicit form of the pseudo-gauge trans-
formation:
Φλµν ≡ − h¯
6
ǫλµνρ
∫
p
pρfA (B4)
so that
T µνsym ≡T µνcan +
1
2
∂λ(Φ
λµν +Φµνλ +Φνλµ)
=
∫
p
pµpνfV +
h¯
2
∫
p
(
ǫµλσρpν + ǫνλσρpµ
) pλnσ
2n · p∂ρfA
(B5)
is symmetric. Using such a definition, the equilibrium
form of stress tensor becomes
T µνsym,eq = ε u
µuν − P ∆µν + h¯ nA (ωµuν + ωνuµ) . (B6)
It is worth mentioning that the pseudo-gauge transforma-
tion does not bring any ambiguity in our framework, be-
cause of the following two reasons. First, the additional
term is divergenceless by definition, hence it does not al-
ter the evolution of the system. Second, although the
pseudo-gauge transformation modifies the definition of
“spin density” Sλµν , the spin/chirality dependent distri-
bution function remain the same. In other words, physi-
cal observables, such as spin polarization vector as shown
in Eq. (77), are independent of the choice of pseudo-
gauge.
Appendix C: Thermodynamic Integrals and
Orthogonal Polynomials
In this appendix, we discuss some mathematical rela-
tions related to the thermodynamics integrals
∫
p(· · · )f0
and
∫
p(· · · )f0(1−f0), and construct the orthogonal poly-
nomials used in the main text.
• Integration by Part: In the main text, integration by
part is frequently employed to derive/simplify the ther-
mal integrals. Noting that
d
dp
f0 = − p
Ep T
f0(1− f0) ,
d
dp
f0(1− f0) = − p
Ep T
f0(1− f0)(1 − 2f0) ,
(C1)
and applying integration by part, one can find∫
d3p
(2π)3Ep
f0(1− f0)F [Ep, p]
=T
∫
d3p
(2π)3Ep
f0
Ep
p2
d
dp
(pF [Ep, p]) ,
(C2)
∫
d3p
(2π)3Ep
f0(1− f0)(1 − 2f0)F [Ep, p]
=T
∫
d3p
(2π)3Ep
f0(1− f0)Ep
p2
d
dp
(pF [Ep, p]) .
(C3)
• Orthogonality in Thermodynamic Integrals: For an
arbitrary function of co-moving energy F = F (u · p),
angular dependence yields the orthogonal property:∫
d3p F
(2π)3Ep
p〈µ1 · · · pµm〉p〈ν1 · · · pνn〉
=
m!δmn
(2m+ 1)!!
∆µ1···µmν1···νm
∫
d3p F
(2π)3Ep
(∆αβpαpβ)
m .
(C4)
• Orthogonal Polynomials: we start by defining some
thermodynamic integrals as
In,q ≡
∫
d3p (−∆µνpµpν)q(u · p)n−2q
(2π)3Ep (2q + 1)!!
f0 , (C5)
Jn,q ≡
∫
d3p (−∆µνpµpν)q(u · p)n−2q
(2π)3Ep (2q + 1)!!
f0(1− f0) , (C6)
G(q)n,m ≡ Jn,qJm,q − Jn−1,qJm+1,q , (C7)
Gn,m ≡ G(0)n,m = Jn,0Jm,0 − Jn−1,0Jm+1,0 , (C8)
Dn,q ≡ Jn+1,qJn−1,q − J2n,q . (C9)
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Then we construct the polynomials P
(ℓ)
m as functions of
the co-moving energy Ep ≡ (u · p). They are defined to
satisfy the orthonormal relation:
δmn =
∫
d3p
(2π)3Ep
ω(ℓ)P (ℓ)m P
(ℓ)
n , (C10)
where the weight function
ω(ℓ) =
(−1)(ℓ)(∆µνpµpν)ℓ
(2ℓ+ 1)!!J2ℓ,ℓ
f0(p)(1 − f0(p)) , (C11)
satisfies the normalization relation
1 =
∫
d3p
(2π)3Ep
ω(ℓ) . (C12)
For each ℓ, we explicitly write down the 0th-, 1st-, and
2nd-order polynomials as
P
(ℓ)
0 = 1 , (C13)
P
(ℓ)
1 =
J2ℓ+1,ℓ√
D2ℓ+1,ℓ
− J2ℓ,ℓ√
D2ℓ+1,ℓ
(u · p) , (C14)
P
(ℓ)
2 =
D2ℓ+2,ℓ −G(ℓ)2ℓ+3,2ℓ(u · p) +D2ℓ+1,ℓ(u · p)2√
Nℓ
.
(C15)
where the normalization factor is
Nℓ ≡D2ℓ+1,ℓ
J2ℓ,ℓ
(
J2ℓ+2,ℓD2ℓ+2,ℓ
− J2ℓ+3,ℓG(ℓ)2ℓ+3,2ℓ + J2ℓ+4,ℓD2ℓ+1,ℓ
)
.
(C16)
We further define
F [X],±r,q ≡
(−1)qq!
(2q + 1)!!
∫
p
f0,±(1− f0,±) (−∆αβp
αpβ)q
(u · p)r λ
±
X ,
(C17)
with X being Π, ν, π, or Ω. In particular, matching
relations ensures that
F [Π],±0,0 = −
3
2m2
, F [Π],±−1,0 = 0, F [Π],±−2,0 = 0,
F [π],±0,2 = 1/2, F [ν],±0,1 = 1, F [ν],±−1,1 = 0,
F [Ω],±1,1 = 0, F [Ω],±0,1 = −1.
(C18)
Similarly, we have
I±1,0 = J
±
2,1/T = n± , I
±
2,0 = ǫ± ,
J±3,1 = T (ǫ± + P±) , J
±
1,0 =
∂n±
∂α±
.
(C19)
From the definition and after integration by parts, one
can find
Jn,q =
∂In,q
∂α
∣∣∣
β
, (C20)
Jn,q = −∂In−1,q
∂β
∣∣∣
α
, (C21)
Jn,q = (n+ 1)T In−1,q . (C22)
• Simplification of Thermodynamic Integrals: Employ-
ing the on-shell condition (−∆µνpµpν) = (u · p)2 −m2,
one can find
In,q =
q!
(2q + 1)!!
q∑
k=0
(−1)km2k
k!(q − k)! In−2k,0 , (C23)
Jn,q =
q!
(2q + 1)!!
q∑
k=0
(−1)km2k
k!(q − k)! Jn−2k,0 , (C24)
F [X],±r,q =
(−1)q(q!)2
(2q + 1)!!
q∑
k=0
(−1)km2k
k!(q − k)!F
[X],±
r+2k−2q,0 . (C25)
These expressions can be further simplified when taking
the massless limit m = 0,
In,q =
1
(2q + 1)!!
In,0 , (C26)
Jn,q =
1
(2q + 1)!!
Jn,0 , (C27)
Dn,q =
[ 1
(2q + 1)!!
]2
Dn,0 , (C28)
G(q)n,m =
[ 1
(2q + 1)!!
]2
Gn,m , (C29)
F [X],±r,q =
(−1)qq!
(2q + 1)!!
F [X],±r−2q,0 . (C30)
Appendix D: Coefficients in Dissipative Quantities
In this appendix, we show the full details of computing
the coefficients λX obtained from matching dissipative
quantities with non-equilibrium distribution functions.
In the moment expansion formalism, we expand the dis-
tribution functions near their equilibrium forms:
f± ≡ f±eq + f±eq(1 − f±eq)
[
+ λ±ΠΠ+ λ
±
ν ν
µ
±pµ + λ
±
π π
µνpµpν
]
,
(D1)
where the non-equilibrium corrections can be expressed
as
λ±ΠΠ = c±,0P
(0)
0 + c±,1P
(0)
1 + c±,2P
(0)
2 , (D2)
λ±ν ν
α
± = c
α
±,0P
(1)
0 + c
α
±,1P
(1)
1 , (D3)
λ±π π
αβ = cαβ±,0P
(2)
0 , (D4)
In above equations, P
(ℓ)
n are orthogonal polynomi-
als of co-moving energy (u · p), and their ex-
plicit form can be found in Sec. C. Additionally,
(c±,0, c±,1, c±,2, c
α
±,0, c
α
±,1, c
αβ
±,0) are coefficients that de-
pend on temperature T , chemical potential µ±, fluid ve-
locity uµ, but not on momentum p. In addition, the
coefficients are orthogonal to velocity:
cµ± ≡ ∆µαcα± , cµν± ≡ ∆µναβcαβ± . (D5)
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It might be worth mentioning that although it has been
shown in the main text that Π as well as the scalar cor-
rection λΠΠ vanish for massless system, we formally keep
these terms in this appendix, for the convenience of fu-
ture extensions.
To determine the coefficients, we first denote δf± ≡
f± − f±eq, and compute the integrals:
∫
p
δf± = J
±
0,0c±,0 , (D6)∫
p
(u · p)δf± = J±1,0c±,0 −
√
D±1,0c±,1 , (D7)
∫
p
(u · p)2δf± = J±2,0c±,0 −
G±3,0√
D±1,0
c±,1
+
√
J±2,0D
±
2,0 − J±3,0G±3,0 + J±4,0D±1,0√
D±1,0/J
±
0,0
c±,2 ,
(D8)
∫
p
∆µαpαδf± = −J±2,1cµ±,0 , (D9)∫
p
(u · p)∆µαpαδf± = −J±3,1cµ±,0 +
√
D±3,1c
µ
±,1 , (D10)∫
p
∆µναβp
αpβδf± = 2J
±
4,2c
µν
±,0 . (D11)
Keeping up to h¯0-order, we find
∫
p
pµ
u · pf±(p) = −
(
J±1,1c
µ
±,0 +
D±2,1√
D±3,1
cµ±,1
)
+
(
I±0,0 + J
±
0,0c±,0
)
uµ ,
(D12)
∫
p
pµpν
(u · p)2 f±(p) = I
±
0,0u
µuν − I±0,1∆µν
− J±1,1(uµcν±,0 + uνcµ±,0) + 2J±2,2cµν±,0 ,
(D13)
∫
p
pµpν
u · p f±(p) = I
±
1,0u
µuν − I±1,1∆µν
− J±2,1(uµcν±,0 + uνcµ±,0) + 2J±3,2cµν±,0 ,
(D14)
∫
p
p〈µ〉p〈ν〉pλ
(u · p)2 f±(p) = −I
±
1,1∆
µνuλ + 2J±3,2c
µν
±,0u
λ
+
(
∆µν∆λα +∆
µλ∆να +∆
λν∆µα
)
×
(
J±2,2c
α
±,0 +
J±3,1J
±
2,2 − J±2,1J±3,2√
D±3,1
cα±,1
)
.
(D15)
Then, the matching relations of Eqs. (57 - 65) require
c±,0 = − 3Π
2m2J±0,0
, c±,1 =
J±1,0√
D±1,0
c±,0 ,
c±,2 =
D±2,0
√
J±0,0/D
±
1,0√
J±2,0D
±
2,0 − J±3,0G±3,0 + J±4,0D±1,0
c±,0 ,
cµ±,0 = −
νµ±
J±2,1
, cµ±,1 =
J±3,1√
D±3,1
cµ±,0 ,
cµν±,0 =
πµν
4J±4,2
.
(D16)
Finally, substituting the coefficients in Eqs.(D2 - D4),
one eventually obtain:
λ±Π ≡ −
3
2m2J±0,0
(
P
(0),±
0 +
J±1,0√
D±1,0
P
(0),±
1
+
D±2,0
√
J±0,0/D
±
1,0 P
(0),±
2√
J±2,0D
±
2,0 − J±3,0G±3,0 + J±4,0D±1,0
)
,(D17)
λ±ν ≡ −
1
J±2,1
(
P
(1),±
0 +
J±3,1P
(1),±
1√
D±3,1
)
=
J±3,1(u · p)− J±4,1
D±3,1
, (D18)
λ±π ≡
P
(2),±
0
4J±4,2
=
1
4J±4,2
. (D19)
With these, we have
F [π],±r,q = (−1)qq!
J±2q−r,q
4J±4,2
, (D20)
F [ν],±r,q = (−1)qq!
J±3,1J
±
2q−r+1,q − J±4,1J±2q−r,q
D±3,1
. (D21)
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Appendix E: Equation of motion for Dissipative Quantities
In this appendix, we derive the equations of motion for dissipative terms, ruled by:
∆µνρσ dˆπ
ρσ ≡
∫
p
∆µναβp
αpβ
(
dˆδf+ + dˆδf−
)
, (E1)
∆µν dˆν±,ν ≡
∫
p
∆µαp
αdˆδf± . (E2)
where δf± ≡ f± − f±eq, and
dˆδf± −
( 1
u · p ± h¯
ω · p
2 (u · p)3
)
C±[f+, f−] = −dˆfeq,± − p
µ∇µf±
u · p ∓
h¯ǫµνλσpνp
ρuλ(∂ρuσ − ∂σuρ)
4(u · p)3 ∇µf± . (E3)
Although it has been proven that the bulk viscous pressure Π vanishes for massless system, we keep it for later
convenience
f± = f±0 + f
±
0 (1− f±0 )
[
∓ h¯
2T
ω · p
u · p + λ
±
ΠΠ+ λ
±
ν ν
µ
±pµ + λ
±
π π
µνpµpν
]
,
(E4)
λ±π =
1
4J±4,2
, λ±ν =
J±3,1(u · p)− J±4,1
D±3,1
. (E5)
From conservation equations one can find:
−dˆn± = n±θ + ∂µνµ± ± h¯ ∂µ(I±0,0ωµ) , (E6)
−dˆǫ = (ǫ + P )θ − παβσαβ + h¯
2
nAuνdˆω
ν +
3h¯
2
∂µ(nAω
µ) , (E7)
−dˆuν = 1
ǫ + P
(
−∇νP +∆να∂βπαβ +
h¯
2
nA∆
ν
αdˆω
α +
3h¯
2
nAω
µ∇µuν
)
. (E8)
Then, we obtain the equation of motion for the shear viscous tensor:
∆αβρσ dˆπ
ρσ − (A(2)+,0 +A(2)−,0)παβ −
h¯
2
(X+,+2,−2 −X−,+2,−2)∆αβρσ ωρνσ+ +
h¯
2
(X−,−2,−2 −X+,−2,−2)∆αβρσ ωρνσ−
= −
∫
p
p〈αpβ〉dˆfeq,+ −
∫
p
p〈αpβ〉pµ
u · p ∇µf+ −
h¯
4
ǫµνλσuλ(∂ρuσ − ∂σuρ)
∫
p
p〈αpβ〉pνp
ρ
(u · p)3 ∇µf+
−
∫
p
p〈αpβ〉dˆfeq,− −
∫
p
p〈αpβ〉pµ
u · p ∇µf− +
h¯
4
ǫµνλσuλ(∂ρuσ − ∂σuρ)
∫
p
p〈αpβ〉pνp
ρ
(u · p)3 ∇µf−
=
8
5
Pσαβ − 3θ παβ + 8
7
∆αβσµνπµν − 12
7
σαµπ
βµ − 12
7
σβµπ
αµ − παµǫβµνρuνωρ − πβµǫαµνρuνωρ
+
2h¯
15
∆αβµνω
µ∇νnA + h¯
5
nA∆
αβ
µν∇µων −
9h¯
10
nA∆
αβ
µνω
µdˆuν
+
h¯ nA
20
[
σβµǫ
µαλσuλ(dˆuσ) + σ
α
µǫ
µβλσuλ(dˆuσ)
]
=
8
5
Pσαβ − 3θ παβ + 8
7
∆αβσµνπµν − 12
7
σαµπ
βµ − 12
7
σβµπ
αµ − παµǫβµνρuνωρ − πβµǫαµνρuνωρ
+
2h¯
15
∆αβµνω
µ∇νnA + h¯
5
nA∆
αβ
µν∇µων −
9h¯
10
nA
ε+ P
∆αβµνω
µ∇νP
+
h¯
20
nA
ε+ P
(
σβµǫ
µαλσuλ∇σP + σαµǫµβλσuλ∇σP
)
, (E9)
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for dissipative currents:
∆αβ dˆν±β −A(1)±,0να± − B(1)±,0να∓ ±
h¯
2T
W(1)±,0ωα ± h¯U (1)±,0Ωα+ ± h¯V(1)±,0Ωα− +
h¯
2
(
A(2)+,−2 −A(2)−,−2
)
παβωα
= −
∫
p
p〈α〉dˆfeq,± −
∫
p
p〈α〉pµ
u · p ∇µf± ∓
h¯
4
ǫµνλσuλ(∂ρuσ − ∂σuρ)
∫
p
p〈α〉pνp
ρ
(u · p)3 ∇µf±
=
[
− n±dˆuα ∓ h¯
3
∆αβ dˆ(I
±
0,0ω
β)
]
+
[1
3
∇αn± −
J±3,0
2J±4,0
∆αρ∇µπµρ − παµ∇µ
J±3,0
2J±4,0
− θνα± −
3
5
σαµν±µ
−ǫαµνγuµνν±ωγ ∓
h¯
3
I±0,0
(
θωα +
3
5
σαµωµ
)]
±
[ h¯
12
ǫµαλσuλdˆuσ∇µI±0,0 −
h¯
15
I±0,0
(
σαµωµ − 2θ
3
ωα
)]
=
D±2,1
J±3,1
∇αµ±
T
+
D±3,0
2J±3,0J
±
4,0
∆αρ∇µπµρ − παµ∇µ
J±3,0
2J±4,0
− θνα± −
3
5
σαµν±µ − ǫαµνγuµνν±ωγ ∓
h¯
3
ωαdˆI±0,0
∓ h¯
2T
D±2,1
J±3,1
∆αβ dˆω
β ± 3h¯
2
n2±
ε± + P±
(1
3
θωα + σαµωµ
)
∓ h¯
3
I±0,0
(13
15
θωα +
4
5
σαµωµ
)
± h¯
12
ǫµαλσuλdˆuσ(∇µI±0,0) ,
(E10)
The following relations are useful in the calculations above
∫
p
pαf± = n±u
α + να± ±
h¯ J±1,1
2T
ωα , (E11)∫
p
pαpβf± = ǫ±u
αuβ − P±∆αβ + παβ± ±
h¯
2
n±(u
αωβ + uβωα) , (E12)∫
p
pαpβ
(u · p)f± = n±u
αuβ − I±1,1∆αβ + F [π],±1,2 παβ + uανβ± + uβνα± ±
h¯ J±1,1
2T
(uαωβ + uβωα) , (E13)
∫
p
pαpβpγ
(u · p) f± = ǫ±u
αuβuγ − P±
(
uα∆βγ + uβ∆αγ + uγ∆αβ
)
+
(
uαπβγ + uβπαγ + uγπαβ
)
+
F [ν],±1,2
2
(
∆βγνα± +∆
αγνβ± +∆
αβνγ±
)
± h¯ n±
2
(
uαuβωγ + uαuγωβ + uβuγωα
)
∓ h¯ J
±
2,2
2T
(
∆βγωα +∆αγωβ +∆αβωγ
)
, (E14)∫
p
pαpβpγ
(u · p)2 f± = n±u
αuβuγ − I±1,1
(
uα∆βγ + uβ∆αγ + uγ∆αβ
)
+ F [π],±1,2
(
uαπβγ + uβπαγ + uγπαβ
)
+
(
uαuβνγ± + u
αuγνβ± + u
βuγνα±
)
+
F [ν],±2,2
2
(
∆βγνα± +∆
αγνβ± +∆
αβνγ±
)
± h¯ J
±
1,1
2T
(
uαuβωγ + uαuγωβ + uβuγωα
)
∓ h¯ J
±
1,2
2T
(
∆βγωα +∆αγωβ +∆αβωγ
)
, (E15)∫
p
p〈αpβ〉p〈γ〉p〈δ〉
(u · p)2 f± = 2I
±
2,2∆
αβ
µν g
µγgνδ + F [π],±2,3
(4
3
gρσ∆αβµρ∆
γδ
σνπ
µν +
7
9
∆γδπαβ
)
. (E16)
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The following integrals of equilibrium distributions are also used:∫
p
pαpβpγ
(u · p)3 f0,± = I
±
0,0
[
2uαuβuγ − 1
3
(
uαgβγ + uβgαγ + uγgαβ
)]
, (E17)∫
p
pαpβpγpδ
(u · p)3 f0,± = n±
[16
5
uαuβuγuδ +
1
15
(
gαβgγδ + gαγgβδ + gαδgβγ
)
−2
5
(
uαuβgγδ + uαuγgβδ + uαuδgβγ + uβuγgαδ + uβuδgαγ + uγuδgαβ
)]
, (E18)∫
p
pαpβpγpδ
(u · p)4 f0,± = I
±
0,0
[16
5
uαuβuγuδ +
1
15
(
gαβgγδ + gαγgβδ + gαδgβγ
)
−2
5
(
uαuβgγδ + uαuγgβδ + uαuδgβγ + uβuγgαδ + uβuδgαγ + uγuδgαβ
)]
, (E19)∫
p
pαpβpγpδpρ
(u · p)4 f0,± = n±
[16
3
uαuβuγuδuρ +
1
15
(
uαgβγgδρ + [14 other rotation terms]
)
− 8
15
(
uαuβuγgδρ + [9 other rotation terms]
)]
. (E20)
Appendix F: Collision Kernels
In this section, we compute the collision kernels for distribution:
f± = f±0 + f
±
0 (1 − f±0 )φ±[p] , (F1)
φ±[p] ≡
[
∓ h¯
2T
ω · p
u · p + λ
±
ΠΠ+ λ
±
ν ν
µ
±pµ + λ
±
π π
µνpµpν
]
. (F2)
One shall keep in mind that λΠ and λν are still functions of energy Ep.
Noticing that
f˜0,±(p) = f0,±(p) · exp(Ep/T − µ±/T ) , (F3)
one could find
f˜0,+(p
′)f˜0,+(k
′)f0,+(p)f0,+(k) = f˜0,+(p)f˜0,+(k)f0,+(p
′)f0,+(k
′) , (F4)
f˜0,−(p
′)f˜0,−(k
′)f0,−(p)f0,−(k) = f˜0,−(p)f˜0,−(k)f0,−(p
′)f0,−(k
′) , (F5)
f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k) = f˜0,+(p)f˜0,−(k)f0,+(p
′)f0,−(k
′) . (F6)
In general, we express the ℓ-indices kernel as:
C
〈µ1···µℓ〉
+,r ≡
∫
p
p〈µ1 · · · pµℓ〉Erp C+[f+, f−]
=
∫
p
∫
p′
∫
k
∫
k′
p〈µ1 · · · pµℓ〉Erp[
W1
(
f˜+(p
′)f˜+(k
′)f+(p)f+(k)− f˜+(p)f˜+(k)f+(p′)f+(k′)
)
+W2
(
f˜+(p
′)f˜−(k
′)f+(p)f−(k)− f˜+(p)f˜−(k)f+(p′)f−(k′)
)]
(F7)
=
∫
p
∫
p′
∫
k
∫
k′
p〈µ1 · · · pµℓ〉Erp[
W1f˜0,+(p
′)f˜0,+(k
′)f0,+(p)f0,+(k)
(
φ+[p] + φ+[k]− φ+[p′]− φ+[k′]
)
+W2f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k)
(
φ+[p] + φ−[k]− φ+[p′]− φ−[k′]
)]
. (F8)
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Then the relevant terms are
C+,r−1 = Π
∫
p
∫
p′
∫
k
∫
k′
Er−1p
×
[
W1f˜0,+(p
′)f˜0,+(k
′)f0,+(p)f0,+(k)
(
λ+Π[Ep]− λ+Π[E′p] + λ+Π [Ek]− λ+Π[E′k]
)
+W2f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k)
(
λ+Π [Ep]− λ+Π [E′p] + λ−Π [Ek]− λ−Π [E′k]
)]
≡ A(0)+,r Π , (F9)
C
〈µ〉
+,r−1 = ν
µ
+
∫
p
∫
p′
∫
k
∫
k′
∆αβp
βEr−1p
×
[
W1f˜0,+(p
′)f˜0,+(k
′)f0,+(p)f0,+(k)
(
λ+ν [Ep]pα − λ+ν [E′p]p′α + λ+ν [Ek]kα − λ+ν [E′k]k′α
)
+W2f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k)
(
λ+ν [Ep]pα − λ+ν [E′p]p′α
)]
+νµ−
∫
p
∫
p′
∫
k
∫
k′
∆αβp
βEr−1p
×
[
W2f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k)
(
λ−ν [Ek]kα − λ−ν [E′k]k′α
)]
+
h¯ ωµ
2T
∫
p
∫
p′
∫
k
∫
k′
∆αβp
βEr−1p
×
[
W1f˜0,+(p
′)f˜0,+(k
′)f0,+(p)f0,+(k)
( pα
Ep
− p
′
α
E′p
+
kα
Ek
− k
′
α
E′k
)
+W2f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k)
( pα
Ep
− p
′
α
E′p
− kα
Ek
+
k′α
E′k
)]
≡ A(1)+,r νµ+ + B(1)+,r νµ− +
h¯
2T
W(1)+,r ωµ , (F10)
C
〈µν〉
+,r−1 = π
µν
∫
p
∫
p′
∫
k
∫
k′
∆αβα′β′p
α′pβ
′
Er−1p
×
[
W1f˜0,+(p
′)f˜0,+(k
′)f0,+(p)f0,+(k)
pαpβ − p′αp′β + kαkβ − k′αk′β
4J+4,2
+W2f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k)
(pαpβ − p′αp′β
4J+4,2
+
kαkβ − k′αk′β
4J−4,2
)]
≡ A(2)+,r πµν . (F11)
The following term is also needed:
h¯
2
ωγ∆µναβ
∫
p
pαpβpγE
r−1
p C+
=
h¯
2
∆µνρσω
ρνσ+ ·
2
15
∫
p
∫
p′
∫
k
∫
k′
(∆α
′β′pα′pβ′)∆
αβpβE
r−1
p
×
[
W1f˜0,+(p
′)f˜0,+(k
′)f0,+(p)f0,+(k)
(
λ+ν [Ep]pα − λ+ν [E′p]p′α + λ+ν [Ek]kα − λ+ν [E′k]k′α
)
+W2f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k)
(
λ+ν [Ep]pα − λ+ν [E′p]p′α
)]
+
h¯
2
∆µνρσω
ρνσ− ·
2
15
∫
p
∫
p′
∫
k
∫
k′
(∆α
′β′pα′pβ′)∆
αβpβE
r−1
p
×
[
W2f˜0,+(p
′)f˜0,−(k
′)f0,+(p)f0,−(k)
(
λ−ν [Ek]kα − λ−ν [E′k]k′α
)]
≡ X+,+2,r
h¯
2
∆µνρσω
ρνσ+ + X+,−2,r
h¯
2
∆µνρσω
ρνσ− . (F12)
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Appendix G: Other Mathematical Relations
In this appendix, we list some of the mathematical
relations employed in the derivation.
• Schouten identity — in this paper, we frequently
employ the following identity:
0 = pµǫνρσλ + pνǫρσλµ + pρǫσλµν + pσǫλµνρ + pλǫµνρσ .
(G1)
• Projector:
∆αβγµνλ =
1
6
(
∆αµ∆
β
ν∆
γ
λ +∆
α
ν∆
β
λ∆
γ
µ +∆
α
λ∆
β
µ∆
γ
ν
+∆αµ∆
β
λ∆
γ
ν +∆
α
ν∆
β
µ∆
γ
λ +∆
α
λ∆
β
ν∆
γ
µ
)
− 1
15
(
∆αβ∆µν∆
γ
λ +∆
αβ∆νλ∆
γ
µ +∆
αβ∆λµ∆
γ
ν
+∆βγ∆µν∆
α
λ +∆
βγ∆νλ∆
α
µ +∆
βγ∆λµ∆
α
ν
+∆γα∆µν∆
β
λ +∆
γα∆νλ∆
β
µ +∆
γα∆λµ∆
β
ν
)
.
(G2)
• Simplifying quantum correction term in CKE:
h¯δ(p2)
(
∂µ
ǫµνρσpρuσ
2p · u
)
∂νf
= h¯δ(p2)
( ǫµνρσpρ∂µuσ
2p · u −
ǫµνρσpλpρuσ∂µuλ
2(p · u)2
)
∂νf
= h¯δ(p2)
( ǫµνρσpρ∂µuσ
2p · u −
ǫµνρσpλpρuσ(∂µuλ + ∂λuµ)
4(p · u)2
− ǫ
µνρσpλpρuσ(∂µuλ − ∂λuµ)
4(p · u)2
)
∂νf
= h¯δ(p2)
( ǫµνρσpρ∂[µuσ]
2p · u −
ǫµνρσpλpρuσ∂[µuλ]
2(p · u)2
)
∂νf
= h¯δ(p2)
( ǫµνρσpρ∂[µuσ]
2p · u + (−ǫ
µνρσpλ − ǫλνρσpµ
+ǫρσλµpν + ǫσλµνpρ + ǫλµνρpσ)
pρuσ∂[µuλ]
4(p · u)2
)
∂νf
= h¯δ(p2)
( ǫµνρσpν(∂ρuσ)
4p · u
)
∂µf +O(h¯2) . (G3)
