Abstract. Particle Swarm Optimization (PSO) algorithm is a stochastic search technique, which has exhibited good performance across a wide range of applications. However, very often for multi-modal problems involving high dimensions the algorithm tends to suffer from premature convergence. Premature convergence could make the PSO algorithm very difficult to arrive at the global optimum or even a local optimum. Analysis of the behavior of the particle swarm model reveals that such premature convergence is mainly due to the decrease of velocity of particles in the search space that leads to a total implosion and ultimately fitness stagnation of the swarm. This paper introduces Turbulence in the Particle Swarm Optimization (TPSO) algorithm to overcome the problem of stagnation. The algorithm uses a minimum velocity threshold to control the velocity of particles. TPSO mechanism is similar to a turbulence pump, which supplies some power to the swarm system to explore new neighborhoods for better solutions. The algorithm also avoids clustering of particles and at the same time attempts to maintain diversity of population. We attempt to theoretically analyze that the algorithm converges with a probability of 1 towards the global optimal. The parameter, the minimum velocity threshold of the particles is tuned adaptively by a fuzzy logic controller embedded in the TPSO algorithm, which is further called as Fuzzy Adaptive
Introduction
Particle Swarm Optimization (PSO) algorithm is mainly inspired by social behaviour patterns of organisms that live and interact within large groups. In particular, PSO incorporates swarming behaviours observed in flocks of birds, schools of fish, or swarms of bees, and even human social behavior, from which the idea of swarm intelligence is emerged ( [14] ). It could be applied to solve various function optimization problems, or the problems that can be transformed to function optimization problems. PSO has exhibited good performance across a wide range of applications ( [19, 15, 25, 26, 1, 21, 5, 22] ). However, its performance deteriorates as the dimensionality of the search space increases, especially for multi-modal optimization problems ( [13, 20] ). PSO algorithm often demonstrates faster convergence speed in the first phase of the search, and then slows down or even stops as the number of generations is increased. Once the algorithm slows down, it is difficult to achieve better fitness values. This state is called as stagnation or premature convergence. The trajectory of particles was given a lot of importance rather than their velocities. In this paper, we attempt to discuss the relation between the algorithm convergence and the velocities of the particles. It is found that the stagnation state is mainly due to a decrease of velocity of particles in the search space which leads to a total implosion and ultimately fitness stagnation of the swarm. We introduce Turbulent Particle Swarm Optimization (TPSO) algorithm to improve the optimization performance and overcome the premature convergence problem. The basic idea is to drive those lazy particles and get them to explore new search spaces. TPSO uses a minimum velocity threshold to control the velocity of particles and also avoids clustering of particles and maintains diversity of population in the search space. The minimum velocity threshold of the particles is tuned adaptively by using a fuzzy logic controller in the algorithm, which is further called as Fuzzy Adaptive TPSO (FATPSO).
The Chapter is organized as follows. Particle swarm optimization is reviewed briefly and the effects on the change of the velocities of particles are analyzed in Section 2. In Section 3, we describe the TPSO model and the fuzzy adaptive processing method. Experiment settings, results and discussions are given in Section 4 followed by some conclusions in the last Section.
Particle Swarm Optimization
Particle swarm optimization refers to a relatively new family of algorithms that may be used to find optimal (or near optimal) solutions to numerical and qualitative problems. Some researchers have done much work on its study and development during the recent years ( [29, 20, 16, 12] ). We review briefly the standard particle swarm model, and then analyze the various effects in the change in the velocities of particles.
Standard Particle Swarm Model
The particle swarm model consists of a swarm of particles, which are initialized with a population of random candidate solutions. They move iteratively through the d-dimension problem space to search the new solutions, where the fitness f can be calculated as the certain qualities measure. Each particle has a position represented by a position-vector p i (i is the index of the particle), and a velocity represented by a velocity-vector v i . Each particle remembers its own best position so far in a vector p # i , and its j-th dimensional value is p # ij . The best position-vector among the swarm so far is then stored in a vector p * , and its j-th dimensional value is p * j . During the iteration time t, the update of the velocity from the previous velocity to the new velocity is determined by Eq.(1). The new position is then determined by the sum of the previous position and the new velocity by Eq. (2) .
where r 1 and r 2 are the random numbers, uniformly distributed within the interval [0,1] for the j-th dimension of i-th particle. c 1 is a positive constant, called as coefficient of the self-recognition component, c 2 is a positive constant, called as coefficient of the social component. The variable w is called as the inertia factor, which value is typically setup to vary linearly from 1 to near 0 during the iterated processing. From Eq.(1), a particle decides where to move next, considering its own experience, which is the memory of its best past position, and the experience of its most successful particle in the swarm.
In the particle swarm model, the particle searches the solutions in the problem space within a range [−s, s] (If the range is not symmetrical, it can be translated to the corresponding symmetrical range). In order to guide the particles effectively in the search space, the maximum moving distance during one iteration is clamped in between the maximum velocity [−v max , v max ] given in Eq.(3), and similarly for its moving range given in Eq.(4):
The value of v max is α × s, with 0.1 ≤ α ≤ 1.0 and is usually chosen to be s, i.e. α = 1.
Velocities Analysis in Particle Swarm
Some previous studies have discussed the trajectory of particles and the convergence of the algorithm ( [3, 29, 27] ). It has been shown that the trajectories of the particles oscillate as different sinusoidal waves and converge quickly, sometimes prematurely. We analyze the effects of the change in the velocities of particles.
The gradual change of the particle's velocity can be explained geometrically. During each iteration, the particle is attracted towards the location of the best fitness achieved so far by the particle itself and by the location of the best fitness achieved so far across the whole swarm. From Eq.(1), v i,j can attain a smaller value, but if the second term and the third term in RHS of Eq.(1) are both small, it cannot resume a larger value and could eventually loose the exploration capabilities in the future iterations. Such situations could occur even in the early stages of the search. When the second term and the third term in RHS of Eq.(1) are zero, v i,j will be damped quickly with the ratio of w. In other words, if a particle's current position coincides with the global best position/particle, the particle will only move away from this point if its previous velocity and w are non-zero. If their previous velocities are very close to zero, then all the particles will stop moving once they catch up with the global best particle, which many lead to premature convergence. In fact, this does not even guarantee that the algorithm has converged to a local minimum and it merely means that all the particles have converged to the best position discovered so far by the swarm. This state owes to the second term and the third term in the RHS of Eq.(1), the cognitive components of the PSO. But if the cognitive components of the PSO algorithm are invalidated, all particles always search the solutions using the initial velocities. Then the algorithm is merely a degenerative stochastic search without the characteristics of PSO.
Turbulent Swarm Optimization
We introduce a new velocity update approach for the particles in PSO, and analyze its effect on the particle's behavior. We also illustrate a Fuzzy Logic Controller (FLC) scheme to adaptively control the parameters ( [11, 30, 17] ).
Velocity Update of the Particles
As discussed in the previous Section, one of the main reason for premature convergence of PSO is due to the stagnation of the particles exploration of a new search space. We introduce a strategy to drive those lazy particles and let them explore better solutions. If a particle's velocity decreases to a threshold v c , a new velocity is assigned using Eq.(6). Thus, we present the turbulent particle swarm optimization using new velocity update equations:
where u(−1, 1) is the random number, uniformly distributed with the interval [-1,1], and ρ is the scaling factor to control the domain of the particle's oscillation according to v max . v c is the minimum velocity threshold, a tunable threshold parameter to limit the minimum of the particles' velocity. Fig. 1 illustrates the trajectory of a single particle in standard particle swarm optimization (SPSO) and turbulent particle swarm optimization (TPSO) respectively. The change of the particle's situation is directly correlated to two parameter values, v c and ρ. A large v c shortens the oscillation period, and it provides a great probability for the particles to leap over local minima using the same number of iterations. But a large v c compels particles in the quick "flying" state, which leads them not to search the solution and forcing them not to refine the search. In other words, a large v c facilitates a global search while a smaller value facilitates a local search. By changing it dynamically, the search ability is dynamically adjusted. The value of ρ changes directly the particle oscillation domain. It is possible for particles not to jump over the local minima if there would be a large local minimum available in the objective search space. But the particle trajectory would more prone to oscillate because of a smaller value of ρ. For the desired exploration-exploitation trade-off, we divide the particle search into three stages. In the first stage the values for v c and ρ are set at large and small values respectively. In the second stage, v c and ρ are set at medium values and in the last stage, v c is set at a small value and ρ is set at a large value. This enable the particles to take very large steps to explore solutions in the early stages, by scanning the whole solution space for good local minima and then in the final stages particles perform a fine grain search. The use of fuzzy logic would be suitable for dynamically tuning the velocity threshold, since it starts a run with an initial value which is changed during the run. By using the fuzzy control approach, the parameters can be adaptively regulated according to the problem environment.
Fuzzy Parameter Control
A Fuzzy Logic Controller (FLC) is composed of a knowledge base, that includes the information given by the expert in the form of linguistic control rules, a fuzzification interface, which has the effect of transforming crisp data into fuzzy sets, an inference system, that uses them together with the knowledge base to make inference by means of a reasoning method, and a defuzzification interface, that translates the fuzzy control action thus obtained to a real control action using a defuzzification method [4] . The generic structure of an FLC is shown in Figure 2 . In the proposed algorithm, two variables are selected as inputs to the fuzzy system: the Current Best Performance Evaluation (CBP E) ( [24] ) and the Current Velocity (CV ) of the particle. For adapting to a wide range of optimization problems, CBP E is normalized as Eq. (7):
where CBP E min is the estimated (or real) minimum, CBP E max is the worst solution to the minimization problem, which usually is the CBP E at half the number of iterations. If we do not have any prior information about the objective function and if it is difficult to estimate CBP E min and CBP E max , we can do some preliminary experiments by decreasing linearly from 1 to 0 during the run. One of the output variables is ρ, the scaling factor to control the domain of the particle's oscillation. Another is V ck, which controls the change of the velocity threshold according to Eq. (8):
The fuzzy inference system is listed briefly as follows: 
In the above mentioned list, there are three parts: the first part is the configuration of the fuzzy system, the second one is the definition of the membership functions, and the third one is the rule base. There are two inputs and two outputs based on six rules. In the rule base, the first two columns correspond to the input variables, the second two columns correspond to the output variables, the fifth column displays the weight applied to each rule, and the sixth column is short form that indicates whether this is an AND (1) rule or an OR (2) rule. The numbers in the first four columns refer to the index number of the membership function, in which the number 1 encodes fuzzy set 'Low', 2 encodes 'Medium', and 3 encodes 'High'. For example, the first rule is "If (N CBP E is Low) and (CV is Low) then (V ck is High) with the weight 1". The general structure of the FATPSO is illustrated in Algorithm 1.
Algorithm 1. FATPSO
01. Initialize parameters and the particles 02. While (the end criterion is not met) do 03. t = t + 1 04.
Calculate the fitness value of each particle 05.
For i= 1 to n 08.
x
If abs(vij ) < 1e − 6 11.
Obtain the velocity threshold 12.
{ 13. fismat = readfis('F AT P SO.fis') 14.
Endif 17.
Update the j-th dimension value of xi 18.
and vi according to Eqs. (1), (2) and (3) 19.
Next j 20.
Next i 21. End While
Convergence Analysis of TPSO
For analyzing the convergence of the proposed algorithm, we first introduce the definitions and lemmas [8, 9, 10] , and then theoretically prove that the proposed variable neighborhood particle swarm algorithm converges with a probability 1 or strongly towards the global optimal.
Consider the problem (P ) as
where
T . x * is the global optimal solution to the problem (P ), let
Assume that the i-th dimensional value of the particle's velocity decreases to a threshold v c , then the shaking strategy is activated, and a turbulent velocity is generated by Eq. . During the iterated procedure from the time t to t + 1, let q ij denote that x(t) ∈ D i and x(t + 1) ∈ D j . Accordingly the particles' positions in the swarm could be classified into four states: q 00 , q 01 , q 10 and q 01 . Obviously q 00 + q 01 = 1, q 10 + q 11 = 1.
Definition 1 (Convergence in terms of probability).
Let ξ n a sequence of random variables, and ξ a random variable, and all of them are defined on the same probability space. The sequence ξ n converges with a probability of ξ if lim n→∞ P (|ξ n − ξ| < ε) = 1 (11) for every ε > 0.
Definition 2 (Convergence with a probability of 1). Let ξ n a sequence of random variables, and ξ a random variable, and all of them are defined
on the same probability space. The sequence ξ n converges almost surely or almost everywhere or with probability of 1 or strongly towards ξ if
or
for every ε > 0.
Lemma 1 (Borel-Cantelli Lemma). Let
be a sequence of events occurring with a certain probability distribution, and let A be the event consisting of the occurrences of a finite number of events
if the events are totally independent and
Lemma 2 (Particle State Transference). q 01 = 0; q 00 = 1; q 11 ≤ c ∈ (0, 1) and q 10 ≥ 1 − c ∈ (0, 1).
Proof. In the proposed algorithm, the best solution is updated and saved during the whole iterated procedure. So q 01 = 0 and q 00 = 1. Letx is the position with the best fitness among the swarm so far as the time t, i.e.x = p * . As the definition in Eq. (10), ∃r > 0, when
Then, Denote P 1 (x) = P {(x + Δx) ∈ Qx ,r } and C is the convex closure of level set for the initial particle swarm. According to Eq. (20), 0 < P 1 (x) < 1 (x ∈ C). Again, since C is a bounded closed set, so ∃ŷ ∈ C,
Considering synthetically Eqs. (18) and (21), so that
Let c = 1 − P 1 (ŷ), thus,
and 
Then,
According to Lemma 2,
Hence,
According to Lemma 1,
As defined in Definition 2, the sequence f (p * (t)) converges almost surely or almost everywhere or with probability 1 or strongly towards f * . The theorem is proven.
Experiments and Discussions
In our experiments the algorithms used for comparison were mainly SPSO (standard PSO) ( [6] ), FATPSO (fuzzy adaptive turbulent PSO), Genetic Algorithm(GA) ( [2] ) and Simulated Annealing (SA) ( [18, 28] ). The four algorithms share many similarities. GA and SA are powerful stochastic global search and optimization methods, which are also inspired from the nature like the PSO.
Genetic algorithms mimic an evolutionary natural selection process. Generations of solutions are evaluated according to a fitness value and only those candidates with high fitness values are used to create further solutions via crossover and mutation procedures.
Simulated annealing is based on the manner in which liquids freeze or metals re-crystalize in the process of annealing. In an annealing process, a melt, initially at high temperature and disordered, is slowly cooled so that the system at any time is approximately in thermodynamic equilibrium. In terms of computational simulation, a global minimum would correspond to such a "frozen"(steady) ground state at the temperature T = 0.
Both methods are valid and efficient methods in numeric programming and have been employed in various fields due to their strong convergence properties. In the experiments, the specific parameter settings for each of the considered algorithms are described in Table 1 . Each algorithm was tested with all the numerical functions shown in Table 2 . The first two functions, Table 3 . The larger the averages are, wider the standard deviations are usually. There is not too large difference of the standard deviations between the different algorithms for the same benchmark functions. Referring to the empirical results depicted in Table 3 , for most of considered functions, FATPSO demonstrated a consistent performance pattern among all the considered algorithms. FATPSO 
Conclusions
We introduced the Turbulent Particle Swarm Optimization (TPSO) as an alternative method to overcome the problem of premature convergence in the conventional PSO algorithm. TPSO uses a minimum velocity threshold to control the velocity of particles. TPSO mechanism is similar to a turbulence pump, which supply some power to the swarm system. The basic idea is to control the velocity the particles to get out of possible local optima and continue exploring optimal search spaces. The minimum velocity threshold can make the particle continue moving and maintain the diversity of the population until the algorithm converges. We proposed a fuzzy logic based system to tune adaptively the velocity threshold, which is further called as Fuzzy adaptive TPSO (FATPSO). We evaluated and compared the performance of SPSO, FATPSO, GA and SA algorithms on a suite of 20 widely used benchmark problems. The results from our research demonstrated that FATPSO generally outperforms most of the other considered algorithms, especially for high dimensional, multimodal functions.
