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RISK MEASURE CALCULATION USING ROBBINS-MONROS METHOD FOR HESTOM MODEL
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指導教員 安田和弘
法政大学大学院理工学研究科システム理工学専攻修士課程
Financial institutions are exposed to various risks: market risk, credit risk, liquidity risk
and so on. Among them, we consider market risk measurement under the Heston model. In this
paper, we treat VaR and CVaR as market risk measures and provide some numerical results about
them. We apply three numerical methods to calculate them, namely a Robbins-Monro method, a
Robbins-Monro method with a variance reduction called improved Robbins-Monro method and
the Monte-Carlo method. We compare and discuss numerical results obtained through those
three methods.
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1. はじめに
金融リスクには市場リスク, 信用リスク, 流動性リスクな
ど様々なリスクがあるが, 本研究では株価の変動に対する価
値の変動を表す市場リスクを扱う. 市場リスクの尺度として
2つの尺度を考える. 1つは, バリューアットリスク (VaR)で
VaRは金融機関, 特に銀行がリスク管理の重要な道具として
幅広く利用している. もう 1つのリスク測度として, コヒー
レント性をもつ条件付きバリューアットリスク (CVaR)を考
える. 金融機関は, リスク管理の観点から, 投資やポートフォ
リオからの VaRや CVaRをより早く正確に知りたい. そこ
で, 本研究では, それらに対して Bardou et al. [1] で提案
されている確率的勾配降下法の 1つである Robbins-Monro
(RM)法を用いて数値実験した結果を紹介する. ここでは, 確
率的ボラティリティモデルである Hestonモデルを扱う. [1]
で導入された RM法を適用し, RM法と分散減少法を用いた
改良 RM法, モンテカルロ法の 3つの手法に対して効率的に
近似値を求めることができるかを考察していく. 基準値とし
て, より多くの試行回数を行った改良 RM 法で求めた VaR
と CVaR を採用する. VaR と CVaR の基準値を求める際,
それぞれの真値と比較してどの程度誤差があるかをGraham
et al.[3]で紹介されている Bikelisの定理を適用し, 評価して
いく. また, 2資産では株価間に相関がない場合と, Dimitroff
et al. [2]を参考に, 株価間に相関がある場合を考える.
2. リスク測度
VaR は確率 α で起こりうる最大損失であり, 逆の言い方
をすると, 確率 1− αで起こり得る大きな損失の中での最小
損失のことである. 一般に,
V aRα := inf{ξ|P (ϕ(S) ≤ ξ) ≥ α},
で与えられる. ϕ(s) はポートフォリオを表す関数で 1 資産
は ϕ(s) = s, 2 資産は ϕ(s) = cs1 + ds2 と表せる. ただし,
s = (s1, s2)で, c, dはそれぞれ第 1, 2資産の保有量を表す.
また, S は株価の T 年間での変化量を表す確率変数もしくは
確率ベクトルである.
次に CVaRの定義は,
CV aRα := E[ϕ(S)|ϕ(S) ≥ V aRα],
で与えられる. CVaRとは VaRをこえる損失額の期待値の
ことである.
3. VaR, CVaRの数値計算アルゴリズム
(1) VaR, CVaRの期待値表現
[1]の Proposition 2. 1. で紹介されている, VaRとCVaR
の期待値表現を与える. 期待値で表現することで, RM法を
用いることができるようになる. V を,
V (ξ) := E[v(ξ, S)], (1)
v(ξ, x) := ξ +
1
1− α (ϕ(s)− ξ)+,
と定義する. (x)+ は x ∈ Rの positive partを表す. そこで,
VaRは
argminV = {ξ ∈ R|V ′(ξ) = 0}
= {ξ ∈ R|P (ϕ(S) ≤ ξ) = α},
で, CVaRは V aRα = ξ∗α とすると,
CV aRα = V (ξ
∗
α), (2)
で求まる.
(2) Robbins-Monro法
[1] の pp. 179～183 で紹介されている, RM 法を用いた
VaR, CVaRの求め方を紹介する.
H1(ξ, s) :=
∂v
∂ξ
(ξ, s) = 1− 1
1− α1{ϕ(s)≥ξ},
と定義すると, V ′ は
V ′(ξ) = E[H1(ξ, S)],
となる. ここで, E[H1(ξ, S)] = 0となる ξ を探すため, 確率
的勾配降下法の 1 つである RM アルゴリズムを用いる. そ
のアルゴリズムは次のように与えられる.
ξn = ξn−1 − γnH1(ξn−1, Sn), ξ0 ∈ L1(P ). (3)
本研究では, Heston モデルに従う時刻 T での株価 Sn をオ
イラー・丸山近似で求めて, (3)に用いる. このとき, S を連
続分布を持つ確率変数と仮定し,
∞∑
n=1
γn = +∞,
∞∑
n=1
γ2n < +∞, (4)
の 2つの仮定を満たすと, (3)はV aRαに概収束する (Baudou
et al. [1] の Theorem 2. 2. より).
次に, CVaRは (1), (2)より
CV aRα = V (ξ
∗
α) = E[v(ξ
∗
α, S)]
で与えられる. また,
Cn =
1
n
n−1∑
k=0
v(ξk, Sk+1), C0 = 0, (5)
とすることで VaRと CVaRを同時に求めることができ, 再
帰的に
Cn = Cn−1 − 1
n
H2(ξn−1, Cn−1, Sn), (6)
H2(ξ, c, s) := c− v(ξ, s),
と (5)を書き直すことができる. そして, (6)を 1
n
の代わり
に (4)を満たす βn にすることで VaRと CVaRを求めるア
ルゴリズムは{
ξn = ξn−1 − γnH1(ξn−1, Sn),
Cn = Cn−1 − βnH2(ξn−1, Cn−1, Sn), (7)
と表せ, S を連続分布を持つ確率変数と (4)の 2つの仮定の
下で概収束する (Baudou et al. [1] の Section 2. 2. より).
(3) 改良 Robbins-Monro法
[1]の pp. 183～184で紹介されている改良 RM法を用い
た VaR, CVaRの求め方を紹介する.
(7)に Cesaro meanを適用することで,
ξ¯n :=
1
n
n∑
k=1
ξk = ξ¯n−1 − 1
n
(ξ¯n−1 − ξn),
C¯n :=
1
n
n∑
k=1
Ck = C¯n−1 − 1
n
(C¯n−1 − Cn),
となり, (4), (5) と γn = γ1na (γ1 > 0, 12 < a < 1) の下で概
収束する (Baudou et al. [1] の Theorem 2. 3. より). 改良
RM 法は分散減少法によって, RM 法より効率的に VaR と
CVaRを求めることが期待されて導入されている.
4. Hestonモデル
(1) 1資産の場合
Hestonモデルとは以下の確率微分方程式で株価を記述す
るモデルである.
dS(t) = µS(t)dt+ σ(t)S(t)dW (t),
dσ2(t) = η(θ − σ2(t))dt+ κσ(t)dW˜ (t),
dW (t)dW˜ (t) = ρdt.
S(0)は初期株価, µは株の期待成長率, η は σ2(t)の回帰度,
θ は σ2(t)の回帰レベル, κは σ2(t)のボラティリティ, ρは
W (t), W˜ (t)間の相関係数である.
(2) 2資産 (株価間に相関がない)の場合
2資産の Hestonモデルを式で表すと
dS1(t) = µ1S1(t)dt+ σ1(t)S1(t)dW1(t),
dσ21(t) = η1(θ1 − σ21(t))dt+ κ1σ1(t)dW˜1(t),
dS2(t) = µ2S2(t)dt+ σ2(t)S2(t)dW2(t),
dσ22(t) = η2(θ2 − σ22(t))dt+ κ2σ2(t)dW˜2(t),
dW1(t)dW˜1(t) = ρ1dt.
dW2(t)dW˜2(t) = ρ2dt.
(8)
となる. Si(0)(i = 1, 2) は初期株価, µi(i = 1, 2) は i 株の
期待成長率, ηi(i = 1, 2) は σ2i (t) の回帰度, θi(i = 1, 2) は
σ2i (t)の回帰レベル, κi(i = 1, 2)は σ2i (t)のボラティリティ,
ρi(i = 1, 2) は Wi(t), W˜i(t) 間の相関係数である. ここで,
W1(t)とW2(t), W˜1(t)と W˜2(t),W1 と W˜2, W˜1 とW2 は互
いに独立とする.
(3) 2資産 (株価間に相関がある)の場合
[2] を参考に, (8) の W1(t) と W2(t) に相関 ρ1,2 が
ある場合について紹介していく. |ρ1,2| < 1 のとき,
グラム・シュミットの正規直交化法を適用し, W¯1(t) =
W1(t), W¯2(t) =
ρ1,2W1(t)−W2(t)√
1−ρ21,2
と定義する. そのとき,
W¯1(t), W˜1(t), W¯2(t), W˜2(t), はそれぞれ独立とする. この
とき,
Σ =

1 0 0 0
ρ1
√
1− ρ2 0 0
ρ1,2 0
√
1− ρ1,2 0
ρ2ρ1,2 0 ρ2
√
1− ρ1,2
√
1− ρ2
 ,
W (t) =

W¯1(t)
W˜1(t)
W¯2(t)
W˜2(t)

とすると, (8)の 4つの拡散項は相関行列 Σを用いて
ΣdW (t)
と表せ, 2資産 (株価間に相関がある)場合の Hestonモデル
を表現できる.
5. 基準値と誤差評価
[3] の Theorem. 3. 7 を参考に VaR と CVaR の基準値
をモンテカルロ法を用いて求める際, それぞれの真値と比較
してどの程度誤差があるかを考える. Bikelis の定理を適用
するので, まず紹介する.
任意の l ∈ N に対して, ζ(l) は E[ζ(l)] = 0, かつある
0 < γ ≤ 1で E[|ζ(l)|2+γ ] < +∞の独立な確率変数とする.
1√
2pi
≤ A ≤ 1とし, M ∈ Nに対して
BM :=
M∑
l=1
var(ζ(l)),ΦM (x) := P
(ζ(1) + ...+ ζ(M)√
BM
≤ x
)
,
とすると, 以下の不等式が成り立つ: x ∈ Rに対して,
|ΦM (x)− Φ(x)| ≤ A
B
1+ γ
2
M (1 + |x|)2+γ
M∑
l=1
E[|ζ(l)|2+γ ].
(9)
ただし, var(ζ(l))は ζ(l) の分散で, Φ(x)は平均 0, 分散 1の
正規分布の累積分布関数である.
[3] を参考に (9)の不等式を用いて, 信頼水準 αの V aRα
に対する近似誤差評価をしていく. つまり, 信頼水準 αのと
きの真値からの誤差が ϵ > 0以上になる確率が δ ∈ (0, 1)以
下になるモンテカルロ法の回数M を考える. これは以下の
ように表される.
P
(∣∣∣E[ζ(1)]− 1
M
M∑
l=1
ζ(l)
∣∣∣ ≥ ϵ) ≤ δ. (10)
本研究では, ζ(l) = 1(S0−SlT ≥ V aRα)のことで, E[ζ(l)]は
E[1(S0 − SlT ≥ V aRα)] = αとなる. SlT は l番目の満期 T
での株価の独立同分布なサンプル値である. σ2 := var(ζ(1))
とおき, ζ˜(l) := ζ(l)−α, ZM =∑Mi=1 ζ˜(l) =∑Ml=1 ζ(l)−Mα
とする. よって, (10)の左辺は
P
(∣∣∣E[ζ(1)]− 1
M
M∑
l=1
ζ(l)
∣∣∣ ≥ ϵ) = P (|ZM | ≥ ϵM), (11)
と変形できる. また, ζ(l)は独立同分布であることから, BM =
M∑
l=1
var(ζ˜(l)) =Mσ2 となり,
ΦN (x) = P
( 1
σ
√
M
M∑
i=1
ζ˜(l) ≤ x
)
= P (ZM ≤ σ
√
Mx),
となる. よって, (11)は以下の式に変形できる.
P (|ZM | ≥ ϵM) = ΦM
( −ϵM
σ
√
M
)
+ 1− ΦM
( ϵM
σ
√
M
)
. (12)
ここで, (12)に Bikelis の定理を用いると
(12) ≤ 2
∫ ∞
ϵ
σ
√
M
1√
2pi
e−
x2
2 dx+ 2
AE[|ζ˜(1)|3]√
M(σ + ϵ
√
M)3
, (13)
となる. (13) の 1 項目に Komatsu’s inequality (Ito et al.
[4]の p.17 ) を適用し, ζ˜(1) は 1(S0 − ST ≥ V aRα)− αな
ので, 以下の不等式を得る.
2√
2pi
2
ϵ
σ
√
M +
√
( ϵ
σ
√
M)2 + 2
e−
( ϵ
σ
√
M)2
2
+
2AE[|1(S0 − ST ≥ V aRα)− α|3]√
M(σ + ϵ
√
M)3
− δ ≤ 0. (14)
次に, σと E[|1(S0−ST ≥ V aRα)−α|3]を求めていく. σ2
は 1(S0 − ST ≥ V aRα) = β とすると
var(β) = α− α2
となる. また, E[|1(S0 − ST ≥ V aRα)− α|3]は
E[|β − α|3] = α− 3α2 + 4α3 − 2α4
となる. これで, (14) を最初に満たすM をシミュレーショ
ンによって求めることが可能となる. しかし, 正確には本研
究ではHestonモデルの時刻 T でのサンプルを得るのにオイ
ラー・丸山近似を適用するため, (14)の不等式にオイラー・
丸山近似の誤差がある. また, Bikelis の定理と Komatsu’s
inequality で不等式を用いて上に評価しているのでモンテ
カルロ法の回数M が必要以上に大きくなっている可能性が
ある.
6. 数値実験結果と考察
本節では, VaR と CVaR について株の期待成長率, 回帰
度, 回帰レベル, 確率的ボラティリティのボラティリティ, 標
準ブラウン運動間の相関係数, 満期, オイラー・丸山近似の刻
み数, モンテカルロ法の回数を変動させた時について考察す
る. また, 1資産, 2資産 (株価間に相関がない場合)と 2資産
(株価間に相関がある場合)を数値実験して考察していく. (7)
の βn = 1na , γn = 1nb の a, bは a = 0.75, b = 0.55とする.
RMの初期値 ξ0 は株価 S をブラック・ショールズモデルに
従うとしたときの VaRの値を採用する. ただし, ボラティリ
ティは
√
θとする. 基準値 (Standard value)のサンプル数M
は (14)の不等式を最初に下回る値を適用する. 本研究では,
ϵ = 0.00025, δ = 0.05のときのM = 3.0× 106 を採用する.
また, オイラー・丸山近似の刻み数N はN = 5.0× 104とし
て基準値を求める. そして, モンテカルロ法は N = 2× 104,
サンプル数 2 × 104, RM 法と改良 RM 法は N = 2 × 104,
更新回数 2× 104 として使用する乱数の数を合わせた 3つを
比較した.
本研究では, オイラー・丸山近似で Hestonモデルの株価
を求める際, 確率的ボラティリティσ2(t)が負になるときは 1
つ前の値のままにすることで, Feller 条件 2ηθ > κ2 を満た
さないときでもシミュレーションしている. 一般的に, Feller
条件を満たさないと確率的ボラティリティσ2(t)が負になり,
うまくシミュレーションできないことが知られている.
RM法と改良 RM法の収束のふるまいを調べるため, 各パ
ラメータは表 1を用いて更新回数を変動したときの VaRと
CVaR のグラフについて考察していく. RM 法の初期値 ξ0
は ξ0 = 10とする.
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図 1 : RM法と改良 RM法を用いた VaRの収束
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図 2 : RM法と改良 RM法を用いた CVaRの収束
表 1 : 1資産での Hestonモデルの基本パラメータ
パラメータ 記号 値
初期株価 S(0) 100
回帰度 η 1.0
回帰レベル θ 0.3
σ2(t)のボラティリティ κ 0.3
dW (t)と dW˜ (t)の相関係数 ρ −0.5
期待成長率 µ 0.05
満期 T 1
オイラー・丸山近似の刻み数 N 2× 104
モンテカルロ数 M 2× 104
信頼度 α 0.95
図 1から VaRは RM法と改良 RM法の両方で値が急激
に上昇して少し下降した後, ゆるやかに基準値に近づくこと
が分かる. これは, 初期値 ξ0 が ξ0 = 10なので, 最初は (3)
のH1 のインディケータ関数が 1をとることが多いので値が
急激に上がる. しかし, ξ が更新される度に VaRの値が大き
くなり, 一定の VaR を超えるとインディケータ関数が 0 を
とることが多くなるので VaR が少し下がり, 徐々に安定し
た値をとるためである. また, RM 法はM を変動させると
VaRにばらつきが見られるが, 改良RM法はばらつきがRM
法より小さいことが分かる. これは, 改良 RM法の分散減少
法によるものである. 図 2からも図 1と同じ現象が表れてい
る. また, 改良 RM法に関して VaRより CVaRの方が基準
値への収束が早いことが分かる.
(1) 1資産の場合
回帰度 η と σ2(t)のボラティリティ κを変動させた VaR
および CVaRの結果 (図 3から図 6)について考察していく.
グラフの縦軸は相対誤差 (%) である. 各パラメータは表 1と
同じ値を用いる.
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図 3 : η を変動させたときの VaRの比較
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図 4 : η を変動させたときの CVaRの比較
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図 5 : κを変動させたときの VaRの比較
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図 6 : κを変動させたときの CVaRの比較
回帰度 ηは, σ2(t)のボラティリティκによって離れた σ2(t)
を回帰レベル θ に回帰させるパラメータである. よって, η
が小さいと σ2(t)はばらつきが大きいので精度が悪く, η が
大きいと σ2(t)は θに収束するのでばらつきが小さくなり精
度が良くなる傾向があると予測される. 図 3から VaRは η
の値が小さいとき, RM法, モンテカルロ法より改良 RM法
の方が基準値に近いが, ηが大きくなると改良 RM法よりモ
ンテカルロ法の方が基準値に近い. 図 4 から CVaR はモン
テカルロ法より改良 RM 法の方が基準値に近いことがグラ
フより確認される. σ2(t) のボラティリティκ は σ2(t) のば
らつきの度合いを表すパラメータである. よって, κが小さ
いと σ2(t)はばらつきが小さいので精度が良く, κが大きい
と σ2(t)はばらつきが大きいので精度が悪くなると予測され
る. 図 5から VaRはモンテカルロ法と改良 RM法より RM
法の方が基準値に近い. その理由として, RM法は改良 RM
法より分散が大きいため近似値にばらつきがでやすい. その
ため, 図 5のように稀に RM法の精度が良いときがある. ま
た, モンテカルロ法は κのパラメータによる影響が出ている
ことがわかる. 図 6から CVaRはモンテカルロ法と RM法
より改良 RM 法の方が基準値に近いことがグラフより確認
される.
1資産の場合, VaRはモンテカルロ法より改良RM法の方
が精度が良いと必ずしも言えないが, CVaRはモンテカルロ
法より改良 RM法の方が安定して精度が良いことがわかる.
(2) 2資産 (株価間に相関がない)の場合
回帰度 ηと相関係数 ρについて変動させた結果 (図 7から
図 10)について考察していく. グラフの縦軸は相対誤差 (%)
である. 各パラメータは表 2の通りとする.
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図 7 : η を変動させたときの VaRの比較
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図 8 : η を変動させたときの CVaRの比較
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図 9 : ρを変動させたときの VaRの比較
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図 10 : ρを変動させたときの CVaRの比較
表 2 : 2資産 (株価間に相関がない)の場合でのHeston
モデルの基本パラメータ
パラメータ 記号 値
初期株価 Si 50
回帰度 ηi 1.0
回帰レベル θi 0.3
σ1, σ2 のボラティリティ κi 0.3
dWi と dW˜i の相関係数 ρi −0.5
期待成長率 µi 0.05
満期 T 1
オイラー・丸山近似の刻み数 N 2× 104
モンテカルロ数 M 2× 104
信頼度 α 0.95
第 1, 2資産の保有数 c,d 1
図 7から VaRは η を変動させた際, モンテカルロ法より
改良RM法の方が精度が良いことがわかる. 図 8からCVaR
の場合, モンテカルロ法はパラメータによって精度にばらつ
きがあるのに対して, 改良 RM法は相対誤差が 0.2%以内で
安定して精度が良いことがわかる. これは, 改良 RM法の分
散減少法によるものだと思われる. 相関係数 ρ は株価 S(t)
と確率的ボラティリティσ2(t)のブラウン運動の相関の度合
いを表すパラメータである. 正の相関があると S(t) が大き
くなれば σ2(t)も大きくなり, S(t)が小さくなれば σ2(t)も
小さくなる. 負の相関があると S(t)が大きくなれば σ2(t)は
小さくなり, S(t)が小さくなれば σ2(t)は大きくなる. 図 9
から ρを変動させると, VaRは全体的に見るとモンテカルロ
法より改良 RM法の精度が良いことがわかる. 図 10からモ
ンテカルロ法はパラメータによって精度が極端に悪くなるの
に対して, 改良 RM法は相対誤差が 0.2%付近で安定して精
度が良いことがわかる. これも, 図 8の場合と同様に RM法
の分散減少法によるものだと思われる.
2 資産 (株価間に相関がない) の場合, VaR はモンテカル
ロ法がパラメータの変動によって精度がばらつくのに対して,
改良 RM 法も精度のばらつきはあるがモンテカルロ法と比
べると良い精度を保っている. CVaRはモンテカルロ法がパ
ラメータの変動によって精度が極端に悪くなるのに対して,
改良 RM 法は精度のばらつきが少なくモンテカルロ法と比
べると良い精度を保っている.
(3) 2資産 (株価間に相関がある)の場合
回帰レベル θ = 1.0 のときの相関 ρ1,2 について変動させ
た結果 (図 11と図 12)について考察していく. グラフの縦軸
は相対誤差 (%) である. 各パラメータは表 3の通りである.
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図 11 : ρを変動させたときの VaRの比較
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図 12 : ρを変動させたときの CVaRの比較
(8)のボラティリティσ2i (t)は回帰レベル θが大きいとσ2i (t)
も大きくなるので, 精度にばらつきが出ることが予測される.
図 11から VaRは RMの精度にばらつきがあり, θが大きい
と良い精度が保てないことがわかる. ここで, 改良 RM法は
モンテカルロ法より精度が良いことが分かり, θ が大きい場
合にも改良 RMは安定した精度を保つことが確認できた. 図
12から CVaRは RM法の精度は ρ1,2 が負のとき, 悪くなる
ことが分かる. また, 改良 RMはモンテカルロ法より全体的
に精度が悪いことがわかる.
表 3 : 2資産 (株価間に相関がある)での Hestonモデ
ル場合の基本パラメータ
パラメータ 記号 値
初期株価 Si 50
回帰度 ηi 1.0
回帰レベル θi 1.0
σ1, σ2 のボラティリティ κi 0.3
dWi と dW˜i の相関係数 ρi −0.5
期待成長率 µi 0.05
満期 T 1
オイラー・丸山近似の刻み数 N 2× 104
モンテカルロ数 M 2× 104
信頼度 α 0.95
第 1, 2資産の保有数 c,d 1
7. まとめと今後の課題
本研究では, 1資産の場合, VaRはパラメータによって改良
RM法の精度に差があったが, CVaRはモンテカルロ法より
改良 RM法の精度が良かった. 2資産 (株価間に相関がない)
の場合, VaR はパラメータによって改良 RM 法の精度に差
があったが, CVaRはモンテカルロ法より改良 RM法の精度
が良かった. 2資産 (株価間に相関がある)の場合, VaRはパ
ラメータによって改良 RM法の精度に差があったが, CVaR
はモンテカルロ法より改良 RM法の精度が悪かった.
今後の課題として, RM法の初期値 ξ0 を株価がブラック・
ショールズモデルのときの VaR を採用することで, 基準値
に近い値を求めることができた. しかし, 数値実験を通して
RM法の初期値 ξ0 と基準値が近くても良い精度の近似値を
求めることができるとは限らなかったので, 他の初期値の決
め方も試していく必要がある. また, より確率的に起こりに
くい事象 ( 例えば, 信頼度 α = 0.99, 0.999)に対しても RM
法を適用可能にする必要がある. 本研究で紹介した RMアル
ゴリズムを信頼度 α = 0.99, 0.999 に適用した場合, RM ア
ルゴリズムを更新しても (3)の H1 が H1 = 1となってしま
い−γnだけ更新され続けて, 数値実験を行った試行回数では
VaRに収束しなかった. そこで, [1] で提案されている RM
法に分散減少法の 1つである重点サンプリング法 (IS)を適
用することで, 確率的に起こりにくい事象に対しても効率的
に近似値を計算することができるのではないかと考え, ISア
ルゴリズムを試した. [1] の ISアルゴリズムでは満期での株
価の分布が既知である必要があるが本研究で扱う Hestonモ
デルは既知でないので, モンテカルロ法で株価の分布を推定
する手法であるカーネル推定 [6] を用いて IS アルゴリズム
に適用できるよう工夫した. より詳しい概要は Appendixで
述べている. しかし実際, 信頼度 α = 0.95, 0.99, 0.999の場
合に適用した結果, 精度は良くなかったので, 別の重点サン
プリング法を試していく必要がある. 最後に, 本論文では 1
資産と 2資産の場合だけ数値実験を行ったが, 多資産の場合
も試みたい.
8. Appendix
(1) 重点サンプリング (IS)の一般化
[1] の pp.188～191 を参考に, RM 法に IS を適用する
方法について紹介していく. E[F (S)] (F は F ∈ L2(P ),
P (F (S) ̸= 0) > 0を満たす.)に対して ISを適用することを
考える. まず, E[F (S)]にルベーグ測度の不変性を用いると
E[F (S)] = E
[
F (S + δ)
p(S + δ)
p(S)
]
, (15)
が成り立つ. ここで, δ ∈ Rd, p は S に関する確率密度関数
である. また, 最も小さい分散を選びたいので 2乗のノルム
Q(δ) := E
[
F 2(S + δ)
p2(S + δ)
p2(S)
]
≤ +∞, δ ∈ Rd,
を定義する. Q(δ)を以下のように変形する.
Q(δ) = E
[
F 2(S + δ)
p(S + δ)
p(S)
p(S + δ)
p(S)
]
. (16)
F 2(S + δ) p(S+δ)
p(S)
= G(S + δ)とすると, (16)は
(16) = E
[
G(S + δ)
p(S + δ)
p(S)
]
= E[G(S)]
= E
[
F 2(S)
p(S)
p(S − δ)
]
,
と変形できる. もし, 以下の仮定, すべての δ が d次元の実
数で
E
[
F 2(S)
p(S)
p(S − δ)
]
< +∞ (17)
を満たすなら, Qは有限で
Q(δ) = E
[
F 2(S)
p(S)
p(S − δ)
]
, δ ∈ Rd,
が成り立つ. また, pが以下を満たすなら,凸であり, argmin =
{∇Q = 0}が存在する.
(i)∀x ∈ Rd, θ 7−→ p(s− δ) は log − concave
(ii)∀x ∈ Rd, lim|δ|→+∞ p(s− δ) = 0
または ∀s ∈ Rd, lim|δ|→+∞ p(s−δ)p2(s− δ
2
)
= 0.
(18)
log-concaveとは, 0 < δ < 1に対して以下の不等式
log f(δx+ (1− δ)y) ≥ log f(x)δf(y)1−δ,
を満たす非負関数 f : Rd → R+ のことである. さらに, pに
関して以下の仮定を満たす b ∈ [1, 2]が少なくとも 1つ存在
する.
(i)|s| → ∞のとき, |∇p(s)|
p(s)
= O(|s|b−1),
(ii) log(p(s)) + ρ|s|bが凸であるρ > 0が
少なくとも1つ存在する.
(19)
F の仮定を以下のように導入する. すべての A > 0,
E[F (S)2eA|S|
b−1
] < +∞. (20)
とする. (17), (18), (19), (20)を満たすと, Qは有限で微分
可能となり以下の式を導ける.
∇Q(δ) = E
[
F (S − δ)2 p
2(S − δ)
p(S)p(S − 2δ)
∇p(S − 2δ)
p(X − 2δ)
]
.
(21)
(21) の期待値の中の一部分を
W (δ, s) =
p2(S − δ)
p(S)p(S − 2δ)
∇p(S − 2δ)
p(S − 2δ) (22)
とする. 関数 F はある関数 Gと正の定数 cを用いて以下の
不等式で抑えられるとする.
(i)すべての sは d次元の実数,∈ Rd, |F (s)| ≤ G(s),
G(s+ y) ≤ C(1 +G(s))c(1 +G(y))c,
(ii)E[|S|2(b−1)G(S)4c] < +∞.
(23)
また,
W˜ (δ, S) :=
e−2ρ|δ|
b
1 +G(−δ)2cW (δ, S),
K(δ, s) := F (s− δ)2W˜ (δ, S),
と定義すると, 以下の関係が成り立つ.
{δ ∈ Rd|E[K(δ, S)] = 0} = {δ ∈ Rd|∇Q(δ) = 0}.
ここで, RMアルゴリズム
δn = δn−1 − γnK(δn−1, Sn), δ0 ∈ Rd, (24)
は概収束することが Baudou et al. [1] の Section 2. 3. で
示されている.
(2) RM法への適用
[1] の pp. 191～196 を参考に RM 法に IS を適用する方
法を紹介していく. F (S)と (16)の Qを
F ∗1 (S) = 1{ϕ(S)≥ξ∗α},
F ∗2 (S) = (ϕ(S)− ξ∗α)1{ϕ(S)≥ξ∗α},
Q1(δ, ξ
∗
α) := E
[
1{ϕ(S)≥ξ∗α}
p(S)
p(S − δ)
]
,
Q2(µ, ξ
∗
α) := E
[
((ϕ(S)− ξ∗α)21{(ϕ(S)≥ξ∗α}
p(S)
p(S − τ)
]
,
とする. また,
H1(ξ
∗
α, s) = 1− 1
1− αF
∗
1 (s),
H2(ξ
∗
α, C
∗
α, s) = C
∗
α − ξ∗α − 1
1− αF
∗
2 (s),
とおき (16)と同様に考え, 以下のようになる.
E[Hi(ξ
∗
α, S)] = E
[
Hi(ξ
∗
α, S + δ)
p(S + δ)
p(S)
]
, i = 1, 2.
Zn := (ξn, Cn, δn, τn)と定義すると, RM法に ISを適用し
た式は
Zn = Zn−1 − γnL(Zn−1, Sn), (25)
となる. ここで, (Sn)n≥1は独立同分布な確率変数列で, Lは
L1(ξ, δ, s) := e
−ρ|δ|b(1− 1
1−α1{ϕ(s+δ)≥ξ}
p(s+δ)
p(s)
),
L2(ξ, C, τ, s)
:= C − ξ − 1
1−α (ϕ(s+ τ)− ξ)× 1{ϕ(s+τ)≥ξ} p(s+τ)p(s) ),
L3(ξ, δ, s) := e
−2ρ|δ|b1{ϕ(s−δ)≥ξ}
p2(s−δ)
p(s)p(s−2δ)
∇p(s−2δ)
p(s−2δ) ,
L4(ξ, τ, s) :=
e−2ρ|τ|
b
1+G(−τ)2c+ξ2 (ϕ(s− τ)− ξ)2
×1{ϕ(s−τ)≥ξ} p
2(s−τ)
p(s)p(s−2τ)
∇p(s−2τ)
p(s−2τ) ,
(26)
と定義する. 改良 RM法より効率的に VaRと CVaRを求め
ることが期待されて導入されている.
(3) カーネル推定
Tanizaki [5], Wand et al. [6]を参考にカーネル推定につ
いて紹介していく.
同じ分布からの n 個の観測値 si, i = 1, 2, ..., n があると
し, si の確率密度関数を f(s)とする. f(s)が未知であると
き, n個のデータから密度関数を次のように推定することが
できる. ここで, f(s)の推定値を fˆ(s)とすると
fˆ(s) :=
1
nh
n∑
i=1
K
(s− si
h
)
(27)
と定義する. ここで, h はある小さな数でバンド幅という.
K(t)はカーネルと呼ばれる関数であり, ∫ K(t)dt = 1かつ,
すべての tについて K(t) ≥ 0となるような K(t)を選ぶ必
要がある. 本研究では, 標準正規分布の密度関数を用いる.
カーネル推定では hの選び方が重要となる. まず, 平均自
乗誤差の積分 (IMSE) を考える. 簡単化のため, K(t)は∫
K(t)dt = 1,
∫
tK(t)dt = 0,
∫
t2K(t)dt = k2 ̸= 0 (28)
を満たす左右対称な関数とする. また, 未知の f(s)はすべて
の次数で微分可能な連続関数とする. IMSE(fˆ(s))は
IMSE(fˆ(s)) ≈ 1
nh
∫
K(t)2dt+
1
4
h4k22
∫
f ′′(s)2ds
(29)
となり, (29)が最小となる hを hˆとすると, 以下の等式が成
り立つ.
hˆ = k
− 2
5
2
(∫
K(t)2dt
) 1
5
(∫
f ′′(s)ds
)− 1
5
n−
1
5 . (30)
以上をもとに, バンド幅 hの選択をしていく. 本研究では
プラグ・イン法を用いて hを決定する. プラグ・イン法では
(30)の未知の密度関数 f(x)を正規分布 (分散を σ2)で近似
していくと,
(
4σ5
3n
) 1
5 となる. (30)を用いて (27)の fˆ(s)を
計算することで次節の確率密度関数 p(s) を p(s) ≈ fˆ(s) と
近似する.
(4) ISアルゴリズム
[1] の pp. 196～199 を参考に ISアルゴリズムを紹介して
いく.
ISアルゴリズムは 2つの段階に分けて VaR, CVaRと IS
パラメータ δ, τ を同時に求めるアルゴリズムである.
(Phase 1)
以下の式を R回反復する.
ξˆn = ξˆn−1 − γnHˆ1(ξˆn−1, Xnαn), ξˆ0 ∈ L1(P ),
δˆn = δˆn−1 − γnL3(ξˆn−1, δˆn−1, Xn), δ0 ∈ Rd,
τˆn = τˆn−1 − γnL4(ξˆn−1, τˆn−1, Xn), τ0 ∈ Rd.
ここで, Hˆ1(ξˆn−1, Xnαˆn) = 1 − 11−αˆ1{ϕ(s)≥ξ} , すべての
ξ, x, αˆ は ξ ∈ R, x ∈ Rd, αˆ ∈]0, 1[ である. 例えば, 更新回
数 R = 15000 とした場合, 1 ≤ n ≤ R
3
のとき αn = 0.5,
R
3
≤ n ≤ 2R
3
のとき αn = 0.8, 2R3 ≤ n ≤ R のとき
αn = 0.95 と信頼水準を変化させて反復する.
(Phase 2)
ξ0 = ξˆR, C0 = 0, δ0 = δˆR, τ0 = τˆR として, 以下の式を O
回反復する. O は O ≈ 100Rとなるように決定する.
ξn = ξn−1 − γnL1(ξn−1, δn, Xn),
Cn = Cn−1 − γnL2(ξn−1, Cn−1, τn−1, Xn),
δn = δn−1 − γnL3(ξn−1, δn−1, Xn),
τn = τn−1 − γnL4(ξn−1, τn−1, Xn).
上式と同時に{
ξ¯n = ξ¯n−1 − 1n (ξ¯n−1 − ξn),
C¯n = C¯n−1 − 1n (C¯n−1 − Cn),
を反復し, (ξ¯N , C¯N )が VaRと CVaRの推定値となる. しか
し, 本研究では株価は Hestonモデルに従うので満期 T での
p(s)が未知である. そこで, 節 8.3で紹介した p(s)を近似す
るカーネル推定を用いて数値実験を行う.
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