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ABSTRACT 
The Search for Emergent Features in Vision: Looking at Configural Superiority Effects 
with the Odd-Quadrant Task. 
By 
Mary C. Portillo 
A series of three experiments were designed to test for Emergent Features, which, 
in Gestalt psychology, are indicative of grouping. By using basic elements such as dots 
or lines and building EFs sequentially, while maintaining the original discrimination 
constant, it was possible to compare the strength of different EFs. Proximity, 
Orientation, Symmetry, Linearity, Surroundedness, Inside/Outside relationship, 
Collinearity, Parallelism, Inflection Point and Closure were tested. A Configural 
Superiority Effect (CSE, where the RT in a composite condition is shorter than the RT in 
a singleton condition) was diagnostic of the presence of an EF in an Odd Quadrant task. 
Proximity, Orientation, Linearity, Inside/Outside and Collinearity produced CSEs and 
thus behave as basic in human vision. Mixed results were obtained for Symmetry and 
Parallelism. Further, Inflection Point and Closure were only suggested in the stimuli, so 
they cannot be ruled out as EFs. 
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Emergent Features and Topological Properties 1 
Grouping and Search Efficiency in Emergent Features and Topological Properties in 
Human Vision. 
In a previous project (Portillo, 2006) we focused on Emergent Features (EFs) as a 
way of explaining the relationships between the parts or elements that make a perceptual 
object. EFs are the result of the non-additive combination of basic elements in the visual 
system and can be used to diagnose grouping, which is expressed in phenomena such as 
configural superiority effects (CSEs). Gestalt psychology proposes that humans perceive 
perceptual groups, such as those identified as EFs, directly. This means that even though 
Gestalts derive from more basic elements (and are thus equivalent to conjunctions, in a 
sense), they show characteristics of basic visual features. 
In human vision, few theories are as well known as Treisman and Gelade's (1980) 
Feature Integration Theory. This theory explains how we detect basic elements or 
features, and how we combine them to produce more complex ones (conjunctions). 
Basic features are detected directly by the visual system and thus lead to pop-out (flat 
search slopes or efficient search1, see figure 1), while conjunctions of these basic features 
require attention and thus are characterized by inefficient search slopes (about 30 ms per 
item when the target is present, Wolfe, 2001). In a later description of the Feature 
Integration Theory, Treisman and Souther (1985) identified search asymmetries as 
another primary characteristic of basic visual features. That is, given a feature, it would 
1
 Townsend (1971, 1990) uses efficient versus inefficient search to explain how both a parallel process with 
small capacity or a serial process with large capacity, can model a shallow search slope, for example. 
Imagine, for example, a system that works slowly but can examine 20 items at a time versus another that 
works 4 times as fast but can only examine 5 items at a time; the end result would be the same average 
search rate thus rendering both processes indistinguishable. Further, Wolfe (1998) explains that the 
dichotomy between parallel and serial search is not valid because: (a) it is hard to infer what the search 
mechanism looks like from RT slopes (as Townsend argues); (b) the assumptions in serial search (such as 
exhaustive search, no re-checking of items and single-item processing) are not always valid; (c) there is no 
fixed "dwell time" in visual search, and most importantly; (d) the data itself do not show a clear cut 
bimodal distribution in the visual search of basic features or conjunctions. 
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be easier (faster, when RT is measured) to find the element with the feature present 
among elements with the feature absent, than the reverse. 
Very inefficient search 
>30 msec. / element 
E.g., conjunction 
search 
RT 
0 
Display Size, # elements in 
field 
Efficient search or popout 
~ 0 msec. / element 
^ ^ E.g., vertical among 
22 horizontals 
Figure 1. Search slope for efficient and inefficient search. Pomerantz, and Portillo 
(2005). 
Since we propose that EFs are basic to human vision, it would be expected that 
they too will produce search asymmetries: i.e., it should be easier to find a target 
containing an EF in a field of distracters missing that EF than vice versa. However, since 
EFs result from the combination of elements, as do conjunctions, one could argue that 
search asymmetries would not be expected. In our previous project we examined this 
idea by looking at pairwise comparisons contrasting the relative ease with which 
participants identified a target 2 when the EF was present only in the odd quadrant versus 
when it was not (when the feature was present in three quadrants and absent in the odd 
one, see figure 2). The first goal of this project is to look at the presence of search 
asymmetries in more detail, and to evaluate what this asymmetry looks like with different 
set sizes (to determine the search slope). Does the search asymmetry always appear 
2
 The previous experiments were run using an odd quadrant task. In this task the display is divided into 
NE, NW, SE and SW quadrants, one of which contains a target (odd stimulus) while the other three contain 
distracters. The task was to identify the location of the target by pressing the corresponding key in the 
number keypad of a computer. 
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when an EF is present, or is the search asymmetry in the initial stimulus to start with? 
Are some EFs more likely to produce search asymmetries than others? And, does the 
presence of search asymmetries correlate with the presence of the CSE? 
(a) ; . . - • . . : + 
(b) : - + 
Figure 2. Example of asymmetry when linearity is the EF. In (a), the feature of linearity 
is present in one quadrant and absent in three. In (b), the feature of linearity is present in 
three quadrants and absent in one, thus the task is to look for the absence on the feature. 
Another type of basic visual processing, one based on Topological Properties 
(TPs), has been proposed by Chen (2001, 2005). Chen proposes that the human visual 
system performs a first pass to identify regions that are topologically equivalent (based 
on the topological properties of number of holes, connectivity and inside-outside), and 
that basic features (as in Treisman's theory) and/or EFs are not identified until later. The 
identification of TPs helps to explain, among other things, figure-ground segregation 
previous to object identification, and perceived smooth motion under object 
transformation (Chen, 2005). If, in fact, TPs are more primary to human vision than so 
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called basic features and/or EFs3, we can expect them to produce CSEs, show search 
asymmetries, and support efficient search. This is the second goal of this project. We 
propose to examine Topological Properties for CSEs, search asymmetries and search 
slopes. 
Emergent Features and the Configural Superiority Effect 
Gestalt psychology has revolved around one of its most celebrated phrases: the 
whole is greater than the sum of its parts, or to state it accurately, the whole is different 
from the sum of its parts. This statement refers to the idea of non-additivity. That is, 
given representation A' for stimulus A and representation B' for stimulus B, the sum of A 
and B does not result in the representation A'+B' but in something different. The factor 
that accounts for the resulting difference has its root in the relationship created between 
the elements. 
An Emergent Feature is defined as a property resulting from the non-additive 
combination of elements into a perceptual object, a feature that is a salient and diagnostic 
characteristic of that object but is not present within any of the individual elements that 
group and appears only as the elements combine into the new object. EFs define crucial 
relationships among parts but do not eliminate the presence of those parts. As an 
example, we can look at right angles emerging from the combination of vertical and 
horizontal lines crossing each other in a perpendicular fashion. The resulting angles are 
not present in either of the line segments alone but emerge when they combine. 
Furthermore, the angles are salient and necessary to the identification of the object (a 
3
 The distinction between topological properties and emergent features is sometimes a blurry one. Chen 
(2005), for example, talks about how the CSEs obtained by Pomerantz (1981) with arrows versus triangles, 
and explained as a possible result of closure (an EF) in the triangle, may be due to the fact that the triangle 
is a closed figure with a hole in it, while the arrow lacks a hole, a topological difference. At the same time, 
since we are producing TPs by combining various elements, we can also say that TPs are "emergent". 
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cross, for example). As said, although EFs are more or at least as salient as the 
primitives4 that make them, the former do not necessarily override the presence of the 
latter (Pomerantz, 1991). The perceiver still has the option to attend to either one. It is 
the specific task that determines whether the subject will tend to EFs or to primitives. 
Pomerantz, Sager, and Stoever (1977) studied EFs and found a configural 
superiority effect (a reduction in RT in a composite condition versus a base condition, 
CSE) when parentheses were presented in certain contexts (see figure 3). In this odd-
quadrant task, participants were asked to determine which of four elements presented was 
different from the remaining three. Exactly which EFs were present in the composite 
condition, however, remains to be identified. In the case of parenthesis pairs, the EFs 
could be parallelism, symmetry, or closure, among others. Other experiments, with 
similar results, have been done where the stimuli are arrows and triangles; in this case, 
EFs such as terminators, intersections, and closure are possible. 
a-SCSSVUNAT-ON: D iRECt lQN CF CURVATURE 
I ( ( i ! ) ) ! j o ? ) ! 
*ff - a«C-D f t • 1450 
Figure 3. Configural superiority effect with parentheses. The base (left), combined with a 
context (center), produces the composite (right). Pomerantz et al. (1977). 
As to the relationship between EFs and the configural superiority effect, 
Pomerantz (1985) argued that the wholes created when elements are shown in context 
4
 Pomerantz (1978) proposed that angle and vertex detectors be considered primitives because these units 
are detected directly by the visual system. What we call primitives, though, depends mostly on what 
emergent features are, basically, primitives are the simpler elements that make up emergent feature. 
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often contain emergent features. The reduction in RT then, is due to the fact that these 
emergent features are detected directly by the visual system as opposed to their being 
"calculated" from the detection of primitives (e.g. via feature integration as in Treisman's 
theory). Further, Pomerantz et al., (1977) suggested that spontaneous perceptual 
discrimination could take the place of a serial-memory process when a good context is 
added. 
Previous research has already identified a small number of EFs in vision; closure, 
horizontal surface, volume and convexity are among them (Coren, Ward, and Enns, 
1999). A review done by Pomerantz (2001a, 2001b), though, points to a much greater 
number of possible EFs. In fact, at least sixteen EFs have been postulated. They include 
features as basic as orientation and proximity, as well as more complex ones like relative 
motion and density. The project that preceded this one had as its objective to test this list 
of proposed EFs. 
The idea was to start by constructing EFs from elements as basic as points or 
pixels. The addition of pixels to a blank surface should give way to the emergence of 
many of these features. Following this logic one could, by regulating the number of 
pixels used, "build" more complex EFs. In order to maintain a systematic approach, and 
to have grounds for fair comparison across different hypothetical EFs, we created them 
maintaining the same initial target discrimination task and adding one non-informative 
context element at a time. In this process, an original target (with no context elements 
other than the context provided by the display screen and so forth) was used in the first 
base condition. Subsequently, the addition of an explicit context element created a 
composite condition (containing a potential EF) which then became a second base to 
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which one more element was added to form a new composite condition (with the 
possibility of another EF). For example, a single dot would serve as an initial base and 
the addition of a context dot in a composite condition would produce inter-dot orientation 
and proximity as EFs. Displays containing the EFs of orientation and proximity then 
served as the base condition for the EFs of linearity and symmetry, which would be 
created when a second context dot was added in the next composite condition (see figures 
4, 5 and 8). 
(a) 
A B C C A C B C 
A A C C A C A C 
(b) 
Base + Context = Composite 
Figure 4. Building EFs one pixel at a time, (a) Schematic, (b) Orientation as an EF. 
Using this strategy we tested the potential EFs created with each increment: 
Two dots - Orientation and Proximity 
Three dots - Symmetry and Linearity 
Later on we moved to four dots and pairs of dots (lines) as building units, but 
these stimuli will not be used in the current project. 
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Dots 
Position 
Color 
Size 
Proximity 
Orientation Linearity 
Same/Diff Symmetry Surroundedness 
Lines 
Length/prox Collinearity Closure Inside/outside 
Orientation Symmetry Zigzag (IP) 
Color, Size Parallelism Intersections 
Terminators Intersections 
Figure 5. Basic EFs from dot and line configurations. Pomerantz and Portillo (2005). 
As said before, the presence of an EF was confirmed when a CSE was obtained. 
Since the CSE is defined as a reduction of RT (with no concomitant reduction in 
accuracy) when the stimulus is presented with a non-informative context, the possibility 
of an anchoring effect arose. That is, that performance is improved solely because the 
context dot, for example, provides a basis for comparison, converting an absolute 
judgment (notoriously difficult) to a relative judgment. This issue was already explored 
by Pomerantz et al. (1977), and Pomerantz, and Pristach (1989), who showed that while 
some contexts improve performance in oddity tasks, others make it worse (see figure 6), 
even though these latter contexts should also provide anchors. Our stimuli produced not 
only CSEs but also a few CIEs (configural inferiority effects, defined as an increase in 
RT) thus ruling out the possibility of the anchoring effect. 
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Figure 6. Configural inferiority effect with parentheses. Pomerantz et al., (1977). 
Specifically, in the stimuli created with dots, we found consistent CSEs for 
orientation (with one exception), proximity and linearity. Conversely, symmetry 
produced a combination of CSEs and CIEs. 
Topological Properties 
The Early Topological Perception theory proposed by Chen (2005) attempts to 
support and explain the idea of global-to-local visual processing. This theory states that: 
A primitive and general function of the visual system is the perception of 
topological properties. The time dependence of perceiving form properties is 
systematically related to their structural stability under change, in a manner 
similar to Klein's hierarchy of geometries; in particular, topological perception 
(based on physical connectivity) is prior to the perception of other geometrical 
properties. The invariants at different geometrical levels are the primitives of 
visual form perception. These include, in a descending order of stability (from 
global to local), topological, projective, affine and Euclidean geometrical 
invariants (p. 555). 
This theory derives from the field of mathematics, which studies, among other 
things, invariant properties and relationships under continuous transformations 
(topological transformations). In simpler terms, TPs are "rubber sheet" properties. That 
is, properties that would remain constant if an object were distorted in a rubber sheet. In 
a rubber sheet, an object can be stretched every which way, and its shape would change 
but (provided the rubber sheet is not cut or folded) three properties would remain 
constant: number of holes, connectivity, and inside/outside relationships. While features 
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such as orientation, symmetry and parallelism to name a few, which are considered local 
geometric properties, could be distorted by stretching an object in a rubber sheet, two 
lines that do not connect could never be made to connect, an object could never jump 
inside another, and a hole could never appear or disappear. These, therefore, are 
properties that remain constant under continuous transformations, and are deemed 
topological properties. 
The topological perception theory defines an object as an entity that is invariant 
under topological transformations. Chen (2005; also Todd, Chen, and Norman, 1998) has 
explained the CSEs for arrows and triangles via the topological differences between the 
two stimuli (an arrow is an open form while a triangle is not). 
Chen and Zhou (1997) have also shown that TPs produce illusory conjunctions, as 
Treisman and Gelade (1980) expected that basic features would. In an experiment where 
participants were asked to report numbers flanking three shapes and, as a secondary task, 
were asked to report the shapes between the numbers, a number of illusory conjunctions 
were evident. Participants would erroneously report a hollow shape that was not 
presented whenever another shape in the same trial had a hole in it (see figure 7). Chen 
and Zhou concluded that the topological property of hole was extracted and 
superimposed into the solid shapes. 
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y « o 
Figure 7. When the participants were asked about the figures between the numbers, they 
would erroneously place the hole in one of the solid shapes (in the first row), but never 
claim to see a hole in the elements in the second row. Chen (2005). 
Further, in a second experiment, participants were presented with the same task 
but the stimuli presented the inside/outside topological property. In this case, one of the 
shapes was accompanied by another smaller shape inside or outside it. Again, the errors 
in performance followed the TP. Participants reported the wrong shape with another 
inside of it when one of the three items showed this relationship. Moreover, none of the 
participants made errors across the inside/outside relationship variable, by reporting an 
object inside another when an object outside another had been presented, for example. 
To further drive the point that TPs are basic to vision, Chen, Zhang, and 
Srinivasan (2003) performed some experiments on honeybees. Honeybees were trained 
to obtain rewards in a Y-maze, by discriminating either a pair of topologically equivalent 
figures or a pair of topologically different figures. Training with topologically different 
stimuli translated to accuracy above 70% when the test stimuli were also topologically 
different (independent of differences in local features), but not when the test stimuli were 
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topologically equivalent (accuracy was about 50% in this case). In addition, the training 
phase showed that honeybees learn the difference between two topologically different 
stimuli much faster than they learn the difference between two topologically equivalent 
stimuli (success with topologically different stimuli starts at block 1 - first 4 rewards -
while success with topologically equivalent stimuli takes 7 blocks - about 28 rewards). 
In all, honeybees, a simpler organism than humans5, seem to be able to distinguish 
stimuli based on topological differences, and to be able to transfer this knowledge to 
further testing very easily. From these results Chen et al. argue that topology is a basic 
way in which the visual system represents and distinguishes objects. 
Ultimately, Chen (2005) uses the series of results just presented to argue that the 
parsing of visual information into topologically equivalent segments is a primary task in 
vision. Chen says that the Gestalt idea of "part-whole relationship" can be understood 
via topology, and that global perception occurs prior to local perception because global 
perception is directed by topological differences. 
Search Asymmetries and Search Slopes 
As will be explained in the method section, the EF experiments included not only 
a context variable to test for the emergence of the feature (in the base versus composite 
conditions), but also a target assignment variable to indicate the predominance of the 
feature (i.e., is the feature present in one quadrant, the odd quadrant, or is it present in 
three quadrants?, thus making the odd quadrant that which did not contain the feature). 
This target assignment variable can be directly translated into a search asymmetry effect, 
where under one condition there is an "A" in a field of "Bs" (if "A" is the target) and in 
5
 Honeybee's brains weight less than a tenth of a milligram and have less than 0.01% as many neurons as 
humans do (Chen et al., 2003). 
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its reverse there is a "B" in a field of "As". Thus, the data collected with this variable 
will be used to study search asymmetries in EFs. 
One of the key elements in Treisman's Feature Integration Theory is the use of 
search asymmetry to diagnose preattentive processing. The theory, originally proposed 
by Treisman and Gelade (1980), explains that basic features are processed directly by the 
visual system, and that when a feature is present as a target among distracters, it leads to 
pop-out independently of the number of distracters. Treisman and Souther (1985) later 
proposed that search asymmetries are (in addition to pop-out) another tool to identify 
basic features. Search asymmetry implies that in two conditions in which the stimuli are 
the same and the discrimination task is the same, the search time varies depending on 
which element is the target and which the distracter. The prediction from this theory is 
that searching for a feature (or an item that has a feature) is fast because it involves the 
activation of a feature detector, while searching for an item that lacks a feature among 
items that have the feature is slower, since one must serially and exhaustively search for 
that item. Thus, search asymmetries not only indicate that a feature is present, but the 
direction of the asymmetry can pinpoint which (of two opposing alternatives) is the 
feature. 
In a first experiment on search asymmetry and pop out, Treisman and Souther 
(1985) had subjects press a key if a target was present and another if a target was absent. 
The stimuli were either a circle with a vertical line among other circles, or a circle among 
circles with vertical lines (the reverse of the first condition, see figure 8). The display 
sizes were 1, 6, and 12. Half of the time the target was present and the other half the 
target was absent. When the feature was present in the target (the target was the circle 
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with the line) the search slope was almost flat (3-4 ms per distracter) and independent of 
set size (pop-out). However, when the feature was absent in the target (the target was the 
circle without the line) the search was serial (at about 40 ms per distracter, but see 
footnote on page 2) and self-terminating (the slope was about twice as much when the 
target was absent). Treisman and Souther concluded that the circle and line had one or 
more features that helped the participants find the target, but that the identification of this 
feature was done without pinpointing its location. They argued that the feature 
integration theory predicts that while identifying the presence of a feature can be done 
independent of its location, confirming the absence of a feature needs exhaustive search 
(which leads to the search asymmetry). 
a b 
Figure 8. Search asymmetry with circle with line as a target (a), and circle as a target (b) 
(set size 12). Treisman and Souther (1985). 
The idea of search asymmetry, however, was not brought up first by Treisman 
and Souther. Search asymmetries had been identified by Neisser in 1963. In Neisser's 
case, subjects were asked to search for a Q in a line of letters. The results mirror those of 
Treisman and Souther in that participants took about twice as long to confirm the absence 
of the Q than to confirm its presence. 
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More recently, Wolfe (2001; also Wolfe and Horowitz, 2004) has summarized the 
information obtained up to date on search asymmetries. Wolfe proposes that search 
asymmetries are one property displayed by guiding attributes (or basic features), along 
with efficient search slopes, texture segregation, participation in illusory conjunctions, 
and tolerance for distracter homogeneity. As for search asymmetry, Wolfe indicates that 
beside the presence or absence of a feature, a difference in the amount of a feature 
present (when this can be measured, Treisman and Gormican, 1988) can produce search 
asymmetry. In this case, more of a feature will be easier to detect than less of it. Further, 
other sources of search asymmetry are deviations from canonical (which are easier to find 
among canonicals, than its opposite), and novelty (novel items are easier to find among 
familiar items than its opposite). 
Lastly, Rosenholtz (2001) brought up an important point on search asymmetries 
when he argued that the asymmetry shown in some experiments was not valid whenever 
the experiment itself was not symmetric. He argues that an asymmetric design will 
produce an asymmetric result by default and thus these results cannot be attributed to the 
feature studied but to the design of the experiment itself. A symmetric design should 
preserve relative differences between the features and should change only absolute 
values. For example, a moving target among stationary ones is not equivalent 
(symmetric) to a stationary target among randomly, independently moving distracters, 
which is a display used to show that motion is a basic feature. A display in which the 
distracters are moving homogenously in one direction is more symmetric with the display 
where the target moves and the distracters are stationary, and thus should be used as the 
logical comparison. The main point, though, is that a resulting search asymmetry can be 
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due to a legitimate variation in the search for the absence or presence of a feature, or to 
an asymmetry already present in the design. In our case, we avoid this problem by 
looking at the context x target assignment interaction to see if the asymmetry is already 
present in the base condition. If the asymmetry is already present, it did not emerge as a 
consequence of the EF or the TP tested and thus is not valid. However, if the asymmetry 
was not present originally, it can be used as evidence that the feature or property tested is 
indeed basic to human vision. 
The use of different set sizes will allow us to look at the rate at which search for 
targets occurs. Efficient search should lead to flat slopes across set sizes, or at least to 
significantly flatter slopes in a composite condition versus a base condition when there is 
an EF or TP present. 
It is worth mentioning that an alternative theory to Feature Integration was 
presented by Duncan and Humphreys in 1989. In this theory, they de-emphasize the 
difference between serial and parallel search and indicate that search behavior should be 
seen as a continuum, and independent of whether the stimulus is a basic feature or a 
conjunction. This idea of visual search is based on the discriminability between the 
target and the nontargets (distracters), and among the nontargets themselves. Essentially, 
increased difference between the target and the nontargets and decreased difference 
among the nontargets would produce parallel search, while the opposite pattern would 
produce serial search. In this theory, then, there is no special status given to basic 
features, which, as we have proposed before, can, in some cases be regarded as emergent, 
or resulting from combinations (conjunctions) of more primitive elements. In any case, 
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the findings on search slopes can be used as further support for the fundamental nature of 
EFs and TPs in human vision. 
In sum, we would like to revisit EFs to look at search asymmetries and search 
slopes, and to explore TPs by looking at CSEs, search asymmetries and search slopes. 
The EFs studied will be orientation, proximity, linearity and symmetry, and the TPs will 
be inside/outside, connectivity and number of holes. Both EFs and TPs will be presented 
in a manner similar to the odd quadrant task used in the previous study, meaning that 
participants will be required to identify the location of the odd element, which will, in 
turn, eliminate the need for a target-absent condition6. Configural superiority effects, 
search asymmetry and search slopes will be three independent tools to evaluate if any, or 
both, EFs and TPs behave as basic in the human visual system. 
Preliminary Studies 
In all of the studies the design and procedure are the same unless otherwise 
indicated. The subjects were drawn from the same pool (as were the ones for the latter 
experiments) but individuals were excluded from further participation once they had 
participated one time. The stimuli for the experiments changed as indicated. All the 
experiments contained a practice block with three stimulus pairs different from those 
used to test for EFs or TPs (A and B, X and O, and green and red squares), the practice 
block ensured that the subject could perform the task without revealing information about 
the test stimuli. 
6
 Asking participants to identify the location of the target greatly reduces the possibility that the participants 
are guessing if the target is present or absent. Also, it would allow further on to evaluate if there is an 
effect on RT or accuracy due to the particular location of the target. 
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Experiment 1 
Experiment 17 included 4 base stimulus pairs with one dot in each quadrant. 
Adding the same context dot to each single-dot stimulus resulted in two two-dot stimuli 
(one corresponding to orientation and the other to proximity). The addition of a further 
dot led to three subsequent types of stimuli (linearity and symmetry derived from 
orientation, and symmetry derived from proximity, see figure 9 for an example ). As 
explained before, the idea was to keep the initial "signal" constant, so that any effect 
measured in the composite display could only be the result of the newly created EF. 
Using a technique analogous to Donder's subtractive method, we could infer that each EF 
had the effect of decreasing RT by making the odd quadrant more salient (the magnitude 
and presence of an EF could be evaluated by subtracting the RT of a composite condition 
from the RT of the base condition preceding it). Thus, we could see the direct effect of 
adding an emergent feature to a display. 
7
 Labeled as experiment 3 in the previous project (Portillo, 2006). 
8
 The example given in figure 9 is just one possible sequence of EFs. With a different base, for example, 
orientation can be built such that the two elements in the display differ by 90° (like the one shown) or 45° 
(with one element vertical and one at 45° or one horizontal and the other at 45°), among other options. In 
the same manner, several proximity stimuli can be built, which in turn would give origin to different 
symmetry and linearity stimuli. For this series of experiments 4 sequences of EFs were created, all of 
which are displayed in appendix A. 
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Base Context 
Sequence 1 
Composite Context Composite 
. i ! # 
+ : = : + i- : 
! : ! 
* • • * 
• * • * RT 1407ms 
Error 40.5% 
925* (F' = 127.5, p<.001) 
2 .1%* EF: Proximity, CSE 
1113*(F!= 138.4, p<.001) 
8.7%* EF: Symmetry, C1E 
• « 
• • 
• « 
• * 
1430 (F-0.3 , p-.581) 
19.8%* EF: Orientation, CIE 
1219*(F=30.1,p<.00l) 
7.6%>* EF: Symmetry, CSE 
F1 = F{1,23) 
1016* {F!-145.8, p<.001) 
2.6%* EF: Linearity, CSE 
Figure 9. Emergent features with two and three dots, sequence 1. 
Experiment 2 
Experiment 29 involved one more dot sequence (sequence 4, see appendix A) in 
which a critical difference was the comparison of two negative diagonals represented in 
the orientation EF (neither of which corresponded to vertical or horizontal orientations). 
This was done to evaluate if the results obtained in experiment 1 were due to the 
perception of horizontal and/or vertical orientations as categorical. 
These two experiments provided a systematic way of detecting the presence of 
EFs and gauging their relative magnitudes as measured in RT and as the incremental 
Labeled as experiment 4 in the previous project (Portillo, 2006). 
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effect that they have with respect to previously identified EFs. For example, given that 
the stimulus already contains proximity as an emergent feature, does adding symmetry 
further decrease RT in the odd quadrant task, and if so, by how much? 
Experiment 3 
This experiment contained a group of different stimuli that tested phenomena 
such as the word superiority effect and object superiority effect. These phenomena have 
been studied extensively and are thought to tap into basic visual processes. With this 
group we included eight pairs of stimuli testing topological properties. Three pairs tested 
connectivity, two pairs tested inside/outside, and three pairs tested combinations of these 
features (see table 1). This experiment provided a first pass at topological properties but 
did not systematically test for multiple examples of each property nor did it use 
appropriate controls. However, the results show that we can expect CSEs from most, if 
not all, the topological properties. Moreover, based on the presumed fundamental role of 
these properties, as predicted by Chen's topological theory, we would also expect that 
they show search asymmetries as well as efficient search slopes. 
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Base Context Composite Base 
• 
• 
• 
• 
a 
a 
a 
a* 
RT 1545 
Error 29.4% 
EF: Topology, CSE 
1118* 
10.3%* 
F(1,20) = 52.22 p< .001 
Context Composite 
/ 
J \ 
--* 
A 1 1 
1 £ 
RT 937 
Error 7.7% 
EF: Topology, CIE 
980 
6.4% 
F(1,20)=1.47p = .240 
o 
o 
o 
O 
• • 
• o 
H 3 
3 3 
D 
a 
a 
a 
RT 834 
Error 5.2% 
EF: Topology, CSE 
664* 
2.5% 
F(1,20) = 54.10 p< .001 
RT 897 
Error 7.0% 
EF: Topology, CIE 
938 
5.8% 
F(1,20) = 2.10p = .163 
o o 
o 
o 
o 
o 
o 
o 
© 
® 
© 
o 
o 
I 
I 
I 
> 
II II 
II D 
RT 1488 
Error 29.7% 
EF: Topology, CSE 
701* 
2.7%* 
F(1,20) = 812.5 p< .001 
RT 712 
Error 3.8% 
EF: Topology, CSE 
698 
0.9% 
F(1,20) = .705p = .411 
D 
o 
CD 
CD 
5 
H 
RT 1296 
Error 9.1% 
EF: Topology, CSE 
1036* 
7.1% 
F(1,20) = 34.09 p< .001 
RT 1615 
Error 63.3% 
EF: Topology, CSE 
1014* 
6.4%* 
F(1,20) = 28.25 p<.001 
Table 1. Topological properties tested with the odd quadrant task. 
Method for Experiments Proposed 
The method described here applies to experiments 1 through 5, unless otherwise noted. 
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Subjects 
Each experiment used 25 undergraduate psychology students at Rice University 
who were meeting class requirements. Credit was given in exchange for participation. 
Previous experience with experiments in the perception lab was a criterion used to 
exclude participants. 
Materials 
Thirty-four pairs of stimuli (23 for EFs and 11 for topological properties) were 
used in the experiments (see appendixes A and B, and figures 9 through 11 for 
examples). 
For experiments 1 to 4, the elements in the stimuli were dots, chosen because they 
are the simplest possible components in the visual field. In their simplest form, stimulus 
pairs were made up of an odd element that occupied one area in the display, and a 
background element that occupied the other areas (the number of locations varied 
depending on the set size) in the display so that the actual display included four, eight or 
twelve locations (see appendix C). The selection of which element in the stimulus pair 
was odd and which was not-odd was done randomly and depended only on the ratio of 
occurrence between the elements in the pair (i.e., in a display showing an AAAB 
arrangement, for set size four, element B was the odd stimulus; in a display showing a 
BBBA arrangement, element A was the odd stimulus). All the elements were arranged in 
a circular fashion as numbers around a clock's face. When the set size was four, the 
elements were at the top, right, bottom and left positions (equivalent to the hours 12, 3, 6 
and 9 in a clock's face, or every 90 degrees). When the set size was eight, the elements 
were arranged starting at the 12 o'clock location and every 45 degrees in a circular 
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fashion. When the set size was twelve, the elements were arranged at every location in a 
clock's face (every 30 degrees). 
There were two types of conditions to the experiment: Base and Composite. For 
the composite condition in the EFs stimuli, the dot in each location was accompanied by 
a second dot that represented the context. This second dot was held constant (i.e. was 
identical) in size, color, orientation and relative location across all the locations so as to 
be non-informative. For the base condition the elements were presented alone so that the 
only context was that provided by the fixation dot, the outline of the computer screen, 
etc; such context was present in both base and composite conditions. The stimuli used 
had been created for a previous project and consisted of four different sequences where 
one single dot was built upon to obtain the next dot arrangement. In this manner, the 
composite for one comparison (the orientation display, for example) served as the base 
display for the next composite (the linearity display, for example; see figure 9 and 
appendix A). 
The stimuli for the testing of topological properties (experiment 5) were more 
complex in shape than the ones used for emergent features and were created to test the 
three topological properties of inside/outside, connectivity and number of holes. The 
stimuli were similar to shapes used by Chen in his experiments (Chen 2001; Chen, 2005), 
as well as some designed by him but used in our lab during previous odd-quadrant 
experiments (see table 1). Also, we created some ourselves to accommodate our task and 
to serve as controls. In all cases, the stimuli followed the same formula as the dot 
experiments. The base contained a single line or element, and the composite consisted of 
the base plus an additional unchanging (non-informative) element in all locations. A 
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sample of the stimuli is presented in Figure 12 and a more complete list can be found in 
appendix B. 
All of the stimuli were generated in a computer-drawing package (Corel Draw) 
and were later converted into bitmap files. The final version of the display measured 20 
centimeters in diameter on the screen, so subjects maintained a visual angle of 14.7 
degrees at a distance of approximately 38 centimeters from the computer monitor. A 
psychological programming package (E-prime) was used to generate and run the 
experiments as well as for data collection. 
Design 
The main independent variables for each stimulus set were the presence or 
absence of context (base vs. composite; Context, or C), the target assignment 
specification (TA), and the set size (SS). The location of the target was also manipulated, 
so that the target was presented in each possible location the same number of times 
throughout all the conditions. Further, in the case of the dot stimuli, the experiment was 
divided into two blocks to assess the effect of learning or practice. 
The base condition was built by taking one of the elements in the stimulus pair, 
replicating it and placing them in all but one of the 4 - 12 locations in the display; the last 
position was occupied by the alternative element in the stimulus pair. The composite 
condition was created by adding non-informative and identical elements to each location 
used in the base condition (see figure 4). All participants were exposed to all the stimuli 
in all the conditions, as well as to a practice block. The stimulus pairs tested orientation, 
proximity, linearity and symmetry for emergent features, and inside-outside, connectivity 
and number of holes for topological properties. 
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The testing of emergent features was based on the idea that a dot can vary only in 
its size, color, and location. Thus these characteristics are the ones used to distinguish the 
odd location from the others in the base condition. When an additional, constant element 
is added to each location, a new feature may emerge. In the example shown in Figure 4, 
the first and second dot in each quadrant group to form orientation as an emergent 
feature; thus the odd location is potentially identifiable not only based on features of the 
original dot but also based on the emergent feature (in the case of a CSE, identifying the 
odd location in the composite condition is faster than in the base condition). Keeping the 
original base constant while creating several composites allows for fair comparisons 
across EFs, comparisons with a common baseline. 
In the case of topological properties, the same logic applied; with the addition of a 
constant element to each of the locations, the odd element can be identified not only 
based on the non-topological characteristics of the original element but also based on the 
topological property present in the composite display. Although comparisons across 
properties are impossible with topological properties (because there is not a common base 
signal), we can look at the RT gain or loss across several examples of the same 
topological property to estimate the variability within specific topological properties. 
The target assignment variable (TA) reflected which element was odd. This 
variable was also randomized and counterbalanced (e.g. half the time element A appeared 
with multiple Bs, the other half, element B appeared with multiple As). The set size 
variable reflected how many different locations (one of which was occupied by the odd 
element) were presented in each display. As explained before, the set sizes were 4, 8 or 
12. Appendix C shows example presentations for each set size. 
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The order in which stimuli were presented from participant to participant was also 
randomized and each stimulus was presented 4 times (a stimulus is defined as the display 
with all the elements in their corresponding locations according to the set size and the 
target assignment variables). These 4 presentations were divided into two blocks, where 
each block included 2 presentations of each stimulus at each variable and at each level, 
all randomized. The total number of trials (presentations) per subject per stimulus pair 
was 96, which results from 2 target assignment levels x 12 locations (for set size 12) x 4 
repetitions (in 2 blocks); the smaller set sizes, 4 and 8, had 12 and 6 repetitions 
respectively to equate for total presentations, thus avoiding a learning effect as a 
confound. There were only 2 repetitions for the practice block for each set size. 
The dependent variables were the time taken to choose the odd location in the 
display (RT, measured in milliseconds), and accuracy. The data collected were evaluated 
with a repeated measures Analysis of Variance with a 2 (base vs. composite context) x 2 
(A or B target assignment) x 3 (4, 8, 12 set size) design. 
Procedure 
Participants were presented with a display that had 4, 8 or 12 locations identified 
by way of gray box outlines, each containing one of the elements from a stimulus pair 
(see figures 10 through 13 and appendixes A and B). Additionally, a fixation point was 
shown in the center of the screen between the displays. All but one of the locations had 
elements that were identical to each other (containing the same elements in the same 
positions). The participant's goal was to identify the location of the odd element. The 
elements in the locations differed in properties such as size, orientation and relative 
location within its area. 
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Participants identified the odd location by touching the area of the display screen 
delineated by the box in which the odd item resided (we used a 3M MicroTouch screen). 
The center of the screen was used as "home base"; participants were required to touch it 
before seeing the first stimulus and after every 12 trials, to initiate the next 12. This was 
done to increase the accuracy of the RT measurement (by having the subject start each set 
of trials with their finger in the same location) and to give participants a break if needed. 
Each stimulus set was displayed for a maximum of 3500ms after which, if the 
participant did not respond, the trial was terminated and recorded as "no response". A 
correct or incorrect response also terminated the display. The participants received 
feedback on incorrect and "no response" trials. The feedback for incorrect responses did 
not include information on which location had been the correct choice in the previous 
trial, though. "No response" trials were recorded as such and were not used in the RT or 
error analyses. 
Experiments Proposed 
The first four experiments use the stimuli from previous research to look at EFs 
via CSE, search asymmetry and search slope. The last experiment looks at the same 
phenomena (CSE, search asymmetry and search slope) but uses different and more 
complex stimuli to get at topological properties. 
Experiments 1 through 4 
These experiments use the stimuli created for previous research, but the stimulus 
pairs are shown in various set sizes (as explained in the method section). They test the 
EFs of orientation, proximity, linearity and symmetry. An example of the display can be 
seen in Figures 10 and 11 below; the full set of stimuli is available in appendix A. 
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Stimulus Pair 
Element A Element B 
Base 
Stimulus Pair 
Element A Element B 
Composite 
(a) (b) 
Figure 10. A sample stimulus pair for Orientation (a) and Proximity (b) as EFs. Base 
condition on top and composite on the bottom. 
Figure 11. Orientation as an EF displayed in set size 8. Base condition on the left and 
composite on the right. 
Experiment 5 
This experiment concentrates on the topological properties of connectivity, 
inside/outside and number of holes. Figures 12 and 13 show examples of each, other 
examples, are available in appendix B. 
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Stimulus Pair Stimulus Pair Stimulus Pair 
Element A Element B Element A Element B Element A Element B 
Base 
Composite 
• • 
(a) (b) (c) 
Figure 12. A sample stimulus pair for the topological properties of connectivity (a), 
inside/outside (b) and number of holes (c). Base condition on the top and composite on 
the bottom. 
1 • I I •__! 
• J \ • , 
• • , 
- I I 1 L - •y I 1 ' . „ • 
Figure 13. Topological property of connectivity displayed in set size 8. Base condition 
on the left and composite on the right. 
Results 
The RT results are presented in eight tables. Tables 2-6 correspond to emergent 
features and tables 7-9 correspond to topological properties. RT results are also presented 
in Appendix D in the form of graphs. The results are presented by EF or TP rather than 
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by experiment. An evaluation of a block variable showed a practice effect in all the 
stimuli so they are not reported. The error results are displayed in Appendix E. 
In general, the EFs of Proximity and Linearity gave strong evidence for acting as 
basic features in vision by producing CSEs, search asymmetries and search slopes, while 
Orientation and Symmetry produced mixed results. The topological properties produced 
large CSEs but the search asymmetry and search slope trends were less consistent. 
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Table 2. Proximity as an emergent feature. 
Context 
(C) 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Proximity 1 
CSE* 
RT base: 1852 ms 
RTcomp: 1399 ms 
F = 151.6, p<.001 
Faster when close 
is odd 
F= 13.4, p = .002 
RT increases w/ set 
size 
F = 112.1,p< .001 
In base, faster 
when far is odd; in 
composite, faster 
when close is odd. 
F = 44.3, p<.001 
Base: 32 ms/item 
Composite: 
24 ms/item 
F = 6.0, p = .006 
n/s 
F = 1.10,p = .343 
When close is odd, 
RT difference 
increases with 
increasing set size. 
When far is odd, 
RT difference stays 
constant with 
increasing set size. 
F = 28.6, p<.001 
Proximity 2 
CSE* 
RT base: 2119 ms 
RT comp: 1606 ms 
F = 219.0, p<.001 
Faster when close 
is odd 
F = 65.4, p < .001 
RT increases w/ set 
size 
F = 95.4, p<.001 
In base, no change; 
in composite, faster 
when close is odd. 
F = 38.3, p<.001 
n/s 
F= 1.99, p = . 151 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when far 
is odd. 
F= 10.9, p<.001 
When close is odd, 
RT difference 
increases with 
increasing set size 
When/ar is odd, 
RT difference stays 
constant with 
increasing set size 
F= 18.3, p < . 001 
Proximity 3 
CSE* 
RT base: 2154 ms 
RT comp: 1661 ms 
F= 145.7, p<.001 
Faster when close 
is odd 
F=13.1,p<.001 
RT increases w/ set 
size 
F= 113.4, P< 001 
In base, no change; 
in composite, faster 
v/hen far is odd. 
F= 19.2, p<.001 
n/s 
F = .21,p = .813 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
close is odd. 
F = 3.7,p = .036 
When close is odd, 
RT difference 
decreases with 
increasing set size 
When far is odd, 
RT difference 
increases with 
increasing set size 
F= 15.6, p<.001 
Proximity 4 
CSE* 
RTbase: 1991 ms 
RT comp: 1540 ms 
F = 301.4, p<.001 
Faster when close 
is odd 
F = 43.3, p < . 001 
RT increases w/ set 
size 
F = 151.1, p < .001 
In base, no change; 
in composite, faster 
when close is odd. 
F = 23.2, p < . 001 
Base: 40 ms/item 
Composite: 
29 ms/item 
F = 3.4, p = .044 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when far 
is odd. 
F = 8.9,p<.001 
When close is odd, 
RT difference 
increases with 
increasing set size 
When far is odd, 
RT difference 
decreases slightly 
with increasing set 
size 
F = 26.9, p < . 001 
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Table 3. Orientation as an emergent feature. 
Context 
(C) 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Orientation 1 
(negative vs. 
positive diagonal) 
CIE n/s 
RTbase: 1852 ms 
RTcomp: 1889 ms 
F=1.4 ,p = .251 
Faster when pos. 
diagonal is odd. 
F= 15.3, p<.001 
RT increases w/ set 
size 
F = 63.5, p<.001 
n/s 
F = .87,p=.364 
Base: 32 ms/item 
Composite: 
21 ms/item 
F = 6.5, p = .004 
n/s 
F = .867,p = .364 
n/s 
F = 2.5, p = .099 
Orientation 2 
(vertical vs. 
positive diagonal) 
CSE* 
RTbase: 2119 ms 
RT comp: 1749 ms 
F= 151.0, p<.001 
Faster when pos. 
diagonal is odd. 
F = 24.3, p<.001 
RT increases w/ set 
size 
F= 124.7, p<.001 
In base, no change; 
in composite, faster 
when pos. diagonal 
is odd. 
F = 30.7, p<.001 
n/s 
F= 1.143,p = .329 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
vertical is odd. 
F = 6.1,p = .005 
When vertical is 
odd, RT difference 
decreases with 
increasing set size. 
When pos. 
diagonal is odd, 
RT difference stays 
constant with 
increasing set size. 
F = 3.5,p = .039 
Orientation 3 
(horizontal vs. 
negative diagonal) 
CSE* 
RTbase: 2154 ms 
RT comp: 1815 ms 
F=118.1,p<.001 
Faster when neg. 
diagonal is odd. 
F = 27.6, p < . 001 
RT increases w/ set 
size 
F= 103.7, p < . 001 
In base, no change; 
in composite faster 
when neg. 
diagonal is odd. 
F= 11.4, p = .003 
n/s 
F = .574,p = .568 
n/s 
F = 2.353, p = . 109 
When horizontal is 
odd, RT difference 
decreases with 
increasing set size 
When neg. 
diagonal is odd, 
RT difference stays 
constant with 
increasing set size 
F= 10.9, p < . 001 
Orientation 4 
(slight neg vs 
strong neg 
diagonal) 
CSE* 
RTbase: 1991 ms 
RT comp: 1865 ms 
F = 24.0, p < .001 
n/s 
F = .012,p = .914 
RT increases w/ set 
size 
F = 94.3, p < .001 
In base, no change; 
in composite, faster 
when slight neg. is 
odd.10 
F= 17.9, p<.001 
Base: 40 ms/item 
Composite: 
30 ms/item 
F = 6.5, p = .004 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
strong neg. diag. is 
odd. 
F = 6.9,p = .003 
n/s 
F=1.5 ,p = .243 
10
 This effect would not be significant after a sequential Bonferroni correction for multiple comparisons. 
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Table 4. Symmetry from Proximity as an emergent feature. 
Context 
(Q 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Symmetry/P 1 
CIE* 
RTbase: 1399 ms 
RTcomp: 1492 ms 
F = 15.83, p<.001 
Faster when 
symmetric is odd. 
F = 35.03, p<.001 
RT increases w/ set 
size. 
F = 60.8, p<.001 
Base and 
composite show 
same pattern, but 
steeper in base.10 
F = 31.0, p < . 001 
n/s 
F = .443, p = .645 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
symmetric is odd. 
F = 11.17, p<.001 
When symmetric is 
odd, RT difference 
increases slightly 
with increasing set 
size. 
When asymmetric 
is odd, RT 
difference 
decreases slightly 
with increasing set 
size. 
F = 3.8,p = .031 
Symmetry/P 2 
CIE* 
RTbase: 1582 ms 
RT comp: 1718 ms 
F = 38.9, p<.001 
Faster when 
symmetric is odd. 
F= 169.0, p<.001 
RT increases w/ set 
size". 
F = 79.2, p < . 001 
n/s 
F = .081,p = .779 
Base: 33 ms/item 
Composite: 
40 ms/item 
F= 10.3, p<.001 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
asymmetric is odd. 
F = 6.1,p = .005 
When symmetric is 
odd, RT difference 
increases with 
increasing set size. 
When asymmetric 
is odd, RT 
difference stays 
constant with 
increasing set size 
F = 8.7,p = .001 
Symmetry/P 3 
CIE* 
RTbase: 1661 ms 
RT comp: 1792 ms 
F = 20.6, p<.001 
Faster when 
symmetric is odd. 
F = 25.1, p<.001 
RT increases w/ set 
size. 
F= 155.3, p<.001 
Base and 
composite show 
same pattern, but 
steeper in base. 
F = 7.7,p = .012 
n/s 
F = .779, p = .466 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
asymmetric is odd. 
F= 17.3, p<.001 
When symmetric is 
odd, RT difference 
increases with 
increasing set size. 
When asymmetric 
is odd, RT 
difference 
decreases slightly 
with increasing set 
size. 
F = 3.3,p = .048 
Symmetry/P 4 
CIE* 
RTbase: 1540 ms 
RT comp: 1780 ms 
F = 87.1, p<.001 
Faster when 
asymmetric is odd. 
F= 106.5, p < . 001 
RT increases w/ set 
size12. 
F= 169.8, p < . 001 
n/s 
F = 3.6,p = .074 
Base: 29 ms/item 
Composite: 
40 ms/item 
F = 9.5,p<.001 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
symmetric is odd. 
F = 57.7, p<.001 
n/s 
F = .851,p = .435 
" Data show a possible RT-Accuracy tradeoff at set sizes 4 and 8. 
12
 Data show a possible RT-Accuracy tradeoff at set size 4. 
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Table 5. Symmetry from Orientation as an emergent feature. 
Context 
( Q 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Symmetry/O 1 
CSE* 
RTbase: 1889 ms 
RTcomp: 1718 ms 
F= 15.3, p<.001 
n/s 
F = 3.4,p = .084 
RT increases w/ set 
size. 
F= 116.3, p < .001 
n/s 
F = 1.2,p = .291 
Base: 22 ms/item 
Composite: 
49 ms/item 
F = 29.2, p<.001 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
symmetric is odd. 
F = 7.3, p = .002 
n/s 
F = .502, p = .609 
Symmetry/O 2 
CSE n/s 
RTbase: 1749 ms 
RTcomp: 1735 ms 
F = .36,p = .554 
Faster when 
asymmetric is odd. 
F = 5.0,p=.037 
RT increases w/ set 
size13. 
F = 202.7, p < . 001 
In base, faster 
when asymmetric 
is odd; in 
composite, faster 
when symmetric is 
odd. 
F= 116.5, p<.001 
n/s 
F = 2.01,p = .148 
n/s 
F = .426, p = .656 
When symmetric is 
odd, RT difference 
stays constant with 
increasing set size. 
When asymmetric 
is odd, RT diff. 
increases with 
increasing set size. 
F = 6.4, p = .004 
Symmetry/O 3 
CSE n/s 
RTbase: 1815 ms 
RTcomp: 1814 ms 
F = .004, p = .949 
Faster when 
asymmetric is odd. 
F= 12.9, p = .002 
RT increases w/ set 
• 14 
size . 
F= 151.0, p<.001 In base, faster 
when asymmetric 
is odd; in 
composite, no 
change. 
F = 46.5, p<.001 
n/s 
F=1.9 ,p = .158 
n/s 
F= 1.555, p = .224 
In both cases, RT 
difference 
increases with 
increasing set size, 
but change is 
greater when 
symmetric is odd. 
F= 16.6, p<.001 
Symmetry/O 4 
CSE* 
RT base: 1865 ms 
RTcomp: 1641 ms 
F = 45.0, p<.001 
Faster when 
asymmetric is odd. 
F = 20.8, p<.001 
RT increases w/ set 
size. 
F = 121.4, p < . 001 
n/s 
F = .65,p = .430 
n/s 
F = 2.3,p = .117 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
symmetric is odd. 
F = 23.3, p < . 001 
n/s 
F=1.7 ,p = .192 
l j
 Data show a possible RT-Accuracy tradeoff at set size 12. 
14
 Data show a possible RT-Accuracy tradeoff at set size 8. 
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Table 6. Linearity from Orientation as an emergent feature. 
Context 
( Q 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Linearity/O 1 
CSE* 
RTbase: 1889 ms 
RTcomp: 1415 ms 
F= 140.7, p<.001 
n/s 
F = 4.23, p = .055 
RT increases w/ set 
size. 
F = 46.2, p < . 001 
In base, no change; 
in composite, faster 
when linear is odd. 
F= 12.6, p = .002 
n/s 
F = 1.853, p = .171 
n/s 
F = 2.694, p = .081 
n/s 
F= 12.50, p < . 001 
Linearity/O 2 
CSE* 
RTbase: 1749 ms 
RTcomp: 1583 ms 
F= 19.1 p<.001 
Faster when linear 
is odd 
F = 53.8, £ < .001 
RT increases w/ set 
size. 
F= 120.4, p < . 001 
In base, faster 
when linear is odd; 
in composite, no 
change. 
F = 20.9, p < .001 
Base: 43 ms/item 
Composite: 
32 ms/item 
F= 14.0, p<.001 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
nonlinear is odd. 
F = 23.9, p<.001 
In both target 
assignments RT 
difference 
increases with 
increasing set size, 
but larger 
difference when 
linear is odd. 
F = 6.7, p = .003 
Linearity/O 3 
CSE* 
RTbase: 1815 ms 
RT comp: 1645 ms 
F = 24.3, p<.001 
Faster when linear 
is odd 
F = 21.6,p<.001 
RT increases w/ set 
size. 
F= 105.4, p < . 001 
In base, faster 
when linear is odd; 
in composite, no 
change. 
F = 21.1,p<.001 
Base: 42 ms/item 
Composite: 
31 ms/item 
F = 6.7,p = .003 
In both TAs, 
increased RT w/ 
set size, but greater 
increase when 
nonlinear is odd. 
F = 22.3, p < . 001 
n/s 
F = 2.2,p = .124 
Linearity/O 4 
CSE* 
RTbase: 1865 ms 
RT comp: 1581 ms 
F= 135.0, p < . 001 
n/s 
F = .957, p = .340 
RT increases w/ set 
size. 
F= 119.0, p<.001 
In base, faster 
when nonlinear is 
odd10; in 
composite, faster 
when linear is odd. 
F = 8.0,p = .011 
n/s 
F = .04, p = .963 
n/s 
F = .736, p = .486 
When linear is 
odd, RT difference 
decreases with 
increasing set size 
When nonlinear is 
odd, RT difference 
stays the same. 
F= 14.1, p<.001 
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Table 7. Connectivity results. 
Context 
(C) 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Connectivity 1 
CSE* 
RT base: 2290 ms 
RT comp: 1528 ms 
F = 303,p<.001 
Faster when 
disconnected is 
odd. 
F= 10.5, p = .004 
RT increases w/ set 
size. 
F = 76.5, p < .001 
n/s 
F = 2.443, p = .132 
n/s 
F= 1.661, p = .202 
RT increases w/ set 
size in both TAs, 
but steeper increase 
when connected is 
odd. 
F= 15.0,p = <001 
When connected is 
odd, RT diff. 
remains constant 
w/ set size. 
When disconnected 
is odd, RT diff. 
increases w/ set 
size. 
F = 5.4, p = .008 
Connectivity 2 
CSE* 
RTbase: 1841 ms 
RT comp: 971 ms 
F = 544,p<.001 
Faster when 
disconnected is 
odd. 
F = 6.4,p = .019 
RT increases w/ set 
size. 
F = 3.7,p = .032" 
n/s 
F = 2.062, p = . 165 
Base: -lOms/item 
Composite: 
5 ms/item 
F = 7.5, p = .002 
When connected is 
odd, RT increases, 
then decreases w/ 
set size. When 
disconnected is 
odd, RT decreases 
w/ set size. 
F = 4.3,p = .020 
When connected is 
odd, RT diff. 
decreases w/set 
size. 
When disconnected 
is odd, RT diff. 
remains constant 
w/ set size. 
F = 3.8,p = .031 
Connectivity 3 
CSE* 
RTbase: 1454 ms 
RT comp: 943 ms 
F=190,p<.001 
n/s 
F = .38,p = .544 
n/s 
F=1.106,p = .34 
n/s 
F = .506, p = .484 
Base: -4 ms/item 
Composite: 
6 ms/item 
F = 4.9,p = .012 
n/s 
F= 1.934, p = .157 
n/s 
F= 1.385, p = .261 
Connectivity 
Control 
CSE* 
RTbase: 1435 ms 
RTcomp: 1091 ms 
F = 62.8, p<.001 
n/s 
F = .798,p = .381 
n/s 
F = .846, p = .436 
n/s 
F = .132,p = .72 
Base: -5 ms/item 
Composite: 
8 ms/item 
F= 15.0, p<.001 
n/s 
F = 3.170,p = .052 
n/s 
F= 1.08,p = .348 
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Table 8. Inside/Outside results. 
Context 
(C) 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Inside/Outside 1 
CSE* 
RTbase: 1961 ms 
RT comp: 1511 ms 
F = 113,p< .001 
n/s 
F= 1.96, p = .176 
RT increases w/ set 
size. 
F = 89.2, p<.001 
In base, faster when 
outside is odd.1 
In comp, no 
change. 
F = 4.532, p=.045 
Base: 43 ms/item 
Composite: 
20 ms/item 
F= 16.5, p<.001 
In both TAs, RT 
increases w/set 
size, but greater RT 
increase when 
inside is odd. 
F= 15.2, p<.001 
When inside is odd, 
RT diff. increases 
w/ set size. 
When outside is 
odd, RT diff. 
remains constant w/ 
set size. 
F = 5.5,p = .008 
Inside/Outside 2 
CSE* 
RTbase: 1936 ms 
RTcomp: 1702 ms 
F = 40.1, p<.001 
Faster when 
outside is odd. 
F = 6.0, p = .023 
RT increases w/ 
set size. 
F= 110.9, p<.001 
n/s 
F = 3.05, p = .095 
n/s 
F = 2.934, p = .064 
In both TAs, RT 
increases w/ set 
size, but greater 
RT increase when 
inside is odd. 
F= 15.6, p<.001 
When inside is 
odd, RT diff. 
increases slightly 
w/ set size. 
When outside is 
odd, RT diff. 
remains constant 
w/ set size. 
F = 3.3,p = .046 
Inside/Outside 
Control 
CSE* 
RTbase: 2154ms 
RT comp: 2047 ms 
F = 5.6,p = .027" 
n/s 
F = .874, p = .360 
RT increases w/ 
set size. 
F = 85.7, p<.001 
n/s 
F = 3.283, p = .084 
Base: 41 ms/item 
Composite: 
27 ms/item 
F = 4.3,p = .019 
n/s 
F = .398,p = .674 
n/s 
F = 2.092, p = .136 
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Table 9. Number of holes results. 
Context 
(C) 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Number of holes 1 
CIE* 
RT base: 896 ms, 
RT comp: 988 ms 
F= 16.0, p<.001 
Faster when hole is 
odd. 
F = 64.0, p<.001 
RT increases w/ set 
size15. 
F = 16.8, p<.001 
In base, faster when 
no-hole is odd. 
In composite, faster 
when hole is odd. 
F= 107.5, p < . 001 
Base: -1 ms/item 
Composite: 
12 ms/item 
F = 49.0, p<.001 
When hole is odd, 
RT decreases w/ set 
size. When no-hole 
is odd, RT 
increases w/set 
size. 
F = 25.8,p<.001 
When hole is odd, 
RT diff. remains 
constant w/ set size. 
When no-hole is 
odd, RT diff. 
increases w/ set 
size. 
F = 44.8, p < . 001 
Number of holes 2 
CSE* 
RT base: 2049 ms 
RT comp: 974 ms 
F = 536.4, p < .001 
Faster when no-
hole is odd. 
F = 23.9, p<.001 
RT increases w/ 
set size. 
F = 61.1, p < .001 
In base, faster 
when no-hole is 
odd. In composite, 
no change. 
F = 29.2, p < . 001 
Base: 39 ms/item 
Composite: 
8 ms/item 
F = 29.5, p < . 001 
RT increases in 
both TAs w/ set 
size, but there is a 
steeper increase 
when hole is odd. 
F = 3.5,p = .039 
n/s 
F=1.515,p = .231 
Number of holes 3 
CSE* 
RT base: 2250 ms 
RT comp: 970 ms 
F= 1217, p<.001 
n/s 
F=1.142,p = .297 
RT increases w/ set 
size. 
F = 28.4, p < . 001 
In base, no change 
In composite, faster 
when hole is odd. 
F = 5.9,p = .024" 
Base: 26 ms/item 
Composite: 
5 ms/item 
F= 13.4, p<.001 
n/s 
F=1.785,p = .180 
When hole is odd, 
RT diff. increases 
w/ set size. 
When no-hole is 
odd, RT diff. 
remains constant w/ 
set size. 
F = 3.8,p = .030 
Number of holes 
Control 
CSE* 
RT base: 2002 ms 
RT comp: 1143 ms 
F = 496.5, p<.001 
n/s 
F = 2.227, p = .150 
RT increases w/ 
set size 
F = 21.1,p<.001 
n/s 
F = 3.613, p = .071 
Base: 20 ms/item 
Composite: 
13 ms/item 
F=1.9 ,p = .160 
n/s 
F = .501,p = .610 
n/s 
F = .410,p = .666 
15
 Data show a possible RT-Accuracy tradeoff at set size 12. 
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Discussion 
The objective of this project was to evaluate if emergent features (EFs) and 
topological properties (TPs) behave as basic in human vision. This was to be done by 
looking for three primary effects, namely configural superiority effects (CSEs), search 
asymmetries and flat search slopes. We have already proposed that it is not the 
occurrence of a single effect but the behavior across several that is the best indicator of 
whether a proposed EF or TP can be thought of as basic. In this sense, we look for 
agreement across all the phenomena (converging operations) and when we fail to find it, 
we look for possible explanations to the contradictions. An ideal, unambiguous, case 
would be one in which a CSE is present, a search asymmetry appears in the composite 
condition but is absent in the base condition, and a search slope goes from steep (serial) 
in the base to flat (parallel) in the composite condition (we use Wolfe & Horowitz's 2004 
criteria of 20 ms/item to define serial and parallel search). This would be ideal because 
all three indicators would agree in suggesting that an EF arose from the combination of 
stimulus elements, an EF that was behaving like a basic feature. 
As with the result section, the effects are discussed by EF or TP rather than by 
experiment. Since almost all the stimuli produced a main effect of set size (SS), in which 
RT increases with set size, this main effect is not discussed; however, interactions are 
discussed when present. 
Proximity (see Table 2 and Appendix D) 
Proximity consistently produces CSEs. Proximity also produces a TA main 
effect, and in all of the cases the direction of the asymmetry is the same: RT is faster 
when close is the target among far distracters. Proximity also produces a TA x C 
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interaction but the effect varies across stimuli. In the first stimulus (Proximity 1) 
participants are faster when the target \sfar among close distracters in the base condition 
(there is no actual close or far in the base since there is only a single dot, thus I refer to 
the single dot that will produce these EFs in the composite), this direction reverses in the 
composite. The second and third stimuli (Proximity 2 and Proximity 3) show no 
difference in the base, but in the composite, RT is faster when close is odd in the second 
stimulus and RT is faster v/hen far is odd in the third stimulus. In the fourth stimulus 
(Proximity 4), the same pattern is present in the base and composite conditions, but the 
effect is stronger in the composite. While the directionality of the effects is not consistent 
across all the examples of proximity, in the composite condition, where proximity is 
present, the asymmetry appears for the first time or reverses direction from that of the 
base. 
The results regarding the C x SS interaction are somewhat mixed. While the 
search slope never reaches our definition of parallel or efficient search, in two of the 
stimuli (Proximity 1 and Proximity 2) it decreases significantly from 32ms/items and 
40ms/item in the base condition to 24 ms/item and 29ms/item in the composite condition. 
This can be taken as an indication that the stimulus is more easily processed when 
proximity is present. 
There is also a C x TA x SS interaction present with proximity in all of the 
stimuli. In most cases, when the target is close among far distracters, the CSE (i.e., the 
RT difference between the base and composite condition) increases with increasing set 
size. However, when far is the target among close distracters, the CSE across set size 
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behaves in different ways, sometimes remaining constant across set size, sometimes 
increasing and sometimes decreasing. 
Orientation (see Table 3 and Appendix D) 
The results for orientation are slightly less consistent than those for proximity. 
Orientation produces CSEs and search asymmetries in three out of the four cases tested. 
Mirroring the context effect, a C x TA interaction is present when the stimuli show a 
diagonal versus a cardinal orientation discrimination {diagonal vs.vertical in Orientation 
2, and diagonal vs. horizontal in Orientation 3), and when the comparison occurs 
between two negative diagonal orientations (Orientation 4). In these cases the effects are 
diverse: in the case of vertical versus positive diagonal discrimination an asymmetry 
absent in the base condition appears in the composite condition; in the horizontal versus 
negative diagonal discrimination, the asymmetry is present in the base and composite 
conditions but that effect is stronger in the latter case; and in the case of discrimination 
about two negative diagonal orientations, the direction of the asymmetry reverses from 
the base to the composite condition. 
A C x SS interaction is present in the two cases in which the discrimination is 
among diagonals (either a negative vs. positive diagonal in Orientation 1, or among two 
negative diagonals with different slopes, in Orientation 4). In these cases the search 
slopes decrease from 32ms/item and 40ms/item in the base condition to 21ms/item and 
30ms/item in the composite condition. This significant reduction in slope indicates, as in 
the case of proximity, that the search appears to change from serial to parallel or at least 
from an inefficient process to a more efficient one. 
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A C x TA x SS interaction is also present in the cases when there is a diagonal 
versus horizontal or vertical discrimination (Orientation 2 and Orientation 3). In both 
cases, when vertical or horizontal are odd, the RT difference decreases with increasing 
set size; while when negative ox positive diagonal are odd, the RT difference remains 
constant across set size. 
Symmetry (see Tables 4, 5 and Appendix D) 
As explained in the method section, I derived Symmetry from Orientation and 
from Proximity. It appears that whether Symmetry produces a CSE or CIE depends on 
its starting point, i.e., the features already present in the base from which the composite is 
created. In general, when the composite is derived from orientation, we are likely to get a 
CSE and when the composite is derived from Proximity we are more likely to get a CIE. 
Symmetry from Orientation produces three statistically significant CSEs and one CIE, 
which is not statistically significant. Symmetry from Proximity produces four CIEs, all 
of which are statistically significant. However, if we compare directly to the original 
target signal (the single dot), we can see that both Symmetry from Proximity and 
Symmetry from Orientation would produce a CSE in all the cases. Because our strategy 
when creating EFs was to build up one dot at a time, we have a conservative measure in 
which an EF must outdo the RT gain that the previous EF produced. Thus, if we 
compare Symmetry directly to the first base, we would find evidence that this EF 
consistently produces CSEs. 
The EF of Symmetry also produces search asymmetries in all but one case. 
However, the asymmetry shows one direction in half of the cases (faster RT when 
asymmetric is the target, as in Symmetry/O 2, 3, 4 and Symmetry/P 4) and the opposite in 
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the other half of the cases (faster RT when symmetric is the target, as in Symmetry/P 1, 2, 
3). A C x TA interaction is present in half of the stimuli. In two cases in which 
symmetry is derived from orientation (Symmetry/O 2, 3), the direction of the asymmetry 
changes from the base (in which RT is shorter with an asymmetric target among 
symmetric distracters) to the composite (in which RT is shorter with a symmetric target 
among symmetric distracters). In the other two cases, in which symmetry is derived from 
proximity (Symmetry/P 1, 3), the direction of the asymmetry remains constant from base 
to composite, but the effect is weaker in the composite condition. 
The analysis of the C x SS interaction shows little indication that symmetry 
behaves as basic. Only three cases produce a statistically significant result (SymmetryIV 
2, 4 and Symmetry/O 1) and in all these cases the search slope increases from the base to 
the composite condition. This, of course, counters the argument that symmetry is 
processed efficiently and independently from set size. 
An interaction of C x TA x SS is present in five out of the eight cases 
(Symmetry/P 1, 2, 3 and Symmetry/O 2, 3). In those cases the overall pattern is more or 
less consistent. When the target is symmetric among asymmetric distracters, the RT 
difference between the base and the composite increases with set size. However, when 
the target is asymmetric among symmetric distracters, the RT difference between the base 
and the composite increases with set size in two of the stimuli (Symmetry/O 2, 3) while it 
decreases with set size in two other stimuli (Symmetry/P 1, 3) and remains constant in the 
last one (Symmetry/P 2). 
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Linearity (see Table 6 and Appendix D) 
Linearity produces CSEs in all cases and search asymmetries in two out of four 
cases (Linearity 2, 4): in those cases target detection is faster when a linear arrangement 
is odd among nonlinear distracters. More notably, there were C x TA interactions in all 
four of the stimuli used. In two cases (Linearity/O 1, 4) RT was faster with a nonlinear 
target among linear distracters in the base condition, while the reverse pattern was true in 
the composite condition; in the other two cases (Linearity/O 2, 3) RT was faster with a 
linear target among nonlinear distracters in the base condition, while in the composite 
condition there was no difference with respect to target assignment. 
The C x SS interaction shows a change from inefficient or serial search in the 
base condition to slightly more efficient search in the composite condition in two stimuli 
(Linearity/O 2, 3). In these cases, the search slope in the composite was around 30 
ms/item, which would be considered inefficient, yet it was lower than the slope in the 
base condition, which was around 40 ms/item. 
Lastly, there is a C x TA x SS interaction in two of the stimuli used (Linearity/O 
2, 3). In the first case, there is an increase in RT difference regardless of target 
assignment, but this increase in RT difference is greater when the target is linear among 
nonlinear distracters. In the second case, the RT difference decreases with set size when 
the target is linear but remains constant across set size when the target is nonlinear. 
Connectivity (see Table 7 and Appendix D) 
Connectivity produces a CSE in all cases. Search asymmetries are present in two 
out of the four cases (Connectivity 1, 2) and in both these cases participants are faster at 
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locating the target when disconnected is odd among connected distracters. There are no 
C x TA interactions. 
Most notably, the set size main effects (present in Connectivity 1, 2) and the C x 
SS interactions (present in Connectivity 2, 3, 4) showed that the search slope for 
connectivity was very flat or even slightly negative. Thus the data indicate that 
connectivity is easily detected and independently of set size. 
There are two cases of statistically significant C x TA x SS interactions 
(Connectivity 1, 2). In the first one when connected is odd, the RT difference remains 
the same across set size; but when disconnected is odd, the RT difference increases with 
set size. In the second one, the RT difference pattern is the same but corresponds to the 
opposite target assignment. 
Inside/Outside (see Table 8 and Appendix D) 
Inside/Outside produced CSEs in all the cases and a search asymmetry in one out 
of three cases (Inside/Outside 2), in which participants where faster when outside was the 
target. Further, there was a C x TA interaction, which shows that while in the base 
condition subjects are faster when the target is outside, in the composite condition, 
subjects are faster when the target is inside. 
Additionally, in two out of three cases there is a C x TA x SS interaction. In both 
cases, when inside is odd, the RT difference increases with increasing set size, and when 
outside is odd, RT difference remains constant with increasing se size. 
Number of Holes (see Table 9 and Appendix D) 
Number of holes produces CSEs in three out of four stimuli (Number of holes 2, 
3, Control). Search asymmetries are present in two cases (Number of holes 1, 2): in the 
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first case, detection is faster when the target has a hole; in the second, detection is faster 
when the target has no hole. 
The stimuli also produce C x TA interactions in three cases (Number of holes 1, 
2, 3). In these cases, participants are faster in the base condition when no-hole is the 
target, among distracters with holes, and are faster in the composite condition when the 
target has a hole, among distracters with no holes. In three out of the four cases (Number 
of holes 1, 2, 3) there are also C x SS interactions, in one case the slope increases from 
the base to the composite condition but remains under our 20 ms/item cutoff for efficient 
search. In the other two cases, the slope decreases from the base to the composite. 
Overall, the search slope for these two composite stimuli is around 5-12 ms/item, which 
indicates efficient search. 
There are also C x TA x SS interactions in two cases (Number of holes 1, 3), but 
they go in opposite directions. In one, when the target contains a hole, the RT difference 
remains the same across set size; however, when the target has no hole, the RT difference 
increases across set size. In the second case, when the target contains a hole, the RT 
difference increases across set size; however when the target has no hole the RT 
difference remains the same across set size. 
Are EFs and TPs basic? Outcome patterns 
As explained before, in order to determine if an EF or TP behave as basic, we are 
looking at three different phenomena, namely CSEs, search asymmetries and search 
slopes. Thus, in an ideal case, we would have an interaction between the corresponding 
variables, in which the composite condition will produce a gain in RT (a CSE), an 
emergent search asymmetry, and a change in the search slope that indicates serial 
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processing becoming parallel. Thus an ideal case would produce RT data that would 
mirror figure 14. 
RT 
B/AAAA 
A/BBBB 
BC/AC AC — 
AC/BC BC 
- BC/AC AC AC AC 
• AC/BC BCBCBC 
Display Size 
Figure 14. An ideal outcome with a C x TA x SS interaction, in which there is efficient 
search in both TAs in the composite condition. 
Two examples of the Number of holes stimuli come close to this pattern (see 
graphs for Number of holes 2 and Number of holes 3 in Appendix D). In these cases, 
there is a drop in RT from the base to the composite (a CSE), there is a difference in 
target detection depending on target assignment (a C x TA interaction), and there is a 
change in the search slope, which shows serial processing in the base and parallel 
processing in the composite condition. The conjunction of these phenomena indicates 
that this topological property, Number of holes, behaves as basic in human vision. 
Yet not all the stimuli show this behavior and in fact, at least four RT patterns 
seem to emerge. The first ideal pattern, already mentioned, clearly indicates a basic 
visual property. The second pattern is one in which there is a CSE, a C x TA interaction, 
and a C x TA x SS interaction. In this particular case, there is serial search in the base 
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condition, serial search under one target assignment in the composite condition, and 
parallel search under the alternative target assignment in the composite condition. Figure 
15 shows a schematic of what this pattern looks like. Proximity 1, 2, 4, Inside/Outside 1 
and Connectivity 1 belong in this group and the behavior of these stimuli also indicates 
that they are basic in human vision. The critical distinction between the group patterns 
described so far is that, while in the first pattern both target assignments show shallow 
search slopes, in the second pattern only one of the target assignment alternatives does. 
RT 
B/As 
A/Bs 
BC/ACs 
AC/BCs 
Display Size 
Figure 15. An ideal outcome, in which only one of the TAs in the composite condition 
shows efficient search. 
The third pattern is one in which there is generally a CSE, a C x TA interaction, a 
C x TA x SS interaction, but no C x SS interaction. In this case, there is serial search in 
both the base and composite conditions. In the composite, there is a drop in the search 
slope under one of the target assignments but this drop is not strong enough to be 
indicative of parallel search (the slope still remains above 20 ms/item). Figure 16 shows a 
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schematic of what this pattern looks like. Proximity 3, Orientation 2, 3 and 4 belong to 
this category. Linearity 2 and 3 also follow this pattern, but in these cases, the search 
asymmetry is present in the base rather than the composite condition. This result pattern 
supports the idea that orientation and linearity are also basic to human vision. Although 
an argument can be made that they did not produce parallel search, the drop in the search 
slope indicates that the stimuli containing the EF, (in the composite condition), becomes 
more salient. 
RT 
B/As 
A/Bs 
Display Size 
Figure 16. Another outcome, in which both of the TAs in the composite condition show 
efficient search but one of them comes close to efficient. 
The fourth result pattern is particularly interesting. In this case, there is a CSE 
and a C x SS interaction. However, and most distinctly, the slopes in both the base and 
the composite conditions indicate parallel search, and in fact, in some of the cases, the 
slope indicates slightly slower processing per item (yet still under 20 ms/item) in the 
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composite condition. Figure 17 shows a schematic of what this pattern looks like. 
Connectivity 2, 3 and its control and Number of holes control belong in this group. 
RT 
B/As 
A/Bs 
BC/ACs 
AC/BCs 
Display Size 
Figure 17. Another outcome, in which both of the base and the composite condition show 
efficient search but accompanied by a CSE. 
These four results patterns, of course, do not account for all of the stimuli tested; 
several stimuli, namely, Symmetry (from orientation) 1 and 4, Linearity 1 and 4, 
Inside/Outside 2 and control do not fall neatly under any of the groups described above 
and in fact produce contradictory results: all of these stimuli produce CSEs but they 
produce inconsistent target assignment or set size main effects or interactions. Overall, 
we can only say that these stimuli present inconclusive evidence for the argument that 
they are basic in human vision. 
Still other patterns produce either a CIE or a CSE that is not statistically 
significant. Orientation 1, Symmetry (from orientation) 2 and 3, and Symmetry (from 
proximity) 1, 2, 3 and 4 belong to this group. A highlight in this group is the presence of 
all of the symmetry stimuli that were derived from proximity. As discussed before, 
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symmetry may not achieve a CSE because the gain in RT it produces does not go beyond 
the gain that proximity produces. However, the failure to produce a search asymmetry or 
a flat search slope also questions whether symmetry behaves as basic. 
On the improvement on "parallel search ", flat search slopes that produce CSEs 
The results obtained from the connectivity stimuli (flat search slopes in both the 
base and the composite conditions) bring to question what is meant by parallel or 
efficient search. Visual search theories such as Treisman's Feature Integration Theory 
assume that a basic feature can be detected pre-attentively and in parallel, regardless of 
the number of distracters around them. Consequently, the detection time remains 
constant over increasing set size, leading to what is referred to as visual pop-out. It 
would be fair to assume that this processing is as efficient as it can be and so it cannot be 
improved on. Our data suggest, however, that parallel processing can become ever more 
efficient. It appears that while basic stimuli can be processed in parallel, processing the 
gestalts produced by connectivity can be done even faster and also in parallel. An 
analogy could be that of driving at maximum speed on a city road versus driving at 
maximum speed on the highway. Creating a gestalt allows not only for more efficient 
processing but, for processing in an entirely different channel or manner, equivalent to 
giving a boost to the whole system. 
Alternatively, we could use Duncan and Humphreys's (1989) visual search ideas 
to explain our results. Since our stimuli cannot be easily categorized into basic or 
conjunctions, a theory that is independent from these concepts may be a viable 
alternative. In this case, we could argue that a Gestalt simply increases the target-
nontarget difference so that search for the target becomes more efficient. 
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Processing stages and other future directions 
So far we have noted that some EFs and TPs behave as basic in the human visual 
system, while others provide inconclusive or very little evidence of such behavior. Yet 
we have not attempted to explain where or how this processing takes place. We can 
attempt this explanation by hypothesizing a very simple processing system with single 
encoding, comparison and response stages. Given this, the question is: which effects 
(CSE, search asymmetries, flat search slopes) result from which stages? 
Sternberg's 1969 paper, though applied to processing stages in a memory task, 
explains that we can look at interactions between factors to identify the number and 
independence of processing stages. In simple terms, his Additive Factors method 
assumes that if two variables interact, they must be affecting the same stage(s), while if 
they do not, they must be tapping into independent stages of processing. 
In our simple, three-stage model, we can argue that a drop in search slope when 
an EF or TP is present is the result of a more efficient comparison between the target and 
the distracters, thus reflecting processing in the second stage of the model. The presence 
of a C x SS interaction then would indicate that a CSE is the result of more efficient 
processing at the comparison stage, while a CSE with no SS interaction would seem to 
indicate the Context effect takes place at the encoding stage (that a Gestalt, present in the 
composite condition, is encoded faster than the stimuli in the base condition). Similarly, 
a TA x SS interaction would signal that the asymmetry is processed at the comparison 
stage, while its absence may point to processing in the encoding stage. 
As always, the data do not provide simple outcomes. Not only do we have 
inconsistencies across EFs and TPs, but also within each EF and TP. However, some 
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speculations can be made when the majority of the data supports a particular trend. For 
example, in the case of Proximity, there are consistent C x TA interactions and TA x SS 
interactions. This may indicate that the ease of processing of Gestalt stimuli may be due 
to a more efficient comparison stage, rather than to more efficient encoding. In the case 
of Orientation, however, the presence of C x TA interactions but absence of TA x SS 
interactions would indicate that the efficient processing occurs in the encoding stage. 
The same scenario applies to Linearity. The topology stimuli show different interaction 
patterns but they all seem to indicate efficient processing at the comparison stage: C x SS 
interaction with Connectivity, TA x SS in the case of Inside/Outside, and C x SS as well 
as C x TA interaction in Number of holes. With Connectivity, a C x SS interaction 
indicates processing in the comparison stage. 
The complexity of the result patterns brings out the possibility that our simple 
model is not an accurate reflection of the workings of the visual system, and that indeed, 
there may be multiple encoding sub-stages and/or multiple comparison sub-stages, for 
example. Under these circumstances, it may be the case that both the context and set size 
processing takes place during the comparison stage, but at different times or sub-stages 
within it. Advanced mathematical modeling may be necessary to tease all the possible 
scenarios apart, something that is beyond the scope of this project but would be an 
exciting path to follow. Interestingly, we viewed EFs and TPs as salient to the visual 
system and we have until now presumed that this was a reflection of faster or more 
efficient encoding, not comparison, yet the number of set size interactions suggests that 
EFs and TPs also result in a more efficient comparison between the target and the 
Emergent Features and Topological Properties 54 
distracters. This would indicate efficient processing not only at an entry level but also at 
a further, arguably more complex, level of visual processing. 
Another topic worth exploring is that of individual differences. There is always 
the possibility that some individuals process visual information faster than others and 
thus some effects such as borderline CSEs may become statistically significant in a 
portion of the population. It would be interesting to see, also, if search asymmetries are 
present across all individuals. It may be, for example, that those individuals who process 
the information faster fail to show the asymmetry because they perform efficiently under 
both target scenarios. A similar argument could be made for the performance across set 
sizes. 
An obvious area of further research would be the testing of additional potential 
EFs such as motion, volume, etc. The list proposed by Wolfe and Horowitz (2004) 
includes several candidates for EFs, so testing them for all three of the phenomena (CSE, 
asymmetries and flat search slopes) would help to define them as basic to vision. 
Overall, although there was not total agreement in the behavior of the EFs or TPs, 
there was enough consensus among several of the examples to allow us to conclude that 
at least a few of them, namely Proximity, Linearity and Number of holes, behave as basic 
in human vision. In all of these cases it was very useful to have the multiple tools to 
compare against and to better define trends in the data, when present. Additionally, the 
testing of the effect of set size allowed for the examination of the concept of parallel 
search as it applies to basic as well as EFs and TPs. It is an interesting thought to 
imagine so called "efficient" search as not indicative of maximum or best processing 
ability, such as when we saw that flat search slopes can be improved upon. 
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The present research has not only achieved the specific goal of testing EFs and 
TPs, but has uncovered a wealth of possible avenues of research regarding assumptions 
about how the human visual system works. 
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Appendix A. Emergent feature sequences used in previous experiments. 
Base Context Composite Base Context Composite 
Sequence 1 
m _ + 
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* I * | 
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• ! • I 
I I 
J 
* 
* * 
1 
• * 
# • 
_ _ I 
\ 
. i • 
* l * 
Orientation 
* ! . 
Symmetry Symmetry 
- 4 — ~ i + 
• f • 
Linearity 
• J 
Proximity 
Sequence 2 
+ i , „ „ , „ _ . 
* * 
Orientation 
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• # * • * 
• • » • 
* * 
• I ! » I * I 
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»• ! »* 
Linearity 
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Base Context Composite Base 
Sequence 3 
Context Composite 
Proximity 
« • 
+ i 4— + 
* * 
* * 
Orientation 
Symmetry Symmetry 
• • ! • • • 
• • • 
• • • • 
Linearity 
Sequence 4 
• \ * 
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* I * 
Orientation 
* » I • • 
* ! # 
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.* • * . 
* • 
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• ,
 w
 • •» ! ' • » 
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Appendix B. Stimuli for topological properties 
Base + Context = Composite 
Connectivity 1 
I 
I 
I 
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Connectivity 2 
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Appendix C. Example displays for set sizes 4, 8 and 12 
Set size 4 Set size 8 
Set size 12 
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Appendix D. RT graphs: Context x Target Assignment x Set Size 
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Connectivity Control 
Context x Target Assignment x Set Size 
2500-
2000-
<*" 1S00-
H 
1000-
soo-
~c. 
lm 
~v^— *~——~ ——+-•»"-
"""" -4 ms/item 
-7 ms/item 
12 ms/item 
SetSize 
Error bars: 95% C) 
12 
R^=»f? Connected -s ocd 
• • • 
*
 :
 BaseC Desoo^n is odd 
• • • 
^.v^moC Connected ;s odd 
Co?npC D;soonn -s ode 
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250CH 
200CH 
c 
$ 1500-
1000-
500-
Inside/Outside 1 
Context x Target Assignment x Set Size 
" " J^M^™'*^^^*'^1*'™^* 
60 ms/item 
28 ms/item 
25 ms/item 
15 ms/item 
1 
8 
SetSize 
12 
- B ^ S G I In is odd 
• • • 
Basel Out is odd 
• • • 
XQJTKII In, ?s odd 
• • • 
Comal QA s-s odd 
• • • 
Error bars: 95% CI 
2500-
2000H 
1500-
a: 
1Q00H 
500H 
Inside/Outside 2 
Context x Target Assignment x Set Size 
52 ms/item 
31 ms/item 
1 
8 
SetSize 
Error bars: 95K CI 
12 
-Bas-s2 \r. is cod 
• • • 
. Base2 Out ;s odd 
• • • 
,;Co*no2 \r< -'& OCd 
•an 
Co-mo2 Out is odd 
• • • 
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250CH 
200CH 
VI 
E 
DC 
1500" 
IOOOH 
SOOH 
Inside/Outside Control 
Context x Target Assignment x Set Size 
r : — — 
8 
SetSize 
Error bars; 95% CI 
12 
BaseCOutisodti 
• • • 
- B a s s C In ss odd 
• • • 
„.ComoC high is odd 
• • • 
CompC low is odd 
• • • 
E 
Number of Holes 1 
Context x Target Assignment x Set Size 
2500-
2000-
1500-
1000-
500-
i=ff-.:. 
==&=-" 
i 
„ , J 30 ms/item 
' • • * * ' " - . i - r Z X i ; i ms/item 
~ -5 ms/itsm 
J i 
8 
SetSize 
12 
C o ^ p l NOTIONS is odd 
ass 
• Base l H ^ e is cdc 
, CO"-<D1 KD ? S is c<i 
SHS 
• Base * N-OTKJIS is < 
•DD 
Error bars; 95% CI 
Emergent Features and Topological Properties 77 
Number of Holes 2 
Context x Target Assignment x Set Size 
2500-
2000-
E 
~ 1500-k 
1000" 
soo-
_——*""""'*" 
rT"T» * * * *" 
_ _ L - . 
— 
. - - * * • * " 
— i - -
- . - ' •XT 
; X , 
i 
. . » - » * • " * 
46 ms/item 
~" 32 ms/item 
; 10 ms/item 
^~«,„^,.v™!i—wt~~f-n 6 ms/item 
SetSize 
Error bars: 95K Cf 
12 
-Base2 Hole is odd 
000 
.Basa2 htonole i s t 
000 
„ CO-^DT. Note is odd 
000 
Co?^p2 MohOi-e is ode 
000 
• .Bass2 r^onoie is odd 
2500H 
2000i 
E 
^ 1500" 
loooi 
500-
Number of Holes 3 
Context x Target Assignment x Set Size 
29 ms/item 
— 22 ms/item 
12 ms/item 
-2 ms/item 
8 
SetSize 
Error bars: 95% CI 
12 
w Bas f i3 Ho-:-© is odd 
000 
Base3 Nohole is ( 
000 
Comp3 teahc;© ;a 
000 
Co^5o3 Ho'.e is oc 
000 
» „ . Base3 Nohole is oda 
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Number of Hoies Control 
Context x Target Assignment x Set Size 
E 
2500-
2000~ 
1500-
IOOO-
500-
:~Y~ ^ 
\gjz<iq^'^™x*»W*™!***W*"' 
r =
 l == 
„.__..».—|——-
— 
— 22 ms/ltem 
16 ms/item 
"5 - ' 12 ms/item 
T 
3 
SetSize 
Error bars: 95% CI 
12 
BaseC Nohole is odd 
EDQ 
-B-as-eC Ba le ts odd 
•on 
ComoC Nohofe is odd 
„ C O ? T ; D C Nohofe is odd 
SEE 
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Appendix E. Accuracy results. 
Context 
(C) 
Block 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Proximity 1 
Error base: 6.3% 
Error comp: 2.0 % 
F = 30.85, p<.001 
n/s 
F = .305,p = .588 
n/s 
F = .938,p = .346 
Error decreases w/ 
set size. 
F = 8.945, p = .001 
n/s 
F = .030,p = .865 
n/s 
F = .524,p = .597 
n/s 
F = 1.074,p = .352 
n/s 
F = .788,p = .463 
Proximity 2 
Error base: 17.0% 
Error comp: 3.0 % 
F = 22.68, p<.001 
n/s 
F = .658, p = .427 
Larger error when 
far is odd. 
F = 25.34, p<.001 
n/s 
F = .659,p = .523 
In base and comp, 
larger error when 
far is odd, but error 
difference is 
greater in base. 
F= 10.72, p = .004 
In base, error 
increases w/ set 
size. In comp, 
error decreases w/ 
set size. 
F = 9.065, p = .001 
n/s 
F = .107,p = .899 
n/s 
F= 1.858, p = .170 
Proximity 3 
Error base: 14.7% 
Error comp: 3.1% 
F = 22.92, p<.001 
n/s 
F=147,p = .705 
n/s 
F = 2.074, p = .166 
n/s 
F = 2.068, p = .140 
n/s 
F = .809,p = .380 
In base, error 
increases w/set 
size. In comp, 
error decreases w/ 
set size. 
F = 7.493, p = .002 
n/s 
F = .020, p = .980 
n/s 
F = .010, p = .990 
Proximity 4 
RT base: 7.2% 
RTcomp: 1.9% 
F= 14.94, p<.001 
n/s 
F = 2.058, p = . 168 
Larger error when 
far is odd. 
F= 11.82, p = .003 
n/s 
F = .935,p = .401 
In base and comp, 
larger error when 
far is odd, but error 
difference is 
greater in base. 
F = 6.556, p = .019 
In base, error 
increases w/set 
size. In comp, 
error decreases w/ 
set size. 
F = 3.273, p = .049 
n/s 
F = .006, p = .994 
n/s 
F = .561,p = .575 
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Context 
(C) 
Block 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Orientation 1 
(negative vs. 
positive diagonal) 
Error base: 6.3 % 
Error comp: 6.9 % 
F = .931,p = .347 
Lower error in 
block 2. 
F = 4.488, p = .048 
n/s 
F = .326,p = .575 
n/s 
F = 1.207,p = .311 
n/s 
F = .187,p = .671 
n/s 
F = .588,p = .560 
n/s 
F = .271,p = .764 
n/s 
F = .785, p = .464 
Orientation 2 
(vertical vs. 
positive diagonal) 
Error base: 17% 
Error comp: 3.3% 
F = 22.74, p<.001 
n/s 
F = .385,p = .542 
Larger error when 
vertical is odd. 
F = 19.43, p < . 001 
n/s 
F= 1.391, p = .261 
In base, larger error 
when vertical is 
odd; in composite, 
no change. 
F= 15.84, p = . 001 
In base, error 
increases w/ set 
size. In comp, 
error decreases w/ 
set size. 
F = 4.128, p = .024 
n/s 
F = .026, p = .974 
n/s 
F = .989, p = .381 
Orientation 3 
(horizontal vs. 
negative diagonal) 
Error base: 14.7% 
Error comp: 4.2% 
F= 17.07, p = .001 
n/s 
F = .684,p = .419 
n/s 
F = 3.85, p = .065 
n/s 
F= 1.092,p = .346 
n/s 
F = .102,p = .753 
In base, error 
increases w/set 
size. In comp, 
error decreases w/ 
set size. 
F= 10.15, p< .001 
n/s 
F = .445, p = .644 
n/s 
F = .709, p = .499 
Orientation 4 
(slight neg vs 
strong neg 
diagonal) 
Error base: 7.2% 
Error comp: 5.6% 
F = 3.89, p = .063 
n/s 
F = .266, p = .768 
Larger error when 
slight neg. is odd. 
F = 6.859, p = .017 
n/s 
F = .266, p = .768 
In base and 
composite, larger 
error when slight 
neg. is odd, but 
larger drop in base. 
F = 6.467, p = .020 
n/s 
F=1.574,p = .220 
n/s 
F = .046, p = .955 
n/s 
F = .125, p = .883 
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Context 
( Q 
Block 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Symmetry/P 1 
Error base: 2.0 % 
Error comp: 3.1 % 
F = 6.889, p = .017 
n/s 
F = .000, p = .997 
Smaller error when 
symmetric is odd. 
F = 8.231, p = .010 
Error decreases w/ 
set size 
F= 10.20, p<.001 
n/s 
F = 2.854, p = . 108 
n/s 
F = .318,p = .730 
n/s 
F = 2.717, p = .08 
n/s 
F = .559,p = .577 
Symmetry/P 2 
Error base: 3.0 % 
Error comp: 2.3 % 
F = 5.237, p = .034 
n/s 
F = .635, p = .435 
Smaller error when 
symmetric is odd. 
F = 16.17, p = 001 
Error decreases w/ 
set size. 
F = 6.302, p = .004 
n/s 
F=1.119,p = .303 
n/s 
F = 2.804, p = .073 
n/s 
F = 1.835, p = . 174 
When sym is odd, 
error diff decreases 
and then increases 
w/ set size. When 
asym is odd, error 
diff decreases with 
set size. 
F = 3.443, p = .042 
Symmetry/P 3 
Error base: 3.1% 
Error comp: 3.4% 
F = .532,p = .475 
n/s 
F = .817,p = .377 
n/s 
F = .707,p = .411 
n/s 
F=1.077,p = .351 
n/s 
F = .598, p = .449 
n/s 
F= 1.346,p = .652 
n/s 
F = .373,p = .691 
n/s 
F = .339,p = .714 
Symmetry/P 4 
Error base: 1.9% 
Error comp: 2.5% 
F=1.023,p = .325 
n/s 
F = 3.293, p = .085 
n/s 
F = .759,p = .394 
Error decreases w/ 
set size. 
F = 6.016, p = .005 
n/s 
F= 1.232, p = .281 
n/s 
F = 2.037, p = . 144 
n/s 
F = .725,p = .491 
n/s 
F = .694, p = .506 
Emergent Features and Topological Properties 82 
Context 
(C) 
Block 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Symmetry/O 1 
Error base: 6.9% 
Error comp: 2.0% 
F = 23.06, p<.001 
n/s 
F = 2.742, p = .115 
n/s 
F= 1.667, p = . 213 
n/s 
F=1.064,p = .356 
n/s 
F = .857,p = .367 
n/s 
F = .859,p = .432 
n/s 
F = .658,p = .524 
n/s 
F = .700, p = .503 
Symmetry/O 2 
Error base: 3.3% 
Error comp: 3.1% 
F = .102,p = .753 
n/s 
F = 3.977, p = .061 
n/s 
F=1.043,p = .320 
Error decreases w/ 
set size. 
F = 3.277, p = .049 
In base, larger error 
when asym is odd; 
in comp, larger 
error when sym is 
odd. 
F = 6.906,p = .017 
n/s 
F = .148,p=.863 
n/s 
F= 1.780, p = .182 
n/s 
F= 113,p = .893 
Symmetry/O 3 
RT base: 4.2% 
RT comp: 3.4% 
F = 2.241,p = .151 
n/s 
F = .973,p = .336 
n/s 
F=1.035,p = .322 
Error decreases, 
then increases w/ 
set size. 
F = 5.266, p = .010 
n/s 
F = 3.535, p = .075 
In base, error 
decreases w/ set 
size. In comp, 
error decreases, 
then increases w/ 
set size. 
F= 12.41, p<.001 
n/s 
F= 1.944, p = .157 
n/s 
F= 1.657,p = .204 
Symmetry/O 4 
Error base: 5.6% 
Error com: 2.6% 
F = 21.36, p<.001 
n/s 
F = .551,p = 467 
n/s 
F = 040, p = .845 
n/s 
F=1.851,p = .171 
n/s 
F = .319,p = .579 
n/s 
F = .071,p = .932 
n/s 
F = .050,p = .951 
n/s 
F = .194,p = .824 
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Context 
(C) 
Block 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Linearity/O 1 
Error base: 6.9 % 
Error comp: 1.6% 
F = 32.03, p<.001 
n/s 
F = 3.092,p = .096 
n/s 
F = .637, p = .435 
n/s 
F = .972,p = .388 
n/s 
F = .186,p = .671 
n/s 
F = .290, p = .750 
n/s 
F = 1.025,p = .369 
n/s 
F = .405, p = .670 
Linearity/O 2 
Error base: 3.3% 
Error comp: 2.1% 
F = 8.721 p = .008 
Increased error in 
block 2 
F = 5.777, p = .027 
n/s 
F = .192,p = .666 
Error decreases w/ 
set size. 
F = 5.284, p = .009 
In base, larger error 
when nonlinear is 
odd; in composite, 
larger error when 
linear is odd. 
F = 4.853, p = .040 
n/s 
F = .232, p = .794 
n/s 
F = 2.392, p=. 105 
n/s 
F = .337,p = .716 
Linearity/O 3 
RT base: 4.2% 
RT comp: 3.1% 
F = 3.261, p = .087 
n/s 
F = 3.72, p = .069 
n/s 
F = .544, p = .470 
Error decreases w/ 
set size. 
F= 12.48, p = .001 
In base, larger error 
when nonlinear is 
odd; in composite, 
larger error when 
linear is odd. 
F = 5.686, p = .028 
In both base and 
composite, error 
decreases w/ set 
size but larger drop 
in base. 
F = 3.994, p = .027 
n/s 
F= 1.541, p = .227 
When linear is 
odd, error diff 
increases and then 
decreases. When 
nonlinear is odd, 
error diff decreases 
w/ set size. 
F = 4.195, p = .023 
Linearity/O 4 
Error base: 5.6% 
Error comp: 2.0% 
F= 11.48, p = .003 
n/s 
F = .152,p = .701 
n/s 
F = .043,p = .838 
n/s 
F= 1.513,p = .233 
n/s 
F=1.468,p = .241 
n/s 
F = .026, p = .975 
n/s 
F - .097, p = .908 
n/s 
F = 014,p = .986 
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Context 
(C) 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Connectivity 1 
Error base: 14.2 %, 
Error comp: 2.5 % 
F= 10.99, p = .003 
n/s 
F = .624,p = .438 
n/s 
F = .995,p = .378 
In base, larger error 
when connected is 
odd. In comp, 
larger error when 
disconnected is 
odd. 
F = 5.545, p=.028 
In base, error 
increases w/ set 
size; in composite, 
error decreases w/ 
set size 
F = 8.295, p = .001 
n/s 
F = .934,p = .401 
n/s 
F= 1.212, p = .307 
Connectivity 2 
Error base: 7.5% 
Error comp: 0.9% 
F= 16.99, p<.001 
n/s 
F = .325,p = .575 
n/s 
F = .304, p = .740 
n/s, 
F = .184,p = .672 
n/s 
F = .144,p = .866 
n/s 
F= 1.418, p = .253 
n/s 
F = 2.038, p = . 142 
Connectivity 3 
Error base: 4.6% 
Error comp: 0.5% 
F= 10.1 l ,p = .004 
Larger error when 
disconnected is 
odd. 
F= 19.57, p<.001 
n/s 
F = 2.193,p = .124 
Larger error in 
both base and 
comp when 
disconnected is 
odd, but larger 
change in base. 
F = 6.152, p = .021 
n/s 
F = .645,p = .530 
n/s 
F = .348,p = .708 
n/s 
F = 2.006, p = .147 
Connectivity 
Control 
RT base: 2.7% 
RT comp: 0.7% 
F= 12.39, p = .002 
n/s 
F = .744, p = .398 
Error decreases w/ 
set size 
F = 4.262, p = .020 
n/s 
F= 1.802, p = . 193 
n/s 
F = .119,p = .888 
n/s 
F = 2.079, p = . 137 
n/s 
F = .491,p = .615 
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Context 
( Q 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Inside/Outside 1 
Error base: 7.7%, 
Error comp: 2.1% 
F = 9.191, p = .006 
Larger error when 
outside is odd 
F = 9.009, p = .007 
n/s 
F=1.380,p = .262 
In base, larger error 
when outside is 
odd; in composite, 
larger error when 
inside is odd 
F= 11.55, p = .003 
n/s 
F = .964, p = .389 
n/s 
F = .327, p = .723 
n/s 
F = 2.319,p = .110 
Inside/Outside 2 
Error base: 4.9% 
Error comp: 2.9% 
F = 9.774, p = .005 
Larger error when 
outside is odd 
F - 6.024, p = .022 
Error increases w/ 
set size 
F = 3.376, p = .043 
In base,larger 
error when outside 
is odd; in 
composite, no 
change 
F = 5.275, p = .032 
n/s 
F = 1.168, p = .321 
When outside is 
odd, error 
increases, then 
decreases w/set 
size. When inside 
is odd, error 
increases w/set 
size. 
F = 5.275, p = .032 
When inside is 
odd, error diff. 
increases and then 
decreases w/ set 
size. When outside 
is odd, error diff. 
increases w/ set 
size. 
F = 4.343, p = .019 
Inside/Outside 
Control 
Error base: 12.2% 
Error comp: 4.6% 
F = 6.496,p = .018 
n/s 
F = 2.611,p = .120 
Error increases w/ 
set size 
F = 4.799, p = .013 
n/s 
F= 1.078, p = .310 
In base, larger 
error w/ increasing 
set size; in 
composite, no 
change 
F = 3.571, p = .037 
n/s 
F= 1.078, p = .310 
n/s 
F = 2.748, p = .075 
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Context 
( Q 
Target 
Assignment 
(TA) 
Set Size (SS) 
Context x 
TA 
Context x SS 
TAxSS 
Context x 
TAxSS 
Number of holes 1 
Error base: 0.7% 
Error comp: 0.7% 
F = .022, p = .884 
Larger error when 
hole is odd 
F = 7.295, p = .013 
Error decreases w/ 
set size 
F= 14.96, p < . 001 
n/s 
F = 3.171, p = .089 
n/s 
F = .110,p = .896 
Error decreases 
with both TAs w/ 
set size, but 
decrease is steeper 
when hole is odd. 
F = 3.226, p=.049 
When hole is odd, 
errors in base and 
composite decrease 
w/ set size, base 
starts w/ larger 
error but crosses 
over between set 
size 8 and 12. 
When no-hole is 
odd, error in base 
decreases w/set 
size, error in 
composite increases 
w/ set size. 
F = 4.423, p = .018 
Number of holes 2 
Error base: 7.8% 
Error comp: 0.6% 
F= 17.79, p<.001 
n/s 
F = .592, p = .450 
Error decreases, 
then increases w/ 
set size 
F = 6.632, p = .003 
n/s 
F= 1.131,p = .299 
In base, error 
decreases and then 
increases; in 
composite, error 
decreases w/ set 
size 
F = 5.256, p = .009 
n/s 
F = .096, p = .908 
n/s 
F = .186,p = .831 
Number of holes 3 
Error base: 12.1% 
Error comp: 0.4% 
F= 19.54, p<.001 
Larger error when 
hole is odd 
F= 12.26, p = .002 
n/s 
F = 3.017, p = .059 
In base, larger error 
when hole is odd; 
in composite, larger 
error when no-hole 
is odd 
F= 12.42, p = .002 
In base, error 
increases w/ set 
size; in composite, 
error decreases then 
increases w/ set size 
F = 4.111,p = .023 
n/s 
F = 1.185, p = .315 
n/s 
F = 2.675, p = .080 
Number of holes 
Control 
Error base: 8.3% 
Error comp: 1.3% 
F = 5.630, p = .027 
Larger error when 
"5" is odd 
F = 4.281, p = .050 
n/s 
F = .843, p = .437 
In base, larger 
error when "5" is 
odd; in composite, 
larger error when 
"X" is odd 
F = 8.869, p = .007 
n/s 
F= 1.351, p = .269 
n/s 
F=1.068,p = .353 
n/s 
F=1.027,p = .367 
