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Abstract
We deﬁne a notion of ﬁbration on generalized operads (that we call structads)
that automatically gives the categorical axiomatization of a large and speciﬁc class
of multiplicative deductive linear systems, which can be axiomatized in a sequent
calculus we described in a previous paper [25]. We illustrate it by showing examples
taken from previously described logics. Also we show interesting properties of the
category of structads, including the fact that it contains many well-known categories
as subcategories or slice categories, including the category of categories.
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1 Introduction
The correspondence
Linear multiplicative deductive systems — categories with structure
is already old and well established, even if the terms “linear” and “multi-
plicative” are recent. Naturally we mean the kind of structure on a category,
like a monoidal structure, which is described by explicit additional operations
on it, and cannot be deﬁned by universal properties. This correspondence is
already explicit in a paper of Lambek which appeared more than forty years
ago [26], and this line of thought was pursued by many people, (in particu-
lar [30,38,3,20,35,7]), starting in the seventies. It was given new impetus with
the introduction of linear logic [16], when the realization that linearity was
compatible with a “classical” negation heralded the appearance of many new
formal systems [1,34,39,14,31,32], and new “semantical” categories to interpret
them.
Recently there appeared two closely related general algebraic frameworks
for constructing linear systems, namely Andreoli’s theory of varieties and pre-
c©2003 Published by Elsevier Science B. V.
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sentations [2], and the author’s theory of structads and frameworks [25]; these
papers contain several new examples of logics that arise naturally when one
knows where to look. The main idea, which is common to both papers, is
that we should treat a structure on a context as an algebraic entity, subject
to operations that are invariant from logic to logic. The diﬀerences are due to
the exact choice of the primitive operations that are given to structures, but
Andreoli’s approach is equivalent to C-structads that have a unique constant.
Another such general framework had been proposed a year earlier [9], that
constructs its theories of contexts from what the authors call a linear functor;
at this point in time (we only heard about this work very recently) we can-
not oﬀer an exact description of its relationship with the two aforementioned
approaches; we can only say that the intersection is not empty, but that the
symmetric diﬀerence is not negligible either.
And we also have to mention the work on display logics, done in the context
of susbtructural logic, which has a much more syntactical ﬂavor but preceded
all the work above by several years [6,17].
Now that we have systematic techniques for constructing deductive sys-
tems, it is natural to ask if we can also build a systematic bridge between
formal systems and categories-with-structure, and solve once and for all the
problem of “categorical semantics” 1 for linear logics. The main goal of this
paper is to do so, by the introduction of a concept which can be thought
of as lying midway between the author’s approach with structads, and the
usual presentation of categories-with-structure by the means of functorial op-
erations and (di)natural transformations between them. The concept in ques-
tion is the notion of ﬁbration of structads, which is a multiport version of a
Grothendieck ﬁbration (morphisms in a category are two-port entities: domain
and codomain).
To use this as a mid-station before deﬁning operations as functors has both
technical and conceptual advantages. The advantage of replacing a (pseudo)
functor C → Cat by a Grothendieck opﬁbration is well-known: arbitrary
choices are replaced by universal properties, and a whole lot of bureaucracy
simply disappears. So the question is: if the morphisms of C are to be thought
of as unary operations, what should we do if we want arbitrary n-ary opera-
tions, like tensor and implication? The idea is not new; it is already explicit
in the more recent papers by Lambek on multicategories [28], where the corre-
spondence between monoidal categories and a certain class of multicategories
is expressed by a universal property that corresponds to tensor introduction.
This has been generalized in several directions by Hermida [18] who shows in
particular how to deﬁne bicategories using that idea.
Our contribution is a systematization of that procedure, allowing for ar-
bitrary operations of arbitrary arities, other equational properties than asso-
ciativity like commutativity (symmetric monoidal structure), entropies (one-
1 This expression was obviously not coined by a category theorist.
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sided rewriting) between diﬀerent operations, and, most importantly, a sys-
tematic treatment of mixed and arbitrary variance.
The problem of mixed variance in the universal algebra of categories (“mixed
variance clubs”) [24,23] has certainly been a vexing issue, and is still an open
question after thirty years. In the present paper the use of ﬁbrations of struc-
tads allows us to avoid the issue of stating whether dinaturals compose or
not. We intend in further work to show the relationship between ﬁbrations
of structads and mixed-variance clubs. We should point out that this will
not be the last word on the universal algebra of categories, since, for example
compact-closed categories cannot be axiomatized by the means of ﬁbrations
of structads, since their formal theory cannot have a cut-elimination theorem.
The present paper repeats some of the material presented in [25], but we
now assume that the reader is familiar with basic category theory, and this
allows us to go faster and explore in more details the amazingly rich category
of structads. Structads are and should be seen as generalized categories; not
only can many of the constructions that are done in categories (like ﬁbrations)
be applied to structads, they reveal things about categories that were invisible
before; this is due in great part to the use of polarities, that shifts some of the
information contained in morphisms to the objects themselves, and allows a
much smoother treatment of mixed variance.
2 Species and Structads
A polarity structure is a pair (P, (−)⊥), where P is a set and x → x⊥ an
involution. We emphasize that this operation should not be considered as a
logical primitive, but as something more basic which is needed to construct
a logic. The elements of P are to be seen as sorts, and the involution as the
ability to distinguish (if we want) between a sort used as a domain (operand)
and a sort used as a codomain (value). The two basic cases are C = {c} and
B = {◦, •}, with •⊥ = ◦. When P is very small (as in the two example above)
we call its elements polarities ; when P is a larger set we call its elements sorts.
A morphism of polarity structures is deﬁned in the obvious way, and so the
category Pol of polarity structures is the topos of set-actions of (Z/2Z). Given
a polarity structure P, its set of objects is the set of orbits for that action; in
other words an object of P is a subset of the form {p, p⊥} ⊆ P.
Let V be an inﬁnite set; its elements can be considered as variables, or
as names for ports. A P-context is a pair (Γ, P ) where Γ ⊂ V is a ﬁnite
set and P : Γ → P a sort-attributing function; this can be written as Γ =
{xp11 , . . . , xpnn }, allowing us to drop the P , and is seen as a sort declaration
for a ﬁnite set of variables. Another standard notation for such a context Γ
is x1: p1, . . . , xn: pn. We write Ctx(P) for the groupoid of P-sorted contexts,
with a map Γ → ∆ being a sort-preserving bijection. For example Ctx(C)
is equivalent to the groupoid of ﬁnite sets and Ctx(B) to the product of that
groupoid with itself. Given a map F :P→ Q of polarity structures there is a
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functor of groupoids (with identical notation) F : Ctx(P) → Ctx(Q) given by
F{xp11 , . . . , xpnn } = {xFp11 , . . . , xFpnn }.
Deﬁnition 2.1 A poset species on P is a functor O: Ctx(P) → Poset ; we
denote its value on a context Γ by O〈Γ〉 and we call an element α ∈ O〈Γ〉 a
structure of type O on set Γ; notice that the involution on P is not used in the
deﬁnition. A species is said to be discrete if O〈Γ〉 is a discrete poset for every
Γ.
If P = C the species O is to be seen as a type of structure that can be
given to a ﬁnite set (say a graph, a tree, an ordering, a total ordering. . . ) and
given such a set Γ the value O〈Γ〉 is the set (ignoring the order structure for
the time being) of all structures of that type that can be given to it. The
functorial action of the bijections is the embodiement of the idea of transport
of structure: if we have deﬁned a structure α on the set Γ we must necessarily
be able, given a bijection σ: Γ→ ∆, to transport the structure α on the set ∆
by the means of σ.
Example 2.2 Let OPerm be the species of permutations. So, given a ﬁnite Γ,
a structure α ∈ O〈Γ〉 is a permutation α: Γ→ Γ. Then there is a natural way
to deﬁne its transport along σ: Γ → ∆: it is given by conjugation: O〈Γ〉α =
σ ◦ α ◦ σ−1. An important subspecies is the species OCyc ⊆ OPerm of cyclic
permutations.
In this example we got discrete species; there seems to be no order structure
that can be given naturally to the set of permutations on a given set Γ, without
additional structure on Γ.
Example 2.3 Let now OPart be the species of partitions, in other words a
structure α ∈ OPart〈Γ〉 is a partition of the set Γ. The deﬁnition of transport
should be obvious. There is now a natural order on OPart〈Γ〉, given by α ≤ β
if β is ﬁner than α (naturally the opposite order is just as valid).
If P has many elements, a P-species is a type of structure whose deﬁnition
needs more than one sort:
Example 2.4 Let P = B. Then a context Γ ∈ Ctx(P) splits as a pair of
disjoint sets Γ = Γ• + Γ◦, according to the polarity of its variables, and a
renaming σ: Γ → ∆ as a pair of bijections σp: Γp → ∆p, p = •, ◦. We deﬁne
the species of partial functions by
OPFunk〈Γ〉 = {α | α is a partial function Γ• → Γ◦ } .
It is ordered by α ≤ β if β is an extension of α. Given σ: Γ→ ∆ then transport
is deﬁned by OPFunk〈σ〉α = σ◦ ◦ α ◦ (σ•)−1.
The idea of transport of structure is already in Bourbaki [11] and is due
to Ch. Ehresmann. Given that he is interested in the foundations of combi-
natorics [8], in other words that he wants to count explicitly the cardinals of
the sets O〈Γ〉, Joyal, in his original deﬁnition of a species [21] replaces the
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category Poset that we use as the target for the Ctx(P)-sourced functors by
the category of ﬁnite sets. In everything that follows it should be obvious that
Poset or Set can be replaced by any symmetric monoidal closed category,
preferably complete and cocomplete, or at least ﬁnitely so. An important ex-
ample has already been treated by Joyal [22], with the target category being
ﬁnite dimensional vector spaces over a ﬁeld of characteristic zero.
We denote by Esp
P
the category of (poset) species on P, with morphisms
being natural transformations; In other words what we are dealing with is
the functor category Poset Ctx(P); it has a natural poset enrichment given by
pointwise ordering: given F,G:O −→ Q we have F ≤ G whenever FΓ(α) ≤
GΓ(α) for all Γ ∈ Ctx(P), α ∈ O〈Γ〉. Notice that discrete species over P form
a Boolean topos, since it is a category of presheaves over a groupoid.
We denote by P the terminal object in Esp
P
. Thus P〈Γ〉 = {∗} always.
We deﬁne the category Esp of all species as follows: if P,Q are polarity
structures and P,Q species over P,Q respectively, we deﬁne a map F :P→ Q
to be a pair (Pol(F ), F(−)), where Pol(F ):P −→ Q is a map of polarity
structures, and F(−) a natural transformation P −→ Q ◦ Pol(F ), the right-
most expressiong being, naturally the functor Pol(F ): Ctx(P) −→ Ctx(Q) of
groupoids. When things are clear, we abbreviate Pol(F ) by F . When we do
this, for every Γ ∈ Ctx(P) we get a component FΓ:P〈Γ〉 → Q〈FΓ〉, compati-
ble with the bijective actions. There is a natural forgetful functor Esp → Pol ,
and the interested reader can check that this is a Grothendieck ﬁbration with
a lot of additional structure (universal and existential quantiﬁcation, Beck-
Chevalley. . . ). In addition, Esp inherits the order enrichment from its ﬁber
subcategories.
A P-species P is said to be ﬂat if it is a subobject of the terminal P 2 . Let
M (X) denote the free commutative monoid on the set X, in other words the
set of multisets (bags) on X. We will denote an element of M (X) by things
like p1 + p2 + · · ·+ pn or [p1p2 · · · pn].
Proposition 2.5 The poset of ﬂat species on P is isomorphic to the powerset
P(M (P)); in other words a ﬂat P-species can be identiﬁed with a multiset
language on alphabet P.
Given a ﬂat species P, the language S ⊆M (P) it deﬁnes is given by
p1 + p2 + · · ·+ pn ∈ S iﬀ P〈xp11 , . . . , xpnn 〉 is inhabited
this deﬁnition being obviously independent from the exact choice of the vari-
ables x1, . . . , xn.
There are two approaches to the deﬁnition of a structad, that we may call
the “category-theoretical” and the “set-theoretical” approaches. We will use
both concurrently, and let the reader check that they are absolutely equivalent.
Let Γ,∆ be two sets of variables, and x ∈ Γ, y ∈ ∆. If we take the
2 this clashes with the deﬁnition of ﬂat species given in [8]. This fact is not problematic
here, but in future papers the terminology will be changed
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categorical approach, we deﬁne the set Γ x†y ∆ as Γ − {x} +∆ − {y}; we do
not care exactly what its elements are, since the coprojections ensure unique
isomorphisms.
The other deﬁnition assumes that Γ∩∆ ⊆ {x, y}; this condition can always
be obtained by renaming). Then we take Γ x†y ∆ to be Γ − {x}⋃∆ − {y}.
So this set can contain x or y, if the variable in question happens to be in the
other set.
If σ: Γ→ Γ′ and τ : ∆→ ∆′ are variable substitutions then in the “categor-
ical” deﬁnition we get by gluing an obvious σ x†y τ : Γ x†y ∆ −→ Γ′ σx†τy ∆′. If
we use the “set-theoretical” deﬁnition we need to assume in addition that the
given renamings respect the disjointness condition, i.e. Γ′ ∩ ∆′ ⊆ {σx, τy}.
Then we can trivially get a bijection σ x†y τ : Γ x†y ∆ −→ Γ′ σx†τy ∆′.
Let P be a polarity structure.
Deﬁnition 2.6 A structad over P is a P-speciesO with some additional struc-
ture. . .
. . . which is a monotone composition operation
(−) x:y (−):O〈Γ〉 ×O〈∆〉 → O〈Γ x†y ∆〉
that is deﬁned exactly when xp and yp
⊥
are variables of opposite polarity, and
Γ x†y ∆ is deﬁned and nonempty. 3 This operation has to satisfy
• associativity: (αx:zβ) y:wγ = α x:z (β y:wγ), whenever both sides are deﬁned.
The reader should check what this means in terms of constraints on the
sets of variables when the “set theoretical” deﬁnition is used. If we take
the “categorical” deﬁnition, the fact that coproduct beneﬁts from the usual
coherence theorem basically means that all we need is z = y.
• unit: there exists 1 ∈ O〈xp, yp⊥〉 in all two-variable, opposite-polarity con-
texts, such that
· (“set theoretical” deﬁnition) α x:y 1 = α and β y:x 1 = β when α is a
structure deﬁned on a context containing y and β is a structure deﬁned
on a context contaning x, or
· (“categorical” deﬁnition) α z:y 1 = O〈σ〉α, where α is deﬁned on the
context Γ + {z} and σ is the unique isomorphism Γ + {z} → Γ + {x}.
• compatibility with renaming: given α ∈ O〈Γ〉, β ∈ O〈∆〉 and x ∈ Γ, y ∈ ∆
with opposite polarities, along with σ: Γ→ Γ′ and τ : ∆→ ∆′ we have
O〈σ x†z τ〉(α x:z β) = (O〈σ〉α) σx:τz (O〈τ〉β) .
So a structure α ∈ O〈Γ〉 in a structad should be seen as a term in an (order
enriched) algebraic theory O where there is no a priori diﬀerence between in-
puts (operands) and outputs (value). A consequence of this erasure of explicit
roles is that a term in ordinary algebra, which has a single output, now has
an additional variable assigned to that output. In particular, assuming that
3 we have omitted this last condition in [25] to simplify presentation.
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Γ has cardinality n+1, we think of the term α as having valence n+1, when
traditionally we would have thought of it as having arity n.
Polarities can be used to distinguish between inputs and outputs if we
want, but there is no restriction at ﬁrst on the number of each. In [25] a
notational system is given to represent such terms. Substituting two terms
(the expression “one term into another” does not apply anymore) now involves
two variables, and makes both disappear.
As has been said for species, the category of posets that appears in the
deﬁnition of a structad can be replaced by any symmetric monoidal category.
Two important cases should be mentioned: ﬁnite dimensional vector spaces
(see [15]), and categories. Poset structads were introduced in [25] as a very
general algebraic framework for deﬁning contexts for deductive systems. In
particular C-structads are used for one-sided systems like classical linear logic,
and B-structads are used to generalize the two-sided systems, that are much
richer, allowing many real-world subsystems that are invisible to the C-world.
For the sake of illustration let us choose a C-structad O, and let A1, . . . , An
be a family of formulas in a logical system associated to O. Then a structure
α ∈ O〈x1, . . . , xn〉 is a way of relating the Ai in a logical context. For example,
if O = OCyc the structad of cyclic permutations (or cyclic orders, see just
below), then our formulas are arranged in a cyclic order and we are dealing
with a version (or model) of cyclic linear logic as described in [39]. The
presence of an order enrichment represents the existence of entropy laws. In
other words, if α ≤ β ∈ O〈Γ〉, this means that on any context with structure
α the deduction that replaces this structure by β can be applied. A category-
enriched structad would allow us to name this entropic deduction; this is
made necessary for things like braidings. But naming deductions that way is
a serious step away from deductive systems as used by logicians and linguists,
and forces the development of new, unfamiliar techniques. This is not to
discourage work on such new techniques, which obviously have something to
do with the problem of relating linearity and dependent types; the only point
we want to make is that poset-enriched structads have good properties of
robustness from the logical point of view. Naturally, most of the familiar
logics do without entropies, and the full subcategory 2-DiscStr of discrete
structads is of great importance. We use a rather pedantic notation for discrete
structads because they are really 2-discrete, since the expression “discrete
structad” could be taken to be a structad of the form P (see below), which is
to structads what a discrete category is to categories.
Remark 2.7 An expression like α ∈ O〈x1: p1, . . . , xn: pn〉 contains a lot of
redundancy. The roˆle of the variables is to name the ports through which
the structure α is manipulated and connected, but when we have indices
in addition they do not have to be explicitly written. The notation α ∈
O〈p1, . . . , pn〉 contains just as much information, since we know the variables
have to be there but we do not really care about their exact names. In
particular, writing α pi:p⊥i β or even something like α i:j β is most of the times
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just as informative as using the full gory notation. We will make use of this
at some places in the paper, but since this work explores some rather new
territories we will be very conservative with our notational abuses.
Deﬁnition 2.8 If (P,P) and (Q,Q) are structads, then a map (or structor
F :P→ Q is a map between the underlying species that respects composition
and identity, i.e.
P〈Γ〉 ×P〈∆〉 (−)x:y(−)
FΓ×F∆
P〈Γ x†y ∆〉
FΓx†y∆
Q〈FΓ〉 ×Q〈F∆〉
(−)x:y(−) Q〈F (Γ x†y ∆)〉
the equation for identity being left to the reader.
So we get a category Str , also poset-enriched, with a forgetful functor
Str → Esp . This functor has a left adjoint F, in other words every species
generates a free structad over it. In [25] we use the functor F to show how every
discrete structad can be seen as an algebraic theory over “reversible” terms
(with linear equations), and every poset structad can be seen as a generalized
linear algebraic theory on reversible terms, where the predicate of equality of
terms is replaced by a relation which is only reﬂexive and transitive.
Given a polarity structure P we write Str P ⊆ Str for the subcategory
whose objects are all P-structads and whose morphisms have their polarity
component P→ P the identity. Readers inclined to such exercises are allowed
to see Str P as a ﬁber category in a Grothendieck ﬁbration, just as we said for
species.
Here are other examples of structads in addition to free ones.
Example 2.9 The discrete C-species OPerm of permutations has a natural
structad structure. If α = (A1)(A2) · · · (Anx) and β = (yB1)(B2) · · · (Bm) are
two permutations on subsets of V , which we represent by the usual sum-of
cycles notation, we deﬁne α x:y β = (A1)(A2) · · · (AnB1)(B2) · · · (Bm). The
subspecies OCyc of cyclic permutations inherits that structure. As we have
said it is an important structad, being the theory of contexts for cyclic linear
logic.
Example 2.10 The species OPart of partitions also has a natural structad
structure. Given a partition α on Γ + {x} and a β on ∆ + {y} (with the
expected disjunction conditions on the sets) then α x:y β is the partition on
Γ+∆ which fuses the classes of x and y and leaves the rest undisturbed. In [25]
we give the deductive system which is “freely generated” by that structad; we
also do this in the case of OPerm.
Deﬁnition 2.11 Let (P,P) be a structad. We deﬁne Pop to be the structad
whose underlying species is
Ctx(P)
(−)⊥
Ctx(P) P Poset
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(involution is an endomap in Pol ); we will let the reader formulate compo-
sition. We deﬁne Pco to be the structad such that Pco〈Γ〉 = (P〈Γ〉)op , this
being the usual dual poset.
Example 2.12 Given a ﬂat species O, the fact of being a structad or not is a
property of that species. If S ⊆M (P) is the set of multisets that characterizes
O, it is easy to see that it is a structad iﬀ we have p+ p⊥ ∈ S for every p ∈ P,
and a + p, b+ p⊥ ∈ S ⇒ a+ b ∈ S.
Example 2.13 In particular P is always a structad, and it is the terminal
object of Str P, and the initial object of this category is { p + p⊥ | p ∈ P},
which is denoted by P.
Example 2.14 So in particular the terminal object of the whole category Str
is C. For combinatorists, this is the important species of sets; for logicians
this is the theory of contexts of ordinary classical, one-sided, commutative
linear logic.
The ﬂat structad B has many interesting substructads. First notice that
the pair (B, ◦) is the sort co-classiﬁer (or representor) in Str . In other words,
if (P,O) is any structad and p ∈ P, then there is a unique structor B → O,
which we will also name p, given by ◦ → p, • → p⊥.
Proposition 2.15 The slice category Str /B is equivalent to the category
PosCat of (small) poset-enriched categories, and the subcategory 2-DiscStr /B
is equivalent to the category of categories.
Proof. Notice that since Cat and PosCat are cartesian closed, they are en-
riched in themselves and we do not have to state precisely if the equiva-
lence in question is a 2- or 1.5-equivalence or whatever; ordinary categori-
cal equivalence is suﬃcient since the higher structure is representable. Let
P : (P,P) → B be an object of Str /B. Notice that this forces P〈Γ〉 to be
inhabited only when Γ is of the form x: p, y: q with P (p) = •, P (q) = ◦. Given
any two contexts of that form, there obviously is a unique isomorphism be-
tween them. We will deﬁne a category C (P ) in the following way; we take
the set of objects |C (P )| to be the set of objects of P, as it was deﬁned at
the beginning, i.e. |C (P )| = {{p, p⊥} | p ∈ P}. There is a natural bijection
θ: |C (P )| × B −→ P given by
θ(a, q) = the unique p ∈ a such that P (p) = q .
Given a, b ∈ |C (P )| we deﬁne
Hom(a, b) = P〈x: θ(a, •), y: θ(b, ◦)〉 .
where x, y are any two distinct variables. Due to the above remark, that the
groupoid of contexts where P is nonempty is actually an equivalence relation,
the exact choice of x, y is irrelevant, and the composition operation is deﬁned
unambiguously. It should be obvious that structadic associativity and unit
yield categorical associativity and unit.
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The inverse process is: given a category C, turn it into a structad C
whose set of polarities is |C| × B, taking C〈Γ〉 = Hom(c, d), deﬁned only
when Γ = x: (c, •), y: (d, ◦), for any pair of distinct variables x, y. It should
be obvious that the two ways of composing the constructions Str /B −→ Cat
and Cat −→ Str /B yield isomorphisms; the proof that they are functorial
constructions is left to the reader. ✷
From now on we will identify the categories Cat and PosCat with 2-DiscStr /B
and Str /B respectively. It is very natural, given P : (P,P) → B and an ob-
ject a of P , to write α: a → b for a structure α ∈ P〈x: θ(a, •), y: θ(b, ◦)〉: the
equivalence between (P, P ) and the ordinary category associated to it is very
rigid.
An interesting corollary of this is that, given categories P : (P,P)→ B and
Q: (Q,Q) → B we can deﬁne a contravariant functor F :P → Q as a map of
structads F :P → Q such that I ◦ P = Q ◦ F , where I:B → B is the map
of structads derived from the involution (−)⊥:B→ B. Thus in this setting a
contravariant functor is really deﬁned as a kind of structure-preserving map,
in contrast to the formal trick which is used in standard category theory (is
a contravariant functor P→ Q an ordinary functor Pop → Q or an ordinary
functor P→ Qop? How do we compose these?).
Example 2.16 since C is a subobject of the terminal, the category Str /C
can be identiﬁed with a subcategory of Str . It is is closely related to the
category of categories, being the category of structads O where O〈Γ〉 can be
nonempty only when Γ has two variables.
Example 2.17 Another, very important substructad of B is J, deﬁned by
{n•+ ◦ | n ∈ N}. As above, polarity ◦ is interpreted as meaning “output”, •
as input, and we can express the standard situation of ordinary algebra (and
intuitionistic deductive systems), “as many inputs as we want but a single
output”. Its substructad J+ ⊆ J is the case “no constants allowed”, i.e,
obtained by replacing N above by N+. In particular, an operad as ﬁrst deﬁned
by May [29] is a structad O ∈ Str B such that the unique O → B factorizes
throughO→ J→ B. In other words an operad is a structad over B such that
O〈Γ〉 is empty unless it contains a unique variable of polarity ◦. When the
operad O is discrete we recover the concept of an ordinary algebraic theory
which is linear, i.e., that can be deﬁned by a set of equations t1 = t2 such that
the same variables appear exactly once in both term t1, t2. For instance the
terminal operad J is the theory of commutative monoids. In the general case
of poset-operads the equations are replaced by inequalities.
An important operad is the theory L of monoids. In this case a structure
α ∈ L〈Γ〉 is a total ordering on the variables of Γ that have polarity •; naturally
this can be also seen as a word α ∈ Γ∗ in the free monoid over Γ for which
every letter/generator appear exactly once.
So, extending the idea of Proposition 2.15, we get that the category of
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multicategories as deﬁned by Lambek [27], and the category of sorted oper-
ads (also called colored operads or multicategories with permutations) can be
deﬁned as Str /L and Str /J respectively.
More generally, given a structad (P,O) a two-sided structure on O is given
by a structor B:O → B, which is equivalent to having a map B:P → B
of polarity structures. A two-sided structure is the information necessary to
tell, given α ∈ O〈Γ〉, what the output ports (for a logician: conclusions) of α
are (they are the xp ∈ Γ such that Bp = ◦), and what the input ports (for
a logician: premisses) are; they are the other elements of Γ. The category
Str /B is a large universe, since it contains as full subcategories all poset
enriched categories and sorted operads.
Theorem 2.18 The categories Str and 2-DiscStr are complete, and cocom-
plete.
Proof. Limits are computed pointwise as expected, and it should be no sur-
prise that the forgetful functors Str −→ Esp −→ Pol preserve limits. Since
we already have the terminal, it suﬃces to give the construction for “wide
pullbacks”, i.e. families of the form (Fi:Oi → Q)i∈I for I an arbitrary small
set. Let such a family be given, with (Oi)i,Q their respective polarity struc-
tures. An element of the pullback P in Pol is a family p = (pi)i∈I with pi ∈ Oi
and Fi(pi) = Fj(pj), for all i, j ∈ I. There is an obvious family of projec-
tions Pi:P → Oi in Pol . Given a context Γ = x1: p1, . . . xn: pn, a structure
α ∈ P〈Γ〉 in the pullback sructad is a family α = (α)i∈I with αi ∈ Oi〈Γ〉 and
FiΓ(αi) = FjΓ(αj) for all i, j ∈ I. The rest (i.e, how to deﬁne composition,
how to deﬁne the projections Pi:P → Oi, the universal property. . . ) should
be rather obvious.
We will not do colimits since we do not need them here, but things are
just as they are in categories.
✷
Remark 2.19 One important use for the limit construction is the operation
of taking the product with a ﬂat structad. In particular, if O is any structad,
it is easy to see that the elements of (O×J)〈Γ〉 can be described as pairs (α, x)
where α ∈ O〈Γ〉 and x ∈ Γ, where x is the unique variable whose polarity is
of the form x: (p, ◦). This process obviously turns O into a (sorted) operad,
and we have that (α, x) z:w (β, y) can be deﬁned only if either z = x or w = y
(the conjuction cannot happen) and then the result is (α x:w β, y) in the ﬁrst
case or (α z:y β, x) in the second case. An interesting example of this is the
isomorphism OCyc × J ∼= L: choosing one element y in a cyclic ordered set Γ
gives a total order to the complement Γ− {y}.
3 Fibrations of structads
Since we are working in a poset-enriched context, we will start by giving
the poset-categorical version of the type of ﬁbration we are looking for to
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prepare the reader for the general concept. The standard theory of ﬁbrations
is covered, for instance, in [5,37,19].
Let C be an order-enriched category, and denote its underlying ordinary
category by Cˆ. Let H :C → Cat be a 2-functor. So, in addition to hav-
ing, for every f : c → d in C a functor Hf :Hc → Hd, we have, for every
f, g: c → d with f ≤ g a natural transformation Hgf :Hf → Hg, satisfy-
ing the expected equations. If P :E → C is the result of doing the usual
Grothendieck construction associated to the 1-functor Hˆ : Cˆ → Cat , the cat-
egory E can be order-enriched in the following way: if s, t: p → q are two
parallel arrows in E, and p Hf (p)
s′ q and p Hg(p)
t′ q are their
respective cocartesian-above identity factorizations, then we decree that s ≤ t
when P (s) ≤ P (t) and t′ ◦Hfg,p = s′.
Hf(p)
Hgf,p
s′
p q
Hg(p)
t′
The reader can check that this does indeed give a poset-enriched category.
From there it is then easy to see that an arrow s: p → q which is cocartesian
in the ordinary sense (i.e. for Hˆ) satisﬁes the following universal property:
Given t: p → r and f :P (q) → P (r) with f ◦ P (s) ≤ P (t), then there is a
unique w: q → r above f with w ◦ s ≤ t.
q
r
w⇓
p
s
t
P (q)
P (r)
f
⇓
P (p)
P (s)
P (t)
So we can deﬁne the categorical version of the kind of ﬁbration we are looking
for, as a 2-functor P :E → C of poset-enriched categories such that given
p ∈ E and f :P (p) → b a cocartesian arrow of the type above can always be
extended above f . Notice that since we have started with a 2-functor to Cat ,
not PosCat , every ﬁber above an object of C will be an ordinary (or set-)
category.
We suspect very much that the deﬁnition and construction above are a
special instance of work by Ross Street, and is probably in [36], but the cir-
cumstances did not allow us to verify this.
We can now extend the above to structads. From now on, given a structad
O, we often write “a structure α in O” to mean a pair (Γ, α) with α ∈ O〈Γ〉.
Also, given a structor P : (Q,Q)→ (P,O), the expression “α is above β” will
mean the same as usual, namely P (α) = β.
Let p ∈ P. To simplify matters we will assume that p⊥ = p. Much of what
follows can be generalized to the case when the base structad O has ﬁxpoint
polarities, but things behave in unfamiliar ways, and the relationship between
238
Lamarche
ﬁbrations and categories-with-structure is rather more complicated. So in
particular two-sided calculi are easier to interpret directly in categories than
one-sided ones, an observation for which we make no claim to originality. The
assumption that there are no ﬁxpoint sorts is no big constraint; for instance a
C-structadO can be turned into one over B just by taking the product O×B.
The logic of the new stuctad will be equivalent, and it will have many more
interesting sublogics. . . but it will need more connectives and/or introduction
rules.
We deﬁne the ﬁber above p as the pullback
Qp Q
P
B p O
So (Proposition 2.15) Qp is a poset-enriched category, with Qp⊥ = Q
op
p . Since
the assumption on p ensures that p:B → P is injective, we know that the
polarity structure Qp on which Qp is deﬁned can be identiﬁed with a sub-
polarity structure of Q.
If a = {q, q⊥} is an object of Qp we obviously have q = q⊥, and we deﬁne
a+ = the unique r ∈ {q, q⊥} such that P (r) = p ,
a− = the unique r ∈ {q, q⊥} such that P (r) = p⊥ .
So a morphism a→ b in Qp is the same thing as a structure in Q〈a−, b+〉.
Given any structad (P,O) we denote by 2-DiscFiber /O the full subcate-
gory of Str /O whose objects are maps Q → O where all the ﬁbers Qp are
ordinary categories, i.e. have trivial (discrete) poset enrichment.
In the two deﬁnitions that immediately follow the base structad can have
ﬁxpoint polarities.
Deﬁnition 3.1 LetQ,O, P be as above, and (α, x) a pair made of a structure
α ∈ Q〈Γ〉 and a variable x ∈ Γ. We say that (α, x) is cartesian if it satisﬁes the
following property: given a structure β in Q and a structure γ in O such that
P (α) x:y γ ≤ P (β), then there exist a unique δ above γ such that α x:y δ ≤ β.
This is the natural generalization to the structad world of the notion of
poset-enriched (co)-cartesian arrow we just gave. We do not have to distin-
guish between cartesian and cocartesian anymore, since the domain-codomain
distinction is not visible on the structure α itself (that replaces the arrow),
but (potentially) on the sort of x.
To deﬁne a ﬁbration, we still have to know when a cartesian structure
can be extended. The following deﬁnition, like the above, works for any base
structad O.
Deﬁnition 3.2 A ﬁbrational theory is a pair (O,T), where O is a structad
and T ⊆ O × J a discrete substructad such that the the structor P :T → O
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obtained by composing with the projection O × J → O is surjective (every
T〈Γ〉 → O〈PΓ〉 is a surjective function).
Let α ∈ O〈Γ〉. Because of Remark 2.19 we know that a structure β above
α is of the form (α, x) with x ∈ Γ; so elements of the ﬁber above α can be
identiﬁed with elements of α’s contex. Thus we ﬁnd that a ﬁbrational theory
simply amounts to a choice, for every structure (Γ, α) in O, of a nonempty
subset αT ⊆ Γ; which is stable under the bijective actions (meaning obvious)
and composition:
α ∈ O〈Γ, x〉, x ∈ αT β ∈ O〈∆, y, z〉, z ∈ βT implies z ∈ (α x:y β)T .
We call the x ∈ αT the principals of α. There is always a maximal ﬁbrational
theory associated to the structad O, namely (O,O × J). Also, if J :O → J
is an operad (multisorted or not), there is always a canonical minimal (but
not least) ﬁbrational theory, denoted (O,O) given by the obvious structor
〈Id, J〉:O→ O× J. A structure will always have a unique principal, namely
its output variable.
Deﬁnition 3.3 An (O,T)-ﬁbration (or simply T-ﬁbration, when the con-
text is clear), is a Q: (Q,Q) → O in 2-DiscFiber /O such that, given any
q1, . . . , qn ∈ Q and α ∈ O〈x1:Qq1, x2:Qq2, . . . , xn:Qqn, y: p〉, then there q′ ∈
Q and a cartesian (β, y) ∈ Q〈x1: q1, . . . , xn: qn, y: q′〉, above α.
This deﬁnes a full subcategory T− Fibr ⊆ 2-DiscFiber /O whose objects
are the T-ﬁbrations, but there is also the category T − Cart that has the
same objects, but where the morphisms are cartesian structors, i.e., structors
F such that (FΓ(α), x) is cartesian when (α, x) is.
Proposition 3.4 Let Q: (Q,Q) −→ (P,O) be a T-ﬁbration for a ﬁbrational
theory (O,T), and assume that P contains no ﬁxpoint for the involution. Let
α ∈ O〈x1: p1, . . . , xn: pn, y: q〉 be a structure such that y is a principal of α.
Then by the means of the axiom of choice α deﬁnes an n-ary functor
F :Qp⊥1 × · · · ×Qp⊥n −→ Qq
on the ﬁber categories.
Proof. We emphasize that the product above is a product of categories, a
product in Str /B being a pullback in Str . Before we begin the proof proper,
let us say that an isomorphism in a general structad P is the same thing as
in a category: it is a two-port structure ξ ∈ P〈x: p, y: q〉 such that there is a
(necessarily uniquely deﬁned modulo renaming) ζ ∈ P〈z: q⊥, w: p⊥〉 such that
ξ y:z ζ and ζ w:x ξ are the identity. In our case an isomorphism in the structad
Q which is mapped to identity is an isomorphism in the ﬁber category.
The proof is just as expected: let a1, . . . , an be a family of objects with
ai ∈ Qpi . Since P (a+i ) = pi we can extend a cartesian structure β ∈
Q〈x1: a+1 , . . . , xn: a+n , y: r〉 above α. If β ′ ∈ Q〈x1: a+1 , . . . , xn: a+n , y′: r′〉 is an-
other choice of cartesian structure, the usual argument will tell us that there
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is a unique isomorphism ξ:Q〈z: r⊥, y′: r′〉 above identity with β y:z ξ = β ′. So
for every n-uple (a1, . . . , an) in Qp1 × · · · ×Qpn choose a cartesian structure
β(a1, . . . , an) ∈ Q〈(xi: a+i )i, y: F(a1, . . . , an)〉 above α, and let F (a1, . . . , an)
be the object {F(a1, . . . , an), F(a1, . . . , an)⊥}. If we have a family (fi: bi →
ai)1≤i≤n with fi a morphism of Qpi , we know this translates as a family of
structures fi ∈ Q〈b+i , a−i 〉 and we can plug this family into β(a1, . . . , an), i.e.
construct
γ =
(
· · · (( β(a1, . . . , an) a+1 :a−1 f1) a+2 :a−2 f2) . . .
)
a+n :a−n fn
and the fact that γ lives in Q〈b+1 , . . . , b+n , F (a1, . . . , an)+〉 determines, by the
universal property of the structure β(b1, . . . , bn), a unique arrow F (b1, . . . , bn)→
F (a1, . . . , an) in Qq.
There are details left to check, like functoriality, that can safely be left to
the reader. ✷
When O is equipped with a two-sided structure B:O → B, every object
c = {p, p⊥} of O has a favored sort, namely θ(c, ◦), the sort mapped to ◦.
Then it makes sense to deﬁne the ﬁber category Qc as Qθ(c,◦). In this case
the category 2-DiscFiber /O will have a natural 2-category structure. We will
not describe the 2-cells in this preliminary version, although we intend to
do so in the full paper. Thus the theorems below are stated as equivalences
of ordinary categories, which in a makes them stronger, since they end up
relating 2-categories of categories-with-structure through an equivalence, not
a 2-equivalence.
Remark 3.5 The paper [25] shows how to extract deductive systems out of
ﬁbrational theories. A cartesian structure is translated into two introduction
rules in sequent calculus, a positive and a negative one. A positive rule appli-
cation corresponds exactly to the ability to extend a cartesian structure given
the right ingredients; its negative counterpart corresponds to an application
of the universal property that is enjoyed by that cartesian structure.
We are interested in classifying the ﬁbrational theories associated to the
following two important two-sided structads: B and C × B, where C is the
C-structad of cyclic permutations, formerly denoted OCyc. The latter can
be seen as the full associative, non-commutative logical universe, and the
other one is its commutative counterpart, naturally slightly less endowed with
subuniverses.
A structure inC×B is obviously an expression of the form (x1: p1, . . . , xn: pn),
where pi is either ◦ or •, and the parentheses convey the usual idea of invari-
ance under cyclic permutation. A structure in B will be written as an expres-
sion of the form [x1: p1, . . . , xn: pn], modulo any permutations of the variables.
When we are simply interested in isomorphism classes of structures we drop
the variables. In the non-commutative case, the following six structures are
241
Lamarche
interesting:
(••◦) (••) (•)
(◦◦•) (◦◦) (◦)
For instance it is easy to see (and see below) that the substructad of C× B
generated by {(••◦), (◦)} can be identiﬁed with the operad of ﬁnite total orders
L (equivalently, the theory of monoids). Also, the commutative equivalent,
generated by {[••◦], [◦]} is the theory J of commutative monoids.
Theorem 3.6 The category of L−Fibr ⊆ 2-DiscFiber /L of (L,L) ﬁbrations
is equivalent to the category of monoidal categories, with morphisms being
monoidal functors. The category of J − Fibr ⊆ 2-DiscFiber /J of (J,J) ﬁ-
brations is equivalent to the category of symmetric monoidal categories, with
morphisms also being monoidal functors.
Proof. The ﬁrst of these results can be found in [18] (expressed in a rather
diﬀerent language, naturally), whose author would call an (L,L) ﬁbration a
representable multicategory. Recall that a monoidal functor F :C → D be-
tween monoidal categories involves, in addition to the functor F , a family of
morphisms ρa,b:F (a)⊗F (b)→ F (a⊗ b), natural in a, b, and a map I → F (I),
satisfying some well-known equations. If we replace the category L − Fibr
by its subcategory L − Cart we get that it is equivalent to the category of
monoidal categories, with morphisms being monoidal functors whose asso-
ciated families ρa,b are natural isomorphisms, i.e. the functors that really
preserve the monoidal structure. The same goes for J− Cart and symmetric
monoidal categories.
Let us sketch the proof. First, we know a structure α ∈ L〈Γ〉 is some-
thing of the form (x1: •, x2: •, . . . xn: •, y: ◦), the important point being that
the order in which the xi are written is relevant, being the total order that
deﬁnes α. We know that for this ﬁbrational theory the set of principals of
α as presented above is αL = {y}. For structures in J, we use the nota-
tion [x1: •, x2: •, . . . , xn: •, y: ◦], and here the structure is unchanged when the
variables are permuted. The structad composition in L is obviously
(x1, . . . , xn: •, y: ◦) y:zi (z1, . . . , zm: •, w: ◦) =
(z1 . . . , zi−1, x1, . . . , xn, zi+1, . . . , zm: •, w: ◦)
And we know the whole of L is generated by (x1, x2: •, y: ◦), which is the
binary multiplication, and (y: ◦) which is the unit. So let Q: (Q,Q) −→ L be
an (L,L) ﬁbration. We want to endow the ﬁber category Q◦ with a monoidal
structure. Applying Proposition 3 to the generator (••◦) we get a bifunctor
Q◦ × Q◦ → Q◦; applying it to the structure (◦) we get a constant I ∈ Q◦.
Using the associativity of multiplication (i.e. (••◦)) in L and the universal
properties of cartesian structures, we can derive the pentagon law, and the
same goes for the unit law. If R is another (L,L) ﬁbration and F :Q→ R a
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structor making the expected triangle commute, a cartesian α ∈ Q〈a−, b−, c+〉
above (••◦) is naturally also read as α ∈ Q〈a−, b−, (a⊗ b)+〉. Applying F to
it we get F (α) ∈ R〈F (a)−, F (b)−, F (a ⊗ b)+〉. But applying the universal
property to the cartesian structure in R〈F (a)−, F (b)−, (F (a)⊗ F (b))+〉 gives
us a morphism F (a)⊗ F (b)→ F (a⊗ b) in Q◦. The same goes with the unit:
we have a map F (IQ)→ IR and the proof that these things deﬁne a monoidal
functor follows easily.
In the reverse direction, if (C,⊗, I) is a monoidal category, we construct
the associated structad (P,P) by ﬁrst taking P = |C| × B. Given any family
c1, c2, . . . , cn of objects of C, along with another one d, we want to deﬁne
the set P〈(c1, •) . . . , (cn, •), (d, ◦)〉 and we claim it is the set of all morphisms
c1⊗ c2⊗ · · · ⊗ cn → d. This will not work exactly as written, since the tensor
is not strict; it will work if we choose a standard bracketing like “everything
to the left”, i.e., (· · · ((c1⊗ c2)⊗ c3)⊗· · ·) but when we do the symmetric case
(J,J) this solution will fail. So the correct way to do it is to deﬁne a structure
β ∈ P〈(c1, •), . . . , (cn, •), (d, ◦)〉 as a family (fB)B, where B ranges over the
set of all bracketings of {1, 2, . . . , n}, and fB: cB → d is a map in C, and cB is
obtained by applying the binary tensor on c1, . . . , cn according to bracketing
B. The family (fB)B is subject to the condition that cB′,B ◦ fB = fB′ , where
cB′,B: cB → cB′ is the unique coherent isomorphism determined by the pair of
bracketings. It should be obvious how composition in the sructad/operad is
deﬁned.
The proof for the symmetric case is done the same way. ✷
The theorem above has an interesting dual. Instead of the operad L, we
can work with the structad Lop (no longer an operad), which can be thought
of as the theory of comonoids instead of the theory of monoids. The structures
will always have a single input, but an arbitrary number of outputs, and there
is an obvious ﬁbrational theory T, for which a structure will always have
a unique principal, namely the input. Theorem 3 tells us that, given a T-
ﬁbration Q → Lop an n-ary co-operation in Top will deﬁne an n-ary functor
Qop◦ ×· · ·×Qop◦ → Qop◦ . So at ﬁrst the only changes are notational trivialities
and we will also get a monoidal structure on Q◦. But there is a diﬀerence:
the maps in 2-DiscFiber /Lop between ﬁbrations will no longer correspond to
monoidal functors, but to comonoidal ones.
This theorem is a worthwhile result (we think), but the interest of our
approach is rather more evident in the following:
Theorem 3.7 The category of (L,L× J)-ﬁbrations is equivalent to the cate-
gory of biclosed monoidal categories and monoidal functors, while the category
of (J,J × J) ﬁbrations is equivalent to the category of symmetric monoidal
closed categories and monoidal functors.
This is proved by ﬁrst establishing the following general adjointness result:
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Proposition 3.8 Let (O,T) be a ﬁbrational theory over an arbitray structad
(P,O) such that P has no ﬁxpoint. Let α ∈ O〈x1: p1, . . . , xn: pn, y: q, z: r〉 be
such that both y, z are principal. Let Qp denote the product Qp1 × · · · ×Qpn
of ﬁber categories. Proposition 3 tells us that α determines functors F :Qopp ×
Qopq → Qr and G:Qopp ×Qopr → Qq. Then these two functors are related by a
parametrized adjunction, i.e., a natural isomorphism
HomQr(F (a, b), c)
∼= HomQq(G(a, c), b) .
This can be applied directly to get the theorem above; when everything is
unraveled we get the usual adjunctions that deﬁne the internal hom-sets.
Theorem 3.9 The category of (C × B,C × B × J)-ﬁbrations is equivalent
to the category of cyclic *-autonomous categories, as deﬁned in [10], with
morphisms being monoidal functors that preserve the negation (not necessarily
on the nose).
We have to be precise about what we mean by a cyclic *-autonomous
category, since several non-equivalent deﬁnitions have been proposed [33,4],
but [10] is the only one that has been fully tested against a sequent calculus,
although the one in [12] probably diﬀers only by a larger set of primitives. The
proof only diﬀers from the previous theorem’s by the addition of a generator:
obviously C×B is generated by {(••◦), (◦), (••)} or {(••◦), (◦), (◦◦)}. Either
choice of new primitive corresponds to the addition of negation.
The concept of ﬁbrational theory gives us a systematic approach to classi-
fying all “logics” of a given general type. Naturally our formal deﬁnition of a
logic is patterned after that of a ﬁbrational theory [25]. There are many more
subtheories of C×B, and several such logics have been explored for example
in [13].
Interestingly enough one case that has been extensively studied in the
literature is not the model of a ﬁbrational theory. The subspecies of C × B
whose structures can always be decomposed as two blocks (possibly empty)
of homogeneous polarity, e.g. (•••◦◦◦◦◦) is used for the logics associated to
polycategories, e.g. [38,12]; it is not a structad, since it is not closed under
arbitrary composition. It can be given a structad-like structure if composition
is restricted to the four special cases.
The expected commutative version is:
Theorem 3.10 The category of (B,B × J)-ﬁbrations is equivalent to the
category of *-autonomous categories, with morphisms the monoidal functors
that preserve the *-involution (not necessarily on the nose).
So far we have not made use of the poset enrichment. We will end with the
most general result of this series. Let OSPOV be the structad of series-parallel
order varieties, as described in [34] (and identiﬁed as a structad in [25]).
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Theorem 3.11 The ﬁbrational theory (OSPOV,OSPOV × B) is the theory of
entropic categories as deﬁned in [10].
Naturally we can deﬁne ﬁbrations for general order varieties, but we have
no idea of what they are as categories.
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