Bounds on real finite linear groups that preserve a symmetric or skew symmetric bilinear form
Introduction
In [2] and [3] , we obtained precise bounds (in Jordan's sense) for finite subgroups of the general linear group GL.n; C/, results that were later extended to cover finite subgroups of the complex classical groups [5] . Here we consider equivalent questions for finite subgroups of GL.n; R/, where we seek tighter bounds.
Let V be a finite-dimensional real vector space equipped with a (possibly trivial) symmetric or skew symmetric bilinear form B, and let G be a finite group that acts on V and preserves the form B. Recall that the radical of the bilinear form B is the subspace Rad.B/ D ¹u 2 V j B.u; v/ D 0 for all v 2 V º;
and this is clearly G-invariant. So, by Maschke's theorem, Rad.B/ has a G-invariant complement V 0 in V , and the restriction B 0 of B to V 0 is nondegenerate. If B is skew symmetric, then necessarily dim.V 0 / is even. In the case that B (and hence also B 0 ) is symmetric, there is an associated quadratic form Q given by Q.v/ D B.v; v/, and it is here that the real case differs from working with complex linear groups since the form Q has a signature as well as a rank (which is just dim.V 0 /). To fix notation, suppose that the rank is p C q and the signature p q. Throughout, we let f .n/ and g.n/ denote the "Jordan bounds" obtained in [2] or [5] , namely the bounds on the minimal index of an abelian normal subgroup in an arbitrary finite subgroup of GL.n; C/ or O.n; C/, respectively. Theorem A. Let V , G and B be as described above. Put dim.Rad.B// D k and, in the case that B is skew symmetric, put dim.V 0 / D 2m. Then G has an abelian normal subgroup A such that
In particular, if G is any finite subgroup of GL.n; R/, then OEG W A Ä g.n/.
Remarks. (1) Generically, the bounds f .n/ and g.n/ take the value .n C 1/Š when n 71 and n 25, respectively, and these are achieved by the (real) n-dimensional representations of the symmetric groups S nC1 . We refer the reader to [2, 5] for the values of these bounds for smaller values of n and for a description of the groups that achieve those bounds.
(2) It is well known that any complex representation of a finite group is equivalent to a unitary representation, and similarly that any real representation of a finite group is equivalent (over R) to an orthogonal representation. Furthermore, it is essentially part of the derivation of the Frobenius-Schur indicator that any finite subgroup of the complex orthogonal group O.n; C/ is conjugate in GL.n; C/ to a subgroup of O.n; R/. 1 Thus the final statement of Theorem A is a direct consequence of the results for the orthogonal case in [5] . Indeed, we use this observation to obtain the factor g.k/ in the theorem.
We will prove Theorem A by establishing a structural theorem for a G-invariant decomposition of V from which such bounds can be determined immediately. This result does not depend on finiteness and extends to compact groups, so we will state and prove it in this slightly greater generality. The bounds, however, do depend on the application of the classification of finite simple groups to determine bounds for primitive linear groups in [3] .
Our bound when B is skew symmetric uses the following result that may be of independent interest. Here, too, we may suppose that our group is merely compact rather than finite.
Theorem B. Let G be a compact group. Then G can be embedded in Sp.2n; R/ if and only if it can be embedded in GL.n; C/.
The main structural decomposition theorem is the following. 1 Throughout, we will reserve the term orthogonal group and the notation O.n; R/ for the group of real n n matrices that preserve the quadratic form x 2 1 C C x 2 n , namely the group ¹X j X T X D I º.
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Theorem C. Let V be a finite-dimensional real vector space equipped with a symmetric or skew symmetric bilinear form B, and let G be a compact group that acts on V and preserves the form B.
is nondegenerate. This decomposition is unique if and only if Rad.B/ and V 0 have no irreducible G-invariant constituent in common.
(
where V p and V q are subspaces of dimensions p and q on which the restrictions of B are positive and negative definite respectively, and where V p and V q are mutually orthogonal with respect to B.
We will prove Theorem B in Section 2 and then embark on the proof of Theorem C, first proving part (i) in Section 3 and then, by studying invariant quadratic forms in Section 4, obtain the finer decomposition of part (ii). These results are applied to prove Theorem A in Section 5.
The proof of Theorem B
We start with a classical result that establishes the result in one direction. Proposition 1. Let G be a compact group, and let X be a complex matrix representation of G. Then the matrix representation
is similar to a representation by real symplectic matrices.
Proof. First we may assume 2 without loss that the matrix representation X is unitary. Then the representation O X is realisable over R since 0
where we suppress g and write X D X.g/ D A C i B for real matrices A and B. Furthermore, since X is a unitary matrix, A T A C B T B D I and A T B D B T A.
(Here, as below, I is the n n identity matrix.)
Now consider the representation
Again, suppressing g for clarity, we have
so that the real matrix representation Q X preserves a nondegenerate real skew symmetric form.
Remark. The proof actually shows that U.n; C/ can be embedded into Sp.2n; R/. This was probably known to Frobenius and Schur. We include this result explicitly because we use it in establishing the converse.
Proposition 2. Let G be an irreducible compact subgroup of Sp.2n; R/, and let M be the corresponding RG-module. Then C˝M D L˚L is the direct sum of two simple CG-modules that are the dual to each other (but possibly self-dual).
Proof. C˝M cannot be simple, for then it would afford an irreducible representation of G that is realisable over R and hence 3 of Frobenius-Schur indicator C1, contrary to the fact that G is a subgroup of Sp.2n; C/. Now let L be a simple submodule of C˝M of minimal dimension, and let L be its dual (possibly iso-
while, by [6, equation (29.5) ], letting A be the R-subalgebra of the matrix algebra M n .R/ spanned by the elements of G, we have
Since L Â C˝M , it follows that
Corollary 3. Under the hypothesis of Proposition 2, there is an embedding of G into GL.n; C/.
Proof. L and L afford representations of G having the same kernel, which is therefore trivial.
Proof of Theorem B. One direction is given by Proposition 1. So let G be a compact subgroup of Sp.2n; R/, and let M be the corresponding RG-module, endowed with a real G-invariant skew symmetric form. We proceed by induction on dim M , noting that we have an embedding of G into GL.n; C/ if M is simple, by Corollary 3. So we suppose that M is not simple. Let L be a simple submodule of M . Since the skew symmetric form on 
The radical and its complement
We assume the hypothesis of Theorem C, namely that V is a finite-dimensional real vector space equipped with a symmetric or skew symmetric bilinear form B and that G is a compact group that acts on V and preserves the form B. In this section, we prove part (i) of the theorem. Maschke's theorem extends as before so that Rad.B/ has a G-invariant complement V 0 and the restriction of B to V 0 is nondegenerate since Rad.Bj V 0 / Â Rad.B/. If Rad.B/ and V 0 had a constituent in common, then they would have simple submodules L and L 0 that were isomorphic. Let #W L 0 ! L be an isomorphism. Then, if V 0 D L 0˚N0 , where N 0 is G-invariant, and we put
. Conversely, a different complement V 1 projects nontrivially into V =V 0 and so shares a constituent with Rad.B/. This completes the proof of part (i).
Since any real representation of G is equivalent to an orthogonal representation, if dim.Rad.B// D k, the action of G on Rad.B/ can be embedded in O.k; R/. To prove part (ii), and more generally to prove Theorem A in the skew symmetric case, we can effectively confine our attention to V 0 or, equivalently, assume that the form B is nondegenerate.
Invariant symmetric bilinear forms
Throughout this section, B will denote a nondegenerate symmetric bilinear form on a real vector space V . We have the associated quadratic form
from which B may be recovered via the formula
We now fix notation, and work under the following hypothesis.
Hypothesis I. V is a finite-dimensional real vector space endowed with a nondegenerate quadratic form Q and associated symmetric bilinear form B, and G is a compact group that acts on V and preserves Q (or, equivalently, B).
Proposition 4. Suppose that G acts irreducibly. Then Q is either positive or negative definite.
Proof. Fix a basis for V corresponding to a representation of G by orthogonal matrices, and let B be the real symmetric matrix that then represents B. Since B is G-invariant,
for all x 2 G. For any nonzero eigenvalue of B, we have
for all x 2 G. Since is irreducible, B I is either zero or invertible by Schur's lemma; hence B D I , and the quadratic form Q is either positive or negative definite, depending on the sign of .
Remark. The proof of Proposition 4 actually establishes uniqueness of the forms, up to scalar multiples.
Recall that a subspace U of V is said to be totally isotropic if B.u; u 0 / D 0 for all u; u 0 2 U or, equivalently, if Q.u/ D 0 for all u 2 U . We will require the following two lemmas to complete the proof of Theorem C.
Lemma 5. Not every irreducible G-invariant subspace of V is totally isotropic.
Proof. Suppose to the contrary that every irreducible G-invariant subspace of V is totally isotropic; pick one, say U , of minimal dimension. Then, working with the associated bilinear form B, the subspace
is G-invariant and U Â U ? ¤ V since U is totally isotropic and Q is nondegenerate.
Let O U be a G-invariant complement to U ? in V . Then there is a natural injection
furthermore, since U was chosen of minimal dimension, G acts irreducibly on O U so that O U is also totally isotropic and ' is an isomorphism. Without loss, we may now suppose that V D U˚O U . Pick a basis for U with respect to which G acts by orthogonal matrices. Take the "dual basis" for O U . Since B is then represented by the matrix
if the actions of G on U and O U are given by matrices A.g/ and O A.g/, respectively, we have the matrix equation
So the actions of G on U and on O U are equivalent. Now let #W U ! O U be the linear transformation defined by mapping the chosen basis of U to its dual basis in O U . Then, for a basis element u i 2 U ,
is irreducible but not totally isotropic, a contradiction.
Lemma 6. There exists a direct sum decomposition of V into irreducible G-invariant subspaces that are mutually orthogonal with respect to the associated bilinear form B, and on each of which the restriction of Q is nonzero.
Proof. By Lemma 5, there exists an irreducible G-invariant subspace U on which the restriction of B is nonzero. Put W D U ? , where orthogonality is defined with respect to B. Then V D U˚W and Rad W .Bj W / D 0, so we may repeat this process recursively.
Proof of Theorem C (ii). Decompose the subspace V 0 using Lemma 6. By Proposition 2, the restriction of Q to each irreducible summand of V 0 is either positive or negative definite, and we collect V p and V q as the two relevant direct sums to obtain the desired decomposition of V . This establishes the orthogonality claim too.
Bounds for finite groups
We start with an easy lemma.
Lemma 7. Let V be a finite-dimensional vector space V , and let G be a finite subgroup of GL.V /. Suppose that there is a G-invariant decomposition V D V 1˚V2 , and let G 1 and G 2 be the images of G under the natural projections into GL.V 1 / and GL.V 2 /. Suppose that G 1 has an abelian normal subgroup A 1 of index N 1 and that G 2 has an abelian normal subgroup A 2 of index N 2 . Then G has an abelian normal subgroup A of index at most N 1 N 2 .
Proof. Viewing GL.V 1 / GL.V 2 / as a subgroup of GL.V /, we have a natural map from G into G 1 =A 1 G 2 =A 2 whose kernel G \ .A 1 A 2 / is abelian.
Theorem A follows immediately from this lemma. First, since the restriction of G to Rad.B/ is equivalent to a real orthogonal representation, this summand gives a factor g.k/. If B is skew symmetric, then the action of G on V 0 embeds into Sp.V 0 / and so contributes a factor f .m/ by Theorem B; if B is symmetric, then we further decompose V 0 as V p˚Vq by Theorem C and, by Lemma 7, obtain the contribution g.p/ g.q/.
