Relying on the continuous approximate selection method of Cellina, ideas and techniques from Sobolev spaces can be applied to the theory of multifunctions and differential inclusions. The first part of this paper introduces a concept of graph completion, which extends the earlier construction in [10] to functions of several space variables. The second part introduces the notion of Cellina W 1,p -approximable multifunction. To show its relevance, we consider the Cauchy problem on the planeẋ ∈ F (x), x(0) = 0 ∈ IR 2 . If F is an upper semicontinuous multifunction with compact but possibly non-convex values, this problem may not have any solution, even if F is Cellina-approximable in the usual sense. However, we prove that a solution exists under the assumption that F is Cellina W 1,1 -approximable.
Introduction
For a vector-valued function of a scalar variable, the concept of a graph completion was introduced in [10] . Its main motivation came from control theory. The control of mechanical system by means of active constraints [8, 11, 18, 21] leads to a system of equations of the forṁ
Here t → x(t) ∈ IR n describes the state of the system, while t → u(t) ∈ IR m is the control function. The upper dot denotes a derivative w.r.t. time. We assume that each f k is a globally Lipschitz continuous vector field on IR n . Since the right hand side of (1.1) contains the time derivativesu k , given an initial data x(0) =x , (
to achieve existence and uniqueness of solutions it is natural to consider control functions t → u(t) = (u 1 , . . . , u m )(t) which are absolutely continuous. However, as shown in [10] , a solution to (1.1)-(1.2) can be uniquely determined also in the case where the control function u(·) is a function with bounded variation, provided that we "complete" its graph, bridging the points where a jump occurs. (ii) γ 0 (s 1 ) ≤ γ 0 (s 2 ) whenever 0 ≤ s 1 < s 2 ≤ S, (iii) for each t ∈ [0, T ] there exists some s such that γ(s) = (t, u(t)).
Notice that the path γ provides a continuous parameterization of the graph of u in the t-u space. At a time τ where u has a jump, the continuous curve γ must include an arc joining the left and right limits (τ, u(τ −)), (τ, u(τ +)). As soon as a graph completion of u(·) is assigned, we can uniquely solve the Cauchy problem is then called the generalized trajectory of (1.1)-(1.2) determined by the graph-completion γ(·) of the control function u(·). This same construction has been later used in [14] and then in [15] , in order to define nonconservative products, in connection with hyperbolic systems of PDEs which are not in conservation form.
The first part of the present paper develops an extension of these concepts to functions of several variables. Our basic approach is here very different from [10] , although in the onedimensional case it produces essentially the same construction.
Let Ω ⊂ IR n be an open domain with compact closureΩ. Denote by Hom(Ω) the family of all homeomorphisms φ :Ω →Ω which keep fixed the boundary of Ω, so that φ(x) = x for all x ∈ ∂Ω . In general, the space C(Ω ; IR m ) is not complete w.r.t. the metric d ♦ . As shown by our analysis, to a Cauchy sequence of functions (f k ) k≥1 , one can associate a unique multifunction F :Ω ֒→ IR m . The graph of F can be parameterized by a continuous map Φ :Ω →Ω × IR m . If f :Ω → IR m is a function such that graph(f ) ⊆ graph(F ), and F (x) = {f (x)} for a.e. x ∈ Ω, we regard F as a graph completion of f .
It is of interest to study Cauchy sequences (always w.r.t. the metric d ♦ ) consisting of functions whose Sobolev norm f k W 1,p (Ω) is uniformly bounded. This gives rise to the notion of W 1,p -graph completions. Taking p = 1, we obtain graph completions of bounded variation. In the one-dimensional case, these are equivalent to the graph completions introduced in [10] .
In the second part of this paper we explore the connection between graph completions and Cellina-approximable multifunctions [20, 22] . We recall that a compact valued multifunction F : Ω ֒→ IR m is Cellina-approximable if, for every ε > 0, there exists a continuous function
According to (1.7), the graph of f ε should thus be contained in an ε-neighborhood of the graph of F . A fundamental theorem proved in [12] states that every upper semicontinuous multifunction with compact, convex values is Cellina-approximable.
By definition, it is clear that every multifunction F , arising as a limit of a Cauchy sequence of continuous functions (f k ) k≥1 w.r.t. the metric d ♦ , is Cellina-approximable. Our analysis leads to the introduction of a more refined concept:
Let Ω ⊆ IR n and let F : Ω ֒→ IR m be an upper semicontinuous multifunction with compact values. For 1 ≤ p < ∞, we say that F is Cellina W 1,p -approximable if for every ε > 0 there exists a smooth function f ε : Ω → IR m such that (1.7) holds, and the Sobolev norm f ε W 1,p (Ω) satisfies a bound independent of ε.
As shown in the sequel, this definition can be relevant in the theory of differential inclusions. Given a bounded, compact valued multifunction F : IR n ֒→ IR n , it is well known that the Cauchy problemẋ ∈ F (x) ,
admits a Carathéodory solution in the following cases.
(i) F is upper semicontinuous, with convex values [3, 4, 23] .
(ii) F is continuous [17, 2] , or merely lower semicontinuous [5, 7] , possibly with non-convex values.
In the case where F is upper semicontinuous but with non-convex values, it is easy to see that the initial value problem (1.8) need not have solutions. The standard one-dimensional example isẋ
Clearly, neither of the multifunctions F in (1.9) or G in (1.10) is Cellina-approximable. For some time, this was regarded as the main topological obstruction to the existence of solutions. Indeed, it seemed natural to consider the following Conjecture. Let F : IR n ֒→ IR n be a bounded upper semicontinuous multifunction with compact values, which is Cellina-approximable. Then the Cauchy problem (1.8) has at least one solution.
As shown in [6] , the conjecture is false. We recall here a counterexample (see figure 1 ).
Example 1. Consider the continuous function
Define the multifunction F :
(1.11)
Observe that this multifunction can be written as a composition: F (x) = ψ(G(x)), where
Since ψ is Lipschitz continuous and G is an upper semicontinuous multifunction with compact, convex values, it follows that F is Cellina-approximable. However, in this case the Cauchy problem (1.8) has no solution. Indeed, consider the curve
By the definition of F , every solution starting on γ cannot move away from γ, at any positive time. On the other hand, a solution starting at the origin cannot move along γ, because every portion of this curve connecting the origin to any other point has infinite length.
Apparently, what goes wrong in this example is that the multifunction F has a jump along a curve of infinite length. This possibility is ruled out if we impose that F A key ingredient in the proof is the following lemma, which rules out the existence of arbitrarily long trajectories remaining inside the square Q .
Lemma 1. Let f : Q → IR 2 be a smooth vector field defined on the square Q, such that |f (x)| = 1 for every x ∈ Q. Then every trajectory of the ODEẋ = f (x) starting inside Q reaches the boundary of Q within time
Here Df is the norm of the 2 × 2 Jacobian matrix Df = (∂f i /∂x j ). More precisely
Remark 1. Both Lemma 1 and Theorem 1 rely on topological properties of the plane, related to the Jordan curve theorem and the Poincaré-Bendixon theory, which have no analogue in dimension n ≥ 3. We observe that, by a classical Sobolev embedding theorem, when p > n every Cellina W 1,p -approximable multifunction F admits a Hölder continuous selection. In this case, the existence of solutions to the Cauchy problem (1.8) is trivial. The really interesting case arises when n − 1 ≤ p ≤ n. Notice that here one must choose p large enough, so that functions f ∈ W 1,p (IR n ) can be discontinuous only on small sets. In particular, one must avoid the possibility of a vector field f having jumps along a one-dimensional curve of infinite length; otherwise, a counterexample such as (1.11) can again be produced. At the present time it is not clear whether Theorem 1 can be extended to Cellina W 1,n−1 -approximable multifunctions defined on IR n , for n ≥ 3 . We leave this as an open problem.
A comprehensive introduction to the theory of differential inclusions and set valued functions can be found in [3, 4] . In the case of one space variable, multifunctions of bounded variations were studied in [13] . For the basic theory of Sobolev spaces and BV functions in several variables we refer to [1, 16] . An elementary introduction to Sobolev spaces can also be found in Chapter 8 of the lecture notes [9] .
Multifunctions with continuously parameterizable graph
Let Ω ⊂ IR n be a compact domain with piecewise smooth boundary ∂Ω. Given two continuous maps f, g : Ω → IR m , we define their graph distance according to (1.6) . We recall that the Hausdorff distance between two compact sets
Here B(K i , ε) denotes the closed ε-neighborhood around the set K i , i.e. the set of all points having distance ≤ ε from K i .
Lemma 2. The function d ♦ (·, ·) defined at (1.6) provides a distance within the space of all continuous functions f :Ω → IR m . Moreover,
where d H denotes the Hausdorff distance between two compact sets.
Proof. 1. We start by proving (2.1). Let d(·, ·) denote Euclidean distance on the product space IR n × IR m .
We claim that, for any homeomorphism φ ∈ Hom(Ω), one has
for every x ∈Ω. This implies
Taking the supremum over all homeomorphisms φ ∈ Hom(Ω), our claim is proved.
We now check that
Since φ was arbitrary, taking a supremum we conclude that
Finally, to prove the triangle inequality, let f, g, h ∈ C(Ω, IR m ) and ε > 0 be given. Choose homeomorphisms φ, ψ ∈ Hom(Ω) such that
Observing that the composition satisfies ψ • φ ∈ Hom(Ω), we can write
Since ε > 0 was arbitrary, we conclude that
We observe that, in general, the space C(Ω ; IR n ) is not complete w.r.t. the distance d ♦ .
Example 2. TakeΩ = [−1, 1] and consider the sequence of continuous functions 
It is interesting to study the completion of the space C(Ω ; IR m ) w.r.t. the metric d ♦ (·, ·). As will become apparent from the following analysis, elements of this completion can be identified with multifunctions whose graph admits a continuous parameterization:
Given any sequence (f ℓ ) ℓ≥1 which is Cauchy for the metric (1.6), one can extract a subsequence such that (after relabelling)
This means that, for each k, there exists a homeomorphism φ k ∈ Ω such that
By (2.5), for each x ∈ Ω the sequence
is Cauchy. The same is true of f k (X k (x)). We thus obtain two continuous maps
Let F be the (possibly multivalued) function whose graph is
This graph is a compact subset of Ω×IR m , hence the multifunction F is upper semicontinuous. Since the map x → X(x) need not be one-to-one, F may indeed be multivalued.
Remark 2. Instead of the parameterization (2.8), one can fix an integer ν and perform the same construction starting with f ν instead of f 1 . The definition (2.6) would thus be replaced by
In this case, the formulas (2.7)-(2.8) still yield a continuous parameterization of the graph of F , satisfying the sharper estimate We claim that S = graph(F ). For this purpose, it is sufficient to show that the subsequence {graph(f k )} k≥1 in (2.4) converges to graph(F ), in the Hausdorff metric. Given ε > 0, choose k large enough so that for every x ∈Ω,
Consider the homeomorphism φ .
e. the inverse of the map X k in (2.6). Observing that X k (φ(x)) = x and setting y = φ(x) we obtain
This proves our claim.
We conclude that {graph(f ℓ )} converges to graph(F ) as ℓ → ∞. Notice that the subsequences{f k } and {φ k } determine the continuous maps (2.7) which provide a parameterization of graph(F ). This parameterization depends on the chosen subsequence, while graph(F ) does not.
2. Since S = graph(F ) is a compact subset of the product spaceΩ × IR m , it is clear that the multifunction F has closed graph, hence it is upper semicontinuous.
We claim that F is defined on the whole setΩ. Toward this goal, let π :Ω × IR m →Ω be the projection operator. Since {graph(f ℓ )} is a convergent sequence of compact sets, the continuity of π implies
For each ℓ, the domain of f ℓ is the entire setΩ, hence π(graph(f ℓ )) =Ω. Taking the limit, we conclude that π(graph(F )) =Ω as well. Hence the domain of F is the whole setΩ. This also implies that the map X :Ω →Ω is surjective (but possibly not one-to-one).
3. Using the parameterization (2.7), for every x ∈Ω one has
The surjectivity of X(·) implies that F (x) is non-empty. We claim that F (x) is connected. Indeed, consider any two points a, b ∈ F (x). By assumption, there exist sequences
For each k ≥ 1, the segment joining x k with y k can be parameterized as
Consider the compact sets
Taking a subsequence, we can assume the convergence S k → S in the Hausdorff metric, for some compact set S ⊂ graph(F ). Since f k is continuous, each set S k is path connected, hence S is connected as well. Clearly, (x, a) ∈ S and (x, b) ∈ S.
We claim that every point (y, v) ∈ S has the same first component, namely y = x. Indeed, given ε > 0, from the definitions it follows that |x θ k − x| ≤ ε for all θ ∈ [0, 1] and all k large enough. If (y, v) ∈ S, the above implies |y − x| ≤ ε. Since ε > 0 was arbitrary, this proves our claim.
We have thus proved that every two points a, b ∈ F (x) are contained in a compact connected subset of F (x). Therefore the set F (x) is connected.
The fact that the graph of F is obtained as a limit of graphs of continuous functions imposes further topological properties on the multifunction F . Lemma 4. Let m = 1 and assume that the domain Ω ⊂ IR n is convex. Then for any two real numbers a < b there exist finitely many compact connected sets K 1 , . . . , K N such that
(2.13)
. Recalling (2.10), we can choose ν large enough so that the corresponding parameterization y → (X(y), f (y)) of the graph of F satisfies
(2.14)
Since f ν is uniformly continuous on the compact setΩ, there exists δ > 0 such that |y − y ′ | ≤ δ implies |f ν (y) − f ν (y ′ )| < ε. Consider the compact sets
Cover V b with finitely many closed balls B(x i , δ), i = 1, . . . N , centered at points x i ∈ V b−ε with radius δ. Define
Being the continuous image of a closed convex set, it is clear that each K i is a compact connected set. By (2.14) it follows
This proves (2.13).
A multidimensional example
As shown by Example 2, the map F can indeed be multivalued. In the one-dimensional case, whereΩ = [0, T ] is an interval, the multifunction F must be single-valued at all but countably many points x j . Indeed, in this case the map X : [0, T ] → [0, T ] must be a surjective, nondecreasing map. If F (x) is multivalued at some point x ∈ [0, T ], then there exists α < β such that X(y) = x for all y ∈ [α, β]. Since [0, T ] can contain at most a countably many disjoint intervals [α j , β j ], the map F can be multivalued only at countably many points.
On the other hand, in dimension n ≥ 2, the map F can be multivalued at all points x ∈ Ω.
be the closed unit square. We construct a sequence of functions f k :Ω → IR which is Cauchy for the metric d ♦ in (1.6). The limit as k → ∞ will determine a multifunction F , multivalued at every point x ∈Ω. We first outline the basic steps of the construction.
1. We start with a simple, closed curve γ 0 in the interior of Ω enclosing a compact set W 0 .
2. We use a sequence of homeomorphisms ϕ k :Ω →Ω to continuously deform γ 0 into a Peano curve, fillingΩ.
3. We consider a continuous function f 0 such that f 0 ≡ 1 on W 0 and f 0 ≡ 0 outside of some ε-neighborhood of W 0 .
4. The sequence (f k ) k≥1 is defined recursively, by setting f k+1 (ϕ k+1 (x)) = f k (x).
The resulting multifunction then satisfies
Each step is now explained in more detail.
1.
As initial curve γ 0 (see Figure 2) we take the perimeter of the square
The initial curve γ 0 , enclosing the square W 0 .
Next consider the curve γ 1 depicted in Figure 3 . This curve bounds a region W 1 consisting of 5 squares having sides of length • ϕ 1 keeps fixed the boundary ∂Ω.
• ϕ 1 maps each of the 4 smaller squares onto itself.
• ϕ 1 maps the boundary of each smaller square into itself. In fact each side of every smaller square is mapped to itself, although not by the identity map.
• When we further subdivide each square into 4 smaller squares having sides of length The procedure can now be iterated. After k iterations, we achieve the following: Notice that, up to rotations, there are two distinct types of regions, which we label type I and type II, as shown in Figure 4 . We describe the homeomorphism ϕ k+1 by its action on each type of region, see Figures 5 and 6.
(i) The homeomorphism ϕ k+1 maps each region onto itself, maintaining the orientation of the boundary of each region. Consequently, for each x ∈Ω we have the inequality 
Figure 6: The transformation ϕ k+1 , in a type II region.
(ii) The boundary of each region consists of 4 segments. If γ k does not pass through a given segment, then ϕ k+1 keeps fixed all points on that segment. In particular, ϕ k+1 keeps fixed all points in ∂Ω.
(iii) Let γ k+1 be the image of γ k under ϕ k+1 . Then γ k+1 is a simple closed curve, bounding a region W k+1 consisting of squares joined by "necks" of width
As in (2.7), let us define
, and set
For each x ∈Ω, the sequence {X k (x)} is Cauchy. Hence the limit X(x) is well-defined for every x ∈Ω. Furthermore, γ k is constructed so that each point ofΩ is within a distance √ 2 2 k of some point in γ k . It follows that the limit curve
is dense inΩ. But since X(·) is continuous and γ 0 is closed, γ must be all ofΩ. 3. Now consider the sequence of functions (f k ) k≥1 defined recursively as
Choose ε = 1/4 and define a continuous function f
Since ϕ k is a homeomorphism, f k is well defined on the whole squareΩ. Furthermore, calling
Moreover, by construction the sequence (f k ) k≥1 is Cauchy with respect to the distance d ♦ .
4.
Consider the limit functions X(·) and f (·), defined at (2.7), and the corresponding multifunction F in (2.8). Let any point x ∈ Ω be given.
Since γ is a Peano curve, there exists a point w ∈ γ 0 such that X(w) = x. Hence
On the other hand, the set X(Y 0 ) is also dense and closed inΩ. Hence it is equal toΩ. We can thus find a point z ∈ Y 0 such that x = X(z) and
By Lemma 2, F (x) is a connected set. We thus conclude that F (x) = [0, 1] for every x ∈Ω.
Multidimensional graph completions
Given a function f :Ω → IR m , relying on the previous ideas we seek a "graph completion" of f . Roughly speaking, this should be a multifunction F whose graph is obtained as limit of graphs of functions f k , converging in the d ♦ metric. Moreover, F (x) should be single valued and coincide with {f (x)} at a.e. point x. As shown by Example 3, however, in several space dimension the multifunction F can be multivalued everywhere. One can easily achieve the inclusion graph(f ) ⊆ graph(F ), but there may be little relation between F and the original function f .
To make further progress, we need to impose some restrictions on the Cauchy sequences of continuous functions f k used in (2.4). A natural assumption is that all these functions f k should have uniformly bounded W 1,1 norm. This leads to 
Notice that in this case there exists a continuous surjective mapf :Ω → graph(F ).
In the one-dimensional case, a slight modification of the arguments in [10] yields the existence of a graph completion, for every map f : [0, T ] → IR m having bounded variation. 
Its inverse s → t k (s) is Lipschitz continuous.
Define the Lipschitz continuous functionf
. By a reparameterization, we obtain a function f k : [0, T ] → IR m , defined as
One now checks that the functions f k form a Cauchy sequence w.r.t. the distance d ♦ . Moreover, their limit yields a multifunction F satisfying (4.22).
On the other hand, when the domain Ω has dimension n ≥ 2, Lemma 4 puts some topological obstructions to the general existence of a graph completion.
Example 4. Let B j be the open disc centered at the point p j = ( 1 j , 0), with radius r j = j −3 . Observe that, for j ≥ 4 the countably many discs B j are mutually disjoint. Moreover, since the radii r j converge to zero very fast, the union of their boundaries ∪ j≥4 ∂B j has finite length. Therefore, the function f : IR 2 → IR defined as
has bounded variation. The multifunction
is upper semicontinuous with compact convex values. However, by Lemma 4 the BV function f in (4.23) does not admit a graph completion. Here the obstruction lies in the fact that, although the graph of the multifunction F has locally bounded two-dimensional measure, there does not exist any continuous parameterization ψ : IR 2 → graph(F ). (ii) For a.e. x ∈ Ω one has F (x) = {f (x)}.
Proof. By the assumption (4.21, for every k ≥ 1 the graph of f k has bounded n-dimensional Hausdorff measure, namely m n graph(f k ) ≤ C for some constant C independent of k. We now consider the maps 6)-(2.7) . These are continuous maps, converging to a continuous map x → Ψ(x) . = (X(x),f (x)) uniformly onΩ. Define the functional
Taking the Hausdorff limit of the graphs of f k and using the lower semicontinuity result in [1] , we conclude
This already implies that F (x) must be single-valued for a.e. x ∈Ω. Since graph(f ) ⊆ graph(F ), this implies F (x) = {f (x)} for a.e. x ∈Ω.
Upper semicontinuous differential inclusions.
The main goal of this section is to prove Theorem 1, on the existence of solutions to differential inclusions with Cellina W 1,1 -approximable right hand side.
We begin with a couple of results, providing interesting classes of multifunctions which are Cellina W 1,1 -approximable. In the following, we denote by BV the space of functions having bounded variation. See [16] for the general theory of BV functions of several variables.
Proposition 3. Let G : IR n → IR m be an upper semicontinuous multifunction with compact, convex values. Assume that G admits a (possibly discontinuous) selection g(x) ∈ G(x), with g ∈ BV . Then G is Cellina W 1,1 -approximable.
Proof. Indeed, consider the mollifications g ε . = J ε * g. Here the function J ε : IR n → IR is defined by setting
where the constant C n is chosen so that IR n J(x) dx = 1 . For each ε > 0 we then define
For every ε > 0, standard properties of mollifications now imply
Since the graph of g ε is contained in an ε-neighborhood of the graph of the multifunction G, we conclude that G is W 1,1 -Cellina approximable.
Proof. If g ε : Ω → IR m is a continuous approximate selection of G, then the composition f ε (x) = ψ(g ε (x)) is a continuous approximate selection of F . Moreover, there exists a constant Proof of Lemma 1. To derive a lower bound on the total variation of f we proceed as follows. Consider the square Q = [−1, 1] × [−1, 1]. Let γ : [0, T ] → Q be a trajectory of the vector field f . Denote its components along the axes as γ(t) = (γ 1 (t), γ 2 (t)). Then its length is computed as
Consider the domains 1] ; γ 1 (t) = x 1 for finitely many times t} ,
; γ 2 (t) = x 2 for finitely many times t} .
Since γ is a smooth curve, we must have
For x ∈ J 1 we shall denote by p 0 (s) < p 1 (s) < · · · < p N (s) the x 2 -coordinates of the intersections of the trajectory γ with the vertical line {(x 1 , x 2 ) ; x 1 = s}. Similarly, for s ∈ J 2 we denote by q 0 (s) < q 1 (s) < · · · < q M (s) the x 1 -coordinates of the intersections of the trajectory γ with the horizontal line {(x 1 , x 2 ) ; x 2 = s}. By τ (p k (s)) and τ ′ (q k (s)) we denote the times where these intersections occur.
Observing that dt = (γ 2 1 +γ 2 2 ) dt = |γ 1 | dx 1 + |γ 2 | dx 2 , the length of γ can be estimated as
(5.25)
To relate this length with the total variation of the vector field f = (f 1 , f 2 ) : Q → IR 2 , we observe that
We claim that the component f 1 must have a zero on each subinterval
To see this, consider the simple closed curve obtained as the union of the portion of trajectory γ between P k−1 . = (s, p k−1 (s)) and P k . = (s, p k (s)), together with the vertical segment S joining the two points P k−1 , P k . By the Jordan curve theorem, this curve encloses a compact region Λ k (s) ⊂ Q. If the component f 1 does not change sign on the segment S, then the set Λ k (s) would be either positively invariant or negatively invariant for the flow of the vector field f . Since f is continuous, by the classical Poincaré-Bendixon theory it must have a zero inside Λ k (s). But this is impossible, because we are assuming |f (x)| ≡ 1. 
For a fixed s ∈ J 1 , this yields
Similarly, for a given s ∈ J 2 we have
Using the two above inequalities in (5.25) we obtain
Proof of Theorem 1. In the trivial case 0 ∈ F (0), the function x(t) ≡ 0 is a global solution.
Throughout the following, we thus assume 0 / ∈ F (0). Since F is bounded, to prove the theorem it suffices to show the existence of a local solution, defined for t ∈ [0, t * ], with t * > 0 small. The proof will be worked out in various steps.
1. By upper semicontinuity one has 0 / ∈ F (x) for all x in a neighborhood of the origin. By a rescaling of coordinates, we can assume B(0, ρ) ∩ F (x) = ∅ for some ρ > 0 and all
Next, we observe that it is not restrictive to further assume
Indeed, consider the normalized multifunction
Observe that F is also Cellina W 1,1 -approximable. Indeed, if f ε is an ε-approximate selection of F with 0 < ε < ρ/2, then f ε (x) ≥ ρ/2 and the map
, for some constant C depending only on ρ.
If t → y(t) is a solution to the auxiliary probleṁ
then there exists a bounded measurable function t → λ(t) ≥ ρ such that λ(t)ẏ(t) ∈ F (y(t)) for a.e. t .
Define the rescaled time
and call τ → t(τ ) the inverse transformation. Setting x(τ ) . = y(t(τ )), we find
2. Without loss of generality, from now on we thus assume that (5.26) holds.
Given a sequence ε k ↓ 0, consider a sequence of smooth ε-approximate selections {f k }, whose norms{||f k || W 1,1 } remain uniformly bounded.
For each k, the Cauchy probleṁ
has a unique solution, which we denote as t → x k (t). By Lemma 1, each trajectory x k (·) reaches the boundary ∂Q of the unit square Q at a finite time t k , with T .
By possibly taking a subsequence, using the Ascoli-Arzelà compactness theorem we obtain the existence of T > 0 and a Lipschitz continuous map x(·) such that t k → T > 0 and
3. We now parameterize this limit trajectory x(·) by arc-length. For this purpose, we define
Furthermore,
Consider the inverse transformation s → t(s), so that
and reparameterize the trajectory x(·) by arc-length, setting Indeed, if this is not the case, we could find a time 0 < τ < T such that (i) τ is a Lebesgue point of the bounded measurable map t →ẋ(t),
(ii) |ẋ(τ )| > 0, and (iii) the inclusion (5.33) fails at s = s(τ ).
Without loss of generality, we can assume that the coordinates are chosen so thatẋ(τ ) = (λ, 0) ∈ IR 2 , for some λ > 0.
If (5.33) fails, by upper semicontinuity there exists a cone Γ δ .
where N is a neighborhood of x(τ ). With reference to fig. 9 , we now consider a rectangle R with vertices A, B, C, D, contained in N and with sides parallel to the coordinate axes, containing the point x(τ ) in its interior. By choosing h > 0 small enough, we achieve
By the uniform convergence x k → x, we can assume that
and all k sufficiently large.
However, we now show that this leads to a contradiction.
Call A k , B k the intersections of the boundary x k (τ ) + ∂Γ δ with the segments AD and BC, as shown in Fig. 9 . By shrinking the height of the rectangle R, these points are well defined, for every k large enough. Since x k (τ + h) − x k (τ ) ∈ int Γ δ , there will be a smallest time
Without loss of generality, assume P = (p 1 , p 2 ) with p 2 ≥ x k,2 (τ ). Notice that, by (5.34), the second coordinate of the trajectory x k = (x k,1 , x k,2 ) cannot attain its maximum at the crossing time t = τ ′ , because this would implẏ
in contradiction with (5.34). We thus have
Therefore, there exists an intermediate time τ < t M < τ ′ where this maximum is attained. Set M = (m 1 , m 2 ) . = x(t M ). Consider the domain D (the shaded domain in Figure 9 ), bounded by:
-the curve {x(t) ; τ ≤ t ≤ τ M },
-the horizontal line {(x 1 , x 2 ) ; x 2 = m 2 } -the vertical segment AB -the horizontal segment BB k -the segment joining x k (τ ) with B k .
The previous construction implies that, for t ∈ [τ, τ + h], the trajectory x k (·) cannot leave the domain D. This yields a contradiction, because, for k large, x k (τ + h) is arbitrarily close to x(τ + h).
This contradiction shows that (5.33) holds, thus proving the theorem.
Example 5. We now show that in dimension n = 3 the assumption that the multifunction F is W 1,1 -Cellina approximable does not guarantee the existence of solutions the the Cauchy problem (1.8) . This is obtained as a modification of the multifunction in Example 1. Since the third component of every velocity vector v ∈ F (x) vanishes, the third component of any solution of the Cauchy problem (1.8) must be identically zero. However, restricted to the plane {x 3 = 0}, the multifunction F coincides with the multifunction in (1.11). Hence no solution exists.
We observe that the multifunction F is Cellina W 1,1 -approximable. Indeed, we can write F (x) = ψ(G(x)) where ψ(ξ) . = (cos ξ, sin ξ, 0), and G : IR 3 → IR is the upper semicontinuous, convex valued multifunction defined as
(5.37)
We observe that G is a.e. single valued. Indeed, G(x) = {g(x)} for some function g and all x = (x 1 , x 2 , x 3 ) with x 2 = φ(x 1 , x 3 ). We claim that this function g, defined by (5.37), has bounded variation restricted to bounded sets Ω ⊂ IR 3 . Indeed, the partial derivatives of φ are computed by Hence, both partial derivatives are locally integrable. As a consequence, the two-dimensional measure of the graph of φ (i.e. the set where g is discontinuous), restricted to any bounded domain, is bounded. Hence the restriction of g to any bounded domain Ω ⊂ IR 3 is in BV . By Propositions 3 and 4, we conclude that F is Cellina W 1,1 -approximable on any bounded domain Ω ⊂ IR 3 .
This example shows that an n-dimensional extension of Theorem 1 cannot be valid if n ≥ 3 and we only assume F to be Cellina W 1,1 -approximable. As remarked earlier, to achieve an existence results one apparently should assume that F is Cellina W 1,p -approximable, for some p ≥ n − 1.
