Abstract-This paper considers unimodular sequence synthesis under similarity constraint for both the continuous and discrete phase cases. A computationally efficient iterative algorithm for the continuous phase case (IA-CPC) is proposed to sequentially optimize the quadratic objective function. The quadratic optimization problem is turned into multiple one-dimensional optimization problems with closed-form solutions. For the discrete phase case, we present an iterative block optimization algorithm. Specifically, we partition the design variables into K blocks, and then, we sequentially optimize each block via exhaustive search while fixing the remaining K − 1 blocks. Finally, we evaluate the computational costs and performance gains of the proposed algorithms in comparison with power method-like and semidefinite relaxation related techniques.
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I. INTRODUCTION

Q
UADRATIC optimization is encountered widely in radar waveform design, phase retrieval, microphone array based speech processing as well as communications [1] - [3] . The design variables are often subject to some necessary constraints. For example, the energy constraint is considered in [3] , i.e., 
where s ∈ C N and R ∈ C N ×N is a given positive semi-definite matrix. It can be readily proved that the solution to (1) is the properly scaled eigenvector of the matrix R corresponding to its maximum eigenvalue. Additional constraints, such as the constant modulus constraint [4] , [10] - [24] , or peak-to-average ratio (PAR) constraint [9] , [20] - [23] , the similarity constraint [4] , [5] , [15] , [16] , [18] , [24] - [34] are usually considered as well. For instance, in the radar code design, the constant modulus constraint is enforced since high power amplifiers normally work in saturation mode, resulting in constant modulus probing waveforms. Meanwhile, the similarity constraint is also enforced by employing a known code as a benchmark, which allows the designed code to also enjoy some of the good ambiguity function properties of the known code.
However, these non-convex constraints can turn the quadratic optimization into a general NP-hard problem whose optimal solution cannot be found in polynomial time. In [5] , the quadratic optimization problem under the similarity and energy constraints is solved by introducing the signal waveforms optimalunder restriction design (SWORD) algorithm. In [6] , [26] , [28] , the semi-definite relaxation (SDR) and rank-one decomposition techniques are proposed to solve the quadratic optimization problem accounting for the similarity and energy constraints as well as one additional free quadratic constraint. In [4] , approximate solutions to the quadratic optimization problem under the constant modulus constraint in addition to the similarity constraint for both the continuous and discrete phase cases, are provided using the SDR related techniques and randomized approximations. For both the continuous and discrete phase cases, using the same technique, the authors of [9] present high-quality suboptimal solutions to the quadratic optimization problem enforcing a PAR constraint and the energy constraint. Additionally, in [32] , the quadratic optimization problem under the energy and similarity constraints and multiple quadratic constraints is solved by SDR and randomized approximations for the continuous phase case.
However, it is worth pointing out that SDR suffers from high computational complexities, especially as the sequence length increases, which limits its real-time applications. To cope with the high computational cost issue, for example in [21] , a power method-like approach is presented to efficiently solve the quadratic program under the constant modulus constraint and it is also extended to account for the PAR and energy constraints. In [22] , the authors investigate several computationally efficient local optimization approaches (i.e., power method-like approach, SDR) for unimodular quadratic optimization. However, these works focus on the continuous phase case without taking into account the similarity constraint.
In this paper, we study lower-complexity algorithms for the quadratic optimization problem under the constant modulus and similarity constraints for both the continuous and finite alphabet phase cases [4] . Specifically, we introduce an iterative algorithm for the continuous phase case referred to as (IA-CPC) with its convergence analytically proven, to sequentially optimize the objective function with closed-form solutions. The resulting computational complexity is only linear in the number of iterations and polynomial with the size of the design variables. Additionally, for the discrete phase scenario, we divide the design variables into K blocks. At each iteration, we sequentially optimize each block in s by utilizing exhaustive search assuming the remaining K − 1 blocks fixed. The computational burden is related to the size of the design variables, the number of design variables in each block and the number of discrete phases. Finally, at the analysis stage, we assess the performance of the new techniques in comparison with the existing approaches available in open literature. Numerical results are used to demonstrate the effectiveness of the proposed methods in terms of the achieved objective function value and computation complexity.
The remainder of the paper is organized as follows. In Section II, we formulate the constrained optimization problem by including the constant modulus and similarity constraints. In Section III, we present the new optimization algorithms for both the continuous and discrete phase cases. In Section IV, we evaluate the performance of the new algorithms. Finally, in Section V, we provide concluding remarks and possible future research tracks.
A. Notation
We adopt the notation of using boldface for vectors a (lower case) and matrices A (upper case). a(n) denotes the (n)-th entry of a. The transpose, the complexity conjugate, and the conjugate transpose operators are denoted by the symbols (·)
T , (·) * and (·) † , respectively. C N is an N -dimensional vector of complex numbers. The infinite norm of the vector x is denoted by x ∞ . For any complex number x, we use (x) to denote the real part of x. In addition, |x| and arg(x) represent, respectively, the modulus and the argument of x. x denotes the operation of rounding down to the nearest integer. Finally, denotes the Hadamard product.
II. PROBLEM FORMULATION
Consider a quadratic optimization problem with the objective function
where s ∈ C N and R ∈ C N ×N is a given positive semi-definite matrix. In radar and other applications, s is often subject to some necessary constraints. In this paper, we constrain s to be unimodular (i.e., constant modulus). In addition, we enforce the similarity constraint s − s 0 ∞ ≤ ξ [4] , where s 0 ∈ C N is the known code possessing certain good ambiguity function characteristics and ξ is a real valued parameter controlling the extent of the similarity. This similarity constraint allows for the optimized s to share some of the good proprieties of s 0 . We formulate the problems for the continuous and discrete phase cases of s, respectively, accounting for the constant modulus and similarity constraints as follows:
and
where M denotes the number of discrete alphabet. After some algebraic manipulations about the similarity constraint [4] , the optimization problems P c and P d can be transformed respectively as,
where
, and
where β n and d , respectively, are given by
We can observe that for ξ = 0, the optimized s is identical to s 0 , whereas the similarity constraint boils down to only the constant modulus constraint when ξ = 2.
Remark 1: P 1 and P 2 are in general NP-hard problems [15] , [16] . The sub-optimal solutions to the optimization problems, can be found in polynomial time by using the SDR related technique and randomized approximations [4] . However, the SDR technique significantly increases the computational burden, especially for large N . The quality of the so-obtained solution can be further improved through a sequential optimization algorithm to monotonically increase the objective value and achieve a stationary point of the original NP-hard problem [32] . We can also use the power method-like approach [21] , [22] to solve the above optimization problems by searching for the nearest vectors. However, the power method-like approach needs matrix inversions with O(N 3 ) computational complexities when solving the optimization problem.
In the following, we develop two iterative procedures for solving P 1 and P 2 to provide improved solutions to the original NP-hard problems compared to the existing techniques.
III. ITERATIVE ALGORITHMS FOR BOTH THE CONTINUOUS AND DISCRETE PHASE CASES
In this section, we introduce iterative algorithms for unimodular sequence synthesis for both the continuous and discrete phase cases. We also use the power method-like approach to solve P 1 and P 2 .
A. Iterative Algorithm for Continuous Phase Case (IA-CPC)
We divide the N -dimensional optimization problem into multiple one-dimensional problems by cyclically optimizing the design variables (s 1 , s 2 , · · · , s N ), where s(n) = s n , n = 1, 2, · · · , N, i.e., we sequentially optimize each element while fixing the remaining N − 1 elements. Herein, the optimization problem Ps i associated with the i-th variable of s, i = 1, . . . , N, is given by,
Further, thes
† Rs can be expanded as:
Using the property r n,i = r * i,n and exploiting the fact that R is a positive semi-definite matrix, (9) can be rewritten ass † Rs = r i, 
Imposing the constraint |s i | = 1, (8) can be transformed as
where the constant a 3,i = a 0,i + a 2,i does not affect the optimal value. An equivalent expression for (13) is given by
where ϕ a 1 , i is the phase of a 1,i . Consequently, the problem (8) has a closed-form solution whose phase ϕ * is given by,
otherwise, the optimal solution ϕ * is given as:
Based on the aforementioned discussions, the procedure of sequentially optimizing s 1 , s 2 , · · · , s N once can be summarized in Algorithm 1. In particular, the implementation of Algorithm 1 is on the order of O(N 2 ). The IA-CPC procedure for solving P 1 is summarized in Algorithm 2. As to the overall computational cost in IA-CPC, it is linear with the number of iterations and polynomial with the size of s. In particular, each iteration of the proposed algorithm requires performing Algorithm 1 once. Next, we focus on the convergence analysis of IA-CPC. Let v Ps ( n ) i denote the objective value of (8) after updating the i-th code at the n-th iteration. Based on the discussion above, we have 
5: Compute
Step 3 until convergence.
Therefore, we have ρ n −1 ≤ ρ n . Also, as discussed in Introduction, we have s † Rs ≤ Nλ max (R), where λ max (R) denotes the maximum eigenvalue of R. Finally, we obtain ρ n −1 ≤ ρ n < Nλ max (R), showing that the objective function value of P 1 achieved by Algorithm 2 increases monotonically and shares an upper bound with that in (1), thus ensuring to converge finite values.
B. Iterative Algorithm for Discrete Phase Case (IA-DPC)
In this subsection, we deal with P d for the discrete phase case. Notice that IA-CPC can achieve a high objective function value in an one-by-one manner for P s for the continuous phase case. However, due to the discrete restriction on the phases of the code in P d , the use of the one-by-one approach might easily cause the solution to fall into a local optimized solution and attain to a low objective function value. We propose the IA-DPC algorithm to solve P d in a block-by-block manner aiming at maximizing the objective function as much as possible, where each block involves multiple optimization variables. Specifically, we partition s into K blocks, i.e., s = [s
and is given by
with s m ,k = s(
Further, we sequentially optimize each block in s while fixing the remaining K − 1 blocks. Hence, the optimization problem Ps k with respect to the k-th block can be written as
The objective function in Ps k can be expanded by the following procedure,
with (20) can be rewritten as
In particular, we further observe that
whereR k,k (n, n) = 0 for n = 1, 2, · · · , N k and the remaining elements inR k,k are the same as those in R k,k . Since the constants
Inspection of (24) reveals that it can be solved based on an exhaustive search approach where the objective function is evaluated for all possible combinations of thes m ,k 's ensuring feasibility, for m = 1, 2, · · · , N k . Therefore, the resulting computational complexity is in proportion to 
and β i , for i = 1, · · · , N and compute ρ 0 = s (0) † Rs (0) ; 3: n = n + 1; 4: Partition s (n ) into K block variables, i.e.,
Based on the previous discussions, Algorithm 3 summarizes the steps involved in the proposed IA-DPC procedure to solve P 2 . The total computational complexity of Algorithm 3 is associated with the iteration number, the size N of s, the size N k of the block variable and d . Each iteration solves a set problemsPs k , for k = 1, 2, · · · , K, which is on the order
Finally, we point out that a convergence proof similar to that for Algorithm 2 can be obtained for Algorithm 3.
Remark 2: It is worth highlighting that the proposed algorithms can be extended to maximize s † R(s (i) )s under the same constraints [15] , where s (i) is the ith iteration value and R(s (i) ) is a positive semi-definite matrix. Furthermore, we point out that the proposed methods can also be applied to minimize s † Rs under the same constraints and a design example is given in Section V.
C. Power Method-Like Approaches for Both the Continuous and Discrete Phase Cases
In this subsection, we introduce the power method-like approach to solve the problems P 1 and P 2 . Let s (i+1) denote the solution for the (i + 1)th iteration. The optimization problem of P 1 can be rewritten as [22] ,
We solve (25) like the way we handle problem (6) . Specifically, fixing all other elements and focusing on the nth element only, (25) can be reformulated as (after some manipulations (8)- (13)):
where r n denotes the nth row of R. Further, the above problem is equivalent to
where ϕ n is the phase of (r n s (i) ) * . Hence, the optimal solution to (27) can be obtained by derivations similar to the used to obtain (15) and (16) .
It is worth pointing out that, for ξ = 2, the optimal solution to (25) can be directly computed as s (i+1) = exp{j arg(Rs (i) )}. Similarly, the optimization problem P 2 in terms of a single variable for the discrete phase case, can be written as,
Again, the solution can be obtained by exhaustive search. Finally, the procedures involved in the power-method like approaches for solving P 1 and P 2 are summarized in Algorithm 4.
IV. NUMERICAL EXAMPLES
In this section, we evaluate the performance of the proposed algorithms corresponding to both the continuous and discrete phase cases. We also show an example involving quadratic minimization in a radar application.
A. Performance Analysis for Exponentially Shaped Matrix
In this subsection, we analyze the performance of IA-CPC and IA-DPC assuming that R is an exponentially shaped matrix [4] . Specifically, R is defined as
where the (i, j)th entry of M is given by
For the continuous phase case, we use the P3 code as the reference waveform s 0 [4] . Specifically, the nth entry of s 0 is given by,
As to the discrete phase scenario, we select M -quantized version of the P3 code as the reference code s 0 . Specifically, given a code x ∈ C N , its M -quantized version x (M ) can be computed as [16] ,
Finally, the running computation time is recorded using the Matlab 2010a version, on a standard PC (with a 3.3 GHz Core i5 CPU and 8GB RAM) and the exit condition is |ρ n − ρ n −1 | ≤ 10 −3 for the proposed algorithms.
1) Impact of Initial Codes:
We first examine the impact of different initializations on the algorithm performances. For comparison purposes, the power method-like approach, PCA-SC and FD-PCA-SC 1 [4] (where we assume that the number of randomizations is L r = 1000 and we use the cvx toolbox) are also conducted. Fig. 1 (a) depicts J(s) of IA-CPC, the power method-like approach and PCA-SC against the similarity level ξ for the continuous phase case with N = 100, ρ = 0.8 and v d = 0.15 by using the reference code s 0 in (31) and random phase signals s 1 , s 2 as initial codes of IA-CPC, and power method-like approach. We note that the performance of PCA-SC is not sensitive to initial codes. Our results exhibit that the different initial codes for both the IA-CPC and power method-like approaches may lead to different objective values, especial for high similarity parameters. This is a reasonable behavior since different local optimal solutions are obtained by the approaches when using different initial codes. Interestingly, the achieved objective values for all algorithms improve as ξ increases due to the higher degrees of freedom available at the design stage. In general, both the IA-CPC and power method-like approaches achieve noticeable improvement in comparison to PCA-SC under the similarity constraint. Similarly, in Fig. 1(b) , we plot J(s) of IA-DPC-BM1, the power method-like approach and FD-PCA-SC against similarity level ξ for the discrete phase case with M = 32. Notice that we choose K = N, N 1 = N 2 = · · · = N K = 1 as block mode 1 of IA-DPC (IA-DPC-BM1). Again, we observe that both the IA-DPC-BM1 and power method-like approaches are more sensitive to initial conditions and might more easily fall into local solutions when enforcing the discrete alphabet.
In Table I , we report the needed computational times of IA-CPC, the power method-like approach and PCA-SC corresponding to Fig 1(a) . Note that these time values of IA-CPC and the power method-like approach are averaged over 100 different initial codes. As expected, both the IA-CPC and power methodlike approaches cost much less computationally in comparison to PCA-SC due to the need of PCA-SC to solve SDP. Additionally, IA-CPC outperforms the power method-like approach except for ξ = 2. This is reasonable since when ξ = 2, the power method-like approach can simultaneously update all elements of s in parallel, whereas IA-CPC needs to sequentially update each element. Finally, it is worth pointing out that similar observations of computational times can be made for the discrete phase case.
2) Analysis of Different Doppler Frequencies:
We now consider the exponentially shaped matrices with different sizes. To overcome the influence of initializations, we initialize both IA-CPC and the power method-like approach 15 times. We select the maximum among the 15 objective values as the evaluation criterion. 2 In Fig. 2 , we plot the curves of maximum objective values against ξ for both continuous phase case (Fig. 2(a) ) and discrete phase case (Fig. 2(b) ) with N = 100, ρ = 0.8, v d = 0, 0.2, 0.4, 0.6, 0.8. As ξ increases, the maximum objective values optimized by both the proposed algorithms and the power method-like approaches improve for all considered v d . Furthermore, the proposed techniques outperform the power method-like approach for all considered v d under similarity constraint.
Similarly, Fig. 3 depicts J(s) versus similarity parameter ξ for N = 1000, while the remaining parameters are the same as those for Fig. 2 . Interestingly, these curves again show that IA-CPC and IA-DPC provide an improvement over the power method-like approach under similarity constraint for both the continuous and discrete phase cases.
3) Impact of Dividing Block and M:
We investigate the influence of different modes of block partition and different M for IA-DPC. In particular, we consider three modes of dividing blocks, where we choose Note that the same initializations are considered for different M . Interestingly, we observe that IA-DPC-BM2 and IA-DPC-BM3 outperform IA-DPC-BM1, especially for large similarity parameters since a better locally optimized solutions can be obtained by exploiting parallel search of multiple variables in each block. In particular, with the increase of M , objective values become smoother and larger for some similarity levels (i.e., ξ = 1.4) due to the increased size of the feasible set of the optimization problem. It is of interest to note that in Fig. 4(a) , the objective value is fixed for some intervals ξ (i.e., from ξ = 0.8 to ξ = 1.1) since arg(s 0 (n)) in (6) shares the same β n in (7) for this interval ξ, resulting in the same feasible set. Moreover, note that IA-DPC-BM1, IA-DPC-BM2 and IA-DPC-BM3 outperform FD-PCA-SC and the power method-like approaches in the achieved objective values under the similarity constraint. Table II reports the average computational time of obtaining Fig. 4 for IA-DPC, the power method-like approach and FD-PCA-SA versus the similarity parameter ξ. As expected, IA-DPC-BM1 is faster than IA-DPC-BM2, IA-DPC-BM3 since the computational complexity of IA-DPC-BM1 is O( d N 2 ), whereas IA-DPC-BM2 and IA-DPC-BM3 suffer from exponentially increasing computational complexities at each iteration. We also see that IA-DPC-BM2, IA-DPC-BM3 cost more computationally as M increases for each similarity level. This is a reasonable behavior since more possible combinations need to be checked. Finally, it is worth pointing out that both the IA-DPC-BM1 and power method-like approaches share similar computational times and are much faster than FD-PCA-SC.
Based on Fig. 4 and Table II , we can observe that, indeed, using parallel search of multiple variables at each block for IA-DPC-BM2 and IA-DPC-BM3 can further improve the objective value than IA-DPC-BM1, while inevitably resulting in the exponential increase of computational complexities. As a result, in a practical application, we should consider the trade-off between gain and computational complexity when using these algorithms.
B. Performance Analysis for Randomization Matrix
Since the random matrix is evaluated in [22] the for powermethod like approach, for a fair comparison, in this paper, we also assess the performance of the proposed algorithms on the random matrix. To this end, the randomization matrix R r is defined as
where x l ∈ C N , l = 1, 2, · · · , L, are circularly symmetric complex-valued Gaussion random vectors. Note that R r is a full rank matrix when L = N and a rank-deficient matrix when L < N. We use the Monte Carlo simulations to evaluate the gain of the proposed algorithm as compared to the power method-like approach. Let R i denote the random matrix of ith trial and define the difference J i as
where J In Fig. 5 , we report the percentage of J i ≥ ς, −ς < J i < ς and J i ≤ −ς against different similarity parameters for both the continuous phase case (Fig. 5(a) ) and the discrete phase case (Fig. 5(b) ) for N = 100. We observe that the percentage of J i ≥ ς is higher than both −ς < J i < ς and J i ≤ −ς at ξ = 1.1, 1.4, 1.7 for both cases, which means that given a random matrix R r , it will appear more likely that the proposed algorithm achieves a gain higher than 0.05 dB in comparison with the power method-like approach. However, much higher percentage can be observed at ξ = 0.2, 0.5, 2 for −ς < J i < ς. This behavior shows that both the proposed algorithm and power method-like achieve almost the same objective value with a high probability.
In Table III , we report the results of J (max) and J (min) among 2000 Monte Carlo trails for both the continuous and discrete phase cases, where J (max) and J (min) denote the maximum and minimum J i among the 2000 trials, respectively. These results show that J (max) is higher than the absolute value of J (min) at all similarity parameters except for ξ = 2. The maximum performance gains of about 0.46 dB is achieved at ξ = 1.4 and 0.59 dB at ξ = 1.4 for the continuous and discrete phase cases, respectively. Further, in Table IV , we summarize the average computational time of L M = 2000 randomization matrices versus each similarity parameter for both the continuous and discrete phase cases. The proposed algorithm exhibits much lower computational costs than the power methodlike approach at all similarity parameters for both cases.
In Fig. 6 , we give the percentage of J i ≥ ς, −ς < J i < ς and J i ≤ −ς versus ξ for both the continuous phase case (Fig. 6(a) ) and the discrete phase case (Fig. 6(b) ) for N = 1000. In particular, we see that the percentage of J i ≥ ς is much larger than −ς < J i < ς and J i ≤ −ς at ξ = 0.8, 1.1, 1.4, 1.7. The proposed algorithms attain the same objective value as the power method-like approach for the remaining similarity parameters for both cases. cases. In particular, we can see that the maximum performance gains are 0.42 dB at ξ = 1.4 and 0.52 dB at ξ = 1.7 for both the continuous and discrete phase cases, respectively. Table VI summarizes the average computational times of L M = 2000 random matrices versus the different similarity levels for both continuous and discrete phase cases. Again, we observe that the proposed algorithms require much less computational times than the power method-like approach for all similarity parameters for both cases.
C. Spectrally Compatible Waveform Design
In this section, we extend the devised procedure to spectrally compatible waveform design in radar. We assume that the communications systems and other users occupy over
with f k 1 and f k 2 denote the lower and upper normalized frequencies for the k-th system, respectively. The transmitted waveform energy in the kth band can be expressed as
and the (m, n)th entry of R (k ) is given by
To avoid the radar waveform energy interfering with these bands, we minimize the energy of the radar waveform over these bands under constant modulus and similarity constraints. To this end, the optimization problem for the continuous phase case is formulated as:
while w k denotes the weighting factor for the kth frequency band. To solve (35) using the proposed algorithm and the power method-like approach, we equivalently transform them as,
where λ is the maximal eigenvalue of R. Remark 3: (36) and (37) can be efficiently solved by using the IA-CPC and power method-like approaches, respectively. The proposed algorithm can be directly extended to solve the minimum quadratic problem which relaxes the semi-definite condition of R. However, the power method-like approach requires a large computational burden of O(N 3 ), due to the need to find the maximal eigenvalue of R for diagonal loading. A similar procedure can be developed for the discrete phase case.
Next, we assess the performance of the proposed algorithms and the power method-like approach for the minimum quadratic problems for both the continuous and discrete phase cases. Specifically, we assume that the communications systems occupy over K = 4 frequency bands [26] , which are (0, 0.1), (0.35, 0.4), (0.7, 0.75), (0.9, 1). We use the weighting factors w k = 1, k = 1, · · · , 4. Fig. 7 depicts the minimum objective values for both the continuous (Fig. 7(a) ) and discrete case (Fig. 7(b) ) for N = 100. As expected, the objective values obtained by the proposed algorithms, the power method-like approach and the related SDP technique decrease with the increase of similarity level owing to the larger feasible set. We further observe that the proposed techniques achieve lower minimum objective values compared to those of the power method-like approach and the related SDP technique for both the continuous and discrete phase cases, respectively.
Figs. 8 and 9 provide the corresponding energy spectral densities (ESDs) for both the continuous and discrete phase cases considering ξ = 0.2, 0.8, 1.6, 2, respectively. As expected, the stops of ESD become more and more deeper with increasing ξ for the proposed algorithms, the power method-like approach and the related SDP technique. In particular, both the IA-CPC and power method-like algorithms achieve deeper notches than PCA-SC for the continuous phase case under ξ = 0.2, 0.8, 1.6, 2. For the discrete phase case, IA-DPC can better shape ESDs than the power method-like and FD-PCA-SC for ξ = 0.8, 1.6, 2. These performance behaviors are consistent with those in Fig. 7 .
V. CONCLUSION
In this paper, we have addressed the NP-hard problem of optimizing a quadratic function under both similarity and constant modulus constraints. We have considered both the continuous and discrete phase cases. Summarizing, r We have devised an iterative IA-CPC algorithm which can monotonically increase the objective function and converge to a stationary point for the continuous phase case. The iterative solutions can be given in closed-form with a complexity of O(N 2 ). We have also extended IA-DPC to the discrete phase case. In particular, at each iteration, we sequentially optimize a block while fixing the remaining blocks by utilizing exhaustive search. The computational burden is related to the size of design variables, the number of design variables in each block and the size of the discrete phase alphabet.
r We have evaluated the performance of the proposed algorithms using simulation examples. Our results have shown that the proposed algorithms outperform the SDR related technique in terms of the achieved objective function values and computational times. Additionally, for exponentially shaped matrices, we observed that IA-CPC achieves higher objective values and costs less computationally time than the power method-like approach for the continuous phase case. For the discrete phase scenario, IA-DPC-BM1, IA-DPC-BM2, IA-DPC-BM3 improve with the alphabet size at the cost of increased computational burden. Hence, we should consider the trade-off between performance gain and computational complexity when using the block algorithms in practical applications.
r For randomization matrices, the proposed techniques can be used to achieve a gain exceeding 0.05 dB in comparison with the power method-like approach for certain similarity parameters, while achieving the similar gains for other similarity parameters. Moreover, the proposed techniques are faster than the power method-like approach for both the continuous and discrete phase cases.
r We have extended the proposed algorithms to solve a minimum quadratic optimization problem. The proposed algorithms can attain lower objective values than the power method-like approach for both the continuous and discrete phase cases. Possible future research might consider the extension of the proposed framework to account for the PAR constraints as well as spectral coexistence considerations. 
