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(Представлено членом-кореспондентом НАН України В.В. Скопецьким)
The problem of the root-mean-square inversion of the systems of nonlinear equations, whose left
part is the Cartesian product of the set quantity of linear algebraic transformations, is solved.
The conditions of exactness and unambiguity of the given solution are deﬁned.
Методика псевдоiнверсного обернення систем лiнiйних алгебраїчних рiвнянь, започаткова-
на в [1, 2] та розвинута в [3, 4], була успiшно використана [5] при побудовi та дослiдженнi на
точнiсть i однозначнiсть середньоквадратичних наближень до розв’язкiв систем лiнiйних
iнтегральних та функцiональних рiвнянь. Поєднання отриманих при цьому математичних
результатiв iз запропонованим у [6] пiдходом до моделювання динамiки розподiлених про-
сторово-часових процесiв дозволило розвинути [7, 8] новий пiдхiд до розв’язання задач
динамiки лiнiйних систем iз розподiленими параметрами, дослiджуваних як в прямiй, так
i в оберненiй постановках при неповнотi iнформацiї [9] про початково-крайовий стан. Для
поширення методики [6–8] математичного моделювання розподiлених просторово-часових
процесiв на нелiнiйнi динамiчнi системи розглянемо можливостi використання псевдоiнверс-
них пiдходiв до розв’язання нелiнiйних алгебраїчних систем спецiального вигляду.
1. Розглянемо систему алгебраїчних рiвнянь
Ax⊗Bx = a, (1)
де x ∈ RL — шуканий вектор; A ∈ RM×L, B ∈ RM×L, a ∈ RM — заданi матрицi та вектор,
а символом ⊗ позначена операцiя декартового добутку двох векторiв.
Система (1), як i системи
Ax = a1, (2)
Bx = a2, (3)
де a1 ∈ R
M , a2 ∈ R
M , такi, що
a1 ⊗ a2 = a, (4)
може мати розв’язок (один або множину) або зовсiм його не мати. В останньому випадку
побудуємо
x = arg min
ξ∈RL
‖Aξ ⊗Bξ − a‖2. (5)
Будемо виходити [8] з того, що
x1 = arg min
x∈RL
‖Ax− a1‖
2 ∈ Ω1 = {x1 : x1 = A
TP+1 a1 + v1 −A
TP+1 Av1, ∀v1 ∈ R
L}, (6)
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x2 = arg min
x∈RL
‖Bx− a2‖
2 ∈ Ω2 = {x2 : x2 = B
TP+2 a2 + v2 −B
TP+2 Bv2, ∀v2 ∈ R
L}, (7)
min
x1∈Ω1
‖Ax1 − a1‖
2 = aT1 a1 − a
T
1 P1P
+
1 a1 = ε
2
1, (8)
min
x2∈Ω2
‖Bx2 − a2‖
2 = aT2 a2 − a
T
2 P2P
+
2 a2 = ε
2
2, (9)
A+a1 = arg min
x1∈Ω1
‖x1‖
2, B+a2 = arg min
x2∈Ω2
‖x2‖
2,
де знаком “+” позначена операцiя псевдообернення матрицi, P1 = AA
T , P2 = BB
T , а v1 ≡ 0,
v2 ≡ 0 при detA
TA > 0 i detBTB > 0 вiдповiдно.
При цьому
a1 ⊗BA
+a1 = a, (10)
a2 ⊗AB
+a2 = a. (11)
Розглянемо проблеми розв’язання рiвнянь (10), (11), покладаючи
a = (c1, c2, . . . , cM )
T ,
a1 = (α1, α2, . . . , αM )
T , (12)
a2 = (β1, β2, . . . , βM )
T (13)
та враховуючи, що
M∑
j=1
[BA+]ijαiαj = ci (i = 1,M ), (14)
M∑
j=1
[AB+]ijβiβj = ci (i = 1,M ), (15)
де [·]ij — ij-й елемент вiдповiдної матрицi.
Неважко бачити, що рiвняння (14), (15) можна звести до вигляду
Aα = a (16)
та
Bβ = a (17)
вiдповiдно, де
α = col(((αiαj), j = 1,M ), i = 1,M ), (18)
β = col(((βiβj), j = 1,M ), i = 1,M ), (19)
A = col((0, . . . , 0,︸ ︷︷ ︸
M(i−1)
str([BA+]ij, j = 1,M ), 0, . . . , 0︸ ︷︷ ︸
M2−iM
), i = 1,M ), (20)
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B = col((0, . . . , 0,︸ ︷︷ ︸
M(i−1)
str([AB+]ij , j = 1,M ), 0, . . . , 0︸ ︷︷ ︸
M2−iM
), i = 1,M ). (21)
Звiдси знаходимо
Ωα = {α : ‖Aα− a‖
2 → min
α
} = {α : α = A+a+ vα −A
+Avα,∀vα ∈ R
M2}, (22)
Ωβ = {β : ‖Bβ − a‖
2 → min
β
} = {β : β = B+a+ vβ −B
+Bvβ,∀vβ ∈ R
M2} (23)
такi, що
min
α∈Ωα
‖a1 ⊗BA
+a1 − a‖
2 = min
α∈Ωα
‖Aα− a‖2 = aTa− aTAA+a = δ21 ,
min
β∈Ωβ
‖a2 ⊗AB
+a2 − a‖
2 = min
β∈Ωβ
‖Aβ − a‖2 = aTa− aTBB+β = δ22 .
При detATA > 0 та detBTB > 0 множини Ωα та Ωβ будуть однозначними (vα = vβ ≡
≡ 0), а
A+a = arg min
α∈Ωα
‖α‖2, (24)
B+a = arg min
β∈Ωβ
‖β‖2. (25)
Знайденi згiдно з (22)–(25) псевдорозв’язки рiвнянь (16), (17) iз врахуванням визна-
чення (18), (19) останнiх дозволяють знайти компоненти αi (i = 1,M ) та βi (i = 1,M )
векторiв a1 та a2. При цьому
α2i = q
T
Aia+ [vα](i−1)M+i − q
T
AiAvα, (26)
β2i = q
T
Bia+ [vβ ](i−1)M+i − q
T
BiBvβ, (27)
де qTAi та q
T
Bi — M(i−1)+ i-рядки матриць A
+ та B+ вiдповiдно. Використовуючи формулу
Гревiля [2] обернення прямокутних матриць, розширених рядком, до визначених згiдно
з (20), (21) матриць A та B, отримаємо такi спiввiдношення для знаходження qTAi та q
T
Bi
для i = 1,M :
(Ai
...ai)
+ =
(
QA
qTAi
)
, (Bi
...bi)
+ =
(
QB
qTBi
)
. (28)
Тут QA ∈ R
(M2−1)×M , QB ∈ R
(M2−1)×M , Ai та Bi — матрицi A та B без M(i − 1) + i-х
стовпцiв, ai та bi — цi стовпцi.
Виходячи iз загальностi розв’язкiв (6), (7) та (22), (23) рiвнянь (2), (3) та (16), (17)
з урахуванням точностей ε2i , δ
2
i цих розв’язкiв, розв’язок задачi визначимо спiввiдношення-
ми (6), (12), (26), якщо δ21 + ε
2
1 < δ
2
2 + ε
2
2 або (7), (13), (27), якщо це не так.
2. Узагальнимо отриманi вище результати на задачу середньоквадратичного обернення
системи алгебраїчних рiвнянь вигляду
A1x⊗A2x⊗ · · · ⊗Anx = a, (29)
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де, як i ранiше, ⊗ — операцiя декартового добутку двох векторiв; x ∈ RL — шуканий вектор;
Ai ∈ R
M×L (i = 1, n) та a ∈ RM — заданi матрицi та вектор.
За аналогiєю з (2)–(4) робимо висновок, що знаходження
x = arg min
ξ∈RL
‖A1ξ ⊗A2ξ ⊗ · · · ⊗Anξ − a‖
2 (30)
еквiвалентне середньоквадратичному оберненню рiвняння
a1 ⊗ a2 ⊗ · · · ⊗ an = a, (31)
де
ai = Aix (i = 1, n). (32)
Розв’язок i-го рiвняння системи (32) xi такий, щоб
xi = arg min
x∈RL
‖Aix− ai‖
2,
визначимо спiввiдношенням
xi ∈ Ωi = {xi : xi = P
+
i A
T
i ai + vi − P
+
i Pivi, ∀ vi ∈ R
L},
де плюсом, як i ранiше, позначена операцiя псевдообернення, Pi = A
T
i Ai, vi ≡ 0 при detPi >
> 0, а
min
xi∈Ωi
‖Aixi − ai‖
2 = aTi ai − a
T
i AiP
+
i A
T
i ai = ε
2
i .
Для знаходження векторiв
ai = (a
(i)
1 , a
(i)
2 , . . . , a
(i)
M )
T (i = 1, n)
через компоненти вектора
a = (a
(0)
1 , a
(0)
2 , . . . , a
(0)
M )
T
будемо виходити з того, що рiвняння (31) може мати одне з таких n представлень:
[A1A
+
i ai]j [A2A
+
i ai]j · · · [Ai−1A
+
i ai]ja
(i)
j [Ai+1A
+
i ai]j · · · [AnA
+
i ai]j = a
(0)
j
(j = 1,M, i = 1, n),
або, що еквiвалентне,
Aiαi = a (i = 1, n). (33)
Тут [·]j — j-й елемент вектора [·],
Ai = col

 (0, . . . 0,︸ ︷︷ ︸
Mn−1(j−1)
A
(i)
j , 0, . . . 0︸ ︷︷ ︸
Mn−jMn−1
), j = 1,M

,
A
(i)
j =str((. . .(((. . .([A1A
+
i ]jk1[A2A
+
i ]jk2 . . .[Ai−1A
+
i ]jki−1[Ai+1A
+
i ]jki+1 . . .[AnA
+
i ]jkn ,
kn = 1,M ), . . . ), ki+1 = 1,M ), ki−1 = 1,M ), . . . ), k1 = 1,M ),
αi = col((. . . ((a
(i)
k1
a
(i)
k2
. . . a
(i)
kn
, kn = 1,M ), kn−1 = 1,M ), . . .), k1 = 1,M ).
(34)
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З (33) знаходимо, що
αi = arg min
α∈RMn
‖Aiα− a‖
2 ∈ Ωi = {αi : αi = A
+
i a+ vi −A
+
i Aivi, ∀vi ∈ R
Mn},
де vi ≡ 0 при detA
T
i Ai > 0. Звiдси з урахуванням (34) маємо
(a
(i)
j )
n = qTAija+ [vi]j∗ − q
T
Aij
Aivi (j = 1,M ), (35)
де qTAij — рядок матрицi A
+
i з номером j
∗ = ((j−1)(Mn−1+Mn−2+ · · ·+1)+1). Цей рядок,
за аналогiєю з (28), визначимо спiввiдношенням
(Aij
...aj)
+ =
(
Qij
qTAij
)
,
в якому Aij — матриця Ai без j
∗-го стовпця, а aj — цей стовпець. При цьому
δ2i = arg min
αi∈Ωi
‖Aiαi − a‖
2 = aTa− aTAiP
+
i A
T
i a (i = 1, n),
де
P i = A
T
i Ai.
Розв’язком, або визначеним згiдно з (30) псевдорозв’язком, рiвняння (29) будемо вва-
жати x = xi0 , де i0 = arg min
i∈{1,...,n}
(ε2i + δ
2
i ).
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