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$k+1$ $\pi_{i}$ : $N(\mu_{i}, \sigma)2,$ $i=0,$ $\ldots,$ $k$ . , $\pi_{0}$
control , $\pi_{i},$ $i=1,$ $\ldots,$ $k$ test . ,
, . $\mu=(\mu_{0}, \mu_{1}, \ldots, \mu_{k})$ . $\delta_{1}^{\star}$
$\delta_{2}^{\star}(0<\delta_{1}^{\star}<\delta_{2}^{\star})$ , $\Omega=(\pi_{1}, \ldots, \pi_{k})\# 3;,$ $\Omega=\Omega_{B}\cup\Omega_{I}\cup\Omega_{\overline{G}}$ ,
,
$\Omega_{B}=(\pi_{i} : \mu_{i}\leq\mu_{0+}\delta_{1}^{\star})$ ,
$\Omega_{I}=(\pi_{i} : \mu_{0}+\delta^{\star}1<\mu_{i}<\mu_{0}+\delta_{2}^{\star})$ ,
$\Omega_{G}=(\pi_{i} : \mu_{i}\geq\mu_{0+}\delta_{2}^{\star})$
3 . $\Omega$ , $S_{B}\supset\Omega_{B}$ $S_{G}\supset\Omega_{G}$ 2
$S_{B}\cup s_{c}=\Omega$ .
, Correct Decision $(\mathrm{C}\mathrm{D})$ . , $\pi_{i}\in\Omega_{I}$
. , , $P^{\star}(2^{-k}<P^{\star}<1)$
,





, $\sigma^{2}$ , Sobel and Tong (1971) . $\sigma^{2}$
, Tamhane (1987) , Sobel and Tong (1971)
. $\sigma^{2}$




hyay and Solanky (1999) , , Aoshima
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$\pi_{0}$ $n_{0}$ , $\pi_{i}(i=1, \ldots, k)$ $c^{2}n_{0}(0<c\leq 1)$
, $n=(1+k_{C^{2}})n_{0}$ . , $A=A(c)=(1+$
$kc^{2})^{-1/2}$ $no=A^{2}n$ . $\overline{X}_{0(n)}=\Sigma_{j=}^{A^{2}n}10j/X(A^{2}n),$ $\overline{X}_{i(n)}=$
$\Sigma_{j=}^{C^{2}A^{2}}1Xnij/(cA^{2}2n),$ $i=1,$ $\ldots,$ $k$ , $d(>0)$
$S_{B}=$ $(\pi_{i} : \overline{X}_{i(n})-^{\overline{x}}\mathit{0}(n)<d)$ , $S_{G}=(\pi_{i} : \overline{X}_{i(n})-^{\overline{x}}0(n)\geq d)$ (2.1)
. , $(c, d, n)$ (2.1) (1.1)
. $R(c, d, n)=R(c, d, n|\delta_{1}\star, \delta\star, P\star, k)2$ . ,
, $(c, d)$ $(c_{0}, d_{0})$ $R(c_{0}, d_{0}, n)$ .
$\Omega_{I}=\emptyset$ . $r(0\leq r\leq k)$ , $\mu(r)=\{\mu\in$
$R^{k+1}$ : $\mu_{i}-\mu_{0}=\delta_{1}^{\star}$ for $\pi_{i}\in\Omega_{B},$ $i=1,$ $\ldots,$ $r;\mu_{i}-\mu_{0}=\delta_{2}^{\star}$ for $\pi_{i}\in\Omega_{G},$ $i=$
$r+1,$ $\ldots,$ $k\}$ . , Tamhane (1987) ,
$\inf_{\mu}P(CD|\mu, \sigma^{2})=\min_{0\leq r\leq k}P(cD|\mu(r), \sigma 2)$
. ,
$P(CD|\mu(r), \sigma^{2})$
$=P(\overline{X}i(n)-\overline{x}0(n)<d,$ $i=1,$ $\ldots,$ $r,$ $\overline{X}0(n)-\overline{X}i(n)\leq-d,$ $i=r+1,$ $\ldots,$ $k|\mu(r),$ $\sigma^{2})$
$=P$ ($Y_{i}< \frac{cA(d-\delta_{1}^{\star})\sqrt{n}}{\sqrt{\sigma^{2}(1+c^{2})}},$ $i=1,$ $\ldots$ , $r,$ $Y_{i} \leq\frac{cA(\delta_{2^{-d)}}^{\star}\sqrt{n}}{\sqrt{\sigma^{2}(1+c^{2})}},\dot{\iota}=r+1,$ $\ldots,$ $k$) (2.2)
. , $(Y_{1}, \ldots, Y_{r}, Y_{r+}1, \ldots, Y_{k})$ $N_{k}(0, \Sigma),$ $\Sigma=(\sigma_{ij})$ ;
$\sigma_{ij}=.\{$
1 $(i=j)$ ,
$\rho$ ( $i\neq j;i,$ $j=1,$ $\ldots,$ $r$ or $i,$ $j=r+1,$ $\ldots,$ $k$ ),
$-\rho$ $(i=1, \ldots, r;j=r+1, \ldots, k)$
, $\rho=c^{2}/(1+c^{2})$ . (2.2) , $N(\mathrm{O}, 1)$ $\Phi(\cdot)$ ,
$P(CD|\mu(r), \sigma^{2})$
$= \int_{-\infty}^{\infty}\Phi^{r}(cx+\frac{cA(d-\delta_{1}^{\star})\sqrt{n}}{\sigma}\mathrm{I}\Phi^{k-r}(-cx+\frac{CA(\delta_{2}^{\star}-d)\sqrt{n}}{\sigma}\mathrm{I}d\Phi(x)$ (2.3)
$\equiv\psi(c, d, r|\delta_{1}\star, \delta_{2}^{\star}, \sigma^{2}, k)$
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. , (2.1) ,
$\max\max$ inf $P(CD|\mu, \sigma^{2})\geq P^{\star}$ (2.4)
$c\in(\mathit{0},1]d>0\mu_{\sigma^{2}}$,
$R(c_{0}, d_{0}, n)$ .
i) $k=1(r=0,1)$
(2.2) , $\psi(c, d, r)=\psi(c, d, r|\delta_{1}\star, \delta_{2}^{\star}, \sigma^{2}, k)$ , $A=(1+c^{2})^{-1/2}$
$\max\min_{d>0r=^{0,1}}\psi(C, d, r)$
$= \max \mathrm{m}\mathrm{i}\mathrm{n}d>0\{\Phi(\frac{c(d-\delta_{1}\star)\sqrt{n}}{(1+c^{2})\sigma}),$ $\Phi(\frac{c(\delta_{2}^{\star}-d)\sqrt{n}}{(1+c^{2})\sigma})\}$
$= \Phi(\frac{c(\delta_{2}^{\star}-\delta_{1}^{\star})\sqrt{n}}{2(1+c^{2})\sigma})$ (25)
. , $d$ $d_{0}=(\delta_{1}^{\star}+\delta_{2}^{\star})/2$ . (1.1)
, $\sigma^{2}$ , $\Phi(ca(1+c^{2})^{-1})=P^{\star}$ $a=a(c, k, P\star)$
$n \geq\frac{4a^{2}}{(\delta_{2}^{\star}-\delta_{1}^{\star})^{2}}\sigma^{2}$
. $\sigma^{2}$ , $n$
.
$m(>2)$ , control test ,
$A^{2}m$ $c^{2}A^{2}m$ ,
$S_{m}^{2}= \{_{j=}^{A^{2}m}\sum(x_{0}j-\overline{X}_{0}(m))^{2}+\sum(Xij-1c^{22}j=1Am\overline{x}_{1(})^{2}m)\}/\nu$
. , $\nu=m-2$ .
(2.6)$N= \max\{m,$ $[ \frac{4a_{m}^{2}}{(\delta_{2}^{\star}-\delta_{1}^{\star})^{2}}S_{m}^{2}]+1\}$
. , $a_{m}=a_{m}(c, k, P\star)$ (1.1) . 2
, control test , $A^{2}(N-m)$
$c^{2}A^{2}(N-m)$ . ,
$\overline{X}_{0(N)}$ $\overline{X}_{1(N)}$ . , $n$ $N$
(2.1) .
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. , $F_{\nu}(\cdot)$ $\nu$ $t$ . ,
(2.6) $a_{m}$ , $F_{\nu}(ca_{m}(1+c^{2})^{-1})=P^{\star}$ $a_{m}$ .
, $d$ $d_{0}=(\delta_{1}^{\star}+\delta_{2}^{\star})/2$ $c$ $c_{0}=1$
, (2.6) $R(1, d_{0}, N)$ .
ii) $k$
Tamhane (1987) , $\ell=[k/2]$ , (2.3)
$\max\min_{d>\mathit{0}0\leq r\leq k}\psi(c, d, r)$
$=\psi(c,$ $d_{0},p_{)}$
$= \int_{-\infty}^{\infty}\Phi^{\ell}(cx+\frac{cA(\delta_{2}^{\star}-\delta_{1}\star)\sqrt{n}}{2\sigma}\mathrm{I}\Phi^{l}(-cx+\frac{cA(\delta_{2}^{\star}-\delta_{1}\star)\sqrt{n}}{2\sigma})d\Phi(x)$ (2.7)
. , $d_{0}=(\delta_{1}^{\star}+\delta_{2}^{\star})/2$ . , $\sigma^{2}$ ,
$n \geq\frac{4b^{2}}{(\delta_{2}^{\star}-\delta_{1}^{\star})^{2}}\sigma^{2}$
(1.1) . , $b=b(c, k, P\star)$
$\int_{\infty}^{\infty}\Phi^{\ell}(c(X+Ab))\Phi^{\ell}(C(-x+Ab))d\Phi(X)=P^{\star}$ (2.8)
. $n$ , .
$k=1$ , ,
$S_{m}^{2}= \{_{j=}^{Am}\sum^{2}(X\mathit{0}j-\overline{x}1\mathit{0}(m))2\sum_{=}^{k}+\sum^{A}i1c^{2}j=12m(.Xij-\overline{x}_{i(}))^{2}m\}/l\text{ }$ (2.9)
. , $m>k+1$ $\nu=m-k-1$ .
(2.10)$N= \max\{m,$ $[ \frac{4b_{m}^{2}}{(\delta_{2}^{\star}-\delta_{1}^{\star})^{2}}S_{m}^{2}]+1\}$
. (2.10) , $k=1$ ,
$n$ $N$ (2.1) .
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(2.10) $b_{m}=b_{m}(c, k, P\star)$ . (2.7)





. , $G_{\nu}(\cdot)$ $\sqrt{\chi_{\nu}^{2}/\nu}$ , $\chi_{\nu}^{2}$ $\nu$
. , (2.10) $b_{m}$
$\int_{0}^{\infty}\int_{-\infty}^{\infty}\Phi^{l}(c(X+Ab_{m}y))\Phi\ell(c(-x+Ab_{m}y))d\Phi(\chi)dc_{\nu}(y)=P^{\star}$ (2.11)
, (1.1) .




$c=c_{m}$ . , $\phi(\cdot)$ $N(\mathrm{O}, 1)$
. , $k$ , $d_{0}=(\delta_{1}^{\star}+\delta_{2}^{\star})/2$ $(2.11)^{-}(2.12)$ $(b_{m}, c_{m})$
, (2.10) $R$ ( $c_{m},$ do, $N$) .
iii) $k$ 3
Tamhane (1987) , $\ell=[k/2]$ $d_{\ell}<d_{0}(=(\delta_{1}^{\star}+\delta^{\star})2/2)<d_{\ell+1}$ ,
(2.3)
$\max\min_{d>\mathit{0}0\leq r\leq k}\psi(C, d, r)=\psi(c, d_{l}, p)=\psi(c, d_{\ell+}1, \ell+1)$ (2.13)
. $d=d_{\ell}$ , $b_{1}=(d-\delta^{\star})1\sqrt{n}/\sigma,$ $b_{2}=(\delta_{2}^{\star}-d)\sqrt{n}/\sigma$
$p \int_{-\infty}^{\infty}\Phi^{\ell-1}(c(x+Ab_{1})\mathrm{I}^{\Phi^{k-}}\ell(C(-x+Ab_{2})\mathrm{I}\phi(C(X+Ab_{1}))d\Phi(x)$
$=(k- \ell)\int_{-\infty}^{\infty}\Phi\ell(c(X+Ab_{1}))\Phi k-\ell_{-}1(c(-x+Ab_{2}))\phi(c(-x+Ab_{2}))d\Phi(x)(2.14)$
. , $\sigma^{2}$ ,
$n \geq\frac{4b^{2}}{(\delta_{2}^{\star}-\delta_{1}^{\star})^{2}}\sigma^{2}$
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(1.1) . , $b=(b_{1}+b_{2})/2$ , $b_{i}=b_{i}(C, k, P\star),$ $i=1,2$
$\int_{-\infty}^{\infty}\Phi^{\ell}(c(x+Ab_{1}))\Phi^{k-\ell}(c(-x+Ab_{2}))d\Phi(x)=P^{\star}$ (2.15)
(2.14) . $(b_{1}, b_{2})$ , $d=d_{0}+(\delta_{2}^{\star}-$
$\delta_{1}^{\star})(b_{1}-b_{2})\{2(b_{1}+b_{2})\}^{-1}$ .
, (2.9) $S_{m}^{2}$
$N= \max\{m,$ $[ \frac{4b_{m}^{2}}{(\delta_{2}^{\star}-\delta_{1}^{\star})^{2}}S_{m}^{2}]+1\}$ (2.16)
. , $b_{m}=(b_{1m}+b_{2m})/2$ . (2.16)
, $k=1$ $n$ $N$ , $d=d_{0}+(\delta_{2}^{\star}-\delta_{1}^{\star})(b_{1m}-$
$b_{2m})\{2(b_{1m}+b_{2m})\}^{-1}(\equiv d_{m})$ (2.1) .
(2.13)














, (1.1) . , $d_{m}$ ,
$\frac{d_{m}}{\delta_{2}^{\star}-\delta_{1}^{\star}}=d_{m0}+\frac{2-\gamma}{\gamma-1}$ (2.19)
$\delta_{1}^{\star}$ $\delta_{2}^{\star}(0<\delta_{1}^{\star}<\delta_{2}^{\star})$ . , $\gamma=\delta_{2}^{\star}/\delta_{1}^{\star}$ ,
$d_{m0}=1.5+(b_{1m}-b_{2}m)\{2(b_{1m}+b_{2m})\}^{-1}$ .






$c=c_{m}$ . , $k$ 3 ,
$(2.17)-(2.18),$ $(2.20)$ $(b_{1m}, b_{2}m’ c_{m})$ (2.19) $d_{m}$ , $\cdot$
(2.16) $R(c_{m}, dN)m’$ .
3.
Control test
$R_{n}=\{\mu\in R^{k+1} : \mu_{i}-\mu_{0}\in(\overline{x}_{i(n)}-\overline{x}0(n))\pm d, i=1, \ldots, k\}$ (3.1)
, $d(>0)$ $\alpha(0<\alpha<1)$ ,
$P(\mu\in R_{n})\geq 1-\alpha$ (3.2)
(3.3)
$R_{n}$ .
Aoshima and Takada (1999) ,
$R_{n}$ .
$N= \max\{m,$ $[ \frac{t_{m}^{2}S_{m}^{2}}{d^{2}}]+1\}$
. , $S_{m}^{2}$ (2.9) – . ,
(3.1) $n$ $N$ $R_{N}$ , (3.2)




(3.4) $c\in(0,1]$ , $R_{N}$
. , $c$ ,
$\int_{0}^{\infty}\int_{-\infty}^{\infty}\{\Phi(X)-\Phi(_{X}-2tm^{C}Ay)\}^{k1}-$
$(x-t_{m}kC^{3}A^{3}y)\phi(x/c-t_{m}Ay)d\Phi(x)dG\nu(y)=0$ (3.5)
$c=c_{m}$ . , $(3.4)-(3.5)$ $(t_{m}, c_{m})$
, (3.3) $R_{N}$ . , $d(>0)$
$c^{2}>k^{-1/2}$ , $m=m(d)$ : $m(d)arrow\infty$ as $darrow \mathrm{O}$ $c^{2}arrow k^{-1/2}$
.
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