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V1. 
R E S U M O 
' Este trabalho propõe a solução de estimadores de 
estado desacoplados rápidos usandoese o método ortogonal seqüen 
cial de Givens. 
_ 
O objetivo é se obter um algoritmo para a estima 
çao de estado em sistemas de potência que possua a robustez nu 
mérica peculiar aos métodos ortogonais e a rápidez de cálculo 
dos estimadores de estado desacoplados rápidos. 
Além disso, as características que o método de 
Givens_apresenta, relacionadas com a detecção e identificação 
de erros grosseiros, sao plenamente utilizadas pelo algoritmo 
proposto. ' 
O desempenho do estimador de estado desacoplado 
rápido pelo método de Givens é testado usando-se três sistemas 
de potência, sendo dois deles sistemas reais de concessionárias 
brasileiras. l
'vii 
A B S T R A C T 
This work proposes the use of the orthogonal ' 
row-processing algorithm based on Givens rotations to obtain 
the solution for the fast decoupled state estimator. 
y 
› The objective is to obtain an algorithm for 
power system state estimation which simultaneously exhibts the 
numerical robustness which characterizes the orthogonal methods 
and the fast execution of the fast decoupled state estimator. 
_ 
_ _ 
_ _ 
Moreover, the characteristics related to bad 
data detection and identification presented by Givens method 
are fully exploited in the proposed algorithm. 
- Three power networks are used to assess the 
performance of the fast decoupled state estimator by Givens 
method. Two of these networks are realistic systems of Brazilian 
uti1ities.' . ' ' -
u
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i. 
.c A P Í TVU L o I 
INTRoDUçÃo 
l.l - ë Importância da Estimação de Estado na Operação em Tempo 
~ E Real dos Sistemas de Potência 
'
° 
Um sistema de energia elétrica pode ser considerado 
como um fiprocesso complexo onde a energia elétrica tem que ser ge 
rada a partir de fontes primárias, transmitida e distribuída de
» 
forma útil aos consumidores. Este ciclo básico tem permanecido i 
nalterado desde o início do século [l0l. Entretanto, o uso da ele 
tricidade tem crescido na nossa sociedade, fazendo com que a depen 
dência da energia elétrica se torne cada vez maior e exigindo» que 
o suprimento seja feito de maneira econômica e confiável. Como con 
seqüência, os sistemas de energia elétrica se expandiram em ta 
~ ~ f ~ jmanho,~concentraçao de geraçao e numero de interconexoes com siste 
mas vizinhos, fatores que contribuem para o aumento de complexi 
dade de sua operação. 4 
Diante de um sistema maior e mais complexo, tornou- 
se difÍcil_para o operador analisar_a grande quantidade de' dados 
que lhe eram fornecidos e tomar as decisões corretas para a opera 
› . 
çao. As funçoes existentes no centro de controle tradicional tor 
naram-se insuficientes diante dos novos problemas surgidos. O cen 
tro de controle tradicional necessitava de novas_funçoes que des
~ 
sem ênfase ã confiabilidade e segurança da operaçao dos 'sistemas 
Ã 
V 
_ _
x
\
\
.f
de ,potência modernos. Com este objetivo, o controle de segurança 
foi incorporado ao centro de operação tradicional, cujas' funções 
se limitavam ao controle de geração e ã supervisão. A incorpora 
~ ~ ` çao das funçoes relacionadas com a segurança ë_o que caracteriza 
o centro de controle moderno [lI]. Este fato causou mudanças radi 
cais no tipo e quantidade dos dados necessários em tempo real, na 
sofisticação do processamento de informações, na configuração de 
computadores e na interface homem-máquina. , _ 
_ 
A implementaçao do controle de segurança nos moder 
nos centros de operaçao de sistema faz-se através de duasv novas 
funções: a monitoração de segurança e a análise de segurança. 
e
A 
l 
~ ` ` ~ 4 ~ monitoraçao de segurança, cuja funçao e a identificação e exposi 
ção em tempo real das condições de operação do sistema de.'.potên 
cia, necessita de uma grande quantidade de dados sobre o sistema 
em tempo real. No centro de controle moderno a Estimação Estática 
\
. 
de Estado em sistemas de Potência (EESP) ê que fornece essa base 
de dados em tempo real. 
\ 
ç 
_ 
A EESP pode ser definida como um procedimento mate 
mático para calcular a melhor estimativa das variáveis de estado
~ (mõdulo e ângulo da tensao em todas as barras) a partir de teleme 
dições (geralmente mõdulo da tensão, injeções de potência» ativa 
e reativa nas barras, fluxos ativos e reativos nas linhas) redun 
dantes e sujeitas a ruídos aleatórios. A EESP fornece meios de se 
detectar e identificar medidas grosseiras e ainda calcular os va 
` ~ lores de variáveis e quantidades nao diretamente monitoradas;
` 
. O resultado da EESP ê utilizado pela monitoração 
de.segurança, que determina se o sistemaiestá.em estado normalide 
emergência ou restaurativo Ellj. Na análise de segurança, que 'dg
3 
termina as ossiveis conti ências sobre o sistema üando da erda 
V 
. _ 
q P 
de geradores e linhas de transmissão, a EESP fornece o vetor de
~ injeçoes de potência nas barras utilizado pelo fluxo de potência 
em tempo real. A EESP também fornece dados para a previsão de car 
ga nas barras ("bus load forecastingf). '_ 
p 
_ n monitoraçao do sistema de potência tem se consti 
tuído numa função básica para.garantir a segurança do sistema. Mé 
todos anteriores ã EESP haviam sido propostos para executar a mo 
nitoraçãg do sistema de potência em tempo real [l2].
i 
Um dos métodos consistia em se medir apenas as 
quantidades que permitiam a monitoração das partes importantesdo 
sistema de potência. Isto naturalmente fornece uma monitoração 
incompleta do sistema. 
i Outro método proposto consiste em executar um 
fhn¢›de¡xtêmfia.em tempo real que permita ao operador ter acesso 
às quantidades medidas, bem como às quantidades obtidas dos câl 
culos. Entretanto, este método possui várias limitações para a 
operaçao em tempo real: ' 
a) No fluxo de potência em tempo real as variáveis de entrada 
~ ~ sao restritas a injeçoes de potênciarnas barras“PQ, e ““potên4"
~ 
. cia ativa e tensao nas barras PV. Na EESP, medidas convenien 
. tes e disponíveis de outras variáveis podem ser usadas; 
b) A formulação do fluxo de carga consiste de um conjunto de Ê 
quações independentes. Se uma das variáveis de entrada ë per 
. dida, uma solução não pode ser obtida* Se existirem dados. de 
entrada incorretos, o fluxo de potência fornecerá um resulta'
4 
` 
_do também incorreto. A EESP-ë formulada em termos_de equações 
~redundantes, e mesmo quando dados de entrada são perdidos' ou 
^na presença de erros grosseiros, ainda ë possivel obter uma so
~ luçao com boas estimativas; » 
c) No fluxo de potência em tempo real não ë possível avaliar o ní 
_vel de confiança dos resultados finais. Este fato dificulta a 
tarefa de tomada de decisões por parte do operador.
Q 
‹ O uso da EESP se justifica baseado no fato de que 
um certo erro ë inerente a qualquer sistema de medição, e que ca 
da medida pode se tornar incorreta ou ser perdida E121. A EESP 
possui a capacidade de lidar com erros de medição,detectar e iden 
tificar dados incorretos ou perdidos e garantir a validade das in 
formaçoes apresentadas ao operador, incluindo quantidades cujas 
medições foram perdidas ou identificadas como incorretas. 
l.2 - Métodos Ortoqonais Associados a Estimadores de Estado Desa 
coplados 
u
~
\ 
» A função da EESP ë de grande importância para ›Va 
operação do sistema de potência, pois fornece o banco de ldados 
que ê utilizado pelas funções de avaliação de segurança do_ siste 
ma. Portanto, o estimador de estado deve ser o mais confiável pos 
sível, devendo fornecer as estimativas sob todas as condições de 
operação do sistema. O algoritmo normalmente usado na EESP ë o 
dos mínimos quadrados ponderados, cuja solução ê obtida resolven 
do-se a equação normal de Gauss [¶]. Sabe-se da análise numêrica~
que a solução dos mínimos quadrados pela equação normal de Gauss 
usada na EESP está propensa a problemas de estabilidade numérica, 
o que ocasionalmente pode conduzir a resultados errõneos [lÍ]. 
Para superar este problema, foi proposto um método mais robusto
~ para a soluçao dos mínimos quadrados ponderados na EESP [lÊ]. ,O 
método proposto utiliza transformações ortogonais e é mais robus 
to numéricamente que o método convencional, além den' apresentar 
certas características que podem ser usadas para o processamento 
de erros grosseiros [l§],[lQ],[lQ]. Dentre os métodos ortogonais,
~ a versao rápida do algoritmo seqüencial de Givens é a que tem a 
presentado melhor desempenho, tanto em termos computacionais quan 
to no que diz respeito às características de detecçao identifica I __.. 
ow øø `
I 
çao e remoçao de erros grosseiros [l¶]. '_ 
- 
' A EESP, por ser uma função ligada ao conceito de 
controle de segurança, deve ser executada em tempo real.Portanto, 
uma característica desejada do estimador é que ele forneça as _es 
timativas com o menor tempo de cálculo possível. Esta exigência 
de rápida execuçao de tempo conduziu ao estudo dos estimadores de 
estado desacoplados rápidos [lÍ1,[lÍ],f2Â]. O desacoplamento ati 
vo/reativo proporciona aos estimadores de estado baseados no méto 
do dos mínimos quadrados as mesmas vantagens computacionais ~~que~ 
o fluxo de potência desacoplado rápido apresenta com respeito ao 
fluxo de potência convencional. O desacoplamento reduz o tempo de
. computaçao e a quantidade de memória utilizada, e o uso~ adequado
~ de aproximaçoes na matriz ganho.garante uma convergência rápida 
e confiável [lÍ]. O desacoplamento pode ser aplicado não somente 
na matriz ganho (desacoplamento no algoritmo) como também na ma 
triz Jacobiana (desacoplamento no modelo). 
V
é '
matriz Jacobiana [l6]. 
i
' 
.6 ' 
r _ O objetivo deste trabalho é aliar a confiabilidade 
dos métodos ortogonais ã rapidez de cálculo dos estimadores.desaco 
plados, Mais especificamente, propõe-se um método que associe a 
versao rápida do algoritmo sequencial de Givens a estimadores de 
estado desacoplados, resultando em um estimador com maior estabili 
dade numérica ue conserve as características de menor tem o de can 
. 
"' ' p -_ 
putaçao e memõria utilizada. Além disso, pode-se fazer uso das ca 
racterísticas que o método de Givens apresenta relacionadas a de 
tecção, identificação e remoção de erros grosseiros. O estimador 
desacoplado mais conveniente para ser usado em conexão com o méto 
do ortogonal de Givens é a versão desacoplada no modelo [l3], uma 
vez que este método ortogonal processa sequencialmente as linhasda 
1.3 ~ Revisão Biblioqrãficai ' 
__ A formulação do problema da estimação de estado em 
um sistema de potência foi inicialmente apresentado e desenvolvido 
por Schweppe e outros [l],[2],[3]. Em [1] e [2] foram desenvolvidos 
algoritmos de estimadores estáticos de estado para sistemas de po 
az tencia relativamente pequenos, enquanto que as dificuldades compui 
tacionais encontradas nas suas implementações são apresentadas em 
[}]. Um estudo amplo do problema da estimação de estado em sistemas 
de potência, incluindo a descrição de vários algoritmos de' estima 
ção, é apresentado nas referências [7] e [P].
4 
O processamento sequencial de medidas para se obter 
as estimativas de estado em sistemas de potência foi primeiro pro 
posto por Larson, Tinney e outros [4],[§], para tentar se evitar os
.7ç 
problemas numéricos encontrados quando técnicas de processamneto'si 
multâneo de medidas são utilizadas. A implementação prática do algo 
ritmo proposto, entretanto, exige algumas aproximaçoes para a natriz 
de covariância dos erros o que prejudica o desempenho do estimador 
[õ]. i 1 p z 
' " ."Os algoritmos que utilizam transformações ortogonais 
[l4],[l5],[lQ] foram inicialmente propostos na literatura para a eo 
timação de estado em sistemas de potência devido ã sua robustez no 
mérica superior ao do método convencional que está propenso a pro I í 
blemas de estabilidade numérica [4]. O primeiro algoritmo proposto 
[l4],[l5], é baseado no método de Golub que processa o vetor de mo 
didas como um todo. A matriz Jacobiana é conseqüentemente proceo 
sada por colunas, através de aplicações sucessivas das transforma 
çoes ortogonais de Househoulder. 
A 
Nas.referéncias [14] e flõl é apresentado o akfimitmo 
para estimadores de estado seqüenciais ortogonais. O algoritmo pro 
posto utiliza a técnica de raiz quadrada da matriz de informaçao, e 
a re-triangularização da matriz Jacobiana é obtida através das rota 
çoes de Givens. O método de Givens processa as linhas da matriz Ja 
cobiana seqüencialmente, o que resulta em diversas vantagens compo 
tacionais. . 
O processamento de erros grosseiros para os estimado 
res ortogonais pelo método de Golub é apresentado com detalhes nas 
referências [l4] e [l8]. A técnica de processamento de erros groã 
seiros usada em conexao com os estimadores de estado ortogonais se 
qüenciais pelo método de Givens é apresentada em Ll4],[l8],[l9] e 
[20]. A principal característica do algoritmo de Givens é_a disponi 
bilidade da soma ponderada do quadrado dos resíduos apõs o proceo 
samento seqüencial de cada medida, o que é de grande valia nas eta 
i ,. .. ¬, ,W .. W ,-,........‹.¬-.V_,., .--zzzvw-‹~,...~ _¬., ,,..,.,¬..,...... .-.... . wz.-qm
8 
~ ~ pas de detecçao e identificaçao de erros grosseiros. Além disso, o 
caráter seqüencial do algoritmo de Givens permite a fácil implemen 
tação de procedimentos de remoção e a posterior recuperação das me 
didas identificadas como erros grosseiros [20]. 
_ 
' A referência [lí] utiliza o princípio do _ desacopla
~ mento ativo/reativo para a estimaçao de estado em sistemas de potên 
cia para se obter algoritmos rápidos, com redução no tempo de compu 
tação e da memõria utilizada. Os resultados dos testes de 'estima 
~ ~ ~ çao, detecçao e identificaçao usando-se estimadores de estado desa 
coplados rápidos são apresentados, bem como os resultados obtidos 
, - N com a tecnica de recuperaçao das medidas com erro grosseiro. 
A referência [17] apresenta um estudo comparativo en 
tre vários algoritmos de estimação de estado, baseado em resultados 
numéricos sobre estimação, detecção e identificação de medidas com 
erros grosseiros. A partir dos testes realizados, os autores conclu 
em que o algoritmo do estimador de estado desacoplado rápido, é .o 
método que melhor atende ãs exigências para uso em tempo real. 
1.4 - organização do Trabalho 
_ 
fNo capítulo 2 apresentam-se o modelo de medição para 
~ ~ ~ um sistema de potência, a formulaçao do problema de estimaçao de es 
tado pelo método dos mínimos quadrados ponderados, o processamento 
de medidas com erros grosseiros e-finalmentelum estudo sobre os es 
timadores de estado desacoplados rápidos. 
A técnica seqüencial baseada nas rotações de Givens 
é apresentada no capítulo 3, rotações estas escolhidas como o méto 
do ortogonal.usado na implementação do algoritmo de raiz quadrada
~
r
z
9 
da matriz de informação. Apresentam-se ainda neste capítulo a imple
_ 
mentaçao do estimador seqüencial de Givens para EESP e o proces 
samento de medidas com erros grosseiros pelo método de Givens. 
_ 
No capítulo 4 apresenta-se as aproximações envolvi 
das no desacoplamento ativo/reativo para os estimadores de estado 
desacoplados rápidos e uma descrição qualitativa para o algoritmo 
do estimador de estado desacoplado rápido pelo método de Givens. 
Os resultados numéricos dos testes realizados em três 
sistemas de potência, usando-se o algoritmo proposto do estimador 
de estado desacoplado rápido pelo método de Givens, são apresenta 
dos no capítulo 5. ' V
' 
Finalmente no capítulo 6 apresentam-se as conclusões
. 
e sugestoes para futuros trabalhos.
4
1
z
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c A P Í T U L o II 
Q 'FORMULAÇÃO Do PROBLEMA DE ESTIMAÇÃO DE ESTADO 
2.1 - Introdução ' 
* A função do estimador de estado em sistemas de po 
tência ë fornecer o vetor das variáveis de estado do sistema ã par 
tir de um conjunto de mediçoes feitas no sistema, que sao em 
geral redundantes e portadoras de erros de medição e/ou .. eteleme 
tria) A redundância ë necessária de modo a permitir a detecção, Vi 
dentificação, eliminação e possivelmente a recuperação daquelas 
medidas cujos erros de mediçao sao inaceitáveis (medidas portado 
ras de erros grosseiros).Isünfazcnmrmw os valores calculados apar 
tir do estimador de estado sejam mais confiáveis que os próprios 
valores medidos. ' . '
A -` Devido ãs características e importancia do controle 
em tempo real, o estimador de estado deve ser rápido na execução 
e fornecer resultados confiáveis. Os estimadores de estado desaco 
plados rápidos, além de atenderem âs exigências de operação do 
sistema em tempo real, reduzem consideravelmente a exigência de 
memória do computador. - 
2.2 - modelo de Medição 
› Seja um sistema de potência com N barras para »o
~ qual se faça m mediçoes. Suponha que a estrutura do circuito elë 
._ ..s. ,. -. ¬.,1».,...›..-,..,,_,.......,,..,,... W ¬~‹._.¬.z-zz.-,‹,¬»,,»,.,_..¬..«›, «Ma Y ... ‹\ ...._..z.¬..__.,,._.., ... ._ .... ,,, .....,,_..¬.,¿,,.,,:¿_:,,__É:,,¿.,$,,¿.Mç _,_,__›,‹___,_V`,__,,ü‹,¬
ll. 
trico efos parâmetros da rede sejam conhecidos. 
_ 
Para um dado sistema, as variáveis de estado _ são 
definidas como um conjunto de variáveis não redundantes que carac 
terizam completamente a operação do sistema [2Í]. Em sistemas V de 
potência o vetor de estado š ê um vetor formado por N-l ângulos de
~ tensao (o ângulo da barra de referënciauë conhecido)reiN módulos de 
tensão de barra. ~ V ' ' 
V 
As quantidades que podem ser medidas sao funçoes das 
variáveis de estado. O vetor de medidas z ê um vetor formado por 
~ ~ A medidas de módulos das tensoes e injeçoes de potencia ativa e rea 
tiva nas barras e fluxos de potência ativa e reativa nas linhas. Ca 
da uma das quantidades medidas possui um erro de medição inerente 
ao prõprio sistema de medição. O conjunto dos erros de medição ë 
representado pelo vetor 1. 
_ 
“ A 
` O conjunto de medidas, as variáveis de estado e os 
erros de medição estão relacionados através de uma expressão nãoe 
linear do tipo [1] , [2] , [6] , [2`2_`] z 
~ §=£<>¿> +1 (2-1) 
onde . . 
N : número de barras do sistema; '¬ 
m : número de medidas; 
n V : número de variáveis de estado (n.= 2N-1); 
E : vetor de medidas (m x l); ' _ 
§(.) : Vetor das funções não-lineares que relaciona as quantida 
des medidas e as variáveis de estado (m x l);' _ É 
š : vetor das variáveis de estado (n x 1);
.‹
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V n : vetor dos erros relacionados com as medidas (m x l). 
- 
V 
-O vetor de medidas z ê formado pelas quantidades 
medidas obtidas através do sistema de medição e teletransmissão nas 
barras e linhas do sistema de potência. As medidas, entretanto, não
~ sao realizadas em todas as barras e linhas do sistema e-o vetor de 
medidas E pode não conter toda a informação necessária sobre o sis 
tema de potência. Outros tipos de informação sobre o sistema podem 
ser obtidas onde as quantidades medidas não estão disponíveis.Estas 
informações adicionais são conhecidas como pseudomedidas. Uma lis 
ta de possiveis pseudomedidas e suas utilizações são apresentadas 
com maiores detalhes em [l],f4],[5]. O vetor de medidas z,portanto, 
refere~se tanto às quantidades medidas quanto âs pseudomedidas. 
“ O número de medidas realizadas no sistema de potên 
cia deve apresentar um certo grau de redundância. A redundância ê 
necessária para o processamento de erros grosseiros e para se obter 
estimativas confiáveis [4],[l4]. Na prática, portanto, o número de 
medidas que são obtidas pelo sistema.de telemedição e pela inclusão 
de pseudomedidas ë maior que o número de variáveis de estado. A 
hedundãncia gfiobai do sistema ê definida pela relação entre o nüme 
ro de medidas m e o número de variáveis de estado n, ou seja: ` 
Q = 2. ,‹z.z› 
O vetor das funções não-lineares f(§) da equação 
(2.l) representa as relações baseadas nas leis de Kirchhoff e nas 
leis de Ohm, relacionando as variáveis de estado e as quantidades 
medidas. Supõe-se que a topologia do circuito e os.parâmetros da
13 
rede são conhecidos. As e ua ões básicas e as ossíveis xrela õesP 
entre as variáveis de estado e as quantidades medidas são apresen 
tadas em [Â],[7]. ` 
_ 
_ 
No modelo de medição apresentado, cada. *componente 
do vetor de medidas z está contaminado por erros. Os erros são cau 
sados por: imprecisão dos medidores, falhas do sistema de comunica 
ção, conversão analógica/digital, erros no modelo matemãtico,incer 
teza nos valores dos parâmetros do circuito, etc [l],[4],[7],[9]. 
O conjunto_dos erros de medição ë representado pelo vetor ã aleatõ 
rio de média zero, 1. A dispersão do erro de medição em torno de 
seu valor mëdio também ê suposta conhecida. Assim: 
E{1} = Q i(2.3) 
E{n.nt} = R (2.4) 
onde 
` 
E{.} : operador valor esperado; 
R : matriz de covariãncia dos erros de medição (m x m). 
V NOS erros de medição usualmente são considerados in 
dependentes e a matriz de covariância dos erros de medição R ë em 
conseqüência diagonal. Os elementos diagonais da matriz R são as 
_ A ~ variancias dos erros de mediçao e podem ser calculados como fun 
ções da precisão dos medidores e do sistema de transmissão de da 
dos [4],[5]. As pseudomedidas, se utilizadas no vetor de medidas 
z, possuem a mesma modelagem que as quantidades telemedidas. Entre 
tanto, os valores de Variâncias associadas às pseudomedidas devem
" 14 
ser maiores que as variâncias das telemedidas para traduzir o seu 
maior grau de incerteza EQ. V
'
~ 
~ 4 2.3 - Formulaçao pelo Metodo dos Mínimos Quadrados Ponderados 
- Dado o modelo de medição pelas equações (2.2)-(2.4L 
o método dos mínimos quadrados ponderados consiste em minimizar 
uma função das variáveis de estado. Seja r o vetor dos resíduos,da 
do pela diferença entre as quantidades medidas e calculadas: _ 
g = [5 -i_f_‹§<_›] 
” ‹z.5› 
A estimativa Ê ê definida como o valor de x que mi 
nimiza a soma dos quadrados dos resíduos de estimação. A 
' técnica 
dos mínimos quadrados ponderados, portanto, ë baseada na minimiza 
çao da funçao custo: ' 
J‹â› = 5°-R*-â = íâ - _›â<ê›1t-R'l.fâ -â‹â›1~ ‹z.õ› 
A inversa da matriz de covariãncia dos erros de me 
dição na equação (2.6) funciona como uma matriz de ponderação, -ma-.. 
tribuindo peso ãs medidas na proporção inversa das suas variãncias. 
2.4 - Processamento de Medidas com Erros Grosseiros [14] 
2.4.1 - Detecção de Medidas com Erros Grosseiros . 
, Os erros inerentes ao sistema de medição, modelados
2
É
l5 
pelo vetor 1, são causados pelas diversas fontes de erros citadas 
na seção 2.2. Supondo-se que os erros de medição apresentam dis 
,
. 
tribuiçao Gaussiana, os valores das componentes do vetor dos er 
~ ~ ros de mediçao 1 estarao dentro de uma faixa de :3 desvios pa 
drões o [l2]L Erros de medição nesta faixa normalmente são filtra 
dos pelo estimador de estado, devido â redundância das” -medidas 
[41 '[22] ~ 
ç 
,V 
- 
H
' 
“ 
V 
. Os erros grosseiros são definidos como medidas mui 
to mais imprecisas do que ê suposto quando se estabelece o modelo 
de medição. Os erros grosseiros com valores acima de :30V desvios 
padroes usualmente sao eliminados por algoritmos de prë-filtragem 
[l§],[22], o que alivia consideravelmente a etapa de processamen 
to de erros grosseiros pelo estimador de estado. Entretanto, os 
erros grosseiros que se situam na faixa de :3 a i3O desvios pa 
droes podem invalidar o resultado da estimaçao e portanto devem 
ser eliminados pelo próprio estimador.` ` 
O método de detecção de medidas com erros grossei 
ros ê baseado em um teste de hipóteses utilizando o índice J(Ê) 
calculado no ponto de solução É (ver Apêndice A), dado por; 
Mg) = [Ag - Ngk) .A§<jt.R`l. [A5 - Ngk) .A§<_] ' i‹.2.'7) 
onde 
A5 : vetor de incremento das medidas (m x l); 
Êk : vetor atual das variáveis de estado (n x l); 
F(.) : matriz Jacobiana (m x n); `(
_ 
'A2 . z vetor de correções para o vetor atual de estado gk 
A (n x l). `
ã
s ló 
. J(Ê) ë simplesmente a soma ponderada dos _quadrados 
dos resíduos para o modelo linearizado, Para ser usado no teste de 
hipõteses, o índice J(Ê)'Um1que ser caracterizado estatisticamente. 
Para este fim, supõe-se que: .
~ 
i) O vetor dos erros de mediçao E ë normalmente distribuído com 
média zero e covariância R; Z a ' ~
› 
^ ~ ~ ii) A estrutura e os paramentros do modelo de mediçao sao precisa 
mente conhecidos; 
iii) O modelo linearizado de medição (Ver Apêndice A) ë obtido pe 
la linearizaçao em relaçao a um ponto suficientemente prõximo 
da soluçao; 
. A "Nestas condiçoes, o índice J(Ê) tem uma distribui 
ção do qui-quadrado com m-n.graus de liberdade [l4],fl8]. A formu 
lação do teste de hipõteses ê [l4],[l8]: ~ 
HO : J(Ê) tem a distribuição do qui-quadrado; 
Hl : HO ë falso.V 
" j'O teste de hipõteses ë realizado comparando o índi 
ce J(â) com uma constante K, calculada com base na distribuição do 
qui-quadrado com m-n graus de liberdade e em uma probabilidade de 
falso alarme ao prë-fixada, como [18] . .
' 
- 2 
K = ×‹_m-n); ao ‹2.s›
l7 
onde 
X(m-n); ao : percentil (l-ao) da distribuição do qui-quadrado 
z com m-n graus de liberdade. " 
Se J(g) < K conclui-se que não existem erros gros 
seiros dentro do nível de confiança estabelecido por ao. No caso 
de J(i) > K, existe pelo menos um erro grosseiro, o qual deve ser 
identificado e seus efeitos eliminados para que o processo de esti 
mação seja realizado na ausência de medidas com erros grosseiros. 
2i4,2 ~ Identificação de Medidas com Erros_Grosseirosr _ 
, A identificação de medidas com erros grosseiros ê 
baseada nos resíduos de estimaçao normalizados. Considere o modelo 
linear de medição (Ver Apêndice A): ' 
' A5 = F(§k).A§ + 1 (2.9) 
O vetor dos resíduos de estimaçao ë definido por: 
5 Ê A5 - Az = A5 - F(§k).¿\g (2.10) 
onde ' 
- A .. A V ._. A5 - F(§k).A§ (2.ll)
1 
A normalização ê realizada dividindo-se cada resí 
duo de estimação ri por seu desvio padrão, que ë dado pela _ raiz 
. 
- 
. a 
quadrada do elemento diagonal C da matriz de covariância dos rer 
. 
- ii - ' 
síduos. Seja o vetor erro de_estimaçao dado por § - Ê, onde x ë o
18 
veux'de estado real evš ê‹3VeUm: de estado estimado. A matriz, de 
covariãncia dos erros de estimação ê dada por E181: 
'CX = [Ft(gk).R`l.F(§¿k)]`l (2.12) 
e a matriz de covariância dos resíduos ode ser escrita em termos p
. 
de R, F(Êk) e CX como [l8]§ 
cr = R - F<§<_k›.cX. 1‹¬t‹gk› ‹2.13› 
Uma vez calculados os elementos diagonais de Cr, os 
resíduos normalizados são obtidos dividindo cada resíduo pelo seu 
desvio padrao correspondente, ou seja: ' 
ri - 
r = -_-~ i=1,...,m (2 14) 
s N,i - ' 
Cr.. 
. ll ' 
- Os diferentes tipos de medidores usados pelo siste 
ma de mediçao produzem variâncias distintas, sendo necessário a 
normalização dos resíduos para propiciar uma comparação justa dos 
mesmos a fim de identificar medidas portadoras de erros grosseiros 
_ 
Apõs a normalização, a medida que corresponder ao 
máximo resíduo normalizado ë a mais provável de ser a medida com 
erro grosseiro [l8]. Esta medida, portanto, deve ser eliminada (ou 
os seus efeitos eliminados ) e o processo de estimaçao deve, ser 
reiniciado até que não se detecte mais medidas com erros grossei 
IOS. ' 
4'
.z
-1 VL]-9
' 
2.4.3 - Recuperação de Medidas com Erros Grosseiros›[l3],[20¶,[22] 
. Apõs a identificação de medidas com erros grossei 
ros, o processo normalmente utilizado consiste em eliminã~los do 
conjunto de medidas e reiniciar o processo de estimação [l3],[20], 
[22]. A eliminação de medidas com erros grosseiros provoca altera 
ções na estrutura do vetor de medidas, que resulta em alterações 
na estrutura da matriz Jacobiana. Considere, por exemplo, que as 
estimativas sejam obtidas pela solução da equação normal (Ver Apên 
dice A) dada por:. 
A ›~ _ t^ '-1 _ G(§k).A§ -E'(§k).R .Az (2.l5) 
onde . - ` ` 
ç (Ngk) ê.Ft(ÊK).R`l.1‹¬(gk) ‹2.16) 
A estrutura da matriz de ganho G também sofrerá alterações, exigin 
do uma nova ordenação e triangularização durante o processo itera 
tivo, o que requer um grande esforço computacional. Outra desvanta 
gem associada com a eliminação das medidas com erros grosseiros 
consiste na redução da redundância local,causando uma redução twdo 
nível de confiança dos testes de detecção e identificação de erros 
grosseiros [20]. 
_ 
V
. 
' Para superar as desvantagens anteriormente citadas, 
um novo método que não elimina as medidas com erros grosseiros foi 
proposto [l3],[20],[22]. O método consiste em substituir a medida 
identificada como portadora de erro grosseiro por uma pseudomedida 
que se aproxima do valor correto da quantidade medida. O valor da
20 
pseuaomeâiââ ë dado por [13] , [20] , [22] z 
02 'rec _ e k e' _ 
e zk 
- zk - -- .rk 
_ 
(2.l7) 
c _ rkk 
onde V ~ 
: valor recuperado para a medida k; _ reczk 
e J . 1 a zk : k-esima medida portadora de erro grosseiro; 
ok : desvio padrão da medida k; _ '. _ 
cr : (k,k)-ësimo elemento da matriz de covariância dos resí kk - 
d os '- _ u Cr, _
e r f . ` -f . ` «- k : k-esimo elemento do vetor de residuos, isto e, o resí 
duo da medida portadora de erro grosseiro. 
flf e 
_ 
O vetor de residuos r resulta do processamento do 
vetor de medidas considerando a medida portadora de erro grossei 
z . e . V . ro. O k-esimo elemento de r e dado por: 
e _ e est rk - zk - zk _ _ (2.l8) 
onde` 
_
~ 
zíst : valor estimado para a medida portadora de erro grossei 
ro k. V “ 
_ 
Obtido o valor recuperado para a medida portadora 
de erro grosseiro, o processo de estimação ê reiniciado sem altera 
ção na estrutura da matriz ganho. Este fato ê muito importante¿xiQ 
cipalmente para os estimadores que utilizam matrizes de ganho
21
` 
constantes [9],[l3],[lf],[22].- 
2.5 - Estimadores de Estado Desacoplados Rápidos [l3],[l7],[22] 
_ 
À 
_ A estimação de estado ë uma função que deve ser 
executada em tempo real, o que exige do algoritmo de estimação de 
estado uma alta velocidade de execução. Esta exigência conduziu â 
investigaçao de algoritmos que usam matrizes de ganho desacopladas 
e constantes, as quais são recalculadas sómente após mudanças na 
topologia do circuito e/ou na configuração do sistema de medição 
[17]; 
* 
u- 
“ 
. _ 
'
- 
Os estimadores de estado desacoplados rápidos são 
obtidos introduzindo-se na equação (2.l5) as mesmas aproximações 
feitas na obtenção do fluxo de potência desacoplado rápido. Estas 
aproximações proporcionam aos estimadores desacoplados rápidos as 
mesmas vantagens computacionais do fluxo de potência desacoplado 
rápido, que são: menor tempo de cálculo por iteração e menor 
exigência de memõria E131. As duas principais caracteristicas dos 
estimadores de estado desacoplados rápidos são [l3],[l7],[22]: 
- desacoplamento ativo/reativo; « - - ~- › 
- uso de matrizes constantes (G e/ou F), que são funções apenasdas 
admitâncias dos circuitos. ' 
' O desacoplamento ativo/reativo pode ser feito de 
duas maneiras: somente na matriz ganho G (desacoplamento no algo 
ritmo), ou em G e na matriz Jacobiana F, afetando não sô o lado 
esquerdo, mas também o lado direito da equação (2.l5) V(desacopla
mento no modelo). As aproximaçoes em F e G sao apresentadas a se 
guir 
onde 
Ê : vetor do ângulo das tensões nas Nàl barras do sistema 
~ ` ~ 
O vetor de estado x ê definido como: 
-l x 1); 
22 
eÍ 
lã = 
V __:__ (,2.l9) 
1 : vetor do mõdulo das tensoes nas N barras do sistema (N x l) 
onde 
tmed 
medE 
medu 
med 1 _ 
medv 
O vetor de medidas 5 ê dado por [l3],[22]:_ 
vetor 
vetor 
vetor 
vetor 
vetor
Z 
medidas 
medidas 
medidas 
medidas 
medidas 
de 
de 
de 
de 
de 
_ tmed ' 
medE 
medu 
med Q V 
med V ` 
fluxo de potência ativa; 
injeção de potência ativa; 
fluxo de potência reativa; 
injeção de potência reativa;
~ "módulo de tensao. ' i 
(2.20)
C2 2] 
Onde 
Fll : derivadas das variáveis correspondentes 
F21 
Flz : derivadas das variáveis correspondentes 
F22 : derivadas das variáveis correspondentes 
Onde 
R1 
A matriz Jacobiana F pode ser expressa como 
III MIM N | H HIH ____%;__ WIW NIH NIN I ~ F(§,y) = 
medidas ãs 
vas (Ê e p) em relaçao a Q;
' 
: derivadas das variáveis correspondentes âs medidas 
vas (3, Q e 1) em relaçao a Ê; ~ 
às medidas 
V 
'vas em relaçao a v; ' 
medidas às 
vas em relação a V. ' 
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[13] . 
‹2.21)' 
ati 
reati 
ati 
reati 
A matriz de ponderaçoes R 1 pode ser decomposta em: 
-1 R = ---- 
-l , 
R2O
F 
____4____
I I
O
I L I 
-l 
: ponderações correspondentes às medidas ativas; 
_1 ~ '_ 
R2 : ponderaçoes correspondentes as medidas reativas, 
(2.22)
24
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.. 
_ 
A matriz ganho, definida pela equação (2.l6), pode 
ser decomposta em [lÃ], [22]: 
`
- 
V . 
G(Êl_Y_) = """"" 
QV ca 
cu 
zo 
fu 
CD 
(D
| 
-.tgp-fzzzz 
Q 
I 
.cn 
mv I
| 
I
i 
'Ê Í\.) U) 
Onde cada submatriz ê dada por: 
_ t -1 t -1 Gpe Ê F11°R1 'Fil 
+ F21'R2..F21 
V 
(2'24a) 
t -1 , 
. _ t -1 
.GPV - Fll,Rl .Fl2 + F2l.R2 .F22 (2.24b) 
_ t -1 t -1 . GQG - Fl2.3l_.Fll + F22.32 .Fzl (2.24c) 
_ t' -1 t -1 _ - 
GQV - Fl2.Rl _Fl2 + F22.32 .F22 _ (2.24a) 
› 
' 
' 
` O princípio do desacoplamento torna-se menos válido 
quando as linhas de transmissão possuem baixas relações de reatân 
cia para resistência (X/R). Entretanto, o estimador de estado nor 
malmente ê projetado para operar na parte de alta tensão-do siste 
ma [22]. Para sistemas com nível de tensão acima de 69 KV, verifi 
ca-se que as linhas de transmissão possuem uma alta relação' de 
X/R. Para estes sistemas, existe um acoplamento mais fortel entre 
as variáveis ativas e os ângulos (P-6) e entre as variáveis reati 
vas e tensoes (Q+V). Portanto, os elementos das matrizes GPG e GQV 
são predominantes em relação aos elementos das matrizes GPV e GQB 
_ 
A 
_,
\
1 z
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ocorrendo o mesmo com os elementos das matrizes Fll'e_F22 que 
predominam sobre as matrizes Flz e Fzl [22]. Estas características 
de desacoplamento ativo/reativo em Fze G são utilizadas pelas' Ver 
soes do estimador desacoplado no modelo e do estimador desacoplado 
no algoritmo, respectivamente. ~ _ ` 
O presente trabalho tem como objetivo associar as 
técnicas ortogonais sequênciais aos estimadores desacoplados rãpi 
dos. As técnicas utilizadas consistem na aplicação das rotações de 
Givens diretamente sobre a matriz Jacobiana F, não havendo neces 
sidade do,câlculo da matriz de ganho G [lQ]. Portanto, o estimador 
de estado desacoplado no modelo é o mais indicado para ser associa 
do às técnicas Ortogonais sequênciais. A versão do desacoplamento 
no modelo será apresentada a seguir, enquanto que a versão do de 
sacoplamento no algoritmo pode ser encontrada em [l3],[22]. 
2.5.l - Qesaqoplamento no Modelo [l3],[2Z] 
As aproximaçoes na versao desacoplada no modelo sao 
realizadas na matriz F, afetando tanto o lado esquerdo quanto o la 
do direito da equação (2.l5). Estas aproximações são [lI],[l7], 
[2 2] z ~ 
A
' 
i ) Calculam-se os elementos de F a partir do perfil plano de ten 
são, isto é, V = l e 9 = 09;, ' 
ii) Desprezam-se as matrizes Flz e Fzl; _ 
iLU No.cãlculo de Fll, desprezam-se as resistências das linhas de 
transmissão. ' d '
.z
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' Portanto, as matrizes Fll e F22 são calculadas pa 
ra V = l e 6'=,0° e com os elementos de Fll calculados desprezan 
do-se as resistências. As matrizes do lado esquerdo são dadas por: 
__ t _1 , 
GPG - Fll.Rl .Fll (2.25a) 
- t -1 
GQV = F22.R2 .F22 (2..25b› 
' A equaçao (2.l5) e o processo iterativo para a Ver 
~ ' sao desacoplada no modelo se reduzem a [l3],[22] 
r' 
_
- 
_ 1<_ t -1 med k k 
. 
, GPe.Ag - Fll.Rl. E - 5(§›_ ,3) 
Meia-iteraçao < _ med 
Êk+1-= Êk + Aâk - 
s-P-e ' 
V z 
' 
fl ' k _ t -l med
` 
_ _ 
s med Me1a-iteraçao- Q - g W ~ < ~ ';;;â'"';;' 
!1<+1 = Zk + Aík
'
g 
n GQV.A! - F22.R2 . _%____:_%_í 
E ~ B‹g.k,yk› 
9k+lrVk) 
(â1<;+1,Y1<) 
(2.26a) 
(2.26b) 
(2.27a) 
(2.27b) 
_ 
A convergência ë obtida quando ambos os vetores de 
correçao AG e Av forem menores que um valor de tolerância prë-es 
pecificado, o que pode ocorrer em qualquer'uma das duas meias-ite 
rações [lÍ]. 
u zl
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CAPITULO III 
ESTIMADOR SEQÚENCIAL DE GIVENS 
3.1 - Introdugão 
A característica principal dos estimadores seqüenci 
ais êio processamento seqüencial das medidas,usualmente uma de ca 
da vez. O uso de estimadores seqüenciais tem como objetivo se ob 
ter uma maior eficiência computacional e evitar os problemas numê 
ricos que podem ser encontrados quando técnicas de processamento 
simultâneo de medidas sao utilizadas [4].
' 
` ' 
_ 
' A técnica mais conhecida para estimação seqüencial 
de estado ê a dos mínimos quadrados recursivos, a qual pode - ser 
vista como uma versao simplificada do filtro estendido de Kalman 
[5],[6]. Na implementação prática deste algoritmo para EESP propos 
.ta-na literatura em [5]e [6], o desempenho do estimador ê deterig 
rado devido às aproximaçoes realizadas na matriz de covariância 
dos erros de estimaçao, exigindo procedimentos adicionais para 
se tentar corrigir o problema. " i_ 
~ ~ ~ 
' 
_ 
Mesmo quando nao sao feitas aproximaçoes, a _ imple 
~ ~ mentaçao das equaçoes do filtro de Kalman em outras áreas tem indi 
, 
l
` 
_» cado que elas sao sensíveis a erros de arredondamento, resultando 
em geral em uma matriz de covariância de erros que não êp semidefi
~ 
nida positiva. Para superar este problema, sao utilizados algorit 
mos do tipo raiz quadrada [6]. Estes algoritmos propagam a raiz
¬ 
,
\ 
\
.
\
-‹
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quadrada da matriz de covariância de erros ou de sua inversa (ma 
triz de informação), em vez de atualizarem a própria matriz de co 
variância. O resultado é uma redução substancial do problema de 
estabilidade numérica, evitando-se que a matriz de covariância de 
erros se torne indefinida [6]. 
A
. 
` Apresenta~se neste capitulo o uso de estimadores se 
qüenciais do tipo raiz quadrada para EESP, onde o algoritmo utili 
zado é o filtro de raiz quadrada da matriz de informação. A matriz 
de observação é re-triangularizada usando-se as rotações de Gbmms. 
Além das vantagens computacionais obtidas, o uso das rotaçoes de 
Givens também é mais vantajoso do ponto de vista do processamento 
de medidas portadoras de erros grosseiros [l4],Ll6¶,Ll§j,Ll9], 
[20] . 
3.2 - Algoritmo de Raiz Quadrada da Matriz de Informaçao Ll4J, 
[16] ,[19]
' 
Considere o modelo linear de mediçao dado por: 
X = G¿š_+“v (3.l) 
E{y} = Q (3.2) 
.E{g.yt1 = I (3.3> 
onde - ã 
X : vetor de medidas (n x l); - 
š : vetor das variáveis de estado (n x l);
297 
G - : matriz de observação (n x n); 
vetor dos erros de medição (n x l); E 2 
_E{.} : operador valor esperado. 
q 
_- Suponha temporariamente que o vetor dos erros de me 
dição v possui matriz de.covariância igual ã matriz identidade. Su 
ponha também que o número de medidas que já foram processadas seja 
igual ao número das variáveis de estado, o que torna a matriz G 
quadrada.
A Para se obter uma estimativa švde š usando-se o me 
todo dos mínimos quadrados, a função objetiva a ser minimizada ê 
dada pela soma dos quadrados dos resíduos: 
J = fr - G-âlt-Ír --G-il (3-45 
Seja §l uma nova medida a ser processada. Considere 
que a relação entre a nova medida evas variáveis de estado x ë da 
da por: ' * 
~ t N 
yl = ql.§ + vlq (3.5) 
onde 
§l : nova medida a ser processada; 
qi : vetor relacionando a quantidade medida e as variáveis de 
estado (l x n ); ' i - * 
~ ' 4 ø- ' ' 
Vl : variavel aleatoria representando o erro da quantidade me 
dida (escalar).
z
/1
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, ,Com o acréscimo da nova medida, a função objetiva 
torna-se: ` i~¬
' 
ã = J + .‹§`l - _‹_z¿§.g›2 ‹3.õa› 
flâi 
s me fiâw ml 
à ,__-_ 
_ 
_ _Í__ (3 ,C) 
V 
~.Para se obter a solução dos mínimos quadrados pa 
ra o sistema aumentado, pode-se usar o fato de que a norma Eucli 
diana ë invariante com respeito a transformações ortogonais (uma 
transformaçao ortogonal pode ser representada por uma matriz Q 
m x.m tal que Qt.Q = Q.Qt = I). Portanto, uma transformação ortogq 
nal Q ë definida tal que: ~ 
A
AW
1
ê
Â 1 
~ 
.V
É Q. ---- = ---- ‹s.i8› 
V 
57-1 
H 
êi 
U' : matriz triangular superior (n x n); 
onde V .V 
Q : vetor nulo (l x n); 
Q : vetor (n x l); 
ël : escalar. 
, 
Usando as equações (3.7) e (3.8) na equação (3.6), 
Ê pode ser reescrito como: . ‹ 
ã z [E -_ u.>31t.f»¿ -'u.>_^¿] + êí (3.9) 
Assim, O vetor § que minimiza Ê ë a solução do sis 
tema triangular: 
U.Ê = Q (3.l0) 
ç 
'Observa-se da equação (3.9) que ëã representa a so 
ma dos quadrados dos resíduos para a solução pelo método dos mini 
mos quadrados. - ' . 
n, A equação (3.l0) ë agora a equação a ser combinada
~ com a equaçao correspondente a uma nova medida a ser processada. 
Apõs se realizar uma nova triangularização, o valor armazenado na 
nova função objetiva será a soma acumulada dos quadrados dos resí 
duos. Portanto, o procedimento descrito acima constitui um algorit
-32~ 
mo recursivo para o processamento seqüencial de medidas. 
V 
' 
A 
.A etapa fundamental no desenvolvimento do algoritmo 
de raiz quadrada da matriz de informação ë a definição da transfor 
mação ortogonal Q das equações (3.7) e (3.8). A seção seguinte tra 
ta da escolha conveniente de transformações ortogonais para a esti 
~ U A maçao de estado sequencial em sistemas de potencia. 
3.3 - Q Uso das Rotações de Givens na implementação do Algoritmo 
de Raiz Quadrada da Matriz de Informação [l{],[l6],[l9] 
3.3.1 - Rotações de Givens 
~ 
4 
_ 
Hã diversas possibilidades para se definir a trans 
formação ortogonal Q que triangularize a matriz de observação au 
mentada de acordo com a equação (3.7). Um método possível ê consi 
derar Q como o produto de reflexões elementares de Househoulderfine 
processam a matriz de observaçao por colunas [l§],[l§j. Como os es 
timadores seqüenciais.processam as medidas e as equações correspon 
dentes uma de cada vez, ê vantajoso que Q triangularize a matriz 
de observação aumentada operando por linhas. - 
A 'Um algoritmo adequado para processar uma linha de ca 
da vez ê o método de Givens [8¶. Para exemplificar o princípio das 
rotações de Givens considere os seguintes vetores linhas:
0 
¿=[o...oui...uk...un+l.Í1 (3._11› 
. 
¬ 1 
E=[o...opi. .pk...pn+1:l '(3.12›
. A. - 33- 
L '-“anúnúzzz cznuúa - V 
i 
- ¿ 
'ã nurse- 
l 
°”í#g'°09`9 
V 
~ 
.' O vetor linha u pode ser interpretado como a i-ësi 
ma linha da matriz triangular U da-equação (3.7), aumentado pelo Ê 
lemento correspondente do vetor y da equação (3.8). O vetor p re 
presenta uma nova linha da matriz de observação, aumentada pela me 
dida correspondente a.ser processada. Pelo método de Givens,uma ro 
tação de planos entre u e p ê definida de modo que o i-ësimo ele 
mento de p seja anulado. Apõs a rotação, os vetores linhas tomam 
a seguinte estrutura:'
' 
3',= [¿Q . . . o ui . . .~u¿w.¬ z. u¿+l'] 
~- ¬u (3,13) 
E' = [ o . _ . 0 o . .,. p¿ .~. . p¿+l 1 ‹3.14› 
V 
As rotações aplicadas aos vetores u.e p são defini 
das como [8]: 
` 
- 
l 
H'
' 
iê um 
onde cz + sz = l. _. 
V 
_ 
VOs escalares c e s são determinados a partir da con 
dição que pi = O, e são dados por [8]: 
- s
1 
1.1 . 
_ C = ____š____ (3¿16) 
2 2 
' qui * P1
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_ p_ vv 
S = --š-- ‹3.i7› 
~ 2 2 ~ 
- 
* qui-+ Pi 
_ 
Pode-se mostrar que a rotação definida acima ê uma 
transformação ortogonal e, portanto, apresenta um comportamento nu 
mërico robusto comparável ãs reflexões de-Househoulder [l4],Í}5]z 
-H Em resumo, o algoritmo de Givens consiste em se aphi 
car rotações sucessivas entre os elementos de um vetor linha p e as 
linhas de uma matriz triangular U até que todos os elementos de p 
sejam completamente anulados» SerU e p são_respeÇtivamente n_Xrnm.fi 
1 x n, e desprezando a possível esparsidade de p, os elementos do 
vetor p serão completamente anulados ao final de n rotações. Como a 
matriz triangular U está aumentada pelo vetor y da equação (3.8) e 
o vetor linha p aumentado pela medida correspondente que está sendo 
processada, uma rotação adicional anularã o (n + l)-ësimo -elemento 
de p, adicionando a contribuição da nova medida â soma dos quadra 
- 'Q' 
^' 2 ' 'V A 4 1 u "" ` dos dos residuos, e . Uma representaçao pictorica da aplicaçao su 
cessiva das rotações ê mostrada na figura 3.1, onde U' e p'represen 
tam respectivamente a matriz U e o vetor p aumentados após as pri 
meiras i-l rotações. . _ 
fPara aplicar as rotações de Givens ao algoritmo de 
~ ~ estimaçao da seçao 3.2, seja U a matriz resultante da triangulariza 
ção da matriz G.da equação (3.l) apõs o processamento da medida §l, 
conforme representado pela equaçao (3.7).Considerando B como o vetor 
. 
_ t _ _ ,, . linha g2 que relaciona uma nova medida y2 a ser processada com x, 
ê possívelsešre-triangulizar a nova matriz de observação formada 
_ 
. ¡ 
por U e gã através do uso das rotações de Givens, conforme exposto 
. t ~ . ~ acima. Se U e gz sao aumentados respectivamente por w e y2, uma
.‹
rotação adicional (n + l) fornecerá a contribuição êš da medida § 
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â soma dos quadrados dos resíduos. › 
ABUÊ 
' linha de 
U? 
\\\\;š 
Xä 
E 
l 
O 0. . .pi . ¿. pá .. . QA pÉ+4 
- Linhas de U' que já sofreram rotações com E'; 
~ Prõxima linha de U' a sofrer rotação com p' ; 
- Linhas de U' que ainda não sofreram rotações com E'; 
- Elemento que armazena a soma dos quadrados dos resíduos, ë 
~ 4 ' ~ Figura 3.1 - Re-triangularizaçao de U atraves das rotaçoes 
Givens. - _ ~ ›
2
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3.3.2 - Rotações de Givens Sem Raízes Quadradas
`
~ 
V 
A 
O método de Givens em sua versao original acima des 
~ 4 ~ crita nao e computacionalmente competitivo com as reflexoes de 
Househoulder, devido .aos_cãlculos exigidos pelo grande número 
de raízes quadradas e multiplicações. Para superar este problema, 
~ 4 ~ versoes mais rapidas das rotaçoes de Givens que eliminam as raízes 
quadradas e reduzem o número de multiplicações foram desenvolvidas 
[â].d d 
^¬W 
, 
--A-modificação introduzida no.algoritmo original_ccn 
sidera o problema dos mínimos quadrados em estudo como sendo pon 
derado. O caso "não-ponderado",-representado pelo modelo linear de 
mediçao das equaçoes (3;l)-(3.3), ë visto como um caso particular. 
Portanto, nenhum cálculo extra ë necessário quando se considera o 
problema dos mínimos quadrados ponderados. Para EESP, onde se con 
sidera a minimização da soma ponderada dos quadrados dos resíduos, 
isto ë extremamente vantajoso. A modificação básica [8] no algorít 
mo original consiste em se obter, ao invës da matriz triangular su 
perior U, uma matriz diagonal Dl/2 e uma matriz triangular superi 
or unitária U tal que: 
uiz D1/2 . Ú ‹3.18› 
V P Os elementos de Dl/2 são as'raízes quadradas dos Ê 
lementos correspondentes de outra matriz diagonal D. Na prãtica,sg 
mente D necessita ser calculada. O elemento de ordem (n + 1) de D 
. _ 
. Q M2 
armazena a soma ponderada dos quadrados dos residuos e [8]. 
De acordo com a decomposição da equação (3.l8), os
»37A 
vetores linhas das equações (3.ll) e (3.l2) devem ser reescritos 
COHIO 2 . ` ' 
3= [0 . . . o VÊ. . . A\¡ã`.iík. . _\/ã`.iín+l]- ‹3.19› 
'E = [o_ .Vo \lš`.pi . . \l`‹š`.zp'k. . \/‹7`.p¿+l] ‹3.2o) 
Supõe-se.aqora que o novo vetor linha-p a.ser proces 
sado está ponderado por um fator JW. Após a rotaçao, os vetores 
linhas transformados sao dados por: 
A5'=[o'...o \/F, . \/E~:1¬'jI¿... \fâ¬'.ü¿+lÍ|‹3.21› 
_ 
_g' = [Q .` . _ 0 o . . . \/‹?.p:}¿ . .. \/F.p1'¬_+l:| _(3.22) 
p As equações que definem as transformações acima_ po 
dem ser facilmente obtidas usando-se as novas definições de u,t p, 
,__ _. ._ _ _ _ 
u' e p' nas equaçoes (3.l5)-(3.l7), e sao dadas por L&],Ll{],LlQ]: 
ai = â p+ w.pÍ _ ‹3.23› 
w' = d.w/d" (3.24) 
É = d/d' ' (3.25) 
šz w.pi/àf ‹s.zõ›
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Í E gl 5% .À ug 
- 
_ _ 
_* H' _.. 
.V- , _ = _ k=i+1,...,n+1 (3.27) 
_ 
-Pi 1 ` ` pk PÉ
u
~ 
V 
As equaçoes (3.23)-(3.27) mostram que nos decorrer 
de cada rotação,os elementos do Vetor p e do vetor linha E de U en 
volvidos na rotação necessitam ser recalculados, assim como os valg 
res dos respectivos pesos w e d [l{],[lQ],[l¶]. Comparando as equa 
ções (3.23)-(3.27) com as equações (3.l5)-(3.l7), nota-se que as 
'raízes-quadradas-sao eliminadas quando o~artifício indicado na equa 
ção ‹3.i8) ë utilizado. V z - 
A Deve-se salientar que as transformações definidas-na 
equação (3.27) para a versão rápida das rotações de Givens não são 
transformações ortogonais, conforme a demonstração que se segue. Se 
ja a transformação ortogonal Q dada pelas equações (3.l5)f(3.l7): 
' 
d c s _ 
Q = . (3.28) 
. -s c 
› Aplicando a transformação»ortogonal Q âp matriz .;.G 
obtêm-se uma matriz triangular superior U, ou seja: ã 
Q.G = U (`3.29) 
' A matriz U pode ser decomposta no produto de uma 
matriz diagonal Dl/2 e uma matriz triangular superior unitária Ú, 
na forma dada pela equação (3.l8f. «
'
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> 
z ~ ~ . . ~ Seja a transformaçao Q definida para as rotaçoes de 
Givens sem o uso de raízes quadradas, dada pela equação (3.27)p 
E š 
- Õ = _ (3.30) 
u 
“Pi 1 
. Aplicando a transformação Õ ä matriz G, obtënwsexma 
matriz triangular superior_unitãria Ú,de acordo com a decomposição 
da equação (3.l8), isto ê: 
'
' 
›õ.G = Ui (3.31) 
Pré-multiplicando a equação (3.3l) por Dl/2 tem-se 
que 3 ' 
_ _
_ 
Dl/2.Õ.G = Dl/2.6 = U .(3.32) 
' Pela comparação das equações (3.29) e (3.32) verifi 
ca-se que a matriz.Dl/2.Q,.e não Õ, ê que ë ortogonal. ' 
" O artifício utilizado na equaçao (3.l8), alëm de re 
duzir o esforço computacional da versão rápida do algoritmo de Gi 
vens, também considera a inclusão de fatores de ponderação que tor 
na o algoritmo muito conveniente para.resÓlver problemas dos mini 
mos quadrados ponderados. O algoritmo de Givens sem raízes quadra 
das, portanto, ë adequado para a minimização da soma ponderada dos 
quadrados dos resíduos sem exigir cálculos adicionais. ` ‹-~,
(40-` 
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3.4 - Algoritmo de Raiz Quadrada da Matriz de Informação pelo Mëto 
do de Givens; Implementação para EESP 
Considere um sistema de potência com N barras. O 
modelo linearizado de medição em relação a um vetor de estado esti 
mado gk (deduzido no Apêndice A) para o sistema ë dado por: 
.r 
Ag = F‹gk›.A§ + 1 ‹3.33› 
.E{¿} = Q (3.34› 
E{3.5Ê} = R ‹3.35› 
onde . i 
n : número de variáveis de estado (n = 2N-1); 
Az : vetor de incremento das medidas (m X l); 
F(Êk) : matriz Jacobiana (m x n);
` 
Ax : vetor de correçoes para as estimativas de estado 
(D X 1); 
n : vetor dos erros relacionados com as medidas (m x l); 
R : matriz de covariância de Q (m x m); 
E{.} z operador valor esperado." 
' Segundo o método dos mínimos quadrados' ponderados, 
o vetor Ag que minimiza a função objetiva 
J â [A¿-F‹§Q.Ag]tLR'l.[ú¿-F‹g¿.Ag] _‹3.3õw
41 
ê calculado a cada iteração, e as estimativas para o estado .são 
obtidas iterativamente por uma relação do tipo 
âk+l = âk + Ag (3.37) 
¿ A função objetiva da equação (3.36) difere da fun 
ção objetiva da equação (3.4) em que, agora, os resíduos são pon 
derados na proporção inversa da variância das respectivas medidas, 
ao invés de serem igualmente ponderados. Isto contudo não impede o 
uso do método de Givens para resolver o problema dos mínimos qua 
drados ponderados pois, conforme é mencionado ao final da 
, 
seção 
3.3.2, a versão do método de Givens sem raízes quadradas supõe que 
as linhas da matriz a ser triangularizada sao ponderadas por um fa 
tor_ Vw. Para EESP, o peso wi associado ã linha i ë o inverso da _ 
{ _
V 
variância das respectivas medidas, isto (D\ 
__-1 wi - Rii (3.38) 
Na implementação do algoritmo de Givens sem. raízes 
quadradas, as matrizes D e Ú da equação (3.l8) são inicializadas 
com todos os elementos nulos, de modo que anmatriz Jacobiana F* da
~ equaçao (3.36) será totalmente triangularizada_atravës do proces 
samento seqüencial de todas as suas linhas. O vetor Az pode ser 
usado como uma coluna extra de F, de modo a,sofrer as mesmas trans 
formações aplicadas a esta matriz. Quando a matriz de observação 
aumentada ë esparsa, ê possível se explorar este fato deixando de 
efetuar as rotações que anulariam os elementos de p que já são. nu 
los. É necessário, entretanto, utilizar técnicas de ordenação das
n
42' 
_ 
V A 
linhas e colunas de F para se reduzir tanto quanto possível ~ o 
enchimento da matriz Ú que resulta das rotações'[l4], [l§],[i§]. 
Nas iterações em que F não ë atualizada, a seqüência das rotações 
que triangularizou F anteriormente pode ser armazenada e aplicada 
ao novo vetor A5 na iteração corrente. 
_ ,.
- 
WriMr_ . 
ç 
Apos o processamento de todas.as linhastda “,matrizM 
F, a solução dos mínimos quadrados ponderados pode ser calculada 
,
_ 
por substituiçao inversa, sendo que o vetor do lado direito do pro 
blema linear ë a coluna adicional da matriz triangular superior. 
3.5 i Processamento de Medidas com Erros Grosseiros Usando 9_ Mëto 
QQ QQ Givens ' 
3.5.1 - Detecção de Medidas com Erros Grosseiros 
_ ' . 
' Uma vantagem de se utilizar o algoritmo de raiz qua 
drada da matriz de informação apresentado nas seções 3.2 e 3.3 ë a 
disponibilidade da soma ponderada dos quadrados dos resíduos &WQR) 
apõs o processamento de cada medida. Este fato pode ser explorado 
para a detecção da presença de medidas portadoras de erros gros 
seiros. V V 
H 
Para se tirar o máximo proveito possível do proces
~ samento por linhas do algoritmo seqüencial, um teste de detecçao 
deve ser realizado apõs a completa anulação dos elementos de .cada. 
linha do Jacobiano aumentada pelo elemento correspondente do vetor 
Az (equação (3.33)). A vantagem dessa estratégia ë restringir a 
busca da medida-com erro grosseiro~apenas‹ao›conjunto~de~› medidas- 
processadas até o ponto onde o teste for positivo. ` 
H H 
¬.«
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ç- O teste de detecção usado com o mêtodo de Givens ë 
uma variação do teste do qui-quadrado geralmente utilizado com- os 
estimadores convencionais V [¶]. Este teste, apresentado na se 
~ ~ çao 2.4.1, consiste na comparaçao da SPQR, obtida após o cálculo 
das estimativas, com um limiar K dado por i 
u 
K = xãm-n);(l-ao) ` (3'39) 
onde ×%m_n)ç(l_aO) representa o percentil-(l-dó) da distribuição 
do_qui-quadrado com fm-n) graus de liberdade e do_e a probabilida 
de de falso alarme utilizada (ver seçao 2.4.1). 
. Para se adaptar este teste de modo a usâ-lo com o 
método de Givens, exige-se um limiar K que varie com a ordem da me 
dida que está sendo processada. Entretanto, ao se fazer uma anãli 
se da evoluçao da SPQR em um problema de minimos quadrados onde 
as medidas são processadas seqüencialmente, verifica-se que não 
há necessidade de realizar o teste de detecção após o _processamen 
to de certas linhas da matriz Jacobiana aumentada, F. Para melhor 
esclarecer este ponto, considere que i, l < i s m, seja a 
' ordem 
da linha de F aumentada que acabou de ser completamente anulada 
através de sucessivas rotações de Givens com as linhas da matriz 
triangular_superior unitária U. O exame da SPQR resultante, repre 
senta por Ji, pode revelar que:
A 
a) O valor da SPQR permaneceu inalterado em relaçao ao valor resul 
tante do processamento da linha anterior, isto ê, Ji = Ji_l; ou 
*b) O processamento da linha aumentada i contribuiu para o aumento 
- da SPQR, isto ê, Ji 5 Ji-1. - - 
" H b
4_4
~ 
. 
. 
4 
- Apõs todas as m linhas aumentadas tiverem sido com 
pletamente anuladas pelo algoritmo de Givens, a SPQR seráÇ%l= JQQQ 
' ~ Como foi apresentado na seçao 2.4.1, Jm ë uma variável 'aleatória
~ com distribuiçao do qui-quadrado e (m~n) graus de liberdade, onde
~ n ê a dimensao do vetor de estado. Portanto, para detectar a pre 
sença de um erno.grosseiro neste estágio,NJm`deveria.ser.comparado
› 
2 . ._ ~ _ com X(m_n);do (ver equaçao (3.39))._ _ _, 
Quando 2 medidas, £d< m, tiverem sido processadas, 
poderia se esperar que Jg fosse comparado com X%2_m);aO. Entretan 
to, isto não ê verdade' para todos os valores de Q por causa _ da 
característica do que chamaremos de medidas básicas. As medidas bá 
sicas sao as primeiras n medidas associadas com as linhas ,aumenta 
das cujas rotaçoes preencham completamente a diagonal da 
' matriz 
Dl/2 definida na equação (3.l8). (Note que as medidas básicas náo 
~ 4 I sao necessariamente as primeiras n medidas processadas). Desde que 
o processamento de linhas aumentadas associadas com as medidas -bá 
sicas nao contribui para o incremento da SPQR (caso (a) acima), o 
teste do qui-quadrado não deve ser aplicado aos Jís corresponden 
tes. O fato de que a SPQR nao se altera apõs o processamento de 
uma medida básica implica que, até aquele ponto, nenhuma medida re 
dundante com a medida básica foi processada. 
' '
' 
V 
_ 
Levando-se em conta as considerações acima, o proce 
dimento para aplicar o teste de detecçao para o estimador seqüen 
cial baseado nas rotaçoes de Givens ë descrito a seguir.~ . ~. 
`. Apõs o processamento da i-êsima linha aumentada, ve 
rifica-se inicialmente se a SPQR Ji ê maior ou igual a Ji_l. Se 
Ji = Ji_l, nenhum-teste ê realizado e~efetuafse o processamento da 
linha seguinte. Se Ji > Úi_l, incrementa-se de l'o número de graus
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de liberdade do quifquadrado. Ji ê então comparado com ×Ê_á , ono 
de Kfë o número de graus de liberdade corrente e ao ë a probabili 
dade de falso alarme utilizada. Se o processamento da linha i faz 
2 . . ' com que Ji > ×K_a , conclui-se que pelo menos uma medida com erro ' I o 
grosseiro foi processada até aquele ponto. Em caso contrário, pas 
sa-se para o processamento de uma nova medidaz- ‹~f« 
3.5.2 - Identificagao de Medidas com Erros Grosseiros 
__ A if . Suponha que a presença de,uma medida com erro .grosr 
seiro tenha sido detectada apõs o processamento da s-ësima' linha 
aumentada. Poderia a princípio se pensar que a medida s ê uma medi 
da com erro grosseiro. Entretanto, tal conclusão náo ë em _ geral 
verdadeira. Testes realizados em [l{]'nomnnm que, casos onde a me 
dida com erro grosseiro s ê processada após o processamento de ou 
tras medidas redundantes com ela, pode-se efetivamente esperar que 
que o JSV correspondente não passe no teste do qui-quadrado. Entre 
tanto, ê fácil de se conceber situações em que o fato de a SPQR 
nao passar no teste do qui-quadrado nao necessáriamente implica em 
que a última medida processada seja a medida portadora de erro 
grosseiro. Por exemplo, suponha que a medida com erro grosseiro se 
ja a sáësima medida, e que alëm disso ela seja uma das medidas bá 
sicas. Desde que o processamento de tais medidas não aumentam o va 
lor corrente da"SPQR, ê impossível se detectar a presença dos erro 
grosseiro. O problema sô se manifestará mais tarde, quando uma me 
dida que seja redundante com a medida básicas s for processada. 
' _ 
" ' "`ComoÁo fato de o teste do"qui-quadrado ser positivo 
nem sempre implica em que a ultima medida processada ë_ portadora
z
ú
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de erro grosseiro, faz-se necessário que-procedimentos independen 
tes sejam usados para a detecção e identificação. a 
V õ
õ 
_ 
. 
P ~ O método de identificação utilizado com as rotações 
de Givens é baseado na procura do máximo resíduo normalizado, pro 
cedimento também usado em conexão com o método convencional [l¶], 
e descrito na seçao 2.4.21'~M-gv--~ '~ <~zê¬ - » z› ~» ' ~ .M 
' 
› 
Ó ' A maior dificuldade na obtençao dos resíduos norma 
lizados é o cálculo dos fatores de normalização, que são os inver 
sos dos desvios padrões dos resíduos. Para obtê-los, torna-se "nÊ 
cessârio calcular os elementos diagonais da_matriz des covariância 
cr, dada por [14] ,[1s],, [19]z -
- 
cr = R - F.cX.Ft = R - F.(Ft.R`l.F>'l.Ft .-(3..4o) 
onde as matrizes F e R sao definidas como nas equaçoes (3.33) e 
(3.35). Nota-se que é necessário o cálculo explícito da inversa 
CX - (Ft.R l.F) 1, o que requer um considerável esforço computacig 
nal. 
7
_ 
f Os problemas computacionais associados com e equa 
ção (3.40) podem ser sensívelmente reduzidos quando o método do má 
ximo resíduo normalizado é utilizado com as rotações de Givens. A
~ reduçao do esforço computacional resulta do fato que o cálculo da 
matriz CX, e conseqüentemente de Cr, é facilitado expressando-se 
Cx em termos das matrizes D e~Ú da-equação~(3.l8). Deve ser ¬obser 
vado que as matrizes D e Ú já estão disponíveis, uma vez que são 
obtidas do processamento da linha aumentada de F através das rota 
ções de Givensfi'Em termos destas matrizesy~mostra-se~em^{l{],[181, 
[19] que o i-ésimo elemento diagonal de Cr, representado por oi., 
z ~ i
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pode ser escrito como: 
À '2 
Il V. 
02 = R.. - ›_:_ -É i=1-,2,-....,m ‹3.41› r. 11 ç _- 1 kálv Dkk 
onde 
v = F.ü'l (3.42-› 
. 
_ 
_ 
' Duas estratégias diferentes de identificação foram 
testadas em [l{] e fldl. A primeira estratégia consiste em se 'rea 
lizar o teste de identificação tão logo se detecte a presença de 
erro grosseiro. Verifica-se que esta estratégia funciona bem se o 
erro grosseiro foi uma das últimas medidas processadas, o que ga 
rante uma redundância suficiente para permitir uma identificação 
correta. Contudo, quando o teste de detecção for positivo logo no 
processamento das primeiras medidas, o número de medidas até então 
processadas pode ser insuficiente, de modo que dois tipo de proble 
mas podem ocorrer:` ` ' 
i ) A matriz triangular é singular; ou V 
ii) O efeito da medida com erro grosseiro pode se espalhar sobre 
-f .
' 
os residuos. ~ 
_Nas referências [l{] e [18] são mostrados os .efei 
tos dos ítens (i) e (ii) bem como maneiras de se evitã-los. ã 
i 
Tendo em vista o desempenho falho da estratégia aci 
ma descrita, uma segunda estratégia para a identificação de erros
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grosseiros é adotada. Ela-consiste em sô se realizar o teste de 
identificação apõs todas as medidas terem sido processadas.'. Esta 
modificação aumenta consideravelmente as chances de correta identi
~ ficaçao da medida com erro grosseiro, que agora se faz uso “da \_|. QM 
máxima redundância disponível. Esta técnica equivale ao procedimen
. tolde identificaçao usado para os estimadores convencionais, porém. 
com uma vantagem [l{],[lÊ]: O conhecimento da linha d, apõs a qual
~ o teste de detecçao é positivo, pode ser usado para restringir o 
conjunto de procura do máximo resíduo normalizado. Em outras pala 
vras, se d é a ordem da última medida processada pelo método. de 
Givens antes do teste do qui~quadrado ser positivo, é suficiente 
se examinar os residuos normalizados das medidas l,2,...,d. O tre“ 
sultado é uma redução de esforço computacional, já que a matriz F 
na equação (3.42) passa a ser a submatriz do Jacobiano formada por 
suas d primeiras linhas e oi da equaçao (3.4l) passa a ser calcu 
lado apenas para i=l,2,...d. ' 
3.5.3 - Remoção de Medidas com Erros Grosseiros 
- No método da equação normal, a detecção de um erro 
grosseiro entre as medidas processadas invalida os resultados 'da 
~ 4 ~ ' estimaçao.de estado, ja que estas estao contaminadas pelos efeitos 
da(s) medida(s) portadora(s) de erro grosseiro. 
. .Quando se utiliza o método de Givens, entretanto, é 
possível Sê Usar Um- procedimento que permite a remoção dos efqi 
tos dos erros grosseiros sobre as matrizes D e Ú tão logo a medida 
~portadora de erro grosseiro seja identificada. Isto-decorre-~~~daw 
ortogonalidade do método. O procedimento para se remover o efeito 
íz
z
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de um conjunto de medidas consiste simplesmente em se reprocessar 
estas medidas com pesos que sejam iguais a menos os valores dos pe 
sos originais [8] , [14] , [18] , [19] . 
`
' 
Um efeito imediato da remoção dos efeitos de uma me 
dida com erro grosseiro sobre as matrizes D e U é que a SPQR sofre 
imediatamente um decréscimo, do valor inicialmente afetado pela 
presença do erro grosseiro para o valor que existiria se aê medida 
não houvesse sido processada. 
_ 
Como resultado da remoçao de um erro grosseiro, tor 
na-se agora possível aproveitar os cálculos jã_executados para a 
~ - f ` ~ obtençao de-estimativas para o estado, ate a iteraçao onde se rea 
lizou a detecção, identificação e remoção da medida portadora de 
erro grosseiro [l9]. Além disso, esta medida pode ser eliminada do 
conjunto de medidas a serem processadas nas iteraçoes subsamkmtes. 
Nas referências [l{] e [ld] menciona-se o risco que` 
há de não se obter convergência para o processo iterativo, já que 
o método de Newton sofreu a influência da presença de erro grossei 
ro nas primeiras iterações. Menciona-se ainda o efeito que o modo 
de operação do estimador pode ter sobre a convergência do processo 
iterativo apõs a remoção da medida com erro grosseiro.
~ 3.5.4 - Recuperação de Medidas com Erros Grosseiros 
V-sApõs a identificação de medidas com erros, grossei 
ros, o processo normalmente utilizado pelos estimadores ' COHVGQ 
cionais A-consiste em eliminã-las do conjunto de medidas e reinici
~ ãr'o processo de estimaçao [lÍ1;[20]: Entretanto, a simples elrmif 
nação destas medidas resulta em desvantagens, como alterações na
‹
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estrutura da matriz Jacobiana e redução da redundância local [2Õ]. 
Para superar as desvantagens acima citadas, um novo 
método foi proposto em [lí] e [26] onde as medidas com erros gro§_ 
~ ~ - ~ seiros_nao sao eliminadas (ver seçao 2.4.3). O método consiste em 
substituir a medida identificada como_portadora de erro grosseiro 
por-uma pseudomedida, dada pela equação (2zl6), que se aproxima do 
valor correto da quantidade medida.
' 
À recuperação de medidas com erros grosseiros ê 
melhor utilizada quando associada a estimadores ortogonais que pro 
›cessem›seqüencialmente as medidasr Isto porque estesr restimadores 
permitem o reprocessamento~da medida, de modo que a medida identi 
ficada como erro grosseiro ê primeiro removida e então recuperada 
e reprocessada, tudo na mesma iteração do estimador. O efeito lí 
quido é como se a medida tivesse sido processada sómente uma vez, 
com um valor igual ao valor recuperado. 
Um ponto que merece atenção é como as técnicas 'de 
processamento de erros grosseiros (detecção, identificação, remo 
~ ~ çao e recuperaçao) devem ser ajustadas â natureza iterativa da so 
luçao do problema de EESP [2Q]. Para os estimadores C0HV€HCiQ 
nais, estas técnicas usualmente são aplicadas ao modelo lineariza 
do na ültima iteração antes da convergência. Para o estimador ortg 
gonal sequencial, entretanto, é mais vantajoso aplicar as técnicas 
de processamento de erros grosseiros em uma das iterações iniciais. 
Esta estratégia geralmente permitirá o cálculo de estimativas não- 
contaminadas pelos efeitos de erros grosseiros dentro de um único 
processo iterativo. A implementação dessa estratégia para o estima 
dor ortogonal seqüencial ë apresentada em [2Q].
'
P
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_cA`P“IT`ULo Iv 
TÉCNICAS ORTOGONAIS SEQUENCIAIS ASSOCIADAS A 
ESTIMADORES DE ESTADO DESACOPLADOS RÃPIDOS 
4.1 4 Introdução 
4 ^ ~ 
, 
'A EESP e uma funçao que deve ser implementada para 
uso em tempo real, pois seus resultados sao utilizados pelas _ fun 
ções de avaliação de segurança do sistema de potência. O algoritmo 
usado para a implementação da EESP, portanto, deve ser desenvolvi 
do levando-se em consideração E171:
'
~ 
a) Velocidade de execuçao; 
b) Quantidade de memõria utilizada; 
c) Robustez (capacidade de operar com uma grande variedade de con 
' -figurações da rede elétrica e conjuntos de medidas); e 
d)-Processamento de medidas com erros grosseiros. ~ 
Para se atender ãs exigências dos ítens (a) e V(b) 
acima, foram realizados estudos sobre estimadores de estado desa 
coplados rápidos [lÍ],[lÍ],[22]. O desacoplamento ativo/reativo 
proporciona aos estimadores de estado baseados no mëtodo dos mini 
~ ~ mos quadrados uma reduçao na velocidade de execuçao e na quantida 
de de memõria utilizada, melhorando-lhes o desempenho na Voperação 
em tempo real. ' 
_ 
ç 
` 
- 
_ 
›
_ 
,R ¡ ~ 
- '- Sabe se da analise numerica qua a soluçao dos mí 
- 
_ × 
.\ _ 
_ 
.. .
. 
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nimos quadrados pela equaçao normal de Gauss usada na EESP, entre 
tanto, está propensa a problemas de estabilidade numérica' '[l4], 
[l¶]._Este algoritmo, portanto, pode freqüentemente deixar de apre 
sentar as características de robustez necessária para a operação 
em tempo real (ítem (c)). Para superar este problema, métodos V ba 
seados em transformações ortogonais, mais robustos' numéricamente 
que o método convencional,-foram propostos em [l4],[lÍ],[lQ]. _Den 
tre os métodos ortogonais, a versão rápida do algoritmo seqüencial 
de Givens é a que tem apresentado melhor desempenho, tanto em ter 
mos computacionais quanto no que diz respeito ãs características 
de processamento de erros grosseiros [l¶]. 
Este capítulo tem como objetivo associar a confiabi 
lidade dos métodos ortogonais â rapidez dos estimadores de estado 
desacoplados rápidos. A vantagem de se associar a versao rápida do 
algoritmo seqüencial de Givens aos estimadores de estado desacopla 
dos rápidos ë`se obter um estimador com maior estabilidade numéri 
ca e que conserve as características de menor velocidade de execu
~ çao e quantidade de memória utilizada. Pode-se ainda fazer uso das 
características que o método de Givens apresenta relacionadas' com 
o processamento de erros grosseiros, que serão mostradas no decor 
rer deste capítulo. - 
4.2 - Estimadores de Estado Desacoplados Rápidos : Aproximagões 
'Envolvidas no Desacoplamento Ativo/Reativo ‹ 
~ ' 
E As estimativas Ê do vetor de estado x sao obtidas 
pela solução iterativa da equação normal (ver Apêndice A) _ dada 
por: ` ` '
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onde a matriz ganho G ë definida pela equação (2.l6). 
- 
V 
` O vetor do lado direito d ë dado por: 
g = F'°‹¿'2_k› .R`l.A_z_ ‹4.z› 
onde ` 
^â.= â ~ .ä<âk> (4-3>
~ 
O vetor de estado š (n x l) ë dado pela equaçao 
(2.l9). O vetor de medidas E (m x l), dado pela equação (2.20); pg 
de ser decomposto em dois subvetores de medidas El (ml x l) e 52 
(m2 x l), isto ë, medidas ativas e reativas respectivamente, dados 
por: - 
Vtmed A 
z = V--:---- l (4.4) 
-_; Emed _ 
¬' med 
11 
a
~ 
--.--.-.__ . 
. 52 = gmed (4.5) 
. med V
. 
_ __
4 
4 4 Onde.ml ê o número de medidas ativas, m2 e_o numero de medidas rea 
tivas.e m ë o número total de medidas do sistema (mV= ml_+ m2).__m 
V 
'A matriz Jacobiana F`(m x n) pode ser expressa . na
=54a 
forma dada pela equação (2.2l), onde Fll (ml x N-l) e FIZ (ml x_N) 
correspondem âs medidas ativas, e Fzl (m2 x N-1) e F22 (m2 x N) cor 
respondem às medidas reativas.- 
A 
A 
A 
u
- 
'_ A matriz de ponderações R_l (m x m) pode ser decom 
posta na forma dada pela equação (2.22), onde Ríl (ml x ml) e Ršl 
(m2 x mz) correspondem âs medidas ativas e reativas,, respectivamen 
tec › - 
- A matriz ganho G pode ser expressa na forma dada pg 
las equações <z;23›'e ‹2,24›. 
' _' 
. O vetor do lado direito d, dado pela equação (4.2), 
pode ser subdividido em um vetor do lado direito ativo dl e um red 
tivo dz dados por: 
. 
.A 
t 1 1 
gl Fll.Rl .àãl + F2l.R2 .A52 ç4.õ) 
' _ t -1 ~ -1»
- 
_ dz - Fl2.Rl .Azl + F22.R2“.A§2 (4.7) 
` Com base na decomposição das equações acima referi 
das, apresenta-se a seguir as aproximações envolvidas para a» obten 
ção do estimador desacoplado no modelo [l3],[?2], bem como as apro_ 
_. ~ - ximaçoes que caracterizam este estimador como sendo desacoplado rd 
pido. O estimador de estado desacoplado rápido se caracteriza pelo 
desacoplamento ativo/reativo e por possuir uma matriz ganho conã 
tante. As aproximações envolvidas são {lÍ},[lÍ],[2Ã]: _..H_. 
a) Calcular os elementos de F a partir do perfil plano de tensões, 
isto ë, V F l e 6 = 0°; - A' ' A ~. ~ -
. 55'. 
b) Desacoplar a matriz Jacobiana no cálculo da matriz ganho, 
~
1
I I 
'11
II I. 
_;.‹__.. 
I. 
|_O I. I. I. 
' (4.8)
o '11 
ru N 
onde a matriz ganho resultante ë H 
_ t -1 
_Gp9 = Fll.Rl .Fll_ (4.9a› 
t -1
l 
GQV = 1‹¬22.R2 .F22 (_4.9b) 
c) Desacoplar a matriz ganho G;- 
G =z ---- ‹4.1o) 
QVO
O 
'U <1> 
_..__'L_.... 
G) 
|
o
l 1
_ 
|
. 
d) Desprezar as resistências das linhas de transmissão no cálculo 
e) Desacoplar a matriz Jacobiana no cálculo do vetor do lado direi 
to, o que implica em que dl e dz serão agora dados por:
" 
~ 
~ _ t -l,
I 
_ t -1_ 
g2 - F22.R2 .àgzg (4.12) 
l _ 
, _ 
f) Transformar-as“medidas~de potência ativas e reativas¡-dividindo-
~ as pelo mõdulo de tensao correspondente. Os vetores* modificados
~ sô 
_de medidas ativas, §l¡e de medidas reativas,.52, são 'definidos 
« por: 
~onde os i-êsimos elementos dos vetores T, P, U, Q e V sao respec 
_i-'1¬ Zl- '-
E 
E2 = Ê-
2 
tivamente dados por [lÍ]: 
_ med med Ti " tkz /Vk 
_ med med P1 pk /Vk 
_ med med Ui " “kz /Vk 
d d 
Qi = qfie. /vise 
_ med Vi - vk 
- Esta transformação das medidas torna o vetor de fun 
med 
' tkz ' 
Vmed =~ 
' k 
med 
1 pk : 
umed.: 
' kl 
med _ lqk '_ 
c 
‹4.1â› 
(4.l4) 
fluxo de potência ativa da barra k para 
S2. ;
_ 
injeção de potência ativa na barra k; 
fluxo de pontência reativa da barra' k 
para 2; ~ ' 
injeçao de potência reativa na barra k; 
mõdulo de tensão na barra k.
/ 
~ " 1 çoes f(.)_da equaçao (4.3) (principalmente a parte reativa) mais i 
near, e portanto menos sensível a variações no estado š ,[lÍ].ip
~ 
' 
. Considerando as aproximaçoes dos ítens (a)-(f)acümL 
a equação (4.l) e o processo iterativo para o algoritmo do estima 
dor de estado desacoplado rápido proposto se reduzem a:
`
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' 
_ 
. 
z 'f ~ Gp¿.Ágk 
`=“ F§l.Rí1. _¿Ag‹gk}zÊ)' - -(4.15a› 
Meia-iteraçao = ' I ›: ---f-E--E-- _ q “
6 
~ a~ Aâ‹_‹â.z›iVVl ~i 
, P.. 
_ ._¡¡.
ç 
V 
gÊ*1 = QÊ + AQÊ 
l _‹4.15b› 
V 
k 
V. in -1 k 1. k '
3 
~ ~ 
G‹zz«z~^1 _âëíâ_Í_;ê_¿_ 
~
~ 
Meia-iteraçãø 1 _ V V V AQ(gF+l,3Ê) (4'16a) 
V 
__--.--.-___-.__ 
_ 
Q-v i ` V - 3 V Avk 
'
. 
3 
¿,_1<%l ~=¿k + AQ? 
~ 
3 
3 
t 
‹4.1õb› 
. Na meia-iteração P-6, Gp6.AQ%V= dl ê resolvido para 
AQ* e o vetor atualizado. Qk+l. ê usado no cálculo do vetor do lado 
direito dz definido na equação (4.l2). A equação (4.l6a) ê então 
resolvida para Avg na meia-iteraçao Q-V. ` A _ 
~ , ` - 4.3 - gplicaçao das Tecnicas Ortogonais Seqüenciais ao Estimador de 
Estado Desacoplado Rápido ' - 
4.3.1 - Solução do Estimador de Estado Desacoplado Rápido pelo Mëto 
' do de Givens ` ` ' ` V '
_ 
~ ~ ~_ Nesta seçao apresenta-se uma descriçao qualitativa 
~ ~ ` da soluçao do estimador de estado desacoplado rãpido, descrito na 
~ ~ seçao anterior, pelo método de Givens. O procedimento utilizado _pa 
ra esta associação ë idêntico â solução do mštodo.dos mínimos qua 
drados ponderados pelo algoritmo de Givens, descrito no capítulo 3, 
porêm com a diferença de que agora as rotações de Givens ,são_'apli 
cadas independentemente ãs duas submatrizes Fil e'F22 definidas pe 
la equação (4.8). Isto se deve ao fato do processo iterativo para o
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estimador de estado desacoplado rápido dividir-se em duas meias- 
iterações dadas pelas equações (4.l5) e 4.16). A têcnica ortogonal
, 
seqüencial a ser utilizada na associaçao com o estimador de estado 
desacoplado rápido ë a das rotações de Givens sem raízes quadradas, 
_ - _ devido ã sua maior eficiencia computacional e-ás características
~ que esta versao apresenta no processamento de erros grosseiros, con 
forme mostrado nas seções 3.3.2 e 3.5. Descreve-se a seguir o proce 
~ ~ dimento utilizado para a associaçao da versao rápida do algoritmo 
de Givens ao estimador de estado desacoplado rápido, para se obter 
o vetor de estado estimado š.r. M, Wrrrrr _rMrW,r- .r_m lr .MMN 
_ 
Na meia-iteraçao P-6, a matriz Fll, aumentada pelo 
vetor Ašl, ë triangularizada pelo uso das rotaçoes de Givens sem 
raízes quadradas obtendo-se uma matriz triangular superior unitária 
Úl e uma matriz diagonal Di/2, conforme a decomposição dada pela Ê
~ quaçao (3.l8). Após o processamento seqüencial de todas as linhas 
da matriz aumentada Fll, O vetor de correções AQE ê obtido resolven 
do-se o sistema triangular 
_ k _ ul.Ag - gl ç4.17›
~ por substituiçao inversa, onde o vetor pl ë a coluna adicional da 
matriz triangular superior unitária Úl. O vetor QF+l atualizado ê 
dado por: 
Êr+i :Agr + Agr (4.l8) 
- O Vetor atualizado QF+l ë'entáo usado no cálculo 'do 
vetor do lado direito dz, e inicia-se a meia-iteração referente às
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medidas reativas. l V ~ -- - 
_ 
". ›'» O procedimento utilizado na meia-iteração Q-V ê simi 
lar ao da meia-iteração P-6, obtendo-se uma matriz triangular supe 
rior unitária Ú2 e uma matriz diagonal DÊ/2 apõs a' triangulariza
u 
ção da matriz-F22 aumentada pelo vetor Azz. O vetor dep correções 
Ay* ê obtido resolvendo-se o sistema triangular 
' 
V 
- = 
_ k _ 
também por.substituição inversa, sendo o vetor bz a coluna adicig 
nal da matriz Ú2. O vetor yk+l atualizado ë dado porzi
l 
g 
!B+l = XE + AEB (4.20) 
A convergência para o processo iterativo ë obtida ' 
quando ambos os vetores de correção A8 e'Ay forem menores que um va 
lor de tolerância pré-fixado, o que pode ocorrer em qualquer das
~ duas meias-iteraçoes. . . _ i V 
` ' 
V O algoritmo do estimador de estado_desacoplado rãpi 
do associado ao mêtodo de Givens) para a obtenção do vetor de esta 
do estimado Ê, está representado pelo fluxograma da figura 4.1.
u 
4.3.2 - Processamento de Erros Grosseiros para o Estimador de' Esta 
à 'do Desacoplado Rápido pelo Método de Givens 
4-3-2a " Detecgão 
¡ O procedimento usado para o processamento de medidas 
com erros grosseiros em conexão com o estimador 'de estado desa 
_ × 
i
-
_
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Eigúra 4.1 - Fluxograma do estimador de estado de 
sacoplado rápido pelo método de Givens.. .
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coplado Vrápido pelo método de Givens é semelhante ao proce 
dimento usado no método de Givens descrito na seção 3.5..O obje 
tivo principal é ainda explorarfse a disponibilidade da soma ponde 
rada dos quadrados dos resíduos (SPQR) apõs o processamento de ca 
da medida. No caso do estimador de estado desacoplado, entretanto I 
a soma ponderada dos quadrados dos resíduos está disponível apõs o 
processamento de cada medida ativa (SPQRl) na meia iteraçãovp-9, e 
apõs o processamento de cada medida reativa (SPQR2) na meia-itera 
ção Q-V. Para se tirar o máximo proveito possível do processamento 
por linhas do algoritmo seqüencial, um teste de detecção é realiza 
do apõs a completa anulação dos elementos de cada linha da 'matriz 
Fll (F22) aumentada pelo elemento correspondente do vetor Aãl 
(AEZ), durante a meia-iteração P-6`(Q-V); A vantagem dessa estraté 
gia é restringir a busca da medida ativa (reativa) com erro gros 
seiro apenas ao conjunto de medidas ativas (reativas) processadas 
até o ponto onde o teste for positivo. O procedimento para se pro 
cessar medidas com erros grosseiros pelo estimador de estado desa 
coplado rápido pelo método de Givens é descrito a seguir. 
Na meia-iteração P-6 (Q-V), apõs o processamento da 
i-ésima linha aumentada, verifica-se inicialmente se a 
_ 
SPQRl 
(SPQR2), Jl_ (J2 ), é maior ou-igual a-Jl_z ÁJ2¿- ).Se Àfi¿ = Jl¡W 
1 1 - 1-l 1-l 1 1-l 
(J2 '= J2 ), nenhum teste é realizado e efetua-se o processamen 
1 1-1 ~ . 1
" 
to da linha seguinte. Se J > J (J > J «), incrementa-se il. l. 2. 2. 1 i-l 1 1-l ~ 
de l o número de graus de liberdade do qui-quadrado. Jl (J2 ) é 
1 1 ~ 2 2 ' : -_ ._ : .- entao comparado com ×kl;ao (×k2;ao), onde kl ml N l'(K2 m2 N) 
é o número de graus de liberdade eçdo é a probabilidade de falso 
alarme utilizada. Se o processamento da linha i faz“__A`com~› que 
z V 2 _ 
Jli > ×kl;aO šJ2i > ×k2;ao), conclui-se que pelo menos uma medida
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ativa (reativa) com erro grosseiro foi processada até aquele pon 
to. Em caso contrário, passa-se para o processamento de uma nova 
medida ativa (reativa). 
4,3.2b -'Identificação 
- 
_ 
¡ 
"Detectada a presença de uma medida ativa '(reativa) 
com erro grosseiro, o passo seguinte consiste na sua identifica
~ çao, que ê baseada na procura do máximo resíduo normalizado;. Para 
se obter os resíduos ativos (reativos) normalizados ê necessário o 
cálculo dos fatores de normalização, que são os elementos diago 
nais da matriz de covariância ativa (reativa), Cr (Cr ), dadas por 
l 2 
(ver equações K2.l2) e i2.l3))z 
i 
u 
' » 
_ _ t _=_ _ t _ -1 -1 t Cri _ R1 F11'C×l'F11 R1 F11'(F11'R1 'Fllf 'Fil (4'2l) 
_ _ t _ z t -1 -1 t Crzt" R2 ` F22'C×2'F22 ” R2 ' F22°(F22'R2 'F22) "F22 (4'22) 
_ _ A matriz CX (Cx ).ê expressa em termos das matri 
_ 1 2 _ 
zes Dl (D2) e Úl (Ú2) que já estão disponíveis, uma vez que são op 
tidas do processamento da linha aumentada~de“FÍ1 £F22) através dasf 
rotações de Givens. Em termos destas matrizes, o i~ësimo elemento 
diagonal de Cr (Cr ), representado por UÊ (oi ), pode ser es 
l 2 l. 2. »` 
crito como (ver equações (3.4l) e (3.42)): l 1 
V 
_ _ Vl 
'Z 
_
_ 
. U; â R1 - _--¿5- iâ1,...,ml (4.23) 
11 ii = Dl kk ' 
âmz H 
I-J
. 
õsi 
______- i=l,;..,m2 ` l(4.24) 
= 
A 
D 2 _ 
. 
kk 
I\) 
¡.|. 
p. 
|.|. 77
M
Z 
I-'
<N 
¡..a. 75' 
I\) 
- 
2 : ._ Ur R2 
onde 
_ - -1 
. _ _ -l ~ vz - F22.U2 ‹4.2õ› 
O teste de identificação sõ ê realizado após todas 
as medidas ativas (reativas) terem sido processadas, para se fazer 
uso da máxima redundância das medidas ativas (reativas) disponíve 
is. Deve-se observar, entretanto, que o Conhecimento da linha_ j 
apõs o qual o teste de detecçao ê positivo pode ser usado para res 
tringir o conjunto no qual se procura o máximo resíduo normalizado 
ativo (reativo), ou seja, ë suficiente se examinar os resíduos nor 
malizados das medidas ativas (reativas) l,2...j. O resultado ë uma 
redução de esforço computacional, já que a matriz Fll (F22) na Ê
~ quaçao (4.25) ((4.26)) passa a ser uma submatriz de Fll (F22) for 
mada por suas j primeiras linhas e oâl '(oÊ2 ) da equação (4.23) ` 
i i V 
((4.24)) passa a ser calculado apenas para¬i=l;2,...,jz t ~~~ 
4.3.2c - Remoção 
'Quando se utiliza O método de Givens associado ao 
estimador de estado desacoplado rápido, ë possível se usar .um
~ procedimento que permite a remoçao dos efeitos dos erros grossei 
ros ativos (reativos) sobre as matrizes Dl (D2) e Úl (Ú2) tão logo
66 
a medida ativa (reativa) portadora de erro grosseiro seja identifi 
cada. O procedimento consistente simplesmente em se reprocessar es 
ta medida, durante a meia-iteração P-6 (Q-V), com um peso que seja 
igual a menos o valor do peso original. V 
› ~ Como resultado da remoçao do erro grosseiro ativo 
(reativo), torna-se agora possível aproveitar os cálculos já execu 
tados para a obtenção de estimativas para o estado, até .a meia-
› 
iteração P-6 (Q-V) onde se realizou a detecção, identificação e re
~ moçao da medida ativa (reativa) portadora de erro grosseiro. Além 
disso, esta medida pode ser eliminada do conjunto de medidas ati 
vas (reativas) a serem processadas nas meias~iteraçÕes çP-9 (Q-V) 
subseqüentes. . ' ' i 
4.3¿2d - Recuperação 
j 
*Para se evitar a simples eliminação de uma medida 
ativa (reativa) identificada como portadora de erro grosseiro, es 
ta medida ativa (reativa) pode ser substituída por uma psemkmedida 
que se aproxima do valor correto da quantidade medida ativa (reati
~ va), dadas por (ver equaçao (2.l7)):
2 O1 
zíec = 'z“¿Í;- _-L . rf ç `- ›‹L4.27› 
V 
V 
k k .Cr k 
V 
lkk › - 
_ O2 
zrec = ze - re (4 28) 
2k Zk c 21<
A 
r . 
_21<1<
V
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onde 
I`eC :CGC Z (2 ) lk zk _ 
_ 
' 
. k; 
‹. 
: valor recuperado para a medida ativa (reativa) 
zâ (zÊ') : këêsima medida ativa (reativa) portadora de er k k
_ 
. 
' ro grosseiro; . _' 
oâ (cá ) : desvio-padrão da medida ativa (reativa) k; k k 
kk kk 
: (k,k)-êsimo elemento da matriz de covariância 
dos resíduos ativos (reativos) C (C ); 
» rl r2 
rã (rã ) : residuo da medida ativa (reativa) portadora 
de 
k k * 
'
l 
. 
erro grosseiro. 
A recuperação de medidas ativas (reativas)c@n erros 
grosseiros ê de fácil implementaçao para o estimador de estado de 
sacoplado rápido pelo método de Givens. Isto porque o método se 
qüencial de Givens permite o reprocessamento de medidas, de modo 
que a medida ativa (reativa) identificada como erro grosseiro ê
~ 
primeiro removida e entao recuperada e reprocessada, tudo na mes 
ma meia-iteração P-6 (Q-V) do estimador. O efeito líquido ê como 
se a medida ativa (reativa) tivesse sido processada sómente uma 
vez, com um valor igual ao valor recuperado.
~ 
. No fluxograma da-figura 4.1, mostra-se o posiciona 
mento das rotinas necessárias na implementação do processamento de 
erros grosseiros, acima descrito, para o estimador de estado desa_ 
coplado rápido pelo mëtodo de Givens. V
V
`
--õsi 
4.4 - Çonclusões sobre Q Método de Solução do Estimador de vEstado 
Desacoplado Rápido Usando as Rotaçées de Givens 
4 ~ ~ Apos a descriçao qualitativa das seçoes acima, que 
mostrou como o método de Givens pode ser associado ao estimador de 
estado desacoplado rápido, deve-se mencionar agora as tpossíveis 
vantagens e dificuldades resultantes desta associação. 
_ 
No estimador de estado desacoplado rápido, as rota 
ções de Givens são aplicadas a duas matrizes Fll (ml X N-1) ev F22 
(mz x n) ao passo que, quando o desacoplamento não é utilizado 
[l{1,[l6], as rotações são aplicadas a matriz Jacobiana completa 
F (m x n), onde m = ml + m2 e n = 2N-l. Uma conseqüência imediata 
do desacoplamento, portanto, é uma sensível redução na criação de 
novos elementos não-nulos, como será confirmado pelos testes reali 
zados no capítulo 5. O resultado prático deste fato é a redução da 
quantidade_de memória utilizada e da velocidade de execução do .es 
timador. ` - - - ' 
'« ' Uma outra possível vantagem diz respeito ao proces 
samento de medidas com erros grosseiros. Usando-se o estimador de 
estado desacoplado rápido associado ao método de Givens, é possível 
se fazer o processamento de duas medidas com erros grosseiros: Uma 
ativa durante a meia-iteração P-6 e uma medida reativa durante a 
~ f ' ' ~ meia-iteraçao Q-V. Esta estrategia, entretanto, nao foi plenamente 
explorada neste trabalho devido a'problemasznuméricos encontrados 
'~ ~ na implementação da etapa de remoçao de erros grosseiros. Estudos 
adicionais devem portanto ser realizados, com o objetivo de se ãve 
- . 
' 4~ rificar a possibilidade de-utilizaçao da referida estratégia. ~›. 
¬ No processamento de medidas com erros grosseiros,
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encontrou-se alguns problemas relacionados ã detecção de medidas
~ portadoras de erros grosseiros usada em conexao com o estimador de 
estado desacoplado rápido pelo método de Givens¿ Durante a realiza
_ 
çao dos testes com o estimador usando-se os sistemas exemplos, sem 
~ ~ a simulaçao de erros grosseiros e nao se utilizando as rotinas de 
detecção e identificação, os resultados obtidos para o vetor de es 
tado estimado Ê foram satisfatórios, como poderá ser verificado no 
capítulo 5. Ao se utilizar as rotinas de detecção e identificação, 
mesmo ainda sem a simulação de erros grosseiros, certas medidas fo 
ram detectadas e identificadas como se fossem medidas espürias. Os 
mesmos exemplos, entretanto, testados no estimador pelo algoritmo 
de Givens descrito no capítulo 3 (o qual nao faz uso do desacopla 
mento), nao apresentaram este problema. Como primeira tentativa 
para contornar esta dificuldade, a probabilidade de falso `alarme, 
do, foi reduzida, o que melhorou o desempenho do procedimento de 
detecçao do estimador sem contudo resolver inteiramente o proble 
ma. A solução finalmente adotada consiste em uma dessensibilização 
adicional do teste do qui-quadrado, e será descrita com maiores de 
talhes no capítulo 5. ' ` 
' A grande analogia que existe entre as duas V meias- 
iterações P-6 e Q-V, mostrada na figura 4-l, tanto no que diz res 
peito a aplicação das rotações de Givens quanto ao processamento 
de medidas com erros grosseiros, resulta em facilidades computa 
cionais para se implementar o método de Givens associado ao estima 
dor de estado desacoplado rápido.
V 
Finalmente, ressalta-se que as rotaçoes de Givens
~ utilizadas na ,soluçao do estimador de estado desacoplado. rápido 
são transformações ortogonais, apresentando em conseqüência a rg 
bustez numérica peculiar a estas transformações. “
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C A P Í T U L o v 
RESULTADOS NUMERICOS 
5.1 - Introdução 
Neste capítulo, o desempenho do estimador de estado 
desacoplado rápido pelo método de Givens é comparado ao do estima 
dor de estado completo, também baseado nas rotações de Givens, o 
qual foi descrito no capítulo 3.
_ 
. 
' Três sistemas de potencia, cujos diagramas unifila 
res, planos de medição, parâmetros e condições de operação são apre
z 
sentados no Apêndice B, foram utilizados para os testes de desempe 
nho. Os resultados preliminares foram obtidos para o sistema exem 
plo de 5 barras, descrito na seção B.l. O desempenho do estimador 
de estado desacoplado rápido pelo método de Givens foi então testa 
do usando-se dois sistemas de potência reais: o sistema exemplo_ de 
l38Kv-230Kv de 48 barras da Eletrosul-Celesc descrito na seção B.2, 
e o sistema exemplo de 23OKv-500Kv de 91 barras que faz parte do 
sistema de potência interligado do Sul-Sudeste do Brasil, descrito 
na seção B.3. . ' 
4 
_, m 
Um programa de computador foi desenvolvido para o es 
timador de estado desacoplado rápido pelo método de Givens e os tes 
tes com os três sistemas exemplos foram realizados em um computador 
IBM 4341. Os testes visam basicamente na aferição.dos métodos com 
~ ~ ' respeito az estimaçao de estado, efeito da ordenaçao de linhas e cg 
lunas da matriz Jacobiana sobre o número de rotações, memõria_ uti
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lizada e detecção e identificação de medidas com erros grosseiros. 
5.2 - Estimação de Estado 
A 
_ 
.w O desempenho do estimador de estado desacoplado rápi 
do pelo método de Givens no que diz respeito ã obtenção da estimati 
va do vetor de estado x e do número de rotações necessárias para 
triangularizar a matriz Jacobiana será comparado ao do estimador de 
estado completo baseado nas rotações de Givens. o termo "estimador 
completo" será usado aqui para denotar o estimador descrito no capí 
tulo 3, o qual não faz uso do desacoplamento P-0/Q-V. 
'
- 
Para todos os testes, as tensões de barra são inicia 
lizadas com módulos iguais a l,0 p.u. e ângulos iguais a 0,0 radia 
' 
' ~ f ~ ' 
nos. As quantidades medidas sao: modulos de tensao nas barras, inje 
~ A ` ' > çoes de potencia ativa e reativa nas barras e fluxos de potência a 
tiva e reativa nas linhas. As medidas são simuladasv adicionando-se 
números aleatórios normalmente distribuídos, cujos desvios padrões 
dependem da precisão dos medidores, sobre os valores obtidos do re 
sultado de um fluxo de potência, simulação esta descrita com maio 
res detalhes na referência [l{]. Na simulação das medidas' conside 
rou-se uma precisao de para os medidores de potência e paraN o\° i-' o\° 
os de tensão. A redundância global, p, definida pela equação (2,2), 
varia de acordo com cada sistema exemplo.
V 
O critério de convergência, dado pela equação U&l8), 
ê usado em todos os testes, sendo a tolerância pré-especificada i 
gual a 0,001.
'
'
5.2.1 - Exemplo 1: Sistema de Potência de 5 Barras 
Para este sistema foram feitas um total de 36 medi 
çoes, resultando em uma redundância global igual a 4,0. O plano de 
mediçao para o sistema de 5 barras ë apresentado no Apêndice B. As 
tabelas 5.1 e 5.2 mostram alguns resultados típicos obtidos para o« 
sistema de 5 barras. ú 
Tabela 5.1 - Testes de estimaçao para o sistema de 
5 barras 
Estimador 
de 
estado 
Caso 
Jacobíano 
constante 
apõs a 
iteraçäo. 
-Conver 
gencia 
(*)
, 
Numero de Numer 
iteraçoes V de 
para rotaço 
convergência (âú)
O 
GS 
desacoplado 
rapido 1 1 sim 3,o_ 124 
completo
2 1 sim 4 
V 228 
3 . 2 ,sim 3 ' 253 
4 3 sim 3 
' 253 
* . . 4 . . ~ 
( ) Limite maximo de 11 iteraçoes; 
(**) Obtido na lê itera ão ara os casos 1 e 2, e na ZÊ itera Ç P V ._
~ çao para os casos 3 e 4. 
Observa-se da tabela 5.1 que o número de rotaçoes 
necessárias para triangularizar as submatrizes Fil e F22 da matriz 
Jacobiana F gastos pelo estimador desacoplado rápido ë menor‹k>que
~ 
a metade do número de rotaçoes gastos pelo estimador completo, o 
que será verdadeiro para todos os outros exemplos. Observa-seêflnda
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da tabela 5.1 que 0 nümero de iterações para se obter a. convergên 
cia ë menor para o estimador desacoplado rápido (caso l) comparado 
com o estimador completo quando este mantêm a matriz Jacobianacons 
tante apõs a primeira iteraçáo (caso 2). (Deve-se ressaltar que 
uma iteraçao para o estimador desacoplado rápido se divide em duas 
meias-iterações; uma meia-iteraçáo P-6 e uma meia-iteraçáo Q-V, da 
das pelas equações (4.l5) e (4.l6)). Nota-se da tabela que o núme 
ro de iterações para se obter a convergência sómente ê igual para 
os dois estimadores quando o estimador completo recalcular a ma 
triz Jacobiana~apõs a primeira iteração %casos 3 e‹4y. Entretanto; 
o fato do estimador completo atualizar a matriz Jacobiana F até a 
iteraçáo k, k > l, implica em mais tempo de computação, o que favo 
rece ainda mais a utilização do estimador desacoplado rápido. 
, 
Tabela 5.2 - Erros nas estimativas para o sistema 
'de 5 barras. ' h . 
Estimador 
'dá 
estado 
Jacobiano 
constante 
apõs a 
íteraçáo 
Erros nas Estimativas 
Mëdia ` Desvio Padrão 
V 0 V 6 
(P-U‹) Úgraüs) (p.u.) (graus) 
completo 3 0,0053 
p 
0,0785 0,00037 0,0490 
desacoplado 
rápido l 0,0052 0,0786 0,00037 0,0489
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A tabela 5.2 apresenta índices que traduzem a preci 
são das estimativas obtidas, tanto para o estimador desacoplado rá 
pido como para o estimador_completo. Observa-se que os índices em 
pregados (mëdia e desvio padrão dos erros de estimação) foram pra 
ticamente idênticos para ambos os estimadores. - 
5.2.2 - Exemplo Ê; Sistema de Potência de 48 Barras' 
. 
~ O sistema de 48 barras, aqui utilizado, já foi ante 
ríormeñte empregado para estudos~em EESP~fl9},f20]a~Pafa~este~~si§« z 
tema, foram feitas um total de 190 medidas, resultando em uma re 
dundância global igual a 2,0. O plano de medição para o sistema de 
48 barras ê mostrado no Apêndice B, figura B.2. As tabelas 5.3 e 
5.4 mostram alguns resultados obtidos para este sistema. 
Da tabela 5.3 observa-se que o número de rotações 
gastos pelo estimador desacoplado rápido ê praticamente l/3 do. ng
~ mero de rotaçoes empregadas pelo estimador completo. Observa-se a 
inda que, em um dos casos, o número de iterações para se obter con 
vergência ê menor para o estimador desacoplado rápido (caso l) e 
que o estimador completo não obtêm convergência quando a matriz 
Jacobiana ê mantida constante após a primeira iteração (caso 2). . 
` Os índices apresentados na tabela 5.4 indicam que
~ nao há diferença significativa no resultado das estimativas entre 
o estimador desacoplado rápido e o estimador completo. ›
“
Tabela 5.3 - Testes de estimação para o sistema 
48 barras 
Estimador 
4 de. 
estado 
Caso 
Jacobian 
constant 
apõs a 
iteração
O
8 Conver 
gëncia 
(*) 
iterações
z Numero de Numero 
de 
Para rotações 
convergencia (** 
desacoplado 
rapido l 1 sim 4 1076 
completo
2 l ~ «não 2917 
V
3 2 sim â 3468
4 V3 sim . 4 3408
5 A4 sim 4 3408 
( *) Limite máximo de ll iterações; 
(**) Obtido na lí iteração para os casos l e 2, e na ZÊ itera
~ çao para os casos 3,4 e 5; 
Tabela 5.4 - Erros nas estimativas para o sistema 
de 48 barras. 
Estimador 
de 
estado 
Jacobiano Erros nas Estimativas 
constante 
apos a Media Desvio Padrao 
z ^' iteraçao V 6 V 9 (p.u.) (graus) (p.u.) (graus) 
completo V 3
u 
0,0026 0,0194 0,0048 0,0966 
desacoplado 
rapido 1 0,0026 ` 
0,0155 
\ 
.0,0049 '0,l351
/
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5.2.3 - Exemplo 3-A: Sistema de Potência de 91 Barras com Plano 
Mínimo de Medição 
Para este sistema de 91 barras, um plano mínimo de 
mediçao foi obtido a partir de um programa da referência [l{]. O 
programa fornece, a partir do conhecimento das barras e linhas uma 
árvore geradora mínima topologicamente observável do sistema.Tendo 
por base esta árvore geradora¡ elaborou-se um plano de mediçao mí 
nimo que torna o sistema observável, com uma redundância global i
1 
tidos para este sistema. 
91 barras com plano mínimo de mediçao 
Tabela 5.5 - Testes àaestimaçáo para o sistema 
Estimador 
de 
estado 
Caso 
Jacobiano 
constante 
apõs a 
iteraçáo 
Conver 
gencía 
i <='‹› 
Numero de Numero 
iteraçoes 
para rotações 
3 ,i (An) convergënci
z 
desacoplado 
rápido 
- l 1 sim 6 871 
-completo M 2 l nao 
- 2152 
^ *"gualWa'ly0w"A tabela 5;5 mostra alguns resultados interessantesroänflr 
de 
z3 2 não “**) - 2196 
-ção para o caso 3; 
( 
* 
) Limite máximo de ll iteraçoes; 
. - . . a . ~ (***) Divergencia a partir da 2- iteraçaoz 
( **) Obtido na lã iteração para os casos l e 2, na ZÉ itera
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Á _ 
_ 
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Observafse da tabela 5.5 que o número de rotações 
empregadas pelo estimador desacoplado rápido é quase l/3 do número 
de rotações exigidos pelo estimador completo. Observa-se ainda que 
o estimador desacoplado rápido obteve convergência (caso l) enquan 
to que o estimador completo não obteve convergência em nenhum caso 
estudado (casos 2 e 3). A nãoeconvergência do estimador ^|completo 
para os casos estudados provavelmente se deve a problemas numéri 
cos, os quais, porém, nao afetaram o desempenho do estimador de es 
tado desacoplado rápido, que demonstrou ser mais robusto para este 
exemplo específico.z - .. 
Tabela 5.6 - Erros nas estimativas para o sistema 
de 91 barras com plano mínimo de medição. 
Estímador Jacobla-no Erros nas Estimativas
› 
. 
- constante 
de apõs a 
' Média Desvio Padrão
A 
estado íteraçao V ' 9 
Í 
V ' 6
7 
_ 
(p.u.) (graus) (p.u.) (graus)
A 
desacoplado 1 rápido 
Í 
0,0019 . 0,3418 0,0114 1,2201 
A tabela 5.6 apresenta os índices que indicam a pqâ 
cisão das estimativas obtidas através do estimador de estado desa 
coplado rápido pelo método de Givens para o sistema de 91 barras 
com' lano mínimo de medi ão. ` '
'
P
_
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5.2.4 - Exemplo 3-B: Sistema de Potência de 91 Barras 
¿' 6 Para este exemplo, foi projetado um plano de medi
~ çao, a partir do plano mínimo utilizado no exemplo 3-A.Procurou-se 
aumentar a redundância em duas regiões do sistema, cada uma delas 
composta de aproximadamente 10 barras. O plano final de medição pa 
ra o sistema de 91 barras, mostrado na figura.B.3, resultou em uma 
redundância global igual a 1,71. As tabelas 5.7 e 5.8 mostram al 
guns resultados obtidos para este exemplo.
7 
Tabela 5.7 - Testes de estimaçao para o sistema de 
91 barras com p = 1,71.
' 
, 
i
i 
Jacobiano
7 
Estimador Numero de Numero 
de 
estado 
' -Caso constante apõs a 
iteraçao 
Conver 
gencia 
<=¬=> 
_iteraçoes 
para rotações 
convergenciâ 
de 
(äk) 
desacoplado 
- rápido 1 
. l , sim 4,5- 1734 
completo
2 1 não 6579
3 
2. não 6790
4 3 'sim 6 6790
5 4 sim 5 6790
6 5 sim 5 6790 
p 
( *) Limite máximo de ll iteraçoes; 
(**) Obtido na lã iteração para os casos l e 2; e na 25 itera
~ çao para os casos 3,4,5 e 6.
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- Da tabela 5.7 observa-se que o número de_ rotações 
exigidos pelo estimador desacoplado rápido ê praticamente l/4 
` da 
quelas utilizadas pelo estimador completo. Observa-se ainda que
~ 
o número de iteraçoes para se obter convergência ê menor para o es 
timador desacoplado rápido, caso l, o que está de acordo com resul_ 
tados de testes similares relatados na literatura [l3],[l7]. Nota- 
se da tabela 5.7 que o estimador completo nao obtém convergência 
para os casos 2 e 3, sendo necessário um limite máximo maior de i 
terações para que isto aconteça, -
' 
Tabela 5.8 - Erros nas estimativas para o sistema 
de 91 barras com p = l,7l.
` 
. Jacobiano Erros nas Estimativas Estimador _ . 
constante ~ 
de z Media Desvio Padrao 
1 
_ 
apos a _ 
- ~ V 
\ 
0 V 0 
(p.u.) (graus) (p.u.) (graus) estado iteraçao
` 
completo 3 0,0018 
` 0,6098 0,0020 0,4493 
desacoplado_ - . 1 0,0016 _ 0,5989 0,0020 0,4217 rapido 
A tabela 5.8 apresenta o resultado das, estimativas 
obtido para o sistema de 9l barras. Pode-se verificar da tabela que 
o resultado obtido pelo estimador desacoplado rápido ê aproximada 
mente igual ao obtido pelo estimador completo, o que confirma a É 
firmativa de que não hã grande diferenças entre os dois algoritmos 
' ~ _ _. de estimaçao do ponto de vista da precisao do vetor de estado esti
80' 
mado Ê [l3],[l7]. 
5,3 - Ordenação das Linhas Ê Colunas da Matriz Jacobiana
~ 
O esquema utilizado na ordenaçao das linhas e colu 
nas da matriz Jacobiana F para o estimador completo~e das submatri 
zes Fll e F22 para o estimador desacoplado rápido ë o mesmo apre 
sentado com detalhes na referência [l4]. O esquema de ordenação E 
tilizado em [14] consiste de duas etapas; primeiro, as colunas são 
arranjadas em ordem ascendente.do número de element0s%nãQ:nulQS,Na 
segunda etapa, para cada coluna, o pivô será o elemento nãoenulo 
da coluna que corresponder ã linha de menor número de elementos 
não-nulos. Assim, as n primeiras linhas são determinadas. Às li 
nhas restantes são, então, arranjadas em ordem ascendente do nüme 
do de elementos nao-nulos.. ` 
Para analisar o efeito da ordenação das linhas e-co 
lunas da matriz Jacobiana sobre o número de rotações, foram reali 
zados testes usando-se os sistemas de 5 barras, 48 barras e 91 bar 
ras. Os testes consistem essencialmente em se comparar o número de 
rotações produzidas pelo esquema de ordenação acima descrito e o 
número de rotações que resultam do uso da ordenação natural (isto 
ê, a ordenação original de linhas e colunas usada quando a matriz 
Jacobiana ë formada). Os resultados desta comparação são apresen 
tados na tabela 5.9. - . 
Os resultados da tabela 5.9 confirmam que o uso do 
~ ' esquema de ordenaçao acima descrito efetivamente reduz o número de 
rotações exigidas para se triangularizar a matriz Jacobiana. Obser 
va-se, entretanto, que o uso do esquema de ordenação acima descri
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. 
' 
' 
› _ 
to não altera o fato de que o número de rotações utilizadas pelo 
estimador desacoplado rápido em todos os casos ê quase metade das 
rotações empregadas pelo estimador completo. _ 
Tabela 5.9 - Efeito da ordenação das linhas e colu 
nas sobre 0 número de rotações. .' 
Sistema de iSístema de Sistema de 
Estimador 5 barras . V 91 barras 48'barras 
V com Q=1,71 
de 
_ 
Ordenaçao Ordenação 1 Ordenaçao 
' estado
' 
1Natura1 Calculada Natural Calculada Natural Calculade 
completo 253 195 3408 1280 16790 2283 
desacopla 
rápido 
do 124 107 t1076 622 1734 . 1258 
5}4 - Memória Utilizada 
~ Nesta seção a memõria primária utilizada pelo esti 
mador desaooplado rápido ë comparada com a memória primária utili 
zada pelo estimador completo. A memõria utilizada global não ê con 
siderada nesta comparação. Maiores considerações sobre a 'memória 
primária utilizada pelo método de Givens pode ser obtida na refe 
rência E141. Os testes foram realizados nos sistemas de 5 barras,' 
48 barras e 91 barras (egemplo 3-B). 
. VComo a solução iterativa para o problema da EESP
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g ¡ 
exige soluções sucessivas, assume-se que as rotações de Givensv se 
jam armazenadas para uso subseqüente, Neste caso, o número de posi
. 
çoes de memõria utilizado pelo estimador completo pelo método de 
Givens ê dado por [14]. 
'
V 
SC = 2|Qg| + |Ug| + n (5.l) 
onde - 
_ |Qg|-: número total de rotaçoes usadas para reduzir a matriz 
~- Jacobiana F em matriz triangular superior;z z. r..i«‹z. 
|Ug|_: número de posiçoes necessárias para armazenar a matriz 
' .triangular superior; i
i 
n : número de colunas da matriz Jacobiana. 
De maneira análoga a equaçao (5.l), o número de po 
sições de memória utilizado pelo estimador desaçoplado rápido pelo 
método de Givens ê dado por: ' 
s = S + s (5.2) 
- 
D 
4 
D1 D2. ' 
COII1 
' 
SDI = 2|Qlgj + |Ulg| + N-1 ~(5.3) 
SDZ = 2|Q2g| + |U2g| + N _ (5.4) 
onde
~ 
|Qlg| (|Q2gI) : número total de rotaçoes usadas para reduzir a 
matriz Fll (F22) em matriz triangular smmxior; 
|Ulg[ (|U2g|) : número de posiçoes necessárias para armazenar 
a matriz triangular superio 
-V N-l (N) : número de colunas da matriz 
ri 
F11~(F22)' 
A tabela 5.10 mostra o número de posiçoes de memõ 
ria utilizada pelo estimador desacoplado rápido e pelo estimador 
completo para se resolver os problmas de estimaçao dos exemplos l, 
Z é 3¿B.'ÓbšerVaL$e da tabela 5.10 que a memõria primária” utiliza ~ 
da pelo estimador desacoplado rápido em todos os exemplos ë prati 
camente a metade da memõria primária utilizada pelo estimador com 
pleto. Isto se deve principalmente ao menor número de rotações usa 
das para reduzir as matrizes Fll e F22 em matrizes triangulares su 
periores e ao menor número de posiçoes necessárias para armazená- 
las (equações (5.3) e (5.4)). - 
Tabela 5.10 - Memória primária utilizada pelo mêto 
do de Givens. 
Estimador 
Numero de Posiçoes de Memoria. 
Sistema de 
91 barras 
(Ex. 343) 
8077 
desacoplado» 1792
t 
w 
rapido . 
_
V 
de Sistema de Sistema de 
estado* ' 5 barras 
A 
A48 barras S 
completo 444 3949 
- 248 4285
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~ ~ 5.5 - Detecçao Ê Identificaçao de Medidas com Erros Grosseiros A 
~ ` Esta seçao apresenta os resultados numéricos dos 
testes de detecçao e identificaçao usados em conexao com o estima 
dor de estado desacoplado rápido pelo método de Givens, descrito 
no capítulo 4; Os testes foram realizados usando-se os três siste 
mas de potência já utilizados nas seções anteriores., 
Em todos os testes foram feitas medições de injeção 
de potências ativa e reativa, tensões nas barras e fluxos de potên 
cia ativa e reativa-nas linhas: Na simulaçao das medidas ~~conside~ 
para os medidores de injeções e fluxosN o\° rou-se uma precisão de 
A ~ de potencia e para os medidores de tensao. As medidas com erro I-' o\° 
grosseiro foram obtidas adicionando-se ilO ou 1200 (desvio padrao 
da medida) ãs medidas obtidas do resultado de um fluxo de potência 
executado anteriormente. A localização das medidas com erros gros 
seiros foi escolhida arbitrariamente, o que resulta em diferentes 
' A valores de redundância local. A xedundanc¿aA£ocaK de uma barra k, 
aqui utilizada, é definida pela relaçao entre o número de medidas 
e o número de variáveis de estado associadas â barra k e às barras 
que pertençam â sua primeira vizinhança E251. 
` 
' Todos os testes foram realizados com o estimador de 
estado desacoplado rápido pelo método de Givens, inicializado a 
partir do perfil plano de tensões. O teste de detecção é realizado 
para todos os casos na segunda iteraçao do'algorítmo do estimador 
de estado desacoplado rápido pelo método de Givens.
/_
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5.5.1 - Sistema de Potência de 5 Barras . 
O plano de medição para este sistema ê apresentado 
no Apêndice B e a redundância global resultante ë igual a 4,0. A 
tabela 5.11 apresenta ros resultados dos testes de detecção e iden 
tificação de medidas com erros grosseiros, para o sistema de 5 bar 
ras, pelo estimador de estado desacoplado rápido pelo método de 
Givens- 
Tabela 5.ll f Resultado dos testes de detecção 
identificação de medidas com erros grosseiros para 
o sistema de 5 barras. 
Sistema de 5 barras 
Quanti 
Caso dade 
.- 
medida. 
(*) 
Redun
^ dancia 
local
V
c
r 
(P 
alor 
or~ 
eto 
.u.) 
Valor com 
erro 
grosseiro 
(p.u.) 
Detec çao 
Medida iden- 
tificada eo 
mo erro gros 
seiro (*) 
100 200 100 200 lOO 200 
1 Ê1-3 4,400 0 ,407 0,622 0,838 sim sim t1-3 t1-3 
2 P3 4;143 -0 ,450 -0,231 ~0,011 sim sim P3 P3 
3 V5 ' 3,833 1 ,01s 1,162 1,306 sim sim 
Vsi V5 
, 4 “4-5 3,875 -0 ,023 0,177 0,377 sim sim “4-5 “4-5 
5 qz 4,000 0,200 0,404 0,608 sim sim (12 
(-12
_ 
(0) Pi (qi) 
t. . (u. 1-] i- 
V 2 -_ 1 « 
j) 
: injeção de potência ativa (reativa)na1mura 1, 
i para barra j; 
módulo de tensão na barra i. 
: fluxo de potência ativa (reativa) da barra
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_ 
A Observa-se da tabela 5.ll que todas as medidas 
_ 
si 
muladas com erro grosseiro foram detectadas e identificadas cor 
retamente. Estes testes confirmam o bom desempenho do estimador de 
sacoplado rápido no procedimento de identificação, conforme apre 
sentado anteriormente.na literatura [l3],[l7], e com a vantagem de 
se utilizar menor memõria e tempo de computação. i 
5.5.2 - Sistema de Potência de 48 Barras 
O plano de medição para este sistema ë apresentado
A no Apendice B e a redundância global resultante ë igual a 2,0. Ao- 
se realizar os testes de detecção e identificação usando o estima 
dor de estado desacoplado pelo método de Givens para o sistema ,de 
48 barras, verificou-se que ele apresentava problemas com o proce 
dimento de detecção. Este problema, como foi descrito na seção4.4, 
› ... ~ consiste na detecçao e posterior identificação de-certas medidas 
aceitáveis como se fossem espürias (o que configura falso alarme). 
Para contornar o problema encontrado no procedimento de detecção 
tentou-se inicialmente reduzir a probabilidade de falso alarme. CQ 
,` ~ - ~ mo esta providencia nao foi suficiente para a soluçao - definitiva 
do problema, fez~se necessário a utilização de uma dessensibiliza 
ção adicional heurística do teste do qui-quadrado. A estratëgia` Ê 
dotada consiste nas seguintes etapas: 
i ) a probabilidade de falso alarme utilizada, do, ê fixada 
A em 
0,01;
87, 
ii ) apõs o processamento de todas as medidas ativas (reativas), 
sem a utilização das rotinas de detecção e identificação, ve 
V rifica-se o valor final da soma ponderada dos quadrados dos 
resíduos das medidas ativas (reativas) Jl (J2 );ã - 
iii) da tabela do qui¬quadrado obtêm-se o valor Xi _u (xê _a ) QQ 
^ 
A 
- l' o 2' o 
de kl = ml-N~l (kz = m2-N) ê o número de graus de liberdade e 
do ê a probabilidade de falso alarme utilizada; f 
iv ).obter a relação al = Ji /Xi _a .(aè #"J2 /XÊ pa Y; 
V ml 1' op m2 2' o 
V' 
) multiplicar os valores do limiar Xi _a -(Xi _a ), obtidos da 
` 
` 
' 1' o 2' o ` 
tabela do qui~quadrado com o número de graus de liberdade kl 
(kz) Variável de acordo com a medida ativa (reativa) proces 
sada, pela constante al (az).
H 
_ Como o sistema de 48 barras apresentou problemas no 
procedimento de detecção referente ao conjunto de medidas ativas, 
foi necessário, portanto, o cálculo da constante al pela estratš 
gia acima descrita. O valor utilizado para al ë igual a 1,03 e o 
valor de az ê mantido igual a 1,0. 
' Os resultados dos testes de detecçao e identifica 
ção pelo estimador de estado desacoplado-rápido pelo método de Gi 
vens para o sistema de 48 barras são apresentados na tabela 5.12. 
Pode-se observar da tabela que, para este sistema, todas as medi 
das simuladas com erro grosseiro foram detectadas e identificadas 
corretamente, confirmando o bom desempenho do estimador desacopla 
do rápido pelo método de Givens nos procedimentos de detecção e
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identificação de erros grosseiros. Entretanto, deve-se ressaltar 
que, para o correto funcionamento da rotina de detecção fez~se ne 
cessãrio o uso da dessensibilização do teste do qui~quadrado.`
' 
Tabela 5.12 - Resultado dos testes de detecção e 
'identificação de medidas com erros grosseiros para 
o sistema de 48 barras. 
Sistema de 48 barras 
. 
`Valor.c m M didi ide - 
Quanti Redun Valor 
O Ê . a n - - erro ~ tificada co 
› . Detecçao - 
dade - A . çcor- grosseiro mo erro gros dancia 
( U ) geito (k)
- 
medida reto P 
<='=› 
V
k 
A Caso 
local 
( )
' 
P'“' 100 200 100 200 100 200 
1 C22_23 2,785 . 6,232 7,507- 8,782 Sim Sim t22_23 t22_23i 
2 023 3,666 -14,459-11,478 _g,497 Sim Sim P23 P23 
3 VZ5 3,750. 1,050 1,195 1,340 Sim Sim “25 
V25 
4` 911~22 4,333 -2,178 -2,670 -1,194 sim Sim “11~22 “11-22 
5 _q23 3,666 -3,863 -4,030 -5,397 sim Sim 
Q23 Q23 
(*) pi (qi) _V ; injeção de potência ativa 
(reativa)na1xura i; 
ti_j (ui_j) : fluxo de potência ativa (reativa) da barra 
* i para barra j; 
vi ' 5 mõdulo de tensão na barra i.
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5.5.3 - Sistema de Potência de 9l Barras 
. 
_ 
O sistema de 91 barras utilizado nos testes de de 
~ ~ 4 ~ tecçao e identificaçao e o do exemplo 3-B, descrito na seçaofi2.4, 
com uma redundância global igual a l,7l e cujo plano de medição ê 
mostrado no Apêndice B.Este sistema tambëmiapresentou problemas"no 
procedimento de detecção, porëm referente ao conjunto de 4 medidas 
reativas, no que resultou um valor calculado para a constante az 
i ual a l,4O e o valor de a foi mantido i ual a l,O. g 1 g 
»zz,i‹ ‹ .-‹zA tabela 5.13 apresenta os resultados dosztestes de 
~ ~ detecçao e identificaçao de medidas com erros grosseiros, para V o 
sistema de 9l barras, usando-se o estimador de estado desacoplado 
rápido pelo método de Givens. Observa-se da tabela que o teste de 
detecção foi correto para todos os casos em que as medidas foram 
simuladas com erro grosseiro. O teste de identificação,entretanto, 
falhou para os casos 2 (l00), 3 (lO e 200), 9 (lO0) e 10 (100), 'a 
pesar do nível de redundância local ser satisfatório, como pode ser 
confirmado pela correta identificação dos casos 2 (200), 9 (200) e 
l0 (200). O problema da identificação incorreta possivelmente está 
relacionado com o plano de medição utilizado para este exemplo,que 
foi projetado a partir do plano mínimo de medição através do acrës 
cimo de medidas em apenas duas áreas do sistema. Portanto, o plano 
' ~ final de mediçao usado para este exemplo (mostrado na figura- B.3 
do Apêndice B), possui duas áreas com uma razoável concentração de 
medidas, enquanto que barras que não pertencem a estas áreas podem 
apresentar valores baixos" de redundância local. Atribui-se a este
~ fato a identificaçao incorreta para os casos acima mencionados.
. Tabela 5;l3 - Êesultado dos testes de detecção 
identificaçao de medidas com erros grosseiros para~ 
o sistema de 91 barras com p =-1,71 
Sístem a de 91 barras com o = 1,71 
Quanti 
' dade 
CaS° medida 
- ‹*› 
Redun 
dãncia 
local' 
Valor Valor com 
3 erro cor- . grosseiro 
reto (p.u.) ' 
Dete cção 
Medida iden- 
tificada co 
mo erro gros 
seiro (*)
_ 
(P'“') 10o 206 100 200 100 200 
1 t20-36 3,111 -0,461 -0,260 -0,018 sim sim t20-36)t20~36 
2 t89-90 2,875 2,406 2,929 3,452 Sim sim t26-47 Ê89-90 
3~ P17 4,200_ 1,252 1,565 1,878 sim sim t26~47 L26-47 
4 P55 3,600 11,262 9,061 6,862 sim Sim P55 P55 
5 V22 3,666 1,026 0,882 0,738 sim sim ,V22) 
H 
V22 
6 V55 3,600 L0w 1,173 1,315 Sim sim V55 V55 
7 “14-17 4,200 -0,126 -0,325 -0,527 sim sim “14-17 “14~17 
8 “86-88 2,875 -1,954 -1,522 -1,090 sim sim “86-88 “86-88 
9 Q23- 4,333 -0,314 -0,105 0,105 sim sim Q48 Q23 
1° q86
' 2,875 -3,281 -2,604 -1,927 sim sim Q48 Q86 
(*) pi (qi) 
t (u j) 1-j » 1- 
V-.1 
: injeçao de potência ativa (reativa) nakxura 1, 
: fluxo de potência ativa (reativa) da barra 
,i para barra j; 
: mõdulo de tensao na barra i.'
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c A P I T U L'O V1 
CONCLUSÕES E SUGESTÕES PARA FUTUROS TRABALHOS 
6.1 - Conclusões __.íí_..____.í 
Neste trabalho as técnicas ortogonais 'seqüenciais, 
mais robustas numéricamente que a técnica convencional da equação
. normal, sao associadas aos estimadores de estado desacoplados râpi 
dos para se obter as estimativas dos estados em sistemas de potên 
cia. 
' 
. 
' 
U .- 
_ 
A técnica ortogonal escolhida para esta associação 
é a versão das rotações de Givens sem raízes quadradas, que apre 
senta um comportamento numérico comparável aos outros métodos orto 
gonais e com a vantagem de utilizar menor tempo de computação.. AO 
método de Givens possui uma característica extremamente vantajosa 
utilizada para os procedimentos de detecção e identificação de zer 
ros grosseiros, que é a disponibilidade da soma ponderada dos qua 
drados dos resíduos após O processamento seqüencial de cada medi 
da. O caráter seqüencial do método de Givens permite ainda se uti 
lizar uma outra característica que ê a imediata eliminação dos efiai 
tos dos erros grosseiros após a sua identificação, não sendo neces 
Sãrio portanto a repetição do processo de estimação. ' 
_ 
A principal razao de se utilizar a bem conhecida téc 
nica do desacoplamento ativo/reativo para a estimação de estado 
em sistemas de potência é se obter um estimador confiável que ne 
cessite menor tempo de cálculo e exija menor utilização de Immimia.
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~ - ` ' = A versao do estimador de estado desacoplado rápido a ser associada 
ao método de Givens ê aquela em que o desacoplamento é feito no mo 
delo, isto é, é realizado na matriz Jacobiana, que é calculada a 
partir do perfil plano de tensoes e mantida constante durante as 'i 
terações. ` , 
_
- 
_ _ 
- Vários testes foram realizados«para verificar o de 
sempenho do estimador de estado desacoplado rápido pelo método de 
Givens comparando-se os resultados aos obtidos pelo estimador com 
pleto, descrito no capítulo 3. Três sistemas de potência foram uti 
lizados nos testes, sendo dois deles sistemas reais de _concessioná 
rias brasileiras. ' ' 
. 
' Os resultados numéricos, para os exemplos utiliza 
dos, mostram que as estimativas do vetor de estado obtidas pelo es 
timador de estado desacoplado rápido pelo método de Givens sao tao 
confiáveis quanto às obtidas pelo estimador completo» O estimador 
de estado desacoplado rápido, entretanto, fornece estimativas 'con 
fiáveis necessitando de um menor tempo de cálculo e memória utiliza 
da. Para alguns dos exemplos utilizados, o estimador de estado desa 
coplado rápido pelo método de Givens forneceu o vetor de estado es 
timado, enquanto que o estimador completo não foi capaz de fazê-lo. 
Este fato sugere que o estimador de estado desacoplado rápido pelo 
método de Givens apresenta uma maior robustez numérica para a obten 
ção das estimativas dos estados em sistemas de potência. _ 
'
V 
_ 
A dificuldade associada ao estimador de estado com 
pleto pelo método de Givens está no fato que, usualmente, ele exige 
mais memória que as técnicas convencionais. Isto se deve, principal 
mente, ao número total de rotações gastas na redução da matriz Uaco> 
biana para a forma de matriz triangular superiorÇ Ao se utilizará o
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estimador de estado desacoplado rápido pelo método de Givens,verifi 
ca~se que o número de rotaçoes necessárias para triangularizar a ma 
triz Jacobiana é sensivelmente reduzido. A associação do método de 
Givens ao estimador desacoplado rápido, portanto, resulta em um ai 
goritmo de estimaçao com menor quantidade de memória utilizada, re 
duzindo o problema encontrado com o~estimador completo; Mesmo ao se 
utilizar técnicas de ordenaçao das linhas e colunas da matriz Jaco 
biana, o número de rotações gastas na sua triangularização é menor 
para o estimador desacoplado rápido comparado ao estimador amqfleto, 
o que pode.ser.verificado pelosiresultadoslnuméricoswobtidosrrrw ¬ 
A 
Os resultados dos testes de detecção e identifica
~ çao, usando-se o estimador de estado desacoplado rápido pelo método 
de Givens, mostram um bom desempenho do algoritmo no processamento 
de medidas com erros grosseiros. Entretanto, deve-se ressaltar que, 
para o correto funcionamento da rotina de detecçao em alguns exem 
plos, fez-se necessário o uso do procedimento de dessensibilização 
adicional do teste do qui-quadrado. O procedimento de dessensibili 
zaçao adicional consiste em se multiplicar os valores obtidos da ta 
bela do qui-quadrado (com o número de graus de liberdade variável de 
acordo com a medida processada e a probabilidade de falso alarme, 
do, fixada em 0,01) por uma constante a, a > l. O uso deste procedi 
mento, portanto, elimina o problema da detecção e posterior identi
~ ficaçao de certas medidas aceitáveis como se fossem espürias« encon 
trado em alguns dos exemplos. ~ 
As características que o método de Givens apresen 
ta, relacionadas com a detecção e identificação de erros grosseiros, 
foram plenamente utilizadas em conexão com o estimador desacoplado
~ rápido. O resultado obtido foi uma reduçao no esforço computacional
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para o estimador desacoplado rápido pelo método de Givens, pois 
além da detecção se restringir ao conjunto de medidas ativas `e/ou 
reativas, a identificação da medida com erro grosseiro é realizada 
apenas para as medidas processadas até o ponto onde o teste de de 
tecçao for positivo. O estimador desacoplado rápido, em alguns tes 
tes realizados, não forneceu a identificação correta de certas medi 
das com erros grosseiros. Este problema, entretanto, é possível de 
acontecer tanto para o estimador desacoplado rápido quanto para o 
estimador completo, dependendo do plano de medição usado e conse 
qüentemente do nível de redundância local. _
A 
6.2 - Sugestões para Futuros Trabalhos 
. 
O estimador de estado desacoplado rápido pelo méto 
do de Givens proposto neste trabalho apresenta certas vantagens ~pa 
~ ^ ra a obtençao das estimativas dosemtwkm em sistemas de potencia.' A 
credita-se, entretanto, que outras melhorias possam ser incorpora 
das ao estimador desacoplado rápido pelo método de Givens melhoran 
do-lhe o desempenho, e mais testes devem ser realizados para compro 
var a sua superioridade em relação aos algoritmos de estimação exis 
tentes. Para dar continuidade ao trabalho, os seguintes ítens são 
sugeridos: ' 
19) Implementar, para o estimador desacoplado rápido pelo método de 
Givens, a característica de remoção de medidas identificadas co 
mo portadoras de erro grosseiro. Com isto, tornar-se-ã possível 
- 
* › 
aproveitar os cálculos até então executados e obter as estima 
tivas finais sem considerar os efeitos de tais medidas;
Ç)
9
Ç 
95, 
Implementar, para o estimador desacoplado rápido pelo método de 
Givens, a técnica de recuperação de medidas com erros grossei 
ros após a sua detecção, identificação e remoção. Verificar, a 
través de testes, o ganho conseguido no resultado das estimati 
vas finais; " ' - 
Considerando-se as duas sugestões acima, implementar para o es 
timador desacoplado rápido pelo método de Givens, técnicas de 
processamento de medidas com erros grosseiros independentemente 
ao conjunto*de medidas ativas e ao cÓnjunto'de medidas reati 
vas. O objetivo dessa estratégia é se obter um algoritmo capaz 
de processar duas medidas com erros grosseiros: uma ativa e uma 
reativa; ' ' 
Comparar os resultados de estimação e processamento de erros 
grosseiros obtidos com o estimador proposto aos resultados obti 
dos por um estimador de estado desacoplado rápido pelo método 
da equação normal. A finalidade deste estudo é melhor avaliar 
as vantagens a serem obtidas pelo uso das características do mé 
todo proposto, através da comparação de seu desempenho com o do 
estimador desacoplado rápido pelo método convencional.
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. A P E N D I c E A 
O MODELO LINEARIZADO DE MEDIÇÃO E O ESTIMADOR 
" Dos MINIMOS QUADRADOS PONDERADOS [14] 
A.l - Modelo Linear de Medição 
qual se tome m medidas. Seja n = 2N-l 0 número de estados. O mode 
Considere um sistema de potência com N barras no 
lo não-linear de medição, apresentado na seção 2;2 ë dado por: 
Onde 
_
z
X
É 
`l
E 
ã R 
{;} : 
: vetor 
: vetor 
: vetor 
dades 
: vetor 
dição 
E = Ê(§) + E (A.l) 
E{1} = Q (A.2) 
E{l.lt} = R (A.3) 
de medidas (m x l); 
das variáveis de estado (n x l); 
das funções não-lineares que relaciona as quanti 
medidas e as variáveis de estado (m x l); 
aleatório de média zero que modela os erros de me 
(m X 1); 
'
l 
operador valor esperado; 
; matriz de covariãncia dos erros de medição (m x m).
ã
_ 
Seja Êk o vetor atual das variáveis de estado 
' 4 ~ ~ 
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torno do qual e feita uma linearizaçao para o modelo nao-linear 
~ ~ ' ' ~ ¿ de mediçao dado pela equaçao (A.l). Uma expansao em serie de 
Taylor, considerando apenas os termos de primeira ordem, para a 
função vetorial não-linear §(.) ê dada por: V 
' 
_ a_jf_(>¿) 
Ê(§) 5 Ê(Êk) + ”""_" " '(§ ' Êk) 
ãx ' - ~ x = x 
- - -k 
Onde 
. 
835) 
~ A -_- _ Fšëk) _ >8§ X = š , . 
_ 
_ .k 
_
_ 
Aš ê É ' Êk 
Substituindo as equaçoes (A.5) e (A.6) em f 
obtêm-se: 
§‹›¿› 2 g‹gk› + 1z¬‹gk›. A5
V 
` Pela substituição da equação (A.7) em (A.l),
~ delo linearizado de mediçao ê dado por: _ V 
.A5 = Ngk). A§_+ 1 
'E{Q} = Q 
. 
= matriz Jacobiana (m x m) _ 
(A.4) 
(A.5) 
(A.6) 
(A.4) 
(A.7) 
O mg 
(A.8) 
'(A.9)
" ú 
'l02 
_ E{¿1_._n_t_} â 
R' V*(_A.1'o› 
onde 
A5 = 5 - §(>§k) (A.1l) 
A.2 - Estimador dos Mínimos Quadrados Ponderados Linear 
` Considere o modelo linearizado de medição dado 
pelas equações (A.8)-(A.lO). O mëtodo dos mínimos quadrados ponde 
rados consiste em se obter a estimativa Ê de x que minimiza a fun 
ção custo:
" 
J<g› z [Ag - F‹gk› .Ag1t.R'l.[/ig - Ngk) .Ag 
dd 
‹A.12› 
_A condiçao necessária para se obter o mínimo . de 
J(g) na equação (A.l2) ê : V 
d
. 
aJ(§) -__- = 0 . ‹A.13) 
4» ` äš 
Ou seja, 
' 
-2.1‹¬t_(>_^gk) .R"l.[A;_ - Ngk) .Af¿] = O , (A.14> 
que resulta na conhecida equação normal de Gauss
' 103 
e s‹gk› .zlgz 1‹¬t‹›3k› .R"1.A;_ ‹z›..15› 
onde a matriz ganho ê definida como: 
*G‹gk› Ê Ft‹gk›.R`l.F‹gk› ‹A.1õ›
~ 
. 
V O vetor de correçoes A2 para o vetor atual de esta 
do Êk ê obtido pela solução de (A.l5). O vetor de estado atualiza 
do ê então dado por: '. 
gk+l = gk + Ag _ (A.17› 
Um critério de convergência adequado para as itera 
ções ë: A '
' 
max|AÊi| s e ,' (A.l8) 
_ i . 
onde e ë um valor de tolerância prê¬especificado.
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-'K APÊNDICE B 
DIAGRAMAS UNIFILARES, PARÂMETROS E PLANOS DE MEDIÇÃO 
DOS SISTEMAS DE POTÊNCIA USADOS NOS TESTES 
B.l - Sistema de Potência de 5 Barras 
' O sistema de potência de 5 barras e 7 linhas foi 
utilizado na obtenção dos resultados preliminares nos testes de 
estimação e processamento de erros grosseiros do estimador de es 
tado desacoplado rápido associado ao método de Givens desenvolvi 
do neste trabalho. O sistema da figura B.l foi obtido da referên 
cia [2{] e os parâmetros de suas linhas estão apresentados na ta 
bela B.l. As condições de operação para este sistema estão apre' 
sentados na tabela B.2.
. 
QQ °'“ `° 
<:) 
f 
ff" ff te 1. 
(:) 
- z› , Igu ^ 
Q _ Pzfi 
VA 
u . t,u
›
I 
os i 
Figura B.l - Diagrama unifilar e plano de medição 
para o sistema de 5 barras.
~ 'los' 
Tabela B.l - Parâmetros de linhas para o sistema 
de 5 barras e 7 linhas. ' 
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B.2 4 Sistema de Potência de 48 Barras da Eletrosul-Celesc 
V 
O diagrama unifilar e o plano de mediçao para o
~ sistema de 48 barras e 65 linhas sao mostrados na figura B.2. As 
tensões de barra para este sistema, que faz parte do sistema Ele 
trosúl-Celesc, estão na faixa de l38Kv-230Kv. Este sistema já foi 
anteriormente utilizado para estudos na EESP em [l¶]_eV[2Q]. Os 
parâmetros de linhas e transformadores estao apresentados na tabe 
~ ~ la B.3 e as condiçoes de operaçao na tabela B_4.' 
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Figura BÇ2 - Diagrama unifilar e plano del medição 
para o sistema de 48 barras. - V'
Tabela B.3 - Parâmetros de linhas e transformado 
res para o sistema de 48 barras e 65 linhas. 
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B.3 - Sistema de Potência de 91 Barras 
' 
' '¬O sistema de potência de'9l barras e 136 ' linhas 
faz parte do sistema interligado da região Sul-Sudeste do Brasil 
e ê mostrado na figura B.3. As tensoes de barra para este sistema 
estão na faixa de 23OKv-5OOKv. Os parâmetros de linhas e transfor 
ê . 
madores para este sistema estao apresentados na tabela B.5 e as 
condições de operação na tabela B.6. i
i
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de 48 barras. 
Tabela B.4 - Condições de operação para o sistema 
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~ Figura B.3 - Diagrama unifilar e plano de medição 
para o sistema de_9l barras. - » -
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Tabela B.5 - Parâmetros de linhas e transformadg 
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res para o sistema de 91 barras e 136 linhas. 
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. B
9 
31
5 
12 '39
7 
39
7 
11 
61 
62 
Bl 
› _b2 
..52 
33 
12 
37 
lo 
21 
17
L ¬Q 
25 
Bâ 
16 
13 
20 
18 .29 
H 22 
23 
35 
36 
21 
23 
24 
25 
36 
‹ 34 
29 
35 
27 
ÚQÕÊÍBÔ 
0133254 
0133973 
C1Ú¿l8U 
0193330 
Ú|3íl0O 
G1Õ¿Z17 
QvÔ§36Õ 
Q1Ç1bÃÕ 
Ê1ÊÕ5lQ 
Ú1 31% ÍÊFZÍÊ 
@:ÚÔü9Ú 
Ú¶3i¿lÚ 
Ú1Õ¿39Ú 
C1fi2UlÔ 
Ú1ÚÃ¿b2 
Q13l55Ê 
G1 3.5 7 ÕÚ 
Q¶QiG31 
Q|}l§37 
Ú1CJä2Ê 
'C1 3›~1+4<; 
CIÇSYQO 
Qyäflfllfi 
Qaäfiblfl 
Õsãfiüöü 
@|3lOY5 
Ê|§3ZQÔ 
G|$Z9lÚ 
C1ÚÔ$lÚ 
Ê›Ú4b9Ú 
0|Ú¿äGQ 
Q1Õ$Ó1Ê 
Ô1ÊÊöbÔ 
Ú! ÍÊ33 TC! 
@1ÔíÓ7Q 
G¶ÊlÍUG 
U¡3§í4Ô 
QQÕÊUTÚ 
Ê133U5l 
fi1QÊ¿Ô5 
Q|Ú)ö34 
§|3l53Ú 
Ú13 
Ú1§Ú75B 
O1ÕQ5§) 
Ú1Õl2Í3 
5111353 
Q1Ô32l) 
C,Ú5ü53 
0111473 
Úƒüiäól 
Qyfiäfib) 
C1Ê¿ö2) 
Ú,ÔÍ3CJ 
C1Ú§3ó) 
C,üÓC2) 
Q1l)4Ú] 
G11.'1Ã.¡Z§¡) 
Ú›Ú?51À 
Í1ÚÚC4Í 
Cyläâš) 
Êyfí .7Â'›C'5 
G1QZ12J 
Cçlíôáà 
O1 
Úsläãfi) 
Ôçfilëôl 
Q12Õi§D 
9199295 
C1l77?) 
C1l25G) 
C1O4553 
C-y‹Ê¿‹›¡52") 
Ú1l43ö1 
O12llQJ 
O1lšb2J 
0112563 
C›Í"›íJ2íl3 
Cyíiüšci 
019933) 
Ú1ÚÚ2Ê7 
ÊyÕ1l2) 
G1Ô93Â§ 
Ogüqíã) 
01ÚÓ¿25 
01Ú4C€9 
2115580 
^*Ê't¶Ó2¿t9G 
1124530 
Úyl9Ô5@ 
$vlO39Ó 
lÍi,(}'5)74Q 
-š.)11.97¿r9 
Q1G522G 
O1 lÓ›.5¿'1'C 
f'íÍ31C"+54C' 
f§,l293Ç 
-1 Ooámšfi 
Qvllüäfi 
ú,¿ZblÊ 
ü125Ó70 
ã_.}93':I>G57 
ä;,14efi;C 
1Ê¶ 
I‹1J›C5õÃ'Í'Ç5 
×š1jÍ=.Í27Zl 
3133920 
$v2lb5C 
'¡J1ÕÊ52'3Ú 
Q157b7C 
'=LÍ`1,Ôäí32Q 
ãÍÍÍ11 321165 
íJ¶Ê.2G.ÍÊÊ 
Õ9@äl57 
5145776 
Q12Ôb1C 
5139206 
53, 1*Ê¿1(`?›G 
Ú ,23¿mG 
Ú¶1133@ 
Q11í5lO 
0105400 
9117180 
0103720 
0136264 
Q1O742E 
Q11ö4lO 
010 
0128054 
8133161 0102035 Z1ë832G
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oâ Pam Resàsjêmczn Rieâfâmczâ- suscëpfârâczâ 
Lxwnâ EAQRÀ1 sââaâ _ âêzxe sáaxâ saum: YQTAL 
47 
às 
49 
se 
sx 
52 
.sa 
sé 
55 
,só 
51 
se 
59 
,óø 
~õ1 
óz 
óa 
.âzâ 
às 
bb 
óv 
às 
09 
'ro 
11 
1.2 
73 
vê 
1-5 
vó 
17 
va 
19 
ao 
a1 
az 
as 
em 
'ss 
só 
av 
as 
eee 
eo 
91 '92 
26 
28
Q
É -Z 
32 
33 
34 
35 
37 
38 
39 
39 
40 
41
4 
42 
43 
45 
45 
45 
45 
46 
46 
47 
48 
48 
48 
fiõ 
ê9 
49 
49 
50 
50 
51 
51 
/51 
sz 
sz 
.sz 
CJ 
53 
¿6 
27 
27 
27 
27 
30 
4? 
28 
30 
37 
39 
29 
32 
-53 
3? 
34 
55 
4% 
38 
39 
40 
41 
41 
42 
«3 
áã 
44 
48 
50 
51 
81 
61 
62 
68 
52 
53 
57 
58 
50 
' tá 
78 
51 
52 
52 
67 
` 89 
` 58 
63 
tb? 
'54 
` 91 
ÔvÕ§15Ó 
013
H 
9053133 
Gs3)lfi7 
Q93 
ÚJÔÊÂQÚ 
Ú|3Õ¿44 
Cvãifëz 
GIÊÂGÍ4 
Úi3L513 
ÚQÕÕÍÕQ 
Ú›3£5C% 
9935529 
GQQÊOÚÕ 
Q|ë¿§5Ú 
Çyâgfizã 
G›Ú3Í29 
f|3JQ34 
CrÕ2öl? 
G›Ê5Y44 
C›Õ2Ê71 
Q|3§%7Ô 
Qvšfiifiä 
0133149 
Ô|Ú3lGÕ 
G|Ú3ü23 
Q|ÕÚ9QÔ› 
Õ›Ú§O40 
Õ|Í}ÍšÂ3Q 
QYÍÍÃQÚ 
Ê|ÚÚl8O 
Oygšägü 
GcQÕ¿45 
013 
0:Õ2Ú7Ú 
993315? 
Úa33lQQ 
0›3)l5Ú 
0193580 
ofãjiâo 
ÚJÚÕÚBÃ 
0›3Úl§7 
Ú|Ú§l8O 
Ú9Q3¿5Q 
Q¶ÔUZ80 
QQOÚLQO 
Ô›QlÊ75 
$qÚÕÓ7J 
Ô9Ú194Í 
Ô1Ql32Í 
QQÚLZÂÍ 
Q¶Ê§42Ã 
ÚQQÂOÇ) 
c,Çâo23 
0915885 
ÔQQYÕÓÂ 
ÚQÚBÊZÂ 
Ô1ll7§i 
Uvlääfii 
Ú¶lš535 
ÚQIZÕÊ) 
Ô¶Ê475§ 
Cvüäfiôã 
Êqfiizv) 
Gylëölš 
ÚyÍ$419 
ÕylG7á3 
Õyfifiëãl 
Úvüdšiã 
ÚQÚÀÉÊJ 
Ú7Úí24) 
ÚgQÚQ3À 
Ú¶G2ÕÚ) 
Ô:Ú§Ó3Ó 
0yÚ33Ê) 
ÚQÔIBI) 
ÔQÔZÂÊÚ 
Ú¶Q535Q 
ÊQÊÊÔÓÕ 
GQÕÚÕÍÕ 
ÕQÂZÍÊJ 
U3QQÊ§J 
G:Ql2l) 
fivfilöfifi 
013476) 
ÚyÚlÓ?É 
ÚQUIZÉÃ 
Ú¶Q252§ 
Úggzfilfl 
Oyflšlé) 
Opflfiçlfi 
Ú¶O5Ô3J 
ZQQIZÊG 
Ôyg ` 
2y39ô77 
IJÔÊZÔC 
Úyfl 
3|357öC 
3977455 
3962577 
Õ1273Y5 
Úy54$78 
Ô927G4Ú 
Õ¶8Z557 
Õyaäggg 
Ô¶2532C 
Õyzlbafi 
Q›33U97 
O y 45851 
ÕQZZÕÊO 
ü¶25§§4 
Úy33347 
Ú11Ú45E 
9 1.Ó§í_.°~Ô 
ÔygQ4BÇ 
1y1@3GQ 
Ê¶?524C 
Q,l44ÚÕ 
ÚQCBÕBC 
Ú,1l74O 
lö12225 
11@QÚ8Ô 
lsalçfifi 
299Õ350 
7y8l4ÔÚ 
3,9 
0937629 
Ú14770Õ 
Ú¶?322Q 
4:3284Q 
3y14Ó4C 
IIQÉZQQ 
0y77ÔG2 
1197483 
19344ÕG 
2:l41ÚÕ 
311892Ú 
2121039 
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PARA Rêszgfâmcxâ Raâzêmczâ susaêpffimcxô 
LINHÀ afiânâ aââaâ zõxxã SERIE sfluwr fofàà 
‹›.-._-..‹----......--__.-..-_-_-~.v_._-.__- ...___ __... ._..-_.¬-.-›._..__...._...,_.-.-_...-. __‹._ __..‹-_~..@_ 
93 
'94 
95 
' 96 
'97 
wa 
99 
IGG 
lül 
-102 
'IOB 
194 
195 
lfib 
X57 
198 
.l£.“.›*3 
ÍLO 
111 
112 
113 
114 
115 
116 
1.17 
.llö 
. U9 
LZG 
121 
122 
123 
124 
125 
126 
127 
128 
129 
- 130 
'°l3l 
132 
133 
134 
135 
136 
54 
55 
fiö 
57 
57 
59 
éü 
áO 
61 
61 
62 
tê 
65 
65 
55 
Ó5 
tô 
66 
tô 
b8 
ÉÚ 
óš 
70 
70 
71 
71 
71 
71 
72 
72 
75 
74 
74 
74 
75 
75 
Y? 
73 
E3 
84 
Eb 
E6 
8? 
89 
57 
Bó 
- 89 
58 
88 
ÓG 
íö3 
99 
. a4 
79 
óâ 
79 
bb 
71 
Yô 
82 
71 
51 
QQ 
77 
80 
51 
73 
65 
72 
?3 
?ó 
'33 
74 
äë 
83 
75 
T7 
85 
' 76 
Bá 
91 
õ2 
90 
bb 
87 
* 88 
89 
~ 90 
0153599 
0,3' 
0103560 
G›üUlõO 
0,5 
093 
QQÊJUÍÕ 
Ú|3ÚZ4O 
Ú9ä¿Y7O 
§›fi37ÚO 
0,3 
Osfilllfi 
ø,sâ¢1Q 
fi|3)JQÚ 
ÓQÊ 
Ê: 7.9 
LH J 
Qvfi 
Ú¡§)§lÕ 
Qyfifiiüã 
Qffišlõä 
ÚQÊÊJBÔ 
Úaäâfififi 
Qvfi 
Ê›3Ê¿40 
§|3Ê3?Õ 
G¶3)Â1Q 
@›33lÕ3 
Q9Ú)i45 
Cpfifišöfi 
ÕvÚÕl8l 
Oafifiüäfi 
C10Jü8Õ 
013 
Ê,Ô§l45 
Ópfi» 
Q›Ú§¿U5 
G|33á1fi 
@a§Ôü77 
3,3 
Q:Ê3l1fi 
OyÕ§Â3Ô 
0vÔJÃ3Ú 
$zQ5¿4) 
ÚyÕ2Ú51 
UsÕÓ2ü) 
Cyfldqlfi 
Ô,Êl4Ú) 
013101) 
GQÓÕYÓJ 
Úyflzfifl) 
Úvfiiçfl] 
U›3?15á 
Cffiöäf) 
CQÚZQIÕ 
(á'|§J.3Q3) 
Qfflöfif) 
Úyfifilg) 
ü9UÚ75) 
Úyfiillš 
Q¶ÔL53} 
ÚQUIYQ4 
GQÚJÊÃ) 
Ú1ÚÂ39) 
Qyüflãl 
013593) 
Úvflilll 
CaQ243] 
ÊQQÉZQ) 
CQQQÍQ) 
9932715 
Qvfiílä) 
699239) 
Ô9Q218) 
Úyfi2l9j 
C1Õl4G) 
U¡ClC§] 
693546) 
Qyülalf 
ÚgQZ4fi] 
Ú1Ql77J 
0|ÚZQ4) 
5,0135] 
2932516 
900 
IQÚÓYZC 
IQBQGÊÊ 
Qyfi 
ÚyG 
Úyl25@Ô 
fi,4âQ4O 
QIZQÔÔC 
Q¿l27ÊÚ 
ÚyÔ 
Ô' ÍQOLÚ 
Ú|31Ô?Ç 
1 yÔ¿1>¿¢i.›o 
Ú9Q ' 
lvföfiëfi 
=".Í" y f}33(`¡O 
Úgg 
1. ¶'Q¿t2ÔCÍ 
1. 7 1{.z'¿fi(Jü 
U¶5ÚÚ§g 
Â¶O¿74Ç 
gi 
33€ 
1932?;-(}Ú 
Ové703O 
2yC8bÚÚ 
2149670 
2129990 
ÂÊQÓQÕÔÚ 
2¶ÊÔ55Ô 
l|G35GC 
4,GüóGG 
ÕQO 
¿f24?5Q 
Ê›Q75óO 
Qv5Ó4ÔÓ 
4189530 
650 
IQYISBÊ 
O y ¿¢l¿t¿to 
Ó1233óO 
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Tabela B.6 - Condiçoes de operaçao para o sistema 
de 91 barras; 
M{ouLa DE Potência Porêwcxâ 
_.-Q..-›._-Q.-.._@_‹_-.._-_-_-Q .__-...Q-..- 
eêaaâ' xswsšfi ~ ›ÂvsuLó êrívà âúârzvâ 
....z_.‹¢›__...-z..--u-..-.›_---...›‹-z-.ø‹-zw ..._ .__ ...-_.¢.‹.-_›_..-~‹- -4.-_.- -_.-_. ...,_....- ...__ -› 
m‹40×u1b\»h›H 
u. 9 
10 
11 
12 
13 
14 
15 
16 
X7 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
Bá 
37 
38 
39 
40 
41 
42 
43 
44 
45 
44°. 
1:U2QO 
G¶9€?3 
Ga9Êl5 
C¶9§55 
Cg9BÕQ 
Cg99l3 
19Q4Q0 
ÊQQÔÕÓ 
CQQÓOÊ 
110167 
Ca9Ê41 
Cyäfiëá 
110248 
190330 
l1GG93 
190300 
1,9300 
lgfifióü 
119226 
lsüfiöó 
.1fOO39 
IQÚZÕÚ 
Úaggãfi 
lyfifló? 
1,0980 
119113 
199239 
110358 
11GG94 
193255 
Ca§6b4 
l9Q15Ô 
199195 
l9Ú29Q 
119159 
IVOZZÓ 
110218 
1f019Y 
C›9941 
C¶9593 
C19738 
Ú19323 
IQUIQÚ 
Íl9Ó055 
1fÓ30O 
110021 
~_-ff.. rf ___z;.-=% _-z;â~; ,_ __ zz«-...¬_z=.._~¢-_ _--›-.__ gv- na «Q .-›._‹‹- .ø.~›-.«_ .¢‹__.«_..... .-Q.-_... -..-..._ ,-...,....
› 
.z 
.‹
3 
-3 
12 
lê 
13 
-2 
ls 
-s 
-1 
zx
3
9
4 
ló 
-ê
z
w 
-3
3
7
7 
lê 
3
3
3 
lã 
2% 
13
9 
23
7 
25 
if 
15 
8
8 
22 
13 
14
3
3
3 
13 
11 
28 
-3 
|ÚG¿3 
14Óü3 
19309 
|Q737 
15ZiZ 
14312 
99939 
911;; 
,87a& 
|?1¿7 
|8E¿3 
92995 
12206 
qfifiâl 
ylfiiš 
11855 
|4QJ5 
ygzci 
IBIQÀ 
|92Í¿ 
Qäáil 
v47L5 
g3l9É 
92145 
95633 
:32Ó§- 
vfllãä 
Qšzäâ 
:ÊBÍS 
11552 
vblóä 
1T2í2 
1?7§; 
988aZ 
98211 
|91JZ 
yglflš 
:45¿9 
rfiláš 
950)? 
5719? 
¶ü5á2 
923+9 
vlúáä 
a33c5 
93535 
ly5C3Ô '5yÔÓl) 
~Ú|772ö 'Õ7§41b 
°G99ÊÕ2 °3¶02ÚZ 
. -l,üC4á -9,4355 
“oyõçgä °Úy559Ô 
. ~0g2Í22 ÚgÚDZ3 
ÍQÊÊSÕ lgQñ5Õ 
“1¶Úl0Q °Jy¿532 
°Úy94D2. ”332ÔU2 
°0ç1Í5% *3:35%Q 
-C93@0l ~Q;l7%U 
-QQZÉQO Q¡Õ2$7 
“ÚyZZOÚ “Ôyfiö97 
3|5Ê4Ú 'Õq?Õú} 
“fiyfiáäfl > `“Jy¿UÍ5 
Q¶573Z 'Ôví737 
1:2§2Ú °Ó:¿537 
-fifúíôfl “J1i73ó 
CvÚCÚÕ Õ›ÓQGÕ 
*297C5) °Ôf%4?í 
-G|92ÔÚ ”Uyú9ÕJ 
”Ú9ü32+ “Õ9lí2¿ 
-01933) “ÚyJl%4 
"BQQÊSÕ ”l|Q24Õ 
_~ -Qy5Õ5O “flpiõäb 
> Úyflfiflfl °Ó,U55Õ 
15|5ÕÚQ “Õ¶532J 
Ugfifiüfi *lpfifififl 
ÚJCCÕÔ “lyëgäfi 
11nÓCOÔ 'Õ¶ÍÓÍ# 
Q›ÕGÚÕ Ú¡3ÔÕ5 
V 
fi15CBÕ “Õ:9lÕ5 
°1;4ClU *ÚQÃBÍI 
193593 “Ô94373 
“lgllgfi fU15274 
°O:Z5Q1 311312 
-Op4Q9ä "QyJ839 
ÔQÕÚÕU Ú1ÔfiÚÔ 
°C19C5% 'l:ä3óD 
*293l2Ô -Ó9J23b 
“ÂYÊÊÕQ ”Õ94l7Z 
~Q›?502 -9,2694 
217169 0;Qb59 
-1,3130 -O,â74u 
*IQÕQÂO “2|21ÓÕ 
*C94494 *Ú1Â14l
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MÓDULU DE Pcrêwczâ . Parâwfixà 
enaaâ, IENSZU ÂMQULQ ATIVA 
` REAr1vA 
47 
aa 
ââ 
se 
.51 
52 
53 
54 
ss 
M-sú 
51 
58 
õe 
às 
à1 
óz 
às 
óé 
às 
óó 
óv 
ós 
óe *'19 
1; 
vz 
13 
74 
15 
vó 
17 
vs 
19 
eo 
31 
82 
as 
sé 
»a5 
só 
uv 
se 
89 
so 
91 
¬¢.¢‹-4.-‹--_. ._--Q-4.-.vn--.‹.._-‹~¬-..-. --.-- .«¬.. -Ç- - - _ ._.-.__ _.-..-_ -_-.-_-. _ .---- -_ .__ -›~__- _ 
110300 
1,0141 
190233 
` IVÚZÕT 
1303QQ 
1yQ2b€ 
Ca9T97 
(99€94 
1yÔ3G0 
.1vQ238 
113450 
199350 
119113 
. lgQ15O 
lgooüe 
0,9995 
1iQ2Z1 
` -lgcoão 
`1v027ö 
140262 
190339 
fy9§?ë 
113130 
C99921 
1yÔl95 
C19995 
z IJQZÔC 
C19878 
125195 
190130 
Ê19355 
110218 
1›ÚG?O 
- 110193 
110297 
IWÚBÓÚ 
190250 
C19991 
199200 
- 199100 
110222 
110329 
1:O3Ô0 
_ 
1|O300 
I c19897
z 
11 
-la 
-aa 
-za 
-za 
-15 
-29 
-19 
-2 
-L 
_': 
-â 
-13 
-â 
-1 
-9 
-13 
-32 
-as 
-25 
-zõ 
-32 
-QR ,gv 
-25 
-zé 
-13 
-31 
-27 
-33 
-33 
-as 
-12 
-za 
-za 
-as 
-19 
-15 
-51 
-4 
-3 
-x 
-3 
-5 
-sâ 
fšbáä 
|Q5Â? 
,fôäi 
140:? 
v5§¿b 
95111 
o@Ís5 
;7lal 
y@5J¿ 
jäšâš 
15%?? 
yãfiäfi 
yzgdä 
ql71a 
›15#$ 
yÍZvl 
94779 
|f3`§.›Ci 
g33LÕ 
zCOâ¿ 
JQIÍU 
,E210 
sÚ2á¿ 
1l3Í$ 
93471 
13613 
QQÂHÕ 
93552 
yg7á7 
19£§5 
q?G§Q 
olöaâ 
13713 
,747$ 
95393 
33839 
gàgàl 
s53iZ 
glgää 
a79>3 
gfióiã 
15231 
1š2Jö 
9454) 
491569 
-ÊHUÉÉQ 
~79512O 
-0,6e7o 
'*Ó;C¿79 
VIÔQZÉCO 
'“935CÓÚ 
*2¶0¢1Õ 
1192603 
°bv§Ú7J 
1Q¶2êGÚ 
25|lÊCü 
°21ZQ7J 
-ÂJÊÉÊÚ 
29341) 
iüygcõë 
413123 
°1|5Í43 
“Ô9Ú51Õ 
*11?2CÔ 
°5:ÕlÚÔ 
ÚOÕCÚJ 
“15¶5QÚÔ 
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