Abstract-Motivated by the recent progresses on the interplay between the graph theory and systems theory, we revisit the analysis of reversible chemical reaction networks described by mass action kinetics by reformulating it using the graph knowledge of the underlying networks. Based on this formulation, we can characterize the space of equilibrium points and provide simple dynamical analysis on the state space modulo the space of equilibrium points.
I. INTRODUCTION
Recent progresses in the networked control systems and systems biology are a result of the interplay between the graph theory and systems theory. It results in the expanding literature on the analysis and control of multi-agent systems (we refer to [12] for a brief review) and on the analysis of biological systems, see, for instance, the reconstruction of gene regulation networks in [22] , the synchronization problem in biological systems [17] and the new development in synthetic biology [13] .
The analysis of chemical reaction networks using graph theory has previously been pursued by Othmer in [16] , by Sontag in [18] and, recently, by Angeli etal in [1] . In these works, the chemical reaction networks are described by the mass-action kinetics and the stability analysis is done on the positive (or, forward) invariant subspace that is parametrized by the initial state. Feinberg in [7] gives perhaps the most comprehensive study on the dynamical properties of chemical reaction networks. Sontag in [18] explores an asymmetric weighted Laplacian matrix describing the network topologies for analyzing the dynamics of chemical reaction networks with the generalized mass-action kinetics (c.f., the formulation in [18, Section V] ). Othmer in [16] presents equivalent representations of chemical reaction networks from various different perspectives, including, graph theoretical perspective and thermodynamical view.
In this paper, we revisit again the dynamics of reversible chemical reaction networks by reformulating it using the graph description of the underlying networks. Correspondingly, we can characterize the space of equilibrium points and provide simple dynamical analysis on the state space modulo the space of equilibrium points. In the literature of consensus or multi-agent systems, the state space modulo the space of equilibrium points is commonly referred to the disagreement vector. It is in contrast to the common approaches in the existing literature on chemical reaction networks that analyze the dynamics on a forward invariant subspace, the so-called positive stoichiometric class, which is parametrized by the initial state. Our result on the relation between the initial concentration to the unique final concentration is related to the recent concept of -consensus in [3] .
In biochemistry, one often comes across a network of reversible chemical reactions consisting of several reversible reactions with common species and possibly common complexes. An example of a simple network of chemical reactions in the pyruvatic pathways is given below Glu + 2NAD + 2ADP ⇌ 2Pyr + 2NADH + 2ATP Pyr + NADH ⇌ Lactate + NAD.
The compounds Glu, NAD, ADP, Pyr, NADH, ATP and Lactate involved in the reaction are called the species of the network. The combination of species ( Glu+2NAD+2ADP ) and ( 2Pyr + 2NADH + 2ATP ) occuring on the left and right hand side of the first reaction are called the complexes of the first reaction. The reaction (1) proceeds changing the concentrations of the various species involved until a state of equilibrium is reached after which point the concentrations of the various species remain constant as long as there is no external flux of species affecting the reaction. In the example above, the dynamics of concentrations of the each of species involved in the network depend on both reactions. The most popular law governing the dynamics of the concentrations of the various species involved in a chemical reaction network is the law of mass action kinetics.
In order to derive a specific form of differential equations we will start with the basic assumption that the chemical reaction rates are governed by mass action kinetics. As an initial step we then derive a compact form of the dynamics involving a non-symmetric weighted Laplacian matrix of the complex graph. The basic form of these equations can be already found in the innovative paper by Sontag [18] . The main part of the paper is however devoted to a subclass of mass action kinetics chemical reaction networks, where we assume the existence of a thermodynamical equilibrium, or equivalently, where the detailed balance equations are assumed to admit a solution. We will call such chemical reaction networks balanced chemical reaction networks. Balanced chemical reaction networks are necessarily reversible but involve additional conditions on the forward and reverse reaction rate constants (usually referred to as the Wegschei-der conditions; see [9] ). For such balanced chemical reaction networks we will be able to derive a particularly elegant form of the dynamics, involving a symmetric weighted Laplacian matrix of the complex graph.
The obtained form of the equations of balanced chemical reaction networks will be used to give, in a very simple and insightful way, a characterization of the set of equilibria, and a proof of the asymptotic convergence to a unique thermodynamic equilibrium corresponding to the initial condition of the system. Similar results for a different class of mass action kinetics reaction networks, in particular weakly reversible networks with zero-deficiency, have been derived in the fundamental work of Horn [10] and Feinberg [7] , [8] , which was an indispensable source of concepts and tools for the work reported in this paper.
The paper is organized as follows. In Section II, we summarize the mathematical structure of a network of chemical reactions described in [11] , [7] , [8] , [16] . In Section III, we recall the law of mass action kinetics, and develop a mathematical framework that describes the dynamics of the species concentrations involved in a class of reversible chemical reaction network using the law of mass action kinetics, which we refer to as balanced mass action chemical reaction networks. It is shown in this section that our framework provides a number of tools for the analysis of balanced chemical reaction networks.
Notation:
The space of n dimensional real vectors is denoted by ℝ n , and the space of m × n real matrices by ℝ m×n . The space of n dimensional real vectors consisting of all strictly positive entries is denoted by ℝ n + and the space of n dimensional real vectors consisting of all nonnegative entries is denoted byR n + . Rank( ) denotes the rank of a real matrix . Given 1 , . . . , ∈ ℝ, diag( 1 , . . . , ) denotes the diagonal matrix with diagonal entries 1 , . . . , ; this notation is extended to the block-diagonal case when 1 , . . . , are real square matrices. ker( ) and span( ) denote the kernel and span respectively of a real matrix . If denotes a linear space, then ⊥ denotes the complementary subspace of (with respect to the standard Euclidian inner product). 1 denotes a vector of dimension with all entries equal to 1.˙ for a vector depending on time will denote the time-derivative ( ). Define the mapping Ln :
→ Ln( ), as the mapping whose -th component is given as (Ln( )) := ln( ). Similarly, define the mapping Exp : ℝ → ℝ + , → Exp( ), as the mapping whose -th component is given as (Exp( )) := exp( ). Also, define for any vectors , ∈ ℝ the vector ∈ ℝ as the element-wise quotient
II. CHEMICAL REACTION NETWORK STRUCTURE
In this section we will survey the basic topological structure of chemical reaction networks. First step is the stoichiometry expressing the conservation laws of chemical reactions. A next innovative step was taken in the work of Horn & Jackson and Feinberg [11] , [7] , [8] by defining the complexes of a reaction to be the vertices of a graph. We will summarize these achievements in a slightly more abstract manner, also making use of the exposition given in [16] .
A. Stoichiometry
Consider a reversible chemical reaction network involving chemical species (metabolites), among which reversible chemical reactions take place. The basic structure underlying the dynamics of the vector ∈R + of concentrations , = 1, ⋅ ⋅ ⋅ , , of the chemical species is given by the balance laws˙ =
where is an × matrix, called the stoichiometric matrix.
The elements of the vector ∈ ℝ are commonly called the (reaction) fluxes. The stoichiometric matrix , which consists of (positive and negative) integer elements, captures the basic conservation laws of the reactions. Consider again the first reversible reaction in (1)
where the species are {Glu, NAD, ADP, Pyr, NADH, ATP}. It has the stoichiometric matrix
Although the stoichiometry does not fully determine the dynamics of the chemical reaction network (for this to be the case the vector of fluxes needs to be expressed as a reaction rate = ( ) ) it already contains very useful information about the network dynamics, independent of the precise form of the reaction rate ( ). For example, if there exists an -dimensional row-vector such that = 0 then the quantity is a conserved quantity for the dynamicṡ = ( ) for all possible reaction rates = ( ). Indeed, = ( ) = 0. For a vector ∈ ℝ + with nonnegative integer elements the quantity is commonly called a conserved moiety.
Geometrically, this means that for all possible fluxes the solutions of the differential equations˙ = ( ) starting from an initial state 0 will always remain within the affine space 0 + im .
B. The complex graph
The structure of a chemical reaction network cannot be directly captured by an ordinary graph (since generally there are more than two chemical species involved in a reaction). Instead, we will follow an approach originating in the work of Horn & Jackson [11] and Feinberg [7] , [8] , introducing the space of complexes. The set of complexes of a chemical reaction network is simply defined as the union of all the different left-and righthand sides (substrates and products) of the reactions in the network.
For the reversible reaction networks in (1), the reactions entails four complexes, namely the substrates (reactants) Glu+2NAD+2ADP and Pyr+NADH, and the products 2Pyr+2NADH+2ATP and Lactate+NAD. Thus a product complex of one reaction may be the substrate complex of another. Furthermore, a complex may be the product or substrate complex of more than one reactions.
The expression of the complexes in terms of the chemical species is formalized by an × matrix , whose -th column captures the expression of the -th complex in the chemical species. For example, the column expressing the complex Glu+2NAD+2ADP in the reversible chemical reactions (3) is
Note that by definition all elements of the matrix are nonnegative integers. It follows that the relation between the vector of concentrations of chemical species ∈R + and the vector ∈ ℝ expressing the amounts of all the complexes is = . Since the complexes are left-and right-hand sides of the reactions they can be naturally associated with the vertices of a directed graph , with edges corresponding to the reactions, the complexes on the lefthand side of the reactions are called the substrate complexes and those on the righthand side of the reactions are called the product complexes. Formally, the reaction ⇌ between the -th and the -th complex defines a directed edge with tail vertex being the -th complex and head vertex being the -th complex. The resulting graph will be called the complex graph. Recall, see e.g. [2] , that any directed graph is defined by its incidence matrix . This is an × matrix, being the number of vertices and being the number of edges, with (ℓ, )-th element equal to −1 if vertex ℓ is the tail vertex of edge and 1 if vertex ℓ is the head vertex of edge , while 0 otherwise.
Obviously, there is a close relation between the matrix and the stoichiometric matrix . In fact, it is easily checked that = ,
with the incidence matrix of the complex graph. For this reason we will call the complex stoichiometric matrix. Hence the relation˙ = , cf. (2), between the fluxes through the chemical reaction network and the timederivative of vector of chemical species can be also written as˙ =
with belonging to the space of complexes ℝ . Geometrically this is summarized in the following diagram. Denote the spaceR + of metabolites (chemical species) by ℳ. Similarly, denote the linear space ℝ of reactions by ℛ, and the linear space ℝ of complexes by . Then we have
III. THE DYNAMICS OF MASS ACTION KINETICS CHEMICAL REACTION NETWORKS
In this section we will derive a compact form for the dynamics of a chemical reaction network, whose reactions are described by mass action kinetics.
A. The general form of mass action kinetics
The dynamics of the concentration vector (or equivalently, in case of a fixed volume, the vector of mole numbers) is given once the internal fluxes are specified as a function = ( ) of , defining the reaction rates. The most basic model for specifying the reaction rates is mass action kinetics, defined as follows. For a reversible reaction networks with reactions, the mass action rate of the -th reaction with a substrate complex and a product complex is given as
where ℓ is the ( , ℓ)-th element of the complex stoichiometric matrix , and forward , reverse are the forward/reverse reaction constants of the -th reaction, respectively. Then the mass action rate for the complete reactions is given by the
This can be rewritten in the following way. Let and denote the columns of the complex stoichiometry matrix corresponding to the substrate and the product complexes in the -th reaction. Using the operators Ln and Exp as defined in the Introduction, the mass action reaction equation (7) for the -th reaction from a substrate complex to a product complex can be compactly written as 
where Δ is the diagonal matrix whose ( , )-th element is equal to the sum of the elements of the -th column 1 of . Then it can be verified that the dynamics˙ = ( ) for the mass action rate equation vector ( ) is equal tȯ
A similar expression, in less explicit form, was also obtained in [18] .
B. Balanced mass action kinetics
A vector of concentrations * ∈ ℝ + is called an equilibrium for the dynamics˙ = ( ) if
1 Hence the sum of the elements of every column of is zero. It follows that the definition of the weighted Laplacian matrix is slightly different from the one used in the analysis of the consensus algorithm. In this case Δ is defined as the diagonal matrix whose ( , )-th element is equal to the sum of the elements of the -th row of , implying that the sum of the elements of every row of is zero.
Clearly, any thermodynamic equilibrium is an equilibrium for the dynamics, but not necessarily the other way around (since in general = is not injective). Necessary and sufficient conditions for the existence of a thermodynamic equilibrium can be derived in the following linear-algebraic way following [9] . These conditions are usually referred to as the Wegscheider conditions, generalizing the classical results of [21] .
Consider the -th reaction from substrate to product , described by the mass action rate equation ( see (8) )
Then * ∈ ℝ + is a thermodynamic equilibrium, i.e., ( * ) = 0, if and only if Then the detailed balance equations (13) are seen to be equivalent to
Collecting all reactions, and making use of the incidence matrix of the complex graph, this amounts to the vector equation
where is the -dimensional vector with -th element , = 1, ⋅ ⋅ ⋅ , . From here it is easy to characterize the existence of a thermodynamic equilibrium.
Proposition 3.1: There exists a thermodynamic equilibrium * ∈ ℝ + if and only if forw > 0, rev > 0, for all = 1, ⋅ ⋅ ⋅ , , and furthermore
It also follows that once a thermodynamic equilibrium * is given, the set of all thermodynamic equilibria is described as follows. Proposition 3.2: Let * ∈ ℝ + be a thermodynamic equilibrium, then the set of all thermodynamic equilibria is given by
For ease of exposition we will henceforth refer to mass action chemical networks possessing a thermodynamic equilibrium * ∈ ℝ + as balanced mass action chemical networks.
As stated in Proposition 3.1, a necessary condition for the existence of a thermodynamic equilibrium is the fact that for all reactions the forward and reverse reaction constants are both strictly positive. Thus all reactions of a balanced reaction network need to be at least reversible. The equation (13) allows us to define the balanced reaction constant of the -th reaction as
It follows that the -th reaction can be written as
Recall from the Introduction that the quotient vector ∈ ℝ is defined elementwise. Let 1 ( * ), ⋅ ⋅ ⋅ , ( * ) denote the equilibrium coefficients of all the reactions corresponding to the rate equation equilibrium * . Define the × diagonal matrix of equilibrium coefficients
Then it follows that the mass action reaction rate vector of a balanced reaction network can be written as
and thus the dynamics of the vector of concentrations is given as˙
The matrix ( * ) again defines a weighted Laplacian matrix for the complex graph, with weights given by the equilibrium coefficients 1 ( * ), ⋅ ⋅ ⋅ , ( * ). Note that this is in general a different weighted Laplacian matrix than the one obtained before 2 , cf. (9) . In particular, a main difference is that the weighted Laplacian ( * ) is necessarily symmetric. Among others, cf. [2] , this implies that the Laplacian ( * ) is in fact independent of the orientation of the graph. Thus we may replace any reaction ⇌ by ⇌ without altering the Laplacian ( * ) , in agreement with the usual understanding of a reversible reaction network. Note that the symmetrization of the Laplacian has been accomplished by the modification of Ln( ) into Ln ( * ) . Let us define, up to a constant, ( ) := Ln( * ) as the chemical potential vector and
It can be immediately checked that
Using , it follows that the equations of a balanced chemical reaction network (21) can be equivalently written aṡ
In the next section, we will employ ( ) as a Lyapunov function for the chemical reaction network.
The complex affinity of the reaction network is defined as := .
A geometric interpretation of the equation (21) or (24) is as follows. Denote the dual space of the space of concentrations of chemical species ℳ = ℝ + by ℳ * . Similarly, denote the dual space of = ℝ by * , and the dual of the space of reaction rates ℛ = ℝ by ℛ * . Define * := Exp( ) and := ( , * ). All the ingredients for the equation (21) are contained in the following diagram: 
The added complication in the diagram is the map Exp :
* → * , which introduces a discrepancy between * and := − = − .
C. The linkage classes of the complex graph
The complex graph provides a number of tools for the analysis of reaction networks. Recall that for any directed graph [2] rank = rank = − ℓ,
where is the number of vertices of the graph, and ℓ is equal to the number of components 3 of the complex graph 4 , the linkage classes in the terminology of [11] , [7] , [8] .
Furthermore, if there is one linkage class in the network (i.e., the graph is connected and rank = rank = − 1), then ker = ker = span 1
where as before 1 is the -dimensional vector with elements all equal to 1.
D. Deficiency
A crucial notion to relate the complex graph with the stoichiometry, as introduced in the work of Feinberg [7] , is the notion of deficiency. Definition 3.3: The deficiency of a chemical reaction network with complex stoichiometric matrix and incidence matrix is defined as
A reaction network is said to have zero-deficiency if = 0. Note that zero-deficiency is is equivalent to
or to the mapping
being injective. Hence in the zero-deficiency case there is a one-to-one correspondence between the vector of chemical species ∈ im ⊂ ℳ and the vector of complexes ∈ im ⊂ . Many chemical reaction networks are zerodeficient, although with growing complexity (especially in biochemical networks) deficiency greater than zero is likely to occur.
E. Equilibria of reversible networks and asymptotic stability
In this section, we focus our attention to the properties of equilibria of balanced chemical reaction networks. The first result that we provide in this section has been already stated and proved in [8] . We make use of the formulation of the dynamics of balanced reaction networks ( equation (21) ) , in order to give a simpler proof of and a deeper insight into the result as compared to the proof of the same result provided in [8] . This result gives a characterization of all equilibrium points of a given reversible reaction network in terms of a known kinetic equilibrium. Given below is the first result of this section.
Theorem 3.4: Consider a balanced chemical reaction network˙ = = with species and reactions governed by mass action kinetics, with thermodynamic equilibrium * , i.e., ( * ) = 0, described as in (21) . Then the set of all equilibria is equal to the set ℰ := { * * ∈ ℝ + | Ln( * * ) = Ln( * )} of thermodynamic equilibria given in (18) .
For proof, we refer to [19, Theorem 4.1] . Following Theorem 3.4, we can define the space of equilibrium points for a reversible mass action chemical network in (21) by ℰ := { ∈ ℝ + | Ln
Now consider the dynamical equations of a balanced reaction network as given by equation (24):
where is defined as before:
Using Theorem 3.4 and as the Lyapunov function, we show below that the system (21) is globally asumptotically stable with respect to ℰ, i.e., ℰ is globally attractive.
Theorem 3.5: Consider a balanced mass action reaction network given by (21) or, equivalently, by (24). Then for every initial condition (0) ∈ ℝ + , the species concentration converges for → ∞ to ℰ. For proof, we refer to [19, Theorem 4.2] .
F. Equilibrium concentration corresponding to an initial concentration
In this section, we show that for every initial concentration vector 0 ∈ ℝ + , the solution trajectory of (21) converges to a unique thermodynamic equilibrium in ℰ. Our reasoning is very similar to the proof of zero-deficiency theorem provided in [8] and is based on the following proposition in there. Recall from the Introduction that the product ⋅ ∈ ℝ is defined as the element-wise product ( ⋅ ) = , = 1, ⋅ ⋅ ⋅ , . (21) . Then for every 0 ∈ ℝ + , there exists a unique 1 ∈ ℰ such that the solution trajectory of (21) starting from 0 converges for → ∞ to 1 . Hence there exists a surjective map : ℝ + → ℰ that assigns to every initial state its asymptotic thermodynamic equilibrium 5 . We refer to [19, Theorem 4.5] for the proof. Theorem 3.7 is closely related to the property that the asymptotic consensus value in consensus dynamics is a function of the initial state. In fact, the surjective map : ℝ + → ℰ which assigns to every initial state its asymptotic equilibrium is similar to the -function in the -consensus algorithm of [3] .
IV. CONCLUSIONS
In this paper we have provided a compact, geometric, formulation of the dynamics of mass action chemical reaction networks possessing a thermodynamic equilibrium. This formulation clearly exhibits both the structure of the complex graph and the stoichiometry. Exploiting this formulation we were able to recover, for the balanced mass action kinetics chemical reaction networks, some of the results in the fundamental work [11] , [10] , [7] , [8] in a simple and
