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In the book of “Manifestation of Thought”:
“The greater man’s awakening
The greater his knowledge of Existence;
The greater opening of his inner eyes and vision,
The more acute his own awareness of his being
Full of ignorance - to gain knowledge’s essence,
The above is the wise’s first step, the firmest decision!”

Abstract
This thesis describes a series of interrelated studies that I performed to characterize two key
modules of MARS spectral CT scanner: the x-ray source and the x-ray detector. Characterizing and
optimizing the outputs of these two modules are steps towards utilizing the full advantages of the
multi-channel spectroscopic imaging from the MARS spectral CT to enhance material resolution.
I contributed to developing a parameterized semi-analytic x-ray source model. The main body
of this work and its utilization in other MARS projects have been disseminated through a submitted
paper, a published paper, and three conference proceedings. I also developed a method for profile
assessment and characterization. This work has given rise to a submitted paper and a conference
proceeding. I contributed to characterizing the Medipix3RX performance at the pixel level through
two distinct projects including characterization and calibration of per-pixel energy response, and
pixel classification based on time analysis. The industrial importance of this research outcome
resulted in the filing of two patents: an algorithm for generating a pixel mask, and a method for
identification and correction of unstable pixel clusters.
The parameterized semi-analytic x-ray source model provides on- and off-axis x-ray spectra in
the diagnostic imaging energy range of 30-120 kVp, across the field of view of the MARS spectral
CT. This development was in response to a need for accurately providing the energy and position of
the incident photon to a future polychromatic-based material reconstruction technique in the MARS
group. Considering the polychromatic structure of the beam in data processing will enable us to
make better use of the spectroscopic information that is available in the Medipix3RX ASIC.
The beam profile assessment and characterization method was motivated by the instabilities of
the beam profile observed in a poorly-calibrated MARS spectral CT prototype. To monitor the beam
profile, several beam profile properties were measured in the MARS spectral CT and compared with
the profiles of the x-ray source model. This method is capable of identifying temporal or spatial
fluctuations in the beam profile. The accurate offset parameters provided by this method are then
used to calibrate the MARS source model for each scanner. This, therefore, enables us to accurately
express the incident photons of the x-ray beam for the future spectral reconstruction techniques.
Characterization and calibration of the individual pixel energy response addressed degradation
of spectral fidelity of the images caused by inter-pixel variation of energy response. The significance
of the proposed method is to measure and calibrate per-pixel energy response when the MARS
spectral CT operates in a standard acquisition mode without using any additional equipment. A
by-product of this system is the measurement of the unequal effective pixel area, which can be used
in the study related to sensor layer manufacturing.
A pilot study of pixel classification based on temporal pixel behavior was also conducted to an
improved method. This method is capable of identifying malfunctioning and slow-drift pixels and
masking them out from the data processing chain. Because of the precise threshold criteria were
chosen in this method, it is unlikely to label a flickering pixel as a well-behaved pixel. This method
significantly improved the signal-to-noise ratio of the reconstructed image. Furthermore, a group of
malfunctioning pixels was identified as behaving correlatively. The overall response of all pixels
can be treated as a well-behaved pixel, enabling reliable utilization of the low-grade sensors.
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Over the course of my research, I have contributed to the MARS project through mod-
eling the x-ray source and characterizing the detector elements used in MARS scanners. The
methods presented in this thesis are available for MARS developers to improve MARS per-
formance, and for researchers to assist them to establish new research projects. This section
lists two patents, two book chapters, several articles and conference proceedings, grants and
awards, student supervisions, and external collaborations during my Ph.D. program.
Patents / Commercialization
One of the MARS team goals is to commercialize MARS spectral imaging. To this end, the
outcomes of two projects that I contributed to have been protected under provisional patents.
1. “An Improved Method of Pixel Classification and Mask Generation.” Patent pending
NZPTO App. no. 721382, New Zealand, 2016.
Inventors: M. Anjomrouz, M. Shamshad, C.J. Bateman, S.T. Bell, P.H. Butler.
• This invention relates to an improved method of the mask generated based on
new ways of pixel identification and classification in Medipix3RX. Although
the research information was obtained from a CdTe sensor layer attached to
Medipix3RX detector, this masking method can be then used for other sensor
materials such as CZT.
• I contributed to developing a technique for pixel classification, identifying the
reliable pixels, data collection, analysis, and I wrote the patent draft as a primary
inventor.
• The content of this patent is presented in Chapter 7.
2. “A Method for Identification and Correction of Clusters of Malfunctioning Pixels.”
Patent pending NZPTO App. no. 723756, New Zealand, 2016.
Inventors: M. Shamshad, M. Anjomrouz, C. J . Bateman, S. T. Bell, P. H. Butler.
• This invention relates to the identification and utilization of clusters of mal-
functioning pixels in Medipix3RX detector. The results of our research on a
CdTe-Medipix3RX detector indicated that there is a particular correlation in a
cross pattern.
• I contributed to developing this method by data collection, data processing,
analysis and in writing the patent draft as a co-inventor.
• The content of this patent is presented in Chapter 7.
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This thesis details my contribution to improving the performance of MARS spectral CT
scanners through measurements, modeling, analysis, and characterization of two of its
modules: the x-ray source and the x-ray detector.
I joined the MARS research team at the beginning of my PhD program at the University
of Otago. The team is working on a world-leading bio-imaging project to manufacture a
spectral computed tomography (CT) system that provides images with both high spatial and
high energy resolution. Using a photon-counting detector from the Medipix family in medical
imaging offers color vision into the body. This tool allows the simultaneous discrimination
of multiple medically relevant tissues and contrast drugs. Tissue characterization at the
molecular level provides new opportunities for the diagnosis of diseases at early stages. It
also has the potential to enable surgeons to monitor the repair process of injured tissue, with
a low x-ray dose and noninvasive approach.
All the technology required to manufacture a MARS spectral CT, acquire and process
the spectral images is known as the MARS imaging chain. For ongoing improvement of
MARS imaging chain, a team of physicists, clinicians, mathematicians and engineers joined
together to increase the capabilities of the MARS diagnosis in public health care. This team
is divided into five departments: hardware, productization, applied physics, reconstruction,
and visualization. As a member of the applied physics team, I have been investigating several
unknown aspects of MARS components to improve the MARS imaging chain outcomes.
The fundamental principle of MARS spectral imaging is based on irradiating an object
with radiation from an x-ray tube and recording the attenuated spectrum using a Medipix3RX
as a photon-counting detector. To maximize the spectral and spatial fidelity of the images,
and consequently achieve better material resolution, there is a need to accurately characterize
the properties of both the radiation sender and receiver devices.
This chapter expresses my research goals and their significance to the visionary goal of
my research team. It concludes with an overview of each chapter of this thesis.
2 Introduction
1.1 MARS visionary goals and milestones
The long-term goal of the MARS team is to provide the local and international health care
industry with a robust, fast and low-dose imaging system that can be used in both research
and clinical environment. The current commercial version of the MARS spectral CT is
available for scanning small animals and excised specimens. The outstanding results of
various MARS preclinical applications in molecular imaging of tumors [3], atherosclerosis
[4], drug delivery [5, 6] and arthritic cartilage [7] has encouraged the MARS team to scale up
MARS technology for human spectral imaging. MARS human spectral CT is intended to be
used for local imaging such as head and neck, knee joint and breast or for a whole body scan.
The MARS team also plans to expand MARS imaging to veterinary science and even airport
security. Furthermore, the extensive investigation performed in the MARS group to optimize
the operation of Medipix detectors has made MARS a powerful pioneer in the utilization of
spectroscopic detectors in the spectral imaging industry; retaining this leadership is also one
of MARS’ targets.
The MARS group has a number of team milestones laid out along the path towards
achieving the visionary goals. Several key team milestones relevant to my PhD study are:
1. Incorporation of polychromatic material reconstruction techniques- the initial re-
construction basis used in the MARS data processing chain works by assuming a
monochromatic model with empirical calibrations. This assumption was a reasonable
approximation due to the narrow energy bin that we could obtain from the spectroscopic
mode of the Medipix3RX detector. To improve the sensitivity of our product, we need
to incorporate a polychromatic material reconstruction technique in the MARS imaging
chain. Achieving this milestone requires additional modeling and characterization of
the system.
2. Characterization of energy response and temporal behavior of the MARS camera- the
MARS spectral CT uses a recent generation of the Medipix family that is a pixellated
photon-counting detector. Although this advent in technology has opened up new
applications of molecular CT, its performance is not flawless and needs to be optimized.
To optimize the performance of the MARS spectral CT, the team ran a series of detector
characterizations, not only on a whole detector but also at the pixel level.
3. Design and establishment of a fully automated image-processing chain- in the earlier
version of the MARS processing chain, prereconstruction processing, reconstruction
into 3D volumes, and postreconstruction processing were performed via a series of
disconnected programs to provide an acceptable commercial product. Such a product,
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which is fast and reliable enough with the high level of material detectability, is at a rate
compatible with the current clinical human CTs. To this end, the MARS team aimed
to transfer all previous programs to an automated system which is easily serviceable
through the systematic approaches. This highlighted a need to automate each module of
the image-processing chain, such as pixel masking. This milestone has been achieved.
My proposed research projects on the characterization of the x-ray source and x-ray detector
could fulfill several requirements at each MARS milestone.
1.2 Thesis goals and significance
The first goal of my thesis was set towards achieving the first MARS milestone; the de-
velopment of a polychromatic-based reconstruction technique. For this technique to be
successful, a model is required to accurately provide spectral information across the field of
view exposed by MARS x-ray tubes. Based on a preliminary study that I performed, there is
no freely available source model that provides on- and off-axis photon spectra for the x-ray
tube used in MARS. Therefore, I started my first PhD project by developing a parameterized
semi-analytic source model.
A secondary goal was set towards calibrating the offset parameters of the source model
for each scanner, since the manufacturing tolerance of each scanner’s components may
degrade the accuracy of the spectral information, resulting in an image artifact. Step-by-step
measurement, observation, and analysis of the recorded beam profiles in different MARS
spectral CTs encouraged me to develop a beam profile assessment and characterization
method. Several properties of the spatial and temporal beam profile that are assessed in this
method noticeably provide information related to the overall stability and performance of
the MARS spectral CT. This technique can be used as a part of a service toolbox used by
MARS engineers in the modular assessment of the MARS spectral CT at the different stages
of manufacturing.
The goal of the next phase of my research was aligned towards the second MARS
milestone: characterizing the energy response and temporal behavior of the Medipix3RX
detector. This investigation in different stages addressed several issues that prevent the
MARS spectral CTs from fully exploiting the potential advancements of the Medipix3RX,
such as a reduction in low electronic noise and the ability to discriminate photon energy.
Maximizing this ability results in improving the material resolution in the MARS spectral CT.
One step towards this goal is to measure and minimize the variation of each pixel’s energy
response across an equalized Medipix3RX detector. This need has also been noticed in a
previous study [8], and a method was presented, which suffered from practical limitations.
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Therefore, I aimed to develop a per-pixel energy calibration method that works based on the
available information in the detector channels without additional equipment.
The second step towards improvement in the overall performance of the Medipix detector
is pixel classification based on time analysis. This analysis enables us to predict the long-term
pixel behavior, ensuring the stability of pixel response during scan time. Using the data
acquired from the unstable and slow drift pixels may result in streaks and ring artifacts in
the reconstructed images. These noisy pixels could not be completely removed from the
data processing chain by the previous masking technique used in MARS. I contributed to
developing a pixel mask method that removes all types of malfunctioning pixels, in the
minimum time without user intervention. This mask method fulfilled one of the prerequisites
for fully automating the MARS data processing chain, the third MARS milestone.
1.3 Thesis overview
This thesis body is split into two distinct parts: (1) development of an x-ray source model, its
validation and application, and beam profile characterization in MARS spectral CTs (Chap-
ters 3-5); (2) characterization of per-pixel energy response and pixel classification based on
temporal pixel behavior (Chapters 6-7). The summaries of Chapters 2-7 are presented below.
Chapter 2 provides an overview of the structure of the MARS small-animal CT scanner and
the relevant principles of operation. This chapter introduces the x-ray source and Medipix
detector mounted in the MARS CT prototypes that were investigated throughout the the-
sis. More details about each research topic are described in the corresponding chapter. A
high-level description of the MARS data processing chain, as well as several preclinical
applications of the MARS spectral CT, is also presented. This information provides the reader
with a better understanding of the outcome of each chapter of this thesis and its significance.
Chapter 3 describes development of a parametrized semi-analytic source model named
“MARS x-ray source model”. This source model describes the output from the x-ray tubes
installed in the current MARS spectral CTs that have a tungsten anode with an angle of
20◦, operating with the tube voltages of 30-120 kVp. The MARS source model has been
developed by applying regression techniques to data obtained from a EGSnrc Monte Carlo
simulation of the MARS x-ray tube. It provides precise information about the energy dis-
tribution of the x-ray spectrum within ± 17.2◦ along θ (vertical direction), ± 5.5◦ along φ
(horizontal direction) and with energy resolution of 1 keV. All formulas and look-up tables
provided by this source model have been integrated into a MATLAB-based program with a
1.3 Thesis overview 5
user-friendly interface to ease the access of the MARS members to this model.
Chapter 4 reports on MARS source model validation and application. The MARS source
model is validated in both aspects of spectral characteristics and the spatial photon distribu-
tion. To validate the spectral characteristics, the MARS model spectrum is compared with
the similar spectra modeled by IPEM78 and SpekCalc. Results indicated that the agreement
between the MARS x-ray model and other models was within 4%. To validate the spatial
photon distribution of the MARS source model, Monte Carlo outputs of TOPAS is used.
Results showed that the MARS source model perfectly matches TOPAS output with less than
0.5% difference. We also compared the modeled photon distribution with the flux measured
by the MARS spectral CTs. Agreement between the spatial photon distribution of the MARS
x-ray model and measurements was within 3%. There is a 7.2% variation in beam quality
across the modeled beam profile. This chapter also concludes several practical and potential
applications of the MARS source model.
Chapter 5 presents a method for beam profile characterization and assessment in the
MARS spectral CTs. In this method, various properties of spatial and temporal beam profile
measured from MARS spectral scanners are characterized with the help of spatial informa-
tion obtained from the MARS source model. These properties include beam profile shape;
angular offset along the rotational axis (θ ); inter-scan and intra-scan beam profile variability;
and intensity of the integral counts at the beam center. The results for a set of experiments
obtained from a well-calibrated scanner indicated the intra-scan count variation of 0.1%;
integral count error of 0.5%; and inter-scan count variation of less than 1%. The angular
offset of the beam center ranged from 0.8◦ to 1.6◦ on different MARS spectral CTs. The
capability of this method to identify temporal or spatial fluctuation in the beam profile is
also demonstrated. The accurate offset parameters provided by this method are then used
to calibrate the MARS source model for each scanner. All steps of this method have been
integrated into a MATLAB-based program with a user-friendly interface.
Chapter 6 proposed a method for characterization and calibration of per-pixel energy
response of an equalized Medipix3RX detector, operating in charge summing mode. In this
method, the energy response of an individual pixel across the x-ray spectrum is quantified
with respect to the average energy response obtained by a global energy calibration. Next, the
energy response of each pixel is accordingly calibrated. The spectral resolution of the scanner
has been evaluated before and after applying this method. Results indicated a significant
reduction of the threshold dispersion (25% at 25 keV and 8.9% at 60 keV). Furthermore, char-
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acterization of each pixel energy response led to calculate the effective pixel area across the
pixel matrix. The evaluation results for the effective pixel area indicated that this parameter
is almost independent of the energy threshold and it is stable over a time domain.
Chapter 7 introduces a type of pixel classification based on time analysis that catego-
rizes well-behaved, slow drift, unstable, and non-working pixels. This pixel classification
resulted in the development of a pixel mask to remove the malfunctioning and poorly-
behaved pixel from the data-processing chain. The efficiency of the mask method is also
validated by a clinical dataset of a mouse’s abdomen. Another outcome of per-pixel tem-
poral characterization performed on a CdTe-Medipix detector led to the identification of
the malfunctioning pixel clusters. Malfunctioning pixels including slow drift and unstable
types form a cross pattern across the pixel matrix. A correction approach is also provided to
replace the malfunctioning pixels in a cluster by a well-behaved pixel in the reconstruction
chain, which would enhance the signal-to-noise ratio of the spectral image.
Chapter 8 reviews briefly the features and outcomes of each method developed in this
thesis. This chapter also points out how these methods could improve the quality of the
current MARS spectral CT and speed up its translational journey from the small bore scanner
to the human scanner.
Chapter 2
Medipix All Resolution Systems (MARS)
MARS stands for Medipix all resolution system. MARS is the pioneer in spectroscopic x-ray
imaging providing temporal, spectral and spatial resolution. The “all resolution” capability of
this system refers to the use of Medipix technology, which has been developed at the European
Organization for Nuclear Research (CERN) since 1998. The Medipix collaboration at CERN
specifically worked to utilize the knowledge of high energy physics detectors in medical
applications [9]. In 2006, the University of Canterbury joined the Medipix3 collaboration to
bring this technology into a 3D computed tomography x-ray scanner made by the MARS
Bioimaging Ltd. company [10].
Nowadays, the MARS spectral CT scanner has grown to be a collaborative project be-
tween Otago, Canterbury, Auckland, and Lincoln universities, CERN, and other international
institutes such as Notre Dame, Freiburg Material Institute, and many others. Commercial
partners include MARS Bioimaging Ltd (NZ), Redlen Technologies (Canada), and GE
Healthcare (USA). The main funding is from a six-year MBIE (Ministry of Business, In-
novation, and Employment) contract (“Taking MARS Spectral CT to Human Imaging”),
and a parallel contract with MARS Bioimaging Ltd (MBI). A number of health-related and
collaboration grants provide additional funding to this project. These grants are provided by
the National Health Foundation, the New Zealand Arthritis Foundation, the New Zealand
Royal Society, and the Royal Australian and New Zealand College of Radiologists.
This chapter provides a brief introduction of spectral CT and MARS key components and
principles of MARS spectral CT operation. It also provides information about MARS data
processing. This chapter concludes several preclinical applications of the MARS spectral CT.
More details of relevant MARS components are provided in the corresponding chapter.
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2.1 Spectral CT
Spectral CT is, in fact, the ability of tomographic x-ray imaging at multiple energy levels
that allows multiple material identification and quantification, while improving patient care
by providing a high-level of certainty in diagnosis, in a non-invasive way. This imaging
technique can be enormously valuable for diagnosing a complex issue such as delineation of a
tumor. Spectral CT provides accurate information about the materials beyond morphological
CT and enables functional imaging [11]. Multi-energy CT is feasible through different
techniques as follows:
• Sequential data acquisition can be performed a nearly monochromatic beam which is
achievable by synchrotron beamline. Using a series of datasets acquired in different
energies maximizes differentiation between materials without beam hardening artifact;
improving detectability of low-contrast lesions [12]. This method also provides the
spatial resolution less than 100 nm [13]. However, resultant material images might
degrade due to the occurrence of the object motion between each of two scans as the
data question are not acquired simultaneously for all energies [11, 14].
• Dual-energy CT, which is pioneer in concept of the spectral imaging, provides the
energy-dependent attenuation coefficients of materials at two different energies by
three methods:
1. Dual x-ray tube; adapted by Siemens Healthcare (Somatom Definition DA, Flash,
and Somatom Force). Because of energizing both tubes simultaneously, scattered
radiation of one tube can be detected by the detector dedicated to another tube.
To remove the impact of these unwanted signal on the images, a scatter correction
algorithm needs to be used [14].
2. Rapid voltage switching between low and high kVp; adapted by GE Healthcare
and Siemens Healthcare (Somatom DR). As the same x-ray tube is used for gen-
erating both voltages, very fast data acquisition is required to avoid overlapping
between the recorded spectra [14, 15]. Furthermore, using an optimize filtration
for both the low- and high-energy images is technically challenging [14].
3. Dual detector layer; adapted by Philips Medical Systems (IQon). In this technique,
a layered or “sandwich” scintillation detector is used to detect the low photons
by innermost detector layer and the high-energy photons by outermost detector
layer. Although simultaneously recording low and high-energy photons makes
this technique advantageous as compared to the first two methods, the noise level
may differ between low- and high-energy images [14].
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• The x-ray absorption can be measured in multiple energy bins simultaneously using
energy-resolving photon counting detectors which are capable of detecting discrete
photon interactions [11, 14]. Such a detector that is also used in MARS spectral CT
addresses most of the drawbacks mentioned above. Further information about MARS
detector is presented later in this chapter.
2.2 Physics of spectral CT
A polychromatic x-ray beam passes through an object and interacts with its components
via different interaction mechanisms, such as coherent and incoherent scattering, and photo-
electric absorptions that are dominant in the diagnostic energy range. Fig. 2.1 shows mass
attenuation coefficient trends for the probable interactions as compared with total attenuation
coefficient for gadolinium which is a typical contrast agent used in some imaging modalities
such as spectral CT and MRI. Total attenuation coefficient of gadolinium is also compared to
some other contrast agents and tissue materials in Fig. 2.2. As shown in this figure, the mass
attenuation trend is an energy-dependent feature, which is specific to the material. The atten-
uated spectrum in a spectral CT system is measured using a spectroscopic photon-counting
detector like Medipix3RX at different “energy channels” or “bins”. Such a detector allows
Fig. 2.1 Photon interaction cross sections for
gadolinium. Photoelectric absorption is the
dominant interaction in low energy photon
range. Incoherent (Compton) scattering is dom-
inant in mid-energy photon range and pair-
production does not have a significant impact
in high energy photons.
Fig. 2.2 Comparison of the total attenuation co-
efficients for different materials. The double
arrows illustrate the location of unsubtracted
bins across the energy range. This energy bin-
ning is performed through Medipix3RX detec-
tor by setting energy thresholds of Th1 to Th4
in charge summing mode.
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differentiating the attenuation at different energies, resulting in material identification and
quantification of their density.
In the region of mass attenuation profiles that are almost parallel, such as adipose and
soft tissue above 50 keV (Fig. 2.2), the misspecification of material is probable. However, the
material specification process can accurately be performed for materials that have an abrupt
discontinuity in their attenuation coefficients such as gadolinium, gold, and iodine. This
discontinuity in the attenuation coefficients is called K-edge, which can be interpreted as a
unique signature of the material [16]. K-edge imaging is one of the important applications of
the spectral imaging explained in the last section of this chapter. The material resolution also
depends on the spectral resolution of the detector and the energy range. If the detector suffers
from significant threshold dispersion, or if a limited energy range is used, then material
misspecification is more probable [8].
2.3 MARS spectral CT for small animals
The current version of the MARS spectral CT is manufactured for small animals and excised
specimens. Two main components of this MARS spectral CT are an x-ray tube to generate
a narrow cone beam and a camera. These components are mounted in a mechanical house
called a gantry (Fig. 2.3). The camera includes Medipix detector and its readout, Application
Specific Integrated Circuit (ASIC). The camera with a single Medipix chip is translated
along the vertical axis in the gantry to cover the entire sample with a large diameter. There
is also a sample holder that is translated perpendicular to the gantry rotation to cover the
length of the sample during a scan. The gantry rotates around the sample to acquire a given
number of projections. The MARS system is operated and controlled by an apparatus for
data acquisition, processing, image reconstruction, and 3D visualization.
Fig. 2.3 MARS spectral CT designed for small animals and the excised specimens.
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2.4 X-ray tube
A polychromatic x-ray beam is created in an x-ray tube including two principle components: a
cathode and an anode. These two components are mounted in a vacuum enclosure, providing
unimpeded electron flow from cathode towards the anode. All x-ray tube components are
contained in a tube housing which has a shield for absorbing extra radiation outside of the
main x-ray beam. It also dissipates the heat generated within the tube [17].
The output of the x-ray tube is controlled through voltage (kVp), current (mA), and
exposure time (s). The adjustable range of these parameters allows obtaining a photon beam
with desired penetrability, intensity, and spatial distribution. The maximum energy of the
generated x-rays cannot exceed the energy of the accelerated electron in the electric field
determined by a given tube voltage [17].
In the cathode filament, electrons generated by thermionic emission are focused and
accelerated towards an anode target. The anode is usually made of a high-Z material with
a high melting point, such as tungsten or molybdenum. The incident electrons undergo
two types of interaction within the target. The main part of the x-ray spectrum is produced
when the accelerated electrons are slowed while traveling through the electric field inside the
anode target. The majority of an electron’s lost energy is converted to heat, which is ideally
exhausted from the tube through the cooling system. The remainder of the incident energy is
released in the form of photons, known as Bremsstrahlung or braking radiation. Another part
Energy [kev]






























Fig. 2.4 The x-ray spectra modeled by SpekCalc software for an x-ray tube with
tungsten anode angled 20◦ towards the cathode. These spectra were filtered by
1.8 mm aluminum. The broad part of each spectrum is formed by Bremsstrahlung
photons, and the lines are the K-characteristics of tungsten.
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of the spectrum, characteristic x-rays, are produced when the electron has enough energy
(greater than the binding energy of an inner electron) to knock out an inner shell electron
and the vacancy of this electron is filled by an outer electron. This electron transition causes
the emission of a characteristic x-ray photon with energy equal to the energy difference
between them [17]. These characteristics can be seen as spikes in the x-ray spectrum shown
in Fig. 2.4.
To choose a suitable x-ray tube for CT scanners, two important factors need to be
considered that are x-ray tube power and focal size of the anode to obtain targeted penetrating
ability and spatial resolution. The concentration of heat on the anode with the small focal
spot is higher so that it limits the power of the x-ray tube [18]. The x-ray tubes on the basis
of their power are categorized into low power (<1 kW), high-power (1-5 kW) and high-power
x-ray tubes with rotating anode (>5 kW). The low power x-ray tube has a small focal spot of
(approx. 10-100 µm) are favorable for x-ray imaging with a very high spatial resolution [19].
Micro-focus x-ray tube is from sub-µm to 10 µm [18]. These tube voltages are used mainly
in micro-CT scanners with voxel resolution in few µm3. Among different manufacturers of
such x-ray tube, it can be referred to Hamamatsu products with 1-5 µm focal spot size [19].
The low power x-ray tubes usually use air-cooling systems to exhaust the heat inside the x-ray
tube. The high-power x-ray tubes (1-5 kW) are manufactured with the focal sizes around of
12 mm. They are usually water-cooled. The standard applications of these x-ray tubes are
in x-ray tube fluorescence analysis and x-ray diffractometry. High-power x-ray tubes with
rotating anode are aimed to used in medical diagnostic applications such as OPTILIX series
manufactured by Siemens. The focal spots range are in the range of 0.2-2 mm. These tubes
with large focal spots and maximum power are desired for short exposures [19].
Unlike tubes used in conventional and dual-energy CT scanners, the MARS tubes are
low power (0.042 kW). They are typically used around 20-50 µA which is also a fraction
of maximum tube current of these x-ray tubes (350 mA). The x-ray tubes currently used in
MARS spectral CTs have the static anode immersed in a tank of high grade insulating oil
[1]. These tubes are assembled by Source Ray, New York, using their proprietary controller
and high-voltage supply and x-ray tube from their Original Equipment Manufacturer (OEM)
supplier. These x-ray tubes have a tungsten anode angled at 20◦ towards the cathode with
the small focal spot (50 µm), generating photons up to 120 keV (Chapter 3). The MARS
project has specifically chosen this x-ray tube operating in the diagnostic range of the tube
voltage to perform in vivo and small animal research that is more directly translatable to
human imaging.
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2.5 X-ray detector
An x-ray detector is a device to measure properties of the photons emitted from an x-ray
tube. The properties of the x-ray beam that need to be recorded in a photon counting spectral
CT include photon flux, energy, and photon distribution. Only photon-counting detectors
enable us to obtain such properties of the beam. Using the differentiating feature of these
detectors in a spectral CT allows us to identify and quantify material even for lighter elements
(Z<20) that also compose soft body tissues. This section presents a brief introduction to
the photon-counting detectors and then explains Medipix3RX, the photon-counting detector
used in the MARS spectral CTs.
2.5.1 Introduction to Photon-Counting Detectors (PCDs)
PCDs are capable of capturing the energy information from the transmitted x-ray spectra
passing through materials. As mentioned earlier in this chapter, each material has a unique
chemical composition and mass density, which specifically attenuates the transmitted spectra.
A PCD by measuring the energy of transmitted photons produces a spectral signal that can be
analyzed through the material identification algorithm. This allows to specify and quantify
the material. In the ideal performance of PCDs, the energy of a single photon is accurately
measured when its energy exceeds a given energy threshold and its position is determined by
only a single pixel. This makes the usage of PCDs advantageous, in contrast to the energy
integrating detectors used in mature clinical CTs.
PCDs improve signal-to-noise ratio (SNR) because of suppression of electronic noise,
provided that energy threshold is set above the random electronic noise at each channel [20].
In contrast, the integrated signal produced from an energy-integrating detector is contami-
nated by various sources of noises, such as dark current [21]. The energy identification in
multi-channel per pixel allows an energy weighting image processing method to be applied
to each energy bin, resulting in differentiation of various materials [20]. consideration of
the appropriate weight to the incident photons significantly reduces beam hardening arti-
facts. This artifact is prominent using energy-integrating detectors, in which lower weight is
allocated to the low energy photons compared with high energy photons [22].
Simultaneously extracting spectral information also decreases radiation dose considerably,
compared with conventional and dual-energy CTs [23, 22]. However, to make spectroscopic
x-ray imaging strongly competitive with mature clinical CT, advanced PCDs are required.
Such PCDs need to be capable of providing high spatial and energy resolution, a large
number of small pixels but without spectral cross talk [24], a high quality sensor layer, and
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fast readout electronics [25, 23]. PCDs are used in many applications, such as medical x-ray
imaging [22, 23], x-ray inspection [26], adaptive optics [27], and dosimetry [28, 29].
2.5.2 Medipix: A spectroscopic PCD
The photon counting x-ray detector used in the MARS spectral CT is from the Medipix family.
Medipix has been transferred from a tracking particle detector based on hybrid pixel structure
used in high energy physics at CERN to many fields such as medical x-ray imaging. Its ability
to measure single photons makes it an excellent candidate for spectroscopic x-ray imaging.
Medipix consists of two chips: the first chip is composed of microscopic sensitive elements
(electrodes) that each one is bump bonded to its own readout ASIC as shown in Fig. 2.5.
The readout electronics of all pixels form the second chip, which deals with processing the
recorded signal. The first chip can be replaced by different semiconductor absorber layers
(e.g. Si, Ge, GaAs, CdTe and CZT), enabling the optimization of the detection performance
based on the application [20].
Fig. 2.5 A schematic view of a hybrid pixel detector. A photon strikes the semicon-
ductor sensor layer, which is biased by a reverse voltage. An electron-hole cloud is
created due to ionization of sensor material by the incident photon. The movement of
the charge cloud towards the electrode induces an electrical pulse. The pulse passes
through the electrode (bump-bound contact) to the ASIC (image courtesy of Rafael
Ballabriga) [30].
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1. Detection mechanism
When an x-ray photon hits the sensor layer and deposits its energy in this layer, an electron-
hole pair is produced via a radiation interaction mechanism of either photoelectric or Compton
scattering. The probability of each interaction depends on the energy of the incident photon
and the atomic number of the absorber layer (Fig. 2.6). The electron-hole pair ionizes the
charge cloud, which is driven towards the electrodes using a high-voltage bias (Fig. 2.5).
The movement of the charge cloud under the electric field induces an electrical signal. The
pulse height of this signal is proportional to the energy deposited by the incident photon. The
created pulse is individually processed in the corresponding ASIC part of the pixel [31].
The first part of the readout circuit architecture corresponding to each pixel is a charge
sensitive preamplifier. Secondly, a band-pass filter is used to enhance SNR of the signal.
This part also changes the shape of the pulse by changing its time response. Thirdly, by
implementing typically two discriminators for each pixel, the height of the pulse is compared
with lower and upper thresholds. The output of each discriminator is adjusted through a
5-bit Digital to Analog Converter (DAC) to decrease threshold dispersion due to electronic
mismatch (further details in Chapter 6). At the end of the readout block, there are two
registers to temporarily store the processed signal [30, 32].
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Fig. 2.6 Linear attenuation coefficients of
Compton scattering and photoelectric absorp-
tion effect calculated for common materials
used in the detector sensor layers.
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Si = 300 µm
CdTe = 2 mm
CZT = 2 mm
Fig. 2.7 The absorption efficiency of several
sensor materials with common thicknesses that
are attached to Medipix3RX ASIC.
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2. History
Several generations of Medipix detectors have been developed. Medipix1 with single photon
counting capabilities was fabricated in 1 µm line size of CMOS microelectronic layer.
This chip consisted of a 64×64 pixel matrix, each of which was 170×170 µm2. The next
generation was Medipix2 with advanced manufacturing technology, which was implemented
in a smaller line size in the CMOS process of 0.25µm. This miniature manufacturing made
it possible to considerably reduce the pixel size to 55×55µm2 [33, 34]. The small pixel size
provided partially good spatial resolution, which was comparable to mammography film
(i.e. the smallest regular size in medical imaging.)[10]. On the other hand, the spectroscopic
capabilities of Medipix2 were limited because of the small pixel size that caused charge
sharing between adjacent pixels [35, 24].
In the third generation of Medipix, the charge sharing effect has been mitigated by
implementing a charge summing circuitry. Medipix3 was developed in eight metal 0.13 µm
CMOS microelectronic layer, which was capable of simultaneously measuring eight energy
bins per pixel. There are several versions of Medipix3: Medipix3.0, Medipix3.1, and
Medipix3RX. In the latest one, Medipix3RX, ASIC temperature has significantly stabilized
and threshold dispersion as a result of electronic mismatch has been reduced. Hit allocation
architecture in this version is efficiently worked due to improved threshold mismatch [36]. It
is noteworthy that only Medipix2 and Medipix3 have been used in MARS spectral CTs in a
layout of a single chip or multiple-chip array, and the chip used during the time of my Ph.D.
program was Medipix3RX.
The Medipix collaboration is working on the development of a fourth generation of
Medipix providing full spectroscopic images with high spectral and spatial resolution that are
compatible with human spectral CTs. They aim to utilize a denser CMOS microelectronic
layer in Medipix4, which is challenging with its significantly higher cost [37].
3. Operation modes of Medipix3RX
The Medipix3RX used in the MARS camera has a sensitive area of 14.1×14.1 mm2 contain-
ing 256×256 pixels at the pitch of 55 µm. This chip can be used in the tiled layout on three
sides (Fig. 2.8). The pixels can be programmed in two general modes of either “fine pixel
mode” or “spectroscopic mode”. In the fine pixel mode or conventional mode, the charge
is differentiated only in two energy thresholds or energy bins. In this mode, the pitch of a
detector pixel and pitch of readout both match to 55 µm. In the spectroscopic mode, the
readout pixels are grouped into four-pixel clusters forming a detector unit with the pixel pitch
of 110 µm. Only one of four pixels is connected to the sensor. In this mode, the recorded
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Fig. 2.8 Finger board including Medipix3RX and readout chip mounted on a heat-sink.
charge is observed in eight channels with adjustable thresholds [36, 24]. Two modes of
“Single pixel Mode” and “Charge Summing Mode” are available for both fine pitch mode and
spectroscopic modes. In Single Pixel Mode (SPM), a single pixel in fine pitch mode and a
detector unit in spectroscopic mode are isolated from neighbors and the charge is processed
at a given pixel individually. Out of eight channels of spectroscopic mode, three channels
have specifically been allocated to SPM. Four other channels have been allocated to Charge
Summing Mode (CSM). In this mode, a charge reconstruction algorithm is applied to the
incoming charge, which addresses the charge sharing effect. Charge sharing happens when
an incoming photon produces an electron-hole cloud that diffuses over a cluster of pixels
in addition to drifting towards the electric field. In the case of photon energy deposition
over the pixel edges, some fractional charges are also induced in the adjacent pixels [36, 24].
This phenomenon leads to multiple counting when each charge fraction exceeds the energy
thresholds and are coincidently detected by two pixels (Fig. 2.9a), or loss of charge when the
amount of charge is less than the energy threshold of each pixel (Fig. 2.9b) [24]. The smaller
the size of the detector is fabricated, the more charge sharing effect is probable (Fig. 2.9c).
When a spectroscopic mode is configured in CSM, 2×2 pixels in an area of 3×3 pixels
communicate with each other. This pixel-network is converted to a virtual super pixel
to inhibit the charge sharing effect. Two key components of this detection mode are the
arbitration system and summing circuitry. When a charge diffuses over several pixels, the
arbitration system recognizes which pixel has the maximum fraction of charge and then
allocates the hit to this pixel. In parallel, the charge is reconstructed at the corner of each
pixel involved in this process by summing circuitry (Fig. 2.10b). In this process, the count of
the pixel with maximum charge is incremented if at least one of the reconstructed charges at
the corners exceeds the CSM threshold. In this case, all fractions of the charge are summed
and allocated to the winner pixel (Fig. 2.10c), thereby inhibiting charge sharing and reducing
the magnitude of primary charge [36, 24, 38].




Fig. 2.9 Schematic diagrams showing the charge sharing effect. (a) shows double counting as the
energy of fractional charges in two pixels are greater than the chosen threshold (P3 and P4); and
(b) shows loss of count because the fractional charges in non of pixels can exceed the threshold.
(c) demonstrates charge cloud with the same size as that in (b) which splits between more pixels
when decreasing the pixel size.
4. Sensor layer
The sensor layer of the PCD detector, which converts x-ray photons to the electron-hole
pairs, plays a key role in the quality of the spectroscopic images. Using Medipix in clinical
applications for tube voltages in the range of 30-120 kVp requires a sensor layer with
adequately high absorption efficiency (Fig. 2.7). Four materials of silicon (Si), GaAs, CdTe
and CdZeTe (CZT) are usually attached to the Medipix detector, each of which is selected
according to the application. For example, Si is a common sensor layer that can be produced
with low cost, and high quality and uniformity [23]. Si has an appropriate absorption
efficiency for the photons with energy lower than 20 keV [39]. This element has a low
atomic number so Compton scattering overwhelms the photoelectric absorption, particularly
at energies above 55 keV [40] (Fig. 2.6). Hence, to perform accurate imaging over the energy
range of interest mentioned above, a series of sensitive materials are required that exhibit a
high probability of photoelectric absorption events. High resistivity GaAs exhibits a good
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(a) (b) (c)
Fig. 2.10 Illustration of charge summing mode of Medipix3RX. (a) shows that incoming charge
splits over four pixels. (b) shows how the charge is reconstructed in the corners of nine adjacent
pixels. This figure also shows the winner pixel with larger fractional charge (dark blue). (c)
shows all the fractional charges collected from the adjacent pixels and allocated to the winner
pixel. In the ideal case, the final charge size is at the scale of the initial charge shown in (a).
absorption of the photons with energy lower than 60 keV. Refer to Hamman’s article [39]
for more information on Medipix3RX characterization using GaAs as a sensor layer. Two
compound sensor layers made from either CdTe or CZT have considerably higher absorption
potential for the photons with approximately the energy range of interest (10-120 keV) [24].
Furthermore, any impurities, uneven density, or crystal boundaries influence how the
charge cloud created by the electron-hole pair moves through the crystal and is recorded by
the neighboring pixel electrode. This results in spatial degradation of the recorded signal
[41]. Fig. 2.11a- Fig. 2.11c show the flat-field frames taken by several sensor layers with
different quality attached to Medipix3RX in MARS spectral CTs.
Using thicker sensors improves detection efficiency, but it degrades the accuracy of
spectral resolution [23]. Saturation, pulse pile-up, and charge sharing are the phenomena
that are more probable when a thicker sensor is used. Saturation occurs when trapped charge
clouds accumulate in the sensor layer and consequently take a longer time to reach the
electrodes [42]. Pulse pile-up is a type of saturation effect that happens when signals of high
photons flux overlap in the detector electronics. The charge sharing effect also increases
when the pixel size is very small as compared to the sensor thickness [23]. In addition, using
a thicker sensor, the photons may pass through several pixels and be incorrectly absorbed in
a further pixel. Therefore, the thickness of the sensor layer needs to be optimized to provide
sufficient detection efficiency as well as avoiding all the aforementioned phenomena. The
measurements presented in this thesis were performed by a 2 mm CdTe or CZT attached to a
single Medipix3RX chip.
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(a) High quality CZT (b) low quality CZT
(c) High quality CdTe (d) low quality CdTe
Fig. 2.11 Several sensor layers used for the Medipix3RX detector. (a) and (c) demonstrate
the high quality sensor layers with CZT and CdTe sensor material. (b) and (d) show the low
quality sensor layers.
2.6 Spectral data processing chain
MARS CT scanners provides a modular system for spectral data acquisition, preprocessing,
processing, analysis, visualization, and storage. Spectral data pass through MARS data
processing chain in Digital Imaging and Communications in Medicine (DICOM) format.
The products of the main steps of this chain are in the image form as follows:
• Dark-field images are collected in the absence of x-ray radiation. These images are
used in pixel masking to identify noisy pixels.
• Flat-field images are collected in the absence of the object. The flat-field data are
used for normalization of projection images.
• Projection images are radiographs, which are collected at a number of angles by
rotating the gantry around the sample.
• Preprocessed images are the projection images that have undergone some polish-
ing operations such as denoising, filtration, and normalization, resulting in artifact
minimization in the processed data.
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• Reconstructed images represent the cross-sectional structure of the sample and are
computed from the preprocessed images using a reconstruction software [41]. MARS
reconstruction algorithm software has been developed using a variation of Ordered
Subset Expectization Maximization (OSEM).
• Material decomposed images are computed by transforming the reconstructed images
based on energy-independent features of each material. This process is performed
using the MARS-MD algorithm, which is capable of identifying six materials from the
experimental data measured from four energy bins. Details of this algorithm can be
found in Christopher Bateman’s thesis [43].
At the time of writing this thesis, a MARS milestone to obtain a fully automated data
processing chain has been achieved by the team. The latest version of the modular processing
system is shown in Fig. 2.12 and detailed as follows:
1. Controller software is used for the system configuration, protocol commissioning
(i.e., loading a series of scan set-up parameters), calibration and periodic test of the
scanner components, and data acquisition.
2. Image Processing System (IPS) Server performs the image reconstruction and mate-
rial identification. This block also stores the data from the acquisition step to the end
product to a Picture Archival and Communication System (PACS).
3. MARS Vision applies 3D rendering and some image analysis, such as the calculation
of the signal-to-noise ratio, contrast to noise ratio and pixel masking. The main aim of
this block is 3D visualization of material images via zSpace (stereoscopic space). The
data obtained from this block are also transferred to the IPS server to be stored.
Fig. 2.12 A general view of the MARS data processing chain.
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2.7 Preclinical applications
The advancement of MARS spectral imaging allows the extraction of functional and anatom-
ical features of the tissues via tracing biomarkers and pharmaceuticals [44, 45]. The effec-
tiveness and applicability of MARS spectral imaging at the molecular and cellular levels
have been shown in many preclinical applications. Preclinical spectral imaging, in particular,
those performed in ex-vivo on the excised specimens, indicated the feasibility of in-vivo
diagnosis of many diseases by upcoming spectral human CT.
1. Characterization of vulnerable atherosclerotic plaques
Spectral imaging is capable of characterizing the multiple-component of human atheroscle-
rotic plaque in a single scan that allows surgeons and cardiologists to be informed of
the plaque’s vulnerability to rupture [4]. An ex-vivo study on an excised human carotid
atherosclerotic plaque has been scanned by a MARS spectral CT to quantify several intrinsic
bio-markers such as fat, water (soft tissue) and calcium deposits in the artery wall, as shown
in Fig. 2.13.
Fig. 2.13 (a) Longitudinal section view of an excised plaque sample, (b) MARS material image.
Calcium-like is gray, lipid-like is yellow, and water-like is red (image courtesy of Joe Healy).
2. Functional imaging of arthritic cartilage
Spectral CT is a powerful tool to identify and grade osteoarthritic cartilage. A pilot study
has been performed to examine the MARS spectral CT capability to diagnose the severity
of osteoporosis arthritis in an excised human tibial plateau obtained from a patient who had
undergone a knee arthroplasty [7]. The osteoarthritic tibial plateau was incubated in an iodine
contrast solution (Hexabrix) used as an inverse marker of glycosaminoglycan (GAG). This
means that the iodine uptake is inversely related to GAG distribution across an osteoarthritic
cartilage. The MARS spectral CT clearly visualized the variation of iodine concentration
throughout the cartilage thickness as shown in Fig. 2.14. The results were well-matched with
the histological observation [7].
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Fig. 2.14 MARS material image of iodine distribution throughout the cartilage thick-
ness. The blue-red map represents the concentration iodine uptake (30-46 mg/mL) in
the carriage. The high concentration of iodine (red) near to bone layer (gray) indicates
how sever the arthritis is [7].
3. Targeting cancerous cells with nanoparticles
Spectral imaging enabled clinical researchers to evaluate tumor angiogenesis through mea-
surement of fractional blood volume around the tumor tissue and its vascular permeability
over the early stage of the tumor growth [46]. Accurate quantitative measurement is achiev-
able using nanoparticles that enhance the ability to distinguish between neighboring tissues
with the similar x-ray attenuation without increasing the radiation dose. High atomic number
nanoparticles, such as gold can be used to target cancerous cells and to quantify and control
drug delivery to the site of interest in a non-invasive approach. Fig 2.15 demonstrates a
transverse view of a tumorized mouse abdomen scanned by a MARS spectral CT. This
material image is evidence of MARS’ capability to identify the shape and size of a tumor
and quantify the concentration of extravasated gold nanoparticles in angiogenesis [3].
Fig. 2.15 A transverse view of a tumorized
mouse’s abdomen scanned by MARS spectral
CT. 200 µL of 100 mg/mL of 15 nm non-
functionalized gold nanoparticles were injected
through the tail vein, mice were then euthanized at
24 hrs. Yellow color show the distribution of gold
nanoparticles in angiogenesis around the tumor
(image courtesy of Mahdieh Moghiseh).
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2.8 Summary
• A photon counting spectral CT system enables the measurement of the mass attenuation
coefficient which is an energy-dependent parameter and specific to the material.
• Two main components of the MARS spectral CT are an x-ray tube to generate a
narrow cone beam and a camera that are contained in the gantry. The MARS system
is operated and controlled by an apparatus for data acquisition, processing, image
reconstruction, and 3D visualization.
• The x-ray tube used in MARS CT is low power with tungsten anode that angled 20◦
and operates with the maximum tube voltage of 120 kVp.
• The detector is used in MARS small animal scanner is a hybrid PCD from Medipix
family. The recent generation used in MARS spectral CT is Medipix3RX with the
pixel pitch of 110 µm when it is operated in CSM. CSM is a charge reconstruction
algorithm, which addresses the charge sharing effect.
• Medipix3RX can be used with different semiconductor sensor layer such as Si, GaAs,
CdTe and CZT that are selected on the basis of the application.
• MARS CT canner provides a modular system for spectral data acquisition, preprocess-
ing, processing, analysis, visualization, and storage.
• The recent automated version of the modular processing system includes controller
software, IPS server, and MARS vision.
• Preclinical spectral imaging, in particular, those performed in ex-vivo on the excised
specimens, indicated the feasibility of in-vivo diagnosis of many diseases by upcoming
spectral human CT.
Chapter 3
Development of MARS Source Model
To improve identification and quantification of different materials in the MARS spectral CTs,
a theoretical model is required that can provide accurate spectral information across the field
of view exposed by MARS x-ray tubes. The x-ray tubes used in MARS spectral CTs are
mostly provided by Source Ray Inc. (model: SB-120-350) with the tungsten anode angled
at 20◦. Freely available x-ray spectra generators do not fulfill the MARS requirements for
the x-ray tube specification and off-axis spectra. We have developed a parameterized semi-
analytic x-ray source model in the diagnostic range (30-120 kVp) by applying regression
techniques to data obtained from a BEAMnrc Monte Carlo simulation of the MARS x-ray
tube. It provides qualitative and quantitative information about the energy distribution of the
x-ray spectrum within ± 17.2◦ along θ (vertical direction), and ± 5.5◦ along φ (horizontal
direction) of the central axis, at an energy resolution of 1 keV. All formulas and look-up
tables provided by this source model have been integrated into a MATLAB-based program
with a user-friendly interface to ease the access of the MARS members to this model.
• Significance
The main feature of spectral CT scanners is the identification and quantification of different
materials when they absorb a part of incident polychromatic x-rays corresponding to their
spectral signatures. The spectral information is typically analyzed through spectral recon-
struction techniques, which use some models of the energy distribution of the x-ray beam. A
polychromatic based reconstruction technique was proposed in the MARS group early in my
Ph.D. program. This technique requires a source model that is an adequate representation
of the true x-ray beam. If an incorrect energy distribution of the beam is assumed, the
optimization techniques used in the spectral reconstruction may produce inaccurate solutions,
or in the worst case, non-convergence.
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The source model presented in this chapter addresses the research questions related to
the energy distribution of the x-ray beam, the number of expected x-rays, and how it varies
along off-axis directions. This source model, known as “MARS source model”, computes
the ideal photon spectra that are expected from the MARS x-ray tube output in the full field
of view of current MARS spectral CTs designed for the small animal. Furthermore, the
tolerance at manufacture of each scanner component affects the incident photons intensity
and distribution. To calibrate the MARS source model to the actual features of each scanner,
the offset parameters are considered in the source model formula (Chapter 5).
The MARS source model has also been used by MARS members as a foundation to
establish other models such as the oblique fluorescence model and the MARS detector pulse
pile-up model. Additionally, the MARS source model has been presented as a stand-alone
program (MARSpec) to serve MARS members by generating an x-ray spectrum of the typical
field of view. Source model validation and applications are described in Chapter 4.
• Contribution
The work presented in this chapter is a result of a one-year simulation and data analysis during
the course of my Ph.D. Muhammad Shamshad (University of Otago) has also collaborated in
this project during this time. Antoine Largeau (University of Strasbourg, France) also helped
us to generate look up tables and coefficients during his three months internship. Dr. Derek
Smithies (MARS Bio-imaging Ltd) assisted us by writing a C program to speed up the data
analysis of Monte Carlo output.
• Dissemination
The materials and methods used to develop the MARS source model and associated works
are presented in the Physics Volume of the MARS internal technique manuals. I was a lead
author of this manuscript. I would like to acknowledge the contribution of Muhammad
Shamshad who helped me to prepare the figures and write the manuscript.
This work was published in Journal of instrumentation in Oct 2017. An abstract and
two pages summary of this work have already been published as part of the conference
proceedings of at the 2016 IEEE Medical Imaging Conference. Muhammad Shamshad was
the main author of that publication. I was a co-author and also presented the work at the
conference.
I was a co-author of a peer-reviewed conference proceeding published by Lieza Vanden
Broeke titled “Oblique fluorescence in a MARS spectral CT with a CZT-Medipix3RX” in
JINST. I contributed by providing the source model and relevant instructions to calculate the
x-ray fluorescence across the MARS spectral CT detector produced by illuminated foils.
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3.1 Introduction
One of the key components of the MARS spectral CT scanner is the x-ray source. The
output of the x-ray tubes needs to be spectrally and spatially characterized to provide a
reliable prediction of the incident photons. The x-ray tube characterization allows us to more
accurately predict the unknown object via the spectral reconstruction technique. The x-ray
tube model presented in this chapter can also be used as a tool for evaluating the performance
of the x-ray source unit.
In this section, first I provide the prerequisite information about MARS x-ray tubes and
the spectral and spatial features required to be satisfied by the MARS source model. Second,
I review other source models and the importance of developing a dedicated source model.
Third, I provide an overview of a multi-step procedure that we have carried out to obtain the
parameterized source model.
3.1.1 MARS requirements for the x-ray source model
x-ray tube specification
The x-ray tubes used by the MARS spectral CTs are mostly manufactured by Source Ray
Inc, New York. The x-ray source model used in this study to establish the source model is
Source Ray SB-120-350; being operated in the diagnostic imaging range 10-120 kVp with
low power 20-30 µA. According to the specification of this x-ray tube, the anode target is
1 mm tungsten layer mounted on a coper body that is angled 20◦ with an effective focal spot
of 50 µm (Fig. 3.1). This tube model has a static anode immersed in a tank of high grade
insulating oil. The attenuation of the x-ray photons passing through the glass casing with
vacuum and surrounding oil coolant can equally be described as an inherent filtration of
1.8 mm aluminum at 120 kVp [1].
Fig. 3.1 Schematic diagram of x-ray
tube used in the MARS source unit [1].
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Spatial characteristics
The photons spatially emitted from the MARS x-ray source are detected by the MARS
detector, which is translated up/down perpendicular to the rotation axis to detect photons.
The intensity of the recorded counts depends on the distance from the source, according to
the inverse-square law, and distance of the detector from the beam center.
To calculate the off-axis photon distribution in this study, thousands of photon counting
pixels located in the planar detector are mapped to the spherical coordinates. The positions
of the mapped pixels, which subtend solid angle counts, are determined based on the polar
θ , and azimuthal φ , angles (Fig. 3.6). Presenting counts per solid angle eliminates the
dependency of count calculation to the source to pixel distance, pixel tilt and displacement of
the pixel from the beam center. The solid angle is expressed by a steradian (sr), which is a
dimensionless unit. Mapping the pixel counts in the planar detector to the solid angle counts
is presented later in this chapter. In the current MARS spectral CT, the maximum vertical
and horizontal coverage of the detector at a source to detector distance of 11 cm ranges from
±17.2◦ along θ , and ±5.5◦ along φ .
Source model variables
The output of the MARS source unit is parameterized by a series of affective variables as
follows:
S ∼ E,VA,θ ,φ (3.1)
where, S presents the source model, and E is the energy structure of the x-ray beam at a
spatial point (θ ,φ ) that is generated by the tube voltage of VA. The spectral components of
each photon spectrum change depending on the energy binning and tube voltage (Fig. 2.4).
According to the recent report [8] on the spectral resolution of MARS spectral CTs, it is not
more than around 2 keV for low energy photons and 4.5 keV for mid energy photons. On this
basis, therefore, modeling the x-ray spectrum with the energy resolution of 1 keV adequately
meets MARS requirements.
All components of this function are dedicated to an x-ray tube with a 20◦ tungsten anode,
1.8 mm aluminum as an intrinsic filtration, tube voltage spanning 30-120 kVp with the energy
resolution of 1 keV and the spatial boundaries mentioned above. The MARS source model
(S) is denoted by SθφEV in the unit of photon “counts/µsr.µA.s”.
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3.1.2 Available approaches for modeling the x-ray tube output
The models used to predict numerically the x-ray spectra can be categorized into several
types: (1) empirical, (2) semi-empirical, (3) Monte Carlo simulations, and (4) semi-analytic
models. Empirical models such as TASMIP [47, 48] are established based on experimental
datasets collected with expensive equipment; operating with a high level of accuracy in
well-planned experiments [49–51]. Kramer in 1923 and then Fewell and his colleagues in
1978 became the pioneers in providing experimental look-up tables for the x-ray spectra
passed through different filters [49, 50]. Although some interpolation techniques can be used
in the empirical models to compute the high-resolution spectra, the x-ray productions have
never been retouched by applying the physical assumptions.
Semi-empirical source models use the experimental data corrected for several physical
considerations such as target attenuation and the Bremsstrahlung cross section predicted
by the quantum theory of radiation. Several regression techniques can also be applied to
optimize the spectrum parameters. By applying such corrections, the discrepancy between
the theoretical calculation and observation can partially be tackled [52]. Soole in 1977 [53],
Birch and Marshall in 1979 [54], Tucker in 1991 [55, 56] and Cranley in 1998 [57] published
their x-ray tube models using semi-empirical method.
The booming computer technology and its utilization for solving physics equations has
offered new opportunities for precise analytical calculation by Monte Carlo codes. X-ray
tubes have also been simulated by the Monte Carlo codes, which were either in-house
developed computer codes [58] or public domain general-purpose Monte Carlo codes, such
as ITS [59], EGS4 [60], BEAMnrc [61, 62], MCNP4C [63–65], FLUKA [66], PENELOPE
[67] and Geant4 (TOPAS) [68].
The last category is semi-analytic x-ray source modeling, in which the regression methods
are applied to the Monte Carlo output, which results in the prediction of the photon distribu-
tion for a continuous range of energies, tube angles and tube voltages. In 2007, Poludniowski
published a model, in which electron penetration was treated by a Monte Carlo method
and an analytic approach was applied to compute x-ray photon emission using theoretical
cross section [69, 52]. Boone published his first x-ray source model, based on the empirical
model in 1997, known as TASMIP, RASMIP, and MASMIP (named according to the anode
material). In 2014, in collaboration with Hernandez, Boone developed TASMIC by applying
regression methods to the MCNPX outputs [70]. Based on the models mentioned above,
several computer codes have also been developed, such as IPEM 78 and SpekCalc [57, 69].
Although all models may be developed in different ways, fundamentally they are expected
to generate almost the same spectra within reasonable uncertainties when they are set for the
same anode angle and material, tube voltage, filter material and thickness.















































































































































































































































































































































































































































































































































Some of the source models, such as MASMIP [47] and the second work of Tucker model
[56], were specifically developed for mammography x-ray tubes with low tube voltages.
Most of them can be used across a broad range of tube voltages. One of the main differences
between the output of the source models is creating off-axis photon spectra in addition to
the photons at the beam center. Such models are mostly implemented by the Monte Carlo
simulation such as the model produced by Ay and his colleagues using MCNPX4C [63].
The models presented in Table 3.1 are compared to find out a suitable method for modeling
the x-ray sources in MARS. Some models like TASMIC provide off-axis photon distribution
of a tungsten anode, but with 12◦ anode angle. Similarly, there are some models, such as
SpekCalc and IPEM 78, which generate the spectra in the broad range of the anode angles
and materials, tube voltages, and filtrations, but only at the center of the beam. A model
is required that can compute the off-axis photon distribution in the field of view scanned
by MARS detector with adjustable tube voltage and pixel size. Because of this, the models
mentioned above do not fulfill MARS requirements. This highlights the need to develop a
source model to describe the off-axis photon distribution as well as providing an accurate
spectral structure of x-rays emitted from the MARS source units.
To construct a new source model, the benefits of each of existing models need to be
considered. Empirical methods provide look-up tables which are quite fast, but they are not
flexible. Furthermore, Monte Carlo methods allow accurate calculation of the photon fluence
distribution, since these methods use the precise physics models and appropriate interaction
cross section data [64]. Nevertheless, performing each input file to obtain photon flux in an
efficient manner is very time-consuming [72, 64]. Having compromised these methods, we
decided to take the advantage of analytic computation and numeric regression to develop a
parametrized semi-analytic source model.
3.1.3 An overview of the MARS source model
The MARS source model consists of the analytic and numeric parts that connect with each
other by a series of intermediate steps aimed for preprocessing Monte Carlo data (Fig. 3.2).
In the analytic part, the EGSnrc Monte Carlo code is used to simulate the photon fluence
generated by the MARS x-ray tube. BEAMnrc input file encompasses the information of (1)
geometry; (2) radiation transport parameters; and (3) setup parameters of variance reduction
methods. In geometry, an x-ray tube with the specification mentioned in the previous
section is aligned with a square scoring plane to record photon fluence. The electrons and
photons are treated when their energies are above 521 and 10 keV, receptively. The electron
transport algorithm of PRESTA-II is applied to this simulation that is a combination of
boundary crossing algorithm (EXACT) and the improved electron-step algorithm. Photon
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cross sections are provided by NIST’s XCOM database in this simulation. The code is
set to simulate bound Compton scattering, atomic relaxation, electron impact ionization,
and Rayleigh scattering to obtain Bremsstrahlung and fluorescence photons. The input
file of each simulation is initialized by 2×109 of electrons, increasing the efficiency of the
photon beam simulation. In parallel, the variance reduction methods are used to reduce
significantly the statistical error and achieve all components of the energy structure of the
simulated x-ray spectrum; even those that have low probability such as Bremsstrahlung
photons. This simulation is run for tube voltages of 30-120 kVp. The BEAMnrc output from
each simulation is a binary file which is passed to the next step.
In the first step of data preprocessing, the photon fluence per 1 keV energy bin at 1 mm2
pixel size is extracted from the BEAMnrc output file by a custom program written in
C. The output of this program is a three-dimensional matrix (i.e. energy, pixel area and
photon count). In the second step, the output unit of the Monte Carlo code is converted to
“counts/pixel.µA.s”. In the last step, the solid angle counts in the unit of “counts/sr.µA.s” are
calculated from the counts on the planar surface.
In the numeric part, a series of regression functions is applied to the solid angle counts
at three levels. At the first level, a quadratic function is applied to the solid angle counts
to construct a function based on angular photon distribution for a given tube voltage. At
the second level, a group of polynomials is applied to the angular coefficients (θ ,φ ). The
generated equations describe the energy structure of beam in a continuous range. In the
last level of regression, the equations are generalized for all tube voltages in the range of
30-120 kVp.
Fig. 3.2 Block diagram representing the procedure of generating MARS semi-analytic source model.
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The analytic aspect of our source model is explained in section 3.2. This section also
contains the comprehensive explanation of the Monte Carlo principles. Data preprocessing
steps are described in section 3.3. The numeric part of the MARS source model is detailed in
section 3.4. An integrated program covered by user-interface is presented in section 3.5.
3.2 Analytic part: Monte Carlo simulation of x-ray tube
3.2.1 Introduction to the Monte Carlo simulation
Monte Carlo methods are a class of mathematical techniques which use random sampling
to solve physics, mathematics, and economics modeling problems that are stochastic in
nature. Monte Carlo is also a city in Monaco that was famous for gambling in the past; where
flipping a coin or rolling a die could determine the outcome of the game. The similarity
between the nature of this technique and those games of chance caused it to be named Monte
Carlo by Von Neumann [73]. Generating random numbers in many ways is an easy task for
new powerful computers. Random numbers are generated in the Monte Carlo codes to model
the structure of a stochastic process.
Because radiation physics is based on stochastic phenomena that arise from the quantum
mechanical properties of matter, Monte Carlo simulations can be used. This method enables
the transport of neutral (photon and neutron) particles, charged (proton and electron) particles,
and heavy ions based on probability distribution when they interact with matter.
The probability of generating the photons at each point of x-ray spectrum is also a
stochastic phenomenon, which can be predicted by using a Monte Carlo method. Even
though the incident electron beam originates from the accelerated electrons in a given
electromagnetic field, there is no absolute position of interaction with the atoms of the
target. Therefore, the location of x-ray photons and their directions follow a random pattern.
Predicting the behavior of the random parameters of the radiation field in the x-ray tube,
such as energy, and anisotropic directions of the x-ray photons, are possible when we define
them as variables in the Monte Carlo phase space. The use of Monte Carlo methods not
only enables transport of primary electrons and photons but also the transport of secondary
particles. Photons exchange their energies with the electrons of the target’s atoms. This
could result in either scattering (decreasing the initial energy and changing its direction) or
absorption (transferring the total energy of the photons to an electron). These two phenomena
occur randomly for all photons.
In Monte Carlo simulations, the transport of a particle, such as a photon, continues as
long as that particle has enough energy to take part in one of the possible defined interactions.
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Particle history is the record of the interactions that a particle is involved with. When a
particle is no longer able to interact, that event is terminated, and its history is recorded
in the output file. Furthermore, the termination command can be controlled by enforcing
criteria, such as energy cut off, timeout, or regions. The typical process of the Monte Carlo
simulations used for medical physics applications is given in Fig. 3.3.
Fig. 3.3 An overview of Monte Carlo process. This process starts by initializing
input parameters including source, geometry, etc. The simulation code picks each
source particle with a random energy (in pre-defined limits), direction, and position.
Transport of that particle continues until the cut-off criteria are reached. The history
of each particle is then recorded. At the final stage, when all of the source particles
are transported, all of the histories of resultants are averaged and reported in the
output file.
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Many Monte Carlo codes have been written since the 1970s with applications in medical
physics [73]. There are other Monte Carlo packages that can be used for general purpose.
Some well-known Monte Carlo codes are EGS4, MCNP, GEANT4, FLUKA, and PENE-
LOPE. Among them, the Electron Gamma Shower (EGS4) code was originally developed at
the Stanford Linear Accelerator Center. It has been extended with the help of the National
Research Council, Canada (NRC) and the high-energy accelerator research organization in
Japan (KEK) to be useful for lower energy applications. This code can transport electrons
and photons in geometry for particles with energies from a few keV up to several TeV. The
improved version of EGS4 is EGSnrc which was developed by NRC. The developments of
BEAMnrc and DOSXYZnrc Monte Carlo codes have been a good achievement in medical
physics because of their applications in radiotherapy treatment planning and dosimetry. These
packages have been developed around the core of EGSnrc code [74, 75]. At the time of
submission of this thesis, BEAMnrc became as a part of EGSnrc.
For the MARS projects that are the subject of this thesis, the BEAMnrc Monte Carlo
code has been chosen because that code has been dedicated to modeling x-ray tubes and
accelerators. The BEAMnrc user-interface consists of a series of component modules,
which enables us to combine them according to the arbitrary geometry of the x-ray source
(e.g. different thicknesses of materials or a bunch of collimators). Furthermore, using the
advanced features such as variance reduction capabilities provides reasonable accuracy and
improves simulation efficiency. This section details the general structure of the BEAMnrc
code alongside appropriate setup parameters, which have been set for simulating the output
of the MARS x-ray source.
3.2.2 Geometry of the x-ray tube and scoring plane
Each component module (CM) is contained between two planes, which are perpendicular
to the z-axis. Also, the component modules should be arranged in the right order [75]. To
specify a simplified geometry of the MARS x-ray tube, several CMs were used including
XTUBE, for the x-ray source, and two SLABs for the intrinsic filter surrounded by air volume.
The x− z view of designed geometry in BEAMnrc can be seen in Fig. 3.4. According to the
MARS source specification (Page. 27), a thickness of 1 mm tungsten was used for the anode
surface which was mounted on a copper holder in a vacuum container. The anode angle
was set at 20◦. The first SLAB was made of aluminum for adding the intrinsic filter with a
thickness of 1.8 mm. The second SLAB was filled with air to obtain the flux at the end of
this block to simulate real conditions. A square scoring plane with the size of 7×7 cm2 was
designed at 11 cm away from the anode surface.
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The incident electron beam is monochromatic, which is determined by the beam radius
and kinetic energy. To calculate the radius of the beam, the actual focal spot (i.e. diameter
divided by 2) of the x-ray tube is considered. The actual focal spot is the circular spot on the
anode that is bombarded by the parallel electron beam [17]. The effective focal spot of the
MARS x-ray tube is 50 µm [1] which is converted by Eq. 3.2 to the actual focal spot [17].
Effective focal spot [µm] = Actual focal spot [µm]× sin(anode angle) (3.2)
In this work, the electron beam was constructed by parallel circular beam inside from side
with a radius of 73 µm and a specific kinetic energy (e.g. 120 keV when tube voltage of
120 kVp is required.).
Fig. 3.4 The x-z view of the x-ray tube geometry defined in BEAMnrc based on the parameters of
MARS x-ray tube (Source Ray SB-120-350). The white arrow shows the direction of electrons hitting
the anode. The produced photons pass through to 1.8 mm Al as an inherent filter and then an air
component module. The scoring plane is defined at the end of the air CM (z=12.25 cm).
3.2.3 Radiation transport parameters
The BEAMnrc uses the EGSnrc Monte Carlo Simulation system to transport particles. The
key BEAMnrc parameters are definable using EGSnrc settings [75, 74]. This section explains
the general radiation transport parameters that need to be set for simulating the photons
and electron interactions occurring in the target and housing of x-ray tube. The EGSnrc
parameters chosen in this study are also expressed.
• Material cross section
The cross section data for various materials represent the likelihood of interaction between
the incident particles and atoms for a particular material. The two main interactions occurring
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in the x-ray tube are: (1) electron interactions between the accelerated electron beam and
anode target (tungsten); and (2) the interactions between x-ray photons and materials in the
anode, and filter, etc. Electron and photon interactions in low energy ranges (<120 keV) are
the choices of interest in this study.
In the EGSnrc, material cross section data, which are provided based on the density
effect corrections in ICRU Report 37, are available in two files: 521icru.pegs4dat and
700icru.pegs4dat [74–76]. The cross section data included in both files are from the same
photon energy ranging from AP=0.01 MeV to UP=55 MeV. While, the energy ranges of
electron in these files are different; from AE=0.521 MeV to UE=55 MeV for the first file;
and AE=0.7 MeV to UE=55 MeV for the second file. The low energy threshold for the
production of knock-on electron is AE and for secondary Bremsstrahlung photons is named
AP. The electron rest mass 0.511 MeV, and the secondary electron production would be
generated from the kinetic energy of 0.01 MeV (i.e. 0.521-0.511 MeV) and 0.189 MeV (i.e.
0.7-0.511 MeV) in the cross section library files mentioned above [74, 75].
There is always a compromise between accuracy of the simulation and CPU time in
selecting a material cross section. Selecting lower values provides us more accurate results,
and consequently spending more CPU time. It is recommended to use 700icru.pegs4dat for
general dose calculation and linear accelerator (linac) beam modeling because it significantly
reduces the CPU time. In contrast, simulating the x-ray tube spectrum with low tube potential
necessitates using material cross section file from lower energy electron [77, 75]. Therefore,
we used 0.521icru.pegs4dat including AE value of 0.521 MeV to provide enough accuracy of
the simulated spectrum.
• Energy cut-offs
The energy cut-off for a particle is the minimum energy below which the particle is no longer
followed. It means that once a particle’s energy falls below the energy cut-off, the history of
that particle is terminated. The parameters of ECUT and PCUT are the electron, and photon
energy cut off, respectively. These parameters need to be set greater than or equal to AP and
AE [75, 77, 74]. We set the parameters of ECUT and PCUT to 0.521 MeV and 0.01 MeV,
respectively. They are equal to AE and AP.
• Electron interactions and criteria
Inelastic electron interactions with tungsten produce Bremsstrahlung and characteristic
photons which are two main components of the x-ray spectrum. The first algorithm used
by EGS4 for a long time was PRESTA-I, which was developed based on Molliere multiple
scattering. This algorithm is valid only for an infinite and homogeneous medium [74]. To
transport electrons in the segmental and complex geometry, this approach is not accurate
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enough because the electron passes through different boundaries. A specific example where
this would be a problem is dose calculation in ion chambers with multiple layers [74, 78].
PRESTA-I strongly depends on the step-size of an electron. Once an electron reaches the
interface assigned to another material, the path length may become curved in that cross
section. Such issues result in deviation of the simulated data from the experimental data.
Thus, small step-size and low-density cavity datasets are prone to interface artifacts [78].
In EGSnrc, a combination of a new boundary crossing algorithm “EXACT” and an
improved electron-step algorithm “PRESTA-II” have been developed to precisely transport
electron interactions. EXACT boundary crossing algorithm decreases the electron step-size
near the boundaries and PRESTA-II takes into account lateral and longitudinal correlations.
Because of this, the problem of transporting electrons in the multi-layer geometry would be
overcome by switching from the multiple scattering to single scattering when an electron
reaches a boundary. Furthermore, PRESTA-II is independent of electron step-size, which
means that multiple scattering is applicable for all step-sizes [74, 78, 75]. In this work,
PRESTA-II was also used for simulating the photon fluence of the x-ray tube.
• Photon interactions and criteria
Photons produced in this simulation with the energy ranging up to 120 keV (i.e. for a tube
voltage of 120 kVp) interact with the filter thickness via three basic processes: incoherent
(Compton) scattering with the atomic electron, coherent (Rayleigh) scattering with the
target’s atoms and photoelectric absorption. Various parameters have been introduced in the
EGSnrc input that are set to accurately simulate the x-ray spectrum as follows:
1. Photon cross sections: BEAMnrc provides an optional usage of pre-defined photon
cross sections, such as epdl, XCOM, and PEGS4. There is also a customized photon
cross section option that gives an opportunity for the users to apply their cross section
library for each event, separately. In this work, NIST’s XCOM photon cross section was
used because it is commonly used in our research group for attenuation calculations.
2. Bound Compton scattering: The bound Compton scattering field allows the user to
determine whether electron binding effects and Doppler broadening are considered
in the Compton scattering or not. Doppler broadening is a phenomenon that occurs
when Compton scattered photon energy is broadened by the pre-collision motion of
the bound electron [79]. There are three options for bound Compton scattering field:
Off, On, and Norej.
The default value is Off, in which the Klein-Nishina formula is used to compute
Compton scattering. In this formula, binding of the electron to the atom is neglected,
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and as a consequence, the electron is considered free or in the rest state, meaning that
the momentum of scattered photon is assumed similar to the initial photon [74]. This
assumption is correct when the energy of the initial photon is much higher than the
binding energy of the electron and forward scattering is dominant. However, for the
low energy photons (i.e. for the x-ray spectrum), the incoherent cross section deviates
from the expected value [80].
If the bound Compton scattering input is set to On, the influence of the bound electron
and Doppler broadening is quantified through the impulse approximation, which is the
augmentation of the original Klein-Nishina formula. This setting is recommended in
the manual for simulating low energy photons [74]. The last option is Norej, in which
the total bound Compton cross sections are applied without rejecting any Compton
interactions at simulation time [75]. To simulate accurately the low energy photons,
we use the impulse approximation by setting bound Compton scattering input to On.
3. Atomic relaxation: Photoelectric absorption and Compton scattering events produce
secondary products, which can be transported by the atomic relaxation parameter.
It was nominated for the reason that the incident particle produces an excited ion,
which is relaxed to the ground state by emitting a fluorescent photon, Auger electron,
and Coster-Kronig electron 1 [74]. Before this option became available in EGS4, the
photo-electron carried the entire energy of the incident photon. This causes the local
deposition of the kinetic energy of the incident photon, whereas this photon involves
other secondary interactions in the real world. We enabled the atomic relaxation option
to transport all probable secondary particles as mentioned above.
4. Electron impact ionization: Interaction of accelerated electrons with atoms results
in inner shell vacancies and as a consequence, emits x-ray characteristics of the target
medium. In EGSnrc, the probability of K or L fluorescence events above AE and
AP are computed by different models as listed in Electron impact ionization field.
These methods are Off (the default), On, Casnati, Kolbenstvedt, and Gryzinski. The
efficiency of these models was compared in the paper published by Rogers [82]. It is
proven that Kawrakow’s electron impact ionization theory is the most efficient theory
for calculating characteristics produced by low energy photons [74, 75, 82]. Because
of this, we set the electron impact ionization input to On for applying Kawrakow’s
electron impact ionization theory.
1Once the created vacancy is filled by an electron from a higher subshell of the same shell, an Auger electron
is produced and this is called Coster-Kronig electron [81].
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5. Bremsstrahlung cross section: To calculate the Bremsstrahlung cross section, BEAM-
nrc codes provided three differential cross section options: BH (Bethe-Heitler), NIST,
and NRC. NIST was essentially developed for radiative stopping power recommended
by ICRU. NRC uses the NIST cross sections that include corrections for electron-
electron Bremsstrahlung, which is preferably significant for lower values of atomic
number Z [74, 75, 82]. Because NIST still provides a reliable cross section for the high
Z material like tungsten, we used it for our simulation.
6. Bremsstrahlung angular sampling: EGSnrc uses a series of formulas that have been
derived by Koch and Motz to determine the angular sampling when a Bremsstrahlung
photon is created [83, 74, 75]. There are two options Simple (default) and KM. If the
default is selected, then Bremsstrahlung angles are sampled using a part of the modified
equation developed by Koch and Motz. In the case of KM, the Bremsstrahlung angles
are sampled using the entire equation. As there was no significant difference between
these two options, we left this flag by default at Simple.
7. Rayleigh scattering: The Rayleigh scattering input determines whether coherent
scattering is used in simulation or not. If the Rayleigh scattering option is enabled,
then the BEAMnrc code uses the total coherent cross-sections. Rayleigh scattering
is recommended for low energy (<1 MeV) [74, 75]. If this option is enabled, bound
Compton scattering needs to be set to On. We enabled the Rayleigh scattering to
consider its interactions in our simulation.
3.2.4 Variance reduction methods
The variance error in Monte Carlo simulation is σ2/n, which means that transporting more
particles leads to less statistical noise affecting the simulation results [84]. In addition,
increasing the number of n increases computing time (CPU usage). Another way to reduce
the statistical error of the Monte Carlo simulation is by reducing the numerator of the ratio
of σ2/n. An approach that decreases the variability of the simulation output is known as
the variance reduction technique [84, 73]. Applying this method results in obtaining more
accuracy in the output and improving the efficiency of the Monte Carlo simulation.
There are several types of variance reduction techniques, such as electron range rejection,
Bremsstrahlung splitting, Russian Roulette, path length biasing and photon forcing. In each
technique, the criteria for terminating the simulation is different. For example, in the electron
range rejection, the range of charged particles is calculated and if its energy does not exceed
the energy cut-off set for that region, the history of the particle will be terminated, preventing
it from consuming more CPU time [75]. In some cases, transporting a particular type of
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secondary particle is not desirable, such as photons generated in pair production. In this
situation, if the variance reduction method is not applied, all parameters even for pair photons
need be set. While using EGSnrc Russian Roulette, the code can remove particles before
determining their parameters, resulting in saving the CPU time that would have been wasted
on such undesired particles [75, 74].
In spectrum analysis of the x-ray tube, predominant is Bremsstrahlung photons. To
obtain the full range of Bremsstrahlung photons, it is necessary to use the variance reduction
techniques. Among available variance reduction methods in the BEAMnrc code, we chose
Bremsstrahlung photon splitting and Bremsstrahlung cross section enhancement which are
useful techniques to successfully optimize the efficiency of the Bremsstrahlung photons [74].
These two approaches are explained below:
1. Directional Bremsstrahlung Splitting (DBS)
The latest splitting method implemented into BEAMnrc (2004) is Directional Bremsstrahlung
Splitting (DBS) method. The previous methods are known as Uniform Bremsstrahlung
Splitting (UBS) and Selective Bremsstrahlung Splitting (SBS). The efficiency of DBS is
much greater than the two other splitting approaches (8 times higher than SBS and 26
times higher than UBS in photon fluence calculations). The DBS method has a stand-alone
algorithm, which is only applied for the photons in the given volume encompassing the
region of interest or the treatment field [75, 85].
DBS has been used in the MARS x-ray tube simulation via setting three main input
parameters, which are definable by the user. These parameters include (1) Bremsstrahlung
splitting number (NBRSPL), (2) the radius of the DBS splitting field (FS), and (3) the depth
of the region of interest (SSD).
In the x-ray tube simulation, once a charged particle produces Bremsstrahlung photons,
the resultant photon splits NBRSPL times. The allocated weight of each particle is determined
by 1/NBRSPL. These split photons, which have low weight, are named “non-fat” compared
to initial “fat” photons which have a weight of one. Then, DBS separately transports each
split photon and recognizes whether it is aimed at a splitting field, which is defined by FS
and SSD. If it is aimed outside, the DBS algorithm uses Russian Roulette to determine
whether the outer photon survives or should be eliminated from the phase space. In the
Russian Roulette technique, 1/NBRSPL is considered as a survival threshold; then a random
number is generated and then compared with the survival threshold. If it is less than the
survival threshold, this photon will be kept, and its weight will be raised by a factor of
NBRSPL, converting it into a fat photon. Otherwise, it is eliminated and does not take any
more CPU time. Furthermore, resultant photons may undergo Compton, photoelectric or
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create fluorescent photons which are possible events in the x-ray tube [75, 85]. Refer to the
BEAMnrc manual for further detail [75].
There are some points which should be considered when allocating an appropriate value to
NBRSPL, FS and SSD. The relationship between increasing the splitting number, NBRSPL,
and relative photon fluence efficiency has been published by Kawrakow et al. (Fig.2 in
[85]). According to the trend shows for DBS with and without electron splitting, the relative
efficiency significantly increases by increasing the NBRSPL value (i.e. up to 1000) for
both trends. The relative efficiency then decreases for DBS with electron splitting, but for
DBS without electron splitting, the relative efficiency slightly increases and then reaches a
plateau around 5000. In this work, DBS without electron splitting is desired, and there is no
significant difference between relative photon fluence efficiency for NBRSPL of 1000 and
5000, we chose NBRSPL of 1000. In addition, increasing the splitting number by a factor of
5 will significantly increase CPU time, which was not feasible with the computer systems
available for this work.
To choose FS, it should be considered that the smaller the radius of the splitting field
that is chosen, the higher the efficiency of DBS that can be achieved [85], but FS should
fully cover the beam field. To achieve this, we set the FS value to 5 cm to partially cover our
region of interest while keeping the highest efficiency. We also set the depth of the splitting
region to 11 cm, where the scoring plane is placed with respect to the anode surface.
2. Bremsstrahlung cross section enhancement (BCSE)
The Bremsstrahlung Cross Section Enhancement (BCSE) variance reduction method has
been developed by Elsayed Ali [86]. This method has been implemented into BEAMnrc
since 2007 to enhance the efficiency of simulating Bremsstrahlung in the materials, such
as the anode of x-ray tubes, both in the KV and MV range. In addition to the previous
method discussed above, BCSE is useful for improving the efficiency of low energy photon
calculations. Not only is this method compatible with other variance reduction methods, such
as UBS and DBS, but their combination also maximizes the overall efficiency.
For this work, we enabled the BCSE flag and selected tungsten for the option of Medium
to enhance, which is anode material in our simulations. The Enhancement factor is an integer
number representing the factor by which the Bremsstrahlung cross section is enhanced. We
set the enhancement factor to 200, which was recommended in the relevant literature for
x-ray tubes in the diagnostic energy range.
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3.2.5 Summary of simulation parameters
Table 3.2 BEAMnrc parameters summary.
Source and geometrical parameters
Incident particle Electrons
Source number (beam shape) Parallel circular beam from side
Radius of the beam 73 µm




Inherent Filtration 1.8 mm aluminum
Source to scoring plane distance 11 cm
Scoring plane size 7×7 cm2
Variance reduction parameters
Bremsstrahlung splitting Directional
Splitting number (NBRSPL) 1000
Splitting field radius (FS) 5 cm




Photon cross section XCOM





Bremsstrahlung cross sections NIST
Spin effects On
Electron impact ionization On
Boundary crossing algorithm EXACT
Electron-step algorithm PRESTA-II
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3.3 Intermediate steps: Data preprocessing
In the data preprocessing steps, the output fluence, which was analytically generated by
Monte Carlo, is processed prior to being analyzed in the numeric part. The preprocessing
steps comprise of data extraction, unit conversion, and calculating solid angle counts.
3.3.1 Data extraction
As explained in the previous section, the resultant photons from the BEAMnrc simulation
are recorded in the scoring planes. The count properties on each scoring plane are saved
in a binary file which is named “phase space”. This file contains information, such as
particle charge, position, and the energy that is needed for further data processing. In this
study, the phase space file is generated in IAEA format which is quite flexible regarding the
amount of data storage [75]. Using the IAEA phase space format, two files are provided
in the BEAMnrc output consisting of the data file (with the extension .IAEAphsp) and the
header file (with the extension .IAEAheader). The header file contains some information
about the phase space data file, such as size and length of the phase space and also several
constant values. Refer to IAEA’s technical report and BEAMnrc manual to find the complete
description [87, 75]. To extract the photon properties from the IAEA phase space file, we
used a custom program written in C. This program enables us to sort the Monte Carlo data
into the number of the photons at each energy bin recorded per pixel area.
The energy resolution and pixel size can be selected as desired and minimum and
maximum of the energy domain and the region of interest are limited to the tube voltage
and scoring plane dimension, respectively. The center of Cartesian coordinates is assumed
to be at the center of the scoring plane and, therefore, the maximum and minimum size of
the scoring plane are determined by x= ±3.5 cm and y= ±3.5 cm, according to the scoring
plane size defined in the previous section. Fig. 3.5 shows the total photon distribution across
the scoring plane extracted from the x-ray tube simulation with 120 kVp tube voltage. This
figure also shows the region of interest, which is translated by the MARS camera with the
dimension of ±17.2° along the vertical angle (θ ) and ±5.5° along the horizontal angle (θ ).
We selected photons detected within x= ±1 cm and y= ±3.5 cm in the simulation outputs
from all tube voltages using the custom program. Extracting photon flux in the energy bin of
1 keV, providing enough accuracy for the spectral reconstruction technique. The extracted
photons in a three-dimensional matrix (i.e. energy, pixel area and count fluence per energy
per source particle) are then exported to a MATLAB code for further analysis.
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Fig. 3.5 A rectangular region of interest extracted from the entire simulated area.
The green rectangle shows the region of interest detected by MARS detector.
3.3.2 Unit conversion
Phase space file presents the photon fluence in the unit of “counts/pixel.incident particle.keV”.
This unit is a normalized output based on the number of incident particles (2×109 electrons).
Since the intensity of x-ray tube is tuned by tube current and exposure time in the MARS
spectral CT, these two parameters need to be incorporated in the final MARS source unit. For
this purpose, the BEAMnrc output is converted to “counts/pixel.µA.s” based on the number
of the incident electrons, physical constants, and Eq. 3.3. The output of this step provides the
photon counts on the planar scoring plane, which need to be converted into the solid angle
counts.
1 µA = 6.241×1012 electrons/s (3.3)
3.3.3 Calculating solid angle counts
This subsection presents the procedure required to transform the unit of the photon counts
in the scoring plane from “counts/pixel.µA.s” into “counts/sr.µA.s” prior to applying the
regression techniques in the next step. Steradian (sr) is the unit of measurement, which
expresses solid angle. The solid angle, which is subtended at the center of the sphere of a cap
area as shown in Fig. 3.6. The general formula for calculating the solid angle Ω is presented
by Eq. 3.4.
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where, θ and φ are the vertical and horizontal angles, determining the position of the red cap
shown in Fig. 3.6. dθ and dφ are the apex angles (dihedral angles measured to the opposite
side faces of the pyramid).
Fig. 3.6 Solid angle diagram; because
the pixel size in the planar scoring
plane is very small, it can be assumed
that the cap area (red box) is equal to
pixel area and the counts uniformly dis-
tributed across the pixel surface.
It is assumed that the x-ray source is located at the center (S), where the photons are
emitted radially. Therefore, the solid angle encompasses the photon counts emitted in a
particular direction and that reached the cap. To express photon distribution in the MARS
source model, photon count per solid angle is desirable due to the simplicity that it offers.
The solid angle count is independent of the geometrical features of the source and planar
detector alignments, such as source to pixel distance, pixel tilt, and displacement of the pixel
from the beam center.
To calculate the solid angle count, the planar scoring plane is mapped to the spherical
surface. Each pixel from a scoring plane (i.e. pixel size is determined by performing a data
extraction step) needs to be mapped from the planar surface to the spherical surface. This
transformation can be simplified by considering two approximations as follows:
• The area of the pixel is very small compared to the radius of the sphere; therefore we
can assume that our pixel (base of a pyramid) is approximately equal to the spherical
cap area as shown in the Fig. 3.6.
• The pixel size extracted from the scoring plane is 1 mm2 which is significantly smaller
than the source to the pixel distance at the beam center (11 cm). This allows us to
assume uniformity of counts across the pixel area.
Because of this, the solid angle counts can be assumed to be equivalent to the counts of the
tangent pixel to the sphere. From Eq. 3.4, it can be noted that solid angle is a function of
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the area of that pixel divided by the radial lines from the center of the sphere (Fig. 3.6). To
calculate the solid angle, the first step is to transfer the pixel from the planar scoring plane to
the radius of the sphere and the second step is to change the orientation of the pixel surface
to be at a tangent to the sphere. A two-dimensional view of this procedure is demonstrated in
Fig. 3.7a and 3.7b. The mathematical calculations presented below for mapping planar count
to the solid angle count are initially explained in θ view and then expanded for the φ axis.
(a)
(b)
Fig. 3.7 (a) shows a pixel transformation from the planar surface to the spherical surface in
two steps. (b) shows a closer view of the second step of transformation.
To perform the first step of the transformation, the inverse square law is applied to shift
the center of the pixel from the planar scoring plan (P1) to the sphere surface (P2), across the








where, CP1 and CP2 are the counts at positions P1 and P2 respectively. The sphere radius (r)
is equal to the source to pixel distance when (θ ,φ) = 0 and r1 is the source to pixel distance
at any off-center as shown in Fig. 3.7a.
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The complementary information can be identified by using the cosine formula in the





Substituting Eq. 3.6 in Eq. 3.5 gives us the number of counts at the second position as a





To perform the second step, which is tilting the pixel to the sphere tangent and calculating
the pixel size, the pixel area (BB́) is slightly stretched as shown in Fig. 3.7b. It is assumed
that the angular displacement of each pixel from the central position, (θ ,φ) = 0 is small
enough so that the dilated pixel contains approximately the same number of the counts as the
planar pixel. Furthermore, the maximum θ of 17.2◦ in the region of interest chosen in this
study is small compared to the source to detector distance. It can be assumed, therefore, that
the rate of changing counts per pixel area, dCP2dθ and
dCP2
dφ , is linear. At larger distances from
the source, this approximation becomes more accurate. Using the cosine formula in the new






By multiplying both sides of this equation by 2, the full pixel size is obtained. To use the
proportionality between the length of the planar pixel and the tangent pixel from Eq. 3.8,





where, Ct represents the count of tangent pixel as a function of CP2. By substituting Eq. 3.7
in Eq.3.9, the counts at the tangent pixel become a function of the counts at the primary





Applying all the calculations mentioned above for φ direction leads to defining the final




cos3 θ cos3 φ
(3.11)
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Finally, all planar pixel counts are converted to the solid angle counts in the unit of
“counts/µsr.µA.s” by the procedure mentioned above. An interactive 3D figure of the
simulated scoring plane before and after solid angle calculations for the broad spectrum are
presented in Fig. 3.8a and Fig.3.8b. It should be mentioned that the MARS region of interest
(also referred to as ROI) is a rectangular part of this scoring plane as shown in Fig. 3.5. A
consideration of the larger scoring plane allows an expansion of the region of interest for
future implementation of the source model.
(a) Planar scoring zone
(b) Spherical scoring zone
Fig. 3.8 Interactive 3D view of simulated photon distribution across the planar and spherical
planes is demonstrated in (a) and (b), respectively. In both figures, the lower count intensity
indicates the anode side. Comparing (a) and (b) shows how solid angle transformation
removes dependency of the recorded counts to the pixel tilts and source to pixel distance.
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3.4 Numeric part: Regression techniques to analytic data
This section provides a solution to facilitate access to the photon properties of the simulation
output and to avoid running the Monte Carlo code for each tube voltage. This solution
involves developing a parametrized (numeric) equation to provide continuous data from
the MARS x-ray source output at a range of spatial points and tube voltages. For this
purpose, appropriate regression techniques are applied to the analytic data in three levels to
parameterize: (1) spatial photon distribution (θ ,φ ), (2) energy components of the spectrum
(E), and (3) a range of tube voltages (V). This section explains the first and second levels of
curve fitting on an x-ray spectrum generated by 120 kVp tube voltage and third level of curve
fitting to generalize the formula to the range of 30-120 kVp.
3.4.1 Spatial structure of the MARS source model
Initially, a multivariable quadratic function is applied to the solid angle counts in the MARS
ROI, which was provided by the previous step. Fig. 3.9 to Fig. 3.9d demonstrates the fitted
surface to the simulated data in the integrated energy spectrum (10-120 keV) in four views.
The photon distribution along φ matches the heel effect phenomenon in which the x-ray beam
intensity decrease towards the anode side of the x-ray tube [17]. Since the x-ray beam is
less attenuated at the cathode side (Fig.3.1), higher photon intensity is observed in Fig. 3.9c.
A symmetrical pattern along θ because of the nature of the vertical photon distribution is
shown in Fig.3.9b.
The function of the fitted quadratic surface to the spectrum generated at 120 kVp is




2 −0.249θ 2 −0.0002θ +0.01θφ) (3.12)
where, SθφE is the source function for 120 kVp tube voltage. S
0,0
E presents the source model
value at the beam center (θ ,φ = 0). To ensure the fitted function is a true representation of the
simulated data, the residuals are calculated in both directions. As shown in Figs. 3.10a-3.10b,
the residuals are less than 0.8% of the total counts. The correlation of determination (R2) for
this surface fitting is 0.986. These assessments are evident that the surface quadratic function
appropriately matches the simulated data.
In Eq. 3.12, there are two terms that can be ignored to simplify the equation. For the
extreme values of θ and φ in the ROI, the last two terms of this equation vary by ±6×10−5
and ±2.72×10−4, respectively. Because these two terms do not significantly contribute to
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the equation (less than 0.01%), they can be neglected. Eq. 3.12 can then be rewritten thus:
SθφE = S
00
E (1+0.327φ −1.175φ 2 −0.249θ 2) (3.13)
(a) General view (b) θ direction
(c) φ direction
(d) θ -φ view
Fig. 3.9 A surface fitted (colored surface) to the simulated data (black dots) for the integrated
energy spectrum (10-120 keV) in four views. (a) is a 3D view; (b) 2D view with symmetrical
shape along θ ; (c) 2D view along φ showing that higher intensity counts at the cathode
side; and (d) θ -φ view demonstrating the beam profile in region of interest.
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(a) Residuals along θ direction
(b) Residuals along φ direcion
Fig. 3.10 The residual plots for the fitted surface are shown along θ in (a), and
along φ in (b). The magnitudes of the residuals are less than 0.8% of total counts
in both θ and φ directions.
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3.4.2 Energy structure of the MARS source model
The next step, after parameterizing the angular information of the source model, is to describe
the energy structure of the photon beam for the on- and off-axis. The distribution of photons
across the region of interest is specific to each energy bin. Fig. 3.11a-Fig. 3.11d present four
samples of photon distribution in different energy ranges, generated by a 120 kVp x-ray
spectrum. The photon distribution is also different for Bremsstrahlung and characteristic
photons. In this model, the characteristic components were assessed separately from the
Bremsstrahlung photons by subtracting the tungsten characteristic counts from the simulated
data across the whole region of interest for particular energies.
(a) 20 keV (b) 50 keV (c) 80 keV (d) 110 keV
Fig. 3.11 Photon distribution generated by the MARS source model in four energy bins: (a)
20 keV, (b) 50 keV, (c) 80 keV, and (d) 110 keV. Low energy photons of 20 keV, have higher
intensity towards the anode side, and the more photons are distributed around the cathode at
high energy range.
In the Bremsstrahlung equations, the coefficients of φ , φ 2, and θ 2 are the functions of
energy plotted in Fig. 3.12. The coefficients of φ follow a cubic curve and coefficients of φ 2
and θ 2 behave as the quadratic curves. There are some features in the data which do not fully
match the fitted curves. In Fig. 3.12a, the error of curve fitting increases at 69 keV, which
is around the K-edge of tungsten (i.e. the K-edge energy of tungsten is 69.524 keV). This
discrepancy causes 1.3% error at the extreme angle (φ=0.1, θ=0.3 radian). In Fig. 3.12b,
the quality of the fitted curve to the φ 2 coefficients drops in the high-energy part of the
spectrum. This is because of increasing statistical noise while decreasing photon intensity
in high energy range. The maximum error at this range in the extreme angle is 0.5%. In
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Fig. 3.12c, the fitted curve to the θ 2 coefficients does not fit well to the simulated data below
25 keV. The maximum error of this curve fitting at the extreme angles is 1.6%.
From Eq. 3.13, φ coefficient has more contribution to the spectrum as compared to
coefficients of φ 2 and θ 2. Therefore, the error of φ coefficient (1.3%) is more pronounced as
compared to the two others. This error causes a minor distortion around the tungsten K-edge
at the extreme angle. In addition, the total variation of the photon distribution is 7.2% (see
Page. 82), and errors of angular coefficients are the fraction of the low total variation. It is
therefore assumed that the fitted curves are good enough for the initial usage of the MARS
source model. The coefficient of determination (R2), and root-mean-square error (RMSE) for
each of the fitted curves is presented in Table 3.3, indicating the quality of this curve fitting.




























Fig. 3.12 Coefficients of angular components, A, B, C, in the MARS source model
(Eq. 3.12) versus energy are shown in (a) for φ ; (b) for φ 2, and (c) for θ 2.









R2 0.98 0.75 0.83
RMSE 0.15 0.89 0.15
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When all the coefficients have been obtained, we can make the general form of the source





1+Aφ +Bφ 2 +Cθ 2
]
(3.14)
where the values for A,B, and C vary with the energy as explained above. The equations that
correspond to the fitted curves are:
A =−8.849×10−6E3 +0.002E2 −0.137E +3.317 (3.15a)
B =−4.682×10−4E2 +0.086E −4.107 (3.15b)
C =−1.677×10−4E2 +0.027E −1.109 (3.15c)
Misalignment of the x-ray tube and the MARS detector due to the x-ray tube manufacturing,
or an uncalibrated scanner may skew the beam profile. To make the MARS source model
capable of accounting for skewness of the beam profile, the general formula of the source
model is rewritten by adding two terms, ξθ and ξφ , as presented by Eq. 3.14. ξθ and ξφ






1+A(φ ±ξφ )+B(φ ±ξφ )2 +C(θ ±ξθ )2
]
(3.16)
The characteristic terms of the source model were formulated by the same procedure applied
for obtaining the Bremsstrahlung formula. The photon distribution of Kα and Kβ lines are
shown in Fig. 3.13 as compared to the Bremsstrahlung distributions at the same energies.
The absorbed Bremsstrahlung photons cause the characteristic x-ray by transferring energy
to the electrons of anode material. The characteristic photons generated in the depth of anode
material can escape towards a cathode side because of the shorter distance to the anode
surface and fewer chances of absorption as compared to the anode side, where there is a
larger distance and high chances of absorption. The final equations for describing the spatial






























1+0.414(φ ±ξφ )−1.209(φ ±ξφ )2 −0.287(θ ±ξθ )2
]
(3.17d)
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The equations presented in this subsection are for characterizing the x-ray output of 120 kVp.
The next step is to generalize the source model for the range of 30-120 kVp tube voltages
that are routinely used in diagnostic imaging.
(a) Kα2 (b) Kα1 (c) Kβ1 (d) Kβ2
(e) 58 keV (f) 60 keV (g) 68 keV (h) 70 keV
Fig. 3.13 Photon distribution of tungsten characteristics (the first row of figure) and corre-
sponding Bremsstrahlung photon distribution (the second row of figures). A comparison
of the figures at each column shows that the gradient of characteristic photon distribution
changes more as compared to the Bremsstrahlung photon distribution at the same energy.
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3.4.3 Generalizing the source function for various tube voltages
The development of a generalized source function for the tube voltages of 30-120 kVp re-
quires information about photon counts at each tube voltage. For this purpose, the Monte
Carlo simulation input files were run for tube voltages in this range with the step size of 10
kVp under the same conditions. Having analyzed the simulation outputs of all simulations,
we obtained the final source model function. This function varies with solid angle, and the
energy of Bremsstrahlung and characteristics photons, which are represented by Eq. 3.18 and
Eqs. 3.20a-d, respectively. Bremsstrahlung coefficients (AEV , ABEV and CEV ) are calculated
by the same procedure as mentioned in the previous subsection (Eqs. 3.19a-c). The coeffi-
cients (a,b,c with different indexes) in Bremsstrahlung functions and the coefficients (α and





1+AEV (φ ±ξφ )+BEV (φ ±ξφ )2 +CEV (θ ±ξθ )2
]
(3.18)
AEV = a3E3 +a2E2 +a1E +a0 (3.19a)
BEV = b2E2 +b1E +b0 (3.19b)






















69.1V (1+β21 φ +β22 φ
2 +β23 θ
2) (3.20d)
Table A.1 of the Appendix presents S00EV values for the tube voltages modeled in this study.
The superposition of S00EV and four constant values of equations of the the characteristics
constructs the x-ray spectrum at the beam center as shown in Fig. 3.14. Tables A.2, A.3 and
A.4 include the values of “a”, “b” and “c” for the simulated tube voltages. These coefficients
are available for the continuous range of the tube voltages by applying a series of high
order polynomials across the tube voltages. Tables A.5-A.8 of the Appendix present the
characteristic coefficients of α and β .
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The dependency of S00E , A, B and C coefficients for all kVps are mapped into an integrated
MATLAB function using an independent order polynomial regression. The final source
function is capable of providing the x-ray spectra in the continuous range from 30 to 120
kVp. Fig.3.15 illustrates how this regression generates the spectra in the smaller energy bin
in 90-100 kVp.
Energy [keV]


























Fig. 3.14 Photon spectra (S00EV ) for tube voltages 30 to 120 kVp with the step size of 10 kVp.
Energy [keV]





























Fig. 3.15 Photon spectra (S00EV ) for for tube voltages within 90-100 kVp with the step size of 1 kVp.
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3.5 MARSpec: Source model user-interface
The source model function and the relevant look-up tables are integrated into a MATLAB
function with a user-interface (UI) named MARSpec, as shown in Fig. 3.16. This program is
capable of calculating the photon distribution for a given angular dimension, and provides
the spectra emitted from the tungsten target x-ray tubes. It has been primarily designed for
research purposes in the MARS group. However, it can be used for generating the x-ray
spectra in other diagnostic machines with the same anode features and tube voltage ranges.
The MARSpec software gives the users a choice of obtaining either the integrated
spectrum or a given energy bin. Input boxes (left side of the UI) enable the users to enter the
desirable tube voltage, filtration, and off-axis domain. Filter thickness can be set in mm for
three common materials in MARS spectral CT (Cu, Al, and water). The UI allows the users
to evaluate the filtration effects of various materials on the photon distributions as well as the
spectra. Although setting the tube current and exposure time would not change the spectrum
structure, it does enable users to obtain counts directly.
Fig. 3.16 MARSpec: MARS source model user-interface.
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MARSpec has two output windows. The first output window allows the user to calculate,
display and save the beam profile for a given angular dimension (θ and φ ) with defined
step size. The second window allows the user to simulate the x-ray spectra at a given
position of θ and φ with 1 keV energy bins. It also allows the user to see the spectra
simultaneously for different combinations of tube voltages or filter materials. The output unit
of photon distribution is provided in spherical flux (counts/µsr.µA.s) as well as planar flux
(counts/mm2.µA.s at SDD of 10 cm).
The MARSpec software enables users to save the generated data in three formats with
suffixes: “.mat”, “.xlsx”, and “.tex”. In the output of the photon beam profile window, the
first row represents the φ angle, and the first column indicates the θ angle. The size of the
output matrix depends on the range and step size set for simulation. In the output of the
spectrum generator window, the first column represents the energy and the second column
represents the photon flux.
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3.6 Discussion
For this project, the MARS source model has been developed based on a semi-analytic
method that was parameterized by the energy structure, and the angular distribution of the
photons generated by a range of tube voltages used in diagnostic imaging.
In the first step, the MARS x-ray tube was simulated by BEAMnrc Monte Carlo code
using 2×109 of history number alongside variance reduction methods to decrease the sta-
tistical simulation error and consequently, improvement in the efficiency of the simulation.
An example of a simulated spectrum by BEAMnrc with statistical uncertainties is shown
in Fig. 3.17. The maximum statistical uncertainty of the photon fluence at each energy bin
(1 keV), is less than 1% in the head and tail of the spectrum, and in the mid energies, it is even
less than 0.3%. The uncertainty level reported by Ay et al. for the x-ray spectra simulation is
2% [64]. This indicated that the simulation results of our work satisfied the extreme level of
the confidence interval targeted by other Monte Carlo codes, such as MCNP4C (i.e. relative
error <5%) [88].
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Fig. 3.17 X-ray spectrum with simulation uncertanities at the beam center (θ ,φ = 0).
Two assumptions were considered to transform the pixel counts on the planar scoring
plane obtained from simulation to the solid angle counts. Firstly, considering the same pixel
area in the planar and spherical surface and secondly, uniformity of counts across the 1 mm2
pixel area are reasonable assumptions due to the small spatial variation of the model. This
assumption becomes more realistic when the MARS source model is used for describing
the spatial photon distribution in the MARS spectral CT at which detector pixel size is
110×110µm2. The solid angle, as a standard unit used to define the flux, is independent
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of the source to detector distance, pixel tilt, and angular displacement of the pixel from
the central position. This unit enables the MARS team to compare the spectral and spatial
components of the spectra when they are produced under different geometrical setups.
There are several points to note about the analytic part. The quality of quadratic surface
fitting at the first level of regression was assessed. The residual calculations in both θ and φ
dimensions were less than 0.8% of the total counts, and the R2 was also 0.986. Therefore, the
fitted surface provided the photon distribution of the simulated data with enough accuracy.
In addition, simplifying the 6-term quadratic equation to a 4-term equation by disregarding θ
and θφ components was more desirable, providing less complexity in the source model.
The second level of regression was applied to the coefficients of the angular parameters in
the Bremsstrahlung part of the source model as shown in Fig. 3.12. Evaluating the goodness
of fit for all curves indicated that despite the discrepancy observed at several energies, the
fitted curves are robust enough for predicting the actual behavior of the simulated data
(Table 3.3). Furthermore, the extreme errors calculated from each fitted curve does not have
the significant impact to the general source formula (e.g. the contribution of θ 2 across the
spectrum is 0.09 radian at maximum angles). Therefore, it is not worth applying the more
complex equation to obtain a slight accuracy.
The spatial photon distribution of the MARS source model along the anode-cathode plane
(φ ) matches with the heel effect concept as described in the references [17, 89, 60, 64]. This
phenomenon, however, is more pronounced in the square scoring plane rather than the region
of interest in the MARS project. In addition, the spectral visualization of the heel effect at
both the anode and cathode sides at θ= 0 is also shown in Fig. 3.18. The intensity of the
Bremsstrahlung spectrum and characteristic lines on the cathode side is higher compared
to the central and anode positions. The reason for this is that the photons traverse a shorter
thickness through the anode. On the opposite side, the anode, the beam becomes harder due
to substantial attenuation by the target.
The photon count distribution along the vertical angle (perpendicular to anode-cathode
plane) has a symmetrical pattern, as shown in Fig. 3.9b. This pattern is also shown in the
off-axis model published by Bhat et al. [60] and Ay et al. [64]. Further validation of the
source model with other models and MARS measurements are presented in Chapter 4.
The MARS source model is capable of analyzing the Bremsstrahlung and characteristic
photon distribution in an exclusive manner. Characteristic photons tend to concentrate more
towards the cathode side (Fig. 3.13a- Fig. 3.13d) compared to the Bremsstrahlung photons in
the same energy bin that are distributed uniformly (Fig. 3.13e- Fig. 3.13h). Bremsstrahlung
photons mostly originate from the interactions happening near the anode surface, and they
are emitted in the forward direction. In contrast, the characteristic photons are generated
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Fig. 3.18 Photon spectra generated for θ=0, φ=0.1 for cathode side, φ=0 for
central ray, and φ=-0.1 for anode side of x-ray tube field of view.
by absorbed Bremsstrahlung in the depth of the anode and they are distributed isotropically
[89]. Therefore, the chance of characteristic photons escaping from the anode to cathode
increases due to the smaller distance traveled within the target and consequently less target
self-absorption.
The source model has the potential to account for the angular offsets that would be
observed in a real CT scanner’s beam profile by including ±ξθ and ±ξφ . These angular
offsets that need to be experimentally determined are reported in Chapter 5. However, the
effects of parameters, such as the voltage ripple, temperature variation, and pitting on the
anode were not considered in this work.
Integrating all source functions in a UI (MARSpec) facilitates access to the source
model for the MARS team. The MARS source model has also been used as a foundation
to establish other models, by MARS team, such as the oblique fluorescence model. Beam
profile assessment is one of the main applications that can be used for calibrating the MARS
source model to the geometric features of each scanner as well as monitoring the stability of
the beam profile (Chapter. 5)
To obtain more accurate spectral and spatial photon distribution in MARS spectral CT
in future, other scanner components, such as collimators, can be simulated by the Monte
Carlo code. This could lead a consideration of the number of the incident photons scattered
by other components in the output flux. The use of such a source model in the spectral
reconstruction technique, which is closer to the real situation, results in less distortion of the
image by noise and more accurately aids in the identification of unknown objects.
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3.7 Summary
1. This chapter detailed the procedure for developing a parameterized semi-analytic
source model based on one of the common x-ray tube used in MARS spectral CTs.
This type of x-ray tube has tungsten anode with the angle of 20◦. This model was
named the MARS source model.
2. The MARS source model consists of two analytic and numeric parts that connected
with each other by a series of intermediate steps for preprocessing Monte Carlo data.
In the analytic part, the BEAMnrc Monte Carlo code is used to simulate the photon
fluence generated by the MARS x-ray tube. In the numeric part, a series of regression
functions is applied to the solid angle counts at three levels.
3. The MARS source model provides spectra generated by the tube voltages in the range
of 30-120 kVp with the energy resolution of 1 keV. The spatial information provided
by this model is within ±17.2◦ and ±5.5◦ that covers the field of view detected by
current MARS spectral CTs.
4. The output flux provided by the MARS source model is expressed in the unit of
“counts/µsr.µA.s”. The solid angle count is desirable for this model as it is independent
of the pixel size, pixel tilt, and source to pixel distance. This unit offers convenient
implementation of the MARS source model in the MARS spectral reconstruction
techniques.
5. The MARS source model has also been presented as a stand-alone program (MARSpec)
to serve the MARS members by generating an on- and off-axis x-ray spectrum.
Chapter 4
MARS Source Model Validation and
Application
This chapter reports on the validation and application of the MARS source model presented
in the previous chapter. The MARS source model is validated in both aspects of spectral and
the spatial photon distribution. To validate the spectral structure, we compared the shape of
the MARS model spectrum with the similar spectra modeled by IPEM 78 and SpekCalc. We
also characterized the quality of the source model beam by calculating half-value layer and
the homogeneity coefficients. To validate the spatial photon distribution of MARS source
model, we used the Monte Carlo outputs of the same x-ray tube obtained by TOPAS. We also
compared the modeled photon distribution with the measured flux in MARS spectral CTs.
In addition, we validated beam quality of the off-axis spectra. This chapter also introduces
several MARS projects that use the MARS source model and some other potential use of the
source model.
• Significance
To be certain of the reliability of the spectral and spatial information provided by MARS
source model, we sought to validate the MARS source model with other models and exper-
iments. Because there is no source model that provides both spatial and spectral features
of the MARS source model, we validated the on- and off-axis components of the MARS
source model with available source models, separately. We also used MARS measurement
to validate the modeled photon distribution with the output from a real x-ray tube mounted
in the MARS CT. The results indicated a good agreement of spectral components of the
source model with the other source models. In addition, the spatial photon description of the
MARS source model is in agreement with the off-axis photons recorded by MARS CTs. The
magnitude of the integral counts at the beam center is also comparable with the experiments.
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From this it can be seen that the MARS source model is reliable and capable of providing
on- and off-axis photon spectra in the range of diagnostic x-ray tube voltages. Not only can
this model be implemented in the spectral reconstruction techniques to improve material
classification, but it is also a powerful tool to estimate with accuracy the incident photon in
other applications.
The MARS team has used the MARS source model for modeling the oblique fluorescent
photons, pulse pile-up in the Medipix detector, and material analysis optimization techniques.
The MARS source model can be used in the computation of dosimetry quantities and
detective quantum efficiency of the imaging systems. We also use this model for beam profile
assessment and characterization, and this is presented in the next chapter.
• Contribution
I contributed to identifying the appropriate validation methods. I installed a suitable platform
to run IPEM 78 on a virtual box and calculated the comparable outputs of the source models.
I also contributed to designing and collecting the appropriate experiments. Muhammad
Shamshad (University of Otago) collaborated with me in the validation steps and analysis of
results. Gray Lu, a Master student from the University of Canterbury also provided TOPAS
results for spectral comparison. Dr. Micheal Walsh helped me to produce an algorithm of the
best pixel selection.
I would like to acknowledge Dr. Gavin Poludniowski and Dr. Frank Verhaegen, the
developers of the source model used in the SpekCalc software. They kindly replied to my
emails sent at different stages of the MARS source model development and validation. They
also provided me with comprehensive information that ensured I followed a productive
pathway. I would like to thank Professor John Boone and Dr. Andrew Hernandez for their
generosity in providing me with the latest version the TASMIC program. Their patience
in answering my questions about the statistical validation of their source model is highly
appreciated.
• Dissemination
The result of MARS source model validation was reported as part of all the publications and
presentations related to the MARS source model mentioned in the previous chapter.
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4.1 Introduction
The spectral structure of the MARS source model needs to be validated with the models
providing the same x-ray beam structure. The beam structure varies by filtration, tube voltage,
anode angle, and anode material. Filter properties can be adjusted mathematically, whereas
last three parameters remain unchangeable in the initial photon spectrum. Among the models
introduced in the previous chapter (Table. 3.1), some of them produce spectra of the x-ray
tube that are comparable to the MARS source model such as are x-rayb&m, Polundniowski
and TOPAS. IPEM 78 and SpekCalc are merely spectrum generators that facilitate obtaining
the desirable x-ray spectra from Birch and Marshall model (x-rayb&m) Polundniowski model
[69, 52, 70], respectively.
IPEM 78, was developed by Reilly and Sutton at the Institute of Physics and Engineering
in Medicine, UK (IPEM Report 78) [57]. IPEM 78 has a freely available GUI, which is
capable of generating spectra at the beam center with the x-ray tube potentials spanning
20-150 kVp and with an anode angle of 6◦-22◦ with 0.5 keV energy bin, with the minimum
intrinsic filter in the model. The SpekCalc software was developed by Polundniowski,
DeBlois, Landry and Verhaegen at Institute of Cancer Research in London, UK. This
software provides high-resolution spectra based on a deterministic model of x-ray spectra
generated by a tungsten anode in the range of tube voltages 40-300 kVp and anode angles
6◦-30◦ with minimum filtration [69, 52]. A commercial version of SpekCalc was purchased
by the University of Canterbury to generate the spectra by the range of the tube voltages used
in MARS spectral CT. Both IPEM 78 and SpekCalc are used in this chapter to validate the
spectral structure of the MARS source model at the beam center.
The MARS source model is also compared with the off-axis photon distribution provided
by the TOPAS Monte Carlo simulation code. The TOPAS tool was used by Gray Lu to
simulate MARS X-ray tube for the dosimetry purposes [68]. TOol for PArticle Simulation,
TOPAS is a “user code” layered on top of Geant4 including the standard Geant4 toolkit.
This tool also has additional codes to take full advantage of this complex Monte Carlo
code in a user-friendly way for researchers and clinical physicists [90]. Since TOPAS
spectrum was only provided for a one tube voltage, we use this model for validation of
the spatial characteristics of the MARS source model in several energy boundaries. The
spectral comparison of the MARS source model and TOPAS is only reported at 117 kVp. The
MARS source model is also validated against the measured data obtained from the MARS
spectral CT. In this validation step, the spatial photon distribution and integral counts of the
measurements are compared with the model.
In the second section, I discuss the validation of the spectral characteristic of the MARS
source models by comparison with IPEM 78 and SpekCalc. In the third section, I discuss the
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validation of the spatial photon distribution of the source model by comparison with TOPAS
and the MARS measurements. In the fourth section, I present the analyses of beam quality at
off-axis and in the final section, I present several applications of the MARS source models.
4.2 Validation of spectral photon distribution
In this section, the spectral components of the MARS source model in several tube voltages
are validated with IPEM 78 and SpekCalc. Comparing the shapes of the modeled spectra
provides a visual assessment of both Bremsstrahlung and characteristic components of
the x-ray beam. Furthermore, differences between the modeled spectra are quantitatively
calculated using the symmetric mean absolute error. This statistical evaluation aids in the
clearer interpretation of the assessment results. In addition, to validate the quality of the
beam generated by MARS source model by comparing with other models, half-value layer
values and homogeneity coefficients are calculated.
4.2.1 Spectrum shape
To provide a qualitative validation of the spectral components of the MARS source model
the shapes of the generated spectra were assessed. For this purpose, modeled spectra with
the same energy structure were extracted from the IPEM 78, SpekCalc, and MARS source
models. The spectra at the beam center extracted from the MARS source model as the central
axis spectra can only be provided by IPEM 78 and SpekCalc. All spectra were filtered with
3.8 mm aluminum, because this filtration provides a range of standard spectra generated by
conventional x-ray tubes [70]. The spectra generated by the MARS source model have been
primarily filtered with 1.8 mm aluminum, as built into the model. A 2 mm aluminum was
mathematically added, based on the NIST attenuation coefficients database [91]. The spectra
of IPEM 78 and SpekCalc were mathematically filtered with 3.8 mm aluminum. All spectra
were normalized with respect to their maximum Bremsstrahlung peaks.
Fig. 4.1a- Fig. 4.1d show the molded spectra at four different tube voltages. The visual
comparison between the shapes of the modeled spectra reveals that the Bremsstrahlung
spectra of the MARS model matched the other models, particularly at the higher tube
voltages. However, the MARS model has more agreement with IPEM 78 spectra as compared
to the SpekCalc. The SpekCalc has a larger discrepancy with other models in the tail of the
spectra that is more pronounced at 60 kVp. This difference could be due to an analytical
model, which was applied to the electron transportation resultants obtained by the Monte
Carlo simulation in SpekCalc.
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The heights of the tungsten characteristic lines also varied for the different models, and
this originates from the difference between the approaches used to transport photons and
generate tungsten characteristics in each model. Except for Kα1, other characteristic lines
were constructed by the MARS source model in the adjacent energy bins. This difference is
mainly because of different energy binning used in the MARS source model. For instance,
MARS model allocates the upper limit of energy interval for each bin (e.g. all photons from
10 keV to 11 keV are categorized as 11 keV), but despite that SpekCalc uses the center of an
energy interval (e.g. the number of photons are allocated to 10 keV are obtained by 9.5 keV
to 10.5 keV). Furthermore, using a smaller energy bin leads to obtaining more accurate
energy structure of the beam. To summarize, these differences in photon transport and energy
binning are the likely reasons for the slight differences between the spectra.
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Fig. 4.1 Comparison of the x-ray spectra in several tube voltages generated by MARS source
model, IPEM 78 and SpekCalc. All spectra were normalized by Bremsstrahlung peak.
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4.2.2 Percentage error between the modeled spectra
One of the common approaches for calculating the error between two datasets is Mean
Absolute Percentage Error (MAPE) [92]. Considering two spectra of M and C that changes








This formula reliably presents the error value when we are sure M is greater or smaller
than C in all energy bins. Otherwise, the error analysis is biased by negative errors [93].
To calculate the error between each two spectra, a method is required to give the equal
penalty on both positive and negative errors. The reason for this is that each pair spectra
targeted for comparison may cross each other, which results in producing unpredicted positive
and negative errors. Symmetric mean absolute percentage error (sMAPE) provides a more
realistic value of error between each of the two spectra [94–96]. Eq. 4.2 is a modified form








In this study, M(E), and C(E) are the count values of the MARS model and other models at
each energy bin. Emin and Emax are minimum and maximum energies in each comparison.
The energy bin of 0.5 keV was considered for the error calculation between the spectra.
Because the MARS source model currently does not provide spectra less than 1 keV energy
bin, the middle energies were extracted by interpolation. sMAPE values of MARS and other
models at several tube voltages are presented in Table 4.1. Providing both error columns
for the total and Bremsstrahlung photons enables us to identify whether Bremsstrahlung or
characteristic photons create more discrepancy between each pair spectra.
In general, the error values between the MARS model and the SpekCalc are higher
compared to the MARS model and the IPEM 78. The percentage error between total photons
of the MARS source model and the IPEM 78 at higher voltages is more as compared to
the lower voltages. Whereas differences between Bremsstrahlung photons of each pair
spectra decrease with increasing tube voltage. This means that the continuous parts of the
MARS and IPEM spectra closely match each other even at higher tube voltages, but the
discrepancy between the characteristics lines of each pair spectra rise the total error. This
is due to increasing the ratio of the characteristic lines by increasing the tube voltage (1-
(Bremss./Total)). From the total difference between IPEM 78 and the MARS source model
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for a 120 kVp, 55% of discrepancy belongs to characteristic lines. The main difference,
however, between the MARS model and SpekCalc model originates from Bremsstrahlung
photons, because it has the higher portion of total error as compared to the characteristic
parts (70% higher at 120 kVp).
Table 4.1 Results of the sMAPE between the entire the MARS
source model and IPEM 78 and SpekCalc as well as the
Bremsstrahlung (Bremss.) parts of all models.
kVp IPEM 78 SpekCalcTotal Bremss. Total Bremss.
60 1.86 1.86 6.24 6.24
80 2.77 1.84 6.03 5.34
100 3.02 1.53 6.55 4.98
120 2.67 1.20 6.74 4.76
There is also a significant difference between MARS model and SpekCalc at 60 kVp as
observed from the visual comparison mentioned above. To summarize, the figures of this
table confirm the visual interpretation of the spectra shapes.
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4.2.3 HVL calculation as a beam quality specifier
The quality of a modeled beam depends on the factors such as anode angle and anode
material, tube voltage, and filtration. The standard approach for specifying the quality of the
x-ray beam is a half-value layer (HVL) calculation [97, 17, 98]. The HVL is the thickness
of material required to attenuate the initial beam intensity by half. The HVL value for a
mono-energetic beam is computed from the Lambert-Beer law as presented by to Eq. 4.3. In
this equation, µ is the linear attenuation coefficient of the HVL for a given photon energy
(E). In kilovoltage x-ray tubes, different thicknesses of the aluminum and copper are used for





For a polychromatic x-ray source, photon fluence of each energy bin needs to be considered
in the HVL calculation. Thus, the HVL for the polychromatic beam has defined a thickness
of an absorber which can reduce the initial air kerma by half. It is iteratively computed by
Eq. 4.4 choosing a range of aluminum thicknesses, t, as long as 50% of initial intensity is
























where, Φi is the photon fluence of each x-ray spectrum in the energy bin of Ei, µen(Ei)/ρ and
µ(Ei)/ρ are the mass attenuation coefficients for air and aluminum, respectively. Fig. 4.2
shows the intensity of the photons generated by the MARS source model when transmitted
from 3.8 mm of aluminum in several tube voltages. In general, the transmission curves follow
the exponential trends because of the polychromatic nature of the x-ray beam. Increasing the
tube voltage requires a greater thickness to attenuate the beam.
First and second HVL values were calculated from Eq. 4.4 and then applied to the spectra
generated by the MARS, IPEM 78, and SpekCalc models. Fig. 4.3a and Fig. 4.3b show the
HVL values for two groups of modeled spectra filtered by 3.8 mm and 5.8 mm aluminum in
several tube voltages, respectively. Tables 4.2 and 4.3 also present the HVL values for each
spectrum along with HVL difference between MARS model and other models. As shown in
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Fig. 4.2 Transmission curves for several kVps when the generated
spectrum from MARS source model are passed through 3.8 mm.
the figures, there is a good agreement between the quality of beams generated by the MARS
source model and other models with both filtrations. From the Tables, the overall difference
between beam quality of the MARS model and other models filtered by 3.8 mm aluminum is
higher than those filtered by 5.8 mm aluminum. The reason is likely due to the difference
between the cross sections used in modeling low energy photons in all source models. This
difference is less pronounced, when 5.8 mm aluminum is used for filtration because most
of the low energy photons are removed. Furthermore, the maximum difference between the
MARS model and IPEM 78 occurred at 120 kVp, whereas, the maximum difference between
the MARS model and SpekCalc is at lower tube voltages such as 50 and 60 kVp. This also
agrees with the results of sMAPE reported for the MARS source model and SpekCalc.
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Fig. 4.3 First HVLs computed for the x-ray spectra generated by MARS, IPEM 78 and SpekCalc
models at several kVps with 3.8 mm and 5.8 mm aluminum shown in (a) and (b), respectively.
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Table 4.2 First HVLs are from the spectra generated by the MARS, IPEM 78 and SpekCalc models
and percentage difference from the MARS source model for 3.8 mm aluminum filtration.
Tube Voltage
[kVp]
1st HVL Difference from MARS Model
MARS model IPEM 78 SpekCalc IPEM 78 SpekCalc
50 2.06 2.07 2.13 0.5 3.40
60 2.47 2.47 2.54 0.0 2.8
70 2.85 2.86 2.91 0.3 2.1
80 3.23 3.27 3.29 1.2 1.9
90 3.61 3.68 3.67 1.9 1.7
100 3.98 4.09 4.05 2.8 1.8
110 4.35 4.49 4.43 3.2 1.8
120 4.71 4.90 4.81 4.0 2.1
Table 4.3 First HVLs are from the spectra generated by the MARS, IPEM 78 and SpekCalc models
and percentage difference from the MARS source model for 5.8 mm aluminum filtration.
Tube Voltage
[kVp]
1st HVL Difference from MARS Model
MARS model IPEM 78 SpekCalc IPEM 78 SpekCalc
50 2.63 2.58 2.69 1.9 2.3
60 3.2 3.15 3.25 1.6 1.6
70 3.72 3.66 3.76 1.6 1.1
80 4.22 4.19 4.26 0.7 1.0
90 4.7 4.69 4.75 0.2 1.1
100 5.15 5.17 5.21 0.4 1.2
110 5.57 5.61 5.66 0.7 1.6
120 5.98 6.05 6.08 1.2 1.7
4.2.4 Homogeneity coefficients
The ratio of first HVL to the second HVL of a medium is known as homogeneity coefficient
[97]. This parameter describes how efficiently the added filtration increases the spectral
homogeneity of the x-ray beam. X-ray beams tend to have homogeneity coefficients closer
to one when they have a higher level of the monochromaticity. This quantity can also be used
to specify the beam quality the same as HVL.
To evaluate the monochromaticity of the MARS source model in different tube voltages,
the homogeneity coefficients of the MARS model at different tube voltages are compared
with other models using filtration of 3.8 and 5.8 mm aluminum. The exponential trends
of homogeneity coefficients for the spectra with both filtrations are shown in Fig. 4.4a and
Fig. 4.4b. The results showed that the exponential trend of homogeneity coefficients of
4.3 Validation of spatial photon distribution 75
all models follow each other well. The maximum variation of the curves of homogeneity
coefficients in Fig. 4.4a is 2.5% and for Fig. 4.4b is 1.6% at 120 kVp. Furthermore, the
trends of homogeneity coefficient in Fig. 4.4b turn to plateau sooner as compared to the
curves shown in Fig. 4.4a. By transmitting the spectra through the thicker filter, the high
energy photons can pass the filter more as compared to the low energy photons. When the
homogeneity coefficient reaches the plateau, the behavior of a polychromatic beam looks
approximately the same as a monochromatic beam.
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Fig. 4.4 Homogeneity coefficients of MARS, IPEM 78 and SpekCalc models for several
kVps with 3.8 mm and 5.8 mm aluminum filtrations are shown in (a) and (b), respectively.
4.3 Validation of spatial photon distribution
In addition to providing the spectral photon distribution, the MARS source model is capable
of describing the off-axis photon distribution of the x-ray source. To validate the spatial
photon distribution of the MARS source model, we used the output results of the simulation
performed with the TOPAS Monte Carlo code. We also compared the MARS source model
with the measured data collected by the MARS spectral CTs.
4.3.1 MARS source model and TOPAS
The same x-ray source modeled with the MARS source model was also simulated by the
TOPAS Monte Carlo code at 117 kVp. The geometric components are a tungsten anode,
which is angled 20 ◦ towards the electron beam, and 1.8 mm aluminum filter as shown in
Fig. 4.5. As shown the tube anode is drawn by the yellow color and the x-ray photons in the
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green pass through a thickness of filter shown in magenta. More details about this code can
be found in Master’s thesis of Lu [68]. Fig. 4.6 shows two spectra generated by the TOPAS
simulation and the MARS source model. This figure shows how low energy photons are
overestimated by TOPAS in comparison with the MARS model. The characteristics peaks of
the TOPAS spectrum are also higher than the MARS spectrum. The reason could be due to
the physics parameters that were set in the Monte Carlo input files of these two models.
The angular photon distribution of the MARS source model is also compared with the
TOPAS output in several energy intervals (Fig. 4.7). The RMSE values for each energy bins
of 10-117, 10-40, 41-60, and 61-117 keV are 0.0018, 0.0075, 0.0008 and 0.0011, respectively.
These values are evidence of well matching of the off-axis photon distribution of the MARS
source model and TOPAS at each sampled energy bin. The cross sections of both modeled
beam profiles along θ and φ agreed well as shown in Fig. 4.8a- Fig. 4.8b. There are minor
differences of 0.1% and 0.3% at the edges of the beam profiles along φ and θ , respectively.
Fig. 4.5 Graphical geometry of x-ray source simulated by TOPAS (image courtesy of Gray Lu).
Fig. 4.6 The spectra are generated by TOPAS and MARS source model in 117 kVp.
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Fig. 4.7 Spatial photon distribution of the integral counts from TOPAS and MARS models; a pair of
the images at each column of the energy interval agree well.
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(b) Beam profile along θ
Fig. 4.8 A cross sections of central beam profile in MARS and TOPAS models along θ in (a) and
along φ in (b). Beam profiles were obtained from the integral counts of the broad energy bin for both
models.
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4.3.2 MARS source model and MARS measurements
The main aim of developing a parameterized MARS source model is to provide the spectral
and spatial information of the x-ray beam in MARS spectral CTs. This information will
be then implemented in the future polychromatic based reconstruction technique. In this
subsection, I explain the validation process for the spatial photon distribution and the integral
count at the beam center obtained by MARS source model by corresponding data measured
by MARS spectral CTs. The measurements are processed to obtain the photon distribution
in the MARS field of view that can be comparable with the MARS source model. In this
comparison, the normalized counts are used for spatial comparison. However, in a step before
normalization, the difference between the integral counts of measurements and the MARS
source model is compared at the center of the beam.
4.3.2.1. Processing measured counts
An overview of processing the measured data is provided in Fig. 4.9 and detailed as follows.
Fig. 4.9 The workflow of the method used to process the measured beam profile
obtained from MARS spectral CTs equipped with the single chip Medipix3RX.
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1. Data acquisition: To obtain the angular distribution of the incident x-ray photons, a series
of flat-field data is collected in all camera positions to cover the full field of view detected in
MARS scans. Fig. 4.10 is a schematic view of a data acquisition in MARS CT, which shows
the sequential frames taken at each camera position by translating a planar detector along the
vertical axis.
Fig. 4.10 Schematic diagram of a MARS spectral CT with single chip detector and
a magnified view of the frame sequence. “D” stands for detector plane which moves
along the vertical axis (θ ), while it is fixed along the horizontal (φ ). The magnified
view shows the frame are taken at each camera position (CPOS) in a typical scan.
2. Pixel masking: There are some non-working pixels across the detector, which do not
respond to the exposure appropriately and may bias the data analysis. These pixels are
masked out from the dataset by applying a Poisson thresholding test (Chapter 7).
3. The best pixel selection: The best pixel in each column of 128 pixels is chosen based
on recording the counts closer to the mean count of each column. The reason for selecting
one pixel and tracing its response along camera translation (θ ) is to eliminate the inter-pixel
variation from data analysis. This variation blurs the beam profile. Because the detector is
not translated along the horizontal axis (φ ), this technique cannot be used for this direction.
However, variation across the φ is not as pronounced as the variation across θ due to smaller
angle size. The best pixel from each column is selected under the following steps:
• Counts of all well-behaved pixels across the chip are averaged.
• The pixel with mean and variance of counts nearest to the mean and the variance of all
pixels in each column is labeled as the best-behaved pixel.
• To trace the chosen pixels across the vertical, corresponding θ and φ are computed at
each camera positions.
4. Regression: A quadratic function is applied to the counts distributed across θ and φ .
The goodness of fit in this study is examined on a sample measurement, which provides
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high-resolution spatial information of the beam in full field of view of the MARS spectral CT.
The measured data are processed according to the procedure mentioned above. Fig. 4.11(a)
shows how fitted surface matches to the dotted measured data, and Fig. 4.11(b) proves low
residual of this fitting. The residuals are mostly around 3% of the total counts and are about
6% of the total counts in few points. The correlation of determination (R2) for this dataset is
0.8, which indicates partially good selection of the fitting parameters.
(a) (b)
Fig. 4.11 Measured data are shown by solid circles in (a) alongside a surface fitted to the
measurements. (b) shows the residual counts along θ .
4.3.2.2. Results
To obtain a high-resolution beam profile, a measurement was designed and performed by a
MARS CT prototype operating by CdTe-Medipix3RX. For these series of measurements, five
camera positions were chosen, and the source to detector distance was set at 160 mm. 360
flat-field frames were collected at each position. In every flat-field measurement, the camera
was exposed by an 80 kVp x-ray beam with the intensity of 9 µA during 275 ms. The output
spectrum was filtered additionally by 4.9 mm aluminum. The measured data were processed
by the aforementioned procedure to become compatible with the source model. The source
model output was also corrected for detection efficiency of the sensor layer attached to the
Medipix3RX ASIC. For this purpose, a series of correction coefficients corresponding to
2 mm CdTe was also applied to the source model. Following results were then obtained from
the measured and modeled data comparison.
• Measured and modeled count difference
The predicted integral counts by the MARS source model were also compared with the
measured integral count at the beam center to see whether the developed source model is
capable of truly computing the counts measured by the MARS detector. The results indicate
1.03 % count different in this measurement, representing the reliability of MARS source
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model to predict the count. This small difference is unavoidable because the counts computed
by the MARS source model were not corrected for other potential detector effects such as
charge sharing. Table 4.4 reports the count differences for several experiments in comparison
with the MARS source model. The values reported for Exp. 2 to Exp. 4 are smaller than the
first one as they were back to back scans collected in a single session.
Table 4.4 Integral count difference between MARS measurement and source
model at the beam centre calculated for several experiments.
Experiment
(Scan ID) Exp. 1 Exp. 2 Exp. 3 Exp. 4
Count difference (%) 1.03 0.52 0.44 0.17
• Spatial photon distribution in measurement and model
Distribution of the measured photons is plotted in Fig. 4.12a. There is a vertical offset of
1.4◦ in this beam profile as compared to the modeled photon distribution shown in Fig. 4.12c.
The measured beam profile was vertically shifted in reverse (Fig. 4.12b), which then allows
us to validate the MARS source model by the measurement in all angles.
There is around 3% difference between these measured and modeled beam profile at
the edges along θ . This difference could be due to geometric misalignment of the scanner
components such as the tilted camera on the back holder plate with respect to the right angle
and inaccurate measurement of the source to detector distance.
(a) (b) (c)
Fig. 4.12 The spatial photon distribution of the integral counts from the MARS source model and a
MARS measurement; the MARS measurement without and with corrected angular offset are shown
in (a-b). (c) shows the corresponding beam profile generated by the source model.
82 MARS Source Model Validation and Application
4.4 Analysis of the off-axis beam quality
Earlier in this chapter, the beam quality of the modeled spectrum at the center was calculated
and compared with other models. In this section, I address the quality of the spectra generated
by MARS source model as it is sampled in several positions of the beam profile (Fig. 4.13).
Table 4.5 presents the first HVL values calculated for the sample points. The high energy
photons with high density at point A requires thicker HVL as compared to the middle and
cathode side points. The number of low energy photons is less on this side because of anode
self-attenuation, as explained in the previous chapter. Although A and B both are located
on the anode side, the beam intensity at point A is more than B, which is located further
away. Therefore, point A is chosen as one of our reference points, as it does, representing the
thickest HVL.
The opposite situation exists at the cathode side, D and E, which have the low energy
photons with lower intensity. Degrading the intensity from point D to point E demands
lower thickness of HVL at point E. Hence, point E is the second reference point. The
difference between the HVL values between these two references points is 7.2% indicating
the variation of beam quality across the modeled beam profile. Implementing the spatial
photon distribution in the future MARS spectral reconstruction techniques will increase the
accuracy of image reconstruction and consequently better material identification.
Fig. 4.13 Off-axis beam quality in several points
across the beam profile obtained by MARS model.
Table 4.5 First HVL values are
presented in different sample
points across the beam profile of
MARS model for a 120 kVp spec-
tra filtered by 3.8 mm aluminum.
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4.5 Applications of the MARS source model
Since the MARS source model development, it has been widely used by the members of the
MARS group for a variety of applications, a number of which are explained bellow:
1. Beam profile assessment and characterization in MARS spectral CTs
We developed a method to assess and characterize the beam profile in the MARS spectral
CTs, which allows us to perform a fine tune calibration of the reconstruction technique.
This assessment method can also be used in quality assurance tests of MARS spectral CTs.
In this method, measured beam profiles are compared with the spatial photon distribution
provided by the MARS source model. Beam profile properties, which are measured in this
method, include beam profile shape, angular offset along θ , intra-scan count variation, count
difference at the beam center, and inter-scan count variation. This is detailed in Chapter 5.
2. A spectrum generator tool customized for MARS spectral CTs
The MARS source model can serve medical physicists and MARS researchers by providing
the x-ray spectra and beam profile in the range of tube voltages used in MARS spectral
CTs. Such information facilitates the preliminary calculations required for designing a
scan protocol. The MARSpec UI offers the optional selection of common filter material
(aluminum, brass and water). It allows the user to export generated spectra and beam profile
in the desired unit in three common formats (Excel, MATLAB, and Notepad).
3. Material analysis techniques
The MARS image processing chain currently works based on a monochromatic material
reconstruction technique. As explained in Chapter 1, The MARS group aims to develop
a polychromatic based material reconstruction technique. Polychromatic based material
decomposition of MARS projection data can be performed using different optimization
techniques [101]. Aydin Arik, during his three-month internship in MARS group, investigated
an optimization technique. Aydin used a combination of the formulated minimization
problems and numerical methods for material decomposition of MARS projection data. He
worked on several minimization problems including the Minimum Least Squares problem,
Algebraic Reconstruction Technique, and Maximum Likelihood Estimation for material
analysis of the projection data. Such minimization methods require information about the















Where P(⃗x) is predicted counts for a voxel with different elements. So(E) is the spectral
counts for a particular energy, E, which is provided by MARS source model. D(E) is
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detector response function. Each pixel in the projection images has a count difference with its
surrounding pixels as a result of change in the spatial photon distribution for that particular
region of projection, in addition to the inter-pixel variation.
4. Modeling the oblique fluorescent photons in the MARS spectral CT
X-ray fluorescence (XRF) is one of the common methods used for energy calibration of
a photon counting detector to improve the spectral performance of the spectral imaging
systems. In this calibration method, a monochromatic foil is used to obtain the off-axis XRF
of a monochromatic foil is measured by the detector. In the MARS group, Lieza Vanden
Broeke has been working on a theoretical model that obtain the maximum yield of XRF
photons outside of the primary beam while minimizing scattered x-rays from the main beam
[102]. To this end, Lieza aims to determine an optimal thickness of the XRF foils and identify
the best position for placing the XRF foils. She used the MARS source model to calculate
the number of photon counts that strike the foils and then generate the fluorescence.
5. Pulse pile-up modeling in MARS spectral CT
Co-incident photons in a time domain less than the dead time of the detector lead to pulse
pile-up and consequently reduces the number of recorded counts in the detector. Its effect
appears in the form of a high energy tail in the x-ray spectrum. A method has been developed
in MARS group by Aliakbar Atharifard, which models the pulse pile-up based on several
probability functions applied to the spectra generated by the MARS source model [103].
Because of this, the absolute number of counts in the measured spectrum can be simulated
according to the exposure settings, the geometry of the scanner, the pixel size of the detector,
the property of the semiconductor layer, and the resolving time of the ASIC.
6. Computation of Kerma, Exposure, and Absorbed Dose
The photon fluence provided by the MARS source model can be used for calculating air
kerma, exposure, and absorbed dose calculation. Gray Lu, used this source model [68] for
part of the dose calculations he worked on.
7. Detective quantum efficiency (DQE) of the imaging system
Detective quantum efficiency (DQE) is a system parameter used to describe the propagation
of noise through the imaging system as a series of cascade stages [104]. This parameter
shows the signal to noise performance of the imaging system and reflects the quality of the
detectors. One of the key components to calculate the DQE is the incident photon fluence,
which can be provided by the MARS source model. The more accurate estimation of the
photon fluence causes the more accurate DQE, and as a consequence a better analysis of




In this chapter, the spectral structure of the MARS source model was compared to IPEM 78
and SpekCalc models. The spatial structure of the MARS source model was also validated by
a source model developed by TOPAS and measured data obtained by the MARS spectral CT.
The results of the spectral comparison indicated that the spectra of all aforementioned
models generally agreed with each other. However, there are slight discrepancies between
the MARS source model and the two other models. The Bremsstrahlung parts of MARS
and SpekCalc spectra have more discrepancy as compared to Bremsstrahlung photons in
MARS and IPEM 78. In the spectra generated by the IPEM 78 and MARS source models,
high energy flux gradually decreased to become zero at the tail of the spectra. In contrast,
the shape of the SpekCalc spectra abnormally deviated from other models at the tail of the
spectra, which was more pronounced in lower tube voltage (Fig. 4.1a). In addition, the MARS
spectra and SpekCalc spectra are also slightly different at low energy photons (20-30 keV). It
could be due to different low energy cut-off used in SpekCalc.
In addition, the difference between tungsten characteristic lines is the main reason of
overall discrepancy between the MARS model and others at higher tube voltages. This
difference is likely because of using different fundamentals to create the characteristic lines
in each model. For example, the characteristic lines of IPEM 78 were manually added to
the spectra on the basis of the published values [70]. In the MARS source model, they were
fully simulated in the Monte Carlo simulation phase by enabling “electron impact ionization”
(see Page. 39). The difference between characteristics also originates from unequal energy
binning between the MARS source model and the two other models. This comparison
highlighted further work towards increasing the accuracy of the MARS source model to
identify the characteristics. For this purpose, the photons obtained from the Monte Carlo
output need to be grouped at each energy bin based on the information provided by other
standard models.
The aforementioned results indicate the overall agreements, despite the minor discrepancy
in the spectral structure of the beam. Nevertheless, all models are expected to influence the
performance of the diagnostic radiological imaging systems in the same way. To evaluate
the capability of MARS source model to generate the same beam quality as other models,
the HVLs and homogeneity coefficients were calculated. The results of the HVL calculation
for two groups of spectra showed that the quality of the beam created by MARS source
model has maximum 4% difference with other models. There is more difference between
the quality of those spectra filtered by thinner 3.8 mm aluminum that includes more low
energy photons. It can also be due to different interaction physics set in MARS, IPEM 78
and SpekCalc for modeling low energy photons as has been already addressed. Furthermore,
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comparing homogeneity coefficients in different tube voltages for two different thicknesses
of filtration indicated that there is no significant difference between the monochromaticity of
the beam generated by different source models in this study (Fig. 4.4a- Fig. 4.4b).
The MARS source model output was also compared with the photon distribution obtained
from TOPAS Monte Carlo simulation code. The general form of their spectra matched
with each other. The intensity of low energy photons and characteristic lines were slightly
higher in TOPAS spectra as compared to the MARS model. The possible reasons for this
mismatch between TOPAS and MARS spectra are: using different cross sections and physics
to simulate Bremsstrahlung and characteristic photons; different energy binning (i.e. 0.6 keV
in TOPAS), and a lower numbers of incident particles (history number) in TOPAS. As a
result of transporting less number of incident particles, the photon flux at each energy bin is
affected by statistical noise and this appeared as fluctuations across the spectrum (Fig. 4.6).
Furthermore, the pattern of the photon distribution obtained by TOPAS and MARS source
model were in good agreement with each other. In addition, low RMSE values between
off-axis photon distributions in four sampled energy bins are another evidence of good
agreement of TOPAS and MARS models.
The output of the MARS source model is well-agreed with a series of MARS measure-
ments with a negligible difference (i.e. within 1%). This results ensured that the MARS
source model is capable of computing with accuracy photon counts that are measured by the
MARS spectral CT. The result of validating the off-axis photon distribution of the MARS
model with MARS measurements was evidence of asymmetrical beam profile measured by
the MARS spectral CT. The measured beam profile provided in this study had 1.4◦ angular
offset along θ , which is mainly due to x-ray tube manufacturing tolerance. Fig. 4.12b shows
3% difference between the measured and the modeled beam profile. This difference, which
was more pronounced at further θ , could be due to the impact of collimator penumbra on the
main beam. Another possible reason is scattering photons that unequally contaminate the
main beam. Furthermore, the measured beam profile does not look gently symmetric even
after correcting beam profile for angular offset as seen in Fig. 4.12b. This could be due to a
slight tilt of detector plane happened as a result of non-perfectly mounting the detector inside
the gantry, likely causing a geometric misalignment along φ .
Furthermore, there is maximum 7.2% difference between the beam quality at two ref-
erence points located at far end of the beam profile (Fig. 4.13). The difference between the
beam quality of the off-axis spectra becomes higher in the measured beam profile due to
shifting and rotating of the beam profile. This amount of variation calculated from the current
animal scanner goes higher in the human scanner. A detector array with at least 60 chips
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arranged in double rows will be used for the human scanner. Not considering the variety of
off-axis spectra may degrade the accuracy of such a scanner to identify the material.
Because of the level of agreement between our source model and other models in both
spectral and spatial aspects, we can conclude that the MARS source model is reliably
capable of providing on- and off-axis photon spectra. Not only can this model be useful
to be implemented in the polychromatic forward model for obtaining accurate material
identification, but also it is a potent tool to assess beam profile, in the design of scan
protocols, material analysis optimization techniques and computation of dosimetry quantities.
It has also been used in modeling the oblique fluorescent photons and pulse pile-up in
Medipix detector.
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4.7 Summary
• The spectral structure of the MARS source model was assessed against IPEM 78 and
SpekCalc models. The results showed that the MARS source model generates the
x-ray beam with the same structural components as provided by other models.
• First HVLs and homogeneity coefficients were used to assess the quality of the beam
generated by MARS source model as compared to the output beams of IPEM 78 and
SpekCalc models.
• The results of the spectral comparison indicated the overall agreement between MARS
source model and other models. However, there are minor discrepancies between the
spectra generated by the MARS model and other models. The difference between
fundamentals of the source models and energy binning are likely the main reasons for
the difference.
• The off-axis photon distribution provided by the MARS source model was compared
to TOPAS simulation results. The results showed that photon distribution provided by
both MARS source model and TOPAS simulation are well-matched with each other.
• The off-axis photon distribution of MARS source model was also compared with the
MARS measurements. The results of this comparison indicated an angular offset along
θ along with a skewness of the measured beam profile. The angular offset was simply
identified, but the horizontal angular offset along φ and camera tilt have not been
measured for MARS spectral CTs.
• The integral counts of MARS source model and MARS measurements at the beam
center were compared with each other. The result indicated the MARS source model
reliably predicts the incident photons, which matches with the recorded counts by
MARS spectral CTs.
• HVL values at different points across the MARS field of view were calculated to
specifically assess the beam quality for the MARS spectral CT. It was observed that
the quality of the beam varies across the current field of view. Considering this spatial
variation in the spectral reconstruction technique may improve the accuracy of image
reconstruction.
• The MARS source model has been used in many physics applications from enhancing
the accuracy of image reconstruction and beam profile assessment to modeling oblique
fluorescence and MARS detector pulse pile-up.
Chapter 5
Beam Profile Assessment and
Characterization in MARS Spectral CTs
The objective of this component of the study is to characterize the beam profile along the
rotational axis (θ ) of the MARS spectral CT and to identify whether temporal or spatial
fluctuation occurs within the beam profile. To achieve this goal, we have developed a
beam profile assessment technique that compares measurements to the corresponding spatial
information provided by the MARS source model (see Page. 78). In the beam profile
assessment technique, we analyze several properties of the measured beam profile. These
properties include the beam profile shape, angular offset along the rotational axis, inter-scan
and intra-scan beam profile variability, and the intensity of the integral counts at the beam
center. We have implemented all steps of this method in a MATLAB based integrated
program with a user-friendly interface.
• Significance
A stable beam profile with a correct pattern is one of the prerequisites to guarantee the
performance of the PCD-based CTs, allowing the precise discrimination and quantification of
different materials. The ideal performance of spectral CT is achievable when the energy and
position of the incident photon are measured accurately [20]. Such a measurement enables
identification of the instabilities that prevent spectral CT from accurate data acquisition. In
addition, the spatial characteristics of the photon beam recorded in the MARS spectral CTs are
required to be implemented with accuracy in the future polychromatic-based reconstruction
technique. Performing the spectral reconstruction with an inaccurate characterization of the
x-ray beam has a potential to result in a significant material misspecification [105].
In response to the needs mentioned above, a method for assessing and characterizing
the beam profile in MARS spectral CTs has been developed. This method is a research and
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development tool that enables assessment of the spatial and temporal features of the beam
profile for each MARS spectral CT. The accurate offset parameters provided by this method
can be used to calibrate the MARS source model for each scanner. This, therefore, enables
us to express with accuracy the incident photons of the x-ray beam for the development of
the spectral reconstruction techniques by the MARS team. This technique can also assist the
MARS engineers to improve the manufacturing process and provide them with feedback on
the new component design, and as a consequence, there is improvement of either the scanner
calibration or the volume reconstruction.
• Contribution
I was the main contributor to the data collection, analyzing and programing for developing
the beam profile assessment method. I was also the designer and developer of the software
user-iInterface. Muhammad Shamshad (University of Otago) has assisted me in analyzing
beam profiles for this method. Several datasets form different MARS CTs have been also
provided by Dr. Nanette Schleich, Dr. Raja Aamir and Dr. Raj Panta (all University of
Otago), David Rundle (JairiNovus Technologies Ltd.), Dr. James Bennett (MARS Bio-
imaging Ltd), and Lieza Vanden Broeke (University of Canterbury). Furthermore, the pulse
pile-up modeling was performed by Aliakbar Atharifard (University of Otago).
• Dissemination
This material discussed in this is part of a larger project proposed to investigate the source of
instability in the MARS CT prototypes. The output results have been filed into two technical
reports:
• “Imaging Chain Protocol Development Report”, DTR-0002.
• “Beam Profile Assessment”, PTR-0003.
This work has also been presented at the 2016 IEEE Medical Imaging Conference. It is




A broad definition of the beam profile analysis encompasses all beam properties, such as
spatial, temporal and spectral characteristics, power, and propagation. The characterization of
a beam is specific to the type of beam, which could be monochromatic (e.g. laser [106, 107],
ultrasound [17], proton beam line [108]) or polychromatic (e.g. x-ray photons [109]). For a
laser beam, parameters such as alignment, focus spot size, and beam uniformity are typically
analyzed to optimize laser performance [106, 107]. Propagation of ultrasound from the
transducer surface into the medium produces a sound beam profile with a complex pattern
that needs to be carefully characterized to obtain precise images [17]. Characterizing the
beam lines is also essential in particle accelerators for them to be operated with optimal
output [108].
The polychromaticity of the x-ray beam used in the CT scanners necessitates the accurate
modeling of beam profile in these machines. CT scanners are used both for diagnostic
imaging (kilovoltage range) and image-guided radiotherapy (megavoltage range). Many
methods have been published for beam profile measurements for image-guided radiotherapy
contexts in comparison to diagnostic imaging contexts. In the image-guided radiotherapy
system, the cone beam CT is used to provide the three-dimensional reconstruction of delivered
treatment dose, which depends on the accuracy of the incident beam. Among the relevant
literature, the work published by Malts et al. can be referred to. They presented a method
of characterizing the spatial variation in the intensity and energy of the incident beam in
diagnostic and treatment cone beam CT [109]. In the MARS spectral CT, as for the PCD-
based CT, the beam profile characterization is also necessary to ensure the spatial and spectral
accuracy of the image, which leads to better material classification [110, 105].
In the first part of this chapter, I describe the needs that motivated the development
of beam profile assessment. This is followed by a description of the possible variations
in the MARS spectral CT as well as appropriate solutions to monitor and control them.
In the second section, I review a basic beam profile assessment method that was used in
the MARS group for a long time. In the third section, I report on the development of an
improved method for beam profile assessment and characterization and in the fourth section,
I outline a user interface prepared for this assessment method. In the fifth, and final, section I
report on the results of the method evaluation obtained from one well-calibrated, and two
poorly-calibrated, MARS spectral CT prototypes. At the time of this study, these scanners
implemented a variety of x-ray tubes, cameras, configurations, and software versions.
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5.1.1 A need for beam profile monitoring in MARS spectral CTs
The beam profile in each MARS spectral CT is unique because of x-ray tube manufacturing
and alignment variation of the beam direction with detector plane in the MARS CTs. For
instance, relative geometric offsets due to tube anode orientation may shift the recorded
beam profile. Characterizing the beam profile in each scanner provides the spatial variation
of the x-ray beam. This information can then be used to calibrate the MARS source model
to the actual offset parameters of each scanner (i.e. ξθ and ξφ in Eq. 3.18). The source
model is then used in future MARS spectral reconstruction technique. Performing spectral
reconstruction with an inaccurate characterization of the x-ray beam has a potential to result
in a significant material misspecification [105]. This necessitates the spatial characterization
of the beam profile in the MARS scanners.
Problems can also arise if random fluctuations occur in the beam profile due to the
instability of the scanner components, such as the detector. A stable beam profile in the
MARS spectral scanner is vital because it uses low photon flux and because of this a longer
acquisition time [111, 23]. The use of low photon flux results in maintaining the spatial and
spectral fidelity of the images generated by the Medipix3RX [20, 24]. The small pixel size of
the Medipix3RX favors the use of the x-ray tubes with micro-focal spots to optimize spatial
resolution [111, 23, 20]. Bombarding the smaller area of the anode target generates the lower
photon flux [111, 17]. Furthermore, due to limited pulse resolution time of the Medipix3RX,
the energy information of a high flux beam cannot be resolved appropriately. Thus, the energy
of coincident photons is accumulated and measured at a higher energy of each initial photon.
This pulse pile-up effect results in the loss of spectral information [112, 23]. To minimize
the occurrence of this effect, the incident photon flux needs to be reduced. As a result of
using low photon flux in these systems, a longer exposure time is required to provide enough
counts, which results in a higher signal to noise ratio in the images. Longer acquisition time
may degrade detector performance due to increasing temperature and consequently, charge
loss as a result of detector polarization. Because of these factors, beam profile stability needs
to be monitored to ensure that there is no count drift on the measurements. This highlights
the need for identifying any instability of the beam profile.
5.1.2 Instabilities of beam profile
Random fluctuations may occur in the beam profile due to the instability of each spectral
CT component, such as the x-ray tube, detector, or power supply. Depending on the pattern
of instability and how long-lasting that instability is, it can be classified as either a transient
or a fixed pattern instability. Transient instability does not have a repeatable pattern in the
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scans and mostly affects a small region but rarely the entire beam profile. In the worst
case scenario, this instability continues during the main object scan which causes dramatic
image artifacts. Factors such as x-ray tube output variations, bias voltage fluctuations, and
inaccurate scan parameters can cause temporal faults in the recorded counts. The recorded
counts may also decrease due to the polarization of the detector during heavy use of the
scanner. The polarization effect is more pronounced at higher temperatures, photon flux, and
exposure time [113–115, 23].
In a fixed pattern instability, the beam profile follows a consistent pattern during all scans,
but the count level in a camera position varies from the expected value. A persistent issue
such as geometrical misalignment as a result of an error in step motor initialization can cause
a steady instability in the beam profile of the MARS spectral CTs. X-ray tube warm-up time
is another example. Image data acquisition during this time causes a gradually increasing
count rate during the first frames (e.g. 500 frames) before it reaches an equilibrium rate. The
fixed pattern fluctuation would have a critical impact on the material identification when
this fluctuation results in a significant difference between the amount of clumped or drifted
counts compared with the total number of counts.
During development of the MARS spectral CT, most instabilities and defects have been
solved by either hardware modification (e.g. mounting a voltage regulator and a peltier
circuitry on the readout chip) or software changes (e.g. excluding the x-ray tube warm up
time from data acquisition). Even so, the effects of all sources of variation over time need
to be monitored and maintained at an acceptable level of system error. To achieve this,
the MARS CT performance is assessed at several stages from manufacturing through to
quality assurance (QA) tests performed by the end users. These assessment tests are typically
performed during scanner development, initial commissioning, site installation, protocol
commissioning (i.e. loading a series of scan setup parameters) and daily QA tests. MARS
service engineers at each level use a service toolbox to measure each component output,
diagnose the unacceptable tolerance, calibrate it and then perform the corresponding QA test.
Scaling MARS spectral CTs from small animal to the human requires a complete service
toolbox with advanced capabilities of diagnosing and calibrating each problem automatically.
For this purpose, we have developed a technique for assessing and characterizing the beam
profile, which is used as a part of service tools by MARS engineers at any assessment level.
This work uses the MARS source model to provide the temporal and spatial characteristics
of the beam profile along the rotation axis of the scanner, θ . We gauge the variation in counts
for each MARS spectral CT that uses a single chip camera, providing MARS engineers with
fast and reliable feedback of the beam profile status. The more accurate the characterization
of the beam profile, the more quickly troubleshooting and calibration can be applied.
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5.2 Basic method of beam profile assessment in MARS
In the basic beam profile assessment method, the counts of the reliable pixels in each flat-
field frame were averaged across the pixel matrix and then plotted over the frame index or
acquisition time. This method is a simple and quick way that can be applied to any dataset,
to pick up the major faults such as a faulty x-ray tube or detector. Fig.5.1 shows a beam
profile calculated by this approach. It is expected that the standard beam profile follows a
symmetric pattern from the central camera position, with lower counts at the extreme camera
positions due to the inverse square law. The counts recorded at each camera position should
also be the same with the Poisson variation. In this assessment approach, any fluctuations
which result in deviation from the symmetrical pattern are treated as instabilities.
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Fig. 5.1 A beam profile calculated by applying the basic beam profile assessment method on a flat-field
dataset taken by a single chip camera. The flat-field data were collected by performing a clinical
protocol with five camera positions to cover the field of view. The maximum counts are recorded at
the third camera position as it is located at the center of the beam.
Limitations in data analysis
Several limitations of this technique in data analysis are listed as follows:
1. Gross averaging over the detector at each frame hid issues related to the count variation
occurring within the detector.
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2. Even if the total shape of the measured beam profile looked stable, there was no
reference beam profile to ensure whether the whole pattern behaved reliably or not.
3. This approach relied only on the visual comparison and user-based data analysis. There
was no predefined procedure to quantify the beam profile properties and because of this
the profile assessment could be affected by the lack of user knowledge and experience.
4. It was difficult to compare the beam profiles obtained by different scan parameters
(i.e. inter-scan variation) because there was no procedure to standardize all beam
profile results. The magnitude and the shape of the beam profile depend on the scan
parameters such as tube current, exposure time, source to detector distance, and the
type of filtration.
Appropriate solutions to overcome these limitations have been considered in developing
a new beam profile assessment technique, detailed in the following section.
5.3 An improved technique for the beam profile assessment
The improved beam profile assessment presented in this section is achieved through more
detailed measurements and comparison with an equally detailed theoretical model. The
variation in counts is measured on a much finer scale, both spatially and temporally. Then,
the measured data are fitted to curves that are compared with theoretical curves. The MARS
source model provides theoretical curves because it is capable of predicting accurately the
spatial beam profile as well as spectral information. Measurements can then be qualitatively
and quantitatively compared to this prediction.
This technique uses an efficient way to enhance the beam profile resolution by presenting
the correct parabolic shape, which is not provided by the basic beam profile assessment
technique. To increase the beam profile resolution, the frame is divided vertically into several
groups of rows. The well-behaved pixels are averaged across each group, and a corresponding
θ angle to the midpoint of each group is calculated. The whole acquisition time is divided
into several intervals that allows assessment of beam profile drift over time. By averaging the
segmented counts across a group of frames (e.g. 240 frames in a typical scan protocol), the
statistical noise on the measurement also decreases compared with the basic beam profile
assessment method.
A comparison of the measured and modeled beam profiles in several levels allows us
to see whether a major defect has occurred, reducing the values of further quantitative
assessments. In this case, the origin of the defect in this scanner needs to be identified
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and corrected by MARS service engineers. For a system, which does not have the major
defect, this technique can quantify the angular offset, inter-scan and intra-scan beam profile
variability and the error in the magnitude of measured counts at the central axis. All steps
of this method have been implemented into an integrated, MATLAB-based program with a
user-friendly interface. By this technique, it is feasible to assess the beam profile for every
scan performed without further acquisition steps because the corresponding flat-field dataset
of the scan is used for assessment.
5.3.1 Overview
A workflow of the beam profile assessment method is depicted in Fig. 5.2. The beam profile
of the scanner is experimentally measured and provided to the method. Then a modeled beam
profile is prepared from the MARS source model based on the equivalent spatial parameters
of the measurement. Measured and modeled data are then processed to reach the same level
of conformity to be comparable with each other. In the next step, each property of the beam
profile is measured and analyzed. In the comparison step, several properties of the measured
beam profile are compared with the modeled data. If a significant discrepancy is identified,
it indicates potential issues with calibration or components of the systems. In this case, the
scanner would need troubleshooting and recalibration to fix the fault. In the case of obtaining
a reliable beam profile, the measured properties are archived for further analysis.
Fig. 5.2 The workflow of beam profile assessment and characterization method.
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5.3.2 Data requirements
This technique requires a series of flat-field images to cover a typical field of view in MARS
CTs. The number of frames at each camera position should be high enough to reduce the
statistical noise on the measurements. Other setup parameters need to be carefully chosen
to operate a detector with acceptable performance. Furthermore, by choosing the flat-field
dataset collected for a typical scan protocol, all these requirements are satisfied. In addition,
a pixel mask needs to be provided to the algorithm to mask out the unreliable pixel counts.
The mask pattern is unique for each sensor layer attached to the Medipix3RX chip.
5.3.3 Modeled beam profile
To obtain a modeled beam profile, the first step is to extract a spatial photon distribution
from the MARS source model based on the tube voltage, filtration, and geometric features of
the scanned data. The magnified beam profile shown in Fig. 5.3 is an example of a modeled
photon distribution in a typical field of view fitted to MARS scans. It should be noted that
the vertical distribution of the x-ray photons is analyzed in this study and the count variation
along φ is assumed to be negligible (i.e. 0.06% in a typical field of view).
Fig. 5.3 Normalized integrated count distribution of the MARS source model. The magnified
region identifies the portion of the beam targeted for measurements in MARS spectral CTs.
The second step is to correct the source model output for the factors that modulate the
incident photons as a result of detector properties. The beam profile assessment algorithm
adjusts the incident counts for two major detector effects according to Eq. 5.1:
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I(E) = SθφEV ×D(E)×P(E) (5.1)
where, I(E) is photon intensity in the final form of modeled beam profile and SθφEV is the
MARS source model, which is available from Chapter 3. D(E) is the correction coefficient for
detection efficiency, and P(E) is the correction coefficient for pulse pile. These two correction
coefficients are presented:
1. Correction for detection efficiency of the sensor layer
The detection efficiency of the sensor layer depends on the material used (e.g. CdTe and
CZT) and its thickness. The number of counts computed by the MARS source model is
corrected for the corresponding detector absorption efficiency of each MARS spectral CT by
Eq. 5.2.
D(E) = 1− eµE t (5.2)
where, µE is linear attenuation coefficient (mm−1) of the sensor layer which varies with
energy, E. The thickness of the sensor layer, t, which is 2 mm for MARS detectors.
2. Correction for detector pulse pile-up
Another phenomenon which reduces the number of counts captured by the detector is co-
incident photon pile-up. To account for this phenomenon, the pulse pile-up model is used as
mentioned in the previous chapter. The inputs for this model are the measurement parameters




The pixel mask is a map of the well-behaved and malfunctioning pixels across the detector.
Using this mask, the counts of malfunctioning and poorly-behaved pixels are excluded from
the data analysis. This pixel mask is unique to each Medipix3RX detector, which is made by
the masking technique (Chapter 7) and used by the algorithm in the data requirements step.
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2. Calculating spatial beam profile
The spatial beam profile is obtained by calculating the recorded counts in the flat-field dataset
against the camera translation along θ (Fig. 4.10), irrespective of acquisition time. To obtain
a high-resolution beam profile, each frame is divided vertically into groups of rows (i.e. each
frame has 128×128 pixels). The well-behaved pixel counts are averaged across each group.
In Fig. 5.4, each frame is divided into 5 groups for demonstration purpose, but to obtain
more points across the beam profile, the average of each 4 rows of pixels is typically used.
This grouping provides 32 data points at each camera position. Thus, the beam profile
resolution of a five-camera position scan is extended up to 160 points along θ .
Fig. 5.4 A series of flat-field images in a single camera position taken by CdTe-
Medipix3RX detector. The red dividers indicate how row pixels are categorized into
several groups to increase the resolution of the beam profile along θ . These count
groups are averaged across all frames within each time interval, labeled T1,T2, and T3.
3. Calculating temporal beam profile
The temporal beam profiles enable us to monitor the beam profile over time at a given position.
In the MARS spectral CT with single chip camera, the dataset of each camera position is
consecutively collected before the next one. Hence, to obtain time-based information of
the recorded counts, the dataset of each detector position is typically classified into three
acquisition intervals as shown in Fig. 5.4 by T1,T2, and T3. Then, the beam profile of each
time interval across all camera positions is constructed from the staggered time intervals
throughout different positions. In other words, each part of a temporal beam profile is
acquired from different acquisition time with respect to each other as demonstrated in
Fig. 5.5.
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The corresponding acquisition time for each frame is extracted from the DICOM file
and the averaged time of each time interval is then calculated. For the segmented frame as
constructed by the previous step, the mean count of each segment is then averaged across a
series of frames collected in each time interval. The number of the pixel counts involved in
this approach significantly reduces the quantum noise on the measured beam profile.
The generated beam profile is representative of the recorded counts from the planar
detector (Fig. 5.6a) and needs to be transformed into the same unit of flux in the MARS
source model, which is solid angle counts (Fig. 5.6b).
Distance from the beam center [mm]















1st CPOS 2nd CPOS 3rd CPOS 4th CPOS 5th CPOS
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Fig. 5.5 Classified counts against time and position to produce a beam profile from
a scan with five camera positions (CPOS). The number of flat-field images at each
camera position is divided by three, representing three time intervals. Every frame
is also divided into 32 segments. The mean count of each segment is then averaged
across the frames at each time interval. Performing such a process for the segments at
all camera positions and time intervals provides the points along the horizontal lines.
The dotted arrows refer to the first time intervals of all camera position to be stitched
together in order to construct the first temporal beam profile (T1). This process is
continued to generate other beam profiles in (T2) and (T3).
4. Unit conversion
To compare the measured beam profile with the MARS source model, the data are converted
to the unit of “counts/µsr.µA.ms”. This step is carried out by the procedure described in
Chapter 3. Thus, by using the same unit for all measured beam profiles, this assessment
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approach gives the additional benefit of identifying inter-scan variation between all MARS
spectral CTs. Fig. 5.6b shows an example of the beam profile in the unit mentioned above.
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(a) Planar beam profile
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(b) Spherical beam profile
Fig. 5.6 Planar and spherical measured beam profiles. Per pixel measured counts
against camera displacement from the beam center in (a) were converted to solid angle
counts against vertical angle θ in (b).
5. Regression technique to the experiments
In the final step of data preparation, a regression technique is applied to the measured data
using a second-degree polynomial curve fitting to extract the beam profile. This fitted curve
is expected to follow the parabolic shape as the modeled beam profile (Fig. 3.9b).
5.3.5 Beam profile properties
The important properties of the beam profile that have been determined in this study are
described below. These properties include shapes of the measured beam profiles, the angular
offset along θ , intra-scan variation, and the integrated count at the beam center. At each
measurement step, the reliability of the beam profile is also assessed by comparing the
measured data with the ideal status provided by the MARS source model. Depending on the
level of defect, the algorithm decides whether to proceed with further measurement steps,
or not. If a major defect occurred in beam profile, the values measured for beam profile
properties are meaningless.
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1. Beam profile shape
Beam profile shapes are assessed using the concavity and latus rectum of the beam profile
parabola. To determine the sign of concavity, a simple test is to calculate the second derivative
of the measured beam profile. The latus rectum of a parabola is the chord that passes through
the focus, which is perpendicular to the major axis transversing the curves at two points
[116]. The measured beam profiles are expected to be concave down similar to the modeled
beam profile. The average of the latus rectums in all temporal beam profiles is calculated and
compared with the latus rectum of the molded beam profile. In addition, the variation of the
temporal beam profiles is considered to assess the beam profile.
Fig.5.7 shows a series of temporal beam profiles in a calibrated system, which are all
concave down with a small variation of the latus rectums. The shapes of the measured beam
profiles also match the model after applying the angular offset adjustment. It is noteworthy
that analyzing each of parabolic properties solely does not provide enough evidence to assess
with sufficient accuracy the shape of the beam profile. For instance, the temporal beam
profiles of a scanner with a severe anode defect will likely have the same size of latus rectums,
while all may follow a parabolic shape with concave up.
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Fig. 5.7 Schematic view of quantitative assessment of the beam profile. The measured
and molded beam profiles have the same concavity and small difference of the latus
rectums. The arrows show how the measured beam profile parabolas deviate from the
model in both properties of angular offset and intra-scan variations.
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2. Angular offset along θ
The deviation of the beam profile peak from the center is measured as an angular offset. The
anode orientation in an x-ray tube is unique, and there is always an angular offset due to
various manufacturing tolerances. However, the angular offset is expected to be approxi-
mately constant with an acceptable uncertainty for the same scan parameters performed by a
given scanner. As demonstrated in Fig.5.7, there is an angular offset, but the variation of the
angular offset is negligible among all temporal beam profiles.
For a reasonably stable beam profile, as is presented in subsection 5.5.1, the angular offset
is 0.8±0.07◦. In this case, the standard deviation of the temporal beam profiles does not
exceed more than approximately one-tenth of angular offset. However, for an unstable beam
profile shown in subsection 5.5.2, the angular offset is 3.6±1.6◦ which cannot be accepted.
The reason is the large variation of angular offset between temporal beam profiles, ranging
from 1.82◦ to 5.36◦.
The angular offset calculated for each MARS CT is then set in the MARS source model
formula (ξθ ) to express the actual features of the spatial photon distribution in that scanner
by source model. To make the beam profile ready for calculating other properties, the angular
offset is adjusted in the measured beam profile by shifting the beam profile in reverse along
θ . Typically, when the model is used in spectral reconstruction, it is calibrated to match
up with the experimental data. However, it is more convenient to do the reverse procedure,
comparing the properties of the measured beam profile with the model.
3. Intra-scan count variation
The intra-scan count variation is determined by calculating the maximum variation of the
integral counts between different temporal beam profiles at each position (Fig 5.7). If the
maximum variation of counts along θ exceeds a given value, it is evidence of the occurrence
of a major defect in the beam profile. From our experimental observation, we have been
using a subjective value of 1% for assessing the intra-scan variation, but more work needs to
be performed to rigorously characterize a suitable cutoff.
4. Integrated counts at the beam center
The total integrated counts of the experimental beam profile across the acquisition time are
compared with the corresponding modeled beam profile at the beam center (θ = 0). This
quantity is presented in percentage difference. In a series of stable beam profiles presented in
this and the previous chapter, the integral measured count matches the MARS source model
within 1% difference. Large differences between the model and experimental data indicate
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instability as a result of poor geometrical calibration such as source to detector distance and
filter thickness. In some unstable beam profiles, this discrepancy reaches between 20-30%.
5. Inter-scan count variation
The inter-scan count variation is measured by comparing count drift between different scans
at the beam center. The inter-scan variability arises from changes in the system state such as
increasing the ASIC temperature or detector polarization due to heavy use of the scanner. In
a stable scanner, which will be shown in subsection 5.5.1, the inter-scan variation is 0.3%.
5.4 Beam profile assessment program and user-interface
The algorithm of the beam profile assessment explained above has been implemented to an
integrated program written in MATLAB. This program is initialized by any flat-field datasets
and corresponding mask to a given MARS spectral CT. This software is accessible by an
executable file (Windows based system) which is controlled by a user-interface.
This software is capable of:
• Calculating the beam profile with a geometric correction at each count channel based
on the desired number of categories (i.e. for time and position).
• Exporting the extracted counts in raw or processed form and the corresponding modeled
beam profile. The associated time and position vectors are also included.
• Plotting 3D graphs of counts against time and position.
• Calculating the beam profile properties for each experiment with graphical and numer-
ical outputs.
Providing a user-friendly interface enablesMARS members to obtain beam profile infor-
mation in a convenient manner and this can then be used to design and perform reliable scan
protocols. This is a prototype software which will be refined an expanded as the assessment
method is improved before it is adapted into the MARS system. This assessment program
enables service engineers to monitor the beam profile during daily scans to identify counts
drift over heavy use of the scanner.
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Fig. 5.8 Beam profile assessment user-interface.
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5.5 Method evaluation and results
This section reports the results of the beam profile assessment performed on several MARS
CTs with different levels of performance reliability to see how efficiently this method can
identify the faulty beam profile. For this purposes, two categories of well-calibrated and
poorly-calibrated system were used. A system which passed a series of in-house QA tests
and therefore was considered as a well-calibrated system. Evaluation results indicated three
types of beam profiles: stable, minor defect, and major defect (Table. 5.1). Beam profiles
were labeled by minor and major defects to express how critical the beam profile deformation
is, and consequently how complex its troubleshooting and calibration is.
5.5.1 Beam profile assessment from a well-calibrated system
Three datasets including 720 flat-field frames in each were collected using a well-calibrated
system equipped with a single chip CdTe-Medipix3RX at every camera position. The camera
was translated to five positions and the distance from the center of the camera position to the
x-ray source was set to 186.8 mm. Each single exposure was performed by an 80 kVp x-ray
beam with the intensity of 30 µA during 120 ms. A 3.1 mm aluminum was also used to filter
the x-ray beam in addition to an intrinsic filter of 1.8 mm aluminum.
The assessment beam profile method was applied to all three datasets. The photon
distribution along θ from one of these datasets is demonstrated in Fig.5.9. We checked for
bias in this dataset by inspecting the ratio of the measured noise (i.e. variance/mean) to the
expected noise (i.e. 1/
√
n, where n is photon flux across the number of frames for each pixel).
The histogram of this ratio for a group of counts is presented in Fig. 5.10.
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Fig. 5.9 The comparison of the measured
counts and fitted curve plotted against
the modeled beam profile.
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Fig. 5.10 Histogram of the measured to
the expected noise ratio following the
Poisson distribution.
5.5 Method evaluation and results 107
The bell-shaped histogram with an average of one indicates a Poisson distribution. Next,
a quadratic function was fitted to this dataset, as shown in Fig. 5.9. The root mean square
error (RMSE) of the fitted curve to this dataset is 0.0088 showing the quality of curve fitting.
For two other datasets measured by this scanner, the RMSE values are 0.0096 and 0.0087.
The first step of beam properties measurement is to assess the shapes of the temporal
beam profiles. All temporal beam profiles are concave down with the average latus rectum
of 2.26◦±0.07◦. There is 0.03◦ difference between the average latus rectum of the temporal
beam profiles and model, which is within the experimental uncertainty. Hence, the shapes of
these temporal beam profiles are well-matched with the model as shown in Fig. 5.9.
Second, the angular offset of this measurement along θ is 0.8◦±0.07◦. In Fig. 5.11, the
solid red curve shows the measured beam profile after applying the angular offset adjustment.
The standard deviation value (±0.07◦) is approximately one-tenth of the angular offset, which
is low enough to accept the angular variation of the temporal beam profiles.
Third, there is an intra-scan count variation in this measurement as shown in Fig. 5.12.
The deviation of the beam profile in the last time interval against the first one is around 0.1%,
which is negligible for this scan. It is evident that the beam profile is quite stable.
Fourth, the magnitude of the measured beam profile was compared with the model at the
beam center. In Fig. 5.13, the blue curve shows the beam profile of this dataset plotted against
the model. The difference between the integral counts of this dataset and model is around
0.5% at the beam center.
Finally, the beam profiles of two other datasets collected by this scanner are also plotted in
Fig. 5.13. The inter-scan count variation between all datasets is around 0.3% due to statistical
error. Low inter-scan variation indicates that this scanner can reliably perform the same scan.
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Fig. 5.11 Comparing the MARS experi-
ments before and after angular offset ad-
justments with the model.
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Fig. 5.12 Variation of the three temporal
beam profiles plotted against the mod-
eled beam profile.
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Fig. 5.13 Comparison of the integrated counts between the MARS
source model and three different experimental beam profiles.
5.5.2 Beam profile assessment for poorly-calibrated systems
The efficiency of the beam profile assessment method was also evaluated by performing this
method to the poorly-calibrated systems. For this set of measurements, five camera positions
were chosen, and the source to detector distance was set at 270 mm. 720 flat-field frames
were collected at each position. In every flat-field measurement, the camera was exposed
by a 120 kVp x-ray beam with the intensity of 20 µA during 180 ms. The output data was
filtered by 0.375 mm brass, in addition to 1.8 mm aluminum as an intrinsic filter.
Assessment of the beam profile shapes at different time intervals indicated a minor defect
in the beam profile, as shown in Fig. 5.14. All temporal beam profiles of this experiment
are concave down with the average latus rectum of 1.02◦±0.12◦. There is, however, a large
discrepancy of 1.5◦ between the average latus rectum of the temporal beam profiles and
the model. The angular offset of this scanner is 1.6◦±0.14◦, which represented the small
angular offset variation between the temporal beam profiles ranging from 1.5◦ to 1.8◦. Count
drift causes a deviation around 0.6% in the temporal beam profiles at the positive θ . The
integrated count difference between the measured and modeled dataset is 25%.
Fig. 5.15 presents the results of the second round of measurements. As shown in this
figure, the measured beam profiles have an inconsistent pattern against time and position.
All of the beam profile are concave down with the average latus rectum of 3.6◦±3.57◦. The
angular offset is 3.6◦±1.6◦, which represents the large variation of angular offset between
temporal beam profiles, ranging from 1.8◦ to 5.4◦. The intra-scan count variation of 1.4%
and integral count difference at the beam center of 30%. On the basis of the extreme value of
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results, the beam profile of this scanner has a major defect. The beam profile properties of all
experiments are summarized in Table 5.1.
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Fig. 5.14 A beam profile with a minor defect
due to intra-scan variation at the end of the
scan (i.e. most positive θ value). Although
this dataset has relatively large angular offset,
the variation of the angular offsets between all
temporal beam profiles is within the acceptable
range.
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Fig. 5.15 A beam profile with a major defect
behaving chaotically in different time inter-
vals. Both beam properties of intra-scan vari-
ation and angular offset show large variation.
Table 5.1 Summary of beam profile assessment results in several MARS spectral CTs.
Beam profile properties Status
Stable Minor Major
Concavity Concave down Concave down Concave down
Average latus rectum 2.26◦±0.07◦ 1.02◦±0.12◦ 3.6◦±3.57◦
Latus rectum diff. from model 0.03◦ 1.5◦ 1.2◦
Angular offset (ξθ ) 0.8±0.07◦ 1.6±0.14◦ 3.6±1.6◦
Intra-scan count variation 0.1% 0.6% 1.4%
Integral count diff. at the beam center 0.5% 25% 30%
Inter-scan count variation 0.3% - -
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5.6 Discussion
The method presented in this chapter assesses both qualitatively and quantitatively the beam
profiles of the MARS spectral CTs, and has been implemented in an integrated MATLAB
program. This improves the final product of the MARS CTs in two main ways. Firstly,
characterizing the beam profile of each scanner along θ that needs to be set in the MARS
source model (ξθ ). Customization of the MARS source model to the corresponding geometric
features of each scanner allows a more accurate account of the offset parameters in the spectral
reconstruction technique, and this results in an improved spatial and material resolution.
Secondly, the output results of this method can also be used by MARS service engineers
to determine whether an unstable beam profile is measured in the scanner, which would
then require further service and maintenance. Access to the qualitative characteristics and
numerical properties of the beam profile leads to a more accurate elucidation and correction
of the instability of the scanner’s components.
1. Beam profile shape
The quadratic polynomial function fitted to the first set of experiments was evaluated by
RMSE values, which was less than 1% for a series of stable beam profiles presented in this
study. The results of the beam profile assessment in the MARS spectral CT with the same
setup showed that even if the beam profile shape were deformed by instability, a quadratic
curve fitting could still express the actual shape of the measured profile. As a worst-case
scenario, it can be referred to as an anode defect occurrence in which case the beam profile
may not follow the quadratic trend. In this situation, further investigation would be required
to model the anode defect prior to assessing the beam profile.
Beam profile shapes of the well-calibrated system are matched to the modeled beam
profile. In such a system, there is no significant variation between the latus rectums of the
temporal beam profiles. The beam profile shapes in the poorly-calibrated system may suffer
from transient instability or a fixed pattern noise, depending on the pattern of instability and
how long-lasting that instability is. Transient instability does not have a repeatable pattern
in the scans and mostly affects a small region and rarely the entire beam profile. If the
instability continues during the main object scan, image artifacts are very likely. Factors such
as x-ray tube output variations, bias voltage fluctuations, and inaccurate scan parameters
can cause temporal faults in the recorded counts. The extreme deformation of the temporal
beam profiles can be seen in Fig.5.15. In fixed pattern instability, the beam profile follows a
consistent pattern during all scans, but the count level in a camera position varies from the
expected value. A persistent issue as a result of inaccurate calibration of the scanner can
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cause a steady instability in the beam profile. Such a scanner needs to be recalibrated for the
possible geometric issues such as an error in the initialization of step motors, misalignment
between the source and detector, and error in the orientation of filter bars and collimators.
2. Angular offset range
The angular offset along θ , which was measured from partially stable beam profiles that
varied from 0.8◦ to 1.6◦. As previously noted, the main reason for beam profile offset is
unavoidable tolerance of the x-ray tube during manufacture. Another possible reason is flex
of the scanner components. Unlike the difference between the angular offset of different
scanners, the angular offset of the equivalent temporal beam profiles should be identical
within an acceptable uncertainty. The large angular offset (Fig. 5.15) is another evidence of
poor geometric calibration of the scanner.
The angular offset along φ was not measured in this study because the horizontal di-
mension of a typical field of view is small in the current scanner. In the case of using a
wider horizontal field of view, φ offset would need to be considered. It may change the
amount of vertical angular offsets and the skewness of the beam profile that requires further
investigation.
3. Intra-scan count variation
To analyze the intra-scan variation of the integral counts, differences between temporal beam
profiles are measured. The concept of a temporal beam profile is proposed, based on count
sampling at each camera position for different time intervals. It is expected that the number
of counts at each position should remain the same with reasonable uncertainty, provided that
scanner components are working in a steady state during data acquisition. Therefore, any
inconsistencies in these beam profiles would indicate intra-scan count variation.
The location of the intra-scan variation also provides some clues about the origin of
variation. The deviation of the temporal beam profiles at the beginning of the scan could be
due to including the x-ray tube warm up time in the acquisition time. Temporal deviations
that appear at the end of the scan show a degradation in recorded counts, probably resulting
from a gradual rise in ASIC temperature or detector polarization during data acquisition
(Fig.5.14). If the beam profiles in different time domains behave chaotically (Fig.5.15), it is
evidence of transient instability occurring across the entire the scan. This kind of instability
could be extracted from the basic approach used for beam profile assessment; however, this
single frame sampling procedure is susceptible to misinterpretation of quantum noise as an
instability. For this reason, the results of the improved assessment method are more reliable
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than the basic method, because statistical noise is reduced due to averaging the counts across
hundreds of frames at each time interval.
In general, intra-scan variation can increase the variation of other beam profile properties.
For instance, the large tolerance of angular offset shown in Fig. 5.15 is due to large intra-scan
count variation. Further work is required to precisely determine a cut off for intra-scan
variation. In addition, by root cause analysis of various beam profiles, it may be possible to
determine the type of instability (i.e. fixed pattern or transient).
4. Integrated count error at the beam center
The results of assessing the integral counts at the beam center in a well-calibrated scanner
indicated that the measured counts and those derived from the model are well-agreed at the
beam center as shown in Fig. 5.9. The minor difference (<0.5%) is due to not correcting
the source model for other potential detector effects such as incomplete charge collection,
cadmium fluorescence, and charge sharing [117, 118, 36, 24]. In the poorly-calibrated
scanners, a large difference (25-30%) was observed between the experimental and modeled
counts. Possible reasons are inaccuracies in the geometric calibration, such as the source
to detector distance, and filter thickness. If the scan is performed under incorrect set-up
parameters that may also result in operating the detector in the nonlinear dynamic range,
which would produce an unstable beam profile.
5. Inter-scan count variation
Assessing the beam profiles of a series of scans performed by the same MARS spectral CT
revealed that there is no significant inter-scan variation of integral counts at the beam center
in a well-calibrated system (0.3% in Fig. 5.13). The inter-scan count variation analysis can be
used as a part of QA test for measuring repeatability error in each scanner. A scanner fails the
assessment test when a large inter-scan variation is observed between the scans performed
iteratively on the same day. A dramatically rising ASIC temperature in the readout chip of
the camera may make count drift as a result of the inefficient cooling system attached to the
detector surface.
6. The advancement of the method and future direction
The automatic technique of the beam profile assessment reduces the misinterpretation of the
beam profile status due to lack of user knowledge and experience. Assessing the beam profile
by visual comparison, which is used in the basic technique, increases the chance of human
error in the beam profile analysis. The automatic assessment technique can be adapted to
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be used as part of the service toolbox used for the MARS spectral CTs. It offers a simple
and fast check of the beam profile, as well as providing quantitative reports to the developers
when they are testing any hardware or software changes for calibrating and manufacturing
purposes. It will also aid in reliably performing the QA procedures and designing new scan
protocols.
In the spectral CT scanners targeted for the larger field of view, multi-chip detectors are
used, which require more accurate and faster troubleshooting. Using a multi-chip detector,
the entire beam profile can potentially be acquired at a single exposure. Because of this, the
overall trends of spatial and temporal beam profiles are formed by the beam profile of each
individual chip in the detector array. Providing correct beam profiles for all detectors in an
array is essential, particularly when they are operated in a helical scan [17]. Translation of
the beam profile assessment method from the single chip detector to the multi-chip detector
array can be performed by analyzing the response of each chip. Stitching the beam profiles
measured by all detectors together would provide higher resolution of the overall beam
profile as more spatial points are available using the multi-chip detector.
Although the output of this technique indicates the beam profile fluctuation in a single
chip camera, it does not address the main source of this fluctuation. It is expected that in a
multi-chip camera, we can differentiate between an unstable x-ray tube and a faulty detector
array. In addition, further investigation is required to determine with precision an uncertainty
range for each property of the beam profile.
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5.7 Summary
• An improved beam profile assessment technique was presented in this chapter that
provides more accurate spatial and temporal characteristics of the beam profile.
• The beam profile properties are calculated for the partially stable beam profiles. These
properties include beam profile concavity, angular offset along θ , intra-scan and
inter-scan variation, and magnitude of the count at the beam center.
• The vertical angular offset, θ , provided by this technique can be set as the offset
parameter (ξθ ) in the MARS source model.
• Calibrating the MARS source model to match the true beam profile of each scanner
enables us to accurately take into account the offset parameters in the spectral recon-
struction technique, resulting in an improvement in spatial and material resolution.
• In this method, which was fitted to the beam profile of a single chip camera, the
horizontal angular offset (φ ) was not calculated due to low count variation along φ .
This variation can be neglected, since the inter-pixel variation and statistical noise
along the horizontal profile are prominent.
• This technique is capable of identifying irregularities occurring in the beam profile,
which may continue during object scans due to hardware and software problems.
However, the source of noise originating from other scanner components cannot be
addressed by this technique.
• This assessment technique is available to the MARS service engineers by an executable
file attached to a user-interface and facilitates beam profile analysis.
• The method presented in this chapter will be used as part of a service toolbox for
assessing beam profiles in MARS spectral CTs in different levels including develop-
ment, initial commissioning, site installation, protocol commissioning and daily QA.
It will provide developers with a quick check of the beam profile when they apply
any hardware or software changes. This technique also aids in reliably designing and
performing the scan protocols.
• Characterizing the beam profile becomes more important for the human scanner with a
larger field of view, in which a multi-chip detector array needs to be synchronized with
the x-ray source.
Chapter 6
Characterization and Calibration of
Per-Pixel Energy Response
This chapter presents a method for measuring and minimizing the variation of pixel energy
responses across an equalized Medipix3RX detector when operating in charge summing
mode. Equalization of the Medipix3RX cannot completely reduce the inter-pixel variation
of the energy response [2]. Therefore, the recorded pulse from each pixel is unique and
needs to be individually mapped to the photon energy. This mapping is performed through a
procedure known as “energy calibration”. In the current energy calibration method used in
MARS spectral CTs, all recorded pulses from the pixel matrix are globally mapped into a
given energy, irrespective of the unique energy response of each pixel.
In response to a need for per-pixel energy calibration, we have developed a method
that quantifies the energy dispersion of each individual pixel and adjusts its response with
respect to the average energy response obtained by a global energy calibration. Furthermore,
characterization of each pixel energy response led to calculate the effective pixel area across
the pixel matrix. The spectral resolution of the scanner has been evaluated both before and
after applying this method. The FWHM value calculated from a given threshold in low energy
photon decreased from 2 keV to 0.5 keV and in higher energy range decreased from 4.5 keV
to 0.4 keV. The evaluation results for the effective pixel area indicated that this parameter is
almost independent of the energy threshold and it is stable over a four-month study.
• Significance
The energy and material dependence of the x-ray attenuation is a fundamental key in spectral
CT applications such as K-edge imaging. The accuracy of material specification in such
an imaging system depends on the ability of the photon counting detector (PCD) used to
recognize the energy of x-ray photons. Maximizing the spectroscopic ability of the detector
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requires accurate and precise energy calibration of PCDs with consideration for the inter-pixel
variation of energy responses across the detector.
In the presence of the inter-pixel variation, the different energy responses of all pixels
are also superimposed to obtain the overall detector response. This results in degradation
of the energy resolving performance of the PCD and a reduction of spectral fidelity of
the image. This is more prominent in K-edge imaging when only a few keV difference is
between material K-edges. Threshold dispersion adversely results in blurring the spectral
information and as a consequence there is a fixed noise pattern in the image [36, 119].
Furthermore, Bornefalk et al. noted the most detrimental factor that biases the spectral
material decomposition is misspecified threshold [105].
To address the issue raised above, we present a per-pixel energy calibration method. The
significance of this method is that it measures and calibrates per-pixel energy response when
the MARS spectral CT operates in a standard acquisition mode without using any additional
equipment as such used in x-ray fluorescence technique (XRF) or monochromatic sources.
A by-product of this system is the measurement of the effective pixel area. This provides
additional information about the quality of sensor layer, which can be used for each detector.
• Contribution
I contributed to the data collection, analyzing and programming all the steps towards the
method development. I also performed further analysis to finalize the per-pixel energy
calibration method. Muhammad Shamshad (University of Otago) has collaborated on the
data gathering, analysis, and development of the main body of this work.
• Dissemination
I was a presenter and first author of the conference proceedings for this work as follows:
• “Energy Response of Medipix Pixels” presented at New Zealand Physics and Engi-
neering in Medicine (NZPEM) conference, Nov 2014, Christchurch, New Zealand.
• “X-ray Source and Detector Energy Response” presented at MARS internal semi-
nar held in the Department of Electrical and Computer Engineering, University of
Canterbury, Nov 2014, Christchurch, New Zealand.
I also presented a poster for this per-pixel energy calibration method:
• “Energy Response of Medipix Pixels” presented at the Health Research Society of
Canterbury 2015 Poster Expo, Sep 2015, Christchurch, New Zealand.
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6.1 Introduction
In this section, relevant information on the inter-pixel variation of the energy response and
necessity of the per-pixel energy calibration is provided. First of all, the structure of a single
pixel of Medipix3RX is explained along with an outline of the photon detection mechanism
and effective parameters involved that process. Second, the fine threshold adjustment is
explained that is performed by Medipix3RX circuitry to minimize the inter-pixel variation.
Third, the concept of energy calibration is introduced as well as a summary of existing
techniques and an outline of current energy calibration method used in MARS spectral CT.
6.1.1 Single pixel structure and charge detection mechanism
The hybrid pixel array of Medipix3RX is composed of two layers. The first layer is a piece
of semiconductor, which is pixelated by metal contacts acting as electrodes. The electrode of
each pixel in the sensor layer is attached to its readout electronic circuit in the second layer.
The sensor layer and the readout electronics are electrically connected to create a spectral
signal (see Fig. 2.5).
The incident photons deposit their energies in the sensor layer through different types of
interactions such as Compton scattering. Deposited energy creates electron-hole pairs in the
semiconductor layer. Since the semiconductor layer is depleted by a reverse bias voltage,
electron-hole pairs drift towards the electrodes and induce an electrical pulse. This pulse is
processed in the electronic circuitry.
The electronic circuitry is manufactured in a 0.13 µm CMOS technology to convert
a well-processed analog signal into a digital circuit for storing and transferring data so
that it can be analyzed at the end of reconstruction chain [36, 24, 38, 30, 120]. The main
components of this circuitry are an amplifier, pulse shaper, comparators, and ADCs. The
pulse shaper output is compared to several thresholds by comparators [30, 20]. To set a
global energy threshold to each pixel circuit, a series of DACs are used [36, 2].
If the magnitude of amplified pulse generated by a charge cloud exceeds the reference
current (set by the DAC), this pulse is registered in the pixel’s counter. In other words,
the weights of the photons with the energies above adjusted energy threshold of DAC are
one. This enables quantum imaging in which multiple energy thresholds are used to assign
energy-dependent weights to the photons at each energy channel [20]. The precise weight
assignment to each photon results in improving the signal to noise ratio. For further detail
see Chapter 2.
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6.1.2 Inter-pixel variation of energy response
All pixels of the detector in each energy channel do not respond equally against the same
induced charge cloud because of the manufacturing tolerances in the electronic components,
such as transistors [121, 8, 30]. This electronic noise is reduced by threshold equalization, as
will be explained in the next subsection. In addition, inhomogeneity of sensor material can
also lead to non-uniformity of the pixel responses against the same induced charge cloud
[122–124]. Structural defects (e.g. vacancies) and impurities (e.g. dopant inclusions) or
a combination of the two (e.g. cadmium vacancies) are several types of inhomogeneities
that typically exist in a semiconductor layer [125]. These inhomogeneities may deviate the
direction of the electric field based on their position that results in changing the pixel size
[126, 125]. Furthermore, the charge collection mechanism affects the inter-pixel variation of
counts. For instance, in CSM, which is most common mode operating in MARS spectral
imaging, the noise of adjacent pixels are accumulated at a target pixel and results in a count
difference [8, 127].
6.1.3 Fine threshold adjustment in Medipix3RX
The Medipix3RX detector itself provides a fine threshold adjustment via the 5-bit DAC for
each pixel to reduce the spread of the energy offset, individually through different methods
[30, 120, 32]. In general, the procedure of optimal energy offset adjustment for each pixel is
known as the threshold equalization [126, 32]. In the equalization method used in the MARS
spectral CT, all the pixels are equalized to an adjustment value by a “noise floor scanning”
procedure [126, 122, 2]. The overall noise, which originates mainly from the electronic noise
that has been mentioned above, causes the noise floor of each pixel. This level of noise is
used as a base signal for the equalization of all pixels. The threshold offset of each pixel is
then individually adjusted by setting the 5-bit DAC. After threshold equalization an integral
noise floor scan is also performed in the absence of an x-ray beam, to establish the noise
floor in each channel (e.g. SPM and CSM) [2]. Even so, the insufficient resolution of DACs
used for fine adjustment limits their dynamic range [30, 8]. This is contributed to form the
residual energy dispersion for each pixel.
6.1.4 Energy calibration techniques
The energy calibration methods map the pulse amplitude of the detected signal to the photon
energy (keV) [128], which can be performed at either the chip or at the pixel level. Per-chip
energy calibration maps all recorded pulse across the pixel matrix globally into a given
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energy, whereas per-pixel energy calibration maps each individual pixel energy response.
Both levels of energy calibration are mostly founded based on recording monochromatic
photons which can be generated by either a synchrotron [38, 129], a photon emitter isotopes
(e.g., 241Am, 57Co) [130, 131], or XRF emitted by metallic foils when they are irradiated by
an x-ray beam [132–136]. Each approach has its drawbacks. Generating a micro-focused
beam by a synchrotron for exposing the Medipix miniature pixels is not a practical approach
for a spectral CT scanner that is mostly established in a clinical institute. To perform an
ongoing experimental test, those experiments are desirable that are feasible with the available
tools. Also, collecting enough photons from the isotope sources is time-consuming. For
instance, 21 hours has been reported as the time required to record emitted photons from
241Am [8]. The XRF measurement is also not practical because it requires [30, 32, 120] a
special setup of the camera and an accurate foils arrangement, in which the recorded signal is
contaminated by the scattered photons from the main beam. This technique has been widely
using for global energy calibration and per-pixel energy calibration [133, 2].
In 2015, a global energy calibration technique was published by two different institutes,
in which the x-ray peak tube voltage (kVp) is used as a reference energy [127, 2]. This
technique, which is more practical and more efficient with minimal user-intervention, is
currently used in the MARS spectral scanner. In this technique, a series of kVps is iteratively
chosen, based on the dynamic range provided by the x-ray tube. At each kVp, the DAC
threshold is picked up at which 50% of the pixel counts as shown for several tube voltages
(see Fig. 6.1). After identifying the DAC thresholds at the given kVps, a linear equation
(Eq. 6.1) is fitted to the thresholds and energies as shown in Fig. 6.2. Using this equation, all
pixel thresholds are mapped simultaneously to the average energy response of pixel matrix.
THL_DAC = mE + c (6.1)
where, THL_DAC is the value of threshold DAC and E is the threshold energy. The variables
of m and c are the gain and intercept of the equation. The gain of the fitted line varies pixel
to pixel as a result of inter-pixel variation of energy responses.
The energy dispersion, which is considerable in the global energy calibration, can degrade
the energy resolving performance of the scanner and create the fixed pattern noise in the
images [2]. This highlights the need for the use of an energy calibration method, one that
is capable of mapping pixel to pixel energy responses. To this end, we have developed a
per-pixel energy calibration for each CSM counter using the information that is available for
energy calibration of this counter as well as the output of arbitration counter. This method
and its evaluation results are detailed in following sections.
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30 kVp 40 kVp 60 kVp 100 kVp
Ideal detector at 60 kVp
Fig. 6.1 Fraction of pixels off with respect to the threshold DAC observed in the tube
voltages of 30, 40, 60, and 100 kVp measured by Panta from a CSM channel of CdTe-
Medipix3RX [2]. Using an iterative method, an energy value at each kVp is assigned
to the threshold value where half of the total number of the pixels are transiting from
off to on. The ideal response of a DAC circuitry without energy dispersion can be
interpreted as a step function, which is demonstrated at 60 kVp in red. The slope of the
sigmoid trend of each measurement indicates the threshold dispersion at given tube
voltage (image courtesy of Raj Panta).
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Fig. 6.2 Map of an equation between the photon energy and the threshold DAC by
global energy calibration method applied to a CZT-Meipix3RX in MARS spectral CT.
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6.2 Preliminary study of residual inter-pixel variation
A preliminary study was performed to visualize the inter-pixel variation of counts and
monitor its trend over pixel index and energy. In this preliminary study, a series of flat-field
datasets in eight energy bins were collected from the first CSM counter of an equalized
CZT-Medipix3RX. It was observed that the variation of measured counts at each energy
remains after imperfect threshold equalization. This can be referred to the residual inter-pixel
variation of the energy response. Fig. 6.3 demonstrates an example of count variation on a
region of interest from a single frame at a given energy threshold. The count variation is also
influenced up by the Poisson noise due to the statistical nature of the photon distribution,
which is more dominant at higher energy threshold due to lower photon counts.
Fig. 6.3 Inter-pixel variation of the recorded counts on a single frame collected by a CZT-
Medipix3RX chip, in 2016. A region of the chip is magnified in the left side image
demonstrated the pixels count variation.
The normalized integral counts from a single row of detector across different energies globally
mapped from threshold DACs are plotted in Fig. 6.4. Each pixel counts vary from the mean
count of all pixels. In those pixels with higher counts, threshold DAC values need to be
mapped to the energy lower than the nominal energy and vice versa.
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Fig. 6.4 Inter-pixel variation of the in-
tegral counts in a given row in dif-
ferent energies globally mapped from
the threshold DACs. The count varia-
tion increases with moving the thresh-
old DACs towards the tail of the x-
ray spectrum (higher energies). The
photon flux at higher energies is less
as compared to lower energies so that
the count variation is more affected by
Poisson noise.
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1 Average energy response
Energy response, pixel (8,14)
Energy response, pixel (20,6)
Energy response, pixel (11,8)
∆TH=Threshold dispersion
∆C=Count difference
Fig. 6.5 Energy responses of three arbitrary pixels with respect to the mean. Horizontal and
vertical offsets belong to the threshold DAC offset and pixel count difference, respectively.
The response of the pixel (8,14) is similar to the mean value. The pixel size is close to the
nominal pixel area (110×110 µm2) with negligible threshold DAC offset. In contrast, two
other pixels have lower and higher energy responses with various pixel area difference and
significant threshold DAC dispersion.
In addition to the threshold DAC dispersion, the pixel count also varies by pixel area
difference. Impurities in the sensor layer also change the direction of the electric field,
which can enlarge or reduce the surface of charge collection of each pixel compared to the
“nominal pixel area” with the size of 110×110 µm2. This is defined as “effective pixel area”
in terminology generated for this study.
The energy responses of three pixels with the average energy response of a region of
interest are plotted in Fig. 6.5. This figure demonstrates the variation of the energy response
due to the count difference (vertical offset) and threshold DAC offset (horizontal offset) for
two pixels (green and blue trends). Such energy response needs to be adjusted individually
to a reference energy response that results in the convergence of the pixel energy responses.
Reference energy response can be obtained from the global energy calibration map.
In the next section, I present a procedure to characterize the variation of count and
threshold DAC from each individual pixel. This characterization enabled us to calibrate the
energy offset of each pixel with respect to the global energy calibration.
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6.3 A method for calibrating per-pixel energy response
The following method is developed to measure the energy response of each pixel, identify,
and minimize its variation against the global energy response defined as a reference. A
flowchart of this method with further details is shown in Fig. 6.6. First, a series of flat-field
images is gathered in different DAC thresholds set from a CSM channel. The data acquired
from arbitration counter as a basic counter are also used in this method. Second, the dilation
of counts due to the variation of incident beam profile is removed using a measured beam
profile with high resolution. Third, malfunctioning and poorly-behaved pixels are also
masked out from the data analysis. Fourth, the pixel count variation due to the effective pixel
area (EPA) is removed from the pixel matrix. Fifth, the energy offset of each pixel along with
corresponding count difference are identified. Sixth, the vectors of inter-pixel variation of
gain and intercept, which are required for each pixel energy calibration map, are calculated
from the information provided by the previous step. Seventh, a linear regression trend is
applied to the aforementioned data points, resulting in the adjustment in per-pixel energy
response. Information obtained from the step 6 allows quantification of the EPA, which is
presented in the next section.
Fig. 6.6 The workflow of per-pixel energy calibration method. The blue boxes show the steps required
for data acquisition and preparation and the orange boxes represent the data processing steps.
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1. Data acquisition
To characterize per-pixel energy response, a series of flat-field images are acquired by
performing a threshold scan from a single CSM channel of the Medipix3RX detector. In
the threshold scan, the DAC threshold of a given detector counter is changed sequentially
according to the values of the start, end, and step size set by the user via the MARS user-
interface. Fig. 6.7 demonstrates how incrementing the threshold DAC values across the
spectrum results the integral counts of the targeted energy thresholds above. It is noteworthy
that increasing the number of threshold DAC values would increase the resolution data for an
accurate calibration of the energy offset and pixel area difference.
At each threshold DAC value, a given number of the frames is collected that should be
sufficient to provide low statistical noise on the measured counts. To choose the x-ray tube
current, the linearity of the output count and input current is considered to avoid pulse pile-up
occurrence and non-linear operation of the detector. An appropriate filtration can also be
applied, such as 2 mm aluminum. This prevents the counter from recording the residual
charge cloud and removes the electronic noise at the low threshold DAC value. The data
recorded from the arbitration counter also need to be provided to the algorithm to quantify
the EPA. The DAC threshold of the arbitration counter is always set to just above the noise
floor, where the total flux of the spectrum are approximately collected (Fig. 6.7).
Fig. 6.7 A schematic diagram of the approximate locations of the threshold DAC set for
arbitration counter and a CSM counter. The direction of the horizontal arrow shows the
sequential values set for threshold DAC. The resultant integral count is the sum of all counts
with energy higher than the threshold step.
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2. Correcting for x-ray beam brightness
Because the properties of the pixels are analyzed for this method, the effect of the non-
uniformity of x-ray tube beam on the measured counts needs to be removed. For this purpose,
we used the high-resolution beam profile that had already been obtained from the MARS
spectral CT as explained in Chapter 4, section 4.3.2. This beam profile is shown in Fig. 6.8.
The flux value at each position of this beam profile is normalized with respect to the center,
and the coefficient of the relative beam brightness for each pixel is obtained. The count value
recorded of each pixel is multiplied by the corresponding beam brightness coefficient. This
multiplication provides a uniform beam brightness for all pixels so that the measured counts
represent almost the pixel properties.
Fig. 6.8 A sample of the
high-resolution beam pro-
file measured from a MARS
spectral CT.
3. Masking malfunctioning pixels
The response of the malfunctioning pixels may bias the average pixel response, which is
then used as an energy response reference in the proposed method. For this reason, pixel
masking is applied to remove data from the malfunctioning and poorly-behaved pixels across
the detector. The pixel mask is unique to each Medipix3RX detector (see Chapter 7).
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4. Eliminating impact of pixel area difference from counts
Pixel area difference is a difference between the nominal pixel area and the actual pixel area.
To eliminate the impact of this factor from the counts measured through a CSM counter
(i.e. the counter targeted to be calibrated), the counts recorded by arbitration counter is also
required. The pixel count measured by the CSM counter is normalized to the pixel count of




where, Cnorm is a normalized count for a given pixel and Ccsm and Carb are the count values
measured by CSM and arbitration counters for that pixel averaged over a series of flat-field
frames. It is assumed that Cnorm is independent of the pixel area but varies pixel to pixel due
to threshold offset variation across the pixel matrix. The normalized count of each pixel is
used for calculating the next step.
In principle, each output signal of a CSM counter is a correlated signal measured over
a network of four pixels (see Page. 16). Hence, the counts in a CSM counter itself cannot
represent the charge collection efficiency of each individual pixel. In contrast, this feature
is exclusively indexed in the arbitration counter, which records how many times a pixel is
involved in photon events. This counter provides the total counts across the spectrum for
each pixel. Fig. 6.9 shows all normalized energy responses for a group of the well-behaved
pixels with respect to the threshold DAC values.
Threshold DAC





















Fig. 6.9 The energy responses of a group of the well-behaved pixels in a CdTe-Medipix3RX
detector before energy offset adjustment. The white trend in Fig (a) presents the reference
energy response which is the average of all well-behaved pixels across the detector.
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5. Calculation of per-pixel energy offset
To identify the per-pixel energy offset in this method, the first step is the measurement of
residual threshold DAC offset. For the ith pixel, the residual threshold DAC offset is measured
by comparing the pixel energy response with a reference energy response. To calculate this
reference energy response, the counts of a group of well-behaved pixels are averaged across
all similar frames at each DAC threshold, so that a reference value of the normalized count
(Cnormre f ) for each threshold DAC value (T hglobal) is obtained. The data points of the reference
energy response are interpolated from each pixel energy response and this results in obtaining
Cnormi,ad j and T hi. C
norm
i,ad j is the normalized count of a single pixel that is adjusted for threshold
offset, and T hi is the actual threshold DAC of that pixel extracted from the pixel energy
response. Fig. 6.10 demonstrates the energy response of an arbitrary pixel plotted alongside
the reference energy response. The extracted data point from the pixel energy response is
also shown in this figure. Threshold DAC offset (∆T hi) is calculated for a single pixel (with
index of i) by Eq. 6.3.
∆T hi = T hglobal −T hi (6.3)
Using the linear equation of global energy calibration (Eq. 6.1), energy offset of each indi-
vidual pixel (∆Ei) at each threshold DAC value is also achievable. The outputs of this step
including Cnormi,ad j , ∆T hi, and ∆Ei are passed to the next step to calculate the gain and intercept
of the energy calibration map for each pixel.
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Fig. 6.10 A pixel energy response is plotted with respect to the reference energy response;
the double arrows show the threshold offsets.
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6. Quantification of gain and intercept variation
As presented by Eq. 6.1, an energy calibration map is a linear trend that its gain and inter-
cept varies pixel by pixel. To quantify the inter-pixel variation of gain and intercept, the
information obtained in the previous step is processed through following procedures.
• Inter-pixel gain variation
Two parameters of ∆T hi, and ∆Ei are used to calculate the gain of energy calibration





A vector of the gain values ∆mi for each pixel at each threshold is passed to the final
step to calibrate the per-pixel energy response.
• Inter-pixel intercept variation
To quantify the intercept variation of individual energy calibration map, the initial
pixel counts need to be adjusted, based on the adjusted energy response. The first
level of count adjustment that was performed in the previous step provides Cnormi,ad j . The
normalized count of each pixel adjusted for energy offset is now prenormalized by
Eq. 6.5.
Ci,ad j =Cnormi,ad j ×C̄arb (6.5)
where, Ci,ad j is a single pixel count adjusted for energy offset, and C̄arb is the mean
count of all pixels (in ROI) measured from arbitration counter. This equation results in
involving the pixel area difference on the adjusted count, and therefore, the main count
difference is obtained by Eq.6.6.
∆Ci =Cinitiali −Ci,ad j (6.6)
where, Cinitiali is the initial pixel count (i.e. typically in the unit of count/pixel.ms),
which measured from CSM counter, and ∆Ci is the intercept variation of the energy
calibration map for a single pixel. A vector of the intercept values ∆Ci for each pixel at
each threshold is also passed to the next step along with corresponding ∆mi to make a
dedicated energy calibration map for each pixel.
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7. Energy map regression
To calibrate the energy response of each pixel, both vectors of ∆mi and ∆Ci are used in
following per-pixel energy calibration map:
Ei = (m+∆mi)T HL_DAC+(C+∆Ci) (6.7)
where, Ei is mapped energy for a single pixel (i). m+∆mi and C+∆Ci are the adjusted gain
and intercept of a pixel at each threshold DAC. A linear regression is fitted to each pixel data
point to obtain convergent energy responses across the pixel matrix. The mapped energy
responses for a group of pixels are shown in Fig. 6.11a. All energy responses calculated
for the ROI is shown in Fig. 6.11b and these are more convergent compared with the initial
energy responses, as can be seen in Fig. 6.9.
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Fig. 6.11 Adjusted energy calibration maps and energy responses; (a) shows the adjusted energy
calibration maps for several random pixels from a ROI plotted alongside the global energy calibration
map. The measurement is performed on data gathered from the first CSM counter of a CdTe-
Medipix3RX used in a MARS spectral CT. (b) shows the adjusted energy responses of all pixels.
6.4 Quantification of Effective Pixel Area (EPA)
To quantify the EPA, the pixel count is adjusted for energy offset (Ci,ad j) from step 6 of the
per-pixel energy calibration method is compared to the initial pixel count. Fig. 6.12 shows an
initial energy response of a pixel, which is plotted alongside the adjusted energy response.
Calculation of the ratio for each pair data point results in obtaining the EPA coefficient at






The EPA value equal to one shows that the effective pixel area has the same size of the
nominal pixel size, 110×110 µm2. A matrix of effective area coefficients for all pixels has
been calculated which is a byproduct of this method. This information can be used in the
study related to sensor layer such as sensor quality or monitoring the size of inclusions by
increasing the temperature.
Mapped energy [keV]






















Fig. 6.12 Calculation of EPA for a single pixel. The energy response of a single pixel before
and after threshold dispersion adjustment is plotted. The ratio between the initial pixel
count and the pixel count adjusted at each energy threshold provides the EPA coefficient.
6.5 Method evaluation and results
The efficiency of the proposed method was evaluated using a series of flat-field images
acquired from the MARS spectral CT comprising 2 mm CdTe flip-bounded to Medipix3RX
chip. Eight counters of Medipix3RX are available in each single flat-field image including
one arbitration, four CSM, and three SPM counters. However, the proposed method can be
used for any of the CSM counters. In this study, we set the data acquisition mode on the
threshold scan to acquire data from the first CSM counter. To obtain enough count statistics,
360 frames were acquired at each threshold DAC ranging in 30-320 with the step size of 2.
Each single exposure was performed by an 118 kVp x-ray beam with the intensity of 70 µA
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during 50 ms exposure time. Before performing the experiment, the linearity of the recorded
flux, based on the input current, was checked to choose an optimal value of tube current.
70 µA current was not too high for this setup to vitiate the counts by pulse pile-up or detector
saturation. The distance from the center of the camera position to the x-ray source was set to
160 mm. A 2 mm aluminum was also used to minimize the influence of the electronic noise
and residual charge, which is mostly exhibited for the low energy photons.
The energy responses of the area of the chip including 21×26 pixels are considered for
method evaluation. The energy offset of the measured data at each pixel was determined and
corrected. The efficiency of the proposed method to improve the spectral resolution of the
measured data is reported in this section. The EPA map for the ROI was also calculated and
consistency of this parameter to the time and energy was evaluated.
6.5.1 Improvement of spectral resolution
To evaluate the efficiency of the per-pixel energy calibration method proposed in this chapter,
dispersion of the energy responses were measured before fine-tuning calibration. The amount
of dispersion in four threshold DACs are illustrated by box and whisker diagram in Fig. 6.13.
The slight increase in the height of the boxes shows how the energy dispersion increases
gradually with incrementing threshold DAC value. The length of the whiskers also shows









































Fig. 6.13 Dispersion in four threshold DAC values is calculated from a ROI in a CdTe-Medipix3RX
operated in CSM when the threshold DACs of pixels are globally mapped to the energies. The
range of the whiskers is 2.7σ (99.3% coverage). The slight increase in the height of the boxes is an
indication of increasing the energy dispersion while incrementing threshold DAC value. The length of
the whiskers also shows that the uncertainty of the global mapping increases at higher threshold.
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The dispersion of the energy responses is also quantified by calculating full width at
half maximum (FWHM) in two different energy thresholds sampled from the low and high
energy photons. Fig. 6.14a and Fig.6.14b show the energy dispersion measured in this study
when the threshold DACs of all pixels are globally mapped into the energy value. The
values of the threshold dispersion are compared with corresponding values measured by the
monochromatic beams (radioisotopes) by Panta [2]. As presented in Table 6.1, measured
energy dispersions in this study is comparable with those reported in the literature identified
above. Furthermore, the accuracy of FWHM values presented in this work is affected by
the uncertainty of the global energy calibration. As shown in Fig. 6.14a- Fig. 6.14d, the
FWHM values decrease from 2 keV to 0.5 keV at the threshold DAC, which is globally
equivalent to 25 keV. This value at a higher threshold DAC decreases from 4.5 keV to 0.4 keV.
These results show how uniformly the per-pixel energy calibration method reduce the energy
dispersion across the spectrum.
(a) FWHM: 2 keV (b) FWHM: 4.5 keV
(c) FWHM: 0.5 keV (d) FWHM: 0.4 keV
Fig. 6.14 Dispersion of the energy responses in two threshold DAC values before (a, b)
and after (c, d) per-pixel energy mapping measured from a group of the well-behaved
pixels across CdTe-Medipix3RX detector.
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Table 6.1 Energy threshold dispersion measured in this study before per-pixel energy
calibration comparing with the threshold dispersion reported in the literature using In
foil (24.2 keV) and 241Am (59.9 keV) [2].
Energy threshold dispersion
After global energy calibration
measured in this study
2 keV at 25 keV
4.5 keV at 60 keV
Measured by
two monochromatic sources [2]
2.3 keV at 24.2 keV
4.68 keV at 59.9 keV
6.5.2 EPA coefficients
The efficiency of the proposed method to quantify the EPA coefficients was evaluated by
calculating the EPA for a group of the pixels. Both 2D and 3D views of these coeffi-
cients at threshold DAC value of 54 are illustrated in Fig. 6.15. The red peak belongs to a
pixel with a large pixel area of 1.41×(110×110 µm2). The smallest effective pixel size is
0.82×(110×110 µm2). In this figure, the horizontal grid demonstrates the borders of the
nominal pixel area. The EPA values greater than one indicate how much the effective pixel
area of each pixel exceeds over pixel pitch boundaries. There is 42% variation between the
maximum and minimum EPA values in the ROI chosen in this study.
(a)
(b)
Fig. 6.15 EPA coefficient calculated in a ROI in a CdTe-Medipix3RX detector; (a)
shows a 3D view of this concept, in which the red peak allocated to a pixel with large
pixel area; in this figure, grid demonstrates the borders of nominal pixel area. (b)
shows how the EPA coefficient of each pixel exceed over pixel pitch boundaries.
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The EPA coefficients calculated for each pixel is almost consistent for each pixel over
energy. The EPA values for three pixels are shown in Fig. 6.16 with respect to energy. The
stability of EPA over time is also evaluated by iteratively performing the threshold scan with
the same scan set-up mentioned above within four months (i.e. three times). The results
indicate that the EPAs of the stable pixels are consistent over time as shown in bar-chart of
Fig. 6.17. The table at the bottom of the bar chart indicates a very small standard deviation of
EPA coefficients over time.
Mapped energy [keV]



















Fig. 6.16 The EPA coefficients calculated from three different pixels against the energy.
The low standard deviation indicates the consistency of EPA over energy.
Fig. 6.17 The EPA coefficients sampled from several pixels within four mounts at three
energy threshold. The attached table shows the standard deviation of each measurement.
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6.6 Discussion
Tracing an individual pixel response over energy in the initial study indicated that there
is relatively a consistent pattern in the counts across the energy thresholds (Fig.6.4). Two
potential sources of the energy response variation across the pixel matrix are the uncertainty
of the threshold DACs and non-equal pixel sizes. The method presented in this chapter is
capable of measuring the pixel area difference and threshold DAC dispersion for each pixel.
This measurement is then used to quantify the gain and intercept of the energy calibration
map corresponded to each pixel, and eventually calibrate per-pixel energy response.
The results showed that the residual threshold dispersion is higher at the higher energy as
reported in the literature [8]. The method evaluation results showed a significant decrease
in the threshold dispersion (25% at 25 keV and 8.9% at 60 keV). Dedicated mapping the
energy response of each pixel would increase the material resolution, which is the ultimate
goal of the spectral CT scanners. The per-pixel energy calibration technique proposed in this
study can be used with any global energy calibration approach without using any additional
equipment. Furthermore, this method allows a comparison of the response of four CSM
counters with each other and the ability to apply further adjustment if it is needed. Precise
and accurate calibration of four CSM channels results in improving the sensitivity of narrow
energy bin spectral analysis, and consequently better K-edge imaging.
The EPA coefficients for a group of the stable pixels were measured at which the
significant variation exhibited between the pixels with the extreme value of EPAs as compared
to the nominal pixel size. It is a probable indication of a large sustainable inclusion existing
in adjacent pixels that conducts the magnetic field extremely towards the larger pixel. The
result related to energy dependency of the EPA indicated that this factor is almost identical in
all energy thresholds with negligible standard deviations as shown in Fig. 6.16. This result
agrees with the principle known for the EPA. Because the EPA is a property of the sensor
layer, it is expected to be independent of the energy threshold increment.
The true representation of EPA enables the use of this parameter as a metric to quantify
the charge collection efficiency of each pixel of Medipix3RX attached to a given sensor layer
(i.e. 2 mm CdTe used in this study). Monitoring the consistency of the measured EPA during
a given acquisition time within four months, it is evident that the charge collection efficiency
of the sensor layer analyzed in this study remained without noticeable changes. However, the
impacts of other parameters on the EPA such as bias voltage, temperature, and thicker sensor
layer need to be investigated in future. For instance, increasing the ASIC temperature as a
result of longer scan time and exhausting the heat in the sensor layer may change the size
of the impurities of the sensor layer and therefore, change the effective area of the adjacent
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pixels. This issue causes instability of the pixel response over time, particularly for those
pixels classified into the single or cluster unstable group (Chapter 7).
The proposed method has the potentials to provide information of the pixel properties
including the energy offset and the EPA of each pixel. This complementary information can
be used for the studies related to calculation of the detector response function and estimation
of pixel sensitivity. Known pixel sensitivity can be used to eliminate the flat-field acquisition
phase from the typical scan procedure. This results in a reduction of the scan time, and as a
consequence, reduction of radiation dose, as well as increasing the x-ray tube’s lifetime.
Further research is required to investigate the impact of the charge collection mechanism
(i.e. SPM, or CSM) on the inter-pixel variation of the energy response. For example, in the
CSM, the recorded signal is affected by adjacent pixel responses [21, 36] and this needs to
be quantified. In addition, analyzing the mechanism of charge generation in the depth of the
sensor layer would also provide a better understanding of the effective pixel volume. Drift
length of each carrier is definable depending on the depth in the pixel volume at which the
charge carrier is generated. The charge carriers involve with material defects with a higher
probability when they have longer drift length [137].
6.7 Summary
• A method for quantification and calibration of the residual inter-pixel variation of the
energy response was presented. In this method, adjustment of the gain and intercept
variation performed for each pixel in a ROI provided the convergent energy responses.
• Evaluation of the per-pixel energy calibration method on a dataset indicates a significant
decrease in the energy dispersion. This results in maintaining the spectral fidelity of
the images in the MARS spectral CT scanners.
• A by-product of this work was a matrix of the EPA based on the inherent properties of
the sensor layer. There is a direct relationship between charge collection efficiency of
a pixel and this metric.
• The evaluation results for the EPA indicated that this parameter is almost independent
of energy threshold and it is constant over a given time domain.
• This method potentially provides the complementary information for the studies related
to evaluating the stability of the detector over time, the functionality of detector’s
elements with changing setup parameters (e.g. bias voltage) and also defining the
detector response function.
Chapter 7
Pixel Classification Based on Time
Analysis
This chapter reports on the characterization of pixel properties and the identification of their
responses over a long acquisition time. Step by step thresholding the pixel count rates in flat-
field images obtained from a CdTe-Medipix3RX enabled us to categorize all pixel behaviors
whether they were well-behaved, slow drift, unstable, or non-working. Understanding the
temporal pixel behaviors assisted in developing two methods: (1) pixel classification and
pixel masking, (2) identification and correction of malfunctioning pixel clusters.
Accurate pixel classification allows the user to generate a pixel mask that removes the
malfunctioning and poorly-behaved pixels prior to image reconstruction or data analysis. The
efficiency of the mask method is also validated by a clinical dataset. Further analysis of the
unstable and slow drift pixels also enabled us to identify the correlated pixel clusters, meaning
that these malfunctioning pixels form a cross pattern across the pixel matrix. The overall
average response of the malfunctioning pixels in a cluster is the same as the response of a
well-behaved pixel. Thus, a correction approach is provided to replace the unstable pixels in
a cluster with the overall average response. This will result in enhancing the signal-to-noise
ratio of the spectral image.
• Significance
Characterization of the temporal pixel behavior revealed that there are some pixels respond-
ing inconsistently to the x-ray over long data acquisition times. The data acquired from
malfunctioning pixels results in streaks and ring artifacts in the reconstructed images. Such
noisy images may degrade material resolution in a spectral CT system like MARS CT.
A masking technique had been used in MARS spectral CT prior to this work, but it
could not identify and remove all unstable pixels. Furthermore, there was no possibility of
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identifying slow drift pixels. Because a shorter time window was analyzed in the previous
pixel mask, pixels that were behaving consistently throughout at that time frame might have
started drifting later in scan time. In contrast, the pixel masking technique developed in this
study enables the identification of almost all types of known malfunctioning pixels, including
slow drifts. Results indicated a significant improvement in the signal-to-noise ratio of the
reconstructed image as a result of removing the faulty pixels which created the streaks and
ring artifacts. This mask method fulfilled one of the prerequisites for automatization of
the MARS data processing chain; a MARS milestone defined at the time of my research
program.
Furthermore, temporal analysis of the pixels showed that when unstable pixels in a
cluster are treated collectively, they behave as a well-behaved pixel. This feature has been
used to replace all the unstable responses of pixels cluster by a well-behaved pixel in the
reconstruction chain. This enables us to obtain good quality images from a low-grade detector.
The result of detector characterization at this stage is not restricted to MARS systems but can
be extended to the manufacturing technology of hybrid photon counting detectors.
• Contribution
I have been directly involved in the data acquisition, analysis, and development of this
modular pixel classification algorithm. I would like to acknowledge Muhammad Shamshad
(University of Otago) who participated in this project as a co-investigator. I would also thank
Mahdieh Moghiseh (University of Otago), who provided us with a clinical dataset (mouse
scan), which we used for evaluating the pixel mask in image reconstruction.
• Dissemination
Pixel identification and the masking approach, as well as pixel cluster recognition and
utilization have been protected under two provisional patents:
1. “An Improved Method of Pixel Classification and Mask Generation”, NZ721382, June,
2016.
2. “A Method for Identification and Correction of Clusters of Malfunctioning Pixels”,
NZ723756, August, 2016.
I was a primary inventor in the first patent and second co-inventor in the second patent.
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7.1 Introduction
Achieving a high-quality spectral image and better material resolution in a spectral CT
scanner, highlights the need to provide a stable pixel response over data acquisition time. In
the presence of unstable pixels in the reconstruction chain, the reconstructed images may be
contaminated by artifacts.
The Medipix3RX detector consists of 16364 detector elements or pixels. Each pixel is a
transducer that consists of a semiconductor sensor layer to convert photons to the electron-
hole clouds attached to the front-end of a readout ASIC as detailed in the previous chapter.
The recorded counts at each pixel are affected by instabilities which originate from either
inhomogeneity of the sensor layer, mismatching between ASIC components, or the poorly
bump bounded sensor layer to the ASIC [122–124]. Furthermore, the recorded count is
influenced by the charge collection mechanism such as CSM, because the pixel count can
be biased by the behavior of adjacent unstable pixels [8, 127]. These issues can cause the
inter-pixel variation of energy response and intra-pixel variation of count over time. The
inter-pixel variation of energy response and EPA were detailed in the previous chapter.
This chapter focuses on the characterization of intra-pixel variation over time. By using
the temporal characterization basis, the pixels across the detector can be ranked and classified
into several pixel groups. This classification allows us to utilize reliably of the well-behaved
pixels in the image reconstruction. It also enables the investigation of the malfunctioning
pixels to see whether their data are salvageable or whether they need to be removed from the
data analysis. The temporal pixel classification study led to the development of an improved
method for pixel classification and pixel masking. Identification and utilization of correlated
unstable pixel clusters are also another outcomes of this study.
The second section of this chapter introduces different pixel types based on their time
responses. The third section reviews previous pixel mask and presents an improved pixel
masking technique, and then also reports on the results of method evaluation. The fourth
section presents a method developed for identification and correction of the unstable pixel
clusters.
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7.2 Different types of pixel classes
Temporal pixel characterization is studied over a series of the flat-field images taken in a
time domain preferably longer than a scan time. For an initial study, a five-hour flat-field
scan has been used that is obtained from a 2 mm CdTe-Medipix3RX with the mid quality
of the sensor layer. This sensor layer consisted of a variety of abnormal pixels. A frame of
the collected flat-field images is shown in Fig. 7.1a. The gray-scale gradient of this image
shows the inter-pixel variation of the counts in the pixel matrix which has been explained
in Chapter 6. Black and white pixels represent the dead and saturated pixels. Monitoring
(a) (b)
Fig. 7.1 A flat-field image of a CdTe-Medipix3RX (made in 2012) with a grayscale
view in (a), in which one-third of the chip is covered by dead pixels in black color as
well as distributing some dead pixels among the pixel matrix; and a color map view in
(b) expressing the pixel classification based on temporal pixel behavior.
pixel counts across all frames provides the time dependency of each pixel response. Based
on this information, pixels are classified into four main categories: well-behaved, slow drift,
non-working (dead), and unstable. Fig. 7.1b demonstrates how different pixel classes can be
distributed across a detector.
1. Well-behaved pixels
The pixels behaving steadily over time are the well-behaved pixels. As shown in Fig. 7.2, the
mean counts of a well-behaved pixel corresponds to the input flux in the x-ray tube. These
pixels show up as green in Fig. 7.1b.
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Fig. 7.2 An example of a well-behaved pixel with a consistent behavior over time.
2. Slow drift pixels
Some temporal pixels responses follow a slight ascending or descending trend. These pixels
are classified as slow drift pixels. They almost exhibit the normal behavior at the beginning
of the scan, whereas their behavior could slightly increase (Fig. 7.3a) or drop (Fig. 7.3b)
by increasing the scan time. These pixels can be labeled well-behaved when thresholding
criteria are not restricted enough or the time domain of classification is not wide enough to
disclose slow drift behaviors. These pixels are shown in Fig. 7.1b in a light blue color.
(a)
(b)
Fig. 7.3 Slow drift pixels with the upward trend in (a); and with the downward trend in (b).
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3. Non-working pixels
Pixels where the sensor is poorly bump-bonded into the ASIC are categorized as non-working
or “dead” pixels [41, 30, 126, 120]. They do not respond to the x-ray exposure appropriately,
and they have almost zero counts as shown in Fig. 7.4a. There also exist some random counts
due to electronic noise. Some of them oscillate between saturation level and zero counts as
illustrated in Fig. 7.4b. The non-working pixels are marked in Fig. 7.1b in dark blue color.
(a)
(b)
Fig. 7.4 The response of two typical non-working pixels over time; (a) demonstrates a dead pixel
response in a given time interval in which there are some random counts due to electronic noise;
and (b) shows another type of dead pixel oscillating between the noise floor and saturation level.
4. Unstable pixels
The pixels which behave chaotically over time are categorized as the unstable pixels. These
pixels include all types of abnormalities: either those follow a systematic trend or they
behave almost erratically. Some of these pixels behave normally at the beginning, but then
they oscillate dramatically up to the saturation level, as shown in Fig. 7.5a. In this case, if
the scan time is shorter than the length of the stable region, the unstable pixel would be
labeled a well-behaved pixel. Fig. 7.5b shows an opposite response over time, in which the
pixel behaves abnormally at the beginning but then goes to the steady state level. Fig. 7.5c
demonstrates an upward trend. Fig. 7.5d shows an unstable pixel with an unpredictable trend
which can be referred to a “flickering” pixel. Fig. 7.5e shows the trend of a pixel response
with an erratic response over time. Distribution of unstable pixels is shown as red in Fig. 7.1b.






Fig. 7.5 Several examples of the responses of unstable pixels: (a) an abnormal pixel with the normal
counts at the beginning and then oscillating up to saturation level; (b) a reverse behavior as compared
to pixel the top figure; (c) an upward trend of the temporal pixel response; (d) a flickering unstable
pixel with the unpredictable trend; and (e) a pixel with a poor response to the exposure.
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7.3 Pixel mask in MARS spectral scanner
One technique used to eliminate the response of the malfunctioning pixels from the image
processing chain is known the “pixel mask”. A pixel masking approach was used in the
MARS spectral CT scanners prior to the current project and it comprised the following
steps. First, a dark-field mask was applied to remove noisy pixels responding in the absence
of exposure. Second, a Poisson distribution test was performed to identify badly behaved
pixels from the image reconstruction chain. Third, dilation of isolated detector elements
was applied in which any pixels that are surrounded by a smaller number of working pixels
than a threshold value were masked. The above procedure was integrated into an in-house
software called “MARS Mask” which was operated by the user to create a mask map prior to
reconstruction phase. This software offered a user-guided mask which gave an opportunity
to the user to modify the generated mask based on the visual assessment of the pixels shown
on the screen. More information can be found in Niels de Ruiter’s thesis [41].
The MARS Mask software (previous technique) had some limitations:
• Image artifacts due to flickering pixels: In the Poisson distribution test, the reliability
of the pixels in the MARS mask was assessed in a shorter time domain with less
efficient criteria. In this step, most of the pixels were considered as the functional
pixels even if they did not follow a normal Poisson distribution. Because of this the
abnormally behaved pixels (flickering pixels), could be labeled the well-behaved pixels
and used in the reconstruction phase. Such noisy pixels cause image artifacts.
• User expertise requirements: The masks generated by the MARS Mask software
needed to be visually checked by the user to ensure that unstable pixels which remained
from the Poisson distribution test were eliminated. This results in a pixel mask being
generated that is based on user expertise, even if the mask was created from the same
camera and same scan setup. Furthermore, the reliability of the pixel mask varied
person to person, which resulted in inconsistencies in the final reconstruction images,
both as the result of differences in personal expertise and human error.
• Time consuming process: In addition to the dependency of this method on user
expertise, the visual identification of the unstable pixels at each projection image is a
very time-consuming process (several hours).
The aforementioned limitations highlighted the need to develop an automated masking
technique that is capable of adequately removing malfunctioning pixels without any user
intervention. The new masking technique, discussed below, efficiently addresses the issues
raised above.
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7.4 An improved pixel masking method
The temporal pixel classification study was conducted to develop an improved method of
pixel masking. This method is capable of predicting the long term pixel behavior ensuring
that the pixel behaves consistently during the scan time. In this technique, several tests
are applied to remove the upcoming abnormal pixels and update the mask. Because of
this, it is unlikely to label flickering pixels as well-behaved pixels. This masking technique
makes the automatic mask feasible, in which the unstable pixels will be removed from the
reconstruction images automatically and in a minimum time. This provides a reliable pixel
mask which is independent of user knowledge and experience, and as a consequence, there
would be no human error.
In this section I describe the procedure for the new pixel classification and mask genera-
tion method and then report on the efficiency of the pixel mask in the image reconstruction
and degradation of the pixel performance.
7.4.1 Method
A workflow of the pixel classification and mask generator module is depicted in Fig. 7.6. The
body of this method includes five main parts. First, a series of flat-field images are prepared
and provided for masking method. Second, a high level of pixel classification is applied on
the dataset to distinguish the working pixels from non-working pixels. Third, the sources
of variation that originate from the x-ray tube output or beam profile are removed from the
dataset. Fourth, a fine level of thresholding is applied to the dataset to identify the unstable,
slow drift, and well-behaved pixels. Fifth, further data processing is performed to generate a
pixel mask. Each step is described as follows.
1. Input: A series of flat-field images is acquired from the MARS spectral CT that is
targeted to be used in the reconstruction technique. The acquisition time should be wide
enough (longer than a typical scan time) to ensure that all pixel behaviors are traced.
2. Working pixels identification: A Poisson-based thresholding (Eq. 7.1) is applied to
identify working and non-working pixels at a high-level of pixel classification.
0.1×Reference 6 Counts 6 1.5×Reference (7.1)
where, a reference counts value is an averaged count across a reliable region of the detector
including a group of 15×15 pixels. The lower threshold of Eq. 7.1, is defined to eliminate
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Fig. 7.6 The workflow of the improved pixel masking method.
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non-working pixels. All these pixels are removed by a minimum threshold of 10% of the
reference value. The upper threshold is defined to remove the saturated pixels and those pixels
that are counting significantly higher than the reference level. In this step, non-working pixels
are excluded from the next process, in which a new dataset of working pixels is analyzed.
3. Correcting for output variation of x-ray source: The working pixel responses are
corrected to account for the mechanical output variations that occur during a scan. The
recorded counts are prone to vary by several factors such as non-uniformity of the x-ray
tube, instability of tube current, temperature, and tube voltage. Because the temporal pixel
properties are the focus in this research, variations of the aforementioned parameters need to
be removed from the pixel counts. Several examples of the effective parameters on the pixel
count were monitored from MARS spectral CT scanner as demonstrated in Fig. 7.7. The top
figure shows the recorded counts against the acquisition time. This trend directly follows
the tube current as shown in the third graph (Fig. 7.7c) . Gradually rising tube current at the
beginning could be due to the residual amount of the x-ray tube warm-up time. X-ray tube
warm-up time, which is approximately 10 minutes, is excluded from acquisition time. These
trends indicate that the excluded time was not enough for this scanner and system needs
further calibration. Other parameters including tube voltage and ASIC temperature do not
have the significant impact on the count in this example.
Despite the random output variations, the imperfect response of the pixels to the expo-
sure can be sufficiently minimized by choosing appropriate scan parameters. For instance,
monitoring the count rate capability of the detector would ensure the selection of the appro-
priate tube current. This is shown in Fig. 7.8, where the linear trend changes gradually to a
non-linear shape while increasing the tube current just above 20 µA. Count decrease at the
non-linear range of the trend occurs when detector elements are saturated, or pulse pile-up
occurred. Because of this, the tube current needs to be set to a value that provides enough
statistical data, but detector saturation or pulse pile-up are avoided. For this example, the
current around 20 µA is a good choice for satisfying both conditions.
4. Correcting for the x-ray beam brightness: To assess the recorded counts affected
by the pixel properties only, the effect of non-uniformity of the x-ray source also needs to be
removed from the counts. This process was explained in Chapter 6, page. 125.
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Fig. 7.7 Time dependency of several scan parameters with nominal values of 118 kvp tube voltage,
100 ms exposure time, 70 µA tube current at 160 mm source to detector distance, additional filtration
of 2 mm Cu set in a MARS spectral CT prototype equipped with CdTe-Medipix3RX (Sep 2014).
Fig. 7.8 Output counts with respect to the input current from a MARS spectral CT prototype equipped
with CdTe-Medipix3RX. Set-up parameters consist of 120 kVp tube voltage, 200 ms exposure time at
270 mm source to detector distance, with additional filtration of 0.375 mm brass (Dec 2015).
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5. Working pixel classification: The preprocessed responses of the working pixels, which
are now only minimally influenced by exposure variation, undergo further evaluation, using





The pixels that fall outside the range in Eq. 7.2 are labeled as unstable pixels and will be
processed in the unstable cluster recognition and utilization method. The pixels that pass this
test are relatively stable, and they will then be processed in the next step for further evaluation.
6. Least Square Error test: The stable pixels are passed through a least square fitting
error test as per Eq. 7.3. This level of thresholding results in determining the pixel outliers
and label them as the slow drift pixels. By applying the first condition, the slope of the fitted
line to the counts across the time should be within the confidence interval of 98.76% (2.5σ ).
The second condition eliminates those pixels that do not have the mean square error within
95.45% (2σ ). These criteria are empirically derived values specific to the detector used in
this study. For the sensor layers with different quality levels, these values may change based
on the level of the improvement in the reconstructed images.
−2.5σ 6 Slope of fitted line 6 2.5σ
Mean square error 6 2σ
(7.3)
The pixels that do not meet these two conditions are characterized as slow drift pixels. Such
pixels will be processed later in the third module. The pixels that pass at this stage are
classified as well-behaved pixels and they are then analyzed further to be evaluated in regard
to the behavior of adjacent pixels.
Mean versus variance values of the pixel classes in this study are plotted in Fig. 7.9a. The
diagonal lines indicate where the mean and variance are equal, as is expected from a Poisson
distribution. The transition to fine thresholding in Fig. 7.9b shows how well-behaved pixels
stayed towards the diagonal line while slow drift pixels deviated. Of a total of 16,384 pixels,
61% were categorized as stable pixels, which 59% of this were well-behaved pixels and 2%
are slow drifting pixels.
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(a) (b)
Fig. 7.9 Mean vs. variance of different pixel classes; (a) demonstrates stable, unstable and
non-working pixels generated in the last step of the pixel classification module, and (b) shows all
pixel classes after fine-classification performed in the improved pixel masking method.
7. Isolated pixel removal: The isolated pixels do not have enough neighboring good pixels
to be appropriately validated in further stages of the reconstruction where grading, filtering,
or interpolating measurements often relies on neighboring data. Thus, by removing the
isolated pixels, this issue is less likely to be encountered in the later stages of processing.
The rationale for this step arose as a solution to the problems that occurred in the previous
masking method.
In this method, the isolated pixels are determined as those pixels surrounded by less than
five working pixels out of eight. The left column of Fig. 7.10 shows a central pixel surrounded
by four well-behaved pixels that is labeled isolated pixel on the basis of the condition noted
above. The pixel shown in the right column of this figure passes the condition and remains
intact in the well-behaved pixel class. The removal of isolated pixels causes the sharper
edges of the well-behaved island demonstrated in Fig. 7.11b in comparison with Fig. 7.11a.
8. Error check: The well-behaved pixels also pass an error check to determine whether
there is a drift due to x-ray source output variation. If a drift is identified, the selected pixels
are then referred to Step 3 for further correction. This step has been proposed as a way of
increasing the level of accuracy and reliability of the whole procedure in future.
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9. Producing a DICOM mask: The boolean matrix of the well-behaved (one) and malfunc-
tioning pixels (zero) is in a “.mat” format. This file is converted to DICOM format with a
specific tag structure to be usable in the MARS reconstruction software.
Fig. 7.10 A schematic example of the isolated pixel removal step; (a) shows how central
pixel is removed in the second figure as it is not surrounded by five well-behaved pixel;
and (b) shows the central pixel with five working pixels around, which is kept in the
well-behaved pixel class.
(a) (b)
Fig. 7.11 A boolean mask generated by the mask generator module before and after remov-
ing the isolated area in (a) and (b), respectively. The white area belonged to well-behaved
pixels and black area belonged to non-working pixels which have been removed step by
step since the beginning of the mask procedure. A sharp border between the white and black
area shown in (b) demonstrates the impact of removing isolated pixels on the pixel mask.
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7.4.2 Pixel masking evaluation
In this section, the efficiency of pixel mask in the image reconstruction is evaluated. The
result of a pilot study performed for monitoring the pixel degradation is also presented.
1. Efficiency of pixel mask in image reconstruction
The efficiency of the improved pixel mask to remove noise from the reconstructed images
was compared to the MARS Mask. For this purpose, a series of projection images were
obtained from a mouse’s abdomen. The MARS mask used to compare with our mask was a
user-guided mask which was created by a clinical expert. The projection dataset was then
reconstructed with each pixel mask, using the MARS reconstruction software.
Fig. 7.12a and Fig. 7.12b compare these two reconstructed datasets in five sequential
slices in a single energy bin, showing the transverse view of the mouse’s abdomen. There
are some white streaks and ring artifacts in the first row of the images that are reconstructed
with the MARS mask, but these have mostly disappeared by the second row of the images
reconstructed with the new mask generated from this project. Fig. 7.13a and Fig. 7.13b also
demonstrate how efficiently the improved pixel mask can remove the artifacts in different
energy bins. However, there are still a few streaks on the images that are reconstructed, using
the improved mask. The reason is that the pixel mask generated for this dataset was obtained
from a shorter time domain (720 flat-field images). This time was not enough to identify
all the flickering pixels. In the current version of the improved pixel masking technique
implemented in the MARS spectral CT, the mask database is updated each day that results in
generating a more reliable mask.
In addition to the visual comparison, Table 7.1 compares quantitatively, the SNR for both
masking techniques in each energy bin. The SNR values were calculated from the same ROI
of both reconstructed images at each energy. The percentage difference of the SNR for each
energy is shown in the third column of this table. These values, particularly in the last energy
bin, are evidence of the high efficiency of the new masking method.
Table 7.1 SNR values calculated from the reconstructed images being masked by previous
and the improved masking techniques in different energy bins.
Energy
[keV]
SNR SNR improvementMARS Mask Improved Mask
8-27 10.4±0.4 12.2±0.4 14.7 %
27-33 12.3±0.4 13.3±0.5 7.1 %
33-49 13.5±0.3 15.5±0.7 12.5 %
49-82 12.8±0.2 15.8±0.6 19.1 %
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(a)
(b)
Fig. 7.12 Several sequential slices of a mouse’s abdomen reconstructed; (a) using a mask generated
by an MARS Mask software and modified by a user, and (b) using the improved pixel mask.
(a)
(b)
Fig. 7.13 A typical transverse slice of a mouse’s abdomen in different energy bins reconstructed;
(a) using a mask generated by an MARS Mask software and modified by a user, and (b) using the
improved pixel mask.
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2. Monitoring pixel degradation in a MARS camera
The pixel classification steps provided in the improved pixel masking algorithm (Steps 1-6)
can be used to monitor degradation in the detector elements over time. Detector degradation
occurs due to the limitation of electronic element lifetime and radiation damage of the sensor
layer. Because of this, pixel performance will degrade over time and in the worst case
situation, some of the pixels will become completely non-functional. Fig. 7.14a shows a
mask pattern generated based on the flat-field images of a QA phantom test in February
2015, which was repeated May 2015 with the same protocol (Fig. 7.14b). As can be seen
in the subtracted image in Fig. 7.14c, there are bright pixels which have been converted to
non-functional pixels within a space of two months. Further investigation is required to
analyze the impact of all parameters involved in detector degradation.
(a) (b)
(c)
Fig. 7.14 Montoring functionality of the pixels of a Medipix3RX detector. based on
temporal pixel classification; a map of functional and non-functional pixels taken in
February 2015 (a), and in May 2015 (b). Subtraction of these two figures shown in (c)
indicates that the functionality of some pixels is gone in this period.
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7.4.3 Examples of the pixel masks generated for the MARS cameras
The masks created for several MARS cameras with different sensor layers are shown in
Fig. 7.15a- Fig. 7.15d. The masks shown in Fig. 7.15a- Fig. 7.15c are from three CdTe sensor
layers which have sparse dead pixels, compared to the earlier CdTe sensor layer shown in
Fig. 7.11. Fig. 7.15d shows a mask generated for high-quality CZT which has less dead
area and no clusters as compared CdTe masks. To generate all these mask the same criteria
presented in Eq. 7.3, which were determined based on a poor quality detector. It is expected
that the quality of the generated mask (Fig. 7.15a- Fig. 7.15d) can be improved if the chosen
criteria are adjusted for corresponding detector. Further investigation, however, is required to
provide general criteria that is the same for the same class of the detector.
(a) (b)
(c) (d)
Fig. 7.15 The mask generated for different sensor layers used in the MARS camera;
(a), (b), and (c) show the pixel masks produced for different CdTe sensor layers, which
have more non-working pixels as compared to the pixel mask generated for CZT in
(d). There can be observed more clusters in CdTe sensor layers even in (c) with the
higher quality of the sensor layer as compared to CZT sensor layer shown in (c) with
no cluster.
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7.5 Malfunctioning pixel clusters
Studying the malfunctioning pixels and the relationship between their neighbors revealed
that some of them behave dependently, structuring into the cross pattern. The reason for
forming such pattern is the presence of inhomogeneities in the semiconductor layer (e.g.
dopant inclusions) that influence the direction of the electric field of a group of pixels. In the
distorted electric field, the charge deposited by x-rays is conducted from the central pixel of a
cluster into neighboring pixels and make their responses unstable.
This section reports on our observation in a CdTe-Medipix3RX detector and then presents
a method to identify and correct the pixel clusters (Fig. 7.20). This method enables us to
increase the SNR of the images collected by the poor quality detectors.
7.5.1 Examples of pixel clusters in a CdTe-Medipix3RX detector
A primarily study has been performed over the unstable pixels of a low-grade 2 mm CdTe
sensor layer attached to the Medipix3RX. In this detector, many clusters with a variety of the
correlated responses were identified. Depending on how large the instability occurs at the
central pixel, the magnitude of instability induced at the side adjacent pixels can be smaller
or larger which then are classified as slow drift pixels or unstable pixels, respectively.
As shown in Fig. 7.16, in the first cluster with a cross pattern, an unstable pixel at the
center is surrounded by four side slow drift pixels. Fig. 7.17 depicts this cluster with the
correlated responses of the central pixel alongside four side adjacent pixels. In this figure, the
abnormalities occur at the beginning of the scan (around first 20 minutes), then the counts of
the central pixel with its four arms return to the normal condition with the steady state trend.
In the second cluster marked in Fig. 7.16, all central and side pixels were already labeled
as unstable pixels. In Fig. 7.18, the complementary behavior of the central pixel and crossed
pixels are also obvious. In both figures, these clusters are surrounded by almost well-behaved
pixels (Fig. 7.17 and Fig. 7.18).
Fig. 7.16 Two types of pixel clusters are marked
across a pixel matrix shown in Fig. 7.18. In the
first cluster, the unstable central pixels caused
slow drift pixels on the side adjacent pixels,
whereas in the second clusters, the side pixels
were turned into unstable pixels.
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Our investigation indicated that the correlated responses of the pixels in a cluster over
time are systematic. A drop of the count rates in the side adjacent pixel responses is one-
quarter of the rise of the count rates in the central pixel response. The overall average
counts of each pixel cluster is the same as a well-behaved pixel. Fig. 7.19 shows the overall
average responses for the examples mentioned above. The following subsection provides




Fig. 7.19 Reconstructed cluster response by averaging the responses of the five-
pixel cluster with the cross pattern; (a) and (b) show the reconstructed responses
of the clusters demonstrated in Fig. 7.17 and Fig. 7.18, respectively.
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7.5.2 Identification and correction of malfunctioning pixel clusters
The temporal pixel classification presented in the improved pixel masking technique provides
unstable and low drift pixels as represented in Fig. 7.20. The unstable pixels from Step 5
and the slow drift pixels from Step 6 are analyzed in this method to identify the correlated
malfunctioning pixels and correct them in the image processing chain. The output of this
method is either uncorrelated pixels or the reconstructed well-behaved pixels, which then
are added into the well-behaved pixel class generated earlier by the pixel mask. The steps
defined for this method are in continuation of pixel classification module including Steps 6-7.
6. Cluster recognition: This step traces the trends of the count over time of the unstable
and slow drift pixels to check if there is a correlation between a pixel with four side adjacent
pixels, meaning that the overall average of them is the same as for a well-behaved pixel
over the acquisition time. All adjacent malfunctioning pixels in a window of 9x9 pixels are
checked, so that the isolated unstable pixels are filtered, resulting in a quicker search. The
side overlap of this window is also considered in the algorithm to recognize the clusters
accurately. When a cross pattern is recognized, these pixels are labeled as a malfunctioning
pixel cluster which is passed to the next step. Otherwise, they are labeled as uncorrelated
unstable pixels and added to non-working pixel class.
7. Cluster correction: Because the overall time response of the malfunctioning pixels
follow a systematic pattern their responses can be treated so that they are conserved in the
image reconstruction chain. We presented two approaches for correcting the responses of
the unstable pixels in a cluster as treating one, four, or all five pixels as the well-behaved
pixels. They all result in increasing the number of the well-behaved pixels and consequently,
enhancing the SNR of the image.
The first approach is to average the responses of four side adjacent pixels. Fig. 7.19a
and Fig. 7.19b show the averaged responses of two clusters that have been shown previously.
The steady state trend of the collective response of the unstable pixels in a cluster is the
same as a well-behaved pixel. Therefore, all five pixels’ responses can be replaced by this
reconstructed well-behaved pixel which is easier to implement. Furthermore, the whole pixel
cluster can be replaced by a single well-behaved pixel in the reconstruction images or in
another application.
In the second approach, by turning the central pixel off electrically (inhibited in the
ASIC), we can stop neighboring pixel from being influenced by the central pixel. In this
way, there would be no instability in four neighboring pixels. This method has not been
tested yet and, therefore, its technical constraints, which are probably from CSM inter-pixel
communication are still unknown.
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Fig. 7.20 A workflow of identification and correction of malfunctioning pixel clusters. The pink box
determines the common steps between the improved pixel masking method and this method.
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7.5.3 Limitations of the method
The identification of cluster pixels is possible if the pixel size is equal to or less than the
current pixel size (110×110 µm2) of Medipix family in CSM for the diagnostic x-rays energy
range. We have not examined other detectors nor other counting modes, but we have a rough
idea of what we would expect in them. The method developed for pixel cluster identification
and correction cannot be applied in the presence of the following conditions:
• Pixel size is too big (estimated >500 µm2) – the effect is hidden because the charge
sharing effect is considerably reduced. In this case, CSM cannot efficiently work. The
detection mechanism of CSM is the likely candidate for causing the cross-talk between
the pixels and the formation of such malfunctioning pixel clusters.
• If the detector is being operated in a range where the sensor layer or electronics are
close to, or are completely saturated.
• If the time-series data collection duration is too short, then the methodology for finding
the unstable pixels that make up the cluster, will not find the cluster in the first stage.
This is because the cluster would be used by its unstable pixel constituents instead of
the well-behaved pixels.
• The time duration of the instabilities in these clusters potentially depends on the rate
of electron-hole pairs production inside the sensor layer and therefore the energy of
the x-rays hitting the detector. It is expected the likelihood of observing this instability
during a given acquisition time also will likely depend on these factors.
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7.6 Discussion
Temporal pixel characterization led to the development of two methods. First, an improved
method of pixel classification and pixel masking that is capable of removing efficiently the
faulty pixels from the image reconstruction chain and from the data analysis. Second, a
method has been developed to identify and correct the malfunctioning pixel clusters. Such
correlated pixel clusters are a new finding of the temporal pixel behavior in the PCD detectors
that we explored it in this study. This section discusses the two developed methods.
1. An improved pixel masking method
Having primarily classified pixels based on their temporal behavior over the long acquisition,
we developed a masking technique that provides a pixel map of of both the well-behaved and
the malfunctioning pixels. This mask can be passed to MARS reconstruction software to
prevent the slow drift and unstable pixels in the reconstruction images. This approach causes
a reduction in the noise artifacts (e.g. white streaks and rings) and consequently, improving
the material identification. Use of the well-behaved pixels in assessing detector performance
also results in optimizing the operational range of the detector, which indirectly improves the
material identification.
For the proof of concept, a given clinical dataset, one with the MARS mask and one with
the improved mask were passed to MARS reconstruction software. The visual comparison
between several pairs of slices (Fig. 7.12 and Fig. 7.13) showed that the remaining streaks in
the reconstruction images after applying the MARS mask were considerably removed from
the reconstructed images by the improved mask. This improvement can be seen in all energy
bins, particularly in the energy bin of 49-82 keV. SNR measurements also indicated 19.1 %
improvement in this energy bin. However, there are still some streaks due to the short scan
data used for generating pixel mask with new method. In the shorter scan time there is less
probability to identify the flickering pixels.
To determine the reliable pixels, the previous MARS masking approach and our mask
mostly create a mask based on the Poisson properties of the pixel counts. However, their
difference is in ranking pixels as they use different criteria. The MARS masking method
identifies malfunctioning pixels by collecting data over a short time domain. Inevitability this
technique has significant disadvantages in that pixel behavior may change over time. This
results in abnormally behaving pixels being classified as the well-behaved pixels. Including
these flickering pixels in the image processing can then lead to image artifacts such those
streaks, as can be seen in the reconstructed mouse images.
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In the previous pixel masking method (MARS Mask), no hope was expressed to make
an automated mask because of the unstable nature of the Poisson-normal distribution [41].
One of the results of this current project is that we have proved that for a long time scan
pixel responses mostly follow the normal distribution in both stability and instability. These
results can be seen because of the high data sampling. Providing a pixel map including the
status of the pixels in a time domain reveals the feasibility of an automated pixel masking
technique. In the first commercial version of the MARS small animal scanner, developers
were inspired by this idea and applied an automated mask using the Poisson properties
of the initial flat-field scan. Then, this initial mask becomes updated by daily flat-field
data collection. This automated mask is one of the essential elements in automatizing the
reconstruction chain of the spectral human scanner; one of the MARS milestones introduced
in the first chapter.
Another advantage of this mask is time efficiency. In the previous MARS mask software,
there were often the unstable pixels that needed to be eliminated visually by the user via the
user-guided option. It was a time-consuming procedure to remove the unstable pixels in a
slice by slice assessment of the data, and furthermore there were inconsistencies in the data
produced due to user intervention. The user could identify unstable pixels based on their own
knowledge and the practical experience, with the high chance for human error in creating the
mask. Despite the MARS mask software, the restricted criteria for choosing reliable pixels
in the improved masking technique would offer the well-behaved pixels to the users with
even better quality as desired.
In addition to the use of pixel mask in the image reconstruction chain, the well-behaved
pixels provided by this method can then be used to develop a detector response function at
the pixel level. The detector response function is one of the essential elements for developing
the polychromatc-based reconstruction algorithm in the MARS image reconstruction chain.
The initial pixel classification of this method can be used to monitor the detector element
degradation over time. This method enables the ranking of different detectors without human
intervention. Furthermore, identification of the well-behaved pixels enables the accurate
characterization of the MARS camera to obtain the optimal operating range. In this thesis,
the pixel mask method has been used to create the well-behaved pixel for the evaluation of
the MARS source model by measurements (Chapter 4), the beam profile assessment and
characterization method (Chapter 5), and per-pixel energy calibration (Chapter 6).
The criteria used for a series of Poisson tests are chosen, based on the data analysis
performed on a given detector. To improve the accuracy and efficiency of the method,
further investigation is required to determine the general criteria for pixel thresholding. This
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results in generating a pixel mask which is not specific to the detector nor data acquisition
parameters.
2. Malfunctioning pixel cluster identification and correction
The presence of the structural defects and impurities such as inclusions in the sensor crystal
causes trapping and the de-trapping of the charge carriers. That affects the space-charge
distribution. As a consequence the electric field lines bend towards the sides and drifting
the charge drift in other pixels where unstable pixel clusters are formed. The larger the size
of the impurity in the sensor, the longer correlated responses of pixel cluster are formed
over time in the cross pattern. Moreover, their sizes might change during the exposure
because of increasing temperature and charge recombination. As a consequence the EPA
changes and the amount of charge collected by each pixel within the cluster changes over
time. Calculation of EPA has been discussed in the previous chapter.
In this study, a method has been presented to automatically identify and correct the pixel
clusters. The clusters are mostly recognized as unstable pixels and are masked out from the
dataset. In the pixellated detector, with a few pixel clusters, this technique may not add a
significant number of the well-behaved pixels into the reconstruction chain. In contrast, in a
low grade detector with too many clusters, such the detector used in this study, this technique
can significantly enhance SNR. Increasing the number of well-behaved pixels also leads to a
reduction in scan time and therefore a lower radiation dose to the patient. This technique
allows for the use of low-grade sensors, which are more affordable.
Because the pixel cluster effect is more prominent with small pixels, particularly with
pixel pitch less than 110µm, manufacturing of the small sized pixel detectors can be improved
by utilizing the methods described herein. Smaller detector size is advantageous in systems
where high spatial resolution is required.
The chance of this phenomenon occurring in CdTe sensor layer is higher as compared to
CdZnTe (CZT). The addition of a few percent zinc to the crystal causes an increase the band
gap and energy of defect formation, which reduces the dislocation density. For this reason,
CZT sensor layers can be operated at the higher temperature with the lower amount of crystal
defects. In the CZT detector we have evaluated in the MARS spectral CTs, no pixel cluster
was observed (Fig. 7.15); however, further investigation is required to accurately characterize
the temporal behaviors of the pixels when other types of the sensor layers are used such as
GaAr or CZT. Evaluating the impact of the parameters like temperature on temporal pixel
behaviors would be also interesting for future study.
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7.7 Summary
• The outcomes of the temporal characterization of the pixels are (1) accurate pixel
classification; (2) development of an automatable masking method; (3) exploration
of the malfunctioning pixel clusters in a CdTe-Medipix3RX; (4) development of a
method to identify and correct the malfunctioning pixel clusters.
• The pixel mask generated, based on long time data collection, can reliably predict the
pixel response over the scan time and mask all malfunctioning pixels without user
invention, in minimum time, and this led to improvement of the image quality and
consequently better material identification.
• The current automated masking technique used in MARS reconstruction chain in the
scanner was inspired by the improved pixel identification and masking technique.
• Projected images from a mouse that was scanned were used to provide proof of the
masking concept in this study. The results indicated that the proposed mask improves
SNR in all energy bins and significantly results in reducing the streaks and ring artifacts.
• Evaluating the well-behaved pixels also can be beneficial for monitoring detector
degradation as performed once in this study on a CdTe semiconductor layer attached
to a Medipix3RX detector.
• Evaluating the well-behaved pixels can also benefit other physics studies aimed at
characterizing spectral scanner performance such as beam profile assessment; per pixel
energy calibration, and also in developing the energy response function which is under
investigation.
• There are some unstable and slow drift pixels forming the cross pattern due to inhomo-
geneity in the sensor layer. In the clusters, unstable central pixels affect the four side
adjacent pixels and make them unstable or slow drift.
• As a result of pixel cluster utilization is increasing the number of well-behaved pixels
in the reconstruction chain, which leads to the enhancement of the SNR of the images.
• The unstable pixel cluster identification and correction method can be applicable
specifically for using a low-grade CdTe sensor layer, in which major part of the
detector covers by clusters.
Chapter 8
Conclusion
The objectives of my research projects were to explore and characterize two modules of the
MARS small animal spectral CT: the x-ray tube and the x-ray detector. The outcome of
my work was realized through development of five methods including (1) a parameterized
semi-analytic x-ray source model; (2) beam profile assessment and characterization in
MARS spectral scanners; (3) characterization and calibration of per-pixel energy response
of the Medipix3RX detector; (4) an improved mask technique based on temporal pixel
classification across Medipix3RX detector; and (5) identification and utilization of the
unstable pixel clusters in a CdTe-Medipix3RX detector. These methods could provide a part
of the requirements towards ongoing improvement of the MARS image reconstruction chain.
The research I completed for this doctoral thesis shows the accurate and precise poly-
chromatic structure of the beam in the image processing, and this will enable the MARS
team and other researchers to obtain a better use of the spectroscopic information that is
available in the Medipix3RX ASIC in the MARS spectral scanner. In addition, characterizing
the Medipix3RX at the pixel level enables operation of the detector at optimal performance.
Aggregation of both improvements results in achieving the full potential of MARS spectral
scanners. This achievement aids the MARS spectral scanner in its translational journey to
the MARS spectral scanners. This emerging technology benefits patients by providing an
accurate diagnosis in a low dose and a non-invasive manner.
Following sections provide a brief explanation about important features of each method,
its application, and future direction.
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8.1 Development of a semi-analytic source model
One of the major achievements of my thesis was to characterize the x-ray tube used in
MARS spectral scanners through the development of a semi-analytic source model. This
source model that is known as “MARS source model” was parameterized by the energy
structure and the angular distribution of the photons generated by a range of tube voltages
used in diagnostic imaging. The MARS source model has been developed for a tungsten
anode that angled 20◦ in the x-ray tube. The MARS source model is capable of exclusively
analyzing the Bremsstrahlung and characteristic photon distribution. This source model also
has the potential to account for the angular offsets that would be observed in a real spectral
CT’s beam profile, which permits more realistic computation of the x-ray photons in MARS
spectral scanner.
The source model development was in response to a need for accurately providing the
spectral and spatial information of the incident photon to a future polychromatic-based
material reconstruction technique in the MARS group. The polychromatic-based material
reconstruction technique is intended for incorporation in the MARS image processing chain
to accurately analyze the spectral signal. To analyze the spectral signal, this technique
requires a source model that is an adequate representation of the true x-ray beam. This results
in enhancing the spectral sensitivity of the MARS spectral CTs, particularly in the narrow
energy bin, and consequently improving material resolution.
In addition, the MARS source model has been used by MARS members for a variety
of different applications. For instance, it has been used as a foundation to establish other
models, such as the oblique fluorescence model and the MARS detector pulse pile-up model.
The MARS source model is also a potent tool for beam profile assessment, material analysis
optimization techniques, and computation of dosimetry quantities.
The spectral features of the x-ray beam provided by the MARS source model can be
used efficiently in the image processing chain of future generations of MARS spectral CT
comprising the MARS small animal scanner with the multi-chip camera, and human spectral
CT with the detector array. It is intended to utilize the x-ray tube with the known features
of the upcoming MARS spectral scanner. Furthermore, the spatial photon distribution
provided by the MARS source model can cover the magnification set in both small animal
and human spectral scanner. Even if, the future design of the MARS spectral CT changes,
this thesis provides the fundamental basis for generating a source model. This facilitates
reparameterizing the source model based on the new specification of the x-ray source and
field of view. For instance, in the future MARS spectral CT may be oriented for use in
mammography purposes, and if so the MARS source model can be modified to model a
molybdenum target with a different anode angle.
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8.2 Development of a beam profile assessment method
My research towards x-ray tube characterization was conducted to develop a beam profile
assessment method for the MARS spectral scanners. This method enables us to characterize
the beam profile properties in the MARS spectral CTs. These properties consist of the
beam intensity, spatial distribution of the x-ray beam (i.e. along the rotational axis), and
temporal variation of the beam over the data acquisition time. Examination of such properties
efficiently allows the identification of parameters that prevent the spectral CT from the
accurate measurement.
In general, the beam profile assessment method can improve the scanner performance in
two main ways. First, the accurate offset parameters of the beam profile provided by this
method are used for additional geometric calibration of the x-ray source model. The use of
this x-ray source model in the spectral reconstruction techniques will improve the accuracy of
material specification. Second, this method can also identify the presence of various scanner
calibration issues in both aspects of temporal stability and geometrical calibration. It offers a
simple and fast check of the beam profile during manufacturing purposes. It will also aid
in reliably performing the QA procedure in different assessment levels from manufacturing
through to the final product.
The beam profile assessment method can easily be translated from the single chip detector
to the multi-chip detector array. Stitching the beam profiles measured by all detectors together
would provide higher resolution of the overall beam profile as more spatial points are available
using the multi-chip detector. Providing a synchronous response across all single chips is
essentially required in the MARS spectral CT in human scale. This enables troubleshooting
in a more accurate and faster manner. Furthermore, the current assessment method presented
in this thesis can indicate the beam profile fluctuation without addressing the main source of
the fluctuation. However, it is expected that in the MARS spectral CT with the multi-chip
camera, it can be differentiated between an unstable x-ray tube and a faulty detector array.
Further investigation is required to expand the use of the beam profile assessment to the
horizontal axis when the scan of the wider field of view is needed.
8.3 Development of per-pixel energy calibration method
A different stream of my research was performed towards characterization of inter-pixel
variation of the energy response across the Medipix3RX detector. The outcome of this
research was realized through a method for the per-pixel energy calibration. The significance
of the proposed method is that it provides measurement and calibration of individual pixel
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energy response when the MARS spectral CT operates in charge summing mode. It can
be used alongside the global energy calibration that has been implemented in the MARS
spectral CT without using any additional equipment (such as used in XRF technique or
monochromatic sources).
The per-pixel energy calibration presented in this thesis could efficiently compensate for
the inter-pixel variation of energy response which mostly originates from Medipix ASIC
or homogeneity of the sensor layer. This energy calibration enables us to fully exploit the
potential advancements of the Medipix3RX, such as a reduction in low electronic noise and
the ability to discriminate photon energy. Maximizing this ability results in improving the
sensitivity of narrow energy bin spectral analysis, particularly in the applications related to
K-edge imaging.
Furthermore, providing the information about pixel properties including the threshold
DAC offset and the effective pixel area of each pixel can be used for the studies related to
the calculation of detector response function. Detector response function is another essential
component of polychromatic-based reconstruction technique. Calculating detector response
function for each pixel enables us to obtain accurate and precise information of an unknown
object that results in better identification and quantification of the material. The information
of pixel properties can also aid in estimation of the pixel sensitivity. Known pixel sensitivity
can be used to eliminate the flat-field acquisition phase from the typical scan procedure. This
results in reducing the scan time and consequently patient dose as well as saving x-ray tube
lifetime. In addition, future research could find the ways to analyze the mechanism of charge
generation in the depth of the sensor layer. This would provide a better understanding of
the effective pixel volume instead, and gives the more realistic view of charge detection
efficiency of each pixel.
8.4 Development of an improved method for pixel masking
Another exciting achievement of this thesis was to develop an improved method for pixel
masking. This method was given rise from a series of temporal pixel characterization per-
formed on a CdTe-Medipix3RX. This analysis enabled us to predict if there is an intra-pixel
variation. In this case, the malfunctioning pixels are masked out from the image processing
chain. Implementing this pixel mask in the MARS image reconstruction chain significantly
removes the image artifact and enhances the signal-to-noise ratio of the reconstructed image.
Providing the high-quality images allows better material specification in a tissue organ and
this benefits patient outcomes.
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In addition, identification of both the well-behaved and malfunctioning pixels enables us
to characterize the scanner performance accurately. Different pixel classes can be utilized for a
targeted study. For instance, well-behaved pixels are the reliable candidates for reconstructing
images or those studies related to evaluating the pixel energy response such as per-pixel
energy calibration method. In contrast, unstable pixels are desired for studies related to
improving semiconductor growth or for studies that lead to deeper understanding of noise
propagation in the ASIC elements. For this reason, this method can facilitate ranking the
different detectors without human intervention.
The criteria used for pixel classification in this pixel masking technique was chosen based
on the experiments and was specific to the detector. Further study is required to provide
threshold criteria which can be independent of the detector and experimental setup
8.5 Development of a method to identify and correct pixel
clusters
Characterization of the beam profile in long acquisition time across a CdTe-Medipix3RX
enabled us to observe an intra-pixel behavior that has not been noticed prior to this study.
There are some malfunctioning pixels with correlated temporal responses that structure into a
cross pattern. This thesis presented a method to identify such clusters, as well as providing a
method to correct the responses of the malfunctioning pixel in a cluster. Incorporating these
pixels as the well-behaved pixels in the image reconstruction chain increases the signal-to-
noise ratio of the reconstructed images. This results in reducing the scan time and therefore a
lower radiation dose to the patient. This technique offers the use of the low-grade sensors,
which are more affordable for the technologies that use the photon counting detectors.
This thesis only reported on the presence of the pixel clusters in the CdTe sensor layer
because this type of the compound semiconductor is more vulnerable to be affected by
impurities. The CZT sensor layers, which include a few percent zinc, have higher band gap
and energy of defect formation, resulting in the reduction of dislocation density. Because of
this, CZT sensor layers can be operated at a higher temperature with the lower amount of
crystal defects. Further investigation is required to characterize various sensor layers attached
to Medipix3RX to identify if there is a specific correlation between the pixel responses over
time. In addition, the impact of other parameters such as temperature or bias voltage on the
unstable pixels can be interesting for the future study.
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Appendix A
Tables for MARS Source Model
A.1 Table of S00EV for Bremsstrahlung photons
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A.2 Regression coefficients for Bremsstrahlung photons
Table A.2 Coefficients of φ for given tube voltage [kVp].
Tube voltage [kV p] AEV , coefficients of φ
a3 a2 a1 a0
30 -8.69E-04 5.59E-02 -1.23E+00 9.40
40 -2.08E-04 1.69E-02 -4.83E-01 4.91
50 -9.35E-05 9.41E-03 -3.34E-01 4.17
60 -5.27E-05 6.26E-03 -2.63E-01 3.85
70 -3.78E-05 5.14E-03 -2.42E-01 3.91
80 -2.47E-05 3.81E-03 -2.03E-01 3.68
90 -1.92E-05 3.31E-03 -1.94E-01 3.79
100 -1.52E-05 2.83E-03 -1.77E-01 3.71
110 -1.14E-05 2.27E-03 -1.52E-01 3.43
120 -8.85E-06 1.90E-03 -1.37E-01 3.32
Table A.3 Coefficients of φ 2 for given tube voltage [kVp].
Tube voltage [kV p] BEV , coefficients of φ 2
b2 b1 b0
30 1.73E-02 -6.22E-01 3.88
40 1.35E-03 4.26E-05 -2.29
50 -1.29E-03 1.61E-01 -4.62
60 -1.78E-03 2.05E-01 -5.70
70 -2.02E-03 2.33E-01 -6.63
80 -1.75E-03 2.14E-01 -6.45
90 -1.52E-03 1.87E-01 -5.90
100 -1.09E-03 1.53E-01 -5.45
110 -4.20E-04 8.40E-02 -4.06
120 -3.80E-04 7.67E-02 -3.94
192 Tables for MARS Source Model
Table A.4 Coefficients of θ 2 for given tube voltage [kVp].
Tube voltage [kV p] CEV , coefficients of θ 2
c2 c1 c0
30 -1.06E-02 5.60E-01 -7.78
40 -2.08E-03 1.54E-01 -3.04
50 -1.32E-03 1.13E-01 -2.49
60 -7.60E-04 7.50E-02 -1.91
70 -4.80E-04 5.46E-02 -1.60
80 -3.00E-04 3.98E-02 -1.32
90 -2.80E-04 3.78E-02 -1.29
100 -2.10E-04 3.11E-02 -1.16
110 -1.20E-04 2.11E-02 -0.96
120 -1.70E-04 2.71E-02 -1.11
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Table A.5 Coefficients of Sθφ
α2V for given tube voltage [kVp].
Tube voltage [kV p] characteristic coefficients for (SθφEV )
(S0057.98V ) α21 α22 α23
60 3.92E+04 -4.53E+00 -217.66 -2.12E+01
70 2.32E+04 5.42E+00 198.45 -2.16E+01
80 6.37E+06 6.76E-01 0.70 -1.21E-02
90 2.23E+07 6.75E-01 -1.73 -2.05E-01
100 4.43E+07 7.03E-01 -1.69 -1.77E-01
110 7.16E+07 7.40E-01 -1.75 -2.05E-01
120 1.02E+08 7.43E-01 -1.04 -1.94E-01
Table A.6 Coefficients of Sθφ
α1V for given tube voltage [kVp].
Tube voltage [kV p] characteristic coefficients for (SθφEV )
(S0059.32V ) α11 α12 α13
80 1.23E+07 6.90E-01 -2.92 -0.26
90 4.13E+07 7.15E-01 -0.76 -0.11
100 8.31E+07 7.14E-01 -1.40 -0.17
110 1.34E+08 6.98E-01 -1.26 -0.18
120 1.92E+08 7.20E-01 -1.28 -0.20
Table A.7 Coefficients of Sθφ
β1V
for given tube voltage [kVp].
Tube voltage [kV p] characteristic coefficients for (SθφEV )
(S0067.24V ) β11 β12 β13
80 4.48E+06 6.79E-01 -2.54 -1.37E-01
90 1.52E+07 6.17E-01 -0.82 -1.24E-01
100 3.04E+07 5.76E-01 -1.10 -1.75E-01
110 4.90E+07 6.07E-01 -1.09 -2.33E-01
120 7.02E+07 6.14E-01 -1.45 -1.17E-01
194 Tables for MARS Source Model
Table A.8 Coefficients of Sθφ
β2V
for given tube voltage [kVp].
Tube voltage [kV p] characteristic coefficients for (SθφEV )
(S0069.1V ) β21 β22 β23
80 1.13E+06 3.83E-01 16.37 -4.18E-02
90 3.90E+06 3.31E-01 -1.16 -2.11E-01
100 8.07E+06 3.70E-01 -3.15 -2.82E-01
110 1.26E+07 4.45E-01 1.31 -1.17E-01
120 1.83E+07 4.14E-01 -1.21 -2.87E-01
