To promote online businesses and sales, e-commerceindustry focuses to fulfill users' demands by giving them top set ofrecommendations which are ranked through different ranking measures.Deep learning based auto-encoder models have further improved theperformance of recommender systems. Astate-ofthe-art collaborative denoisingauto-encoder (CDAE) models user-item interactions as a corruptedversion of users rating inputs. However, this architecture stilllacks users' ratings-trend information which is an important parameterto recommend top-N items to users. In this paper, buildingupon CDAE characteristics, we propose a novel users rating-trendbased collaborative denoising auto-encoder (UT-CDAE) whichdetermines user-item correlations by evaluating rating-trend(High or Low) of a user towards a set of items. This inclusion of auser's rating-trend provides additional regularization flexibilitywhich helps to predict improved top-N recommendations. Thecorrectness of the suggested method is verified through different rankingevaluation metrics i.e., (mean reciprocal rank, meanaverage precision and normalized discounted gain), for various inputcorruption values, learning rates and regularization parameters.Experiments on standard ML-100K and ML-1M datasets showthat suggested model has improved performance overstateof-the-art denoising auto-encodermodels.
I. INTRODUCTION
In recent years, recommender systems have become an important tool for driving company sales across industries. They help to discover users' relationship with different items and recommend other items to users based upon their tastes [1] . A widely used collaborative filtering (CF) model learns users' interests by their interactions with items, e.g. purchase history, and recommend new items to the users. The performance of recommender systems is often evaluated by top-N recommendations presented to the user. Hence, in this paper, designing a recommender system for top-N recommendations is of particular interest.
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Matrix factorization [2] - [4] and its variants [5] - [7] are widely used to build collaborative filtering models. While matrix factorization based models are already in production to provide good recommendations, yet they are based on dot product of latent factors learned through matrix factorization which limit them in capturing subtle interactions of users and items. Deep learning based methods have further pushed the boundary of recommender systems research by either acting as a provider of latent features to conventional collaborative filtering methods [8] , [9] or fully substituting matrix factorization based methods [10] - [12] .
Auto-encoder is a feedforward unsupervised neural architecture, which is trained to encode input into latent representations (encoding) so that the input is reconstructed back using those representations (decoding) [13] . Autoencoder also provides relevant predictions to users [14] - [16] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Few variants of auto-encoder are proposed to provide ratings as well as ranking based predictions for top-N recommender systems [15] , [17] . The auto-encoders solving recommender systems include marginalized auto-encoder, contractive autoencoder, sparse auto-encoder, denoising auto-encoder and variational auto-encoder [15] , [17] - [19] . Model-based collaborative denoising auto-encoder (CDAE) determines the correlations between user-item interactions by modeling it as corrupted version for user's full preference set. This is implemented through a distinct useroriented node for each corrupted user input vector [11] , which outperform many conventional collaborative filtering and a deep learning based method [10] . Although deep learning neural models have been implemented by simply applying them on recommender systems' data, they still lack the modelling of users' preference behavior/trend while learning users-items interactions. For example, many items are given more preference by the users by assigning higher rating values while some items receive low ratings. This preference behavior establishes rating-trend of different users for various items and this rating-trend needs to be modeled while learning user-item interactions. In this paper, we propose a novel collaborative filtering (CF) strategy to model the user preference trend by giving weights to different rating-trends for top-N recommendations. To validate the significance of this novel approach, we experiment with a single layer de-noising auto-encoder which can be generalized to more layers. We call our proposed strategy as users' rating-trend collaborative denoising auto-encoder (UT-CDAE).
According to the proposed UT-CDAE model, the observed user-item interactions in the rating matrix exhibit the ratingtrend of a user for a set of items. The proposed methodology provides an opportunity to learn the percentage of high trend of a user by calculating the occurrence of high ratings (binary values corresponding to rating values 4 and 5) for items. The users co-liking patterns are also learned well during encoding process when trained on rating-trend based user oriented nodes. The suggested collaborative filtering strategy (UT-CDAE) proves to be an effective and a unique scheme for recommending specific but related items to the users.
A. RELATED WORK
The considerable contributions of auto-encoders for recommender systems include, generating predictions at the reconstruction layer and extraction of latent characteristics at the bottle-neck layer through dimensionality reduction procedure [15] . Recommender systems use auto-encoders to deal specifically with scalability and sparsity concerns [16] . In auto-encoders based literature, few methods for implementing collaborative filtering have been proposed for rating as well as ranking prediction.
Auto-rec is a single hidden layer ratings prediction based method proposed in [10] , which has two variants i.e. itembased (I-Auto-rec) and user-based Auto-rec (U-Auto-rec).
The work in [10] concludes that the performance of auto-encoders (I-Auto-rec) for recommender systems is effected by using different combination of mapping functions at the hidden and output layers. Moreover, it shows that deep layered I-Auto-rec reflects slight improvement in performance than shallow I-Auto-rec. The extension of Auto-rec is termed as CFN [20] which exploits de-noising approach and incorporate side information at the input layer. The de-noising method helps in learning more robust hidden representations while side information helps to alleviate the cold start and sparsity problems. Another extended variant of CFN [21] includes the side information not only at input layer but includes it to all layers. Apart from improving the training time, inclusion of side information also improves robustness and predictive correctness of the model.
One of the ranking based denoising versions of autoencoder for top-N recommendations is CDAE [11] . In CDAE, an additional user oriented node for each user is introduced at the input layer of denoising auto-encoder. That extra node at the input layer is connected to the hidden layer with unique weights (weight vector) for all user preference vectors. The performance of the model is significantly affected using these unique weights. In CDAE a negative sampling technique is introduced to reduce time complexity without sacrificing the ranking eminence [11] , [15] .
The type of variational auto-encoder (Muli-VAE and Multi-DAE) with implicit feedback for recommender systems is specified in [21] . In this scheme, parameters are computed using Bayesian inference method. Such inference technique improves the performance of (Muli-VAE and Multi-DAE) over CDAE. Another form of collaborative filtering using auto-encoders is ACF [22] . Instead of utilizing the sparse input vectors as given in preference matrix, ACF decomposes the original sparse input vectors based on the range of integer ratings e.g. 1-5. The decomposition corresponds to increase the sparseness of input vectors by decreasing the predictive accuracy. Moreover, ACF does not succeed to consider non-integer ratings as in [11] , [21] .
Auto-encoders are also responsible for learning latent feature representations from user/item content characteristics for recommender systems [15] . In this context, a Bayesian based collaborative deep learning (CDL) [23] model is proposed to combine stacked denoising (SDAE) auto-encoder with probabilistic matrix factorization (PMF). Another model similar to that of CDL was proposed before CDL known as relational stacked denoising auto-encoders for tag recommendation (RSDAE) [24] . The main difference between CDL and RSDAE is that instead of integrating SDAE with PMF, RSDAE combines SDAE with relational information matrix. Collaborative variational auto-encoder (CVAE) [25] is another CDL extension which introduces variational auto-encoder to replace deep neural part of CDL. CVAE learns probabilistic hidden representations for data contents [15] . For top-N recommendations, collaborative deep ranking (CDR) [26] which is a new model based on pair-wise objective function is proposed. Previous works in [15] , [26] , [27] have shown that pair-wise models are better fit for producing ranking lists.
To enhance and modify the idea of CDAE for top-N recommendations, we propose an innovative model to explore users' rating-trend for collaborative filtering for the purpose of learning more robust and non-linear representations in the hidden layer for producing ranking based predictions.
B. OUR CONTRIBUTION
In this paper, we propose a novel variant of de-noising autoencoder for top-N recommender systems. We call it users rating-trend based denoising auto-encoder (UT-CDAE). Our suggested approach incorporates two user oriented nodes in the input layer corresponding to high or low rating-trend of a user for observed items. For high rating-trend of a user, the weights associated to both nodes are added to the encoding layer. However, only the weight vector connected to a low rating-trend node is added to the encoding layer for a low rating-trend of a user. The trend based addition of weights provides an opportunity for UT-CDAE to learn more robust and non-linear latent representations, which helps to produce improved ranking based predictions at the output layer. Furthermore, this paper also includes basic denoising auto-encoder (DAE) and collaborative denoising auto-encoder (CDAE) to compare the performance of the suggested method in terms of various ranking evaluation metrics. Performance of UT-CDAE can also be compared with state of the art CF based Top-N recommendation methods like Bayesian Personalized Ranking (BPR) [27] and other methods presented in [11] but the superior performance of CDAE in terms of mean average precision and recall over those methods is well established in the literature [11] for various datasets. Therefore, a detailed comparison of UT-CDAE is provided with CDAE and DAE for more evaluation metrics such as precision, recall, mean reciprocal rank, normalized discounted gain and mean average precision as ranking based evaluation measures for top-N recommendations. Moreover, we proposed UT-CDAE for Top-N recommendations, therefore, we evaluated our proposed CF model against Top-N CF based recommendation models instead of traditional CF approaches. The salient characteristics of the proposed scheme reflecting the contributions are as follows:
• We develop ranking-prediction computing model which is built on users' rating behavior for observed set of items. The proposed method not only provides flexibility in terms of regularization but also incorporates the features of other well established techniques for top-N recommendations.
• The suggested UT-CDAE assigns weights to inputs based on user's behavior. For example, when the ratingtrend of a user for a set of items is high, then weights of two randomly generated unique vectors are added to the encoding layer otherwise weight of only one unique vector is added to encoding layer.
• Rating-trend based setting in UT-CDAE succeeds in exploiting the latent representations required to predict the rating behavior of a user towards items, which authenticates the robustness and correctness of the model.
• The perfection of proposed model in terms of ranking prediction for top-N recommendations is recognized through testing it on different datasets.
C. NOTATIONS
We denote matrices with upper-case bold letters (e.g., M) and vectors are represented by a lower case bold italic letters(e.g.,m). The x th row of a matrix M is denoted by M x and (x, y) th entry of a matrix is represented by M xy whereas x th element of a vector m is symbolized by m x . We treat u as user index and i as item index throughout the paper.
D. PAPER OUTLINE
The remaining portion of the paper is arranged as follows: Problem definition of top-N recommendation model is given in Section II. Section III details mathematical explanation of training denoising auto-encoders (DAE), collaborative denoising auto-encoders (CDAE) and proposed UT-CDAE. Simulation details, evaluation metrics, mathematical description and discussion on results are presented in Section IV. Section V holds conclusion and future research directions.
II. PROBLEM DEFINITION
The objective of a recommender system is to recommend top-N items to a user according to his interest. In this paper, users and items sets are denoted by ℘ = {1, . . . , p} and Q = {1, . . . , q} respectively. A set of observed user-item pairs is denoted by Z = {u, i, z ui } where z ui represents a non-zero rating (for implicit feedback setting, z ui = 1) of a user u for item i. An unobserved set of useritem is given byZ. The user-item pairs dataset comprises of some information taken from a subset S un ofZ is known as augmented dataset [11] represented byZ. Such augmented dataset is used to avoid trivial solution by optimizing pointwise objective function for implicit feedback setting where all observed 'likes' are treated as ''1''. For a specific user u, the set of ratings in training data is designated as Z u , while a set of unobserved ratings of a user u is represented byZ u . The items which are to be suggested to a user u are the ones present in Z u . Therefore, a subset of items fromZ u are suggested by a recommender system to a user for top-N recommendations. Due to a large number of users and items in rating matrix, we take a subset of unobserved preferences of a user u termed as S un (S un = 5 is set for simulations) from unobserved ratings set of a userZ u and calculate gradients for the items in S un ⊂Z u though back-propagation rather than calculating gradients on all outputs. The S un set is also described as set of negative items in [11] . In this paper we are actually using implicit feedback setting {0, 1} instead of numerical feedback setting that lies in the range of {1, 5}.
III. DENOISING AUTO-ENCODERS FOR RECOMMENDER SYSTEMS
In this section, details of denoising auto-encoder based methods for dealing top-N recommendations are given. The subsections of Section III hold details of models i.e., DAE, CDAE and UT-CDAE for the reconstruction of original input from corrupted one.
A. DENOISING AUTO-ENCODERS (DAE)
A simple auto-encoder [10] for recommender system consists of input layer, a hidden layer and an output layer for encoding a high dimensional partially observed input vector t ∈ R d (user based or item based) of a rating matrix R ∈ R p×q to a low dimensional space (K ), which is reconstructed at the output layer (also called decoder part). The projection of the input t to the hidden space H through activation function is represented as:
where b H ∈ R K , is bias of the hidden layer and matrix W 1 ∈ R d×K represents the weights of input layer associated with the hidden layer. The activation function f (·) can be Sigmoid or Identity as given in [10] . If we use Sigmoid as mapping function f (·) = Sigmoid, then hidden layer is represented as:
The reconstruction of the input is done in the output layer (O) by again projecting the hidden representation to the output layer and applying the activation function g| (·) = Sigmoid at the output layer. The reconstructed input vector is given as:
Similarly, b O ∈ R d , is bias of the output layer and matrix W 2 ∈ R K ×d denotes the weights tied to the hidden layer and the output layer.
of an auto-encoder are learned (trained) through back-propagation to solve the reconstruction loss. The loss can be squared-loss (for regression) or cross-entropy-loss (for binary inputs). For user input vectors the squared objection function (L) for auto-encoder is given as:
Here, L is the squared loss function and R represents the regularization term. Another variation of a basic auto-encoder is the denoising auto-encoder (DAE) [28] . In simple auto-encoder, network is trained to reconstruct input t at the output layert, by exploiting the information learned in the hidden layer. Whereas, DAE is trained to reconstruct t from partially corrupted form of the inputt. Denoising property of DAE, makes it more robust than basic variant since it also has ability to deal with corrupted forms of data [29] . For recommender systems, this models sparse input as a corrupted input and reconstructing the clean output helps in learning latent space of data at the hidden layer (bottle-neck layer). The network of DAE is graphically shown in Fig 1(a) .
In DAE, input t is initially corrupted to get a partially corrupted formt by using the concept of stochastic mappingt ∼ q(t|t) [28] . The corrupted form of the input is randomly drawn from a conditional distribution p(t|t). The standard input corruption options are additive Gaussian noise p t | t = N(t, ) (where covariance matrix is not dependent on t) and mask-out corruption (where every dimension of t is randomly overwritten by 0 with a probability of q) [11] , [30] .
For the sake of making corruption unbiased, non-corrupted entries are set by a factor of 1/(1 − q) which is a function of the original input value.
B. COLLABORATIVE DENOISING AUTO-ENCODERS (CDAE)
The DAE is extended in [11] to a more improved form of collaborative filtering by introducing a user oriented node in the input layer of the denoising auto-encoder, known as collaborative denoising auto-encoder (CDAE). The idea of CDAE is to recover correlations among user and items through a corrupted version of given binary feedback. The difference between DAE and CDAE lies in the additional encoding vector v u ∈ R K (user oriented) at the input layer for a user. CDAE proved to be an improved model than DAE for top-N recommendations. The network design of CDAE is given in Fig 1(b) .
The hidden layer of CDAE with Sigmoid mapping function is represented as:
where v u ∈ R K is the randomly generated Gaussian noise.The representation of output layer using sigmoid activation function for CDAE is similar to the AE, which is denoted as:
The average reconstruction loss turn out to be expected average loss [11] , [30] using the condition p t | t . Therefore, expected average squared loss of CDAE for the training of
Here, R is the regularization term that includes squared 2 norm of the training parameters represented as:
As it is already proved in [11] that performance of CDAE in terms of mean average precision improves after adding one unique user oriented weight vector to the encoding layer. But that randomly generated specific vector is added to encoding layer for all input user vectors irrespective of users rating behavior. This provides an opportunity to use weight vectors according to users' rating-trend. Therefore, in proposed strategy, one user oriented weight vector is added to input layer for low rating-trend of a user as evidenced in [11] and two weight vectors are added for high rating-trend of a user.
By exploiting the concept of CDAE, we propose an additional value-added strategy for collaborative filtering by using the rating-trend of users. We call such variation as user's rating-trend based collaborative denoising auto-encoder (UT-CDAE).
Apart from modelling user vectors as corrupted inputs, an important aspect is to encode the rating-trend of users. To learn latent features of users, a user who has a behavior of giving higher ratings should be learned. Similarly, for users having low rating-trend should also be learned. This will help to generalize the recommendations for those items which don't have any recommendation for a user. In our proposed model, this rating-trend of users is incorporated using two additional nodes vectors in a basic DAE architecture. One of the node vectors encodes low-valued ratings and involvement of both node vectors encode high-valued ratings. For a user with low-valued rating-trend, low trend user node is activated while for high-valued rating-trend, high trend user node along with low-valued user node is activated. These user's rating-trend encoding nodes can also be visualized as weight vectors encoding rating-trend of users. User with high valued ratings are given more weights while learning their latent features. This idea of encoding user's rating-trend has outperformed other denoising based methods (DAE and CDAE) while predicting top-N recommendations, as given in Section IV (Results and Discussions).
1) BRIEF DISCUSSION ON USER'S RATING-TREND
The rating-trend of a user actually exhibits the rating patterns of a user to indicate the preference of a user for a set of items. Rating patterns can be categorized into low and high rating patterns. If a user is habitual of giving high ratings for the items of his interest, then this habit of a user reflects the high rating-trend of a user for a set of items. Whereas, rating-trend of a user is said to be low, if a user frequently gives low ratings for the items. In order to calculate the actual rating-trend of a user, a threshold value is required to check whether the accumulative rating-trend of a user is greater or lesser than the threshold value (e.g. Threshold value = 30% of the total items set). The value of threshold plays a role in determining the overall performance of the proposed method. Lower threshold values improve the proposed model by activating both user oriented nodes of the UT-CDAE. However, the overall performance trend will remain same for different input corruption levels. The proposed UT-CDAE captures the rating-trend of a user by counting the ratings (number of 1's against numerical ratings 4 and 5) rated by a user in a rating matrix for a set of items through a binary feedback as given in Table I . If the number of 1's are less than the decided threshold value then rating-trend of a user is said to be low otherwise rating-trend of a user is known as high rating-trend. The benefit of modelling rating-trend for Top-N recommendations is to recommend an unrated set of items to the user by approximating the dominating preference behavior (ratings) of a user for a rated set of items. The process of computation of user's rating-trend for a set of items through an intuitive example is given in Table I .
2) NETWORK DESIGN/ARCHITECTURE
The UT-CDAE network comprises of encoding and decoding layers. The encoding layer maps the data inputs from the input layer to the hidden layer. Decoding layer maps the encoded representation of data from hidden to output layer. An illustration of the network of UT-CDAE is presented in Fig 1(c) .
The input layer of UT-CDAE consists of iln + 2 nodes, where iln denotes input layer nodes representing a user's preferences for set of items. Each node in iln represents an item in Z u . The left and the right most nodes in the input layer excluding the iln nodes are distinct for each user and termed as ''user rating-trend nodes''. We call the left most node as High-Trend-User-Node (HTUN ) and the right most node is known as Low-Trend-User-Node (LTUN ). Weights connected to both nodes, i.e., (HTUNandLTUN ) are different and uniquely linked to preferences of each user (u ∈ ℘).
The training set formed for the observed user-item interactions Z consists of p user vectors t 1 , t 2 , t 3 , . . . , t p , where t u = {t u1 , t u2 , t u3 , . . . , t uiln } denotes a sparse, iln dimensional user's (u) preference based binary vector that merely contains the observed non-zero entries for items in the items set Q, the value t ui depends upon rating values of a user u for an item i. If a user does not like an item i then t ui = 0, otherwise t ui = 1.
The hidden layer is composed of K nodes which are fully connected and smaller in dimension than the input layer. In addition to the K nodes, there is an additional bias node present in the hidden layer, which is fully connected to the output layer and acts as an offset. The weight matrix between the input layer nodes iln and the hidden layer nodes K is represented by W 1 ∈ R iln×K . We represent the weight vectors of HTUN and LTUN associated with hidden layer nodes respectively as v hut ∈ R K and v lut ∈ R K .
The output layer represents reconstructions of the input t u with iln nodes. The output layer is densely connected with the hidden layer nodes through a weight matrix represented as W 2 ∈ R iln×K . As the dimension of both the input and output layers is iln, therefore, the weight vector associated with the bias node in hidden layer is denoted by b 1 ∈ R iln . The inputt u applied at the input layer of UT-CDAE is a corrupted version of the original input t u . The corruptions are incorporated randomly in the input vector using masking noise as given in equation (8).
3) PROBLEM FORMULATION
Given u ∈ ℘ user vectors, the average reconstruction error w.r.t user's rating-trend is minimized through learning of parameters
Hence, the expected average loss [30] for UT-CDAE is given as:
We use cross-entropy loss as reconstruction loss because cross-entropy loss is appropriate for binary inputs. The reconstruction through cross-entropy loss (L) is computed as:
where, R UT −CDAE is the regularization term involved in average reconstruction loss of UT-CDAE represented as:
To handle the complexity of the proposed method, the regularization terms R 1 and R 2 in the expected average loss for higher and lower rating-trend of a user are based on the trend value denoted by γ . For a higher rating-trend of a user, γ = 0 otherwise γ = 1. We compute squared l 2 norm of the parameters in the regularization terms as follows:
Here parameters
are updated through stochastic gradient descent. The stepwise pseudocode of the proposed method is given in Algorithm 1.
Algorithm 1 Pseudo Code of Proposed UT-CDAE Algorithm for Top-N Recommender Systems
Input: Corrupted User Preference Vectors Output: Clean User preference vectors 1) Initialize parameters randomly 2) Set epoch = 1 3) While epoch < epochs do 4) for all u ∈ ℘ do 5) Add noise to input user vectort u ∼ p t u |t u through Equation 8 6) Calculate rating-trend γ for a User u 7)
If High user rating-trend i.e. (γ = 0) 8)
Compute H (t) from Equation 18 9) Else (γ = 1) 10)
Compute H (t) from Equation 19 11) Take negative samples S un ⊂Z u 12)
for all i ∈ Z u ∪ S un do 13)
Update parameters =
end for 15) end for 16 
The two nodes added in the design of the proposed model are different from the bias terms since regularization is being applied on these nodes individually. Merging the value of two nodes may had same effect if they would have been regularized with a single penalty λ for both low and high rating-trends as compared to penalties applied individually for low rating-trend as λ 1 and high rating-trend as λ 2 .
Moreover, In proposed UT-CDAE, using two user-oriented nodes (vectors) in input layer with sigmoid activation function for high rating-trend layer helps in learning more nonlinear and robust representations in the hidden layer, which are useful for reconstruction of the original input for high ratingtrends at the output layer. Therefore, it can be concluded that addition of two user-specific nodes in the design of UT-CDAE enhanced the representation capability for high rating-trend of users.
The learning of UT-CDAE involves projection of the input t u to hidden layer to discover the hidden representations. For a high user's rating-trend for observed items (γ = 0) i.e. (number of binary 1's representing numerical ratings of 4 and 5 in a user vector are more in number), H (t) is computed as:
However, if there is a low rating-trend of a user, then γ is equal to 1 and H (t) is evaluated as follows:
For reconstruction of the input, the hidden representation H (t) is again mapped to the output layer (O) to reconstruct the clean input without corruption. After applying Sigmoid as activation function at the output layer, reconstructed value for the i th node is solved as:
IV. RESULTS AND DISCUSSIONS
In this section simulation results of all three methods are given.
A. DATA PREPROCESSING
We split ratings into 80% training set and 20% test set. We randomly choose the training examples from the dataset and treat the remaining examples as test data. We convert explicit numerical feedback (on a scale of 1-5, 1 for lowest and 5 for the highest rating) into binary implicit feedback and follow the convention that we don't keep the numerical ratings less than 4 and assign them a binary value '0' but we keep numerical ratings greater than and equal to 4 and assign a binary value of '1' as already done in [9] , [11] , [27] , [31] , [32] .
B. DATASETS DESCRIPTION
To prove the effectiveness of our proposed method, we consider two datasets from MovieLens for the evaluation of methods in our experimentations. ML-100K and ML-1M [33] are considered standard datasets for assessing the performance of recommender systems [24] , [34] . The range of numerical ratings for both ML-100K and ML-1M is from 1 to 5. Minimum number of ratings per user for each dataset are 20. The particulars of both MovieLens datasets are summarized in Table II . 
C. SIMULATION DETAILS
We use grid search for tuning and selection of best hyperparameters on the training datasets for all methods. We performed 5 fold cross validation for 100 epochs and report the average results for all algorithms. Algorithms are assessed for different values of learning rates [0.1, 0.01, and 0.001] and the best results for suitable learning rates are reported for each method. Standard value of regularization parameter reg_rate1(0.01) is taken for the three methods (DAE, CDAE and UT-CDAE). Another regularization parameter is used only by the proposed method named as reg_rate2 and UT-CDAE is evaluated by using various values of (reg_rate2 = 0.1, 0.3, 0.5, 0.7, 0.9). We use masking noise to corrupt input vectors and performance of methods is tested against different corruption levels. These levels are called input corruption ratio (ICR = 0.2, 0.5, 0.8). The values of ICR depicts proportion of corruption (where each entry of input is randomly overwritten by 0 with a probability of ICR) in the input. Here ICR = 0.8 indicates that 80 percent of total inputs are randomly overwritten by 0). Simulations are performed using a single hidden layer for the network with (K = 50) latent dimensions. We use SGD as optimizer with a mini-batch size of 100 for ML-100K and 500 for ML-1m to learn the parameters for all the algorithms including the proposed one. During the learning of algorithms, Adam [35] is selected for the learning rate to adapt automatically. Results in tables and figures for DAE, CDAE and UT-CDAE are presented based on the optimal learning rate hyper-parameter value LR = 0.01 which is set to adapt automatically, with three input corruption ratio variations ICR = (0.2, 0.5, 0.8) and (reg_rate1 = 0.01). Values of reg_rate2 used exclusively for the proposed method are (reg_rate2 = 0.9 for ICR = 0.2 and 0.5 and reg_rate2 = 0.7 for ICR = 0.8). The optimum hyper-parameters selection and settings are summarized in Table III . 
D. SIMULATION ENVIRONMENT
Simulations are performed in Spyder 3.3.2 release 2015 by means of Python 3.5 (64 bit) on Windows 10 Pro Education 2018 operating system (64 bit). Experimentations are completed on laptop with these specifications. (Core-i7-5600U @ 2.60 GHz) Processor and DDR2 16 GB Ram. We implemented all methods in python using tensorflow.
E. EVALUATION METRICS FOR TOP-N RECOMMENDATIONS
In top-N items ranking approach, a set of top-N ranked items are selected as recommendations to a user. A set of items that is recommended to the user is denoted by (N ), which is equal in size to the recommended list of N items. Suppose H be the set of all possible relevant items for a user, then for any list of top-N recommendations, following ranking based metrics at N are defined as follows [36] :
Precision (P@N): Precision is the percentage of recommended items that are also relevant out of all possible recommended items for a user u in the top-N recommendation set.
Recall (R@N):
Recall is the percentage of relevant items that are also recommended out of all possible relevant items for a user u in the top-N recommendations set.
MAP:
The ranking metric MAP is meant to evaluate the fraction of relevant items from recommendation set for a user. Different equally spaced sizes of recommendation sets are considered for MAP for p users and the mean of precision is taken for all sets with different sizes.
AP is the average precision of relevant items of a user u for all hits from a recommendation set.
Here, relv (t) indicates whether the relevance of t th item is true (relv (t) = 1) or false (relv (t) = 0). NDCG: The Normalized cumulative discounted gain is the ratio of discounted cumulative gain to the ideal value of discounted cumulative gain (IDCG). The IDCG is computed by repetitive computations for DCG by arranging all the items in the test set in an ideal order after normalization.
Here, The set of items rated by user u, which is concealed from recommender system before estimation is denoted by S u and the relevance of item i for a user u is relv ui . The utility of user u towards item i is represented by f ui and w i is the rank of item i in the test set S u .
Where,
Here, the relevance of item i for user is relv ui . NDCG@N: It is also possible to evaluate the DCG over a recommendation set of length (N ) which is given as:
MRR: The mean reciprocal rank is also known as average reciprocal hit rate (ARHR). It is defined as the average reciprocal hit rate over all p users. The range of mean reciprocal rank lies between (0, 1).
The average reciprocal hit rate (ARHR) is another evaluation metric, which is used for implicit feedback setting of datasets, where rating of a user u for an item i (r ui ) lies in (0, 1). In such implicit feedback setting r ui = 1 shows a ''Hit'' which means a user rated an item and r ui = 0 means that a user has not rated an item. While, missing values are treated as ''0''. Thus, ARHR is defined as the role of item i ∈ S u to its utility.
Here, r ui is the rating of a rating of a user u for an item i and w i is the rank of item i in the test set S u . Therefore, r ui w i denotes the collect utility of an item based on its rank.
F. RESULTS DESCRIPTION
The discussion on results for UT-CDAE with respect to datasets such as ML-100K and ML-1M is given below.
1) ML-100K DATA SET
For ML-100K dataset, performance comparison of all three methods for various values of ICR (0.2, 0.5, 0.8) in terms of different evaluation metrics is shown in Table IV and Fig 2 to Fig 6. For all evaluation metrics listed in Table IV , Fig 2 to Fig 6 show that our proposed method outperforms DAE and CDAE for ICR values 0.2 and 0.5. However, for ICR = 0.8, the proposed UT-CDAE has better performance that DAE but comparable with that of CDAE.
Primarily we asses performance of UT-CDAE in terms of MRR, MAP and NDCG measures and results are presented in Table IV , Fig 2 and 3 . It is observed that for corruption levels (ICR = 0.2, and 0.5), UT-CDAE consistently shows superior performance than other techniques (CDAE, DAE) from 15 to 100 epochs. For ICR = 0.8, performance of UT-CDAE is comparable with CDAE but UT-CDAE outperforms DAE. A minor increase in scores for ICR = 0.8 is achieved by UT-CDAE after 100 epochs than CDAE. Such difference in results is due to the extra regularization of the proposed objective function, which is based on user's rating-trend.
The algorithms' performance is further verified with reference to NDCG@5 and NDCG@10 for same ICR variations and the outcomes are shown in Fig 4. It can be seen in Fig. 4 that the relative improvement in performance of proposed UT-CDAE for ICR = 0.2 and 0.5 is far better than other methods. This enhancement in performance is due to the flexibility in architecture of the proposed method. UT-CDAE attains similar performance as that of CDAE for ICR = 0.8 after 100 epochs but it performs significantly better than DAE with the same settings.
Precision curves for the competing methods are shown as P@5 and P@10 in Fig 5 for same ICR settings. It is observed in Fig 5 (a) -(f) that after 10 epochs, our proposed UT-CDAE achieves outstanding performance than CDAE and DAE for P@5 and P@10 with two ICR variations (0.2, 0.5). Noticeable increase in precision score of UT-CDAE at P@5 for ICR = 0.5 is seen than other methods. This boost in performance is achieved because of the users' rating-trend based decision of adding weight vectors to the users input vectors. It can also be seen that with ICR = 0.8, our proposed method attains better final score in terms of P@5 and P@10 after 100 epochs but its performance is comparable to CDAE for all epochs. It also outperforms DAE for all epochs with ICR = 0.8. Fig 6 presents recall (R@5 and R@10 ) results for DAE, CDAE and our UT-CDAE method. It is clearly depicted in Fig 6 (a) -(f) that DAE shows worst performance than CDAE and UT-CDAE in terms of R@5 and R@10 for all epochs with all ICR variations. This is due to lack of user oriented weight vectors for each user. Moreover, Fig 6 portrays that our proposed method performs significantly better than counterparts for ICR = 0.2 and 0.5. It is also observed that for ICR = 0.8, R@5 scores for UT-CDAE and CDAE are comparable but CDAE score for R@10 exceeds UT-CDAE after 30 epochs.
In Fig 7, relative comparison of the proposed UT-CDAE with other two variants is made using bar-chart for ML-100K dataset. Fig 7(a) shows the scores based on P@5 for DAE, CDAE and suggested UT-CDAE methods for different values of input corruption ratio (ICR = 0.2, 0.5 and 0.8). It is observed that UT-CDAE performs significantly well with precision (0.2509) for ICR = 0.5 than other methods. UT-CDAE shows appreciable performance (0.2480) for ICR = 0.2. However, UT-CDAE exhibits similar precision scores (0.2654) as CDAE (0.2569) and DAE (0.2501) with ICR = 0.8.
P@10 scores of DAE, CDAE and proposed UT-CDAE are presented in Fig 7(b) against ICR variations. The precision value (0.2034) achieved by UT-CDAE as compared to other counterparts for ICR = 0.2 is much better than ICR = 0.5 and 0.8. It is also seen that for ICR = 0.5, UT-CDAE leads both CDAE and DAE with score (0.2065) but CDAE and DAE perform in a similar fashion. For ICR = 0.8, there is a slight improvement in performance of proposed method (0.2159) than CDAE (0.2106) whereas CDAE performs slightly better than DAE. A similar performance trend in terms of R@5 of the proposed method is observed as that of P@10 for ICR = 0.2 and 0.5 than other methods as shown in Fig 7 (c) . The comparable behavior in recall score of UT-CDAE and CDAE is noticed for ICR = 0.8, where CDAE performs slightly better than proposed UT-CDAE with recall scores of (0.1551) and (0.1531) respectively but both CDAE and UT-CDAE show improved performance than DAE with recall score of (0.1394). A comparison between UT-CDAE concerning recall score for top-10 recommendations (R@10) with other methods is represented in Fig 7(d) . The bars graphs for UT-CDAE with ICR = 0.2 and 0.5 depict superior performance of proposed scheme than other methods with recall scores of (0.2238) and (0.2315) respectively. For ICR = 0.8, proposed strategy (0.2365) slightly lags behind CDAE (0.2388) and both methods lead DAE for R@10.
Bar graphs for NDCG@5 and NDCG@10 in Fig 7 (e ) and (f) show improved performance of the proposed method than CDAE and DAE. For ICR 0.2 and 0.5, UT-CDAE NDCG values show improvement with good margins than other competing methods. 
2) INVESTIGATION THROUGH LATENT DIMENSIONS
To observe the effect of latent features on the performance of the proposed method, the performance of UT-CDAE with ICR = 0.8 is also tested for number of hidden dimensions (K).
The performance of UT-CDAE in terms of MAP, MRR and NDCG with variations in latent dimensions using ML-100K dataset, is given in Fig 8. It is witnessed from the Fig 8 (a) -(c), that with increase in number of latent dimensions up to K = 50, performance of the proposed method increases with K. When K is further increased beyond 50, performance of UT-CDAE starts declining. The cause of decrease beyond K = 50 is over-fitting. It is realized that the proposed method shows increasing trend in performance up to 50 latent dimensions and decreasing trend in performance afterwards. The percentage increase in performance of the UT-CDAE in terms of MAP, MRR and NDCG over CDAE and DAE against 50 latent dimensions with ICR = 0.8 using ML-100K dataset are, 1.07%, 2.49%, 0.75% and 7.49%, 6.41%, 3.28% respectively.
3) ML-1M DATA SET
To further validate the performance of the UT-CDAE, we also evaluate it on ML-1M dataset in comparison with other methods.
Performance comparison of the three methods on ML-1M dataset is presented in Table V . With reference to evaluation metrics i.e. MAP, MRR and NDCG, it is seen in Fig 9 and 10 that for ICR = 0.2 UT-CDAE performs significantly better than counterparts. While, for ICR = 0.5 and 0.8, performance of UT-CDAE is comparable to CDAE. In addition to NDCG, performance of UT-CDAE in connection with NDCG@5 and NDCG@10 for ICR values against CDAE and DAE is presented in Fig 11. The difference in performance of UT-CDAE than CDAE with regard to NDCG@5 and NDCG@10 with ICR = 0.2 is substantial than with ICR = 0.8. However, UT-CDAE shows similar performance to that of CDAE for ICR = 0.5. The bar charts in Fig 14 (a) -(f) demonstrate the overall comparison of UT-CDAE, CDAE and DAE for various evaluation metrics against different ICR values on ML-1M dataset. It is perceived from Fig 14(a) that UT-CDAE shows better performance in terms of P@5 than other counterparts and the best score attained by UT-CDAE with ICR = 0.8 is (0.2712). Whereas, CDAE exhibits comparable and a bit improved behavior with score (0.2597) than UT-CDAE only with ICR = 0.5. The behavior of UT-CDAE regarding P@10 in Fig 14 (b) is similar to that of P@5 in Fig 14 (a) against CDAE and DAE. The maximum score attained by UT-CDAE is (0.2264) with ICR = 0.8. UT-CDAE only lags behind CDAE for ICR = 0.5 and it outperforms DAE for all ICR values.
The comparison of methods using bar charts for recall (R@5, R@10) and normalized discounted gain (NDCG@5, NDCG@10) scores with different ICR values are given in Fig 14(c)-(f) . The comparative trend in performance of UT-CDAE in terms of recall and normalized discounted gain against CDAE and DAE is same as that of precision scores given in Fig 14(a)-(b) . Fig 14(c) represents best R@5 score (0.1079) achieved by UT-CDAE and the improved R@10 score (0.1715) attained by UT-CDAE is presented in Fig 14(d) . However, finest scores in terms of NDCG@5 and NDCG@10 accomplished by UT-CDAE are (0.2970) and (0.2807), which are respectively given in Fig 14(e) and 14(f).
4) PERFORMANCE COMPARISON OF DEEP LEARNING BASED METHODS
To prove the usefulness of the proposed method, we have also compared the performance of UT-CDAE with few recent deep learning based methods apart from other competing methods i.e. DAE and CDAE, for ML-1M dataset. The results of each deep learning based method are reported with best hyper-parameter settings. Brief introduction of the deep learning based baselines is as follows:
• Caser [37] , [38] : Caser is proposed to model Users' sequential patterns and general preferences. Caser is meant to generalize some standard approaches in a combined framework. Sequential patterns and skip behaviors are captured by Caser through vertical and horizontal convolutional filters. Caser optimize its network through cross-entropy.
• NCF [39] : The user and item preferences for Top-N recommendations are learned through Neural Collaborative Filtering (NCF) method. The development of NCF is accomplished by integrating matrix factorization and multi-layer perceptron (MLP).
• ECAE [39] : Enhanced Collaborative Auto-encoder (ECAE) is suggested to learn robust information for recommendation from produced soft targets (data) using knowledge distillation method. In ECAE, states generated from generation and retraining networks are combined to build an integrated framework. Using such unified network the soft targets can be tuned by propagating the training errors of retraining network to reduce noise for retaining useful information. The proposed UT-CDAE outperforms deep learning based method Caser [37] , [38] in terms of different evaluation metrics i.e. (P@10, R@10, P@5, R@5, MAP and MRR) and results are presented in right most column of Table V. To demonstrate the effectiveness of the proposed work, performance of the UT-CDAE is further matched with other two deep learning based methods (NCF and ECAE) [39] with regard to NDCG@10. NDCG@10 scores are given in Table VI . It is observed that UT-CDAE achieved significant improvement in terms of NDCG@10 against both methods. This behavior confirms the effectiveness of UT-CDAE for providing TOP-N recommendations.
G. IN-DEPTH ANALYSIS
To improve the interpretability of the proposed model, the in-depth analysis of results achieved by UT-CDAE is also presented through the following different performance measures.
1) SCALABILITY AND ROBUSTNESS
To demonstrate the effectiveness of our proposed UT-CDAE model, we simulate our model with two MovieLens datasets i.e. ML-100K and ML-1M and found that UT-CDAE outperforms denoising variants i.e. CDAE and DAE for both datasets. Since ML-1M is much bigger dataset than ML-100K, which proves that suggested UT-CDAE is a scalable model which has the ability to show improved performance even for MovieLens larger dataset i.e. ML-10M as that of CDAE [11] .
Furthermore, to validate the robustness of proposed UT-CDAE, the evaluation of suggested model is performed in terms of various performance measures such as P@10, R@10, P@5, R@5, MAP, MRR, NDCG, NDCG@5 and NDCG@10. The significant performance of UT-CDAE in comparison with CDAE and DAE for all metrics confirms that UT-CDAE is robust and its capability of modelling rating-trend improves the Top-N recommendations to the users.
2) AVERAGE IMPROVEMENTS OF UT-CDAE Relative to ML-100K AND Ml-1M DATASETS
The higher average improvements in performance of UT-CDAE are observed with ICR = 0.2. Hence, average results for ICR = 0.2 are of greater importance and are discussed below. 
3) ML-100K
The average improvements of UT-CDAE in terms of P@10 and R@10 over CDAE and DAE are 12.44%, 14.48% and 12.56%, 14.77 respectively. Whereas, the percentage increase in performance with respect to P@5 and R@5 against CDAE and DAE are 12.17%, 14.35% and 14.55%, 16.60% respectively. It is noticed that 81.29% and 89.50% with ICR = 0.5 are the highest average improvements of UT-CDAE for P@5 against CDAE and DAE and this is the most substantial improvement achieved than all other evaluation metrics given. Apart from precision and recall, the average increase in performance of UT-CDAE relative to MAP, MRR and NDCG as compared to CDAE and DAE are 13.61%, 6.59%, 4.87%, and 15.65%, 9.76%, 5.81% respectively. The percentage rise in performance of proposed method in terms of normalized discounted gain NDCG@5 and NDCG@10 in contrast to CDAE and DAE are respectively given as 11.50%, 12.09% and 14.37%, 13.78%.
4) ML-1M
A noticeable increase in average performance is achieved by UT-CDAE for ML-1M dataset with ICR = 0.2 than for ICR = 0.5 and 0.8 over CDAE and DAE in connection with evaluation metrics presented in the Table V for ML-1M dataset. It is observed that the average improvements obtained by UT-CDAE for ML-1M dataset are similar to that of ML-100K dataset. The considerable average improvements accomplished by UT-CDAE with ICR = 0.2 in comparison with CDAE for P@10, R@10, P@5, R@5, MAP, MRR, NDCG, NDCG@5 and NDCG@10 are respectively given as 8.06%, 10.55%, 8.42%, 10.73%, 10.40%, 7.37%, 3.88%, 8.97% and 8.97%. Moreover, it is observed that the percentage increase in performance of UT-CDAE than DAE relative to evaluation metrics such as P@10, R@10, P@5, R@5, MAP, MRR, NDCG, NDCG@5 and NDCG@10 with ICR = 0.2 is substantial than CDAE and the average increase in performance for these metrics against DAE are respectively given as 11.04%, 13.79%, 11.64%, 13.75%, 12.97%, 9.65%, 4.95%, 12.15% and 11.88%.
5) ANALYSIS WITH RESPECT TO ICR VARIATIONS
For all of the above discussed evaluation metrics, UT-CDAE has improved performance for ICR values of 0.2 and 0.5 as compared to other methods and comparable performance for ICR = 0.8 to CDAE. This is because higher values of ICR randomly overwrites large number of input vector values with zeros, thus making low valued rating-trend dominant while learning latent features at the encoding node. This approximates UT-CDAE to CDAE and hence only one weight vector at the input layer is activated. This also validates our proposed method for modeling user rating-trend using two weight vectors v hut and v lut nodes.
V. CONCLUSION
In this work, we have proposed a de-noising auto-encoder based recommender system (UT-CDAE) that models users' rating-trend while finding top-N recommendations for a user. The proposed method has outperformed other de-noising auto-encoder based methods (DAE and CDAE) for relatively lower values of ICR (0.2 and 0.5). Low ICR values help in retaining a discernible proportion of users' rating-trend in the data set and hence provide valuable information to UT-CDAE to model users' rating behavior. Comparison of the proposed method with DAE and CDAE in terms of various evaluation metrics show improved performance and robustness of the UT-CDAE for proposing top-N recommendation to the users.
