Image inpainting refers to restoring a damaged image with missing information. The total variation (TV) inpainting model is one such method that simultaneously fills in the regions with available information from their surroundings and eliminates noises. The method works well with small narrow inpainting domains. However there remains an urgent need to develop fast iterative solvers, as the underlying problem sizes are large. In addition one needs to tackle the imbalance of results between inpainting and denoising. When the inpainting regions are thick and large, the procedure of inpainting works quite slowly and usually requires a significant number of iterations and leads inevitably to oversmoothing in the outside of the inpainting domain. To overcome these difficulties, we propose a solution for TV inpainting method based on the nonlinear multi-grid algorithm.
INTRODUCTION
Inpainting is a technique of modifying an image by filling in the missing information on prescribed domains in an undetectable form and has drawn much attention in the recent years. The goals and applications of inpainting are numerous in image processing, vision analysis, and the movie industry, including text removal, restoring old photos, and creating special effects such as object disappearance from a scene, etc.
The amount of research has been significantly increased in digital image inpainting on effective variational partial differential equation models and their theoretical studies [1] [2] [3] [4] . Image inpainting was first introduced by Bertalmio et al. [2] involves the use of a partial differential equation (PDE) model based on the transport theory. The basic idea of inpainting algorithms is to fill-in regions with available information from their surroundings. Later, Chan and Shen [1] extended the classical TV denoising model of Rudin-Osher-Fatemi [5] and developed the total variation (TV) inpainting model from the point of view of variational principles and image prior models. This model can be used to repair non-texture image. The fill-in and the denoising procedures are carried out automatically: inside the inpainting domain it employs an anisotropic diffusion; while outside it applies the Rudin-Osher-Fatemi TV denoising model. The TV inpainting works well with small narrow inpainting domains [6] , and has many interesting applications [1] .
The formal first variation of the TV minimization problem for the TV inpainting is a nonlinear and highly anisotropic boundary value problem. As we know, the choices of both the discretization and iterative methods to solve the resulting nonlinear PDE system become an important issue. A common approach for solving the PDE is by discretizing it on a grid and obtaining a large algebraic system of equations. These can be solved iteratively, for example, by classical relaxation methods such as Gauss-Seidel or Jacobi. Rudin et al. [5] used an artificial time marching technique to solve the nonlinear PDE. Chan et al. [7] proposed a nonlinear primal-dual version of Newton method. Most of them usually require a significant number of iterations. Vogel et al. [8, 9] employed a fixed point iteration. Once the coefficients are fixed, various iterative solver techniques including multi-grid methods have been considered.
Multi-grid methods, which was developed in the early 70's [10] , can be used to provide efficient numerical solutions for PDEs, like Poisson's equation, with O(n) complexity. The distinguishing feature of this method is that a number of different grids are used on the domain, ranging from coarse to fine. A numerical solution on a coarse grid can be computed quickly, but it has low accuracy. However it is useful to be used as a starting point for an iterative solution on a finer grid.
Multi-grid methods are commonly used to accelerate the convergence of stationery iterative methods, such as Jacobi and Gauss-Seidel. It is well known that stationery iterative process with traditional fine grid approach leads to high-frequency error, or noise, which can be rapidly eliminated. However limited number of iterations can lead to undesirable artifacts due to lowfrequency error, when a nonlinear and highly anisotropic PDE is given. With the multi-grid approach, high-and low-frequency error are eliminated rapidly through the use of a hierarchy of grids. Therefore, multi-grid techniques are often optimal for discretized PDE and have been used successfully for problems in image processing and vision, e.g., [11] [12] [13] [14] .
We propose a solution method to the TV inpainting by using a nonlinear multi-grid algorithm. Note that our problem involves several inherent difficulties, e.g., it is nonlinear, it contains rapidly-varying coefficients, and it is imbalance between inpainting and denoising, as the inpainting regions are thick and large [6] . A significant number of iterations for the inpainting domain will cause a certain amount of blurring in the outside of the inpainting domain. These properties guide our algorithmic preferences. This paper is organized as follows. First, in Section 2 we briefly describe the TV inpainting model. Section 3 presents the multi-grid methods. In Section 4 we apply multi-grid methods to the TV inpainting. In Section 5 we show comparisons of results for several images. Section 6 contains conclusions.
THE TOTAL VARIATION INPAINTING
In general, image inpainting can be described as follows. Let Ω be the entire image domain, and z is the given original image. We define domain D as the inpainting domain where the image information is missing, and ΩD denotes the inpainting boundary ∂D∈Ω\D. We refer to z as the available part of the image on Ω\D (see Fig. 1 ).
TV inpainting methods are used to find a solution u on the inpainting domain D by using information from the domain Ω\D by minimizing TV function,
In most cases, the available part of the original image z contains noise (such as those digitally scanned photos with dust resting on the scanning glass). Hence TV inpainting usually embedded denoising in the inpainting process.
The basic idea of TV inpainting is to restore those regions with missing information and eliminate noise (if exists) while preserving the edges, and the goal of this work is to recover the entire clean image u from a given incomplete noisy image z observed only on domain Ω\D. The following is the TV inpainting model where λ is a so-called regularization parameter that works as a tradeoff between the quality of the solution and the fit to the observed data. The integral is a fidelity term, and is the total variation energy, to remove noise or small details, while keeping important features and sharp edges. The theoretical solution to problem (2) is given by the Euler-Lagrange equation on Ω (assuming homogeneous Neumann boundary conditions and
Here, the formal first variation of the minimization problem is a nonlinear and highly anisotropic boundary value problem. The TV inpainting model problem may be described by:
where A is the nonlinear differential operator with a parameter β > 0, as discussed in [1] . In implementation, we can choose a large β to speed up the convergence of the iteration scheme [14] .
This nonlinear and highly anisotropic elliptic type equation must be solved numerically. Since the typical image-size with up to N x × N y = 1024 × 1024 pixels or even more, it is extremely important to use a very efficient solver.
MULTI-GRID METHODS
The multi-grid approach [15, 10] enables us to efficiently eliminate both local and global errors, by employing a hierarchy of grids. This significantly reduces the computational costs of solution. Multi-grid methods have become a common approach for solving many types of linear or nonlinear problems of the form
where Ru is the left-side discretized operator, and z contains the right-side given values. 
For nonlinear systems, as in the TV inpainting, we use a multi-grid version called the Full Approximation Scheme (FAS) [16] . FAS is in fact a generalization of the coarse-grid correction to nonlinear problems. The key idea of the FAS multi-grid method can be understood by considering the simplest case of a two-grid method. Let v be an approximation to the exact solution u and e be the error, i.e. e = u -v. Define the residual to be r = z -R v. Let the lower case h denote the fine grid and the upper case 2h denote the coarse grid. We can now formulate a two-grid FAS algorithm [17] :
is the restriction operator. 2. Solve the coarse-grid problem . 3. Compute the coarse-grid approximation to the error e 2h = u 2h -v 2h . 4. Interpolate the error approximation to the fine grid and correct the current fine-grid approximation: , where is the prolongation operator. A multi-grid algorithm is the recursive application of the above two-grid FAS algorithm. Other multi-grid algorithms include the V-cycle Multi-grid scheme as described below.
V-Cycle Multi-grid scheme (see Fig.2 ) 1. Pre-smooth v 1 times on the current grid. 2. Compute the correction and transfer to the coarser grid. 3. Execute Multi-grid scheme recursively on the coarser grid. 4. Correct the current grid solution from the coarse grid solution. 5. Post-smooth v 2 times on the current grid. The main benefits of using the multi-grid approach are the reduction of the computational costs of solution and the rapid elimination of low-and highfrequency error. The action of the pre-and post-smooth is to reduce highfrequency error, while the coarse-grid correction reduces the low-frequency error. We let V(v 1 , v 2 ) denote the V-cycle Multi-grid scheme.
MULTI-GRID TV INPAINTING
By image restoration we mean obtaining the solution u of the operator equation (6), where R is typically nonlinear differential operator for TV inpainting model. The original input image z is assumed to be contaminated by white noise (modeled by the Gaussian distribution) and also has a region with lost or no data. There are two important special cases. The first is denoising, or noise removal, where R u = z; and the second is inpainting, or image fill-in, where R u = 0. The problem in this case is to balance convergence rate between inpainting and denoising. Amore et al. [21] simply employed by getting time step smaller for denoising, but it only works well with small narrow inpainting domains and requires a significant number of iterations. To overcome this difficulty, we first introduced an acceleration factor for inpainting, then supply a stopping criterion for denoising, at last we use an initial inpainting and defined a selective prolongation operator for multi-grid TV inpainting.
For accelerating the time marching, we replaced the equation (5) by (7) where the factor , as suggested by Marquina and Osher in [18] , is for accelerating the time marching. We replaced it by its regularized one . Here the complete TV inpainting model can be written as (8) with the characteristic function b corresponding to the mask for inpainting domain defined by Let R denote the nonlinear differential operator .
Discretization
Digital images are typically represented by two-dimensional matrices of intensity values, where each matrix element represents a pixel. For the multigrid method to be discussed, we simply consider the finest grid with N × N grid Figure 3 . Example sequence of increasingly coarsened grids used in multi-grid.
points, where N = 2 2n . Let k denote the multi-grid level, where level k = 0 is the original image at full resolution and level k = M = log 2 N is the grid with one point. A set of increasingly coarser grids are described as follows:
with . Due to need of numerical discretization, we define the finest level with (N + 1) × (N + 1) grid points, extending with symmetric boundary conditions: Therefore, we get the coarsest grid which consists of 9 grid points (only one inner grid point, see Fig. 3 ).
Consider that mask to be used for inpainting in multi-grid, we design the mask for the inpainting domain. The original mask is the binary image B(x, y) with (N + 1) × (N + 1) grid points corresponding to Ω 0 defined by Based upon the idea of multilevel of image discretization, the mask image for the inpainting domain is also made coarser. Applied the concept recursively, this procedure yields a sequence of coarser and coarser mask images which contain only information about the corresponding coarse structures. Note that a big inpainting domain D on the fine grids gets smaller after restriction operator (no inpainting domain in the coarsest grid, see Fig. 4 ). Therefore, it is easier for the produce of fill-in on the coarser grids.
Numerical Approximation
Let and denote the grids of functions defined by and , as well as their second-order finite difference approximations at staggered grid points.
Perona and Malik [19] proposed the following approximation of :
Then the discretized differential operator A becomes where .
The resulting equation for the TV inpainting equation (8) for a given grid is denoted as follows:
The Multi-grid Scheme
We design a FAS V-cycle multi-grid scheme to the equation (9) . First, we discuss the intergrid transfer function and define a selective prolongation. Then, we use the Line-Gauss-Seidel-Newton relaxation method. Finally, The algorithm and computational costs of the FAS V-cycle TV inpainting are given.
Intergrid Transfers
There are several possibilities for the intergrid transfer functions [20] . The images are coarsened by collecting several picture elements into one coarse picture element. Here to preserve steep edges, we use the injection operator as 
the restriction operator to transform the images to a coarser resolution (see Fig. 3 ). Similarly, we can apply it to mask image for multi-grid (see Fig. 4 ).
From coarse to fine transfers, traditional linear interpolation techniques can be implemented. However, the linear interpolation can introduce additional smoothing when denoising. For TV inpainting, we use bilinear interpolation for the domain Ω\D, but it is not very suitable for the inpainting domain D due to fill-in works slowly. Considering the hierarchy of grids, we noted that a big inpainting domain D on the fine grids gets smaller after restriction operator. It is easier for the produce of fill-in on the coarser grids. So we expect coarse grids approximation in the inpainting domain D can represent fine grids accurately, and can accelerate the convergent rate of inpainting. Hence we define a selective function g(.) for the prolongation.
where k is a constant to be tuned for a particular application. When |a-b| is larger than k, we consider there are no relationship between a and b, which is equal to bilinear interpolation. Oppositely, when |a-b| is smaller than k, we use a weighted average to the prolongation. Here, the prolongation operator can be defined by , with components of v h given by Algorithm 1. 
Algorithm 1 The prolongation operator
(Ω k ,B k ) ( i, j ) ∈Ω k do if ( i,j ) ∉ B k then v g v v i j h i j h i j
. Relaxation
For FAS to be effective in a multi-grid method, it must be combined with a relaxation scheme to ensure that the error is smooth before extracting if from the coarse grid. Hence we require a relaxation method for nonlinear systems.
Here, we employ the Gauass-Seidel iteration as the relaxation method rather than Jacobi iteration, since the latter is converging slower. Unlike the Jacobi iteration, the Gauss-Seidel iterations are affected by the order of replacement. Therefore, we use an alternating line-Gauass-Seidel relaxation for multi-grid [20] . It must also be observed that Newton-Gauass-Seidel method can be used for nonlinear problems. Hence we obtain a single Newton iteration, as follows:
FAS V-cycle Scheme for TV inpainting
Just like the optimization questions of some other iterative methods, the choice of initial values is very important. In practical use, we first initialize the inpainting domain by isotropic smoothing. Here, we show the algorithm: 
On the one hand, isotropic smoothing method cannot be influenced by the geometric information, and it can extend grey values around inpainting domain into its inside smoothly. Therefore, it overcomes the discontinuity of the original image at the boundary of the inpainting domain. On the other hand, this algorithm is very simple and converges fast. It gives an analogy of the repaired image and uses it as the input of the next processing.
The algorithm of the FAS V-cycle scheme is as follows:
The algorithm of the Multi-grid TV inpainting is described as follows:
Algorithm 5 Multi-grid TV inpainting algorithm (Ω 0 , B 0 , N)
Computational Costs
Here, we simply analyze the computational costs of the multi-grid TV inpainting algorithm. As usual [15, §4.3] , we ignore the costs of restriction and interpolation, and mask designing (typically about 30% of the total costs).We let a work unit (WU) be the amount of computation required for a single relaxation sweep at the fine-grid. If the number of relaxations performed before and after coarse grid correction is v 1 and v 2 for a V-cycle multi-grid, then the total number of work units w required is (in WU) w = (v 1 +v 2 )(N 2 +N 2 /2 2 +N 2 /2 4 +...+N 2 /2 2log 2 N )<4/3(v 1 +v 2 )N 2 Hence, one V-cycle multi-grid requires less than 8/3 the computation required for one sweep of the standard TV inpainting on the finest grid, especially for v 1 = v 2 = 1. This is a time dependent problem (see Alg.5). We only require an approximate solution at each time step, because it is only used as an initial approximation for the next time step. Therefore, one or a few multi-grid
cycles per time step suffice due to significant acceleration of multi-grid. We denote S TS as the number of time steps. We let S V be the number of multi-grid V-cycles per time step. The overall work thus depends to some extent on the particular problem and initial conditions, as this effects the total number of cycle required. We assume that S 0 represent the costs of initial inpainting, which is proportional to the number of initial inpainting, denoted NS 0 . Therefore, the total computational costs, S, adds up to approximately S = S 0 +wS V S TS .
NUMERICAL RESULTS
We carried out two experiments aimed to verify both the accuracy of the computed results and the rate of convergence. In order to validate the computed results, we use the mean square error (MSE) as the quality measure. Fig. 7 ]. Simultaneously, MSE can also be employed as the stopping criterion for the denoising of the multi-grid iteration proceed until where For the comparisons in this Section, let the form of NS 0 + S TS x S V (v 1 ,v 2 ) + st(η) + g(k) denote the related parameters of algorithm, where st(η) is the stopping rule and g(k) is the selective prolongation function. 
Algorithms
,
In the first experiment, the sailboat removal from the image is shown in Fig.7. (a) is the original image 256 × 256 pixels, and (b) is degraded by Gaussian noise at a SNR = 10dB, where Here, (c) is the mask for the inpainting domain. First, we show the image (d) processed by TV inpainting on single grid. We notice the imbalance between denoising and inpainting. In the inpainting domain, the procedure is insufficient iteration, but the outsider of the inpainting domain is over smoothing and appears blurring especially at the edges of trees. Image (e) shows the result of our algorithm with bilinear prolongation. 20 time-steps only include 7 iterations of V-cycle procedure of denoising by using the stopping criterion. We can see in the (f), the perfect reconstruction by our algorithm. Due to the selective prolongation, we got a fast convergence of the inpainting domain. Table 1 lists the algorithms and related experiment parameters.
For the comparison of the single grid and multi-grid TV inpainting in the outside of the inpainting domain of Fig.7 (b) , the history of the MSE versus iteration number in one time step is displayed below. The differences between them are obvious. It shows that our algorithm is efficient and fast convergent.
The number of relaxations in every time step is 4/3(v 1 + v 2 ) for V-cycle multigrid method. For a "fair" comparison, we use three times per time step in single grid, which is identical to the case of multi-grid. For the second experiment, we will give some asymptotic rates of convergence, given by This experiment shows the thick text removal from a peppers image in Fig. 8. (a) are degraded by thick characters and 16dB Gaussian noise, and (b) is the mask for the inpainting domain. In (c), 20 time steps were run, each with 3 iterations. (d) shows the satisfied result by our algorithm with the parameters 10 -10 x 1(1,1) + st(0.3) + g (3) . Fig.6 shows the history of the ψ for single grid and multi-grid TV inpainting in the outsider of inpainting domain of Fig. 8 (a) . It is solved in 20 time steps. In each time step we apply one multi-grid cycles for our algorithm, and use 3 iterations for single grid algorithm. Results show the advantages of the multi-grid approach.
CONCLUSIONS
An efficient numerical algorithm based on multi-grid methods for solving image TV inpainting has been presented. It consists of the following steps to overcome the imbalance between inpainting and denoising: introducing an acceleration factor for inpainting and a stopping criterion for denoising, using an initial inpainting, defining a selective prolongation operator. Numerical experiments show that the algorithm is more time-saving, and gives a better control between image inpainting and denoising. This algorithm can be also used to solve other similar image inpainting problems. e.g., BSCB inpainting [2] , CDD inpainting [4] .
