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Abstract
We call a von Neumann algebra with finite dimensional center a multifactor. We introduce
an invariant of bimodules over II1 multifactors that we call modular distortion, and use it to
formulate two classification results.
We first classify finite depth finite index connected hyperfinite II1 multifactor inclusions A ⊂
B in terms of the standard invariant (a unitary planar algebra), together with the restriction to A
of the unique Markov trace on B. The latter determines the modular distortion of the associated
bimodule. Three crucial ingredients are Popa’s uniqueness theorem for such inclusions which are
also homogeneous, for which the standard invariant is a complete invariant, a generalized version
of the Ocneanu Compactness Theorem, and the notion of Morita equivalence for inclusions.
Second, we classify fully faithful representations of unitary multifusion categories into bi-
modules over hyperfinite II1 multifactors in terms of the modular distortion. Every possible
distortion arises from a representation, and we characterize the proper subset of distortions that
arise from connected II1 multifactor inclusions.
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1 Introduction
By a deep theorem of Popa [Pop90], a finite depth finite index hyperfinite II1 subfactor A ⊂ B
is completely determined by its standard invariant. This standard invariant has many equivalent
axiomatizations, including Ocneanu’s paragroups/bi-unitary connections [Ocn88, EK98], Popa’s
canonical commuting square [Pop90], Popa’s λ-lattices [Pop95a], and Jones’ planar algebras [Jon99].
Popa’s classification theorem can be bootstrapped to show that every unitary fusion category admits
an essentially unique fully faithful unitary tensor functor into Bim(R), where R is the hyperfinite
II1 factor [HP20, §3.2]; see [Izu17] for the analogous statement for embedding into endomorphisms
of the hyperfinite III1 factor based on [Pop95b].
In this article, we extend these results to multifactor inclusions and unitary multifusion cat-
egories. A unitary multifusion category is a semisimple rigid C∗ tensor category with finitely
many isomorphism classes of simple objects. A multifactor is a von Neumann algebra with fi-
nite dimensional center. A (unital) inclusion of finite multifactors A ⊂ B is called connected if
Z(A) ∩ Z(B) = C, finite index if the standard bimodule AL2BB is dualizable, and finite depth if
AL
2BB generates a unitary multifusion subcategory of Bim(A⊕B).
Our first main theorem gives a complete classification of finite depth finite index connected
hyperfinite II1 multifactor inclusions. By [GdlHJ89, Thm. 3.7.3], a finite index connected inclusion
of finite multifactors A ⊂ B has a unique Markov trace trMarkovB , which is characterized by a certain
Frobenius-Perron condition (see (11) below), and by [GdlHJ89, 3.6.4(i)], BA is finitely generated
and projective as a right A-module, so there is a finite Pimnser-Popa basis for B over A [PP86].
The inclusion A ⊂ (B, trMarkovB ) is said to be strongly Markov following [JP11], and the standard
invariant PA⊂B• is a 2-shaded unitary (i.e., C∗ with finite dimensional box spaces) planar algebra.
Theorem A. The map which takes A ⊂ B to the pair (PA⊂B• , trMarkovB |Z(A)) descends to a bijection
Finite depth finite index connected
hyperfinite II1 multifactor inclu-
sions A ⊂ B

ϕ : B1
∼−→ B2 taking A1 onto A2
∼=

Pairs (P•, τ) with P• a finite depth in-
decomposable unitary 2-shaded planar
algebra and τ a faithful state on P0,+

ϕ• : P1• ∼−→ P2• such that τ2◦ϕ0,+ = τ1
.
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The map which takes A ⊂ B to PA⊂B• descends to a bijection
{
Finite depth finite index connected hyper-
finite II1 multifactor inclusions A ⊂ B
}
Morita equivalence
∼=
{Finite depth indecomposable
unitary 2-shaded planar alge-
bras P•
}
Planar ∗-algebra isomorphism .
Importantly, the standard invariant PA⊂B• is only a complete invariant up to Morita equivalence
and not isomorphism of inclusions. Here, two inclusions A1 ⊂ B1 and A2 ⊂ B2 are said to
be Morita equivalent if there is an invertible bimodule A2Y A1 and a ∗-isomorphism ψ : B2 →
(Bop1 )
′ ∩B(Y A1 L2B1) that restricts to the identity on A2:
ψ : B2 (B
op
1 )
′ ∩B(Y A1 L2B1)
A2 A2
∼=
idA2
We prove Theorem A in two parts: the first part in Theorem 5.13, preceded by the second part
in Theorem 5.12. The other main tool we use, besides Morita equivalence, is Popa’s uniqueness
theorem for finite depth finite index homogeneous connected hyperfinite II1 multifactor inclusions,
i.e., those such inclusions which admit a generating Jones tunnel. See §4.3 for other characteriza-
tions of homogeneity. For completeness and convenience of the reader, we provide a complete proof
of Popa’s theorem in the multifactor setting in Appendix B.
When the inclusion A ⊂ B is not homogeneous, we may no longer have any Jones downward
basic construction, let alone a generating tunnel. An easy example is A0 ⊗ R ⊂ B0 ⊗ R where
A0 ⊂ B0 is any finite dimensional inclusion with Bratteli diagram A4 [Pop95b, Ex. 1.2.8]. We treat
this example in detail as Example 4.19 below. Nevertheless, we prove in Theorem 5.6 that any
finite depth II1 inclusion is Morita equivalent to a homogeneous one.
To measure/quantify how an inclusion might fail to be homogeneous, and give further charac-
terizations of homogeneity, we introduce Andre´ Henriques’ notion of the modular distortion for II1
multifactor bimodules. Suppose that A and B are hyperfinite II1 multifactors with minimal central
projections p1, . . . , pa and q1, . . . , qb, respectively, and define Ai := piA and Bj := qjB. Given a
connected dualizable A-B bimodule X, we write Xij := piXqj . The modular distortion of X is the
partially defined function δ = δ(X) : {1, . . . , a} × {1, . . . , b} → R>0 given by
δij :=
(
vNdimL(AiXij)
vNdimR(XijBj )
)1/2
whenever Xij 6= (0).
We analyze the behavior of the distortion under the Jones basic construction and the Jones down-
ward basic construction. This expands on [Pop95b, Cor. 1.2.10] to give a quantitative answer to
when one can perform a downward basic construction.
Remark. The notion of modular distortion for a II1 multifactor bimodule is closely related to
Izumi’s notion of Connes-Takesaki module for an endomorphism of a properly infinite factor; we
explain the connection in Remark 3.9 below.
In Lemma 3.16, we characterize those situations when δ extends (uniquely) to an everywhere
defined function {1, . . . , a} × {1, . . . , b} → R>0 satisfying
δijδi′j′ = δij′δi′j ∀i, i′ ≤ a, j, j′ ≤ b. (1)
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In those cases, there exist ηi, ξj ∈ R>0 (well defined up to global rescaling) such that δij =
ξj/ηi. When in addition the statistical dimension Dij of each Xij is equal to its Jones dimen-
sion (the square root of the Jones index), we call the bimodule AXB extremal ; these two condi-
tions together are the multifactor analog of the notion of extremality for II1 factor bimodules from
[Pen13, DGG14]. In Corollary 3.20, we show that any finite depth bimodule (i.e., which generates
a unitary multifusion category under taking finite direct sums, Connes fusion tensor products, sub-
objects, and contragredients) is automatically extremal. In Section 3.3, when A ⊂ B is a finite
index connected inclusion of finite multifactors, we connect our definition of extremality for AL
2BB
with the minimality of the Markov trace-preserving conditional expectation E : B → A.
Theorem A tells us that not every distortion function satisfying (1) can arise from a finite depth
inclusion. Indeed, by Corollary 5.9, if A ⊂ B is a finite depth finite index connected inclusion of
finite multifactors, then the distortion is determined by trA = tr
Markov
B |A, the restriction to A of
the unique Markov trace on B:
δij =
(
αi
trA(pi)
) a∑
h=1
(
trA(ph)
αh
)
Dhj . (2)
Here, α1, . . . , αa are the first a coordinates of a Frobenius-Perron eigenvector of
(
0 D
DT 0
)
. The
space of possible distortion functions satisfying (1) is paramterized by Ra+b−1>0 , whereas the space
of distortion functions realizable by an inclusion A ⊂ B is parametrized by the space of faithful
traces on A, which is homeomorphic to Ra−1>0 .
As an application of the modular distortion, we give a complete classification of representa-
tions of unitary multifusion categories into bimodules over hyperfinite II1 multifactors. If C is an
indecomposable unitary multifusion category with dim(EndC(1C)) = n, then we call C an n × n
unitary multifusion category. A representation of an n×n unitary multifusion category consists of
a hyperfinite II1 multifactor A =
⊕n
i=1Ai (where each Ai is a hyperfinite II1 factor), together with
a fully faithful unitary tensor functor α : C → Bim(A). The modular distortion of α (an idea due
to Andre´ Henriques) is the matrix δα ∈ Mn(R>0) given by δαij := δ(Aiα(c)Aj ) for c ∈ Cij — this is
independent of the choice of object c ∈ Cij (see Definition 6.3 below). The modular distorsion of
α is a groupoid homomorphism δα : Gn → R>0 from the groupoid Gn with n objects and a unique
isomorphism between any two objects to the group(oid) R>0, namely δαijδαjk = δαik for all i, j, k ≤ n.
An isomorphism between two representations α : C → Bim(A) and β : C → Bim(B) consists of
an invertible bimodule BΦA together with a family of unitary natural isomorphisms φ = {BΦ A
α(c)A → Bβ(c) B ΦA} satisfying a certain coherence axiom (45). We say that an isomorphism
(Φ, φ) is induced by an algebra isomorphism ϕ : A→ B if Φ = BL2Bϕ(A) where the right A-action
is transported by ϕ (and φ is arbitrary).
Our second main theorem is as follows.
Theorem B. Let C be an n×n unitary multifusion category. Then the map α 7→ δα which assigns
to a representation α its modular distortion descends to a bijection
{Representations α : C → Bim(R⊕n)}
Iso (Φ, φ) induced by ϕ ∈ Aut(R⊕n)
∼= {Groupoid homomorphsims δ : Gn → R>0} .
Moreover, there is a unique representation C → Bim(R⊕n) up to isomorphism:
{Representations α : C → Bim(R⊕n)}
Isomorphism (Φ, φ)
∼= {∗} .
We prove the first part of Theorem B in Theorem 6.11, and the second part in Theorem 6.12.
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2 Background
2.1 Unitary multitensor categories
We refer the reader to [HP17, §2.1], [JP17, §2.1 and 2.2], and [HP20, §2.1 and 2.2] for a rapid
introduction to C∗ and W∗ tensor categories. More references on (C∗ and W∗) tensor categories
include [GLR85, Sel11, EGNO15]. We refer the reader to [GL19] for a background on C∗ and W∗
2-categories. It is well-known that 2-categories with exactly one object are monoidal categories
[BS10, Periodic Table in §2.1 and §5.6]; a similar statement holds for C∗ and W∗ 2-categories.
There is a powerful graphical calculus of string diagrams for 2-categories where objects cor-
respond to shaded regions, 1-morphisms correspond to strands, and 2-morphisms correspond to
coupons [HV19, §8.1.2]. As monoidal categories can be viewed as 2-categories with one object,
there is only one shading for regions in string diagrams for monoidal categories, where we denote
objects by strands and morphisms by coupons [JS91, Sel11]. In the graphical calculus, all associator
and unitor isomorphisms in our 2-category/monoidal category are left implicit.
Definition 2.1. Let C be a 2-category and let a, b ∈ C be two objects. A 1-morphism X ∈ C(a→ b)
is called dualizble if there is a dual 1-morphism X∨ ∈ C(b→ a) together with 2-morphisms
evX ∈ C(X∨ ⊗X ⇒ 1b) coevX ∈ C(1a ⇒ X ⊗X∨)
satisfying the zig-zag or snake equations:
X
X∨
X
= X (idX ⊗ evX) ◦ (coevX ⊗ idX) = idX , (3)
X∨
X
X∨
= X∨ ( evX ⊗ idX∨) ◦ (idX∨ ⊗ coevX) = idX∨ . (4)
Here, the shaded regions denote the two objects = a, = b, and we represent the evaluation
and coevaluation morphisms by a cap and cup, respectively:
X∨ X
= evX
X X∨
= coevX .
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We also require that the 1-morphism X admits a predual 1-morphism X∨ such that (X∨)∨ ∼= X.
We call C rigid if every 1-morphism in C is dualizable. Similarly, we call a monoidal category
rigid if every object is dualizble.
Definition 2.2. A unitary multitensor category is a semisimple rigid tensor C∗ category. We call
such a category indecomposable if it is not the direct sum of two unitary multitensor categories.
An r× r unitary multitensor category is an indecomposable unitary multitensor category such that
dim(EndC(1C)) = r. A unitary multifusion category is a finitely semisimple unitary multitensor
category.
Notation 2.3. We let 1C =
⊕r
i=1 1i be a decomposition into simples, and write pi ∈ EndC(1C) for
the minimal projection onto 1i.
We write Cij := 1i ⊗ C ⊗ 1j , so that C =
⊕ Cij . We may view C as a rigid C∗/W∗ 2-category
with r objects 11, . . . , 1r, and hom categories Hom(1i → 1j) := Cij . In our graphical calculus for C,
we may choose to use different shaded regions to denote various summands of 1C .
Suppose C is a unitary multitensor category. A choice of triple (c∨, evc, coevc) for every object
c ∈ C gives rise to a monoidal dual functor ∨ : C → Cmop : c 7→ c∨. (Here, Cmop denotes the
category with the opposite monoidal structure and opposite arrows.) At the level of arrows, the
dual functor is given by
C(a→ b) 3 f 7−→
b∨
a∨
f = (evb⊗ ida∨) ◦ (idb∨ ⊗f ⊗ ida∨) ◦ (idb∨ ⊗ coeva) ∈ C(b∨ → a∨)
and the tensorator νa,b : a
∨ ⊗ b∨ → (b⊗ a)∨ is given by
νa,b :=
b∨a∨
(b⊗a)∨
= (eva⊗ id(b⊗a)∨) ◦ (ida∨ ⊗ evb⊗ ida⊗ id(b⊗a)∨) ◦ (ida∨⊗b∨ ⊗ coevb⊗a).
If ∨ is a dagger functor, and the morphism νa,b is unitary for all a, b ∈ C, then we call (∨, ev, coev)
a unitary dual functor. Following [Sel11, Lem. 7.5], given a unitary dual functor (∨, ev, coev), we
get a unitary monoidal natural isomorphism ϕ : idC ⇒ ∨ ◦ ∨ by
ϕc := (coev
∗
c ⊗ idc∨∨) ◦ (idc⊗ coevc∨).
We call such a ϕ (coming from a unitary dual functor) a unitary pivotal structure.
Let Gr be the groupoid with r objects Ob(Gr) = {1, . . . , r}, and a single isomorphism eij : i→ j
between any two objects (analogous to a system of matrix units (eij) for Mr(C)). An r× r unitary
multitensor category C is naturally graded by (the arrows of) Gr.
Definition 2.4. Given a morphism f ∈ C(c → c), the matrix-valued left and right pivotal traces
Tr∨L(f) and Tr
∨
R(f) are determined respectively by
Tr∨L(f)ij id1i = coev
∗
c ◦((pi ⊗ f ⊗ pj)⊗ idc∨) ◦ coevc and
Tr∨R(f)ij id1j = evc ◦(idc∨ ⊗(pi ⊗ f ⊗ pj)) ◦ ev∗c .
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When c ∈ C is homogeneous of degree eij (namely when c ∈ Cij), the only possibly non-zero entry
of Tr∨L/R(f) is the (i, j)
th one. In that case, we set tr∨L/R(f) := Tr
∨
L/R(f)ij . Similarly, we define the
left and right matrix-valued dimensions by Dim∨L/R(c) := Tr
∨
L/R(idc). When c ∈ Cij , the matrix
Dim∨L/R(c) has exactly one non-zero entry, which we denote by dim
∨
L/R(c).
We recall the following classification theorem for unitary dual functors:
Theorem 2.5 ([Pen20, Thm. A]). Let C be a unitary multitensor category and let U be its universal
grading groupoid. Then for ∨ a unitary dual functor on C, and c ∈ C a non-zero object graded by
g ∈ U , the quantity
pi(g) :=
dim∨L(c)
dim∨R(c)
is independent of the choice of object c.
The map sending ∨ to pi establishes a bijection between unitary dual functors on C up to unitary
equivalence and groupoid homomorphisms U → R>0.
If C is an r×r unitary multifusion, then (since U is finite) unitary equivalence classes of unitary
dual functors are in canonical bijection with groupoid homomorphisms Gr → R>0.
The inverse map sends pi : U → R>0 to a unitary dual functor characterized by the so-called
‘pi-balanced’ solutions to the conjugate equations, and the case pi = 1 gives the unique unitary
spherical structure on C. We refer the reader to [Pen20] for more details.
2.1.1 2-shadings
Of particular importance to this article are 2-shaded r × r unitary multitensor categories.
Definition 2.6. A 2-shading on an r × r unitary multitensor category C is an orthogonal decom-
position 1C = 1+ ⊕ 1− of the unit object of C into two non-zero objects (the objects 1+ and 1− are
not assumed to be simple).
Let a := dim(EndC(1+)) and b := dim(EndC(1−)) so that r = a + b, let 1+ =
⊕a
i=1 1
+
i and
1− =
⊕b
j=1 1
−
j be orthogonal decompositions into simples, and let pi ∈ EndC(1+) be the minimal
projection onto 1+i and qj ∈ EndC(1−) the minimal projection onto 1−j . We denote the objects 1+
and 1− by the following two shadings:
= 1+ = 1−.
An object X ∈ C+− := 1+ ⊗ C ⊗ 1− is said to generate C if C is Cauchy tensor generated
by X and X∨ (the dual object X∨ is well defined up to isomorphism). In this setting, we write
Xij := 1
+
i ⊗X ⊗ 1−j for the homogeneous components of X of degree eij . In the graphical calculus,
we denote X by a strand with the two shaded regions for 1± on either side, and Xij is denoted by
tensoring with pi and qj on the left and right
X = Xij = pi qj .
Observe that since X generates C, and the latter is indecomposable:
(1) we have inclusions of finite dimensional von Neumann algebras EndC(1+) ↪→ End(X) and
EndC(1−) ↪→ EndC(X) given by
p 7→ p and q 7→ q .
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(2) X is connected, that is, the intersection of the images of EndC(1+) and EndC(1−) in EndC(X)
is C idX . Equivalently, the bipartite graph with a even vertices b odd vertices and an edge
from i to j whenever Xij 6= 0 is connected.
Let Dim(X) =
(
0 DX
0 0
)
be the dimension matrix for X with respect to the unique unitary
spherical structure on C. It is block upper triangular, and its upper right corner DX an a × b
matrix. Let dX := ‖Dim(X)‖ = ‖DX‖ be the Frobenius-Perron eigenvalue. By Frobenius-Perron
theory applied to the matrix
( 0 DX
DTX 0
)
, there are unique vectors α ∈ Ra>0 and β ∈ Rb>0 with strictly
positive entries satisfying DXβ = dXα, D
T
Xα = dXβ, and ‖α‖2 = 1 = ‖β‖2. The object X induces
a standard unitary dual functor on C, as follows:
Definition 2.7 ([GL19, Def. 8.29], [Pen20, §4.2]). Let C be a 2-shaded multitensor category, and let
DX = (Dij) and dX be as above. The standard unitary dual functor associated to X is determined
by the following identities:
pi qj =
Dijβj
αi
pi qjpi =
Dijαi
βj
qj . (5)
It satisfies the property that the two loop parameters for X are both equal to the scalar dX :
:= coev∗X ◦ coevX = dX id1+ := evX ◦ ev∗X = dX id1− .
When C is in addition multifusion, we will see in Theorem 2.20 below that this property uniquely
characterizes the standard unitary dual functor.
Taking the ratio of the scalars for the left and right dimensions in (5) above gives the formula for
a groupoid homomorphism pi : Ga+b → R>0 describing the standard unitary dual functor associated
to X:
pi(eij) =
Dijαi/βj
Dijβj/αi
=
α2i
β2j
∀ 1 ≤ i ≤ a and ∀ 1 ≤ j ≤ b. (6)
This last formula appears in [Pen20, Lem. 4.5 and (27)]. By universality of the grading groupoid
U , we get a groupoid homomorphism U → Ga+b → R>0.
2.2 Bimodules over multifactors
In this section, A,B,C,M,N denote von Neumann algbras, and H,K,L denote separable Hilbert
spaces. All von Neumann algebras are assumed to have separable preduals.
Definition 2.8. An A-B bimodule is a Hilbert space H together with normal unital ∗-algebra
homomorphisms λ : A → B(H) and ρ : Bop → B(H) such that [λ(a), ρ(b)] = 0 for all a ∈ A and
b ∈ B. For notational simplicity, we suppress λ, ρ, and write aξb := λ(a)ρ(b)ξ.
The collection vNAlg of von Neumann algebras with separable preduals, bimodules, and inter-
twiners forms a W∗ 2-category, where composition of 1-morphisms is the Connes fusion relative
tensor product [Sau83], [Con94, Appendix B.δ], [SY17]. The tensor product H B K of AHB and
BKL is the completion of the complex vector space
Hom−B(L2B → H)⊗B L2B ⊗B HomB−(L2B → K),
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under the sesquilinear form given by (the linear extension of)
〈f1 ⊗ ξ1 ⊗ g1, f2 ⊗ ξ2 ⊗ g2〉 := 〈(f∗2 ◦ f1)ξ1(g∗2 ◦ g1), ξ2〉L2B.
Here, f∗2 ◦ f1 ∈ End−B(L2B) ∼= B where the identification is via the left action map, and g∗2 ◦ g1 ∈
EndB−(L2B) ∼= B where the identification is via the right action map.
Here above, L2B is the canonical Haagerup L2 space [Haa75] which can be defined state-
independently [BDH14]. For every faithful normal state ϕ on B, there is a canonical B-B bimodule
unitary isomorphism L2(B,ϕ) ∼= L2B. We write √ϕ ∈ L2B for the image of the canonical cyclic
vector Ωϕ ∈ L2(B,ϕ).
Given an A-B bimodule AHB, the conjugate bimodule BHA is the complex conjugate Hilbert
space H of H (whose elements we denote by ξ for ξ ∈ H), equipped with the B-A bimodule
structure given by bξa := a∗ξb∗. Given an intertwiner f ∈ HomA−B(H → K), we define f ∈
HomB−A(H → K) by f(ξ) := f(ξ). It is straightforward to verify that f∗ = f∗ and f ◦ g = f ◦ g.
Hence, vNAlg is a bi-involutive W∗ 2-category in the sense of [HP17, Def. 2.3] and [HP20, §4.2 and
5.2].
Given a fixed von Neumann algebra A, we denote by Bim(A) the full bi-involutive W∗ 2-
subcategory of vNAlg whose only object is A. In other words, Bim(A) is a bi-involutive W∗ tensor
category.
Recall that a factor is a von Neumann with trivial center. Factors are the fundamental building
blocks of the theory of von Neuemann algebras. Indeed any von Neumann can be decomposed as
a direct integral of factors. In particular, a von Neumann algebra A with finite dimensional center
Z(A) = Ck decomposes as a finite direct sum of factors A =
⊕k
i=1 piApi, where p1, . . . , pk are the
minimal central projections (and piApi = piA).
Definition 2.9. A multifactor is a finite direct sum of factors. A multifactor is called finite if
every summand is a finite von Neumann algebra. A multifactor is called a II1 multifactor if every
summand is a II1 factor.
Note that every finite dimensional von Neumann algebra is a multifactor.
Notation 2.10. For the remainder of this article, unless stated otherwise, M and N are finite
factors, MHN is an M -N bimodule, A and B are finite multifactors, and AXB is an A-B bimodule.
We let {pi}1≤i≤a denote the minimal central projections of A, and {qj}1≤j≤b the minimal central
projections of B. We define Ai := piA and Bj := qjB, and we let Xij := piXqj , which is an Ai-Bj
bimodule.
From the M -N bimodule MHN , we can define subfactors M ⊂ (Nop)′ and Nop ⊂ M ′. Let
vNdimL(H) and vNdimR(H) denote the left and right von Neumann dimensions of H.
Definition 2.11. The Jones dimension of MHN is
∆(H) :=
√
vNdimL(H) vNdimR(H).
The Jones dimension matrix of AXB is the a × b matrix ∆ = ∆(X) whose (i, j)th entry is given
by ∆ij := ∆(Xij). Note that we always have ∆(H) = ∆(H) and ∆(X) = ∆(X)
T .
Remark 2.12. When both vNdimL(MH) <∞ and vNdimR(HN ) <∞, recall from [Jon83, (2.1.2)
and Prop. 2.1.7] that
[(Nop)′ : M ] =
vNdimL(MH)
vNdimL((Nop)′H)
= vNdimL(MH) vNdimR(HN ) =
vNdimL(NopH)
vNdimL(M ′H)
= [M ′ : Nop].
Taking square roots, ∆(X) = [(Nop)′ : M ]1/2 = [M ′ : Nop]1/2.
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Definition 2.13. The statistical dimension of MHN is
D(H) := min
{√
Ind(E)
∣∣∣E : (Nop)′ →M is a conditional expectation}
where Ind(E) ≥ 1 is the Kosaki index of the faithful normal expectation E [Kos86, Def. 2.1]. For
subfactors, this number is finite for every E as long as there exists one expectation with finite index.
We define the statistical dimension matrix of AXB to be the a× b matrix D(X) with (i, j)th entry
Dij := D(Xij). Observe that D(H) = D(H) and D(X) = D(X)
T [BDH14, Cor. 5.17], [GL19,
Cor. 6.8].
Note that we always have D(H) ≤ ∆(H), as ∆(H)2 is the index of the trace-preserving con-
ditional expectation. Moreover, if H is simple (i.e., if EndN−M (H) = C), then D(H) = ∆(H)
because an irreducible subfactor admits at most one normal faithful conditional expectation.
Lemma 2.14. For an A-B bimodule AXB, the following are equivalent:
(1) X is dualizable.
(2) Xij is dualizable for all i, j.
(3) Every entry of D(X) is finite.
(4) Every entry of ∆(X) is finite.
(5) X is finitely generated as both a left A-module and a right B-module.
Proof. .
(1)⇔ (2): Immediate from the fact that X is the orthogonal direct sum of the Xij .
(2)⇔ (3): By [BDH14, Prop. 7.3 and Prop. 7.5], Xij is dualizable if and only if there exists a
conditional expectation E : (Bopj )
′ → Ai whose index is finite.
(3)⇔ (4): By [BDH88, Cor. 3.19], if either D(X) or ∆(X) is finite, then the relative commutant
A′i ∩ (Bopj )′ is finite-dimensional. It then follows by [Haa79, Thm. 6.6] that the existence of a
conditional expectation (Bopj )
′ → Ai of finite index implies that all conditional expectations have
finite index.
(4)⇔ (5): This follows by [AP17, Prop. 9.3.2], as the conditions (i)-(iii) of that proposition are
equivalent for multifactors.
Remark 2.15. Given a dualizable multifactor bimodule AXB and any unitary dual functor ∨ on the
unitary multitensor category Bim(A⊕B), there is a canonical unitary isomorphism B(X∨)A ∼= BXA
by [BDH14, Cor. 6.12] and [Pen20, Cor. B].
2.3 Connected multifactor inclusions
We now consider the special case of X = AL
2BB where A ⊂ B is a unital inclusion of finite
multifactors. We call A ⊂ B finite index if AL2BB is dualizable (cf. Lemma 2.14), and connected
if AL
2BB is connected as an object Bim(A⊕B) equivalently, if Z(A) ∩ Z(B) = C1.
Let A ⊂ B be a finite index connected inclusion of finite multifactors. Let trB be a faithful
normal trace on B, and let EA : B → A be the unique trace-preserving conditional expectation.
By [GdlHJ89, Prop. 3.5.2(ii)], trA := trB |A is characterized by the formula
trA(pi) =
b∑
j=1
Tij trB(qj) ∀ 1 ≤ i ≤ a (7)
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where T ∈Ma×b(R>0) is the trace matrix
Tij := trBj (piqj) = vNdimR((pi(L
2B)qj)Bj ) (8)
(the second equality in (8) follows by [GdlHJ89, Proof of 3.6.7 and 3.2.5(h)]). We call (trA(pi))
a
i=1
and (trB(qj))
b
j=1 the trace vectors.
The Jones projection eA ∈ B(L2(B, trB)) is the orthogonal projection onto L2(A, trA). It
satisfies eAbΩ = EA(b)Ω, where Ω ∈ L2(A, trA) ⊂ L2(B, trB) is the image of 1 ∈ A ⊂ B. The
Jones basic construction [Jon83, §3] is the von Neumman algebra generated by B and by the Jones
projection:
〈B,A〉 := 〈B, eA〉 = JA′J ⊂ B(L2(B, trB)).
By setting A0 := A, A1 := B, and e1 := eA, and inductively An := 〈An−1, en−1〉 = JA′n−2J ⊂
B(L2An−1), we get the Jones tower
A0 = A ⊂ B = A1
e1⊂ A2
e2⊂ A3 ⊂ · · · (9)
Definition 2.16. Let A ⊂ B be a finite index connected inclusion of finite multifactors. A faithful
normal trace trB on B is called Markov if there exists a number d > 0 and an extension tr〈B,A〉 of
trB to 〈B,A〉 that satisfies
tr〈B,A〉(xeA) = d−2 trB(x)
for all x ∈ B.
By [GdlHJ89, §2.7 and 3.7], the Markov trace exists and is unique. The number d2 is called
the Markov index of the inclusion. It is equal to the spectral radius of T˜ T , where T˜ ∈Mb×a(R≥0)
is given by
T˜ji :=
{
∆2ij/Tij if piqj 6= 0
0 if piqj = 0
}
= vNdimL(Ai(piL
2Bqj)). (10)
By [GdlHJ89, Proof of Thm. 3.7.3], the Markov trace is completely determined by the equation
d2 trB(qj) =
a∑
i=1
T˜ji trA(pi). (11)
By definition, the minimal central projections of 〈B,A〉 are the JpiJ for i = 1, . . . , a. By
[GdlHJ89, (3.7.3.1)], the trace vector (tr〈B,A〉(JpiJ))ai=1 is given by
tr〈B,A〉(JpiJ) = d−2 trA(pi)
∑
1≤k≤b
piqk 6=0
∆2ik
Tik
(12)
and by [GdlHJ89, Prop. 3.6.8], the trace matrix TB⊂〈B,A〉 ∈Mb×a(R≥0) for the inclusion B ⊂ 〈B,A〉
is given by
T
B⊂〈B,A〉
ji =
T˜ji∑
1≤k≤b
piqk 6=0
∆2ik
Tik
. (13)
From here on, trB is the unique Markov trace on B. By [GdlHJ89, Thm. 3.6.4.(i)] (see also
[PP86]), there is a finite Pimsner-Popa basis {b} for B over A satisfying∑
b
bEA(b
∗x) = x ∀x ∈ B and
∑
b
bb∗ = d2 ∈ [1,∞).
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This means EA is of index finite type in the sense of [Wat90], and the Markov index d
2 =
∑
b bb
∗
is equal to the Watatani index.
Iterating Jones’ basic construction, we get a Jones tower
A0 = A ⊂ B = A1
e1⊂ A2
e2⊂ A3 ⊂ · · ·
abbreviated (An, trn, en+1)n≥0, where each inclusion is strongly Markov.
Example 2.17 ([Jon83, §3.2]). An inclusion of finite dimensional von Neumann algebras A ⊂ B
equipped with a faithful trace trB is Markov if and only if the trace vectors ~λB for B and ~λA for A
(whose k-th entry is the trace of a minimal projection in the k-th summand) satisfy ΛTΛ~λB = d
2~λB
and ΛΛT~λA = d
2~λA where d > 0 such that d
2 = ‖ΛΛT ‖ = ‖ΛTΛ‖. Here, Λ is the bipartite adjacency
matrix for the Bratteli diagram of the inclusion A ⊂ B, whose (i, j)-th entry Λi,j is the number of
edges between the i-th even vertex/simple summand of A and j-th odd vertex/simple summand of
B.
Facts 2.18.
• (Multistep basic construction [JP11, Prop. 2.20]) For every n ∈ N and 0 ≤ k ≤ n, the
inclusion An−k ⊂ (An, trn) ⊂ (An+k, trn+k, fnn−k) is standard in the sense of [JP11, Def. 2.14],
i.e., isomorphic to a basic construction. Here, fnn−k is proportional to the unique word in the
Jones projections en, . . . , en−k+1 of maximal length [PP88].
• (Conjugation by J [JP11, Rem. 2.21]) Under the multistep basic construction isomorphisms
above, on L2(An, trn), (JnAn−kJn)′ = An+k.
• (Centralizer algebras as endomorphisms [JP11, Prop. 2.20 Rem. 2.26]) Using the multistep
basic construction together with the bimodule isomorphisms L2An ∼= L2BAn, we get the
following isomorphisms between centralizer and endomorphism algebras:
A′0 ∩A2n ∼= EndA−A(L2BAn) A′1 ∩A2n+1 ∼= EndB−B(L2BAn+1)
A′0 ∩A2n+1 ∼= EndA−B(L2BAn+1) A′1 ∩A2n+2 ∼= EndB−A(L2BAn+1)
(14)
2.4 Planar algebras
Suppose we have a unitary multitensor category C together with a chosen unitary dual functor ∨,
a 2-shading 1C = 1+ ⊕ 1−, and a generator X ∈ C+−. Using [DGG14, §5] and [Pen20, §4], we can
construct a unitary 2-shaded planar algebra, i.e., a 2-shaded C∗-planar algebra [Jon99, Def. 1.37]
P• = P(C, X,∨)• with finite dimensional box spaces
P2n,+ := EndC((X ⊗X)⊗n) P2n,− := EndC((X ⊗X)⊗n)
P2n+1,+ := EndC((X ⊗X)⊗n ⊗X) P2n+1,− := EndC((X ⊗X)⊗n ⊗X).
Given such a unitary 2-shaded planar algebra P•, one can recover the tuple (C,∨, X) by taking its
category of projections (see [MPS10, §4.1], [BHP12, §2.3], [Pen20, §4], and [HP20, §3.3]). Moreover,
these two constructions are mutually inverse.
Theorem 2.19. There is an equivalence of categories 1unitary 2-shaded planaralgebras P•
 ∼=
Triples (C,∨, X) with C a unitary multitensorcategory, ∨ a unitary dual functor, 1C = 1+⊕1−
a 2-shading, and a generator X ∈ C+−
 .
1 The collection of triples (C,∨, X) forms a 2-category which is equivalent to a 1-category [HPT16, Lem. 3.5].
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Using the language of strongly Markov inclusions of finite dimensional von Neumann algebras,
we now prove that the standard unitary dual functor ∨standard with respect to a chosen generator
X as in Definition 2.7 in a 2-shaded unitary multifusion category is the unique unitary dual functor
whose loop parameters for X are the same scalar. As a corollary, if we add scalar loop parameter
to the left hand side of the equivalence in Theorem 2.19, we may remove the unitary dual functor
from the right hand side as it is uniquely determined by the other data.
Theorem 2.20. Suppose C is a 2-shaded indecomposable unitary multifusion category and X ∈ C+−
generates C. If ∨ is a unitary dual functor on C whose loop parameters for X are scalars
= coev∗X ◦ coevX = λ id1+ = evX ◦ ev∗X = λ id1− ,
then λ = dX , and ∨ is unitarily equivalent to the standard unitary dual functor with respect to X.
Proof. Since C is unitary multifusion, generated by X, there is an n ∈ N such that every simple
object in C++ = 1+ ⊗ C ⊗ 1+ and C+− = 1+ ⊗ C ⊗ 1− appears as a summand of (X ⊗ X)⊗n or
(X ⊗X)⊗n ⊗X. We define the following finite dimensional von Neumann algebras
A = EndC((X ⊗X)⊗n) and B = EndC((X ⊗X)⊗n ⊗X),
and we observe there is an obvious inclusion map A ↪→ B by − ⊗ idX , under which the inclusion
A ⊂ B is connected. In fact, this connected inclusion is independent of ∨! What is not independent
of ∨ is the choice of conditional expectation E : B → A given by
x 7→ 1
λ
·
2n
2n
x .
By [Pen20, Thm. D], there exists a state ψ on EndC(1C) such that for every c ∈ C and f : c→ c,
ψ
(
f
)
= ψ
(
f
)
.
(Observe that these pictures are not shaded as [Pen20, Thm. D] only applies to the unshaded case!)
Consider the tracial states on A and B given by
trA :=
1
λ2n · ψ(id1+)
· (ψ ◦ tr∨R) trB :=
1
λ2n+1 · ψ(id1+)
· (ψ ◦ tr∨R)
and observe that E : B → A is the unique trace-preserving conditional expectation.
Since C is multifusion, by the Recognition Lemma [JS97, Lem. 5.3.1] for the basic construction
in finite dimensions, the von Neumann algebra
C := EndC((X ⊗X)⊗n+1) eA := 1
λ
· 2n
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is isomorphic to the basic construction algebra 〈A,B〉 with Jones projection eA, where the inclusion
is given by y 7→ y ⊗ idX and conditional expectation F : C → B given by
y 7→ 1
λ
·
2n+1
2n+1
y .
Moreover, there exists a trace on C given by
trC :=
1
λ2n+2 · ψ(id1+)
· (ψ ◦ tr∨R).
Since trC |B = trB and F (eA) = λ−1, we see that trC is a (λ,B)-trace on C [Jon83, Def. on p.8]. By
[Jon83, Thm. 3.3.2], we have that A ⊂ (B, trB) is a connected Markov inclusion. Thus trB is the
unique Markov trace for the inclusion A ⊂ B. From the existence of the Giorgetti-Longo unitary
dual functor and induced Markov trace from [GL19], we immediately have that λ = dX and
α2i = trA(pi ⊗ id(X⊗X)⊗n) =
ψ(pi)
ψ(id1+)
∀ i = 1, . . . , a.
β2j = trB(id(X⊗X)⊗n⊗X ⊗qj) =
ψ(qj)
ψ(id1+)
∀ i = j, . . . , b.
Finally, since C is indecomposable multifusion, the relevant classfying grading groupoid for
unitary dual functors is the matrix unit groupoid Ga+b. We have that for all i, j, the classifying
groupoid homomorphism pi : Ga+b → R>0 is given by
pi(eij) =
dim∨L(Xij)
dim∨R(Xij)
=
ψ
 qjpi
 /ψ(qj)
ψ
 pi qj
 /ψ(pi)
=
α2i
β2j
which is exactly the formula (6). Thus, ∨ is exactly the Giorgetti-Longo standard unitary dual
functor by Theorem 2.5.
Corollary 2.21. There is an equivalence of categories (see Footnote 1)
Indecomposable finite depth unitary
2-shaded planar algebras P• with
equal scalar loop moduli
 ∼=
Pairs (C, X) with C an indecomposableunitary multifusion category, 1C = 1+⊕1−
a 2-shading, and a generator X ∈ C+−
 .
Warning 2.22. While the unitary 2-shaded planar algebra P• has scalar loop moduli which are
the same for both shadings, P• is not necessarily spherical. Indeed, there can be endomorphisms
of X which have distinct left and right traces with respect to the standard unitary dual functor. A
typical example of this behavior is the planar algebra of a bipartite graph [Jon00].
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2.5 Standard invariants
Definition 2.23. Given multifactors A,B and a dualizable bimodule AXB, the standard invariant
of AXB is the abstract 2-shaded unitary multitensor category C(X) ⊂ Bim(A⊕B) generated by X
together with the choice of generating object X and the standard unitary dual functor with respect
to X, whose loop moduli are both the scalar dX as in Definition 2.7. Here, we forget the existence
of the forgetful fiber functor C(X) → Bim(A ⊕ B). Observe that C is 2-shaded with 1+ = AL2AA
and 1− = BL2BB. We say that AXB has finite depth if C(X) is a unitary multifusion category.
An equivalence of standard invariants (F, u) : C(X) → D(Y ) is a unitary tensor equivalence
F : C → D together with a unitary isomorphism u ∈ D(Y → F (X)).
The standard invariant of a finite index connected inclusion A ⊂ B of finite multifactors is the
standard invariant C(AL2BB). We say that the inclusion A ⊂ B has finite depth if AL2BB has
finite depth, i.e., C(AL2BB) is multifusion.
By Theorem 2.19, the standard invariant C(X) of AXB may also be viewed as a unitary 2-shaded
planar algebra P(X)• with equal scalar loop moduli.
Suppose now A ⊂ (B, trB) is a finite index connected inclusion of finite multifactors equipped
with the unique Markov trace. In addition to the unitary 2-shaded planar algebra P(AL2BB), one
can construct another unitary 2-shaded planar algebra PA⊂B• using the construction from [JP11,
§3] whose box spaces are the higher centralizer algebras of the Jones tower:
PA⊂Bn,+ := A′0 ∩An PA⊂Bn,− := A′1 ∩An+1 ∀n ≥ 0.
In fact, the two unitary planar algebras P(AL2BB)• and PA⊂B• are ∗-isomorphic by [DGG14,
Pf. of Thm. 5.4 and Rem. 5.5], which do not rely in any substantial way on factoriality and can be
adapted to our situation using (14) from Facts 2.18 in place of the results from [Bis97]. Hence we
have a commutative diagram{
Finite index connected multi-
factor inclusions A ⊂ B
} {
Indecomposable unitary 2-shaded planar
algebras P• with equal scalar loop moduli
}
{
Dualizable connected multi-
factor bimodules AXB
} {
Triples (C, X,∨) with C indecomposable such
that X ∈ C+− has equal scalar loop values
}
[JP11]
[DGG14]
Thm. 2.19 ∼= (15)
By [Pop95a, Thm. 3.1], as explained in [Jon99, Pf. of Thm. 4.3.1], given a spherical unitary
2-shaded planar algebra P• which is connected (P0,± are 1-dimensional), there is a II1 subfactor
A ⊂ B which is extremal (the traces trA′ and trB agree on A′ ∩ B) whose standard invariant is
∗-isomorphic to P•. If moreover P• is finite depth, A and B can be taken to be hyperfinite.
Hence in the case of connected spherical unitary 2-shaded planar algebras, the top horizontal
map in (15) above is surjective. We conjecture that this map is always surjective.
Conjecture 2.24. Given a unitary 2-shaded planar algebra P•, there is a finite index homogeneous
connected II1 multifactor inclusion A ⊂ B whose standard invariant is ∗-isomorphic to P•.
We discuss homogeneous inclusions in §4.3 below cf. [Pop95b, Def.1.2.11]. In §5.1 below, we
prove Conjecture 2.24 for finite depth unitary 2-shaded planar algebras, in which case A,B can be
taken to be hyperfinite.
The commutative diagram (15) is functorial for isomorphisms; this statement must be inter-
preted with the subtlety that the top line in (15) consists of two 1-groupoids, while the second line
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consists of two 2-groupoids (the second is 1-truncated and equivalent to a 1-groupoid by Theorem
2.19, see also [HPT16, Lem. 3.5]). We now discuss the functoriality of these arrows in more detail.
An isomorphism of two finite index multifactactor inclusions A ⊂ B and A˜ ⊂ B˜ is a ∗-
isomorphism ϕ : B → B˜ taking A onto A˜. Given such an isomorphism ϕ of inclusions, there
is a unique extension of ϕ taking the Jones tower of A ⊂ B onto the Jones tower of A˜ ⊂ B˜ pre-
serving the Jones projections, i.e., eA⊂Bk 7→ eA˜⊂B˜k for all k. This gives us an induced planar algebra
isomorphism P(ϕ)• : PA⊂B• → PA˜⊂B˜• on the centralizer algebras.
To describe 1-isomorphisms between dualizable bimodules, we must introduce the notion of
Morita equivalence.
Definition 2.25. A Morita equivalence between von Neumann algebras M and N is an invertible
bimodule MHN , i.e., an M − N bimodule H equipped with unitary two bimodule isomorphisms
MHN HM ∼= ML2MM and NHM HN ∼= NL2NN which satisfy the zig-zag relations (3, 4). The
unitarity of these cups and caps is exactly the recabling relations:
H H
H H
=
H
H
H
H
= = idL2N
H H
H H
=
H
H
H
H
= = idL2M
(16)
By [Sau85, Prop. 3.1], these unitary solutions to the conjugate equations are unique up to unique
M −N bilinear unitary isomorphism of MHN .
As an example, given a von Neumann algebra N , any faithful right N -module HN is canonically
an N ′ − N Morita equivalence bimodule by [Sau85, Prop. 3.1] where N ′ is the commutant of the
right N -action. When A is a finite multifactor, such faithful right A-modules YA are parametrized
up to right A-linear unitary isomorphism by Ra>0 via the map YA 7→ (vNdimR(Y piAi))ai=1.
Suppose now N ⊂M is a unital inclusion of von Neumann algebras. A faithful right N -module
HN induces a faithful right M -module KM := H N L2MM . Setting N ′ := (Nop)′ ∩ B(H) and
M ′ := (Mop)′ ∩ B(K), the induced left N ′-action on K commutes with the right M -action and is
thus contained in M ′. The inclusion N ′ ⊂ M ′ is called the Morita equivalent inclusion induced by
HN . (We warn the reader that the commutants N
′ and M ′ are taken in different representations,
and thus M ′ is not contained in N ′ even though N ⊂M .)
A 1-isomorphism between two dualizable bimodules AX
1
B and A′X
2
B′ consists of a triple
(A′Y A,B′ZB, ψ) where A′Y A and B′ZB are Morita equivalence bimodules (which always come
equipped with two distiguished unitary isomorphisms satisfying the zig-zag axioms) and an A′−B
bilinear unitary isomorphism ψ : A′Y A X1B → A′X2 B′ ZB. A 2-isomorphism between triples
(A′Y
1
A,B′Z
1
B, ψ1) and (A′Y
2
A,B′Z
2
B, ψ2) consists of an A
′−A bilinear unitary u : A′Y 1A → A′Y 2A
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and a B′ −B bilinear unitary v : B′Z1B → B′Z2B satisfying the relation
ψ2 ◦ (u idX1) = (v  idX2) ◦ ψ1
Y 1
Y 2
X2
X1
Z2
ψ2
u
=
Y 1
X2
X1
Z1
Z2
ψ1
v
(17)
where we denote the four von Neumann algebras A,B,A′, B′ by the shaded regions
= A = B = A′ = B′.
By uniqueness of the unitary solutions to the zig-zag equations for Y 1, Y 2 and Z1, Z2 respectively,
u, v will automatically satisfy the relations
Y 2
Y 1
u∗ =
Y 2
Y 2
Y 1
Y 1
u
Z2
Z1
v∗ =
Z2
Z2
Z1
Z1
v . (18)
We leave it to the reader to define composition of 1-morphisms and the associator isomorphisms in
this 2-groupoid.
Suppose now that ϕ : (A ⊂ B) → (A˜ ⊂ B˜) is an isomorphism of finite index connected
inclusions of finite multifactors. Denote these four von Neumann algebras A,B, A˜, B˜ by the shaded
regions
= A = B = A˜ = B˜,
and the standard and Morita equivalence bimodules by
= AL
2BB = A˜L
2B˜
B˜
=
A˜
L2A˜ϕ(A) = B˜L
2B˜ϕ(B)
We denote the conjugate bimodules by the horizontal reflection, and the restriction to A, A˜ re-
spectively by changing the shading. The map L2ϕ : BL
2BB → ϕ(B)L2B˜ϕ(B) is the isomorphism
x
√
trB 7→ ϕ(x)
√
tr
B˜
where trB, trB˜ are the unique Markov traces respectively. We may and do
view L2ϕ as the canonical B − B bimodule isomorphism L2B → ϕL2B˜ B˜ L2B˜ϕ from [Sau83,
Prop. 3.1] denoted by a cup:
ϕL2B˜ L2B˜ϕ
L2B
:=
ϕL2B˜ L2B˜ϕ
L2ϕ
L2B
.
We can restrict L2ϕ to an A− B bimodule map still denoted L2ϕ by restricting the left A-action
using the canonical isomorphism AL
2BB B ϕL2B˜B ∼= ϕ(A)L2B˜B, which we denote by a trivalent
vertex:
L2ϕ =
ϕL2B˜ L2B˜ϕ
L2B
: AL
2BB → ϕ(A)L2B˜ B˜ L2B˜ϕ(B)
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We get an invertible 1-morphism (L2A˜ϕ, L
2B˜ϕ, ψϕ) : AL
2BB → A˜L2B˜B˜ in the bimodule 2-groupoid
where ψϕ is the isomorphism
ψϕ :=
L2A˜ϕ
L2B˜ϕ
L2B
L2B˜
:
A˜
L2A˜ϕ A L2BB → A˜L2B˜ B˜ L2B˜ϕ(B). (19)
The assignment (A ⊂ B) 7→ AL2BB and [ϕ : (A ⊂ B) → (A˜ ⊂ B˜)] 7→ (L2A˜ϕ, L2B˜ϕ, ψϕ) can be
endowed with the structure of a 2-functor; we leave the details to the reader.
Suppose now that (Y,Z, ψ) : AX
1
B → A′X2B′ is a 1-isomorphism between dualizable multifac-
tor bimodules. Denote these four von Neumann algebras A,B,A′, B′ by the shaded regions
= A = B = A′ = B′,
and the standard and Morita equivalence bimodules by
= AL
2BB = A′L
2B′B′ = A′Y A = BZB
We denote the conjugate bimodules by the horizontal reflection, and the restriction to A, A˜ respec-
tively by changing the shading. We get a planar algebra ∗-isomorphism by ‘encircling’ the box
spaces of P(AX1B)• using ψ,ψ∗, ψ, ψ∗, and the standard cups and caps. For example, abbreviating
isomorphisms ψ,ψ, ψ∗ψ∗ by 4-valent vertices
:= ψ := ψ := ψ∗ := ψ∗ ,
given x ∈ P(AX1B)3,+, we define
P(Y, Z, ψ)3,+(x) := x := x .
One verifies this ‘encircling’ action gives a planar algebra isomorphism using the recabling relation
(16). It is a straightforward exercise using (17) and (18) that if there exists a 2-isomorphism (u, v) :
(Y 1, Z1, ψ1)⇒ (Y 2, Z2, ψ2), the planar algebra ∗-isomorphisms P(Y 1, Z1, ψ1)• and P(Y 2, Z2, ψ2)•
from P(AX1B)• → P(A′X2B′)• are equal. Using this ‘encircling action’, we also get an equivalence
of the non-idempotent complete full subcategories C˜(AX1B) ⊂ C(AX1B) and C˜(A′X2B′) ⊂ C(A′X2B′
whose objects are the alternating tensor powers of Xj and Xj for j = 1, 2 respectively, which
descends to an equivalence of the idempotent completions C(AX1B) ' C(A′X2B′).
Hence the construction [DGG14] actually gives a 1-functor from the 1-truncation of the 2-
groupoid of bimodules to the 1-groupoid of unitary 2-shaded planar algebras. Moreover, the result
[DGG14, Pf. of Thm. 5.4 and Rem. 5.5] can then be reinterpreted as the statement that the 1-functor
from the 1-groupoid of inclusions to the 1-groupoid of planar algebras is naturally isomorphic to the
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composite of the 2-functor from the 1-groupoid of inclusions to 2-groupoid of bimodules followed
and this 1-functor from the 1-truncation of the 2-groupoid of bimodules to the 1-groupoid of
planar algebras. That is, given a ∗-isomorphism ϕ : (A ⊂ B) → (A˜ ⊂ B˜), we have the following
commutative diagram:
PA⊂B• P(AL2BB)•
PA˜⊂B˜• P(A˜L2B˜B˜)•
∼=
P(ϕ)• P(L2A˜ϕ,L2B˜ϕ,ψϕ)•
∼=
(20)
We now collect some important results on Morita equivalent inclusions and their standard
invariants.
Lemma 2.26. Suppose A ⊂ B is a finite index connected inclusion of finite multifactors and
YA is a faithful right A-module. The induced Morita equivalent inclusion A
′ ⊂ B′ is a connected
inclusion of finite multifactors with the same Jones dimension matrix. Moreover (A′YA,B′ZB, ψ)
is an invertible 1-morphism from AL
2BB → A′L2B′B′ where ψ is the composite
A′Y A L2BB = A′ZB ∼= A′L2B′ B′ ZB.
In particular, Morita equivalent inclusions have canonically isomorphic standard invariants.
Proof. By construction, A′, B′ are clearly finite multifactors with the same centers as A,B respec-
tively. By [Sau83, Prop. 3.1], there is a canonical B′ −B′ bimodule isomorphism L2B′ ∼= Z B Z,
which restricts to an A′ −B′ bimodule isomorphism
A′L
2B′B′ ∼= A′Y A L2B B ZB′ . (21)
Since left and right von Neumann dimension are multiplicative, we see ∆(A′L
2B′B′) = ∆(AL2BB),
so A′ ⊂ B′ is finite index and connected. The rest is straightforward and left to the reader.
Proposition 2.27. Let ϕ : (A ⊂ B) → (A˜ ⊂ B˜) be an isomorphism of finite index connected
inclusions of finite multifactors, and YA, Y˜A˜ two faithful right modules. Let A
′ ⊂ B′ and A˜′ ⊂ B˜′
be the induced Morita equivalent inclusions, where Z := Y A L2B and Z˜ := Y˜ A˜ L2B˜.
For every right A-linear unitary w : YA → Y˜ϕ(A) (if one exists), there is an isomorphism
ϕ′ : (A′ ⊂ B′) → (A˜′ ⊂ B˜′) such that ϕ′|A′ = Ad(w). Moreover, there exists an invertible 2-
morphism
AL
2BB A′L
2B′B′
A˜
L2B˜
B˜ A˜′L
2B˜′
B˜′
(L2A˜ϕ,L2B˜ϕ,ψϕ)
(Y,Z,ψ)
(L2A˜′
ϕ′ ,L
2B˜′
ϕ′ ,ψϕ′ )
(u,v)
(Y˜ ,Z˜,ψ˜)
which only depends on w,ϕ. In particular, the following square commutes:
P(AL2BB)• P(A′L2B′B′)•
P(
A˜
L2B˜
B˜
)• P(A˜′L2B˜′B˜′)•
∼=
P(L2A˜ϕ,L2B˜ϕ,ψϕ)• P(L2A˜′ϕ′ ,L2B˜′ϕ′ ,ψϕ′ )•
∼=
(22)
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Proof. We denote the von Neumann algebras A,A′, A˜, A˜′, B,B′, B˜, B˜′ by the shaded regions
= A = A′ = A˜ = A˜′ = B = B′ = B˜ = B˜′
the standard bimodules AL
2BB,A′L
2B′B′ , A˜L
2B˜
B˜
,
A˜′L
2B˜′
B˜′ by
= AL
2BB = A′L
2B′B′ = A˜L
2B˜
B˜
=
A˜′L
2B˜′
B˜′ ,
and the Morita equivalences Y,Z, Y˜ , Z˜ by the colored strands
= A′Y A = B′ZB = A˜′ Y˜A˜ = B˜′Z˜B˜
We denote the conjugates of these bimodules by taking horizontal reflections. We denote the
restrictions of B,B′, B˜, B˜′-actions to A,A′, A˜, A˜′ by changing the shading on the appropriate side.
For example, when we restrict the left B,B′-action on Z, Z˜ to A′, A˜′, we have obvious identification
isomorphisms
A′ZB = A′Y A L2BB
A˜′Z˜B˜ = A˜′ Y˜ A˜ L
2B˜
B˜
We now define a right B-linear unitary x : ZB → Z˜ϕ(B) by
ZB = Y A L2BB
wL2ϕ−−−−→ Y˜ϕ A ϕL2B˜ϕ(B) ∼= Y˜ A˜ L2B˜ϕ(B) = Z˜ϕ(B).
This right B-linear unitary induces an isomorphism of right B-commutants ϕ′ := Ad(x) : B′ → B˜′.
By construction, ϕ′|A′ = Ad(w). We denote the Morita equivalences L2A˜ϕ, L2B˜ϕ, L2A˜′ϕ′ , L2B˜′ϕ′
by
=
A˜
L2A˜ϕ(A) = B˜L
2B˜ϕ(B) = A˜′L
2A˜′ϕ′(A′) = B˜′L
2B˜′ϕ′(B′)
their conjugates by again taking horizontal reflection, and restrictions by changing the shading.
Using ϕ,ϕ′, we view w as an A′ −A bilinear unitary and x as a B′ −B bilinear unitary
w : A′Y A → ϕ′(A′)L2A˜′ A˜′ Y˜ A˜ L2A˜ϕ(A)
x : B′ZB → ϕ′(B′)L2B˜′ B˜′ Z˜ B˜ L2B˜ϕ(B).
We now define our component unitaries of our 2-morphism by
u := w :
A˜′L
2A˜′ϕ′ A′ Y A −→ A˜′ Y˜ A˜ L2A˜ϕ(A)
v := x :
B˜′L
2B˜′ϕ′ B′ ZB −→ B˜′Z˜ B˜ L2B˜ϕ(B).
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It remains to verify (17) holds, which in string diagrams is as follows:
w L2ϕ
=
u
ψϕ
ψ˜
?
=
ψ˜
ψϕ′
v
= x .
Applying isotopy and composing with obvious trivalent vertex isomorphisms, the above equation
is equivalent to the following equation:
w L2ϕ
?
=
x
.
Finally, this equation holds by definition of the morphism x when restricted to an A′−B bimodule
map.
3 Distortion and extremality
In this section, we introduce the notion of the modular distortion for bimodules over finite multi-
factors. The notion of distortion for bimodules over a II1 factor N is closely related with the notion
of Connes-Takesaki module for an endomorphism of B(`2)⊗N ; we refer the reader to Remark 3.9
for a detailed discussion.
Using the notion of distortion, we introduce the notion of extremality for multifactor bimodules,
and we give many equivalent characterizations. We reconcile our definition based on [Pen13] and
the definition for a II1 factor bimodule from [DGG14, p.51] in Corollary 3.19 below.
We connect our definition to extremality of a finite index connected inclusion of finite multi-
factors A ⊂ (B, trB) with its Markov trace and trace-preserving conditional expectation in §3.3
below.
3.1 Distortion and extremality for II1 factor bimodules
In this section, M,N,P will denote II1 factors, unless stated otherwise.
Definition 3.1. The modular distortion of a dualizable M −N bimodule H is defined to be
δ = δ(H) :=
√
vNdimL(H)√
vNdimR(H)
.
Observe that
vNdimL(MH) = δ(H)∆(H) vNdimR(HN ) =
∆(H)
δ(H)
, (23)
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where ∆(H) is the Jones dimension. Moreover, distortion is multiplicative, i.e., if MHN and NKP
are dualizable bimodules, then
δ(H N K) = δ(H)δ(K). (24)
We say H has constant distortion δ if for every M−N sub-bimodule K ⊂ H, we have δ(K) = δ(H).
Proposition 3.2. For a dualizable M −N bimodule H, the following are equivalent.
(1) H has constant distortion, and
(2) ∆(H) = D(H), i.e., the Jones dimension is equal to the statistical dimension.
Proof. Since H is dualizable, we may write H as a finite direct sum of simple M − N bimodules
H =
⊕n
i=1Ki. On the one hand, we have
D(H) =
n∑
i=1
D(Ki) =
n∑
i=1
∆(Ki) =
n∑
i=1
√
vNdimL(Ki) vNdimR(Ki) =
n∑
i=1
δ(Ki) vNdimR(Ki),
using the fact that D is additive and the Jones dimension of each simple summand agrees with the
statistical dimension. On the other hand, we have
∆(H) =
√√√√( n∑
i=1
vNdimL(Ki)
)(
n∑
i=1
vNdimR(Ki)
)
=
√√√√( n∑
i=1
δ(Ki)2 vNdimR(Ki)
)(
n∑
i=1
vNdimR(Ki)
)
.
Therefore, it’s immediate that D(H) = ∆(H) when H has constant distortion.
The reverse implication follows by recognising the expressions for D(H) and ∆(H) computed
above as related by the Cauchy–Schwarz inequality in Rn. Indeed, if ei ∈ Rn denotes the i-th
standard basis vector, setting
x :=
n∑
i=1
δ(Ki) vNdim (Ki)
1/2ei y :=
n∑
i=1
vNdim (Ki)
1/2ei,
we have D(H) = 〈x,y〉 and ∆(H) = ‖x‖‖y‖. Suppose now that D(H) = ∆(H). Then we have
〈x,y〉 = ‖x‖‖y‖, and so x = λy for some λ ≥ 0. Hence, δ(Ki) = λ is constant independent of
i. Since δ is constant on all simple summands of H, it follows (since vNdimL and vNdimR are
additive) that δ is constant on all sub-bimodules of H.
Corollary 3.3. If MHN and NKP are dualizable II1 factor bimodules with constant distortion,
then so is H N K.
Proof. Apply Proposition 3.2 to the equality
∆(H N K) = ∆(H)∆(K) = D(H)D(K) = D(H N K).
Remark 3.4. Given a II1 factor N , the modular distortion δ induces a grading on the unitary
tensor category Bimd(N) of dualizable N −N bimodules by
Bimd(N) =
⊕
r>0
δ−1(r)
where δ−1(r) is the semisimple subcategory of Bimd(H) whose simple objects have distortion r.
(Observe that δ−1(r) may contain only the zero object, so this R>0-grading may not be faithful.)
By combining (24) and Corollary 3.3, we see that δ−1(r)⊗ δ−1(s) ⊂ δ−1(rs).
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Definition 3.5 ([Pen13]). An N−N bimodule H is called extremal if for all N−N sub-bimodules
K ⊂ H, we have vNdimL(K) = vNdimR(K). When H is dualizable, H is extremal if and only if
H has constant distortion equal to 1.
Corollary 3.6. If H is an extremal dualizable N −N bimodule, then D(H) = ∆(H).
Remark 3.7. Notice that the converse of Corollary 3.6 is not true, as any simple non-distortion 1
bimodule is a counterexample.
Using the universal grading group, we get an extremely short proof of the following result,
which can also be deduced from [Pop90, 3.7.1].
Proposition 3.8. If NHN is finite depth, then NHN is extremal.
Proof. Since the unitary tensor category C(H) is fusion, its universal grading group U is finite
[EGNO15, §4.14]. Since δ induces a grading on C(H), δ descends to a group homomorphism
U → R>0 by universality. Hence δ(U) ⊂ R>0 is a finite group, so it must be {1}.
Remark 3.9. Given a II∞ factor M , in [Izu03, Rem. 4.6], Izumi introduces the notion of a scalar-
valued module Mod(ρ) for every dualizable endomorphism ρ ∈ End(M) determined by the formula
TrM ◦ρ = dρ ·Mod(ρ) · TrM (25)
where TrM is any faithful semifinite normal trace on M . When M = B(`
2) ⊗ N for a II1 factor
N , there is a well-known equivalence of rigid C∗ tensor categories End(M)∪{0} ∼= Bim(M) [HP20,
§3.2] and an equivalence Bim(M) ∼= Bim(N) afforded by the Morita equivalence invertible M −N
bimodule M (`
2 ⊗ L2N)N . Using the composite equivalence
End(M) ∪ {0} ∼= Bim(N),
we can relate Mod(ρ) to the modular distortion δ(NHN ) where H ∈ Bim(N) is any dualizable
bimodule corresponding to the dualizable endomorphism ρ ∈ End(M).
Fix a dualizble NHN ∈ Bim(N), and let TrM = Tr⊗ trN . We get a dualizable endomorphism
ρ ∈ End(M) as follows. First choose any right N -lineay unitary u : `2⊗H → `2⊗L2N , and observe
that for any x ∈M , uxu∗ commutes with the right N -action on `2⊗L2N and thus lies in M . Hence
ρ := Ad(u) ∈ End(M). Moreover, given any other right N -linear unitary v : `2 ⊗H → `2 ⊗ L2N ,
we have
(uxu∗)(uv∗) = uxv∗ = (uv∗)vxv∗,
so Ad(v) is equivalent to Ad(u) in End(M) via the unitary intertwiner uv∗.
Recall now that for any right N -linear isometry u : HN → (`2 ⊗ L2N)N , we have TrM (uu∗) =
vNdimR(HN ) [Jon15, Prop. 10.1.3 and Def. 10.1.4]. This implies that for the projection e11⊗1N ∈
M , we may view u(e11 ⊗ 1N ) : e1 ⊗H → `2 ⊗ L2N as an N -linear isometry, and thus
TrM (ρ(e11 ⊗ 1N )) = TrM (u(e11 ⊗ 1N )u∗) = vNdimR(HN ).
By (25), we conclude that
Mod(ρ) =
vNdimR(HN )
dρ
=
vNdimR(HN )
D(H)
.
When D(H) = ∆(H), by (23), we have
Mod(ρ) = δ(H)−1. (26)
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Now again by [Izu03, Rem. 4.6], ρ has a Connes-Takesaki module mod(ρ) ∈ Aut(Z(M˜)) where
M˜ := M oσTrM R if and only if the minimal conditional expectation Eρ : M → ρ(M) is TrM -
preserving. In this case, letting λTrM (t) ∈ M˜ be the unitary implementing σtrMt , mod(ρ) is deter-
mined by the formula
mod(ρ)(λTrM (t)) = Mod(ρ)−it · λTrM (t).
We claim that
• ρ has a Connes-Takesaki module if and only if H has constant distortion, and
• in this case, mod(ρ) is multiplication by δ(H)it.
Indeed, by [Izu03, Prop. 4.2(2) and Rem. 4.6], it suffices to consider the case when H and ρ are
simple. Since H simple implies constant distortion, we have D(H) = ∆(H), and Mod(ρ) = δ(H)−1
by (26).
3.2 Distortion and extremality for II1 multifactor bimodules
We now extend the notions of distortion and extremality to bimodules over II1 multifactors. Let
AXB be a connected dualizable bimodule, where we assume Notation 2.10.
Definition 3.10. The modular distortion of X, denoted δ = δ(X), is the partially defined a × b
matrix whose ij-th entry is given by
δij :=
√
vNdimL(Ai(Xij))
vNdimR((Xij)Bj )
when Xij 6= 0.
The following corollary follows immediately from Proposition 3.2.
Corollary 3.11. The following are equivalent for a dualizable connected A−B bimodule X.
(1) For every i, j, the bimodule Xij has constant distortion (which may depend on i and j).
(2) D(X) = ∆(X).
Definition 3.12. We call AXB extremal if for all 1 ≤ i ≤ a and 1 ≤ j ≤ b, all Ai−Ai and Bj −Bj
bimodules generated by X and X are extremal in the sense of Definition 3.5.
Remark 3.13. An immediate consequence of Definition 3.12 is that extremality of one of AXB,
AX B XA, BXA, or BX A XB is equivalent to extremality of all of these bimodules.
Lemma 3.14. Suppose AXB is extremal. For any A − B bimodules Y, Z generated by X and X
such that Yij := piY qj 6= 0 6= piZqj =: Zij, we have
vNdimL(Ai(Yij))
vNdimR((Yij)Bj )
=
vNdimL(Ai(Zij))
vNdimR((Zij)Bj )
. (27)
Proof. Notice that (27) above is equivalent to
vNdimL(Ai(Yij)) vNdimR((Zij)Bj ) = vNdimL(Ai(Zij)) vNdimR((Yij)Bj ),
which is equivalent to
vNdimL(Ai(Yij)) vNdimL(Bj (Zji)) = vNdimR((Yij)Bj ) vNdimR((Zji)Ai),
which is equivalent to
vNdimL(Ai(Yij Bj Zji)) = vNdimR(Yij Bj Zji)Ai),
which follows by extremality of X.
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When AXB is extremal, Lemma 3.14 allows us to uniquely extend the definition of δij when
piqj = 0 by defining
δij :=
√
vNdimL(Ai(Yij))
vNdimR((Yij)Bj )
for any A−B bimodule Y generated by X and X such that Yij := piY qj 6= 0.
Corollary 3.15. Suppose AXB is extremal. The extension of the distortion function δ satisfies
δijδi′j′ = δij′δi′j ∀ 1 ≤ i, i′ ≤ a and 1 ≤ j, j′ ≤ b. (1)
Proof. Pick A − B bimodules U, V, Y, Z generated by X and X such that Uij , Vi′j′ , Yij′ , and Zi′j
are all non-zero. By Lemma 3.14, δijδi′j′ = δij′δi′j if and only if
vNdimL(Ai(Uij)
vNdimR((Uij)Bj )
vNdimL(Ai′ (Vi′j′))
vNdimR((Vi′j′)Bj′ )
=
vNdimL(Ai(Yij′))
vNdimR((Yij′)Bj′ )
vNdimL(Ai′ (Zi′j))
vNdimR((Zi′j)Bj )
which holds if and only if
AiUij Bj Zji′ Ai′ V qi′j′ Bj′ Y j′iAi
has the same left and right von Neumann dimension, which follows by extremality of X.
Lemma 3.16. Suppose we have a connected bipartite graph Γ with a even vertices and b odd vertices
and no double edges. Suppose we have a weighting δij ∈ R>0 for each edge (i, j) ∈ Γ. The following
conditions are equivalent for δ.
(1) For any cycle (i1, j1, i2, j2, . . . , in, jn) in Γ we have
n∏
k=1
δikjk =
n∏
k=1
δik+1jk (28)
where indices are taken modulo n.
(2) There is a weighting ηi, ξj ∈ R>0 for each even vertex i and odd vertex j of Γ such that
δij = ξj/ηi. Moreover this weighting is unique up to simultaneous uniform scaling of all
ηi, ξj.
(3) There is an extension of δ to the complete bipartite graph Ka,b which satisfies Condition (1)
above. Moreover, any such extension is unique.
(4) There is an extension of δ to a groupoid homomorphism Ga+b → R>0 where Ga+b is the
groupoid consisting of a+b objects and a unique isomorphism between any two objects. More-
over, any such extension is unique.
Proof.
(1)⇒ (2) : Suppose (1) holds. Fix an arbitrary even vertex i1 of Γ, and set ηi1 := 1. For an arbitrary
odd vertex j of Γ, pick an arbitrary path (i1, j1, . . . , in, jn) from i1 to jn = j (one exists as Γ is
connected), and define
ξj :=
∏n
k=1 δikjk∏n−1
`=1 δi`+1j`
.
25
By (28), ξj is independent of the choice of path. Similarly, for an arbitrary even vertex i of Γ, we
pick an arbitrary path (i1, j1, . . . , in, jn, in+1) from i1 to in+1 = i, and we define
ηi :=
∏n
k=1 δikjk∏n
`=1 δi`+1j`
which is again independent of the choice of path by (28). It is clear that δij = ξj/ηi for all (i, j) ∈ Γ
by construction.
Now suppose η′i and ξ
′
j is another choice of vertex weighting such that δij = ξ
′
j/η
′
i for all
(i, j) ∈ Γ. Setting λ := η′i1 , we claim that η′i = ληi and ξ′j = λξj for all i, j. Indeed, fixing a path
(i1, j1, . . . , in, jn) from i to j on Γ, we have
ξj = ξjn =
∏n
k=1 δikjk∏n−1
`=1 δi`+1j`
=
∏n
k=1
ξ′jk
η′ik∏n−1
`=1
ξ′j`
η′i`+1
=
ξ′jn
η′i1
=
ξ′j
λ
and thus ξ′j = λξj as claimed. Similarly, η
′
i = ληi.
(2)⇒ (3) : Suppose (2) holds. Setting δij := ξj/ηi for all (i, j) ∈ Ka,b is an extension of δ to Ka,b
which clearly satisfies (1) as
δijδi′j′ =
ξj
ηi
ξj′
ηi′
=
ξj′
ηi
ξj
ηi′
= δij′δi′j
for all i, i′, j, j′.
Now suppose δ′ is another weighting on the edges of Ka,b satisfying (1) such that δij = δ′ij for
every (i, j) ∈ Γ. We claim that δ′ij = ξj/ηi for all (i, j) ∈ Ka,b. Indeed, picking an arbitrary path
(i1, j1, . . . , in, jn) from i = i1 to j = jn in Γ, we see
δ′ij =
∏n
k=1 δ
′
ikjk∏n−1
`=1 δ
′
i`+1j`
=
∏n
k=1 δikjk∏n−1
`=1 δi`+1j`
=
∏n
k=1
ξjk
ηik∏n−1
`=1
ξj`
ηi`+1
=
ξjn
ηi1
=
ξj
ηi
as claimed.
(3)⇒ (4) : Suppose (3) holds. Setting δii′ := δij/δi′j for any odd vertex j in independent of the
choice of j by (1). We define δjj′ analogously. It is straightforward to verify this is the only possible
extension of δ to Ga+b satisfying δrsδst = δrt for all r, s, t.
(4)⇒ (1) : Suppose δ extends to a groupoid homomorphism. For any cycle (i1, j1, . . . , in, jn) in Γ,
we have
n∏
k=1
δikjkδjkik+1 = 1 (29)
where indices are taken modulo n. Since δji = δ
−1
ij , the equation (29) is equivalent to (28).
Similar techniques prove the following useful corollary.
Corollary 3.17. The following are equivalent for a matrix δ ∈Mn(R>0).
(1) δ gives a groupoid homomorphism Gn → R>0, i.e., δijδjk = δik for all 1 ≤ i, j, k ≤ n.
(2) There are (λi)
n
i=1 ∈ Rn>0 such that δij = λj/λi. Moreover this weighting is unique up to
simultaneous uniform scaling of all λi.
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Proof. Obviously (2) ⇒ (1). Suppose (1) holds. Setting λi := δ1i, we have δij = δi1δ1j = δ1j/δ1i
as desired. If (ηi) ∈ Rn>0 is any other such vector such that δij = ηj/ηi = λj/λi, then clearly
λj/ηj = λi/ηi for all 1,≤ i, j ≤ n. Hence (2) holds.
Theorem 3.18. The following are equivalent for a connected dualizable bimodule AXB.
(1) X is extremal
(2) Xij has constant distortion δij whenever Xij 6= 0, and δ satisfies (28) above.
(3) D(X) = ∆(X) and δ satisfies (28) above.
Proof.
(1)⇒ (2) : Suppose X is extremal. That Xij has constant distortion follows immediately from
Lemma 3.14. Define a bipartite graph Γ = Γ(X) with a even vertices and b odd vertices, where
(i, j) ∈ Γ if and only if Xij 6= 0. By Corollary 3.15, the extension of δ to Ka,b satisfies (1). Finally,
we may apply Lemma 3.16 to see (28) holds for δ restricted back to Γ.
(2)⇒ (1) : Suppose (2) holds. Then as δ satisfies condition (28), by Lemma 3.16, δ extends uniquely
to a groupoid homomorphism Ga+b → R>0, so δii = 1 = δjj for all 1 ≤ i ≤ a and 1 ≤ j ≤ b. Now
since X has constant distortion, given any loop (i1, j1, . . . , in, jn) with i1 = i in Γ, the Ai − Ai
bimodule
Xi1j1 Bji Xj1i2 Ai2 · · ·Ain Xinjn Bjn Xjni1
has constant distortion equal to δii = 1 by Corollary 3.3.
Moreover this constant distortion must be equal to 1 independent of the choice of loop of length
2n starting at i by (28). Hence
pi(X B X)Anpi =
⊕
loops of length 2n
based at i
Xi1j1 Bji Xj1i2 Ai2 · · ·Ain Xinjn Bjn Xjni1
has constant distortion equal to 1 for all n ∈ N and 1 ≤ i ≤ a. Similarly, qj(X A X)Bnqj has
constant distortion 1 for all n ∈ N and 1 ≤ j ≤ b. Thus X is extremal.
(2)⇒ (3) : This follows immediately by Corollary 3.11.
As a corollary, our definition of extremality agrees with that from [DGG14, p.51] in the case of
a dualizable bimodule over II1 factors.
Corollary 3.19. Suppose M,N are II1 factors and MHN is a dualizable M − N bimodule. The
following are equivalent.
• MHN is extremal in the sense of Definition 3.12.
• MHN is extremal in the sense of [DGG14, p.51], i.e., the traces trN ′ and trM ′ agree on
N ′ ∩M ′ ∩B(H).
Proof. First, we note that (28) is always satisfied when M,N are factors, so H is extremal in the
sense of Definition 3.12 if and only if it has constant distortion. Second, we note that trN ′ = trM ′ on
N ′∩M ′ if and only if they agree on projections. Now observe that for every projection p ∈ N ′∩M ′,
we have
δ(pH) =
(
vNdimL(M (pH))
vNdimR((pH)N )
)1/2
=
(
trM ′(p) vNdimL(MH)
trN ′(p) vNdimR(HN )
)1/2
= δ(H)
(
trN ′(p)
trM ′(p)
)1/2
.
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Thus δ(pH) = δ(H) if and only if trN ′(p) = trM ′(p). We conclude that H has constant distortion
if and only if trN ′ = trM ′ .
Corollary 3.20. Every finite depth connected dualizable bimodule AXB is extremal.
Proof. We may apply Proposition 3.8 to the diagonal component unitary fusion categories C(X)kk
of the standard invariant C(X) ⊂ Bim(A ⊕ B) to see that every Ai − Ai and Bj − Bj bimodule
generated by X is extremal.
3.3 Distortion and extremality for multifactor inclusions
In this section, we study the special case of the bimodule X = AL
2BB for a finite index connected
inclusion A ⊂ B of finite multifactors. Our main goal for this section is to characterize extremality
of AL
2BB in terms of the Markov and minimal conditional expectations.
Notation 3.21. For this section, fix a connected finite index inclusion A ⊂ B of finite multifactors.
In addition to assuming Notation 2.10, we fix the following notation. We write ∆ = ∆(X) for the
Jones dimension matrix and D = D(X) for the statistical dimension matrix. Since DTD has
positive entries and is irreducible, by the Frobenius-Perron Theorem, there are unique row vectors
~α ∈ Ra>0 and ~β ∈ Rb>0 with ‖~α‖2 = 1 = ‖~β‖2 such that ~αD = dX ~β and ~βDT = dX~α where d2X is
the largest eigenvalue of DTD [GL19].
Fact 3.22. We can now express the trace matrices in terms of the modular distortion. First,
observe that piqj = piJqjJ , so piqj 6= 0 if and only if JpiqjJ = JpiJqj 6= 0. Combining (8), (10),
and (13) respectively with (23), whenever piqj 6= 0,
Tij =
∆ij
δij
, T˜ji = δij∆ij , and T
B⊂〈B,A〉
ji =
δij∆ij∑b
k=1 δik∆ik
. (30)
Definition 3.23. Given a conditional expectation E : B → A, we define λij = λEij ∈ [0,∞) by the
formula
λijpi = E(piqj).
The conditional expectation E induces conditional expectations Eij : piqjBpiqj → piqjA whenever
piqj 6= 0 by
Eij(piqjbpiqj) := λ
−1
ij E(bqj)piqj .
We will be most interested in the unique Markov trace-preserving conditional expectation EMarkov :
B → A and the unique minimal expectation E0 : B → A [Hia88, Lon89, GL19]. By [Hav90,
Lem. 3.4], the Markov trace-preserving expectation is uniquely determined by EMarkovij is trace-
preserving whenever piqj 6= 0, and
λMarkovij = Tij
(
trB(qj)
trA(pi)
)
=
(30)
(
∆ij
δij
)(
trB(qj)
trA(pi)
)
∀ piqj 6= 0 (31)
where trB is the unique Markov trace and trA = trB |A. By [GL19, Thm. 2.6] and [Gio20, Thm. 2.3],
the minimal expectation is uniquely determined by
Ind(E0ij) = Dij and λ
0
ij =
Dijβj
dαi
∀ i, j. (32)
Theorem 3.24. Suppose A ⊂ B is a finite index connected inclusion of finite multifactors. The
following are equivalent:
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(E1) EMarkov = E0, i.e., A ⊂ B is extremal in the sense of [GL19, Def. 4.1].
(E2) D = ∆ and the Markov trace trB on B and its restriction trA := trB |A satisfy
δij = d
(
trB(qj)
βj
)(
αi
trA(pi)
)
∀ piqj 6= 0. (33)
(E3) AL
2BB is extremal.
Proof.
(E1)⇒(E2): Suppose that EMarkov is minimal. By (32), Ind(Eij) = ∆ij = Dij for all i, j, so ∆ = D.
Combining (32) and (31), whenever piqj 6= 0,
Dijβj
dαi
=
(32)
λMarkovij =
(31)
(
Dij
δij
)(
trB(qj)
trA(pi)
)
.
Solving for δij gives (33).
(E2)⇒(E1): Since D = ∆, Ind(Eij) = ∆ij = Dij for all i, j. Now combining (31), (33), and D = ∆,
we see that
λMarkovij =
(31)
(
Dij
δij
)(
trB(qj)
trA(pi)
)
=
(33)
Dijβj
dαi
.
By (32), EMarkov is the unique minimal expectation.
(E2)⇒(E3): By Lemma 3.16, δ satisfies (28). The result now follows by Theorem 3.18.
(E3)⇒(E2): Suppose AL2BB is extremal. By Theorem 3.18, D = ∆ and δ satisfies (28). By Lemma
3.16, there are vectors η ∈ Ra>0 and ξ ∈ Rb>0, unique up to uniformly scaling both η, ξ by the same
positive scalar, such that δij = ξj/ηi for all 1 ≤ i ≤ a and 1 ≤ j ≤ b.
Now choose the unique trace trB on B such that trB(qj) = ξjβj/d, where we have replaced η, ξ
with the unique uniform scaling such that
∑b
j=1 trB(qj) = 1. Set trA := trB |A. We now calculate
that
trA(pi) =
b∑
j=1
Tij trB(qj) =
(30)
b∑
j=1
(
Dij
δij
)
ξjβj
d
=
1
d
b∑
j=1
Dij
(
ηi
ξj
)
ξjβj =
ηi
d
b∑
j=1
Dijβj = ηiαi
which implies that ηi = trA(pi)/αi. Hence we have
δij =
ξj
ηi
= d
(
trB(qj)
βj
)(
αi
trA(pi)
)
.
To see that trB is the Markov trace, we verify (11):
a∑
i=1
T˜ji trA(pi) =
(30)
a∑
i=1
δijDij trA(pi) = d
(
trB(qj)
βj
) a∑
i=1
Dijαi = d
2 trB(qj).
In light of Theorem 3.24, we make the following definition.
Definition 3.25. A connected finite index multifactor inclusion is called extremal if either of the
equivalent conditions of Theorem 3.24 holds.
Corollary 3.26. The connected dualizble multifactor bimodule AXB is extremal if and only if the
finite index connected inclusion of finite multifactors A ⊂M := (Bop)′ ∩B(X) is extremal.
Proof. By [Sau83, Prop. 3.1], we have a canonical M −M bimodule isomorphism XBX ∼= L2M ,
which restricts to an A−M bimodule isomorphism. By Remark 3.13, AXB is extremal if and only
if AX B XA is extremal if and only if AL2MA is extremal if and only if AL2M M L2MA is
extremal if and only if AL
2MM is extremal.
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4 Modular distortion and the Jones tower/tunnel
Let A ⊂ B be a connected finite index inclusion of finite multifactors, and assume Notations 2.10
and 3.21. In §4.1 and 4.2 respectively, we characterize the behavior of the modular distortion
under basic construction and downward basic construction. We then make connections to Popa’s
homogeneity [Pop95b, Def. 1.2.11] in §4.3, and we show that the notion of super-extremality [GL19,
Def. 4.1] for a finite index extremal connected Markov inclusion A ⊂ (B, trB) of finite multifactors
is exactly Popa’s homogeneity.
4.1 The distortion dynamical system for Jones’ basic construction
We now compute the behavior of the distortion under taking Jones’ basic construction. Recall that
piqj 6= 0 if and only if JpiJqj 6= 0, and that the Jones dimension matrix for B ⊂ 〈B,A〉 is ∆T
where ∆ is the Jones dimension matrix of A ⊂ B [GdlHJ89, Prop. 3.6.6].
Proposition 4.1. The distortion δB⊂〈B,A〉 = δ(BL2〈B,A〉〈B,A〉) is related to δ = δ(AL2BB) by
δ
B⊂〈B,A〉
ji =
1
δij
b∑
k=1
δik∆ik ∀ piqj 6= 0⇔ JpiJqj 6= 0. (34)
Proof. Whenever piqj 6= 0⇔ JpiJqj 6= 0, by using (30) twice, we have
δ
B⊂〈B,A〉
ji =
∆Tji
T
B⊂〈B,A〉
ji
= δ−1ij
b∑
k=1
δik∆ik.
Assumption 4.2. We assume for the remainder of this section that A ⊂ B is extremal, i.e., AL2BB
is extremal so that ∆ = D and δ satisfies the equivalent conditions of Lemma 3.16. In particular,
there are row vectors ~η = (ηi)
a
i=1 ∈ Ra>0 and ~ξ = (ξj)bj=1 ∈ Rb>0, unique up to uniform scaling both
η, ξ by the same positive scalar, such that δij = ξj/ηi for all 1 ≤ i ≤ a and 1 ≤ j ≤ b.
We now iterate the basic construction one more time to get the first 4 algebras of the Jones
tower: A = A0 ⊂ B = A1 ⊂ A2 ⊂ A3.
Corollary 4.3. The distortions δA1⊂A2 = δ(A1L2A2A2) and δA2⊂A3 = δ(A2L2A3A3) are related to
δ = δ(AL
2BB) by
δA1⊂A2ji =
(~ξDT )i
(~ξ)j
, δA2⊂A3ij =
(~ξDTD)j
(~ξDT )i
. (35)
(Observe that the above formulas are independent of the choice of ~ξ up to uniform positive scaling.)
Proof. The first equality is proven by substituting δij = ξj/ηi in (34):
δA1⊂A2ji =
ηi
ξj
b∑
k=1
ξk
ηi
Dik =
1
ξj
b∑
k=1
ξkDik ∀ piqj 6= 0⇔ JpiJqj 6= 0
and then extending δA1⊂A2ji for every j, i as in Lemma 3.16. The second equality follows by iteration
with DT = D(A1L
2A2A2) in place of D = D(AL
2BB) and ~ξD
T in place of ~ξ.
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Theorem 4.4. Consider the topological space{
(δij) ∈ Mata×b(R>0)
∣∣δijδi′j′ = δij′δi′j ∀ 1 ≤ i, i′ ≤ a, ∀ 1 ≤ j, j′ ≤ b} ∼= Ra+b−1>0 .
The distortion dynamical system
(δij)
Φ7−→
(
(~ξDTD)j
(~ξDT )i
)
(36)
where ~ξ ∈ Rb>0 is as in Lemma 3.16(2) for δ, has a unique fixed point σ given by σij := dXβj/αi,
where ~α, ~β, dX are as in Notation 3.21.
Proof. Arguing by induction, we see that iterating this dynamical system n times starting with
δij = ξj/ηi yields
Φn(δ) =
(
(~ξ(DTD)n)j
(~ξ(DTD)n−1DT )i
)
.
Since δij > 0 for all 1 ≤ i ≤ a and 1 ≤ j ≤ b, it is well-known that
d−2nX ~ξ(D
TD)n
n→∞−−−→ c~β
for some c > 0 as the matrix d−2nX (D
TD)n tends to the projection onto R~β. This means that given
any input δ to the dynamical system, iterating yields
Φn(δ)
n→∞−−−→ c(
~βDTD)j
c(~βDT )i
=
d2Xβj
dXαi
=
dXβj
αi
.
Hence there is at most one fixed point given by σij := dXβj/αi. One immediately sees that this σ
is indeed a fixed point under the dynamical system Φ.
Definition 4.5. Given a connected, extremal A − B bimodule AXB we say that X has standard
distortion if δ = σ, the unique fixed point under the distortion dynamical system (36).
4.2 Distortion and the downward basic construction
We now compare the various notions of downward basic construction for a finite index connected
finite multifactor inclusion A ⊂ B that appear in the literature.
Definition 4.6. Suppose A ⊂ B is a finite index connected finite multifactor inclusion. Let trB
be the unique Markov trace on B and d2 the Markov index.
• A trace independent downward basic construction consists of a von Neumann subalgebra
C ⊂ A and a unital ∗-algebra isomorphism ψ : B → JC ′J ∩B(L2A) such that ψ|A = idA.
• A Jones downward basic construction cf. [Jon83, Lem. 3.1.8] consists of a projection f ∈ B
with central support 1 together with a left A-module unitary u : L2A→ L2Bf .
• A Popa downward basic construction cf. [Pop95b, Prop. 1.2.7] consists of a projection e ∈ B
with EA(e) = d
−2 such that setting C := {e}′ ∩ A, C ⊂ (A, trA) ⊂ (B, trB, e) is the Jones
basic construction, i.e., the map aeCb 7→ aeb for a, b ∈ A extends to a trace-preserving
isomorphism 〈A,C〉 ∼= B. Observe that in this case, EC(a) := d2EA(eae) is the unique
Markov trace-preserving conditional expectation; indeed, setting trC := trA |C , for all a ∈ A
and c ∈ C,
trC(EC(a)c) = trA(d
2EA(eae)c) = d
2 trB(eaec)
= d2 trB(eac) = d
2 trB(EA(e)ac) = trA(ac).
(37)
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It is relatively straightforward to show that a Popa downward basic construction is a Jones
downward basic construction which, in turn, is a trace independent basic construction. The main
result of this section builds on [Pop95b, Prop. 1.2.7] to prove the equivalence of all these notions
and further quantifies the existence of a downward basic construction in terms of the distortion δ.
Lemma 4.7. Suppose A ⊂ B is a finite index connected inclusion of finite multifactors. For any
projection f ∈ B,
vNdimL(Ai(piL
2Bfqj)) = pijδij∆ij ∀ 1 ≤ i ≤ a
where pi = trZB(f), i.e, pij = trBj (fqj).
Proof. Fix 1 ≤ i ≤ a, and recall that δij∆ij = vNdimL(Ai(piL2Bqj)) by (23). Thus by [Jon83,
(2.1.3)],
vNdimL(Ai(piL
2Bfqj)) = trA′i(JfqjJ)δij∆ij = trJA′iJ(fqj)δij∆ij .
But since Bj ⊂ JA′iJ is a II1 subfactor (whose unit is also qj), we must have that
trJA′iJ(fqj) = trBj (fqj) = pij
by the uniqueness of the trace on Bj . The result follows.
Fact 4.8. Since the minimal central projections of the basic construction 〈B,A〉 are the JpiJ , by
(12), the center-valued trace of eA ∈ 〈B,A〉 has i-th component
tr〈B,A〉i(eAJpiJ) =
tr〈B,A〉(eAJpiJ)
tr〈B,A〉(JpiJ)
=
tr〈B,A〉(eApi)
tr〈B,A〉(JpiJ)
=
d−2 trA(pi)
tr〈B,A〉(JpiJ)
=
(12)
1∑b
j=1 δij∆ij
.
Proposition 4.9. Let A ⊂ B be a finite index connected inclusion of finite multifactors, and let
trB be the unique Markov trace. For a projection f ∈ B, the following are equivalent.
(1) L2A ∼= L2Bf as left A-modules.
(2) the vector pi := trZB(f) ∈ [0, 1]b satisfies
∑b
j=1 pijδij∆ij = 1 for all 1 ≤ i ≤ a.
(3) f is equivalent to eA in 〈B,A〉 ⊂ B(L2(B, trB)).
Proof.
(1)⇔ (2) This follows immediately from Lemma 4.7:
vNdimL(Ai(piL
2Bf)) = vNdimL
 b⊕
j=1
Ai(piL
2Bfqj)

=
b∑
j=1
vNdimL(Ai(piL
2Bfqj)) =
b∑
j=1
pijδij∆ij .
Hence L2Bf ∼= L2A as left A-modules if and only if ∑bj=1 pijδij∆ij = 1 for all 1 ≤ i ≤ a.
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(2)⇒ (3) Whenever qjJpiJ 6= 0, by uniqueness of the trace on Bj , for all b ∈ B,
trBj (bqj) =
tr〈B,A〉i(bqjJpiJ)
tr〈B,A〉i(qjJpiJ)
=
tr〈B,A〉i(bqjJpiJ)
T
B⊂〈B,A〉
ij
.
Hence for our projection f ∈ B,
tr〈B,A〉i(fJpiJ) =
b∑
j=1
tr〈B,A〉i(fqjJpiJ) =
b∑
j=1
pijT
B⊂〈B,A〉
ij =
(30)
∑b
j=1 pijδij∆ij∑b
k=1 δik∆ik
=
1∑b
k=1 δik∆ik
.
By Fact 4.8, trZ〈B,A〉(f) = tr
Z
〈B,A〉(eA).
(3)⇒ (1) Recall that two projections in a finite multifactor are equivalent if and only if they are uni-
tarily conjugate. Suppose f ∈ B and u ∈ U(〈B,A〉) such that eA = ufu∗. Since the commutant of
the left A-action on L2B is the right-〈A,B〉 action, and since [J, eA] = 0 [GdlHJ89, Prop. 3.6.1(ii)],
we have isomorphisms of left A-modules
L2A ∼= eAL2B = L2BeA = L2Bufu∗ = (L2Bf)u∗ ∼= L2Be.
Theorem 4.10 (cf. [Pop95b, Prop. 1.2.7]). Suppose A ⊂ B is a finite index connected inclusion of
finite multifactors. The following are equivalent.
(D1) A ⊂ B admits a trace independent downward basic construction.
(D2) A ⊂ B admits a Jones downward basic construction, i.e., there is a projection f ∈ B with
central support 1 such that L2A ∼= L2Bf as left A-modules.
(D3) There exists a projection f ∈ B with central support 1 such that the vector pi := trZB(f) ∈ (0, 1]b
satisfies
∑b
j=1 pijδij∆ij = 1 for every 1 ≤ i ≤ a.
(D4) There is a projection f ∈ B with central support 1 which is equivalent to eA ∈ 〈B,A〉 ⊂
B(L2(B, trB)) where trB is the unique Markov trace.
(D5) A ⊂ B admits a Popa downward basic construction, i.e., there is a projection e ∈ B with
EA(e) = d
−2 such that setting C := {e}′ ∩ A, C ⊂ (A, trA) ⊂ (B, e, trB) is the Jones basic
construction and EAC (a) := d
2EA(eae) is the Markov trace-preserving conditional expectation.
Proof.
(D1)⇒(D5): Suppose C ⊂ A ⊂ B is an independent downward basic construction, and suppose there
is a ∗-isomorphism B ∼= 〈A,C〉 on L2A. Identify L2A = L2(A, trA) where trA is the unique Markov
trace for C ⊂ A, and identify B = 〈A,C〉 = 〈A, eC〉 where eC is the orthogonal projection onto
L2(C, trC) and trC := trA |C . Then by [Jon83, Prop. 3.1.4 and 3.4.1], EA(eC) = d−2, C = {eC}′∩A,
and EC(a)eC = eCaeC for all a ∈ A. Taking EA, we get EC(a) = d−2EA(eCaeC).
(D5)⇒(D2): We set f = e, which we may identify with the Jones projection eC for C ⊂ (A, trA). By
[Jon83, Prop. 3.1.5(iv)], the central support of eC is 1. We then have the following isomorphisms
of left A-modules:
L2BeC ∼= L2AC L2AeC ∼= L2AC L2C ∼= L2A.
(D2)⇒(D1): This follows from the argument in [Jon83, Lem. 3.1.8]. Using the isomorphism L2A ∼=
L2Be as left A-modules, we get a normal left B-action on L2A extending the left A-action. Now
define C := (JABJA)
′ on L2A, which is manifestly a downward basic construction.
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(D2)⇔(D3)⇔(D4): This follows by Proposition 4.9 together with the assumption that the central
support of f is 1.
Remark 4.11. Suppose A ⊂ B is a finite index connected inclusion of finite multifactors. The
Jones tower (An, trn, en+1)n≥0 is a Markov tower in the sense of [CHPS18, Def. 3.1]. Suppose f ∈ B
is a projection satisfying the equivalent conditions of Proposition 4.9 such that EA(f) = d
−2, except
the central support z of f inB is possibly not 1. We can perform a one step downward Markov tunnel
by defining A−1 := {f}′ ∩ A, tr−1 := trA |A−1 , and e0 := f . Observe that E−1(a) := d2EA(e0ae0)
still defines the unique trace-preserving conditional expectation by (37). Note, however, that zBz
(which is possibly not B) is the basic construction of A−1 ⊂ (A, trA).
For (non-)examples, we refer the reader to Examples 4.19 and 4.18 below.
Corollary 4.12. Suppose A ⊂ B is a finite index connected II1 multifactor inclusion such that
(D2) holds. The distortion γ of the inclusion C ⊂ A corresponding to projection f ∈ B is given by
γji =
1
pijδij
.
Proof. To compute γji, we compute(
vNdimR((piL
2Arj)Cj )
vNdimL(Ai(piL
2Arj))
)1/2
where the rj are the minimal central projections of C. To define C, we transported the left B
action on AL
2Bf to AL
2A under the left A-module isomorphism. This means the left A-module
isomorphism extends to an A− B′ bimodule isomorphism, where the right action of B′ is exactly
the right action of C. Hence we may identify AL
2AC ∼= AL2BffBf . Since Z(fBf) = fZ(B), we
may identify the rj with fqj .
First, by Lemma 4.7,
vNdimL(Ai(piL
2Arj)) = vNdimL(Ai(piL
2Bfqj)) = pijδij∆ij .
Second, by [Jon83, (2.1.4)] and (23),
vNdimR((piL
2Arj)Cj ) = vNdimR(Ai(piL
2Bfqj)fBjf ) =
1
trBj (fqj)
vNdimR(Ai(piL
2Bqj)Bj ) =
∆ij
pijδij
.
We conclude that γji =
1
pijδij
as claimed.
Remark 4.13. Under the hypotheses of Corollary 4.12, observe that δ and γ satisfy (34):
1
γji
a∑
k=1
γjk∆
T
jk = pijδij
a∑
k=1
1
pijδkj
∆kj = δij
a∑
k=1
∆kj
δkj
= δij
a∑
k=1
vNdim((pkL
2Bqj)Bj ) = δij vNdim((L
2Bqj)Bj ) = δij .
Moreover, we can easily see that for all 1 ≤ i ≤ a,
b∑
j=1
pijδij∆ij =
b∑
j=1
∆Tji
γji
= vNdim((L2Api)Ai) = 1.
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Corollary 4.14. Suppose A ⊂ B is a finite index connected inclusion of finite multifactors and
suppose e1, e2 ∈ B satisfy (D5), with C1 := {e1}′ ∩ A and C2 := {e2}′ ∩ A. The following are
equivalent.
(1) There is a u ∈ A such that ue1u∗ = e2.
(2) There is a u ∈ A such that uC1u∗ = C2.
(3) trZB(e1) = tr
Z
B(e2).
Proof.
(1)⇒ (2): Suppose u ∈ A such that ue1u∗ = e2. there is a unitary u ∈ B such that ue1u∗ = e2.
Then for all c ∈ C1,
ucu∗e2 = uc(u∗e2u)u∗ = uce1u∗ = ue1cu∗ = ue1u∗ucu∗ = e2ucu∗,
so ucu∗ ∈ C2. Similarly, for all c ∈ C2, u∗cu ∈ C1. Hence uC1u∗ = C2.
(2)⇒ (3): We prove the contrapositive. If trZB(e1) 6= trZB(e2), then by Corollary 4.12, the distortions
δC1⊂A and δC2⊂A will not agree. We conclude no such unitary can exist.
(3)⇒ (1): The proof is similar to [PP86, Prop. 1.7(i) and Cor. 1.8(ii)].
First, a similar argument to [PP86, Prop. 1.7(i)] proves that for any finite index connected
inclusion A ⊂ B of finite multifactors, the map u 7→ ueAu∗ descends to a bijection from U(B)/U(A)
to the set of projections{
f ∈ P (〈B,A〉)
∣∣∣EB(f) = d−2 and trZ〈B,A〉(f) = trZ〈B,A〉(eA)} .
Now suppose e1, e2 ∈ B with EA(e1) = EA(e2) = d−2 and trZB(e1) = trZB(e2). Similar to the
proof of [PP86, Cor. 1.8(ii)], it follows from the above bijection applied to C1 ⊂ A with 〈C1, A〉 = B
that there is a unitary u ∈ A such that ue1u∗ = e2.
4.3 Popa’s homogeneity
We now study Popa’s notion of homogeneity for finite index connected inclusions A ⊂ B of finite
multifactors. We obtained the following definition by combining [Pop95b, Def. 1.2.11] and [Jol90,
Ex. 2.7 and Prop. 3.1(1)].
Definition 4.15. We say A ⊂ B is homogeneous of index λ if vNdimL(AipiL2B) = λ for all
1 ≤ i ≤ a.
Theorem 4.16. Suppose that A ⊂ B is a finite index extremal connected inclusion of finite mul-
tifactors. Let trB be the unique Markov trace, trA = trB |A, E the unique Markov/minimal condi-
tional expectation, and e1 ∈ B(L2(B, trB)) the Jones projection. The following are equivalent.
(H1) A ⊂ B is homogeneous of index d2.
(H2)
∑b
j=1 δijDij = d
2 for all 1 ≤ i ≤ a.
(H3) Φ(δ) = δ, i.e., δ is a fixed point of the dynamical system (36) (which is unique by Theorem
4.4).
(H4) δij = dβj/αi.
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(H5) trZ〈B,A〉(e1) ∈ C, where trZ〈B,A〉 is the canonical center-valued trace;
(H6) trA(pi) = tr〈B,A〉(JpiJ) for all i.
(H7) A ⊂ B is super-extremal in the sense of [GL19, Def. 4.1, Lem. 4.2]: trA(pi) = α2i where
~α ∈ Ra>0 is the eigenvector for DDT with eigenvalue d2 normalized so that
∑a
i=1 α
2
i = 1.
In addition, if A and B are of type II1, the above are equivalent to:
(H8) the inclusion A ⊂ B admits an infinite Jones tunnel, i.e., we can iterate the downward basic
construction infinitely many times.
Proof.
(H1)⇔ (H2): Observe that vNdimL(AipiL2B) =
∑b
j=1 vNdimL(AipiL
2BqjBj ) =
∑b
j=1 δijDij .
(H2)⇒ (H3): Combining (H2) and (34), we have δB⊂〈B,A〉ji = d2/δij . Applying (34) again with
δB⊂〈B,A〉 in place of δ and DT in place of D, we have
Φ(δ)ij =
δij
d2
a∑
`=1
d2
δ`j
DTj` = δij
a∑
`=1
D`j
δ`j
=
(23)
δij
a∑
`=1
vNdimR(A`(p`L
2Bqj)Bj ) = δij .
Hence δ is the unique fixed point under the dynamical system (36).
(H3)⇒ (H4): This follows from Theorem 4.4.
(H4)⇒ (H2): If δij = dβj/αi, then for all i,
∑b
j=1 δijDij =
∑b
j=1 d
βj
αi
Dij = d
2.
(H2)⇔ (H5): By Fact 4.8, the i-th component of the center-valued trace of e1 is given by
tr〈B,A〉i(e1JpiJ) =
1∑b
j=1 δij∆ij
.
Hence e1 has scalar central trace if and only if
∑b
j=1 δij∆ij is the same scalar for all 1 ≤ i ≤ a.
Since tr〈B,A〉(e1) = d−2, this scalar must be equal to d−2.
(H6)⇔ (H2): By (12) cf. [GdlHJ89, 3.7.3.1],
d2 tr〈B,A〉(ri) = trA(pi)
b∑
j=1
Dijδij .
Hence trA(pi) = tr〈B,A〉(ri) for all 1 ≤ i ≤ a if and only if (H2) holds.
(H4)⇔ (H7): Since A ⊂ B is extremal by Theorem 3.24, we have D = ∆ and
δij = d
(
trB(qj)
βj
)(
αi
trA(pi)
)
∀ 1 ≤ i ≤ a ∀ 1 ≤ j ≤ b.
where trB is the unique Markov trace and trA = trB |A. By uniqueness in Lemma 3.16(2), δij =
dβj/αi if and only if trB(qj) = β
2
j and trA(pi) = α
2
i for all i, j.
(H5)⇔ (H8): This is [Pop95b, Cor. 1.2.10].
36
Corollary 4.17. Let A ⊂ B be extremal and fulfill either of the equivalent conditions of Theorem
4.16. Denote by (An)n≥0 the Jones tower for A = A0 ⊂ B = A1. Then
δ
A2n⊂A2n+1
ij =
dβj
αi
and δ
A2n+1⊂A2n+2
ji =
dαi
βj
∀n ≥ 0, (38)
i.e., the distortion matrices oscillate between two fixed matrices depending on the parity of n.
Proof. Immediate by (H4) (δij = dβj/αi) and (35).
Example 4.18. Suppose A ⊂ B is a connected inclusion of finite dimensional von Neumann
algebras. Denote by ~µ = (µi)
a
i=1 ∈ Na and ~ν = (νj)bj=1 ∈ Nb the row vectors with µ2i and ν2j equal
to the algebraic dimensions of the full matrix algebras Ai and Bj . In this case, the inclusion is
always extremal [GL19, Cor. 2.2], and the Bratteli diagram (bipartite adjacency matrix) of the
inclusion is equal to ∆ = D. The equality ~µD = ~ν corresponds to unitality of the inclusion A ⊂ B.
By [GL19, Prop. 4.4], A ⊂ B is super-extremal if and only if ~νDT = d2~µ, so that (d~µ ~ν) is a
Frobenius-Perron eigenvector for right multiplication by(
0 D
DT 0
)
.
In particular, d = ‖~ν‖2/‖~µ‖2 and the normalized Frobenius-Perron eigenvectors in this case are
~α = ~µ/‖~µ‖2 and ~β = ~ν/‖~ν‖2. We then calculate from (38) the distortion matrices for the Jones
tower:
δ
A2n⊂A2n+1
ij =
νj
µi
and δ
A2n+1⊂A2n+2
ji =
µi
νj
∀n ≥ 0.
Example 4.19 ([Pop95b, Ex. 1.2.8]). Consider the finite dimensional (and hence extremal) inclu-
sion P = C ⊕ C ⊂ M2(C) ⊕ C = Q whose bipartite adjacency matrix and distortion matrices are
given by
∆ = D =
(
1 0
1 1
)
and δ =
(
2 1
2 1
)
.2
The inclusion A = P ⊗R ⊂ Q⊗R = B does not admit any downward basic construction. Indeed,
using Theorem 4.10, one easily verifies there is no strictly positive solution to(
1
1
)
=
(
pi1δ11∆11 + pi2δ12∆12
pi1δ21∆21 + pi2δ22∆22
)
=
(
2 0
2 1
)(
pi1
pi2
)
=
(
2pi1
2pi1 + pi2
)
.
Taking the next two steps in the Jones tower A0 ⊂ A1 ⊂ A2 ⊂ A3, we get a Morita equivalent
inclusion A2 ⊂ A3 with the same standard invariant which manifestly admits two downward basic
constructions. One quickly observes these inclusions have different distortions:
δ(A0L
2A1A1) = δ(PL
2QQ) =
(
2 1
2 1
)
δ(A2L
2A3A3) =
(
5/2 3/2
5/3 1
)
.
One calculates that for the Jones tower (An)n≥0,
δ(A2nL
2A2n+1A2n+1) =
(
F2n+2/F2n F2n+1/F2n
F2n+2/F2n+1 1
)
n→∞−−−→
(
φ2 φ
φ 1
)
,
where Fn is the n-th Fibonacci number (F0 = F1 = 1) and φ is the golden ratio.
2Initially, the (1, 2)-entry of δ is not defined as ∆12 = 0. This δ is the unique extension afforded by Lemma 3.16(3).
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Remark 4.20. In the previous example, although there is no downward basic construction, there is
a two-step downward Markov tunnel as discussed in Remark 4.11. The projection e11 ∈M2(C)⊕C
has central support (1, 0), center-valued trace (pi1, pi2) = (1/2, 0), and trace-preserving expectation
EP (e11) = d
−2, giving a solution to
∑2
j=1 pijδij∆ij = 1 for i = 1, 2. Setting N := {e11}′ ∩ P ∼= C
and EN (x) := d
−2EP (e11xe11), the inclusion N ⊂ P has bipartite adjacency matrix and distortion
matrix given by
∆N⊂P = DN⊂P =
(
1 1
)
= δN⊂P .
There is again no strictly positive solution to
1 = trZP (p)1 · δN⊂P11 ∆N⊂P11 + trZP (p)2 · δN⊂P12 ∆N⊂P12 = trZP (p)1 + trZP (p)2
as the center-valued trace trZP (p) ∈ Z(P ) of a projection p ∈ P = C2 can only have entries in
{0, 1}. Only p := (1, 0) satisfies EN (p) = d−2 (one verifies EN ((0, 1)) = 0), which gives a further
one-step Markov tunnel M := {p}′ ∩ N = C and EM (x) := d−2EN (pxp). Experts will identify
M ⊂ N ⊂ P ⊂ Q as exactly the first 4 algebras in the Temperley-Lieb-Jones A4 subfactor planar
algebra with d = φ.
5 Classification of finite depth hyperfinite multifactor inclusions
In §5.1, we show that given a indecomposable unitary 2-shaded planar algebra P• with scalar loop
parameters, there is a finite index homogeneous connected hyperfinite II1 multifactor inclusion
A ⊂ B whose standard invariant is ∗-isomorphic to P•. Then in §5.2, we determine how distortion
varies under Morita equivalence of bimodules, and we use this to characterize all finite depth finite
index connected hyperfinite II1 multifactor inclusions.
5.1 Construction of multifactor inclusions
Suppose C is an indecomposable unitary multifusion category. As in Definition 2.6, fix a 2-shading
1C = 1+ ⊕ 1−, and suppose X =
⊕
Xij ∈ C+− generates C. Let D = DX , d = dX , α, and β be as
in Definition 2.7. Let P(X)• be the indecomposable unitary 2-shaded planar algebra constructed
from (C, X) from §2.4.
Theorem 5.1 (Existence of homogeneous inclusions). Suppose C(X) ∼ P(X)• is a finite depth
standard invariant. There exists a finite index homogeneous connected hyperfinite II1 multifactor
inclusion A ⊂ B whose standard invariant is equivalent to C(X) ∼ P(X)•. Hence by Theorem
4.16, the distortion δ(AL
2BB) is the standard distortion σ with respect to X.
Proof. Here, we give an outline of the proof, together with forward references for some technical
lemmas whose proofs appear in Appendix A.
(A) Suppose we are given (C, X) where X = 1+ ⊗ X ⊗ 1− generates C and 1+ ⊕ 1− = 1C , but
1+, 1− are not necessarily simple. Choose the standard unitary dual functor ∨ with respect
to X from Definition 2.7. The loop parameters are both equal to dX times the identities of
1+ or 1− depending on shading:
= coev∗X ◦ coevX = dX id1+ = evX ◦ ev∗X = dX id1− .
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Moreover, for all i, j, we have (5):
pi qj =
Dijβj
αi
pi qjpi =
Dijαi
βj
qj .
There is a unique spherical state3 ψ on EndC(1C) given by
ψ(pi) := α
2
i ψ(qj) := β
2
j (39)
which satisfies for all c ∈ C and f : c→ c, ψ(tr∨L(f)) = ψ(tr∨R(f)).
(B) We now construct a tower of commuting squares of finite dimensional von Neumann algebras
together with a common Markov trace for canonical Jones projections. To do this, we define
an alternating tensor product to the left by
X ⊗X ⊗ · · · ⊗X ⊗X =: Xalt⊗2n (2n tensorands)
X ⊗X ⊗X ⊗ · · · ⊗X ⊗X =: Xalt⊗2n+1 (2n+ 1 tensorands)
We define X
alt⊗k
similarly. By convention, we define Xalt⊗0 = 1− and Xalt⊗0 := 1+.
For n ≥ 0, we now define
Qn,+ := EndC(Xalt⊗n) Qn,− := EndC(Xalt⊗n),
and observe we get a tower of commuting squares
· · · ⊃ Q3,+ ⊃ Q2,+ ⊃ Q1,+ ⊂ Q0,+
∪ ∪ ∪
· · · ⊃ Q2,− ⊃ Q1,− ⊃ Q0,−.
(40)
Above, horizontal inclusions are given by tensoring by the appropriate identity morphisms
on the left, and vertical inclusions are given by tensoring by idX to the right. Expanding the
definitions, we have (40) is exactly
· · · ⊃ EndC(X ⊗X ⊗X) ⊃ EndC(X ⊗X) ⊃ EndC(X) ⊃ EndC(1−)
∪ ∪ ∪
· · · ⊃ EndC(X ⊗X) ⊃ EndC(X) ⊃ EndC(1+)
(41)
The Markov trace tr is given by the inductive limit of d−nX (ψ ◦ tr∨L) on Qn,+ where ψ is
the spherical state from (39). The Jones projections en,± ∈ Qn+1,± which implement the
canonical trace-preserving conditional expectations Qn,± → Qn−1,± are given by
e2k+1,+ :=
1
d
· 2k = d−1(ev∗X ◦ evX)⊗ idXalt⊗2k
e2k+2,+ :=
1
d
·
2
k
+
1
= d−1(coevX ◦ coev∗X)⊗ idXalt⊗2k+1
e2k+1,− :=
1
d
· 2k = d−1(coevX ◦ coev∗X)⊗ idXalt⊗2k
e2k+2,− :=
1
d
·
2
k
+
1
= d−1(ev∗X ◦ evX)⊗ idXalt⊗2k+1
3Observe that the spherical state is normalized so that ψ(id1C ) = 2. However, this is the correct normalization so
that ψ(idXalt⊗n) = 1 = ψ(idXalt⊗n) for all n.
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(C) Since C is multifusion and X generates C, by Lemma A.8 (see Example A.9) below, eventually
these commuting squares are nondegenerate in the sense of Definition A.3 in Appendix A.
We truncate the sequence of commuting squares (40) so that the first commuting square is
nondegenerate.
M1 = Q2k+2,+ ⊃ M0 = Q2k+1,+
∪ ∪
N1 = Q2k+1,− ⊃ N0 = Q2k,−.
(42)
Moreover, by Lemma A.8 (see Example A.9), the sequence of commuting squares after this
point is isomorphic to the basic construction commuting square at each level. (Observe that
it does not matter where we truncate as we will take inductive limits.)
(D) The GNS construction with respect to trB gives an inductive limit inclusion
A := lim−→Qn,− ↪→ lim−→Qn,+ =: B,
of II1 multifactors. By Lemma A.13 below, Z(A) = N
′
0 ∩ N0 = End(1+) acting on the left,
and Z(B) = M ′0 ∩M0 = End(1−) acting on the right.
By the Ocneanu Compactness Theorem C.1, A′∩B = N ′1∩M0 inside M1 = EndC(Xalt⊗2k+2).
By Corollary A.11 below, we see that
N ′1 ∩M0 = idXalt⊗2k+1 ⊗EndC(X) ∼= EndC(X).
Under this identification, the inclusions Z(A), Z(B) ↪→ N ′1∩M0 = EndC(X) are given respec-
tively by
p 7→ p and q 7→ q .
It follows that Z(A) ∩ Z(B) = C, and the inclusion is connected.
(E) Observe now that the sequence of commuting squares (41) fits into a doubly infinite lattice
of commuting squares by alternately tensoring on the right by X and X to obtain new rows
above those in (41).
...
...
...
...
∪ ∪ ∪ ∪
· · · ⊃ EndC(Xalt⊗5) ⊃ EndC(Xalt⊗4) ⊃ EndC(Xalt⊗3) ⊃ EndC(X ⊗X)
∪ ∪ ∪ ∪
· · · ⊃ EndC(Xalt⊗4) ⊃ EndC(Xalt⊗3) ⊃ EndC(X ⊗X) ⊃ EndC(X)
∪ ∪ ∪ ∪
· · · ⊃ EndC(Xalt⊗3) ⊂ EndC(X ⊗X) ⊃ EndC(X) ⊃ EndC(1−)
∪ ∪ ∪
· · · ⊃ EndC(X ⊗X) ⊃ EndC(X) ⊃ EndC(1+)
(43)
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Moreover, truncating this lattice as in (42), by Lemma A.8 (see Example A.9), all the com-
muting squares on the left are nondegenerate, and obtained by iterated basic constructions.
...
...
...
...
...
∪ ∪ ∪ ∪ ∪
A3 ⊃ · · · ⊃ Q2k+6,+ ⊃ Q2k+5,+ ⊃ Q2k+4,+ ⊃ Q2k+3,+
∪ ∪ ∪ ∪ ∪
A2 ⊃ · · · ⊃ Q2k+5,− ⊃ Q2k+4,− ⊃ Q2k+3,− ⊃ Q2k+2,−
∪ ∪ ∪ ∪ ∪
B = A1 ⊃ · · · ⊃ Q2k+4,+ ⊃ Q2k+3,+ ⊃ Q2k+2,+ ⊃ Q2k+1,+
∪ ∪ ∪ ∪ ∪
A = A0 ⊃ · · · ⊃ Q2k+3,− ⊃ Q2k+2,− ⊃ Q2k+1,− ⊃ Q2k,−
(44)
(F) Again by Lemma A.13 below, the inductive limit Aj of the j-th row of (44) is a finite direct
sum of II1 factors whose centers are isomorphic to EndC(1+) or EndC(1−) depending on
the parity. Moreover, they come equipped with inductive limit traces trj coming from the
normalized left traces on C composed with the spherical state ψ. By the basic construction
recognition lemma [JP11, Lem. 2.15], the tracial von Neumann algebras (Aj , trj)j≥0 form a
Jones tower where the Jones projections fj ∈ Aj+1 such that Aj+1 = 〈Aj , fj〉 are given by
f2`+1 :=
1
d
·
2
k
+
2
`
= d−1 id
X
alt⊗(2k+2`) ⊗(coevX ◦ coev∗X) ∈ Q2k+2`+2,− ⊂ A2`+2
f2`+2 :=
1
d
·
2
k
+
2
`
+
1
= d−1 idXalt⊗(2k+2`+1) ⊗(ev∗X ◦ evX) ∈ Q2k+2`+3,+ ⊂ A2`+3.
(G) For each j ≥ 2, we can look at the composite sequence of commuting squares consisting of
the 0-th and j-th rows of (44). Again by Lemma A.8 (see Example A.9), the first composite
square is nondegenerate, and all subsequent commuting squares are obtained by iterating the
basic construction.
Again by the Ocneanu Compactness Theorem C.1, we have that
PA⊂B2n,+ := A′0 ∩A2n = Q′2k+1,− ∩Q2k+2n,−
PA⊂B2n+1,+ := A′0 ∩A2n+1 = Q′2k+1,− ∩Q2k+2n+1,+
Similarly, looking at composite sequence of commuting squares consisting of the 1-st and j-th
rows of (44) and applying the Ocneanu Compactness Theorem C.1, we have
PA⊂B2n,− := A′1 ∩A2n+1 = Q′2k+2,+ ∩Q2k+2n+1,+
PA⊂B2n+1,− := A′1 ∩A2n+2 = Q′2k+2,+ ∩Q2k+2n+2,−
(H) By Corollary A.11, the map ϕn,+ := id(X⊗X)⊗k ⊗− which adds 2k strands to the left is a
unital ∗-algebra isomorphism
P(X)2n,+ := EndC((X ⊗X)⊗n) −→ Q′2k+1,− ∩Q2k+2n,− = A′0 ∩A2n = PA⊂B2n,+
P(X)2n+1,+ := EndC((X ⊗X)⊗n ⊗X) −→ Q′2k+1,− ∩Q2k+2n+1,+ = A′0 ∩A2n+1 = PA⊂B2n+1,+
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which maps the Jones projections fn ∈ A′0 ∩ An+1 = PA⊂Bn+1,+ from (F) to en,+ ∈ P(X)n+1,+
and is compatible with the right inclusion and the partial trace (conditional expectation).
Similarly, the map ϕn,− := id(X⊗X)⊗k⊗X ⊗− which adds 2k+ 1 strands to the left is a unital
∗-algebra isomorphism:
P(X)2n,− := EndC((X ⊗X)⊗n) −→ Q′2k+2,+ ∩Q2k+2n+1,+ = A′1 ∩A2n+1 = PA⊂B2n,−
P(X)2n+1,− := EndC((X ⊗X)⊗n ⊗X) −→ Q′2k+2,+ ∩Q2k+2n+2,− = A′1 ∩A2n+2 = PA⊂B2n+1,−
which is compatible with the right inclusion and the left inclusion. Indeed, for all y ∈ P(X)n,−,
ϕn+1,+(idX ⊗y) = id(X⊗X)⊗k⊗X ⊗y = ϕn,−(y) ∈ PA⊂Bn,− ⊂ PA⊂Bn+1,+
as A′1 ∩An+1 ⊂ A′0 ∩An+1.
To see that the ϕ• assemble into a planar ∗-algebra isomorphism, by [JP11, Pf. of Lem. 2.49],
it suffices to check that capping on the left is compatible with ϕn,+. This argument (and
indeed this entire part of the proof) is identical to [JP11, Pf. of Thm. 4.1(iii)]. For n ≥ 1,
the left capping map PA⊂Bn,+ → PA⊂Bn−1,− is given by x 7→ d−1
∑
b bxb
∗ [JP11, Thm. 250]. By
non-degeneracy of the composite commuting squares of (44) and Proposition A.15, there
is a Pimsner-Popa basis {b} for Q2k+1,+ ⊂ B over Q2k,− ⊂ A which is also a Pimsner-
Popa basis for B over A. We now employ Vaughan Jones’ diagrammatic trick from [JP11,
Pf. of Thm. 4.1(iii)]. For all y ∈ P(X)n,+ with n ≥ 1,
1
d
∑
b
b·ϕn,+(y)·b∗ = 1
d
∑
b
2k
2k
n−1
n−1
y
b
b∗
=
1
d
∑
b
2k
2k
n−1
n−1
y
b
b∗
=
2k+1
2k+1
n−1
n−1
y = ϕn−1,−

n−1
n−1
y
 .
Hence ϕ• : P(X)• → PA⊂B• is a planar ∗-algebra isomorphism.
(I) We claim the distortion for AL
2BB is the standard distortion σij = dXβj/αi. Indeed, since
AL
2BB is finite depth and thus extremal, it suffices to prove this formula holds when piqj 6= 0.
In this case, by (8) above, we have δij = Dij/Tij . Now by (5) and (39),
Tij = trBj (piqj) =
trB(piqj)
trB(qj)
=
d−1X ψ
 qjpi

β2j
=
d−1X
Dijαi
βj
ψ(qj)
β2j
=
Dijαi
dXβj
.
But combining (8), (23), and extremality of AL
2BB, we also have Tij = ∆ij/δij = Dij/δij .
The result follows.
Remark 5.2. Observe that the inclusion A ⊂ B constructed above in the proof of Theorem 5.1
admits an infinite Jones tunnel. Indeed, By removing a copy of X on the right, we can add another
row below the doubly infinite lattice of commuting squares (43). The argument from step (F) above
in the proof of Theorem 5.1 can be repeated for this new row to obtain a multifactor A−1 ⊂ A0
such that A1 is isomorphic to the basic construction algebra 〈A0, A−1〉. As one can keep removing
tensor factors from the right, a simple induction argument shows that we may continue in this
fashion to obtain an infinite Jones tunnel
· · · ⊂ A−2 ⊂ A−1 ⊂ A0 ⊂ A1 ⊂ A2 ⊂ · · · .
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5.2 Distortions realizable by multifactor inclusions
For this section, we assume both Notations 2.10 and 3.21 for a finite index inclusion A ⊂ B of finite
multifactors. Recall from Definition 2.25 in §2.5 that given an invertible A′−A bimodule A′Y A (so
that A′ = (Aop)′ ∩ B(Y )), the Morita equivalent inclusion is A′ ⊂ B′ where B′ := (Bop)′ ∩ B(Z)
and ZB := YA  L2BB. Remember that the commutants of A and B are taken in different
representations, so A′ ⊂ B′ instead of the reverse inclusion.
Proposition 5.3. Suppose A ⊂ B is a finite index connected inclusion of finite multifactors, A′Y A
is a Morita equivalence bimodule, and A′ ⊂ B′ is the induced Morita equivalent inclusion. Denote
δ = δ(AL
2BB), and ∆ = ∆(AL
2BB). The distortion δ
′ of A′ ⊂ B′ is given by
δ′ij = δijρ
−1
i
a∑
h=1
ρh∆hjδ
−1
hj
where ρi := vNdimR(Y piAi).
Proof. For 1 ≤ i ≤ a, let p′i ∈ Z(A′) be the minimal central projection corresponding to pi ∈ A,
and for 1 ≤ j ≤ b, let q′j ∈ Z(B′) be the minimal central projection in B′ corresponding to qj ∈ B.
We calculate that
vNdimL(A′ip
′
iL
2B′q′j) = vNdimL(A′ip
′
iY A L2B A Y q′jB′j ) [Sau83, Prop. 3.1]
= vNdimL(A˜iY pi) vNdimL(AipiL
2B A Y q′j)
= ρ−1i vNdimR(q
′
jY A L2BpiAi)
= ρ−1i vNdimR(Y A L2BqjpiAi)
= ρ−1i
a∑
h=1
vNdimR(Y ph Ah phL2BqjpiAi)
= ρ−1i
a∑
h=1
vNdimR(Y ph) vNdimR(phL
2BqjpiAi)
= ρ−1i
a∑
h=1
ρh vNdimR(phL
2Bqj Bj qjL2BpiAi)
= ρ−1i
a∑
h=1
ρh vNdimR(phL
2BqjBj ) vNdimR(qjL
2BpiAi)
= ρ−1i
a∑
h=1
ρh
∆hj
δhj
vNdimL(AipiL
2Bqj) (23)
= ρ−1i
a∑
h=1
ρh
∆hj
δhj
δij∆ij (23)
= ρ−1i δij∆ij
a∑
h=1
ρh
∆hj
δhj
.
By a similar calculation, we have
vNdimR(p
′
iL
2B′q′jB′j ) = ρiδ
−1
ij ∆ij
(
a∑
h=1
ρh
∆hj
δhj
)−1
.
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We conclude that the distortion δ′ij for A
′ ⊂ B′ is given by
δ′ij =
√√√√ vNdimL(A′ip′iL2B′q′j)
vNdimR(p′iL2B′q
′
jB′j )
= δijρ
−1
i
a∑
h=1
ρh∆hjδ
−1
hj
as claimed.
Corollary 5.4. Suppose A ⊂ B and A′ ⊂ B′ are as in the hypotheses of Proposition 5.3. If A ⊂ B
is extremal, then so is A′ ⊂ B′.
Proof. By Theorem 3.18, we must show A′L
2B′B′ has constant distortion and that δ′ satisfies (28).
Observe that each of A′YA, AL
2BB, and B′ZB have constant distortion, so A′L
2B′B′ has constant
distortion by (21) and Corollary 3.3. Now to prove δ′ satisfies (28), we use Lemma 3.16. Since
A ⊂ B is extremal, there are η ∈ Ra>0 and ξ ∈ Rb>0 (unique up to a simultaneous uniform scaling)
such that δij = ξj/ηi. By Proposition 5.3, we have
δ′ij = δijρ
−1
i
a∑
h=1
ρh∆hjδ
−1
hj =
ξj
∑a
h=1 ρh∆hjδ
−1
hj
ηiρi
=:
ξ′j
η′i
.
Thus by Lemma 3.16(2) again, δ′ satisfies (28).
The next corollary follows immediately.
Corollary 5.5. Suppose A ⊂ B and A′ ⊂ B′ are as in the hypotheses of Proposition 5.3. Moreover,
assume A ⊂ B is extremal and X = AL2BB has the standard distortion. σij = dXβj/αi. Then
A′ ⊂ B′ is extremal, and the distortion δ′ is given by δ′ij = α−1i ρ−1i
∑a
h=1 ρhDhjαh.
Theorem 5.6. Suppose A ⊂ B is a finite index connected hyperfinite II1 multifactor inclusion with
finite depth standard invariant C(AL2BB). Then there is a Morita equivalence A′YA such that the
induced Morita equivalent inclusion A′ ⊂ B′ is homogeneous. That is, A′ ⊂ B′ has the standard
distortion σ with respect to AL
2BB.
Proof. Let δ := δ(AL
2BB). Since δ/σ satisfies (1), by Lemma 3.16(2), there are (ηi) ∈ Ra>0 and
(ξj) ∈ Rb>0 such that
ξj
ηi
=
δij
σij
⇐⇒ ηiδij = ξjσij .
Since the fundamental group F(R) of the hyperfinite II1 factor is R>0 [MvN43], there exists a
Morita equivalence A′YA such that vNdim(Y piAi) = η
−1
i . By Proposition 5.3, the distortion of the
induced Morita equivalent inclusion A˜ ⊂ B˜ is given by
δ′ij = δijηi
a∑
h=1
η−1h δ
−1
hj Dhj = ξjσij
a∑
h=1
ξ−1j σ
−1
hj Dhj = σij
a∑
h=1
σ−1hj Dhj
= σij
a∑
h=1
αh
dXβj
Dhj =
σij
dXβj
a∑
h=1
αhDhj =
σij
dXβj
dXβj = σij .
We conclude that A′ ⊂ B′ has the standard distortion with respect to X, and thus this inclusion
is homogeneous by Theorem 4.16.
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Remark 5.7. Observe that Theorem 5.6 does not hold for A ⊂ B finite dimensional. Indeed, no
inclusion of finite dimensional von Neumann algebras with Bratteli diagram the A4 Coxeter-Dynkin
diagram can be homogeneous, since δ will always have rational entries, but the standard distortion
function σ has irrational entries cf. Example 4.19.
Using Theorem 5.6, given a 2-shaded indecomposable unitary multifusion category C and a
generator X ∈ C+−, we can say exactly which distortions of X arise from realizations of C(X) as a
standard invariant of a finite index connected inclusion of finite multifactors A ⊂ B.
Proposition 5.8. Let C be a 2-shaded indecomposable unitary multifusion category with generator
X ∈ C+− as in Definition 2.6, and let D = DX , d = dX , and α be as in Definition 2.7. Suppose
δ : {1, . . . , a} × {1, . . . , b} → R>0 is an arbitrary function satisfying (1), i.e.,
δijδi′j′ = δij′δi′j ∀1 ≤ i, i′ ≤ a, and 1 ≤ j, j′ ≤ b.
The following are equivalent.
(1) There is a finite index connected inclusion of hyperfinite II1 multifactors A ⊂ B with standard
invariant equivalent to C such that δ = δ(AL2BB).
(2) There exists (ρi) ∈ Ra>0 such that δij = α−1i ρ−1i
∑a
h=1 ρhDhjαh.
(3) Writing δij = ξj/ηi (which is unique up to uniformly scaling all ξj , ηi by Lemma 3.16(2)), we
have ξj =
∑a
h=1 ηhDhj.
Proof.
(1)⇒ (2) : Suppose δ = δ(AL2BB) for some finite index connected inclusion A ⊂ B of hyperfinite
finite multifactors. By Theorem 5.6, A ⊂ B is Morita equivalent to an inclusion with standard
distortion. Hence (1) follows by Corollary 5.5.
(2)⇒ (1) : By Theorem 5.1, there exists a finite index connected homogeneous hyperfinite II1 mul-
tifactor inclusion A ⊂ B with standard distortion. Let YA be any faithful right A-module such that
ρi = vNdimR(Y piAi), and let A˜ ⊂ B˜ be the induced Morita equivalent inclusion. By Corollary 5.5,
δ˜ij = α
−1
i ρ
−1
i
∑a
h=1 ρhDhjαh as desired.
(2)⇒ (3): Setting ξj :=
∑a
h=1 ρhDhjαh and ηi := αiρi, we clearly have ξj =
∑a
h=1 ηhDhj .
(3)⇒ (2): Setting ρi := ηi/αi gives the desired formula for δij .
Corollary 5.9. Suppose A ⊂ B is a finite depth finite index connected inclusion of finite multifac-
tors and trB is the unique Markov trace on B. The distortion δ of AL
2BB is given by
δij =
(
αi
trA(pi)
) a∑
h=1
(
trA(ph)
αh
)
Dhj . (2)
Proof. By Corollary 3.20, A ⊂ B is extremal, so by Theorem 3.24,
δij = d
(
trB(qj)
βj
)(
αi
trA(pi)
)
.
By Proposition 5.8(3),
d
(
trB(qj)
βj
)
=
a∑
h=1
(
trA(ph)
αh
)
Dhj .
The result follows.
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5.3 Classification of finite depth connected hyperfinite multifactor inclusions
We now recall Popa’s theorem for finite index finite depth homogeneous connected hyperfinite
II1 multifactor inclusions. We provide a proof here and in Appendix B for completeness and
convenience of the reader.
Theorem 5.10. Suppose A ⊂ B and A˜ ⊂ B˜ are two finite index homogeneous connected hyperfinite
II1 multifactor inclusions with isomorphic finite depth standard invariants. For every isomorphism
ϕ• : PA⊂B• → PA˜⊂B˜• , there exists a (non-unique) ∗-isomorphism ϕ : B → B˜ taking A onto A˜ which
induces the original ∗-isomorphism ϕ• of standard invariants.
Proof. By Theorem B.9, there are generating tunnels (A−n)n∈N and (A˜−n)n∈N. By tunnel/tower
duality (see Fact B.1),4 ϕ• induces isomorphisms
ϕopn,+ : A
′
−n−1 ∩A→ A˜′−n−1 ∩ A˜ ϕopn,− : A′−n ∩B → A˜′−n ∩ B˜
for all n ∈ N which are compatible with the inclusions, conditional expectations, and unique Markov
traces. By the generating property, given this fixed generating tunnel, there is a unique unitary
isomorphism
uϕ : L
2
(⋃
A′−n ∩B, tr
) ∼= L2B → L2 (⋃ A˜′−n ∩ B˜, tr) ∼= L2B˜
which intertwines the left A′−n ∩ B and A˜′−n ∩ B˜ actions and the left A′−n−1 ∩ A and A˜′−n−1 ∩ A˜
actions. We conclude that Ad(uϕ) is the desired isomorphism. Since ϕ restricts to the isomorphisms
ϕopn,± on the relative commutants of the Jones tunnel, again by tunnel/tower duality, ϕ induces the
original ∗-isomorphism ϕ• on the standard invariant.
Given two finite index extremal inclusions of finite multifactors A ⊂ B and A˜ ⊂ B˜ together
with isomorphisms ϕ0,+ : Z(A) → Z(A˜) and ϕ0,− : Z(B) → Z(B˜), we say that ϕ0,± preserves
distortion if
δA˜⊂B˜ϕ0,+(p),ϕ0,−(q) = δ
A⊂B
p,q
for all minimal projections p ∈ Z(A) and q ∈ Z(B). Here, we view δA⊂B and δA˜⊂B˜ as matrices
indexed by minimal projections rather than some enumerations of these projections.
Corollary 5.11. Suppose A ⊂ B and A˜ ⊂ B˜ are two finite depth finite index connected hyperfinite
II1 multifactor inclusions. For every ∗-isomorphism of standard invariants ϕ• : PA⊂B• → PA˜⊂B˜•
which preserves distortion, there exists a (non-unique) ∗-isomorphism ϕ : B → B˜ taking A onto A˜
which induces the original ∗-isomorphism ϕ• of standard invariants.
Proof. Since ϕ• preserves distortion, using Theorem 5.6, there exist faithful right modules YA and
Y˜
A˜
such that:
• vNdimR(Y p) = vNdimR(Y˜ ϕ(p)) for every minimal projection p ∈ Z(A), and
• the induced Morita equivalent inclusions A′ ⊂ B′ and A˜′ ⊂ B˜′ have the standard distortion,
and are thus homogeneous by Theorem 4.16. (Recall that A′ := (Aop)′∩B(Y ), Z := YAL2B,
B′ := (Bop)′ ∩B(Z), and similarly for A˜′, Z˜, B˜′.)
4We warn the reader that there are two numbering conventions for the Jones tunnel. If one sets B = A1 and
A = A0 as we do in the main body of this article, then the box spaces of standard invariant PA⊂Bn,± are given by
PA⊂Bn,+ := A′0 ∩ An and PA⊂Bn,− := A′1 ∩ An+1, which are anti-isomorphic to A′−n−1 ∩ A0 and A′−n ∩ A1 respectively.
However, in Fact B.1, we set B = B0 and A = B−1, under which we get that B′0∩Bn is anti-isomorphic to B′0∩B−n.
Thus while the first convention is more practical for discussing the standard invariant, this second convention is more
practical for discussing tunnel/tower duality.
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By the first bullet point above, there exists a right A-linear unitary w : YZ → Y˜ϕ(A). By Lemma
2.26, we have an isomorphism of standard invariants ϕ′• : PA
′⊂B′• → PA˜
′⊂B˜′• given by the following
commutative diagram:
PA⊂B• P(AL2BB)• P(A′L2B′B′)• PA
′⊂B′•
PA˜⊂B˜• P(A˜L2B˜B˜)• P(A˜′L2B˜′B˜′)• PA˜
′⊂B˜′•
∼=
ϕ•
P(Y,Z,ψ)• ∼=
ϕ′•
∼= P(Y˜ ,Z˜,ψ˜)• ∼=
By the second bullet point above and Theorem 5.10, there exists an isomorphism ϕ′ : (A′ ⊂ B′)→
(A˜′ ⊂ B˜′) such that P(ϕ′)• = ϕ′•. By (20), the isomorphism P(L2A˜′ϕ′ , L2B˜′ϕ′ , ψϕ′)• fits in the
following commutative diagram:
PA⊂B• P(AL2BB)• P(A′L2B′B′)• PA
′⊂B′•
PA˜⊂B˜• P(A˜L2B˜B˜)• P(A˜′L2B˜′B˜′)• PA˜
′⊂B˜′•
∼=
ϕ•
P(Y,Z,ψ)•
P(L2A˜′
ϕ′ ,L
2B˜′
ϕ′ ,ψϕ′ )•
∼=
P(ϕ′)•=ϕ′•
∼= P(Y˜ ,Z˜,ψ˜)• ∼=
Now since A is the commutant of the right A′-action on AY A′ and B is the commutant of the right
B′ action on Y A′ L2B′B′ ∼= ZB′ , we may invoke Proposition 2.27 with the roles of A,B, A˜, B˜, Y, Z
swapped with A′, B′, A˜′, B˜′, Y , Z to get an isomorphism ϕ : (A ⊂ B) → (A˜ ⊂ B˜) such that the
following diagram commutes:
PA⊂B• P(AL2BB)• P(A′L2B′B′)• PA
′⊂B′•
PA˜⊂B˜• P(A˜L2B˜B˜)• P(A˜′L2B˜′B˜′)• PA˜
′⊂B˜′•
∼=
ϕ• P(L2A˜ϕ,L2B˜ϕ,ψϕ)•
P(Y,Z,ψ)•
P(L2A˜′
ϕ′ ,L
2B˜′
ϕ′ ,ψϕ′ )•
∼=
P(ϕ′)•=ϕ′•
∼= P(Y˜ ,Z˜,ψ˜)• ∼=
Finally, by (20), the isomorphisms P(L2A˜ϕ, L2B˜ϕ, ψϕ)• and P(ϕ)• satisfy a commutative square,
and we conclude that P(ϕ)• = ϕ• as desired.
We now prove Theorem A in two parts.
Theorem 5.12 (Theorem A, Part I). The map A ⊂ B 7→ (PA⊂B• , trMarkovB |Z(A)) descends to a
well-defined bijection
Finite depth finite index connected
hyperfinite II1 multifactor inclu-
sions A ⊂ B

ϕ : B1
∼−→ B2 taking A1 onto A2
∼=

Pairs (P•, τ) with P• a finite depth in-
decomposable unitary 2-shaded planar
algebra and τ a faithful state on P0,+

ϕ• : P1• ∼−→ P2• such that τ2◦ϕ0,+ = τ1
.
Proof.
Well-defined: Suppose A ⊂ B and A˜ ⊂ B˜ are finite index finite depth connected hyperfinite II1
multifactor inclusions. Let trB and trB˜ denote the unique respective Markov traces, and denote by
τA and τA˜ their restrictions to Z(A) and Z(A˜) respectively.
Suppose there is a ∗-isomorphism ϕ : B → B˜ taking A onto A˜. Then ϕ induces an isomorphism
ϕ• : PA⊂B• → PA˜⊂B˜• . Moreover, by uniqueness of the Markov trace, we must have trB˜ ◦ϕ = trB, so
τ
A˜
◦ ϕ0,+ = τA on PA⊂B0,+ = Z(A).
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Injective: Now suppose A ⊂ B and A˜ ⊂ B˜ have isomorphic pairs, i.e., there is a planar ∗-algebra
isomorphism ϕ• : PA⊂B• → PA˜⊂B˜• such that τA ◦ ϕ0,+ = τA˜. Since the distortions δA⊂B and δA˜⊂B˜
are determined by τA and τA˜ respectively by (2), we see the isomorphism ϕ• preserves distortion.
By Corollary 5.11, there is a ∗-isomorphism ϕ : B → B˜ which maps A onto A˜.
Surjective: Suppose P• is a finite depth unitary 2-shaded planar algebra and τ is some faithful state
on P0,+. By Theorem 5.1, there is a finite index homogeneous connected hyperfinite II1 multifactor
inclusion A0 ⊂ B0 whose standard invariant is ∗-isomorphic to P•. Taking ηi := τ(pi)/αi, by
Proposition 5.8, there is a finite index connected hyperfinite II1 inclusion A ⊂ B with standard
invariant ∗-isomorphic to P• with distortion δij = η−1i
∑a
h=1 ηhDhj . By Proposition 5.8(3) and (2),
the Markov trace trB on B restricts to τ on Z(A) ∼= P0,+.
Theorem 5.13 (Theorem A, Part II). The map A ⊂ B 7→ PA⊂B• descends to a well-defined
bijection{
Finite depth finite index connected hyper-
finite II1 multifactor inclusions A ⊂ B
}
Morita equivalence
∼=
{
Finite depth indecomposable uni-
tary 2-shaded planar algebras P•
}
Planar ∗-algebra isomorphism .
Proof.
Well-defined: Morita equivalent multifactor inclusions have isomorphic standard invariants by Lemma
2.26.
Injective: Suppose A ⊂ B and A˜ ⊂ B˜ are two finite depth finite index connected hyperfinite II1
multifactor inclusions with isomorphic standard invariants. By Theorem 5.6 above, both A ⊂ B
and A˜ ⊂ B˜ are Morita equivalent to homogeneous hyperfinite inclusions A′ ⊂ B′ and A˜′ ⊂ B˜′
respectively. By Popa’s Uniqueness Theorem 5.10, there is a ∗-algebra isomorphism ϕ′ : B′ → B˜′
taking A′ onto A˜′ and inducing an isomorphism ϕ′• of standard invariants. Thus L2A˜′ϕ′ is a Morita
equivalence A˜′ − A′ bimodule witnessing the Morita equivalence of the inclusions A′ ⊂ B′ and
A˜′ ⊂ B˜′. We get our desired Morita equivalence by composing Morita equivalences:
(A ⊂ B) ∼ (A′ ⊂ B′) ∼ (A˜′ ⊂ B˜′) ∼ (A˜ ⊂ B˜).
Surjective: Surjectivity is immediate from the Existence Theorem 5.1.
6 Representations of unitary multifusion categories
For this section, C denotes a unitary multitensor category, and R denotes the hyperfinite II1 factor.
Definition 6.1 ([HP20, Def. 3.1]). A representation of C is a tensor dagger functor α : C →
Bim(M) for some von Neumann algebra M . Given two representations α : C → Bim(M) and
β : C → Bim(N), a morphism from α to β consists of an N −M bimodule NΦM together with a
family of unitary natural isomorphisms {φc : ΦM α(c)→ β(c)N Φ}c∈C satisfying the following
coherence axiom:
ΦM α(c)M α(d) β(c)N ΦM α(d) β(c)N β(d)N Φ
ΦM α(c⊗ d) β(c⊗ d)N Φ
φcid
idµαc,d
idφd
µβc,did
φc⊗d
(45)
We call such a morphism an isomorphism if NΦM is an invertible N −M bimodule.
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Remark 6.2. As discussed further in [HP20, §5.4], there are additional structures for representa-
tions, like bi-involutivity and positivity, when C has the corresponding structure. In the presence of
such structures, one can ask for an additional coherence for representations. Since we are only inter-
ested in the case C multifusion in this article, by [HP20, Thm. A], it suffices to restrict our attention
to representations of unitary multitensor categories in the absence of any additional structures and
coherences.
Definition 6.3. Suppose C is an n×n unitary multitensor category, Irr(C) a set of representatives
of simple objects of C, and α : C → Bim(R⊕n) is a representation where R is a finite factor. The
modular distortion of α is the function δα : Irr(C)→ R>0 given by δα(c) := δ(Rα(c)R).
Since the distortion is multiplicative for finite factor bimodules by (24), δα induces a grading
on C, and thus δα descends to a groupoid homomorphism δα : U → R>0 by universality.
When C is unitary multifusion, U is finite. Thus all groupoid homomorphisms U → R>0
factor uniquely through Gn similar to Theorem 2.5. Hence we may identify δα with a groupoid
homomorphism Gn → R>0.
Example 6.4. Suppose α : C → Bim(R⊕n) is a representation with distortion δα. Since the
fundamental group F(R) of the hyperfinite II1 factor is R>0 [MvN43], for any vector (λi) ∈ Rn>0,
there is an invertible Morita equivalence R⊕n−R⊕n bimodule Φ with λi := vNdimL(piΦ) = δ(piΦ).
Since distortion is multiplicative for II1 factor bimodules by (24), for all c ∈ Cij ,
δ(piΦ α(c) Φpj) = δ(piΦ)δ(α(c))δ(pjΦ) = λiδαijλ−1j .
Then conjugating α by Φ yields a representation Ad(Φ) ◦ α : c 7→ Φ  α(c)  Φ with distortion
given by
δ
Ad(Φ)◦α
ij = λiδ
α
ijλ
−1
j . (46)
Indeed, since Φ is invertible, by [Sau85, Prop. 3.1] and [Yam04, Thm. 4.7] (see also [BDH14, §4]
and [Pen20, Cor. 3.34]), there is an R⊕n − R⊕n bilinear unitary uΦ : ΦR⊕n Φ → L2R⊕n, unique
up to unique unitary automorphism of Φ, such that (Φ, uΦ, uΦ
∗) exhibits Φ as the unitary spherical
dual of Φ. Denoting uΦ by a cap, the tensorator
µ
Ad(Φ)◦α
a,b : Φ α(a) Φ Φ α(b) Φ −→ Φ α(a⊗ b) Φ
is given by
µ
Ad(Φ)◦α
a,b :=
Φ
Φ
Φ
Φ
Φ Φα(a) α(b)
α(a⊗b)
µαa,b = idΦ(µαa,b ◦ (idα(a)uΦ  idα(b))) idΦ .
Moreover, Φ induces a canonical isomorphism (Φ, φ) : α→ Ad(Φ) ◦ α by defining
φc :=
Φ
Φ
α(c)
α(c) Φ Φ
= idΦ idα(c)u∗Φ : Φ α(c) −→ Φ α(c) Φ Φ.
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6.1 Existence of representations of unitary multifusion categories
Let C be an n × n unitary multifusion category, let R be a hyperfinite II1 factor, and denote the
minimal central projections of R⊕n by {p1, . . . , pn}. It follows directly from Theorem 5.1 that
representations of unitary multifusion categories exist.
Proposition 6.5. Let C be an n × n unitary multifusion category. There exists a representation
α : C → Bim(R⊕n).
Proof. We may reduce to the case that n ≥ 2 by replacing C with Mat2(C) if n = 1. Let 1C = 1+⊕1−
be a non-trivial 2-shading of C, where a = dim(EndC(1+)) ≥ 1, b = dim(EndC(1−)) ≥ 1, and
n = a + b. Pick an arbitrary generator X ∈ C+− (e.g., we may take X = ⊕c∈Irr(C+−) c). By
Theorem 5.1, there is a finite index homogeneous connected hyperfinite II1 multifactor inclusion
A = R⊕a ⊂ R⊕b = B such that C(AL2BB) is equivalent to C(X). The equivalence α : C(X) ↪→
C(AL2BB) is such a representation.
Proposition 6.6. Suppose C is an n× n unitary multifusion category and α : C → Bim(R⊕n) is a
representation. For any groupoid homomorphism δ : Gn → R>0, there is an invertible bimodule Φ
inducing an isomorphism (Φ, φ) : α→ Ad(Φ) ◦ α such that δAd(Φ)◦α = δ.
Proof. Since δα and δ are groupoid homomorphisms Gn → R>0, so is the ratio δα/δ. By Corollary
3.17, there exists (λi) ∈ Rn>0, unique up to uniform scaling, such that δαij/δij = λj/λi for all
1 ≤ i, j ≤ n. As discussed in Example 6.4, there is an invertible R⊕n − R⊕n bimodule Φ with
λi = δ(piΦ) for all 1 ≤ i ≤ n. By (46), the representation Ad(Φ)◦α : C → Bim(R⊕n) has distortion
δ as desired.
The next corollary now follows immediately by combining Propositions 6.5 and 6.6.
Corollary 6.7. Suppose C is an n × n unitary multifusion category. For any groupoid homo-
morphism δ : Gn → Rn>0, there is a unitary tensor functor α : C → Bim(R⊕n) with distortion
δα = δ.
Remark 6.8. The realization result for unitary multifusion categories obtained in Proposition
6.5 appears also in [GY20, Cor. 3.10]. The proof in [GY20] follows different ideas and techniques,
namely it is shown that every unitary multifusion category C is equivalent to the category of special
bimodules over a fixed standard C∗-Frobenius algebra A in a unitary fusion category, the latter
can be realized in Bim(R), and the realization of C into Bim(R⊕n) is obtained by considering the
non-factorial extension of R given by A, cf. Theorem 5.1. In [GY20] it is also shown that every
unitary multitensor category and every rigid C∗ 2-category with finitely decomposable horizontal
units can be realized as well into Bim(N⊕n) where N is a II1 factor, not necessarily hyperfinite.
6.2 Uniqueness of representations of unitary multifusion categories
In [Izu17, Thm. 2.2], Izumi adapts Popa’s uniqueness theorem for finite depth hyperfinite III1
subfactors [Pop95b, Cor. 6.11] to prove uniqueness of representations of unitary fusion categories
as endomorphisms of the hyperfinite III1 factor. We now adapt Izumi’s proof using Corollary 5.11
to the setting of representations of a n× n unitary multifusion category C into Bim(R⊕n) where R
is the hyperfinite II1 factor.
Definition 6.9. Suppose C be an n × n unitary multifusion category, A is a II1 multifactor with
n-dimensional center, α : C → Bim(A) is a representation, and ϕ : A → B is a ∗-isomorphism.
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Consider the B − A bimodule L2Bϕ with right A-action transported via the isomorphism ϕ. The
representation induced by ϕ is Ad(L2Bϕ) ◦ α : C → Bim(B), and we call L2Bϕ the isomorphism
induced by ϕ from α to Ad(L2Bϕ) ◦ α. Since δ(L2Bϕ) is the n × n identity matrix, we see that
Ad(L2Bϕ)◦α and α have the same distortion by (46). Hence an isomorphism induced by a ∗-algebra
isomorphism can never change the distortion.
Theorem 6.10. Suppose α : C → Bim(A) and β : C → Bim(B) are two representations with
δα = δβ, where A and B are both hyperfinite type II1 multifactors with n-dimensional centers.
Then there is an isomorphism (Φ, φ) from α to β which is induced by a ∗-algebra isomorphism
ϕ : B → A.
Proof. Fix an arbitrary generator X ∈ C such that every object of C is isomorphic to a direct sum
of summands of tensor powers of X ⊗ X (e.g., we may take X = ⊕c∈Irr(C) c). Consider the full
subcategory C˜ ⊂ C whose objects are the tensor powers of X ⊗ X. To construct an equivalence
from α to β, it suffices to construct an equivalence (Φ, φ) from α|C˜ to β|C˜ . The result will then
follow by idempotent completion.
DefineM to be the commutant of the right A-action on α(X), and defineN to be the commutant
of the right B-action on β(X). By [Sau85, Prop. 3.1], α(X) is an invertible M − A bimodule, and
β(X) is an invertible N −B bimodule. Since α(X) and β(X) are dualizable, we immediately have
that A ⊂ M and B ⊂ N are finite index multifactor inclusions. Since X generates C, both these
inclusions are connected.
Consider the amplification Mat2(C) with generator X12 corresponding to X in the component
C12, i.e.,
Mat2(C) =
(C C
C C
)
X12 =
(
0 X
0 0
)
.
Denote by C(X12) the abstract standard invariant and P(X12)• the associated unitary 2-shaded
planar algebra.
We now construct a distinguished isomorphism between the standard invariants C(AL2MM ) and
C(BL2NN ) which passes through C(X12). First, observe that amplifying α, β gives representations
Mat2(α) : C(X12) → Bim(A ⊕ A) and Mat2(β) : C(X12) → Bim(B ⊕ B) whose ++ corners may
be identifed with α and β respectively. Moreover, δMat2(α) = δMat2(β) by construction. We now
compose these representations with Ad(L2A ⊕ α(X)) and Ad(L2B ⊕ β(X)) respectively to get
representations α˜ : C(X12)→ Bim(A⊕M) and β˜ : C(X12)→ Bim(B ⊕N). That is,
α˜
(
a b
c d
)
:=
(
α(a) α(b)A α(X)M
Mα(X)A α(c) Mα(X)A α(d)A α(X)M
)
∈ Bim(A⊕M)
and similarly for B˜. Since δα = δβ and δMat2(α) = δMat2(β), we also have δα˜ = δβ˜. Observe now
that α˜(X) = Aα(X)A α(X)M which is canonically isomorphic to AL2MM by [Sau85, Prop. 3.1];
similarly, β˜(X) ∼= BL2NN . We thus have the following zig-zag of isomorphisms of standard invari-
ants:
C(AL2MM ) α˜←− C(X12) β˜−→ C(BL2NN ).
Inverting α˜ on its essential image C(AL2MM ) and passing to planar algebras gives us a distinguished
isomorphism ϕ• : PA⊂M• → PB⊂N• which preserves distortion. Since ϕ• came from a zig-zag of
isomorphisms, we have ϕn,±(α˜(f)) = β˜(f) for every f ∈ P(X)n,±. Looking at the principal even
part, we have ϕ2n,+(α(f)) = β(f) for all f ∈ EndC˜((X ⊗X)⊗n).
By Corollary 5.11, there is a ∗-isomorphism ϕ : M → N taking A onto B which induces the
above isomorphism of standard invariants PA⊂M• ∼= PB⊂N• . Since the functor from the 1-groupoid
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of inclusions to the 1-groupoid of standard invariants factors through the 2-groupoid of standard
bimodules as in (15), the invertible 1-morphism (L2Bϕ, L
2Nϕ, ψϕ) : AL
2NN → BL2MM produces
the isomorphism of standard invariants ϕ• by the ‘encircling’ action. Here, the isomorphism ψϕ :
BL
2Bϕ A L2MM → BL2N N L2Nϕ is as in (19).
In more detail, denote the four von Neumann algebras A,B,M,N by the shaded regions
= A = M = B = N,
and the standard and Morita equivalence bimodules by
= AL
2MM = BL
2NN = BL
2Bϕ(A) = NL
2Nϕ(M)
We denote the conjugate bimodules by the horizontal reflection, and the restriction to A, A˜ re-
spectively by changing the shading. We abbreviate the isomorphisms ψϕ, ψϕ, ψ
∗
ϕ, ψϕ
∗
by 4-valent
vertices:
:= ψϕ := ψϕ := ψ
∗
ϕ := ψϕ
∗
.
We illustrate the ‘encircling’ action for f ∈ C˜((X ⊗X)⊗1 → (X ⊗X)⊗2):
β(f) = α(f) = C˜(ϕ)(α(f)) .
We now define BΦA := BL
2Bϕ(A) and
φ := φX⊗X := := ψϕ ψϕ : BΦA α(X ⊗X)︸ ︷︷ ︸
AL2MA
A
∼−→ B β(X ⊗X)︸ ︷︷ ︸
BL2NB
BΦA.
For n ≥ 2, we define φn = φ(X⊗X)⊗n by concatenating n copies of φ along the blue string, e.g.,
φ3 = : BΦA α((X ⊗X)⊗3)A ∼−→ Bβ((X ⊗X)⊗3)B ΦA.
Now since (X ⊗X)⊗k⊗ (X ⊗X)⊗n = (X ⊗X)⊗(k+n) suppressing associators, the coherence axiom
(45) automatically holds. Naturality immediately follows by the recabling relations (16).
We now prove Theorem B in two parts.
Theorem 6.11 (Theorem B, Part I). Let R be either the hyperfinite II1 or II∞ factor. The map
α 7→ δα descends to a bijection
{Representations α : C → Bim(R⊕n)}
Iso (Φ, φ) induced by ϕ ∈ Aut(R⊕n)
∼= {Groupoid homomorphsims δ : Gn → R>0} .
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Proof.
Well-defined: As discussed in Definition 6.9 above, isomorphisms induced by ∗-algebra isomorphisms
must preserve the distortion.
Injective: This follows immediately from Theorem 6.10.
Surjective: This follows immediately from Corollary 6.7.
Theorem 6.12 (Theorem B, Part II). Let R be either the hyperfinite II1 or II∞ factor. Suppose
α, β : C → Bim(R⊕n) are two arbitrary representations, where A and B are either both hyperfinite
type II1 or type II∞ multifactors with n-dimensional centers. Then there is an isomorphism (Φ, φ)
from α to β.
Proof. First, since R and B(`2)⊗R are Morita equivalent, Bim(R⊕n) and Bim((B(`2)⊗R)⊕n) are
equivalent. Hence we may assume A and B are both II1 multifactors. Second, by Proposition 6.6,
by conjugating α and β by appropriate invertible A−A and B−B bimodules respectively, we may
assume that δα = δβ. The result now follows by Theorem 6.10.
A Commuting squares of finite index finite multifactors
Consider a quadrilateral of unital finite index inclusions of finite multifactors
N ⊂ M
∪ ∪
Q ⊂ P
(47)
together with a faithful tracial state tr on M . Let EMN : M → N , EMP : M → P , and EMQ : M →
Q be the canonical trace-preserving conditional expectations, where N and P are considered as
subalgebras of M .
Definition A.1. The quadrilateral (47) is called a commuting square if
EMN E
M
P = E
M
P E
M
N = E
M
Q .
A.1 Nondegeneracy
Recall that by [GdlHJ89, 3.6.4(i)], given a finite index inclusion of finite multifactors N ⊂ M to-
gether with a faithful normal trace tr on M and the unique trace-preserving conditional expectation,
there exists a (finite) Pimsner-Popa basis for M over N .
Lemma A.2 (cf. [Pop94, Prop. in 1.1.5]). For a commuting square of finite index inclusions of
finite multifactors (47) the following are equivalent:
(N1) Every Pimsner-Popa basis for P over Q is also a Pimsner-Popa basis for M over N .
(N2) Every Pimsner-Popa basis for N over Q is also a Pimsner-Popa basis for M over P .
(N3) There is a Pimsner-Popa basis for P over Q which is a Pimsner-Popa basis for M over N .
(N4) There is a Pimsner-Popa basis for N over Q which is a Pimsner-Popa basis for M over P .
(N5) M = spanPN .
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(N6) M = spanNP .
Proof. Clearly (N1) ⇒ (N3) ⇒ (N5) and (N2) ⇒ (N4) ⇒ (N6), and obviously (N5)⇔(N6).
(N5) ⇒ (N1): Suppose {b} is a Pimsner-Popa basis for P over Q, and let x ∈ M . Since M =
spanPN , we can write x =
∑n
i=1 pini. We then calculate∑
b
bEN (b
∗x) =
∑
b
n∑
i=1
bEN (b
∗pini) =
∑
b
n∑
i=1
bEN (b
∗pi)ni =
n∑
i=1
∑
b
bEQ(b
∗pi)ni =
n∑
i=1
pini = x.
(N6) ⇒ (N2) : This follows by an argument similar to the above swapping the roles of P and N .
Definition A.3 (cf. [Pop94, 1.1.5]). A commuting square of finite index finite multifactors (47) is
called nondegenerate if the equivalent conditions of Lemma A.2 hold.
Lemma A.4 (cf. [Pop90, Pf. of Lem. 6.1]). Suppose we have a commuting square of finite index
inclusions of finite multifactors as in (47) above such that N ⊂ (M, tr) is Markov with index d2.
In this setting, nondegeneracy of (47) is equivalent to
(N7) The inclusion Q ⊂ (P, tr |P ) is also Markov with index d2.
Proof. The canonical map 〈P,Q〉 = PePQP → 〈M,N〉 = MeMNM by aePQb 7→ aeMN b is a well-defined
(possibly non-unital) ∗-homomorphism by the commuting square condition. This homomorphism
preserves the canonical commutant trace on 〈P,Q〉 given by aePQb 7→ tr(ab). Hence the inclusion
Q ⊂ (P, tr |P ) is always Markov. However, it may be the case that the Markov index ofQ ⊂ (P, tr |P )
is strictly less than d2. The image of 1 ∈ 〈P,Q〉 in 〈M,N〉 under the canonical map is an orthogonal
projection in 〈M,N〉. We see that this projection is equal to 1 ∈ 〈M,N〉 if and only if (N3) holds.
But we also have that this projection is equal to 1 ∈ 〈M,N〉 if and only if the Markov index of
Q ⊂ (P, tr |P ) is equal to d2. The result follows.
Facts A.5.
• (Basic construction of commuting squares cf. [Pop90] and [Pop94, 1.1.6]) Suppose we have
a nondegenerate commuting square of finite index finite multifactors as in (47), equipped
with the unique Markov trace trM for the inclusion N ⊂M . Consider the basic construction
commuting square
M ⊂ 〈M,N〉
∪ ∪
P ⊂ 〈P,Q〉
(48)
with the canonical Markov trace tr〈M,N〉 on 〈M,N〉 where the inclusion 〈P,Q〉 ↪→ 〈M,N〉 is
given by the canonical map aePQb 7→ aeMN b. By nondegeneracy, there is a Pimsner-Popa basis
for P over Q which is also a Pimsner-Popa basis for M over N , which implies the inclusion
〈P,Q〉 ↪→ 〈M,N〉 is unital. Viewing all algebras as subalgebras of 〈M,N〉 thus identifies ePQ
with eMN . Thus 〈P,Q〉 = spanPeMN P , so
spanM〈P,Q〉 = spanMPeMN P = spanMeMN NP = spanMeMNM = 〈M,N〉,
and the commuting square (48) is also nondegenerate by (N6).
If in addition all the algebras in (47) are finite dimensional, then the Bratteli diagram for
〈P,Q〉 ↪→ 〈M,N〉 is the same as the Bratteli diagram for the inclusion Q ⊂ N by [Pop90,
Lem. 6.1] or [JS97, Lem. 5.3.3].
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• (Composite commuting squares cf. [Pop94, Cor. in 1.1.5]) A composite of two commuting
squares of finite index finite multifactors
T ⊂ Q ⊂ M
∪ ∪ ∪
S ⊂ P ⊂ N
is again a commuting square. The composite square is nondegenerate if and only if the two
component commuting squares are nondegenerate.
A.2 Nondegenerate commuting squares from unitary multifusion categories
In this section, we study some nondegenerate commuting squares which arise from a unitary mul-
tifusion category C. The results in this section are technical lemmas used in the proof of Theorem
5.1.
Definition A.6. For c ∈ C, we denote by 1s(c) and 1t(c) are the source and target summands of 1C
for c ∈ C, i.e., the minimal subobjects of 1C such that c = 1s(c) ⊗ c⊗ 1t(c).
Assumption A.7. Fix objects a, b, c ∈ C. Suppose there is a unitary dual functor ∨ on C such
that
• ev∗a ◦ eva = λa id1s(a) and coevc ◦ coev∗c = ρc id1t(c) for some positive scalars λa, ρc, and
• there is a a faithful spherical state ψ on EndC(1C) satisfying ψ◦tr∨L = ψ◦tr∨R on hom categories
of C.
Under the above assumptions, we have a commuting square of finite dimensional von Neumann
algebras
ba
x 7→
a c
x
a b
x EndC(a⊗ b) ⊂ EndC(a⊗ b⊗ c)
ca
x
7→ ∪ ∪ 7→
b
x EndC(b) ⊂ EndC(b⊗ c)
cb
x
b
x 7→
cb
x
(49)
where we equip EndC(a⊗ b⊗ c) with the faithful trace tr := ψ ◦ tr∨L = ψ ◦ tr∨R. The canonical trace-
preserving conditional expectations are given by the partial trace on the left/right and dividing by
λa, ρc respectively, which obviously commute.
Lemma A.8. Suppose that the set of isomorphism classes of simple summands of b and b ⊗ c ⊗
c∨ agree. Then the commuting square (49) is nondegenerate. Moreover, the basic construction
commuting square is given by
EndC(a⊗ b⊗ c) ⊂ EndC(a⊗ b⊗ c⊗ c∨)
∪ ∪
EndC(b⊗ c) ⊂ EndC(b⊗ c⊗ c∨)
(50)
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A similar statement holds if the set of isomorphism classes of simple summands of a∨ ⊗ a⊗ b and
b agree.
Proof. We prove (49) is nondegenerate under the condition (N3), and the second is similar. Let
S be a set of representatives for the common set of isomorphism classes of simple summands of b
and b⊗ c⊗ c∨. For each s ∈ S, pick a basis {vs} of C(s→ b⊗ c⊗ c∨) consisting of isometries with
orthogonal ranges so that
idb⊗c⊗c∨ =
∑
s∈S
∑
vs
vs ◦ v∗s and v∗s ◦ vs = ids ∀ s ∈ S.
For every s ∈ S, pick a single isometry ws ∈ C(s→ b) so that
idb⊗c⊗c∨ =
∑
s∈S
∑
vs
vs ◦ v∗s =
∑
s∈S
∑
vs
vs ◦ w∗s ◦ ws ◦ v∗s .
Now using isotopy, for each s ∈ S and isometry basis element vs, we set
us :=
√
ρc ·
b
b c
c
s
vs
w∗s
= (idb⊗c⊗ coev∗c) ◦ (vs ⊗ idc∨).
Then we see that qs∈S{us} satisfies the condition
idb⊗c⊗c∨ =
1
ρc
∑
s∈S
∑
us
us
u∗s
=
∑
s∈S
∑
us
usfu
∗
s (51)
where f := 1ρc · idb⊗(coevc ◦ coev∗c), which immediately implies the inclusion
EndC(b) ⊂ EndC(b⊗ c)
1
ρc
(idb⊗(coevc ◦ coev∗c))⊂ EndC(b⊗ c⊗ c∨)
is standard, i.e., a Jones basic construction by [JS97, Lem. 5.3.1 and Cor. 5.3.2]. The only interesting
part in checking the hypotheses for this recognition lemma is checking EndC(b⊗c⊗c∨) is generated
by EndC(b⊗ c) and f , which follows from (51) using the following graphical argument:
x =
1
ρ2c
∑
s,t∈S
∑
us,υt
us
u∗s
x
υt
υ∗t
=
1
ρ2c
∑
s,t∈S
∑
us,υt
us
xs,t
υ∗t
=
1
ρ2c
∑
s,t∈S
∑
us,υt
us
xs,t
υ∗t
∈ 〈EndC(b⊗ c), f〉.
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Under this identification with the Jones basic construction, qs∈S{us} forms a Pimsner-Popa basis
for EndC(b⊗ c) over EndC(b). By tensoring with a on the left, we immediately get
ida∨⊗a⊗b⊗c =
1
λa
∑
v
us
u∗s
It follows that
EndC(a⊗ b) ⊂ EndC(a⊗ b⊗ c)
1
ρc
ida⊗b⊗(coevc ◦ coev∗c)⊂ EndC(a⊗ b⊗ c⊗ c∨)
is standard and qs∈S{ida⊗us} is a Pimnser-Popa basis for EndC(a ⊗ b ⊗ c) over EndC(a ⊗ b).
Hence (N3) holds, and (49) is nondegenerate. It is immediate that (50) is the basic construction
commuting square.
Example A.9. Suppose C has chosen generator X and is equipped with the standard unitary dual
functor with respect to X. By (A) in the proof of Theorem 5.1, there is a spherical state ψ on
EndC(1C) such that ψ ◦ tr∨L = ψ ◦ tr∨R. Taking a = Xalt⊗2n−1, b = X
alt⊗2k+j
, c = X or X depending
on parity of j, and reflecting about the y-axis, Lemma A.8 tells us there is a k ∈ N such that for
every n ∈ N and j ≥ 0, the commuting squares
EndC(Xalt⊗2k+2n+j+1) ⊃ EndC(Xalt⊗2k+2n+j) ⊃ EndC(Xalt⊗2k+2n+j−1)
∪ ∪ ∪
EndC(X
alt⊗2k+j+2
) ⊃ EndC(Xalt⊗2k+j+1) ⊃ EndC(Xalt⊗2k+j)
are nondegenerate, and the left commuting square is the basic construction commuting square of
the right commuting square. A similar result holds for the other 3 types of composite commuting
squares from the lattice (44).
Lemma A.10. Under Assumption A.7, consider the commuting square
EndC(a⊗ b) ⊂ EndC(a∨ ⊗ a⊗ b)
∪ ∪
EndC(a) ⊂ EndC(a∨ ⊗ a).
The subalgebra
(EndC(a∨ ⊗ a⊗) idb)′ ∩ (ida∨ ⊗EndC(a⊗ b)) ⊂ EndC(a∨ ⊗ a⊗ b)
is exactly ida∨⊗a⊗EndC(b).
Proof. Observe that the projection
ea :=
1
λa
· = 1
λa
· (ev∗a ◦ eva)⊗ idb ∈ EndC(a∨ ⊗ a)⊗ idb
is an orthogonal projection. Suppose that x ∈ EndC(a⊗ b) such that
ida∨ ⊗x ∈ (EndC(a∨ ⊗ a)⊗ idb)′ ∩ (ida∨ ⊗EndC(a⊗ b)).
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Then since ea ∈ EndC(a∨ ⊗ a)⊗ idb, ida∨ ⊗x and ea commute. Hence
x =
x
= λa ·
x
ea
= λa ·
x
e2a
= λa · x
ea
ea
=
1
λa
· x ∈ ida⊗EndC(c) .
The result follows.
Corollary A.11. Under the hypotheses of Lemma A.10, for the commuting square
EndC(aalt⊗2k ⊗ b) ⊂ EndC(a∨ ⊗ aalt⊗2k ⊗ b)
∪ ∪
EndC(aalt⊗2k) ⊂ EndC(a∨ ⊗ aalt⊗2k),
(EndC(a∨ ⊗ aalt⊗2k)⊗ idb)′ ∩ (ida∨ ⊗EndC(aalt⊗2k ⊗ b) = ida∨⊗aalt⊗2k ⊗EndC(b).
Proof. The proof follows from Lemma A.10 by a simple induction argument.
A.3 Inductive limits of nondegenerate commuting squares
For this section, we fix a nondegenerate commuting square of finite dimensional von Neumann
algebras
M0 ⊂ M1
∪ ∪
N0 ⊂ N1
(52)
such that the inclusion M0 ⊂ (M1, tr1) is Markov with index d2. By Lemma A.4 above, N0 ⊂
(N1, tr1 |N1) is also Markov with index d2. Iterating the basic construction, we get an increas-
ing sequence of nondegenerate commuting squares. Define M∞ := lim−→Mn, N∞ := lim−→Nn, and
tr∞ := lim−→ trn on M∞. Notice that tr∞ is faithful on M∞ since trn is faithful on Mn for all n by
nondegeneracy.
It is straightforward to verify that M∞ acts on H := L2(M∞, tr∞) by bounded operators, where
‖x∗x‖B(H) ≤ ‖x∗x‖Mn for x ∈ Mn. Let M := M ′′∞ ⊂ B(H) and N := N ′′∞ ⊂ B(H). Define tr on
M by tr(x) := 〈xΩ,Ω〉 where Ω ∈ H is the image of 1 ∈M∞.
Lemma A.12. The normal state tr on M is a faithful trace.
Proof. Traciality follows by normality of tr, SOT density of M∞ in M , and the Kaplansky Density
Theorem. To show tr is faithful, we use the proof in [Jon15, §6.2], which we include for completeness
and convenience.
Suppose tr(x∗x) = 0. Then for all m ∈M∞,
‖xmΩ‖22 = ‖xRmΩ‖22 = ‖RmxΩ‖22 ≤ ‖Rm‖2‖xΩ‖22 = ‖Rm‖2 tr(x∗x) = 0
where for a,m ∈ M∞, RmaΩ = amΩ is the bounded right action as tr∞ is a trace on M∞. We
conclude x = 0.
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We thus have an increasing sequence of finite dimensional nondegenerate commuting squares
with an inductive limit inclusion of finite von Neumann algebras with the canonical inductive
limit faithful normal tracial state tr on M . Notice that at each iteration, identifying Nn+1 with a
subalgebra of Mn+1 identifies the Jones projection fn for Nn−1 ⊂ Nn with the Jones projection en
for Mn ⊂Mn−1.
M0 ⊂ M1
e1⊂ M2
e2⊂ M3
e3⊂ · · · ⊂ M
∪ ∪ ∪ ∪ ∪
N0 ⊂ N1
e1⊂ N2
e2⊂ N3
e3⊂ · · · ⊂ N
(53)
Lemma A.13. The finite von Neumann algebras M and N are finite direct sums of II1 factors
with Z(M) = Z(M0) ∩ Z(M1) and Z(N) = Z(N0) ∩ Z(N1).
Proof. We prove the result for M and the result for N is similar. The Bratteli diagram for the
inclusion M0 ⊂M1 is a disjoint union of dim(Z(M0)∩Z(M1)) connected graphs. Denote the mini-
mal projections of Z(M0)∩Z(M1) by {p}. Then the Bratteli diagram of each inclusion pM0 ⊂ pM1
is connected with Markov trace x 7→ tr1(px)/ tr1(p). Iterating the basic construction, we have
Mn =
⊕
pMn for all n, and the von Neumann algebra generated by lim−→ pMn in the GNS repre-
sentation with respect to the unique Markov trace is clearly isomorphic to pM , as multiplication
by p is SOT continuous. We know that each pM is a II1 factor as the unique trace is faithful by
an argument similar to Lemma A.12. Thus M =
⊕
p pM is a finite direct sum of II1 factors with
Z(M) = span{p} = Z(M0) ∩ Z(M1).
Proposition A.14. The Watatani index of the inductive limit hyperfinite type II1 inclusion N ⊂M
from (53) is equal to the Watatani index
∑
b bb
∗ of the inclusion N0 ⊂M0, where {b} is any (left)
Pimsner-Popa basis for M0 over N0.
Proof. The proof is identical to [JS97, Cor. 5.7.4]. By nondegeneracy and Facts A.5, there is a
Pimsner-Popa basis {b} for M0 over N0 which is also a Pimsner-Popa basis for Mn over Nn for
every n. This means for every x ∈ ⋃n≥0Mn, we have x = ∑b bEN (b∗x). This equation clearly
varies ultraweakly continuously in x, and thus {b} is a right Pimsner-Popa basis for M over N . We
conclude that the Watatani index of N ⊂M is equal to ∑b bb∗.
Remark A.15. If the commuting square (47) is nondegenerate and horizontally connected, i.e.,
Z(M0) ∩ Z(M1) = C and Z(N0) ∩ Z(N1) = C, then N ⊂ M is a II1 subfactor whose Jones index
[M : N ] is equal to the Watatani index
∑
b bb
∗, which by [JS97, Lem. 5.3.3] or [Pop90, Cor. 6.2],
is necessarily equal to ‖ΓΓT ‖ where Γ is the bipartite adjacency matrix for the Bratteli diagram of
the inclusion N0 ⊂M0.
B Popa’s theorem for homogeneous connected finite depth hyper-
finite II1 multifactor inclusions
In this section, for completeness and convenience of the reader, we give a proof of Popa’s theorem
that a homogeneous finite index finite depth connected hyperfinite II1 multifactor inclusion is
completely determined by its standard invariant. We adapt the proof for subfactors from [Pop90].
Suppose A ⊂ (B, trB) is a finite index connected II1 multifactor inclusion with its unique
Markov trace. As in Definition 2.16, A ⊂ (B, trB) is strongly Markov.
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Fact B.1 (Tunnel-tower duality cf. [Pop94, 1.3.2]). Suppose B−1 = A ⊂ B = B0 is a homogeneous
connected II1 multifactor inclusion of index d
2. Consider the Jones tower of length n together with
any Jones tunnel of length n:
B−n ⊂ · · · ⊂ B−1 ⊂ B0
e0⊂ B1 ⊂ · · · ⊂ Bn.
Identifying the tower with the multistep basic constuction from Facts 2.18 on L2(B0, tr0), we have
that Bn = (JB−nJ)′ for all n > 0, and conjugation by J = J0 moves the Jones projections as
Je−nJ = en as in [Pop90, 3.2]. In particular, we have conjugation by J is an anti-isomorphism
between the centralizer algebras:
B′−n ∩B0 ∼=
anti
J(B′−n ∩B0)J = JB−nJ ′ ∩ JB0J = Bn ∩B′0.
Lemma B.2 (cf. [BKLR15, Lemma 4.5]). Suppose A ⊂ B is finite index with standard invariant
(C, X). Suppose p ∈ A′ ∩ B is a minimal projection. Then the standard invariant of the reduced
subfactor pA ⊂ pBp is equivalent to some 2× 2 unitary multifusion category generated by a single
simple object of C.
Proof. Let pi ∈ Z(A) be the minimal projection such that ppi = p, and let qj ∈ Z(B) be the
minimal projection such that pqj = p. Consider the bimodules AipL
2BjBj and pAL
2(pBp)pBp.
Their dual Q-systems are isomorphic. Indeed, since pBp = pBjp and pA = pAi, observe that
pBpL
2(pBp)Ap L2(pBp)pBp = pBpL2(pBjp)pAi L2(pBjp)pBp
∼= pBppL2B Bj L2BjppAi pL2Bj Bj L2BppBp
∼= pBppL2B Bj L2BjpAi pL2Bj Bj L2BppBp
and pBppL
2BjBj is an invertible bimodule. We conclude that the standard invariant of pA ⊂ pBp
is equivalent to the 2 × 2 unitary multifusion subcategory of C generated by the simple object
AipL
2BjBj ∈ Cij .
Corollary B.3 (cf. [Pop90, Thm. 3.8]). Suppose A ⊂ B is finite index and finite depth with
standard invariant (C, X). Define M := max{dim(c)2∣∣c ∈ Irr(C)} <∞.
(1) If (An)n∈N is the Jones tower of A0 = A ⊂ B = A1, then for every n ∈ N and any minimal
projection p ∈ A′0 ∩An, we have [pAnp : pA0] ≤M .
(2) If moreover A ⊂ B is homogeneous, then for any homogeneous tunnel (A−n)n∈N, for any
n ≥ 0 and any minimal projection p ∈ A′−n ∩B, we have [pBp : pA−n] ≤M .
Proof. By tunnel-tower duality from Fact B.1, it suffices to prove the first statement. This is
immediate by Lemma B.2.
Lemma B.4 (cf. [Pop90, Thm. 4.3]). Suppose A ⊂ B has finite depth. There is a λ > 0 such that
for any homogeneous tunnel (A−n)n∈N, we have EA−n∨(A′−n∩B)(x) ≥ λx for all x ∈ B+, n ∈ N.
Proof. The proof of [Pop90, Thm. 4.3] applies verbatim with Corollary B.3 in place of [Pop90,
Thm. 3.8]. (The proof of [Pop90, Lem. 4.2] also applies verbatim when M is a II1 multifactor.)
Lemma B.5 (cf. [Pop90, Lem. 4.4]). Suppose A ⊂ B is hyperfinite. Suppose we have a choice of
finite homogeneous tunnel (A−n)
j
n=1. For any ε > 0 and any finite set F ⊂ A−j ∨ (A′−j ∩B), there
is a k ≥ j and a homogeneous continuation of the tunnel (A−n)kn=1 such that f ∈ε A′−k ∩B for all
f ∈ F .
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Proof. Since A′−j ∩B ⊂ A′−k ∩B whenever k ≥ j, it suffices to consider the case where F ⊂ A−j .
Fix an isomorphism A−j ∼= R⊕c for c ∈ {a, b}, and consider the diagonal embedding ι : R ↪→
R⊕c ∼= A−j . Let z1, . . . , zc be the minimal central projections in A−j . Then every x ∈ A−j can be
uniquely expressed in the form x =
∑c
i=1 ι(xi)zi for some x1, . . . , xc ∈ R. Since each zi ∈ A′−k ∩B
whenever k ≥ j, it suffices to consider the case where F ⊂ ι(R).
The proof now proceeds as in [Pop90, Lem. 4.4]. View R as generated by a sequence (ei)
∞
i=0 of
Jones projections with λ the Markov index of A ⊂ B. Given ε > 0 and a finite subset F ⊂ ι(R),
there is N ∈ N such that F ⊂ Alg{1, ι(e1), . . . , ι(eN−1)}.
Let (A
(0)
−n)
j+N
n=j+1 be any homogeneous continuation of the tunnel and let (e
(0)
−n+1)
j+N
n=j+1 be
the corresponding Jones projections, which have constant centre-valued trace by homogeneity.
There exists a Z(A−j)-valued trace-preserving isomorphism between the finite-dimensional algebras
Alg{1, ι(e1), . . . , ι(eN−1)} and Alg{1, e(0)−j−1, . . . , e(0)−j−N+1}. Thus there exists a unitary u ∈ A−j
such that ι(ei) = ue
(0)
−j−iu
∗ for each i. Setting A−n := uA
(0)
−nu∗ for j + 1 ≤ n ≤ j + N gives a
homogeneous continuation of the tunnel with the desired property.
Corollary B.6 (cf. [Pop90, Cor. 4.5]). Suppose A ⊂ B has finite depth and is hyperfinite. There is
a choice of homogeneous tunnel (A−n)n∈N such that C :=
(⋃
A′−n ∩B
)′′
has finite (Pimsner-Popa)
index in B.
Proof. The proof of [Pop90, Cor. 4.5] with Lemma B.4 in place of [Pop90, Thm. 4.3] and Lemma
B.5 in place of [Pop90, Lem. 4.4] applies verbatim, up to the final sentence. We obtain that there
is a λ > 0 such that
‖EC(x)‖22 ≥ λ‖x‖22 ∀x ∈ B+. (54)
Observe now that by construction, Z(C) = Z(B), so C ⊂ B is a finite direct sum of II1 subfactors.
Now each of these component II1 subfactors satisfies (54), and thus each has Jones index at most
λ−1 by [PP86, Thm. 2.2]. We conclude that EC : B → C has finite Pimsner-Popa index.
The following lemma is well known to experts. We include a proof for the reader’s convenience.
Lemma B.7. Suppose C is a von Neumann algebra with a faithful normal tracial state tr, and
(Cn)n≥0 is an increasing sequence of unital ∗-subalgebras whose union is strongly dense in C.
Let En : C → Cn be the unique trace-preserving conditional expectation. Then for all x ∈ C,
‖xΩ− En(x)Ω‖2 → 0 as n→∞.
Proof. Fix x ∈ C, and consider the unital ∗-subalgebra C◦ := ⋃n≥0Cn ⊂ C. Let X be the ‖ · ‖∞-
closed ball of C of radius ‖x‖∞. Recall from [Jon15, Prop. 9.1.1] that X is a complete metric space
in ‖ · ‖2, and the ‖ · ‖2 topology on X agrees with the strong operator topology. Fix ε > 0, and let
Bε(x) denote the open ball of radius ε in ‖ · ‖2 about x. Pick an open neighborhood U ⊂ C for the
strong operator topology such that U ∩X = Bε(x) ∩X.
By the Kaplansky density theorem, there is an y ∈ C◦ ∩X with y ∈ Bε(x). Let N ∈ N such
that y ∈ CN . Then since En(x) ∈ Cn is the unique element in Cn closest to x in ‖ · ‖2, for all
n ≥ N , ‖xΩ− En(x)Ω‖2 ≤ ‖xΩ− yΩ‖2 < ε.
Proposition B.8. Suppose A ⊂ B has finite depth and (A−n)n∈N is a homogeneous tunnel for
A ⊂ B such that C := (⋃A′−n ∩B)′′ has finite Pimsner-Popa index in B as in Corollary B.6.
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(1) For every n ≥ k ∈ N, the following are commuting squares when equipped with the Markov
trace-preserving conditional expectations:
A′−n ∩B ⊂ C ⊂ B
∪ ∪ ∪
A′−n ∩A−k ⊂ C ∩A−k ⊂ A−k.
(55)
(2) For n sufficiently large, there is a Pimsner-Popa basis for A′−n ∩B over A′−n ∩A−k which is
also a Pimsner-Popa basis for both C over C ∩A−k and for B over A−k.
(3) There is a Pimsner-Popa basis for C over C ∩A−k which is also a Pimser-Popa basis for B
over A−k.
Proof.
(1) By [Pop83, Lem. 1.2.2], for every inclusion of von Neumann algebras N ⊂M ⊂ P with P type
II1 with a faithful normal trace, the unique trace-preserving conditional expectations EN ′∩P and
EM commute. Hence EA′−n∩B and EA−k commute whenever n ≥ k. This means the large composite
square commutes.
Observe
EA′−n∩B = E
C
A′−n∩B ◦ EC (56)
by uniqueness of the trace-preserving conditional expectation. By Lemma B.7, for every x ∈ B,
‖EC(x)Ω− EA′−j∩B(x)Ω‖2 = ‖EC(x)Ω− ECA′−j∩B(EC(x))Ω‖2
j→∞−−−→ 0.
Since EA′−j∩B and EA−k commute for all j ≥ k, EC and EA−k commute, so the square on the right
of (55) commutes.
Now since ECA′−n∩B = EA′−n∩B|C by (56) and E
C
C∩A−k = EA−k |C since the square on the right
of (55) commutes, the square on the left of (55) commutes.
(2) Since A−k ⊂ B = A0 has finite depth, we can choose n large so that both
A−k ⊂ A0
f⊂ Ak and A′−n ∩A−k ⊂ A′−n ∩A0
f⊂ A′−n ∩Ak
are multi-step basic constructions as in Facts 2.18 with the same Jones projection f . Hence there
is a finite subset {b} ⊂ A′−n ∩ A0 such that
∑
b bfb
∗ = 1A′−n∩Ak = 1Ak . Then for all x ∈ B = A0,
we have x =
∑
b bEA−k(b
∗x). Since EA−k and EC commute by statement (1), we see that r =∑
b bE
C
A−k∩C(b
∗r) for all r ∈ C. Hence {b} is the desired Pimsner-Popa basis.
(3) Observe that every inclusion in the commuting square of finite multifactors on the right of (55)
has finite index. Indeed, C ⊂ B was assumed to have finite index, and A−k ⊂ B has finite index as a
composite of finite index submultifactors in the Jones tunnel. By statement (2), we see C∩A−k ⊂ C
has the same (finite) Watatani index as A−k ⊂ B. We conclude that C ∩A−k ⊂ B has finite index.
The result now follows immediately by statement (2) and Lemma A.2.
Theorem B.9 (cf. [Pop90, Thm. 4.9]). Suppose A ⊂ B is a homogeneous connected hyperfinite
II1 multifactor inclusion with finite depth. There is a choice of homogeneous tunnel (A−n)n∈N such
that B =
(⋃
A′−n ∩B
)′′
and A =
(⋃
A′−n ∩A
)′′
.
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Proof. Suppose for contradiction that there is no such choice of generating homogeneous tunnel. By
Corollary B.6, we can pick a homogeneous tunnel (A−n)n∈N forA ⊂ B such that C :=
(⋃
A′−n ∩B
)′′
has finite Pimser-Popa index in B. Then by [Pop90, Cor. 4.8], which apply verbatim to the
multifactor setting, there exist a free ultrafilter ω on N, an x ∈ Bω with ‖x‖2 = 1, and an
increasing sequence (kj) ⊂ N such that x ⊥
(∏
ω A−kj
)
Cω
(∏
ω A−kj
)
.
We now proceed exactly as in the proof of [Pop90, Thm. 4.9]. For each k ∈ N, we use (3)
of Proposition B.8 to pick a Pimsner-Popa basis {bki }`ni=1 for A−k over C ∩ A−k which is also a
Pimsner-Popa basis for B over C.
We may arrange so that `k = ` is independent of k ∈ N. Indeed, the Watatani indices of
C ∩A−k ⊂ A−k and C ⊂ B are both given by
`n∑
i=1
bki (b
n
i )
∗ ∈ Z(A−k) ∩ Z(B) = C,
i.e., they are both the same scalar d2. Since Z(C) = Z(B) and Z(C ∩ A−k) = Z(A−k), both of
the inclusions C ∩ A−k ⊂ A−k and C ⊂ B are finite direct sums of II1 subfactors with the same
Jones index. Hence each Pimsner-Popa basis {bki } for A−k over C ∩ A−k can be chosen to have
cardinality dd2e by [PP86].
Thus for each n ∈ N, ∑`i=1 bni C = B. Setting bi := (bkji ) ∈∏ω A−kj , we have ∑`i=1 biCω = Bω.
But Bω 3 x ⊥∑`i=1 biCω ∈ (∏ω A−kj)Cω, a contradiction.
C Ocneanu compactness
We now prove a more general version of the Ocneanu compactness theorem than that which appears
in the literature. Here, we adapt the proof that appears in [JS97, Thm. 5.7.1] to apply to a more
general class of commuting squares. This result was certainly known to Asaeda-Haagerup [AH99],
Schou [Sch90], and Popa [Pop90] among other experts.
Theorem C.1 (Ocneanu Compactness). Suppose we have a nondegenerate commuting square of
finite dimensional von Neumann algebras as in (52) such that the inclusion M0 ⊂ (M1, tr1) is
Markov. Let N ⊂ M be the inductive limit hyperfinite type II1 inclusion. Then the relative com-
mutant N ′ ∩M is equal to N ′1 ∩M0 considered inside M1.
Proof. The outline of the proof follows [JS97, Thm. 5.7.1] closely. We postpone our modified proofs
of the technical lemmas, which appear below.
(A) The same argument from [JS97, Thm. 5.7.1] shows that for all 1 ≤ p < q, N ′q∩Mp = N ′1∩M0.
This immediately implies that N ′1 ∩M0 ⊂ N ′ ∩M .
(B) Let En : M → Mn be the canonical trace-preserving conditional expectation, and let Ω be
the image of 1M in L
2M . Let x ∈M and set xn = En(x). By Lemma B.7, ‖xΩ−xnΩ‖2 → 0
as n→∞.
(C) Starting with an x ∈ N ′ ∩M , we want to show that the sequence (xn)n≥0 from (B) is getting
arbitrarily close to the finite dimensional subspace N ′1 ∩M0 in ‖ · ‖2. We could then conclude
by (B) that x ∈ N ′1 ∩M0. We break this step up as follows.
(i) For k ≥ 0, we have a map Φk : N ′0 ∩ Mk → N ′2 ∩ Mk+2 which sends N ′j ∩ Mk to
N ′j+2 ∩ Mk+2 and N ′j ∩ Nk to N ′j+2 ∩ Nk+2 for all 0 ≤ j ≤ k. We define this map
explicitly in Definition C.2 below, and we prove many properties about it in Proposition
C.3. Of particular importance are:
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• each Φk is a ∗-algebra map, and
• for all y ∈ N ′0 ∩Mk, Φk(ENk(y)) = ENk+2(Φk(y)).
(ii) In general, the maps Φn do not preserve the Markov trace, and thus the Φn are not
isometries on (N ′0 ∩Mn)Ω. However, Φn gets closer to being an isometry as n → ∞.
Indeed, for n ∈ N, we consider the composites Ψn := Φn−1 ◦ · · · ◦ Φ1 ◦ Φ0 which map
N ′j ∩Mk → N ′2n+j ∩M2n+k for all 0 ≤ j ≤ k. By (i), Ψn maps the subalgebra N ′j ∩Nk →
N ′2n+j ∩N2n+k.
Now setting j = k = 0, Ψn maps Z(N0) = N
′
0 ∩ N0 to Z(N2n) = N ′2n ∩ N2n, which
is a canonically isomorphic algebra as N0 is Morita equivalent to N2n via Nn and the
multistep basic construction (see Facts 2.18). Thus starting with the trace τ0 = tr0 on
Z(N0), we obtain a sequence of traces on Z(N0) by setting τn = tr2n ◦Ψn. We show
that each τn on Z(N0) is faithful, and that (τn)n≥0 converges to a faithful trace τ∞ on
Z(N0). We prove this result in Proposition C.7 below in the language of densities with
respect to the trace tr0 on Z(N0).
(iii) Now since all faithful traces on a finite dimensional algebra are comparable, for every
n ∈ N, there is a Cn > 0 such that C−1n tr0 ≤ τn ≤ Cn tr0 on Z(N0) = N ′0 ∩ N0. Since
{τn|n ∈ N} ∪ {τ∞} is compact by (ii), there is a C > 0 independent of n such that
C−1 tr0 ≤ τn ≤ C tr0 for all n ∈ N.
(iv) For all y ∈ N ′0 ∩M0,
‖Ψn(y)Ω‖2 = tr2n(Ψn(y)∗Ψn(y)) =
(i)
tr2n(Ψn(y
∗y))
= tr2n(EN2n(Ψn(y
∗y))) =
(i)
tr2n(Ψn(EN0(y
∗y))) = τn(EN0(y
∗y)).
Thus for all n ∈ N and all y ∈ N ′0 ∩M0, by (iii) we have
C−1‖yΩ‖2 ≤ ‖Ψn(y)Ω‖2 ≤ C‖yΩ‖2.
(v) It is a simple algebraic calculation that xn ∈ N ′n ∩Mn ⊂ N ′0 ∩Mn for all n ≥ 0. We
use the notation Hn = (N
′
n ∩Mn)Ω for this finite dimensional Hilbert space, and we see
from (A) that for all n ∈ N,
Hn ∩Hn+1 = (N ′n ∩Mn) ∩ (N ′n+1 ∩Mn+1) = N ′n+1 ∩Mn = N ′1 ∩M0.
(vi) Given a Hilbert space X with closed subspaces Y,Z, we can define two norms on X/(Y ∩
Z) by
‖ξ‖1 := ‖(ξ + Y, ξ + Z)‖X/Y⊕`1X/Z = dist(ξ, Y ) + dist(ξ, Z)
‖ξ‖2 := ‖ξ + Y ∩ Z‖X/(Y ∩Z) = dist(ξ, Y ∩ Z).
When X/(Y ∩ Z) is finite dimensional, these two norms are equivalent. Setting X =
(N ′0 ∩M1)Ω, Y = H0 = (N ′0 ∩M0)Ω and Z = H1 = (N ′1 ∩M1)Ω, there is a K > 0 such
that for all y ∈ N ′0 ∩M1,
dist(yΩ, H0 ∩H1) ≤ K(dist(yΩ, H0) + dist(yΩ, H1)).
In particular, for all y ∈ H0 = N ′0 ∩M0,
dist(yΩ, H0 ∩H1) ≤ K dist(yΩ, H1).
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(vii) Finally, we calculate for each x2n = E2n(x) ∈ N ′2n ∩M2n, since Ψn(Hk) = H2n+k,
dist(x2nΩ,(N
′
1 ∩M0)Ω)
= dist(x2nΩ, H2n ∩H2n+1) (v)
≤ C dist(Ψ−1n (x2n)Ω, H0 ∩H1) (iv)
≤ CK dist(Ψ−1n (x2n)Ω, H1) (vi)
≤ C2K dist(x2nΩ, H2n+1) (iv)
≤ C2K dist(x2nΩ, x2n+1Ω) (v)
→ 0 as n→∞. (B)
This completes the outline of the proof.
The rest of the appendix consists of the technical details of the above proof.
C.1 The maps Φn
We now define the maps Φn which were the main tool for the difficult part of Theorem C.1.
Definition C.2. Let {b} be a Pimsner-Popa basis for N1 over N0. Since the commuting square
(47) is horizontally Markov, {b} is also a basis for M1 over M0. We define Φn on N ′0 ∩Mn by
Φn(x) = d
2n
∑
b be1e2 · · · en+1xen · · · e2e1b∗ (compare with the formula in [Bis97, Thm. 2.13]). Note
that Φn on N
′
0 ∩ Mn is independent of the choice of basis as in [JP11, Rem. 2.30]. Whenever
z ∈ N ′0 ∩Mn, ∑
b
b⊗ b∗ 7→
∑
b
bzb∗
is well-defined, and the left hand side is independent of the choice of {b}. Since for every u ∈ U(N0)
{ub} is another Pimsner-Popa basis, we see that Φn(x) ∈ N ′0 ∩Mn+2.
Proposition C.3. The maps Φn on N
′
0 ∩Mn enjoy the following properties:
(1) For all x ∈ N ′0 ∩Nn, Φn(x) ∈ N ′0 ∩Nn+2.
(2) Φn|Mk = Φk for all 0 ≤ k ≤ n.
(3) Φn is a ∗-algebra map.
(4) For all 0 ≤ k ≤ n, if x ∈ N ′k ∩Mn, then Φn(x) ∈ N ′k+2 ∩Mn+2.
(5) For all x ∈ N ′0 ∩Mn, ENn+2(Φn(x)) = Φn(ENn(x)).
Proof.
(1) Since {b} ⊂ N1, if x ∈ N ′0 ∩Nn, then Φn(x) ∈ N ′0 ∩Nn+2.
(2) If x ∈Mk, then [x, ej ] = 0 for all k + 1 ≤ j ≤ n+ 1. Thus
Φn(x) = d
2n
∑
b
be1e2 · · · en+1xen · · · e2e1b∗
= d2n
∑
b
be1e2 · · · ekek+1 · · · enen+1en · · · ek+1xek · · · e2e1b∗
= d2k
∑
b
be1e2 · · · ek+1xek · · · e2e1b∗
= Φk(x).
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(3) For all x, y ∈ N ′0 ∩Mn, we have
Φn(x)Φn(y) = d
4n
∑
a,b
ae1e2 · · · en+1xen · · · e2e1a∗be1e2 · · · en+1yen · · · e2e1b∗
= d4n
∑
a,b
ae1e2 · · · en+1xen · · · e2e1EN0(a∗b)e1e2 · · · en+1yen · · · e2e1b∗
= d4n
∑
a,b
aEN0(a
∗b)e1e2 · · · en+1xen · · · e2e1e2 · · · en+1yen · · · e2e1b∗
= d2n
∑
b
be1e2 · · · en+1xyen · · · e2e1b∗
= Φn(xy).
(4) Suppose x ∈ N ′k ∩Mn for 0 ≤ k ≤ n, and suppose y ∈ Nk+2. We calculate
Ψn(x)y = Ψn(x)y1Nk+2
=
(
d2n
∑
a
ae1e2 · · · en+1xen · · · e2e1a∗
)
y
(
d2k
∑
b
be1e2 · · · ekek+1ek · · · e2e1b∗
)
= d2(n+k)
∑
a,b
(ae1e2 · · · enxen+1en · · · ek+2) (ek+1 · · · e2e1a∗ybe1e2 · · · ek+1)︸ ︷︷ ︸
za,bek+1
(ek · · · e2e1b∗)
Since ek+1Nk+2ek+1 = Nkek+1, for all a ∈ {a} and b ∈ {b}, there is a za,b ∈ Nk such that
(ek+1 · · · e2e1a∗ybe1e2 · · · ek+1) = za,bek+1, as indicated in the underbrace above. Continuing
the above calculation, we obtain
Ψn(x)y = d
2(n+k)
∑
a,b
(ae1e2 · · · enxen+1en · · · ek+2)(za,bek+1)(ek · · · e2e1b∗)
= d2(n+k)
∑
a,b
ae1e2 · · · enxza,ben+1en · · · e2e1b∗ (57)
Starting with yΦn(x), a similar calculation shows
yΨn(x) = 1Nk+2yΨn(x) = d
2(n+k)
∑
a,b
ae1e2 · · · enza,bxen+1en · · · e2e1b∗. (58)
Since each za,b ∈ Nk and x ∈ N ′k ∩Mn, (57) is equal to (58), and we are finished.
(5) Suppose x ∈ N ′0 ∩Mn. Since
Mn ⊂ Mn+2
∪ ∪
Nn ⊂ Nn+2
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is a commuting square, ENn+2(x) = ENn(x). Since ENn+2 is Nn+2 −Nn+2 bilinear, we have
ENn+2(Φn(x)) = ENn+2
(
d2n
∑
b
be1e2 · · · en+1xen · · · e2e1b∗
)
= d2n
∑
b
be1e2 · · · en+1ENn+2(x)en · · · e2e1b∗
= d2n
∑
b
be1e2 · · · en+1ENn(x)en · · · e2e1b∗
= Φn(ENn(x)).
C.2 Behavior of the traces τn
For n ∈ N, we define Ψn = Φn−1 ◦ · · · ◦ Φ1 ◦ Φ0. We now observe the behavior of the sequence of
traces τn := tr2n ◦Ψn on Z(N0) = N ′0 ∩N0, with τ0 = tr0 by convention. The following lemma is a
straightforward calculation.
Lemma C.4. For all x ∈ Z(N0) and n ∈ N,
τn(x) = d
−2n ∑
b1,...,bn∈B
tr0(x · EN0(b∗1EN0(b∗2 · · ·EN0(b∗nbn) · · · b2)b1))
where B is any Pimsner-Popa basis for N1 over N0.
There is a unique k ∈ N such that Z(N0) ∼= Ck. For x ∈ Z(N0), we denote by ~x the vector in
Ck corresponding to x. We define:
• Λ is the bipartite adjacency matrix of the Bratteli diagram for the inclusion N0 ⊂ N1, i.e.,
Λi,j is the number of times the i-th simple summand of N0 is contained in the j-th simple
summand of N1.
• λi is the Markov trace column vector for Ni, whose j-th entry λi(j) is the trace of a minimal
projection in the j-th simple summand of Ni. This means ΛΛ
Tλ0 = d
2λ0 and Λ
TΛλ1 = d
2λ1.
Observe that since tr1 is a faithful Markov trace for the inclusion N0 ⊂ N1, the matrices ΛΛT
and ΛTΛ are both direct sums of primitive symmetric non-negative integer matrices, all of
which have the same Frobenius-Perron eigenvalue d2.
• mi is the dimension (row) vector for Ni, i.e., the j-th simple summand of Ni is a full matrix
algebra of size mi(j). Notice that miλi = 1 for i = 0, 1.
• ∆ = diag(m0(i))ki=1 is the diagonal k × k matrix whose (i, i)-th entry is m0(i).
Example C.5. For the A4 inclusionN0 = C⊕M2(C) ⊂M3(C)⊕M2(C) = N1 we have: Λ =
[
1 0
1 1
]
,
λ0 =
1
1 + 2φ
[
1
φ
]
, λ1 =
1
2 + 3φ
[
φ
1
]
, m0 =
[
1 2
]
, m1 =
[
3 2
]
, and ∆ =
[
1 0
0 2
]
.
Proposition C.6. There is a Pimsner-Popa basis B for N1 over N0 such that for every x ∈ Z(N0),∑
b∈B EN0(b
∗xb) ∈ Z(N0). Moreover, under the isomorphism Z(N0) ∼= Ck, we have
−−−−−−−−−−→∑
b∈B
EN0(b
∗xb) = ∆−1ΛΛT∆~x.
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Proof. We use the loop basis for N0 ⊂ N1 afforded by [JP11, §3.1-3.2]. We label the edges of Λ by
ε, with source s(ε) an even vertex corresponding to a simple summand of N0, and target t(ε) an
odd vertex corresponding to a simple summand of N1. We introduce a new vertex ? with edges η,
with each source s(η) = ?, and target t(η) an even vertex corresponding to a simple summand of
N0. The number of edges η from ? to the i-th even vertex is equal to m0(i). We denote by ε
∗ and
η∗ the edge with the reverse orientation.
We give an explicit basis for N0 by loops of length 2 starting at ?, where adjoint is given by
the conjugate linear extension of [ηiη
∗
j ]
∗ = [ηjη∗i ], and multiplication is given by [ηiη
∗
j ] · [ηkη∗` ] =
δj=k[ηiη
∗
` ]. We give an explicit basis for N1 by loops of length 4 starting at ?, where adjoint is
given by the conjugate linear extension of [ηiεjε
∗
kη
∗
` ]
∗ = [η`εkε∗jη
∗
i ], and multiplication is given by
[ηiεjε
∗
kη
∗
` ] · [ηmεnε∗pη∗q ] = δ`=mδk=n[ηiεjε∗pη∗q ]. The trace tr1 on N1 is given by tr1([ηiεjε∗kη∗` ]) =
δηi=η`δεj=εkλ1(t(εj)), and the trace tr0 on N0 is given by tr0([ηiη
∗
j ]) = δηi=ηjλ0(t(ηi)). The uni-
tal inclusion N0 ⊂ N1 is given by [ηiη∗j ] 7→
∑
s(ε)=t(ηi)
[ηiεε
∗η∗j ], and the unique trace-preserving
conditional expectation is given by EN0([ηiεjε
∗
kη
∗
` ]) = δεj=εk
(
λ1(t(εj))
λ0(s(εj))
)
[ηiη
∗
` ].
For example, the inclusion N0 = C⊕M2(C) ⊂M3(C)⊕M2(C) = N1 from Example C.5 could
be represented in the loop basis as follows:
?
C M2(C)
M3(C) M2(C)
η1 η2 η3
ε1 ε2 ε3
Now by [JP11, Prop. 3.22] and [JP11, Rem. 3.23], a Pimsner-Popa basis for N1 over N0 is given
by B = B1 qB2 where
B1 =

(
λ0(s(ε2))
dλ1(t(ε2))
)1/2 ∑
η: t(η)=s(ε1)
[ηε1ε
∗
2η
∗]
∣∣∣∣∣∣s(ε1) = s(ε2) and t(ε1) = t(ε2)

B2 =
{(
λ0(s(ε2))
m0(s(ε2))dλ1(t(ε2))
)1/2
[η1ε1ε
∗
2η
∗
2]
∣∣∣∣∣s(ε1) 6= s(ε2)
}
.
Here, the sum in B1 is over η such that [ηε1ε
∗
2η
∗] forms a loop.
Now the minimal central projection in N0 corresponding to the i-th simple summand is equal to
pi =
∑
η: t(η)=i[ηη
∗]. One calculates that
∑
b∈B1 EN0(b
∗pib) =
∑
j Λ
2
i,jpi, while
∑
b∈B2 EN0(b
∗pib) =∑
i′ 6=i
∑
j
m0(i)
m0(i′)Λi,jΛi′,jpi′ . Hence we have that
∑
b∈B EN0(b
∗pib) is in Z(N0) with corresponding
vector in Ck equal to ∆−1ΛΛT∆~ei. Now since every element of Z(N0) is a linear combination of
the pi, the result follows.
Equipped with this explicit Pimsner-Popa basis, we are prepared to analyze the traces τn.
Note that an arbitrary tracial state τ on Z(N0) is always of the form τ(y) = tr0(y · h) for some
positive operator h ∈ Z(N0) with tr0(h) = 1 called the density of τ . Let T be the topological
space of traces on Z(N0), and note that we may identify the pointed topological space (T , tr0) with
({h ∈ Z(N0)|h ≥ 0 and tr(h) = 1} , 1Z(N0)).
We see from Lemma C.4, using the Pimsner-Popa basis B from Proposition C.6, that the
densities hn ∈ Z(N0) of the τn are given inductively by hn = d−2
∑
b∈B EN0(b
∗hn−1b) for all
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n ∈ N. Letting ~hn ∈ Ck be the vector corresponding to hn ∈ Z(N0), Proposition C.6 tells us that
~hn = d
−2∆−1ΛΛT∆~hn−1 for all n ∈ N. Since the density h0 of τ0 = tr0 is 1Z(N0), for all n ∈ N,
~hn = d
−2n∆−1(ΛΛT )n∆~1, (59)
where ~1 ∈ Ck is the vector whose entries are all 1.
Proposition C.7. The traces τn are faithful and converge to a faithful trace τ∞ on Z(N0).
Proof. The density vector ~hn = d
−2n∆−1(ΛΛT )n∆~1 from (59) has strictly positive entries, and
thus τn is faithful for all n. Second, the limit of d
−2n∆−1(ΛΛT )n∆~1 as n → ∞ is well known to
be ∆−1~λ, where ~λ is a suitably normalized Frobenius-Perron eigenvector for ΛΛT . Since ~λ1 had
all entries strictly positive, ~λ has all entries strictly positive. (This follows by looking at the direct
sum decomposition of ΛΛT into its primitive symmetric blocks, all which have the same Frobenius-
Perron eigenvalue by the existence of a Markov trace tr! on N0 ⊂ N1.) Hence the densities ~hn
converge to ~h∞ = ∆−1~λ, which gives a faithful trace τ∞ on Z(N0). (Note that τ∞ is not tr0 even
if ∆ = Ik, since its density with respect to tr0 is ~λ, which is in general not ~1.)
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