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Practical quantum computers require the con-
struction of a large network of highly coherent
qubits, interconnected in a design robust against
errors. Donor spins in silicon provide state-of-
the-art coherence and quantum gate fidelities,
in a physical platform adapted from industrial
semiconductor processing. Here we present a
scalable design for a silicon quantum processor
that does not require precise donor placement
and allows hundreds of nanometers inter-qubit
distances, therefore facilitating fabrication using
current technology. All qubit operations are
performed via electrical means on the electron-
nuclear spin states of a phosphorus donor. Single-
qubit gates use low power electric drive at mi-
crowave frequencies, while fast two-qubit gates
exploit electric dipole-dipole interactions. Mi-
crowave resonators allow for millimeter-distance
entanglement and interfacing with photonic links.
Sweet spots protect the qubits from charge noise
up to second order, implying that all operations
can be performed with error rates below quantum
error correction thresholds, even without any ac-
tive noise cancellation technique.
The successful implementation of quantum algorithms
requires incorporation of error correction codes1 that deal
with the fragile nature of qubits. The highest tolerances
in error rates are found when using nearest-neighbor
topological codes2, long-distance entanglement links3 or
a combination of both4. There exist several physical plat-
forms where state preservation5–7, qubit control8–11 and
2-qubit logic gates8,12 are achieved with fault-tolerant fi-
delities. The ultimate goal is to integrate a large number
of qubits in expandable arrays to construct a scalable,
universal quantum processor.
Donor spin qubits in silicon are an appealing physi-
cal platform for that goal, due to their integrability with
Metal-Oxide-Semiconductor (MOS) structure and nano-
metric unit size13. By using isotopically enriched 28Si
as the substrate material14, donor spins offer coherence
times around a minute7 or an hour6, and control error
rates as small as 10−4 (ref. 11). However, integrating
several of these qubits in a scalable architecture remains
a formidable challenge, mainly because of the difficulty
in achieving reliable 2-qubit gates.
The seminal Kane proposal15 for a nuclear-spin quan-
tum computer in silicon described the use of short-range
exchange interactions J between donor-bound electrons,
to mediate an effective inter-nuclear coupling of order
∼ 100 kHz at a ∼ 15 nm distance. However, the exchange
interaction has a exponential and oscillatory spatial be-
havior that can result in an order of magnitude variation
in strength upon displacement by a single lattice site16,17.
Notwithstanding, plenty of progress has been made in
the experimental demonstration of the building blocks of
a Kane-type processor18–21, including the observation of
inter-donor exchange22–24. Slightly relaxed requirements
on donor placement can be found when using a hyperfine-
controlled exchange interaction between electron spin
qubits25, or a slower magnetic dipole-dipole coupling ef-
fective at ∼ 30 nm distances26. Other proposals space
donors further apart by introducing some intermediate
coupler, e.g. donor chains27,28, charge-coupled devices29,
ferromagnets30, probe spins31 or quantum dots32.
Here we introduce the design of a large-scale, donor-
based silicon quantum processor based upon electric
dipole interactions. This processor could be fabricated
using existing technology, since it does not require pre-
cise donor placement. The large inter-qubit spacing,
> 150 nm, leaves sufficient space to intersperse classi-
cal control and readout devices, while retaining some of
the compactness of atomic-size qubits. New stabilization
schemes largely decouple the qubits from electric noise
while still keeping them sensitive to electric drive and
mutual coupling. Finally, the whole structure retains the
standard silicon MOS materials stack, important for ul-
timate manufacturability.
Coupling Si:P spin qubits to electric fields
The phosphorus donor in silicon comprises an electron
spin S = 1/2 with gyromagnetic ratio γe = 27.97 GHz/T
and basis states |↓〉 , |↑〉, and a nuclear spin I = 1/2 with
gyromagnetic ratio γn = 17.23 MHz/T and basis states
|⇓〉 , |⇑〉. The electron interacts with the nucleus through
the hyperfine coupling A ≈ 117 MHz. When placed in a
large magnetic field B0 (γ+B0  A, with γ+ = γe + γn),
the eigenstates of the system are the separable tensor
products of the basis states, i.e. |↓⇑〉 , |↓⇓〉 , |↑⇓〉 , |↑⇑〉
(Fig. 1c). The electron and the nucleus can be operated
as single qubits by applying oscillating magnetic fields
resonant with any of the transitions frequencies between
eigenstates that differ by the flipping of one of the spins,
e.g. |↓⇑〉 ↔ |↑⇑〉 for the electron qubit, etc (Fig. 1c).
We envisage a device where a shallow 31P donor is em-
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2bedded in an isotopically pure 28Si crystal at a depth zd
from the interface with a thin SiO2 layer (Fig. 1a). The
orbital wavefunction ψ of the donor-bound electron can
be controlled by a vertical electric field Ez applied by
a metal gate on top. It changes from a bulk-like donor
state at low electric fields to an interface-like state at
high-fields33,34 (insets in Fig. 1d). The hyperfine inter-
action A(Ez), proportional to the square amplitude of
the electron wavefunction at the donor site |ψ(0, 0, zd)|2,
changes accordingly from the bulk value A ≈ 117 MHz to
A ≈ 0 when the electron is fully displaced to the interface
(Fig. 1d). Shifting the electron wavefunction also results
in the creation of an electric dipole µe = ed, where e is
the electron charge and d is the separation between the
mean positions of the donor-bound and interface-bound
wavefunctions (d . zd, see Supplementary Information
S1). The induced electric dipole µe has been largely
overlooked in the past, but plays a crucial role in this
proposal.
The key idea is to define a new qubit, called henceforth
the flip-flop qubit, described in the subspace spanned by
the states |↓⇑〉 , |↑⇓〉. Transitions between these basis
states cannot be induced by magnetic resonance, because
there is no change in the z-component of the total angular
momentum. However, the hyperfine interaction, AS · I,
is a transverse term in the flip-flop basis, since its eigen-
states are S = (|↓⇑〉 − |↑⇓〉)/√2, T0 = (|↓⇑〉 + |↑⇓〉)/
√
2
(Fig. 1b). Therefore, electrically modulating A(Ez) at
the frequency
ff(A) =
√
(γ+B0)
2
+ [A (Ez)]
2
, (1)
corresponding to the flip-flop qubit energy splitting,
causes an electric dipole spin resonance (EDSR) tran-
sition between the |↓⇑〉 , |↑⇓〉 basis states35,36 (Fig. 1c).
This transition is faster at the “ionization point”, where
the electron is shared halfway between donor and inter-
face, since A(Ez) can vary strongly upon the application
of a small voltage on the top gate.
Electrical noise and relaxation
Since the qubit operation is based upon the use of electric
fields, a natural concern is the fragility of the qubit states
in the presence of electric noise. Below we show that
there are special bias points that render the flip-flop qubit
operation highly robust against noise.
A quantum-mechanical description of the system is ob-
tained by treating also the electron position as a two-level
system (effectively a charge qubit; see Supplementary In-
formation S1 for a justification of this two-level approx-
imation), where the vertical position of the electron is
represented by a Pauli σz operator, with eigenvectors |d〉,
for the electron at the donor, and |i〉 at the interface (Fig.
1a,d). The simplified orbital Hamiltonian reads (in units
of Hz):
Horb =
Vtσx −
[
e(Ez − E0z )d/h
]
σz
2
, (2)
𝑇0 =
↓⇑ − ↑⇓
2
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FIG. 1. Coupling Si:P spin qubits to electric fields
via hyperfine modulation. a, Qubit unit cell, in which
the electron interface state, |i〉, is coupled to the donor-
bound state, |d〉, by a tunnel rate Vt. Plot shows conduc-
tion band profile along z. b, Bloch sphere of a flip-flop spin
qubit coupled to a vertical electric field Ez via the hyper-
fine interaction A. Singlet and triplet states are denoted
by S = (|↓⇑〉 − |↑⇓〉) /√2 and T0 = (|↓⇑〉+ |↑⇓〉) /
√
2. c,
Si:P electron-nuclear spin levels, showing standard electron
spin resonance (ESR) and nuclear magnetic resonance (NMR)
transitions, together with hyperfine-enabled EDSR. d, Atom-
istic tight-binding simulations37 (dots) of the electron-nucleus
hyperfine interaction, for a zd = 15.2 nm deep donor, as a
function of vertical electric field. The solid line is a fit us-
ing the simplified two-level Hamiltonian Horb +HorbA , which
yields Vt = 9.3 GHz (see Supplementary Information S1).
Insets show the electron ground-state, |g〉, wavefunction, in
the region within dashed lines in a, for three different vertical
electric fields.
where Vt is the tunnel coupling between the donor and
the interface potential wells, E0z is the vertical electric
field at the ionization point and h is the Planck con-
stant. The electron ground |g〉 and excited |e〉 orbital
eigenstates depend on Ez (Fig. 1d) and have an energy
difference given by:
o =
√
(Vt)
2
+ [e(Ez − E0z )d/h]2 (3)
At the ionization point, the energy difference between
eigenstates |e〉 = (|d〉+ |i〉)/√2 and |g〉 = (|d〉−|i〉)/√2 is
minimum and equal to Vt (Fig. 2a), and therefore first-
order insensitive to electric noise, ∂o/∂Ez = 0. This bias
point is referred to as the “charge qubit sweet spot”38
(CQSS – Fig. 2a).
Conversely, the bare flip-flop qubit energy is expected
to depend strongly on Ez, through the combined effect
of the hyperfine interaction A (Eq. 1) and the orbital
dependence of the electron gyromagnetic ratio, γe. In-
deed, the gyromagnetic ratio of an electron confined at a
3Si/SiO2 interface can differ from that of a donor-bound
electron by a relative amount ∆γ up to 0.7%
39. There-
fore, the Zeeman terms in the Hamiltonian must include
a dependence of the electron Zeeman splitting on its or-
bital position, i.e. the charge qubit σz operator:
HorbB0 = γeB0
[
1 +
(
1 + σz
2
)
∆γ
]
Sz − γnB0Iz. (4)
We can also write the hyperfine coupling as an operator
that depends on the charge qubit state:
HorbA = A
(
1− σz
2
)
S · I (5)
Indeed, this simple two-level approximation, shown as
a black line in Fig 1d, reproduces the full tight-biding
simulations (yellow dots).
The overall flip-flop qubit transition frequency as a
function of Ez becomes:
ff(A, γe) =
√
[γe(Ez) + γn]
2
B0
2 + [A (Ez)]
2
, (6)
shown in Fig. 2a (dashed line), where we assumed
∆γ = −0.2%.39. ff(A, γe) shows a steep slope around the
ionization point, mostly caused by the Ez-dependence
of γe (the dependence on A is less significant because
γ+B0  A). Therefore, while Ez ≈ E0z is the fastest
operation point for the flip-flop qubit driven by a reso-
nant modulation of A, it can also be the most prone to
qubit dephasing from charge and gate noise, through the
influence of Ez on γe.
However, computing instead the full flip-flop qubit
Hamiltonian,
Hff = HorbB0 +HorbA +Horb, (7)
reveals that the qubit transition frequency has an extra
bend around the ionization point (Fig. 2a – thick yellow
line). This comes from Eq. 5, which provides a transverse
coupling gso between the flip-flop and charge qubits (inset
in Fig. 2a):
gso =
A
4
Vt
o
(8)
As a result, the electron orbit dispersively shifts the
flip-flop qubit by, to second order:
Dorb(Ez) =
[gso(Ez)]
2
δso(Ez)
, (9)
where δso = o − ff , reducing the flip-flop qubit fre-
quency to:
ff(A, γe, Dorb) = ff(A, γe)−Dorb(Ez), (10)
Dorb(Ez) is largest around Ez ≈ E0z , since δso is lowest
(i.e. the charge qubit frequency comes closest to the flip-
flop qubit, Fig. 2a) and gso is highest. Eq. 10 (thin black
line in Fig. 2a) agrees with full numerical simulations of
the Hamiltonian in Eq. 7.
Such a dispersive shift stabilizes the flip-flop precession
frequency against noise. To quantify that, we assume a
quasi-static electric field noise with 100 V/m r.m.s. am-
plitude along the donor-dot direction (z-axis in Fig. 1a).
This noise is equivalent to a 1.5 µeV charge detuning
noise for d = 15 nm, consistent with measured values40–42
– see Supplementary Information S3. The estimated –
see Methods section – dephasing rates can be as low as
1/T ∗2 ≈ 3 kHz (Fig. 2b), comparable to the ones due to
magnetic noise (1/T ∗2 ≈ 1 kHz in 28Si nanostructures7).
This can be understood from Fig. 2c, which shows the
qubit precession frequency dependence on Ez, for three
different values of Vt. For small detunings δso, i.e. Vt close
to ff , the dispersive shift around the ionization point is
strong, yielding two first-order “clock transitions” (CT),
where ∂ff/∂Ez = 0 where the dephasing rate is reduced.
By increasing Vt, the two first-order points merge into a
single one in which both the first and second derivatives
vanish, yielding the slowest qubit dephasing.
Another source of errors could come from relaxation
via coupling to phonons. This is not an issue for bulk
donors, where electron spin relaxation time is T1,s 
1 s18. However, due to the particular valley composi-
tion of the flip-flop qubit near the ionization point, its
relaxation rate 1/T1,ff due to charge-phonon coupling is
enhanced43. We estimate it by noting that, if δso  gso,
1/T1,ff is equal to the amount of charge excited state
in the flip-flop eigenstates44 times the charge relaxation
rate43:
1/T1,ff = (gso/δso)
2
/T1,o, (11a)
1/T1,o = ΘoVt
2, (11b)
where T1,o is the charge qubit lifetime and Θ ≈ 2.37×
10−24 s2 is determined by the silicon crystal properties43.
Therefore, as can be seen from Fig. 2d, the higher the
detuning δso, the slower the relaxation. In particular, at
the 2nd-order CT, the qubit dephasing can be limited by
relaxation, 1/T ∗2 = 1/2T1 ≈ 104 Hz. This limitation can
be overcome by reducing B0 (Fig. 2e).
Tuning a flip-flop qubit at a clock transition requires
the ability to tune the tunnel coupling Vt. The latter
is difficult to control at the fabrication stage, given its
exponential dependence on donor depth, together with
oscillations at the atomic scale45 arising from a similar
valley interference effect as the one afflicting the exchange
interaction16. To overcome that, Vt can be electrostati-
cally tuned, by at least 2 orders of magnitude, by using
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FIG. 2. Robustness to electric noise and high-fidelity adiabatic z-gates. a, Charge, o, and flip-flop, ff , qubits
transition frequencies as a function of vertical electric field Ez, for B0 = 0.4 T, A = 117 MHz, d = 15 nm, ∆γ = −0.2% and
Vt = 11.44 GHz. Inset shows the level diagram of flip-flop states coupled to charge states. CT stands for “clock transition”
and CQSS for “charge qubit sweet spot”. b, Estimated flip-flop qubit dephasing rate, assuming electric field noise Enoisez,rms =
100 V/m. c, Ez-dependence of flip-flop precession frequency for the three indicated tunnel coupling values. d, Flip-flop
qubit relaxation rate, with arrows indicating adiabatic path used for z-gates. e, Flip-flop qubit dephasing rate due to Ez
noise and relaxation, at 2nd-order CTs for each B0. f, Time-evolution of an adiabatic (K = 50) pi z-gate on state |g〉 ⊗
(|↓⇑〉 + |↑⇓〉)/√2, showing applied electric field and flip-flop/charge states. Outer brackets denote the expected value of
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and |−ffx 〉 =
(|↑⇓〉+ exp (−i2pit=0ff − ipi) |↓⇑〉) /√2. Fast oscillations between the charge and flip-flop states are due to small
deviations from perfect adiabaticity. g, pi z-gate leakage error for different adiabatic setup times, which are set by the factor K.
h, pi z-gate error due to quasi-static Ez noise, at the 2
nd-order CT at B0 = 0.4 T, for different noise amplitudes and adiabatic
setup times.
a gate stack identical to the well-established scheme for
the confinement of single electrons in Si quantum dots10
– see Supplementary Information S2.
The presence of slow dephasing regions is important
to control the qubit phase with high fidelity. In our
quantum processor, idle qubits are decoupled from elec-
tric fields by fully displacing the electron either to the
interface or to the donor. Performing quantum opera-
tions on the qubit requires displacing the electrons close
to the ionization point, which in turn changes its pre-
cession frequency (Fig. 2a). As a result, the accumu-
lated phase must be corrected after quantum operations.
This is optimally done by moving the electron to the
2nd-order clock transition, therefore minimizing dephas-
ing errors. At this point, the flip-flop qubit phase pre-
cesses ∼ ∆γγeB0/2−Dorb faster than its idle point, and
therefore any phase correction in a 2pi period can be ap-
plied within tens of ns. The dephasing rate at the CT,
on the order of a few kHz, would cause very small er-
rors (< 10−4). However, while moving the electron from
the interface towards the donor, the flip-flop qubit goes
through regions of fast dephasing (Fig. 2b), and therefore
this operation has to be performed as quickly as possi-
ble. It also has to be slow enough as to avoid erros due to
non-adiabaticity, which include e.g. leakage to unwanted
high-energy states. These errors depend on the adiabatic
factor K, which quantifies the fractional rate of change of
the system’s eigenstates (the higher the value of K, the
more adiabatic and slower is the process – see Methods).
In Fig. 2f we plot the time dynamics of an initial state
|g〉 ⊗ (|↓⇑〉 + |↑⇓〉)/√2 while sweeping Ez adiabatically
(K = 50) to move the electron from the interface to the
2nd-order CT and back, in order to realize a pi z-gate.
The initial adiabatic setup part consists of a fast sweep
(0.8 ns), allowed by the large charge qubit splitting when
Ez  E0z , followed by a slower sweep (3.5 ns), limited
by the proximity of excited charge states to the flip-flop
qubit when Ez ≈ E0z . The electron then remains at the
CT for 60 ns, before adiabatically moving back to the
interface. During the total 69 ns, the flip-flop qubit phase
is shifted by pi, with adiabatic errors, averaged over a set
of initial flip-flop states – see Methods – around 10−4.
These errors can be controlled with the factor K, which
sets the setup time (see Fig. 2g).
Quasi-static Ez noise increases errors, due to dephas-
ing (Fig. 2h). At realistic noise levels (100 V/m), the
gate error rate is found to be < 10−4. Similar error levels
arise due to relaxation, which remains below 3× 104 Hz
5(Fig. 2d).
Note that the presence of clock transitions does not
affect the ability to use Eac to resonantly drive the qubit,
since the transverse term A(Ez) still responds fully to the
electric field (this is similar to the case of magnetic clock
transitions, e.g. in Si:Bi46).
Electric drive of flip-flop qubit
We now explain how high-fidelity 1-qubit x(y)-gates
can be achieved via electric drive of the flip-flop qubit.
The fastest 1-qubit gates are obtained when the electron
is around the ionization point, where ∂A/∂Ez is max-
imum (Fig. 1d). A vertical oscillating electric field of
amplitude Eac is applied (Fig. 3a) in resonance with the
flip-flop qubit, i.e, νE = ff . A large detuning δso  gso
ensures the least amount of the charge excited state
|e〉 in the qubit eigenstates, minimizing qubit relaxation
via charge-phonon coupling. The flip-flop qubit is still
driven, via a second-order process, at a rate (half-Rabi
frequency):
gffE =
gsogE
2
(
1
δso
+
1
δE
)
, (12)
where δE = νE − o and gE is the driven electric cou-
pling rate between the two charge eigenstates:
gE =
eEacd
4h
Vt
o
, (13)
where Eac is the amplitude of a sinusoidal drive. Equa-
tion 12 provides another explanation why the fastest 1-
qubit gates are obtained when the electron is at the ion-
ization point: δso and δE are minimum (o is minimum),
and gso and gE are maximum (Eqs. 8 and 13).
The electrical drive can cause some excitation of the
charge qubit. It is therefore convenient to turn Eac on/off
adiabatically to make sure the charge is de-excited at the
end of the gate. Figure 3c shows the Eac time evolution
needed for a pi/2 x-gate, where we have assumed an adia-
batic factor K = 30, sufficient for leakage errors < 10−3.
Eac increases steadily until a pi/4 rotation is completed,
after which Eac is gradually switched off to achieve an
adiabatic pi/2 x-gate. An average 4% excitation of the
charge qubit causes a ∼ 4× 104 Hz relaxation rate of the
encoded quantum state (Eq. 11b), or error levels close
to 10−3.
We then investigate how the total pi/2 x-gate errors
depend on the biasing of the electron wavefunction. At
the ionization point, Ez = E
0
z , error levels close to 10
−3
are found over a wide range of Vt (Fig. 3e). The K = 30
choice ensures adiabatic errors < 10−3 with an oscilla-
tory character typical of adiabatic processes47. At small
Vt (and therefore small detuning δso), the qubit eigen-
states contain a substantial amount of charge, causing
more errors due to charge-phonon relaxation. Increasing
the detuning δE with larger Vt allows for a faster adia-
batic sweep and higher powers (Fig. 3d), yielding shorter
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FIG. 3. High-fidelity electrically-driven adiabatic 1-
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tially ionized electron wavefunction and spin arrows. c, Time-
dependent adiabatic drive amplitude and qubit dynamics of
a pi/2 x-gate, for K = 30, B0 = 0.4 T, Ez = E
0
z and
Vt = 11.5 GHz. Bottom plot shows flip-flop z state, 〈σffz 〉, elec-
tron position, 〈σz〉, and charge qubit state, 〈|e〉 〈e| − |g〉 〈g|〉.
For the same parameters, d shows the averaged drive power
and gate time, and e the error rates for different Vt. To es-
timate the drive power, we assumed a 50 Ω line in which
a 1 µV AC voltage produces a 10 V/m AC vertical elec-
tric field. f, Estimated flip-flop qubit pi/2 x-gate error due
to quasi-static noise with amplitude Enoisez,rms = 100 V/m. g,
Dependence of gate error rate on the electric noise r.m.s. am-
plitude and adiabatic factor K (which sets the gate time). h,
Estimated gate error rates from different noise sources, ac-
cording to Supplementary Information S3. Hyphens indicate
inexistent/negligible errors.
gate times and therefore less errors due to quasi-static
noise. Still, the incident power is at least three orders
of magnitude lower than the one needed to drive donor
electron spin qubits, at the same Rabi frequency, with
oscillating magnetic fields7,19.
As Fig. 3f shows, low error rates are still available
6away from the ionization point, even though best values
are found at Ez = E
0
z . This is because our gate times are
so fast that dephasing, and therefore CT’s, do not play
a crucial role. Instead, quasi-static Ez noise cause errors
mainly by modulating the driving strength gffE , causing
“gate time jitter”. Indeed, the gate time is sensitive to
the orbital transition frequency o (Eq. 12), and therefore
gate errors are minimized close to the charge qubit sweet
spot (CQSS), where ∂o/∂Ez = 0 (Fig. 2a).
Finally, as Fig. 3g shows, lower quasi-static Ez noise
can cause less errors, provided that the adiabatic factor
K is increased, to reduce leakage errors, up to an op-
timum value where gate times are still fast as to keep
noise errors low. Relaxation errors could also be reduced
by reducing B0 (recall Fig. 2e).
A number of other noise sources, including high fre-
quency charge noise, Johnson-Nyquist and evanescent-
wave Johnson noise48 (EWJN) also affect qubits that
are sensitive to electric fields. However, as we discuss
in Supplementary Information S3, the corresponding er-
ror rates are much lower than the ones already previously
mentioned – see all estimated error levels in Fig. 3h.
Two-qubit coupling via electric dipole interaction
We now present the new method to couple donor spins
that lies at the heart of our scalable quantum processor.
It exploits the electric dipole that naturally arises when
a donor-electron wavefunction is biased to the ionization
point (Fig. 4a), due to the fact that a negative charge has
been partly displaced away from the positive 31P nucleus.
The electric field produced by this induced dipole can, in
turn, introduce a coupling term in a nearby donor which
is also biased at the ionization point.
The interaction energy between two distant dipoles,
µ1 and µ2, oriented perpendicularly to their separation,
r, is49 Vdip = µ1µ2/(4piεrε0r
3), where ε0 is the vac-
uum permittivity and εr the material’s dielectric con-
stant (εr = 11.7 in silicon). The electric dipole of each
donor-interface state is µi = edi(1 + σz,i)/2, implying
that the dipole-dipole interaction Hamiltonian is:
Hdip = Vdd (σz,1σz,2 + σz,1 + σz,2) (14a)
Vdd =
1
16piε0εrh
ed1 ed2
r3
(14b)
This electric dipole-dipole interaction is therefore
equivalent to a small shift in the equilibrium orbital po-
sition of both electrons plus a coupling term between the
charge qubits (blue dashed rectangle in Fig. 4b) equal
to:
gdd = Vdd
Vt,1Vt,2
o,1o,2
(15)
Most importantly, since each flip-flop qubit is coupled
to their electron position (Eq. 5), the electric dipole-
dipole interaction provides a natural way to couple two
distant flip-flop qubits.
Indeed, the effective coupling rate between two flip-flop
qubits at the ionization point, Fig. 4e, exceeds 107 Hz
around two narrow regions. These bands can be under-
stood from the energy-level diagram shown in Fig. 4c.
The two charge qubits in Fig. 4b form hybridized molec-
ular states, which are coupled to each flip-flop qubit.
The 2-qubit coupling rate is maximum when in resonance
with a molecular state. However, this regime induces too
many relaxation errors due to resonant charge excitation.
Therefore it is best to detune the flip-flop qubits from the
molecular states, while still keeping a substantial inter-
qubit coupling rate, via a second-order process, equal to:
gff2q = gso,1gso,2αβ
(
1
Ddd − δso,1 +
1
Ddd + δso,2
)
, (16)
where Ddd is the charge eigenenergies shift and α, β
the eigenstates coefficients – see Fig. 4c caption.
2-qubit gates start with both electrons at the inter-
face, where qubits are decoupled since the electric dipoles
and the hyperfine interactions are first-order insensitive
to vertical electric fields. Indeed, from Eq. 16, gff2q is neg-
ligible since gso vanishes and δso diverges. The electrons
are then simultaneously and adiabatically displaced to
the ionization point for a time necessary for an
√
iSWAP
gate, before returning to the interface. In Fig. 4d we
show the dynamics of a 2-qubit gate performed with an
adiabatic factor K = 30, following the trajectory shown
in Fig. 4f. Similarly to 1-qubit z gates, the electron is
first displaced in a fast time scale (∼ 0.3 ns) set by the
charge qubit parameters (o and Vt), followed by a slower
sweep (∼ 19 ns) set by the spin-charge coupling param-
eters (δso and gso), until it reaches the ionization point.
The electron remains still for a short time before the
whole process is then reversed. In the end a
√
iSWAP
gate is performed. While some amount of charge is ex-
cited during the process, it goes back to its ground state,
|gg〉, with an adiabatic error around 10−3.
We quantify the 2-qubit gate fidelity in presence of the
most deleterious noise types for our qubits, namely quasi-
static Ez noise and charge-phonon relaxation. For this,
we observe that the optimal gate fidelities are achieved
when Ez(τ√iSWAP/2) ≈ E0z . Similarly to 1-qubit x-gates,
this happens because
√
iSWAP gates are sensitive to gate
time jitter, and therefore errors are minimized at the
CQSS where gff2q is robust against Ez noise to first or-
der – recall Fig. 4f and Eq. 16). An optimization algo-
rithm finds the best adiabatic factor K that minimizes
errors due to Ez noise for each value of Vt,1 = Vt,2 = Vt.
The result is shown in Fig. 4g. Smaller detunings δso
(small Vt) result in shorter gate times, which in turn
reduces errors from quasi-static noise. However, this
also implies more charge states in the qubit eigenstates,
which slightly increases relaxation errors. The lowest
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FIG. 4. High-fidelity adiabatic
√
iSWAP gates between two distant flip-flop qubits via electric dipole-dipole
interactions. a, Device scheme for coupling qubits, showing dipole field lines, Edip, produced by the dipole on the left. b,
Level diagram for two-qubit coupling via direct dipole-dipole interaction. c, Lowest molecular eigenstates for the two charge
qubits inside dashed rectangle in b. Eigenenergy shift equals Ddd = (δso,2 − δso,1)
(
1 + [2gdd/(δso,2 − δso,1)]2
)
/2. Eigenstate
coefficients are β = θ/
√
θ2 + 1 and α = φ/
√
φ2 + 1, with θ, φ = [(δso,2 − δso,1) ±
√
(δso,2 − δso,1)2 + (2gdd)2]/(2gdd). d, Time
evolution of an adiabatic
√
iSWAP gate, for K = 30, r = 180 nm, B0 = 0.4 T and Vt = 11.58 GHz. Effective coupling
between 2 flip-flop qubits as a function of Vt,1 = Vt,2 = Vt, interdistance r (e) and electric field Ez,1 = Ez,2 = Ez (f). Upper
arrows in f represent adiabatic path followed for 2-qubit gates. E0,2qz is the ionization point in the presence of a second qubit,
E0,2qz = E
0
z − 2gddh/(2eLi). g, Optimized
√
iSWAP gate errors, time and adiabatic factor K. h, Optimized error rate due to
quasi-static Ez-noise for different noise amplitudes and adiabatic factor K (which sets the gate time).
error rates, ∼ 3 × 10−3 are found at small detunings,
Vt − ff − gdd ≈ 100 MHz (Vt ≈ 11.59 GHz). At smaller
detunings, the 2-qubit coupling rate is too fast, which
requires faster adiabatic sweeps to avoid over-rotation
(lower K, Fig. 4g), generating more leakage errors. The
gate errors remain within 10−3 − 10−2 for a wide range
of Vt. Finally, we estimate in Fig. 4h how noise errors
depend on the noise amplitude and adiabatic factor K,
which sets the gate time.
Our proposed 2-qubit gates are not only highly pro-
tected against noise, but also robust against donor
misplacement. Indeed, variations in r, d1 and d2
mainly cause variations in gdd, therefore simply changing
the energy separation between molecular charge states
(Fig. 4c). This does not modify gff2q substantially, pro-
vided that Vt can be tuned accordingly (Fig. 4e) – fol-
lowing e.g the method discussed in Supplementary In-
formation S2. A limit is reached when Ddd  δso,i, re-
sulting in negligible gff2q because of the opposite signs in
Eq. 16. Still, 2-qubit gates are highly effective for inter-
qubit separations around 100 − 500 nm (or even larger
since the metallic interface on top vertical dipoles in-
crease their interaction – see Supplementary Information
S4) or, equivalently, two orders of magnitude tolerance
in gdd. In particular, 2-qubit gate speeds do not decay
with r3, as opposed to standard dipole-dipole coupling
schemes26,31. They are similarly fast and robust for 2nd-
and 3rd-nearest neighbors, opening up new connectivity
possibilities for a large-scale quantum processor51. The
large tolerance in gdd also accommodates very well the
donor depth uncertainties inherent to ion implantation50,
given the linear dependence of gff2q on di (Eqs. 14b and
15).
We conclude that our scheme provides a dramatic re-
duction in the fabrication complexity, especially com-
pared to schemes that require placing a gate between
a pair of tightly-spaced donors, such as the Kane’s
proposal15, which requires r ≈ 15 nm separation between
two 31P nuclear spins.
Scaling up using circuit quantum electrodynamics
In order to reach the long-term goal of a large-scale
quantum processor, wiring up the control and read-out
lines for each individual qubit is not trivial, given the
high-density that spin qubits imply52. Recent solutions
include cross-wiring using multilayer lithography26 or
floating gate electrodes inspired by dynamic random ac-
cess memory systems53. In both cases, using flip-flop
qubits with long-distance interactions would result in
widely spaced donors and loose fabrication tolerances.
In addition, since flip-flop qubits are coupled via electric
fields, they could be spaced further apart by using elec-
trical mediators. These include floating metal gates54 or
even microwave resonators. Indeed, the use of electric
dipole transitions allows a natural integration of donor-
based spin qubits into a circuit-Quantum Electrodynam-
ics (QED) architecture44,55–57 (see Fig. 5c for a possible
device layout).
A full quantum mechanical treatment yields a charge-
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photon coupling rate given by Eq. 13, with νE now rep-
resenting the resonator fundamental mode frequency and
Eac the resonator vacuum field, Evac . Again, it is best to
have the charge excited state detuned from the flip-flop
transition and resonator photon (see Fig. 5b), therefore
minimizing charge excitation while retaining a second-
order flip-flop-photon coupling given by Eq. 12. As-
suming δso ≈ δE ≈ 10gso ≈ 10gE , a d = 15 nm deep
31P flip-flop qubit would be coupled to photons at a
gffE ≈ 3 MHz rate. This is three orders of magnitude
faster than the electron-spin coupling rate to a resonator
via its magnetic vacuum field58,59, and comparable to the
coupling strength obtained by using strong magnetic field
gradients60,61, but without the need to integrate mag-
netic materials within a superconducting circuit. This
assumes a vacuum field amplitude Evac ≈ 30 V/m, which
can be obtained by using tapered coplanar waveguide or
high-inductance resonators62.
The possibility of coupling the qubits to microwave
photons provides a path for dispersive qubit readout, as
well as for photonic interconnects. Near-quantum lim-
ited amplifiers have recently become available to obtain
excellent readout speed and fidelities63. The resonator
can also be used as a quantum bus to couple two spin
qubits separated by as far as 1 cm (Fig. 5c), a distance
given by the mode wavelength. Fig. 5b shows the de-
tailed energy level diagram. To avoid losses from photon
decay, the qubits should be detuned from the resonator
by an amount much greater than the qubit-photon cou-
pling rates. Assuming δffE = 10g
ff
E , where δ
ff
E = νE − ff ,
the effective 2-qubit coupling gff2q ≈ (gffE)2/δffE ≈ 0.3 MHz
yields a
√
iSWAP gate that takes only 0.4 µs.
Outlook: building a quantum processor
Fig. 5a summarizes the key figures of merit of a quan-
tum processor based on flip-flop qubits coupled by elec-
tric dipole interactions. Fast 1-qubit x-gates are attain-
able with low electric drive power and error rates ∼ 10−3.
2-qubit
√
iSWAP gates are fast and with error rates ap-
proaching 10−3. At the end of all operations, the phase of
each qubit can be corrected, via adiabatic z-gates, in fast
time scales and low error rates ∼ 10−4. These values are
based on current experimentally known values of charge
noise in silicon devices40, and are possibly amenable to
improvement through better control of the fabrication
parameters. More advanced control pulse schemes could
allow for faster gates with less leakage67? –69, and active
9noise cancellation techniques, e.g. pulses for gate time
jitter70 or decoherence71 suppression, could further im-
prove gate fidelities.
Idle qubits are best decoupled from all other qubits
by having the electron at the interface and the quantum
state stored in the nuclear spin, which has a record co-
herence times T2 & 30 s (ref. 7), and can be even longer
in bulk samples6. Quantum information can be swapped
between the nuclear and the flip-flop qubit by simply ap-
plying an ESR pi-pulse that excites the |↓⇓〉 state to |↑⇓〉
(Fig. 1).
Qubit read-out can be obtained by spin-dependent tun-
neling into a cold charge reservoir, detected by a single-
electron transistor18. Read-out times can be ∼ 1 µs with
cryogenic amplifiers64, which is comparable to the time
necessary to perform, for example, ∼ 20 individual gates
lasting ∼ 50 ns each, in a surface code error correction
protocol2.
A large-scale, fault-tolerant architecture can be built
in a variety of ways. One- or two-dimensional arrays
can be built to implement error correction schemes such
as the Steane65 or the surface2 code, since all mutual
qubit couplings are tunable and gateable. A larger
processor can include a hybrid of both coupling meth-
ods, incorporating cells of dipolarly-coupled qubits, in-
terconnected by microwave photonic links (Fig. 5), in
which case more advanced error-correction codes can be
implemented1,3,4,51. Microwave resonators could be also
used to interface donors with superconducting qubits8,66,
for the long-term goal of a hybrid quantum processor
that benefits from the many advantages of each individ-
ual architecture56.
In conclusion, we have presented a novel way to en-
code quantum information in the electron-nuclear spin
states of 31P donors in silicon, and to realize fast, high-
fidelity, electrically-driven universal quantum gates. Our
proposal provides a credible pathway to the construction
of a large-scale quantum processor where atomic-size spin
qubits are integrated with silicon nanoelectronic devices,
in a platform that does not require atomic-scale preci-
sion in the qubit placement. The qubits are naturally
amenable to being placed on two-dimensional grids and,
with realistic assumptions on noise and imperfections, are
predicted to achieve error rates compatible with fault-
tolerant quantum error correction.
METHODS
Adiabaticity
Given a time-dependent Hamiltonian in a 2-
dimensional Hilbert space,
H2 = ∆(t)σz + Ω(t)σx, (17)
in units of rad/s, the adiabatic condition is expressed
as72
K =
∣∣∣ωeff
α˙
∣∣∣ 1, (18)
where ωeff =
√
∆2 + Ω2 is the instantaneous transition
angular frequency between eigenstates, and α˙ is the rate
of change of the orientation of ωeff (α = arctan (Ω/∆)).
It follows from Eq. 18 that
K =
(
∆2 + Ω2
)3/2
|∆˙Ω− Ω˙∆|  1, (19)
Although the processes described in this paper involve
multiple levels, we applied Eq. 19 in different forms as
an approximation of adiabaticity. This was confirmed to
be always valid by checking that the leakage errors were
kept below a target level.
In particular, for 1-qubit z-gates and 2-qubit
√
iSWAP
gates, we used ∆c = pie(Ez − E0z )d/h and Ωc = piVt
to find Kc for the charge qubit, and ∆so = piδso and
Ωso = 2pigso to find Kso for the spin-charge coupling. For
a chosen adiabatic factor K, we find Ez(t) by satisfying
the condition min(Kso,Kc) = K.
For 1-qubit drive, we used ∆E = piδE and ΩE = 2pigE
to find KE . A particular choice of K = KE sets the
adiabatic sweep rate of Eac(t).
Estimation of dephasing and gate errors
In order to estimate the effects of quasi-static Ez
noise on dephasing, we first calculate the flip-flop qubit
transition frequency ff (difference between eigenfre-
quencies corresponding to eigenstates closest to |g ↓⇑〉
and |g ↑⇓〉, which we denote as |g ↓⇑〉e and |g ↑⇓〉e).
Next, for an equally distributed noise range Enz =√
3[−Enoisez,rms, Enoisez,rms], we estimate the qubit dephasing
rate to be
Dephasing rate =
∑
n
|ff − nff | /Nn, (20)
where Nn is the number of sampled E
n
z and 
n
ff is cal-
culated for each value of Enz .
The averaged error rate (without noise) of a desired
adiabatic unitary process Uideal is calculated by averaging
the fidelity of the actual process U over a set of initial
states |j〉,
Adiabatic error = 1−
∑
|j〉
∣∣〈j|U†Uideal |j〉∣∣2 /Nj , (21)
where Nj is the number of initial states. For 1-qubit
gates (e.g. a pi z-gate or a pi/2 x(y)-gate), we choose
|j〉 = {|g ↓⇑〉e , |g ↑⇓〉e , (|g ↓⇑〉e+ |g ↑⇓〉e)/
√
2, (|g ↓⇑〉e+
i |g ↑⇓〉e)/
√
2} and Nj = 4, whereas for 2-qubit gates
(e.g.
√
iSWAP) |j〉 = |j〉1 ⊗ |j〉2 (the 1, 2 indexes refer
to the aforementioned 4 initial states for each qubit) and
Nj = 16.
To estimate the averaged gate error rate under quasi-
static Ez noise, the actual process U and eigenstates |j〉
are calculated for each value of Enz before averaging,
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Noise error = 1−
∑
n,|j〉n
∣∣〈j|n U†nUn,ideal |j〉n∣∣2 /(NjNn)
(22)
Finally, to estimate errors due to charge-phonon re-
laxation, we multiply the averaged charge excitation by
its relaxation rate and assume a exponential decay in fi-
delity:
Relax. error =
1− e
−
τgate∫
0
( ∑
|j(t)〉
〈j(t)|e〉〈e|j(t)〉/Nj
)
dt/T1,o
2
,
(23)
where |j(t)〉 are the time-evolution of the initial set
states |j〉. For 2-qubit gates, we sum up the error rate of
each qubit.
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S1
SUPPLEMENTARY INFORMATION for
“Silicon quantum processor with robust long-distance qubit couplings”, by G. Tosi et.al.
S1. Validity of the two-level approximation for the
electron orbital wavefunction
The concepts and calculations shown in the manuscript
are based upon approximating the electron orbital degree
of freedom as a two-level system, i.e. a charge qubit.
The true orbital levels of a donor-interface system are,
of course, more complex than that. However, below we
show that the charge qubit model represents an excellent
approximation, for the range of parameters relevant to
our proposal.
The ground orbital wavefunction |d〉 of an electron
bound to a donor is a symmetric combination of the 6
conduction band minima (“valleys”) (k±x, k±y, k±z) in
siliconS1. Higher excited valley-orbit states are separated
by > 10 meV and can be safely neglected. Conversely,
the orbital states of an electron confined at the Si/SiO2
interface comprise a low-energy doublet of states, with
wavefunctions constructed as a combination of the k±z
valleys. The k+z and k−z valleys are coupled by the
abrupt potential of the interface, which breaks the de-
generacy of the ground state doublet into the lower val-
ley |i〉 and upper valley |v〉 states, separated by the valley
splitting Vs
S2. All the remaining excited donor and inter-
face orbital states are well above the ground doublet by
several meVS3,S4. When the donor is close to ionization,
the lowest-energy states of the system therefore consist
of |d〉, |i〉 and |v〉 states, as shown in Fig. S1 inset.
We computed the above three energy levels with the
atomistic tight binding package NEMO-3DS5,S6, assum-
ing a donor placed at depth zd = 15.2 nm below the
Si/SiO2 interface, and biased close to the donor ioniza-
tion field E0z . The dependence of the energies of |d〉, |i〉
and |v〉 on electric field Ez is shown by the dots in Fig.
S1. We also fit the lowest energy levels with the charge
qubit two-level model described by the Hamiltonian Horb
(in Eq. 2 of the main manuscript), and plot them as solid
blue lines in Fig. S1. The two-level model agrees well
with tight-binding calculation taking Vt = 9.3 GHz and
d = 11 nm in Eq. 2. Here, d represents the separation
between the center-of-mass positions of the donor-bound
(|d〉) and interface-bound (|i〉) orbitals. This is the rele-
vant quantity in calculating the electric dipole strength.
The extracted value d is lower than the donor depth zd, as
expected, and is consistent with the separation between
the mean positions of the donor and interface electron
wavefunctions as modeled with NEMO-3D.
Fig. S1 shows that, when Ez  E0z , the orbital ground
state |g〉 of the electron is localized at the donor, whereas
the first excited state corresponds to the lower valley
interface state. The two states are separated in en-
ergy by o, given by Eq. 3 of the main manuscript. As
Ez increases, the two states approach, and anticross at
Ez = E
0
z . For Ez  E0z , the donor state will even-
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FIG. S1. Orbital and valley states. The lowest orbital en-
ergy levels of the donor-interface system, with respect to the
lower valley interface state |i〉 (set as the zero-energy refer-
ence). The donor is assumed 15.2 nm below a Si/SiO2 inter-
face. The dots correspond to the energy levels obtained from
a full-scale tight-binding calculation with NEMO-3D. Solid
lines represent the energy levels obtained from the two level
approximation described by Eq. 2 in the main manuscript.
An excellent agreement between our two-level model and tight
binding calculations is observed, since the valley splitting Vs
is much larger than the tunnel coupling Vt. Inset: Potential
profile as a function of depth, illustrating the donor |d〉, lower
|i〉 and upper |v〉 valley interface states. The donor ground
state is tunnel-coupled to the lower and upper valley interface
states by Vt and V
v
t respectively.
tually (at Evz ∼ 4.11 MV/m) anticross with the upper
valley interface state. Therefore, as shown by the solid
lines in Fig. S1, a two-level model described by the |d〉
and |i〉 states constitutes an excellent approximation for
Ez < E
v
z . This allows a broad range of validity of the
simple charge qubit model, provided the interface valley
splitting Vs is much larger than the tunnel coupling Vt.
The NEMO-3D model used here predicts Vs = 71.7 GHz,
which is indeed much larger than Vt = 9.3 GHz. Ex-
perimentally, even higher values of Vs are routinely ob-
served in electrons confined at the Si/SiO2 interface by
top-gated structuresS7, providing further reassurance on
the practical validity of our models.
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FIG. S2. Gate-tunability of the tunnel coupling. Tunnel
coupling Vt of the charge qubit as a function of gate voltage.
To tune Vt, additional gates (left and right) are present on ei-
ther side of the top gate which pulls the 31P donor electron to
the interface. The insets illustrate the NEMO-3D wavefunc-
tions, when Vr = -1, -0.35 and -0.27 V. Vl = −0.5 V for all the
simulations, and the top gate is biased such that the position
of the electron is in between the donor and interface. The
donor is assumed to be zd = 9.2 nm below a SiO2 interface.
S2. Tunnel coupling tunability between donor and
interface
The tunnel coupling Vt of the electron between the
donor and interface orbital states plays a key role in our
models. It influences all the driving strengths (Eqs. 8,
12 and 13) and inter-qubit couplings (Eq. 16). In the
presence of a single metal gate above the donor location,
the dependence of Vt on donor depth has been analyzed
with effective mass theoryS4,S8. Ref. S8 indicates that Vt
depends exponentially on donor depth zd, and decreases
by an order of magnitude for every 6 nm increase in zd.
Moreover, in addition to the exponential decay, the tun-
nel coupling also has an oscillatory dependence on zd at
the atomic scale due to valley interference effectsS8.
Using the ion implantation technique, the placement
of a donor at zd ≈ 15 nm below the interface with a
5 nm thick oxide results in a vertical uncertainty of or-
der ±10 nm (ref. S9), resulting in more than 2 orders of
magnitude uncertainty in Vt. Therefore, it is crucial to
implement a method to tune Vt in situ.
Here, we propose that Vt can be controlled by adding
two gates (left and right) on either side of the gate (top)
which pulls the donor electron to the interface. The rela-
tive voltages Vl and Vr applied to the left and right gates
respectively can modify the potential landscape, and dis-
place laterally the location of the interface wavefunction.
This, in turn modifies the distance between the donor and
interface wavefunctions allowing Vt to be significantly re-
duced. We use a combination of a finite element Poisson
solverS10 and NEMO-3D to estimate Vt in this device
topology. In Fig. S2 we plot the tunnel coupling tun-
ability as a function of Vr, assuming Vl = −0.5 V and
zd = 9.2 nm. The insets of Fig. S2 show the NEMO-3D
electron wavefunctions, when the top gate is biased such
that the mean position of the electron is in between the
donor and interface. We infer that the electron wave-
function at the interface can be moved by several tens
of nanometers with Vr, allowing Vt to be tuned by at
least ∼ 2 orders of magnitude. This technique there-
fore enables us to circumvent the uncertainty in donor
depth and Vt arising from ion-implantation, while re-
maining straightforward from a nanofabrication point of
view. Note that, by relocating the problem of valley os-
cillations from the exchange interaction (Kane proposal)
to the tunnel coupling (our proposal), we have effectively
provided a way in which the delicate parameter can now
be tuned using a much simpler gate geometry. Indeed,
the gate layout used in this model is essentially identi-
cal to the layout routinely adopted for the fabrication
of electrostatically-defined quantum dots at the Si/SiO2
interfaceS7,S11. These results indicate that a viable strat-
egy for the construction of an ion-implanted quantum
processor based upon our idea is to aim for an implanta-
tion depth that is by default rather shallow, then reduce
Vt locally with the use of the surface gate stack.
S3. Charge and gate noise
In the main manuscript, we have presented estimates
of dephasing rates and gate errors extracted from mod-
els where we assume a quasi-static (i.e. with a spectral
weight centered at frequencies smaller than the qubit res-
onance and the Rabi frequency) electric field noise acting
on the qubits. Here we explain why this assumption, and
the r.m.s. value of 100 V/m for the noise, is justified for
silicon nanoelectronic devices.
Given that the distance between the donor and in-
terface sites is ∼ 10-30 nm, a vertical noise field of
100 V/m would correspond to 1-3 µeV charge detun-
ing noise. This is consistent with the 1-9 µeV noise
found in a range of semiconductor nanodevices, including
SiGeS12–S14, AlGaAsS15 and Si/SiO2
S14,S16. In particu-
lar, MOS structures where found recently to have similar
charge noise levels as SiGe devices, around 1.5 µeV.
The particular geometry of our qubits contributes to
making them less susceptible to device-intrinsic charge
noise. First of all, the electric dipole induced on a
donor 15 nm below the Si/SiO2 interface is substantially
smaller than that of lateral gate-defined double quan-
tum dots. Second, our qubits are largely insensitive to
horizontal charge noise. Indeed, the orientation of the
donor-interface dipole is mostly vertical (even when the
interface wavefunction is displaced laterally, since image
charges screen the lateral dipole – see Supplementary
Information S4). The only effect of lateral noise is to
modulate Vt – see Supplementary Information S2. For
Vt ≈ 10 GHz, Fig. S2 suggests that 10 µV r.m.s. lateral
noise would cause less than 1% uncertainty in δso (and
S3
therefore in gate time), which translates into maximum
10−4 errors due to gate time jitter for the flip-flop qubit,
well below other contributions, and maximum ∼ 104 Hz
extra dephasing due to dispersive shifts (Eq. 9).
Another source of vertical electric field noise can be
the thermal and electrical noise produced by the metallic
gates on top of the qubits, and the room-temperature
instruments they connect to. An R = 50 Ω resistor
at room temperature produces Johnson-Nyquist noise
with an r.m.s voltage
√
4kBTR∆ν. Therefore a quasi-
static bandwidth ∆ν ∼ 106 Hz produces ∼ 1 µV volt-
age noise, which is equivalent to Enoisez,rms ∼ 10 V/m, or
errors < 10−5 (Fig. 3g). Furthermore, because of the
very low powers required by the electrically-driven 1-
qubit gates and adiabatic shuttling, it is possible to insert
abundant low-temperature attenuation along the high-
frequency lines, and therefore the relevant temperature
for the Johnson-Nyquist noise is well below room tem-
perature. On the other hand, being close to a metallic
interface, our qubit will be subject to evanescent wave
Johnson noise (EWJN) due to vacuum fluctuations. As-
suming the qubit is z = 15 nm under aluminum gates
at T = 100 mK (σ = 1.4 × 108 S/m conductivityS17),
a quasi-static bandwidth ∆ν ≈ 106 Hz producesS18√
kBT∆ν/(2z3σ) ∼ 0.04 V/m r.m.s. electric field noise,
therefore negligible. We conclude that the main source
of quasi-static noise will be charge noise with a typi-
cal 1/ν spectrum. To get Enoisez,rms = 100 V/m over a
106 Hz bandwidth, the power spectral density has to be
Sc(ω) ≈ 104/(6ω), in units of (V/m)2/(rad.s−1).
So far we have only considered quasi-static noise. The
presence of some residual amount of high-frequency noise
could possibly lead to errors while performing quan-
tum operations. Below we discuss these high-frequency
sources, finding that they will cause much smaller errors
compared to quasi-static noise.
In general, a driven qubit Rabi-oscillates with a decay
envelope function given byS19 ζ(t) exp(−ΓRt), where ζ(t)
represents decay due to quasi-static detuning noise and
ΓR the exponential Rabi decay rate, which combines the
qubit relaxation rate, Γ1, the inverse of the gate time
jitter due to quasi-static noise, Γ∆1 , the inverse of the
gate time jitter due to noise at the drive frequency, Γν1 ,
(the last three yield T2ρ in the dressed qubit picture
S20)
and the decay rate due to detuning noise at the Rabi
frequency, ΓΩ (which equals the inverse of T1ρ in the
dressed qubit pictureS20,S21).
The effects of ζ(t), Γ1 and Γ
∆
1 have already been dis-
cussed extensively in this manuscript, with correspond-
ing error levels below 10−3. We now focus on errors due
to high-frequency noise sources, corresponding to decay
rates Γν1 and ΓΩ.
Vertical (thus parallel to the driving field Eac) noise
at the qubit resonance frequency (∼ 1010 Hz) would
cause transitions between the qubit eigenstates – es-
sentially a spurious excitation/relaxation process driven
by noise – at a rate Γν1 . During gate operations, the
portion of the noise spectrum around the qubit fre-
quency adds incoherently to the external resonant drive,
and causes the gate time to fluctuate. This noise
can be caused e.g. by vertical dipoles fluctuating in
resonance with the qubit or by voltage noise at the
metallic gates. For the flip-flop qubit, the Rabi de-
cay rate is given by Γν1 = (pi/2)(µ
ff
e /~)2S(2piff), where
µffe = ed〈gso/δso〉 is the average flip-flop qubit electric
dipole moment and S(2piff) is the noise power spec-
tral density at the qubit angular frequency (in units of
(V/m)2/(rad.s−1)). In case of charge noise, Sc(ω) =
104/(6ω), which gives Γν1 ∼ 104 Hz. This implies pi/2
x-gate errors ∼ 10−4. In case of Johnson-Nyquist noise,
SJN(ω) = 2 × 1014R~ωpi−1(e~ω/kBT − 1)−1 (where we
have used ∂Ez/∂V = 10
7 m−1, typical in MOS nanos-
tructures). Because of the very low powers required
by the electrically-driven 1-qubit gates (< 1 pW), it
is possible to insert abundant low-temperature attenu-
ation along the high-frequency lines, insuring that the
gates are well thermalized, and the noise of the room-
temperature electronics greatly attenuated. A noise tem-
perature T = 100 mK would give Γν1 < 10
4 Hz, and
therefore error rates < 10−4. Finally, in case of EWJN
at T = 100 mK, the 1010 Hz part of the spectrum isS18,S22
SEW(ω) ≈ ~ω/(4piz3σ). This would give Γν1 < 104 Hz,
therefore again error rates < 10−4.
Noise at the Rabi frequency (ΩR > 10
7 Hz) causes de-
cay in the Rabi oscillations at a rate ΓΩ. This type of
noise feeds into the driven qubit via fluctuations in the
detuning between drive frequency and the qubit preces-
sion frequency. The decay rate of the flip-flop qubit is
given by ΓΩ = (pi/2)(2pi
∑
i=x,y,z ∂ff/∂Ei)
2S(ΩR). At
the low-error operation region of Fig. 3f, ∂ff/∂Ez ∼
103 HzV−1m and ∂ff/∂Ex,y ∼ 102 HzV−1m (from Fig.
S2). 1/ν charge noise gives ΓΩ < 10
4 Hz, implying
< 10−4 errors. Johnson-Nyquist noise from room tem-
perature gives ΓΩ = 3 × 102 Hz, whereas EWJN at
100 mK gives ΓΩ = 2 × 101 Hz, therefore producing
< 10−5 and < 10−6 errors, respectively.
We conclude that the sources of error treated in the
main text, namely quasi-static Ez noise and charge-
phonon relaxation, are the most deleterious ones for flip-
flop qubits. Therefore our analysis is sufficient to pro-
vide a reliable estimate of dephasing and gate errors.
Indeed, low-frequency noise was found to be the most
deleterious one in a hybrid donor-dot qubit in a silicon
MOS deviceS16. Finally, note that we do not assume any
type of dynamical noise correction or cancellation to be
applied, and therefore our calculations are a worst-case
scenario.
S4. Screening effect of metals and dielectrics
Our device topology consists of a SiO2 layer sand-
wiched between a metal gate and silicon substrate, with
the donor embedded in the substrate. In such a topol-
ogy, the image charges of the donor electron and nucleus
will be located above the donor, thereby creating an ad-
S4
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FIG. S3. Screening and image charges. Image (Ie and
In) charges of the donor electron (De) and nucleus (Dn) for
silicon-metal (a) and silicon-oxide (b) interfaces. The mag-
nitude and polarity of the image charges are given by Eq.
S1a. Schematic top view of two interacting dipoles when the
negative charges (blue spheres) are displaced in perpendicular
(c) and parallel (d) direction to the inter-dipole separation. e,
Top view of gate stack that tunes each qubit’s Vt by displacing
their interface states perpendicularly to their nearest neigh-
bor displacement, leaving gdd unchanged. Inter-dipole cou-
pling gdd, as predicted by Eq. S3, for the orientation shown
in c (f) and d (g), for r = 200 nm, d1 = d2 = 10 nm and
Q = −0.5.
ditional vertical dipole. In this section, we quantify the
variation of the dipolar coupling gdd due to the electric
field from the additional dipole, and arrive to the conclu-
sion that gdd will most likely be enhanced.
The magnitude and polarity of the image charges de-
pend on the details of the nanostructure, such as the
donor depth and thickness of the oxide. We first ana-
lyze two extreme scenarios considering image charges at
(i) silicon-metal and (ii) silicon-oxide interfaces. For a
source donor electron (or nuclear) charge De(n), in sili-
con, the image charge Ie(n) in the interface material is
given byS3
Ie(n) = Q De(n), (S1a)
Q =
Si − I
Si + I
, (S1b)
where Si = 11.7 is the dielectric constant of silicon,
I = 3.9 and ∞ for oxide and metal interfaces respec-
tively. Figures S3a,b show the magnitude and polarity of
the image charges for both types of interfaces. For sim-
plicity, we assume in Fig. S3 and Eq. S1a that the donor
electron as well as its image are point charges. Given that
the separation between the two donors is at least 180 nm
(more than hundred times the Bohr radius of the donor
electron), the above assumption is valid when calculating
their dipolar interaction.
We first consider the electric dipole to be vertical. For
the silicon-metal interface in Fig. S3a, Q = −1 and there-
fore the image charges have the opposite sign and same
magnitude as the source charges. As a result, the total
electric field Edip from each donor will be enhanced by
a factor of 2. This improves the electric dipole coupling
gdd between the two donors by a factor of 4. On the
contrary, for the silicon-oxide interface in Fig. S3b, the
image charges have the same sign and reduced magnitude
(Q = 0.5) as the source charges, which decreases Edip by
half and therefore gdd to a quarter of its bare value.
For a real device, which typically contains a few metal
gates on top of a ∼ 8 nm thick SiO2, it is difficult to make
a precise estimate of the extra electric field from image
charges. Rahman et. al.S3 assumed that a combination
of metallic and oxide screening effects yields Q = −0.5,
corresponding to an improvement in the magnitude of the
electric dipole by ≈ 50%, which yields an improvement
in gdd by 125%. This means that, while building a real
device, one would have to aim for slightly larger inter-
donor separations than the ones presented in the main
text.
Since the donor-interface tunnel coupling Vt has to be
tuned to a precise value, the dipole will also have lateral
components as shown on the insets of Fig. S2. These
components will also be affected by image charges. In
the case of a metallic interface, Fig. S3a, the lateral im-
age dipole has opposite direction as the original one, and
therefore the total lateral component will be completely
screened. On the other hand, for the SiO2 interface, Fig.
S3b, the lateral component will be enhanced by 50%. Fi-
nally, for our assumed real structure (Q = −0.5), the
lateral dipole will decrease to half its original value.
In more detail, the electric field of a donor-interface
state will be the one produced by a dipole that includes
both screening and angular effects,
D i = d i +Q× (di,x, di,y,−di,z), (S2)
S5
where d i refers to the bare dipole, with x, y and z com-
ponents di,x, di,y and di,z, respectively. We then modify
the dipole-dipole interaction term, Eq. 15, toS23:
gdd =
e2
16piε0εrh
D1 ·D2 − 3(D1 · r)(D2 · r)/r2
r3
, (S3)
which includes image charges and angular dependen-
cies. Note that we neglect the interaction of a dipole
with its own charge since it does not produce inter-donor
coupling.
Laterally displacing the interface charge is, in general,
necessary for the purpose of tuning the donor-interface
tunnel coupling Vt. The same displacement, however,
also alters the total electric dipole and can therefore
affect the dipole-dipole coupling gdd between neighbor-
ing qubits. We first consider the case in which the dis-
placements are perpendicular to the separation between
dipoles, Fig. S3c. The gdd dependence on y1 and y2 is
plotted in Fig. S3f, for maximum displacements of 30 nm
(enough to tune Vt by two orders of magnitude – see Fig
S2). It shows that, provided that the interface states are
displaced along the same direction, gdd only varies by a
factor of two. For completeness, we also analyze the case
in which the interface states are displaced in the same
direction as the inter-donor separation (Fig. S3d). As
can be seen in the plot in Fig. S3g, gdd varies by a factor
of three if the interface states are displaced in opposite
directions. Finally, the variation in gdd can be reduced
even further by fabricating the gate stack in such a way
that the charges in neighboring qubits are displaced in
perpendicular directions, as in Fig. S3e. In this way,
from Eq. S3, the only dipole terms contributing to the
coupling are the vertical ones, and therefore gdd is un-
changed (to first order) while tuning Vt.
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