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１緒言
種々の分野で裾の重い分布に従う確率変数が使われ
始めている。モデルと現実の比較のためには、計算機
シミュレーションが重要な役目を果たしているが、こ
のシミュレーションに使われている乱数は本当に裾が
重いのだろうか。裾の重い、すなわち平均や分散が無
限であるような確率分布に従う乱数を、有限性に縛
られた計算機で発生する事は本質的に不可能である。
従って問題は、現実にシミュレーションで使用されて
いる擬似乱数が無限大とみなせる程大きな平均又は
分散を持つのか、またそうでなければこの点を改善で
きるような乱数発生が可能であるのかということに
なる。
乱数に関わる話題では、使用する擬似乱数発生ルー
ティンが主要な問題とされがちだが、ここではそれを
避けるために、物理乱数発生ボードで得られた乱数
を、１５ビット（又は３１ビット）の理想乱数と考えて
シミュレーションを行っている。物理乱数が理想乱数
であるかどうかという議論については、今は考えない
こととする。
(1)ｂがＭと互いに素である。
(2)α－１がＭを割り切るすべての素数の倍数である。
(3)Ｍが４の倍数であれば､α－１も４の倍数である。
例えば、マイクロソフト社のVisualＣ＋＋Version6
では、組み込み乱数rand(）は、１５ビットの整数型
(shortint)の乱数を与えてくれる。ただし、周期が
231である事を考慮に入れれば、単純に単精度整数型
の線形合同法を使用してはいないようである。現在の
CPUのレジスター長が３２ビットであることを考える
と、３１ビットの線形合同法を使って発生させた乱数
の上位１５ビットを採用して、周期を表面に出さない
工夫がなされているようである。
こういった、組み込み乱数を使う上での問題点は、
(1)解像度が１５ビットしかない、すなわち、高々３
万程度の異なる値が与えられるだけである。
(2)周期が２０億（=231)以下
(3)理論的に独立な乱数列とはいえない。
が挙げられる。(1),(2)はプログラム上の工夫で回避
できる可能性があるが、線形合同法であるかどうかを
超えてアルゴリズムを使って発生させる以上(3)の独
立性は回避できない。本論文では、これらの点を踏ま
えて、裾の思い分布に従う乱数列の発生について考慮
していく。
２組込乱数
通常の計算機言語では、次に示す線形合同法を用い
た疑似乱数を与える関数が用意されている事が多い。
まず、初期値（乱数の種_seed）ｚ・を用意する。こ
れから次式で発生される数列{ｚｍｎ＝0,,,2,…｝が
線形合同法による疑似乱数と呼ばれる。
ｚ施三ｑｚ”-1＋ｂｍｏｄ(Ｍ)，
α，、＞０，，ｌｂは整数、Ｍ＞ｏは十分に大きい整数。
Ｍは計算機で扱える整数の範囲内で最大の素数を
使うか、もしくは、Ｍ＝２Ｎ（Ｎは整数）とする。
この数列は周期性を持ち、その周期はＭ(＝２１Ｖ)を
越えない｡周期を最大にするための必要十分条件とし
て、(1)～(3)が知られている。
３裾の重い分布に従う乱数
3.1裾の重い分布
ここで扱う裾の重い分布は、密度が
ノ(麺)＝(β季'),錘E[1,｡｡),'<β<３，
であるものとする。
これに限定する理由は、この分布がα＝β－１の安
定分布の吸引域に属する、特にβ＜２では、正の片
側安定分布の吸引域に属することであり、安定分布の
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現実に計算機で得られるのは、整数型の疑似乱数で
あるが、それを[0,1)に値を持つようノーマライズし
て得られる疑似乱数を、上のＵの近似として考えて
みよう。Ｕが有限な離散値しか取らなければ、それを
変換して得られるＸもやはり有限個の離散値しか取
りえない。従って、上に有界である。これでは、平均、
分散といったＸの特性量は有限でとなり、無限の値
は取り得ないことは明白である。
ここでは、分布関数として
１Ｆ(⑳)＝１－－ｚβ－１
を取りあげ、さらにＵを１５ビットの擬似乱数として
話を進めていく。（実際、よく使われているVisualC
の組込み乱数は、１５ビット乱数であるが)。
次の図で分かるように０．９から１の範囲には、Ｕの
約32,000個の離散値のうち１０％約3,200個ががあ
り、それらがＸの値としては無限大を含む区間に再
配置されている。これでは、確率は低いが平均とか分
散に対する寄与の大きい部分の近似度が、荒すぎる、
これが、裾の重い乱数を発生させる上で１つの問題点
である。
裾が漸近的にこの分布に従うことであり、さらに自己
相似性があり理論及びプログラムとの相性が良いから
である。
この分布に従う確率変数は、１＜β＜３では、分
散が無限大となり、１＜β≦２では、平均も無限とな
る。
3.2一様乱数からの変換
Ｕを[0,1]の一様分布にしたがう確率変数とする。
すなわち、分布が
ＰいくＵ二b)＝６－α,Ｏ≦α≦６≦１
で与えられる確率変数とする。
一般の確率分布に従う確率変数Ｘは、その分布関数
ＩＭＣ)三Ｐ(Ｘ≦c）
の逆関数を用いて、確率変数Ｕからの変換
Ｘ＝ＢＴ'(U）
で得られる。すなわち、分布関数を計算すると
Ｐ(Ｘ≦c）＝Ｐ(FjT1(U)≦c）
＝Ｐ(Ｕ≦ＦＭＣ）
＝ＦＭＣ)。
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3.3自己相似性を用いた接木 れたｘの離散的近似とする。またＮは再帰の深さを
示す大域変数とする。すなわち、得られる乱数が計算
機で扱える最大数（lOloo程度）を超えないように再
帰の深さを制限するために使われている。たとえ確率
ｏであろうが無限の繰り返しを含むものはアルゴリズ
ムとは呼べない（すなわち、正しいプログラムとはい
えない）ことを配慮して再帰の深さを４９以下と制限
している。これによる影響は次の節で検討する。
doub1emakerandom(unsignedlongN）（
doub1eエＺ,1Ｗ；
エZ＝get-randO； ／/gｅｔＸｉｆ（（、く＝100）｜’（Ｎ〉４９））
（
Ｍ＝ＩＺ＊（pow(１００．０，Ｎ））；
Ｎ=Ｏ；
return（Ｍ）；
）
ｅ１ｓｅ（
Ｎ+＋；
return（makerandom（Ｎ））；
／／recursivecaU
）
）
密度関数が
ノ(麺)=(β-1)麦,]≦”
であるような、独立な確率変数列Ｘ,Ｘ1,Ｘ2,Ｘ31...
を考える。正数Ｃを１つ留めて考える。
Ⅲ仙臺{仇量|:|騒|:'三：
で定義される確率変数Ｙｉが、Ｘと同分布であること
は簡単な計算で分かる。これは、簡単な入れ子構造と
なっている。すなわち、ＹｉがＸ１と同分布であること
を用いて上式Ｘ,の代わりに、Ｙｉの独立なコピーを
代入しても、得られる確率変数は又、基のＸと同分
布となる。これを続けると、
Ｘ(u）ｉｆＸ(u)≦Ｃ
ＯＸ山)，ｉｆＣ＜Ｘ((J)，
０．Ｘ血)≦Ｃ２
Ｃ２Ｘ北)，ｉｆＯ＜Ｘ(u),Ｘ血)，
Ｃ2.Ｘ北)≦Ｃ３
Ｃ３Ｘ北)，ｉｆＣ＜Ｘ,Ｘ,,Ｘ２，
Ｏ３Ｘ３≦Ｏ４
3.5再帰によるオーバーヘッドＹ＝
例えば、β＝１．５と取った場合を考えよう。Ｐ(Ｘ＞
100)＝０１であることを考慮すると、Ｘ,が使われる
確率は0.1。同様にして、Ｘｎが使われる確率は10-”
である。すなわち、乱数を求める部分が計算時間の主
要部分と仮定すると、前節のプログラムの実行時間
は、単純にＸを求める時間を１とすれば、例え再帰
の深さに制限を設けないでも
で得られる確率変数Ｙもまた、Ｘと同じ裾の重い分
布に従うことがわかる。
3.4再帰的プログラム
前節で得られたＹは、理論的には同語反復的なも
のでしかないが、現実の計算機の世界では意味を持っ
てくる。
まず、Ｘ,Ｘ,,Ｘ2,...が、離散的な擬似乱数から変
換された近似的乱数だとする。Ｙｉでは、0.9～1.0の
区間に3,200の点を分布させる代わりにＸ１による
32,000個の点を分布させている。すなわち、無限と
いう特性につながる部分をよりよく近似した点の分
布となっている。従ってこれをくりかえしたＹでは、
無限に関連する部分をどんどん点の数を増やして（そ
の分その点が出現する確率を減らして）近似していく
ことになる。当然、数学的な（無限回の入れ子を許せ
ば）平均は無限となる。
実際にＯ＝100、と置いたプログラム例を示す６プ
ログラム中の関数￥get-rand(）は、再帰なく定義さ
１＋０．１＋0.001＋0.001＋…＝1.111…
と、約１１％増加するだけである。
２つの１５ビット乱数を、おのおの上位及び下位１５
ビットとして３０ビット乱数として用いるという工夫
(正規分布、安定分布に従う擬似乱数として良く用い
られている方法は本質的にはこれである）はこのオー
バーヘッドが100％である事と比較すれば、この方法
の利点は明らかであろう。
４計算機実験
4.1組み込み乱数の問題点
前節の乱数生成法では、確率変数列Ｘ,Ｘ1,Ｘ2,…
の独立性が仮定されていた。しかし、２２で述べたよう
に、組み込み乱数は線形合同法勿錘十,＝α×Ｚｎ十６，
mod(231）を用いて発生されている。上位１５ビット
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卜の整数型の乱数発生器として用いている。内部構造
が完全には明らかにされていないので、空間及び時間
に関する一様性には（実のところ）不安が残るが、検
定の結果このボードにより得られた物理乱数には“一
様性がなくはない，'であろうと考えている。独立性に
ついては、マクロな意味で独立性を破るメカニズムが
考えにくいという消極的な理由ではあるが、（独立に
なり得ないという積極的な理由のあるプログラムに
よる擬似乱数と比べて）より独立性が大きいと考えて
いる。
再現性という観点で物理乱数を嫌う議論もあるが、
デバックの段階では再現性のある擬似乱数、デバック
のすんだ段階で、乱数発生部分を物理乱数という手段
で充分にカバーできるだろう。
最近、通信のセキュリティの為の信頼できる使い捨
て乱数発生器として、１チップの熱雑音利用の乱数発
生器が開発されたことを述べておく。今後、ＣＰＵの
一部として、熱雑音発生器が組み込まれる可能性もあ
ると考えている。
を採用しているといっても、これでは生成された乱数
は独立な系であるとはいえない。
実際、２個の独立な確率変数を用いて安定型確率変
数を作るような場合、隣り合わせた乱数ではなく、い
くつかの乱数を読み捨てていくつか先の値を用いて
いる。しかも、いくつ読み捨てるかがＫｎｏｗＨｏｗと
なっていることは、計算機シミュレーションでは|ま常
識化している。このことは、計算機で乱数を生成させ
ようとする限りどんな擬似乱数についても大なり小な
りいえることである。
4.2物理乱数ボード
前節の理論を実験してみるに当たって、乱数列の独
立性、周期性の影響をさけるため、レファレンスとし
て内蔵型の物理乱数ボードを使用した。これは、半導
体の熱雑音を利用して乱数を得るものである。乱数と
しては15,16ビット、31,32ビットの整数型、さらに
浮動小数型もあるが、ここでは１５ビット及び３１ピッ
瀬l(溌轍j蝋i蝋i瞳i蝋!;M鰯蕊Y熟騒
nl90r8JBqd9J
について107個の乱数の平均を求める実験をそれぞれ
６５回ずつ行った。また、実験で求めた平均値６５回分
の平均と分散についても求めた。theoryとは、理論
平均を示し、アイテレーションなしのときは平均を上
から抑え、アイテレーションあり（3.4のプログラム
での1Ｖの値を１Ｖ＝４９としたとき）のときは、理論
的に平均を下から抑えた値である。
4.3実験結果
密度関数ｆ(⑳)＝(β－１)歩において、β＝１５と
しておく。また、３．３の正数をＣ＝１００とする。１回
の実験について107個の乱数を発生させ、107個の乱
数の平均を求める実験を行った。物理乱数の３１ビッ
ト、物理乱数の１５ビット、組み込み乱数（１５ビット）
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：｜冊一一十一一十一住、｜、｜Ⅲ｜ｕ｜蛆｜岨一Ⅳ一肥・旧一別一Ⅲ｜皿一羽一別一妬一別一町｜肥一別一別一別｜皿一羽一孤一甜一珊一師一躯一羽一Ⅱ 物理乱数３１ビット 物理乱数１５ビット 組み込み乱数１５ビットiteration なし あり なし あり なし あり１ 1.288Ｅ＋0８ 8.418Ｅ＋0８ 5.406Ｅ＋0４ 1.071Ｅ＋0７ 5.204回＋0４ 2.489Ｅ＋0６２ 4.031Ｅ＋0７ 4.566Ｅ＋0６ 5.420Ｅ＋0４ 2.517Ｅ＋0９ 5.546Ｅ＋0４ 2.921Ｅ＋0７３ 9.229Ｅ＋0７ 5.431Ｅ＋0７ 5.347Ｅ＋0４ 1.792Ｅ＋0９ 5.311Ｅ＋0４ 1.785Ｅ＋０７４ 2.606Ｅ＋0７ 7.444Ｅ＋0７ 5.369Ｅ＋0４ 2.501Ｅ＋０７ 5.388Ｅ＋0４ 5.246Ｅ＋0７５ 5.162Ｅ＋0６ 3.226Ｅ＋0８ 4.895Ｅ＋0４ 4.787Ｅ＋0６ 5.470Ｅ＋0４ 3.059Ｅ＋0８６ 5.878Ｅ＋0６ 8.287Ｅ＋0６ 5.559Ｅ＋0４ 4.405Ｅ＋0７ 5.309Ｅ＋0４ 2.768Ｅ＋0７７ 5.212Ｅ＋0７ 3.339Ｅ＋1０ 5.703Ｅ＋0４ 7.034Ｅ＋0８ 5.340回＋0４ 1.045Ｅ＋0８８ 1.475Ｅ＋0７ 1.227Ｅ＋0７ 5.270Ｅ＋0４ 7.148Ｅ＋0７ 5.184回＋0４ 1.404Ｅ＋1１９ 2.367Ｅ＋0９ 4.752Ｅ＋0７ 5.532Ｅ＋0４ 1.526Ｅ＋0７ 5.513Ｅ＋0４ 1.699Ｅ＋0８1０ 7.820Ｅ＋０６ 4.828Ｅ＋0８ 5.581Ｅ＋0４ 1.611Ｅ＋0７ 5.857回＋0４ 9.578Ｅ＋0７1１ 3.621Ｅ＋0７ 6.969Ｅ＋0６ 4.970Ｅ＋0４ 1964回＋0８ 5.121Ｅ＋0４ 2.196Ｅ＋0７1２ 4.793Ｅ＋0７ 4.435Ｅ＋0７ 5.333Ｅ＋0４ 4.418Ｅ＋1０ 5.127Ｅ＋0４ 3.108Ｅ＋0７1３ 1.530Ｅ＋0９ 6.653Ｅ＋0６ 5.192Ｅ＋0４ 6.902Ｅ＋0７ 5.472Ｅ＋0４ 1.403Ｅ＋０７1４ 1.063Ｅ＋0８ 8.267Ｅ＋0７ 5.405Ｅ＋0４ 3.847Ｅ＋0７ 5.147Ｅ＋0４ 3.745Ｅ＋0８1５ 3.359Ｅ＋0７ 9.738Ｅ＋1０ 5.304Ｅ＋０４ 8.688Ｅ＋0６ 5.572Ｅ＋0４ 2.416Ｅ＋0９1６ 1.354Ｅ＋0８ 3.017Ｅ＋0６ 5.286Ｅ＋0４ 4.646Ｅ＋0７ 5.320Ｅ＋0４ ４．１３７Ｂ＋0７1７ 3.306Ｅ＋0７ 2.821Ｅ＋0７ 5.651Ｅ＋0４ 5.332Ｅ＋0７ 5.609Ｅ＋0４ 1.354Ｅ＋0７1８ 1.349Ｅ＋0８ 5.342Ｅ＋0７ 5.493Ｅ＋0４ 4.598Ｅ＋0７ 5.018Ｅ＋0４ 8.569回＋0６1９ 9531Ｅ＋0６ 5.160Ｅ＋0７ 5.293Ｅ＋0４ 1.557Ｅ＋0８ 5.170Ｅ＋0４ 5.885Ｅ＋0６2０ 8.747Ｅ＋0７ 1.392Ｅ＋0８ 5.059Ｅ＋0４ 1.707Ｅ＋0９ 5216Ｅ＋0４ 2.965Ｅ＋0７２１ 8.235Ｅ＋0７ 1.986Ｅ＋0７ 5.304Ｅ＋0４ 7.261Ｅ＋0６ 5.554Ｅ＋0４ 9.667Ｅ＋0６２２ 8.490Ｅ＋0６ 9.414Ｅ＋0６ 5.385Ｅ＋0４ 1.208Ｅ＋0８ 4.852Ｅ＋０４ 7.707Ｅ＋0７2３ 1.381Ｅ＋0７ 1.230Ｅ＋0７ 5.408Ｅ＋0４ 6.318Ｅ＋0６ 5.236Ｅ＋0４ 3.446Ｅ＋0７2４ 2.068回＋0７ 3.966Ｅ＋0７ 5.349Ｅ＋0４ 4.675Ｅ＋0８ 5.139Ｅ＋0４ 2.955回＋0８2５ 9808Ｅ＋0６ 4.466Ｅ＋0８ 5.529Ｅ＋0４ 4.460Ｅ＋0６ 5.246Ｅ＋０４ 7.320Ｅ＋０７2６ 1.310Ｅ＋1０ 7.305Ｅ＋0８ 5.538Ｅ＋0４ 1.699Ｅ＋0７ 5.783Ｅ＋0４ 7.707Ｅ＋0７2７ 1.924Ｅ＋0８ 9.488Ｅ＋0 5.439Ｅ＋0４ 3.521Ｅ＋0８ 5.205Ｅ＋0４ 1.522回＋0８2８ 1.373Ｅ＋0７ 2.452Ｅ＋0 5.521Ｅ＋0４ 1.700Ｅ＋0８ 5.482Ｅ＋0４ 1.223Ｅ＋0８2９ 2.104Ｅ＋0７ 5.639Ｅ＋0７ 5.183Ｅ＋0４ 6.402Ｅ＋0６ 5.463Ｅ＋０４ 7.751Ｅ＋0８3０ 5.496Ｅ＋0７ 3.401Ｅ＋0８ 5.395Ｅ＋0４ 2081Ｅ＋0７ 5.199Ｅ＋0４ 2.081Ｅ＋0６３１ 7.839Ｅ＋0８ 3.956Ｅ＋0７ 5.504Ｅ＋0４ 2.842Ｅ＋0７ 5.298Ｅ＋０４ 4.322回＋0９3２ 5.663Ｅ＋0６ 8.927Ｅ＋0６ 5.787Ｅ＋0４ 1.345Ｅ＋0７ 5.469Ｅ＋0４ 9.621Ｅ＋0６3３ 1.613Ｅ＋0８ 1650Ｅ＋0８ 5.208Ｅ＋0４ 4.198Ｅ＋0７ 5.659Ｅ＋0４ 4.328Ｅ＋０９3４ 1093Ｅ＋0７ 1.969Ｅ＋0 5.490Ｅ＋0４ 5.900Ｅ＋0６ 5.475Ｅ＋0４ 4.932Ｅ＋0７3５ 1.316Ｅ＋0９ 1.492Ｅ＋0７ 5.023Ｅ＋0４ 2.491Ｅ＋０７ 5.468Ｅ＋0４ 1.367回＋0７3６ 9.026Ｅ＋0６ 3.504Ｅ＋0８ 5.448Ｅ＋0４ 1.796Ｅ＋0７ 5.430Ｅ＋０４ 5.512Ｅ＋０７3７ 2.539Ｅ＋0８ 1.318Ｅ＋0 5.346Ｅ＋0４ 9.296Ｅ＋0７ 5.856Ｅ＋0４ 8.091Ｅ＋0７3８ 2592Ｅ＋0７ 4.375Ｅ＋0 5.492Ｅ＋0４ 2.479Ｅ＋0７ 5.488Ｅ＋0４ 1.651回＋0７3９ 3.911Ｅ＋0 7.622Ｅ＋0７ 5.416Ｅ＋0４ 5.007Ｅ＋0７ 5.101Ｅ＋0４ 6.311回＋0６4０ 2256Ｅ＋0６ 3.145Ｅ＋0８ 5.394Ｅ＋0４ 1.707Ｅ＋0８ 5.411Ｅ＋0４ 7.025Ｅ＋0６
林聡美・竹中茂夫６
Ｔｎ②ａｎ 3.541Ｅ＋0８2.535Ｅ＋0９5.405Ｅ＋0４８．５３３Ｅ＋0８5.363Ｅ＋0４２．４２１Ｅ＋0９
ｖａｒＩａｎｃｅ 5.556Ｅ＋0８4.437Ｅ＋0９1.206Ｅ＋0３1.440Ｅ＋0９１．８１８Ｅ＋0３４．３６３Ｅ＋O９
ｔｈｅｏｒｙ ４．２９５Ｅ＋0９２．１４７Ｅ＋5８6.554Ｅ＋0４３．２７７Ｅ＋５３６．５５４Ｅ＋0４３．２７７Ｅ＋５３
み込み乱数（１５ビット）について２×109個の乱数の
平均を求める実験をそれぞれ３回ずつ行った。
続いて、１回の実験について２×109個の乱数を発
生させ、２×109個の乱数の平均を求める実験を行っ
た｡物理乱数の３１ビット、物理乱数の１５ビット、組
理乱数３１ノト 物理乱数１５ピノト組み込み乱数１５ヒノト
なし ありなし ありなし あり
-6074E+O81152E+105395E+O43652E+O95393E+O43672E+10
-3187E+O95698E+O95399E+O47948E+085392回+043675回+1０
５２６６Ｅ＋0９９１２０Ｅ＋0９５３９６Ｅ＋0４７５４４Ｅ＋0９５３９２Ｅ＋0４３８０６Ｅ＋1０
関しては十分大きな値を出しているといえる。５結論
5.1最後に
5.2今後
実験結果でもわかるように、使う乱数の数が周期
231＝２×１０９よりも十分小さいときは、１５ビットの
組み込み擬似乱数十再帰が、結構良い結果を出して
る。また、３１ビット乱数であれば、再帰なしでも良い
結果を出している。すなわち、ここで見る限りでは、
２個の独立な１５ビット乱数を用いる（よく使われて
いる）擬似乱数は、必要な乱数の数が小さい限り（す
なわち周期が無視できる108程度以下）限り、平均に
ここでは、単に平均の大きさのみを問題としている
が、実際には多くの問題が残っている。
(1)平均が無限となる母集団から取ったサンプルの平
均とは何を意味するのか。
(2)そのサンプル数に関する挙動は。
(3)裾の重さβは、検定可能か。（理論と実際）
(4)生成した現実の乱数の（理論）平均値はあの程度
物理乱数３１ビット 物理乱数１５ビット 組み込み乱数１５ビット
iteration なし あり なし あり なし あり
４１ 1.690Ｅ＋0７ 3.909Ｅ＋0８ 5.589Ｅ＋0４ 6.547Ｅ＋0７ 5.091Ｅ＋0４ 4.473Ｅ＋0８
4２ 3.569Ｅ＋0７ 1.204Ｅ＋0７ 5.392Ｅ＋0４ 5.785Ｅ＋０８ 5.276Ｅ＋0４ L516E＋0８
4３ 1.629Ｅ＋0７ 2.703Ｅ＋0７ 5.332Ｅ＋0４ 5.130Ｅ＋0７ 5.773Ｅ＋0４ 2.617Ｅ＋0７
4４ 1.045Ｅ＋0８ 1.047Ｅ＋0８ 5.444Ｅ＋0４ 3.310Ｅ＋0７ 5.259Ｅ＋0４ 5.054Ｅ＋0６
4５ 1.278Ｅ＋0７ 3.092Ｅ＋0８ 5.547Ｅ＋0４ 4.305Ｅ＋0８ 5.436Ｅ＋0４ 2.759Ｅ＋0７
4６ 5.180Ｅ＋0７ 6.152Ｅ＋0７ 5250Ｅ＋0４ 2.658Ｅ＋0７ 5.205Ｅ＋0４ 1.006Ｅ＋0８
4７ 1.603Ｅ＋0７ 6.250Ｅ＋0８ 5.432Ｅ＋０４ 1.056Ｅ＋0８ 5.122Ｅ＋0４ 3.149Ｅ＋0６
4８ 2.576Ｅ＋0７ 3.507Ｅ＋0７ 5.620Ｅ＋0４ 4.888Ｅ＋0６ 5.360Ｅ＋0４ 1.521Ｅ＋0７
4９ 8835Ｅ＋0６ 3157Ｅ＋0８ 5.415Ｅ＋0４ 4.965Ｅ＋0７ 5.721Ｅ＋0４ 7.045Ｅ＋0８
5０ 8.172Ｅ＋0７ 1.108Ｅ＋1０ 5.287Ｅ＋0４ 1.095Ｅ＋0７ 5.653Ｅ＋０４ 1.415Ｅ＋0７
5１ 1.012Ｅ＋０７ 3.487Ｅ＋0７ 5.375Ｅ＋0４ 1.419Ｅ＋0７ 5.421Ｅ＋0４ 1.290Ｅ＋0７
5２ 1.041Ｅ＋0８ 1.403回＋0８ 5.435Ｅ＋0４ 3.070Ｅ＋0６ 5.227Ｅ＋0４ 6.949Ｅ＋0６
5３ 7.574Ｅ＋0７ 8.545Ｅ＋0７ 5.385Ｅ＋0４ 9.768Ｅ＋0６ 5.485Ｅ＋0４ 7.425Ｅ＋0７
5４ 3.376Ｅ＋0７ 6.698Ｅ＋０７ 5.575Ｅ＋0４ 3.732Ｅ＋0７ 5.630Ｅ＋0４ 2.185Ｅ＋0７
5５ 3.540Ｅ＋0６ 2.087Ｅ＋０７ 5.349Ｅ＋0４ 7.546Ｅ＋0６ 5.069Ｅ＋0４ 1.382Ｅ＋0８
5６ 2428Ｅ＋0７ 1.380Ｅ＋0８ 5.670Ｅ＋0４ 9.980Ｅ＋0６ 5.080Ｅ＋0４ 8.834Ｅ＋0７
5７ 2.730Ｅ＋0６ 4.358Ｅ＋0７ 5.417Ｅ＋0４ 5.192Ｅ＋0６ 5.664Ｅ＋0４ 7.778Ｅ＋0６
5８ 4.413Ｅ＋0７ 9.366Ｅ＋0７ 5.535Ｅ＋0４ 7.622Ｅ＋0６ 5.375Ｅ＋0４ 1.829Ｅ＋0７
5９ 1.226Ｅ＋0７ 9.018Ｅ＋0９ 5.336Ｅ＋0４ 1.485Ｅ＋０８ 5.062Ｅ＋0４ 8.555Ｅ＋0６
6０ 5.574Ｅ＋0６ 5.067Ｅ＋0６ 5.435Ｅ＋0４ 2.159Ｅ＋0８ 5.239Ｅ＋0４ 1.325Ｅ＋0７
6１ 2.211Ｅ＋０７ 1.242Ｅ＋0７ 5.620Ｅ＋0４ 4.996Ｅ＋0７ 5.551Ｅ＋0４ 1.720Ｅ＋0８
6２ 5.266Ｅ＋0７ 1.242Ｅ＋0８ 5.227Ｅ＋0４ 7.956Ｅ＋0６ 5.096Ｅ＋0４ 3.142Ｅ＋0８
6３ 3.009回＋0６ 2.321Ｅ＋0７ 5.501Ｅ＋0４ 2.007Ｅ＋0８ 5.423Ｅ＋0４ 1.480Ｅ＋０８
6４ 1.085Ｅ＋0９ 5.999Ｅ＋0９ 5.431Ｅ＋0４ 8.119Ｅ＋０６ 5.234Ｅ＋0４ 1.382Ｅ＋0８
6５ 1.828Ｅ＋0８ 1.288Ｅ＋0８ 5.524Ｅ＋0４ 3.347Ｅ＋0７ 5.417Ｅ＋0４ 5.635Ｅ＋0６
variance 556Ｅ＋０８ 37Ｅ＋0９ 1.2 ＋0３ 1.44 0９ 1.818Ｅ＋ 4.363Ｅ＋0
theory 4.295Ｅ＋0９ 2.147Ｅ＋5８ 6.5 ＋０４ 3.277 5３ 6.554Ｅ＋ 3.277Ｅ＋5
物 ３１ビッ 乱数１５ビット 組み込み乱数１５ビッ
iteration り なし り なし
１ 6.074Ｅ＋0８ 1.152Ｅ＋1０ 5.395Ｅ＋0４ 3.652Ｅ＋0９ 5.393Ｅ＋０４ 3.672Ｅ＋1０
２ 3.187Ｅ＋0９ 5.698Ｅ＋0９ 5.399Ｅ＋0４ 7.948Ｅ＋0８ 5392Ｅ＋0４ 3.675Ｅ＋1０
３ 5.266Ｅ＋0９ 9.120Ｅ＋0９ 5.396 ０４ 7.544Ｅ ９ 5.392Ｅ＋0 3.806Ｅ＋1０
裾の重い分布に従う乱数の発生 ７
でいいのか。必要があれば構造型のデータを使
えばもっと大きな数（100232）でも扱えるように
できるがそこまで必要か。（出現頻度が極端に小
さくなる）今のままでも、１Ｖ＝４９となる確率は
'049であり、実際の計算機のクロック（,09）と
比べればわかるがとても起きそうもない。
5.3最後に
この論文は、第一著者の林聡美が、修士論文用の研
究として、第二著者竹中の指導下に行った研究の要約
である。内容は、２００３年９月にチェコ共和国プラ
ハ市の科学アカデミィでの国際研究集会および、２００３
年１０月の統計数理研究所の共同研究集会で著者２人
の共同研究として発表されている。
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