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Abstract 
The purpose of this thesis was to compare two methods of estimating the in-need population 
for alcohol treatment services in Queensland and local regions. The two methods selected 
were based on: self-reported responses from the 1989-90 National Health Survey which 
included questions on alcohol consumption in the week prior to the survey; and the 
Ledermann model using sales of alcoholic beverages across Queensland in 1989-90. 
A comparison of the two separate population estimates of the in-need population (i.e., 
the number of heavy drinkers) revealed large discrepancies between the different 
methodologies at the State and local regional levels. Population estimates derived from the 
1989-90 National Health Survey indicated that 4.74% of all drinkers aged 15 years and over, 
in Queensland (n=90,461) were drinking the equivalent of six or more drinks a day. This 
compared with 12.18% of all drinkers aged 15 years and over in Queensland (n=232,283) 
derived from the Ledermann lognormal distribution of consumption model. The Ledermann 
estimates were also greater than the National Health Survey estimates in all local regions. 
However, there was great variation in the degree of difference between the two estimates 
across local regions. 
The results of this series of studies indicated that the actual number of heavy drinkers 
in Queensland and local regions falls somewhere between the two estimates. The number of 
heavy drinkers in Queensland is probably closer to the number estimated through the survey 
methodology. However, the survey estimates do not reflect the variation across local regions 
in per capita consumption of adult drinkers. Given the advantages of survey data, including 
separate gender estimates and the additional information that can be generated on associated 
problems, it would be preferable to use survey data wherever available and acknowledge that 
the estimates would be less than the actual size of the population of heavy drinkers. 
CHAPTER 1 
Introduction 
Historically, services for treatment of individuals with alcoholism or alcohol 
dependence, developed in an uncoordinated and segmented fashion. There are many reasons 
why these services developed in this manner. Some of the factors included political 
pressures, personal philosophies of therapists and decision makers, varying perceptions of the 
nature of alcohol problems, availability of grant monies, and concerns and pressures of lobby 
groups (Ford, 1985). The general absence of the use of systematic models to plan service 
provision has also contributed to this problem. The result has been a range of services that 
are varied in nature and effectiveness, of limited impact on reducing the overall harm to the 
community related to alcohol, and which are difficult to access for a large number of people 
with alcohol related problems (Reynolds, 1993). 
Planning for treatment services for people with alcohol related problems would 
benefit greatly from a systematic and quantifiable method of estimating the needs and 
demands of a community for services and the required capacity of alcohol treatment services 
based on these estimates. This is particularly relevant in the 1990's in Australia with 
increasing competition for limited financial resources and a considerable focus within 
Government funding programs to rationalise services based on regional needs, priorities and 
demonstrated effectiveness of services. 
Systematic Models for Planning Alcohol Treatment Services 
Various models have been developed in the last twenty years that can be used to 
systematically plan for alcohol and other drug services. A report of the Alcohol 
Epidemiologic Data System (AEDS, 1981) provided a review of practices in alcohol 
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treatment needs estimation. Techniques include: the assessment of relative need across 
geographical areas using indicators of alcohol related harm; demand oriented techniques 
which predict demand for services based on past utilisation of services; comprehensive 
systems approaches to planning services; and the estimation of the prevalence of individuals 
who need or would benefit from an intervention for their alcohol problem (i.e., the in-need 
population). 
Assessment of Relative Need Using Indicators of Alcohol Related Harm 
Statistics which have been found to be correlated with the prevalence of persons with 
alcohol related problems or alcohol dependence can be used to indirectly indicate the need 
for alcohol treatment services. The relative ranking of geographic areas or regions on 
indirect indicators of alcohol related harm have been used to prioritise services for those 
areas which have the greater need as indicated by a greater prevalence of problems. Non 
parametric ranking techniques can be used to conduct this type of analysis. Local regions are 
first ranked on each of the various indicators of harm. Then all the indicators are combined 
into one multiple index that reflects the level of alcohol related harm. Statistical methods 
such as factor analysis or principal components analysis can also be used to derive a 
weighted combination of the initial ranks. The index is then used to compare the relative 
harm across selected regions. 
Nebila Beshai (1984) used a social indicators approach based on the above 
methodology to assess the relative need for alcoholism services for 150 study areas of Los 
Angeles County. Fifteen social indicators were selected on the basis that the literature had 
shown a significant relationship with alcoholism and they were also accessible for analysis. 
The indicators reflected the positive relationship between alcohol-related problems and five 
overall categories which were: alcohol availability, mortality, poverty, drink driving and 
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traffic accidents. Specific indicators were: 
• Number of liquor stores; 
• Rate of Hquor stores by 100,000 population; 
• Number of bars; 
• Number of alcohol related deaths; 
• Rate of alcohol related deaths by 100,000 population; 
• Number of deaths from all causes; 
• Rate of deaths from all causes by 100,000 population; 
• Percent owner-occupied units with value less than $20,000; 
• Percent rental units with rent less than $100; 
• Percent units with 1.01 or more persons per room; 
• Number of drivers involved in personal injury accidents; 
• Rate of drivers involved in personal injury accidents by 100,000 licensed drivers; 
» Number of drivers convicted for alcohol-related traffic offences; 
• Rate of drivers convicted for alcohol-related traffic offences by 100,000 licensed 
drivers. 
Through the use of multivariate statistics, an overall need index was developed for 
alcoholism services in selected planning areas. Initially cluster analysis and multiple 
discriminant analysis were conducted to obtain scores reflecting the clustering of cases. 
Factor analysis was used to derive scores for the fifteen indicators. The results of both 
analyses were then combined into an overall index score reflecting relative need for each 
area. The underlying assumption was that those areas with high index scores reflected a 
greater need for services targeting alcohol-related problems. 
Manuella (1983) described two methods for constructing a composite index of 
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alcohol and drug related harm. One method was based on relative ranks and the other was 
based on index numbers. Several statistical series available for 49 counties of Ontario were 
chosen for the analysis: alcohol consumption based on liquor sales; alcohol related 
morbidity; alcohol related mortality; drug offences; and drug morbidity. Alcohol 
consumption was converted into per-capita consumption of pure alcohol, and the other 
variables were standardised into rates per 100,000 population. The method oirelative 
ranking involved a ranking from 1 (lowest) to 49 (highest) for each indicator. A mean rank 
was then calculated from the ranks for each indicator. The mean rank for all counties were 
then ranked into an overall rank. This method gives equal weight to each indicator and 
therefore has the advantage of being easy to calculate and understand. However, this method 
is relatively insensitive to the degree of difference in actual values between ranks, 
In the method o^ index numbers the overall rate for each indicator in Ontario was 
given the value of 100 and the county rates were calculated as decimal fractions relative to 
the overall rate. A mean index for all the variables in each area was then calculated to form 
the composite alcohol and drug index. This method has an advantage over the relative 
ranking method in that it is sensitive to the degree of difference in actual values between 
ranks. The results for each region can be easily converted into the percentage less or greater 
than the provincial average. However, it has the disadvantage of being more difficult to 
calculate. Index numbers are also sensitive to particulariy high values, for example, 
indicators with a high index number will tend to inflate the value of the mean index. A 
comparison of the ranks of counties by relative ranking and by index numbers indicated that 
the agreement between these two methods was high (r=0.95, p=0.0001). Overall, the index 
method is preferred as it has the advantage of emphasising the amount of difference between 
regions, and the relative importance of different indicators. The results can also be presented 
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in the form of a map of variations in harm levels across regions, using categories such as low, 
below average, above average, and high levels of harm in relation to the provincial average. 
The validity of approaches using composite indices is clearly dependent on the 
reliability and vaUdity of each indicator. For example, the use of drink driving offences as an 
indicator of alcohol related harm across regions, may reflect the level of policing in an area 
instead of the actual rate of drink driving. Therefore, indicators should be selected only if 
they are valid, comprehensive and provide a reliable measure of the underlying construct of 
alcohol-related harm. It would also be important to select indicators that are easily 
accessible, and comparable over time and across local regions. Planning for services can 
usefully incorporate an index of alcohol-related harm to assess relative need for services 
across a number of regions or communities. However, a comprehensive needs assessment 
would also incorporate a number of approaches which can be compared and contrasted to 
assess the convergent validity of different results. Other approaches may include estimates of 
treatment demand, and the prevalence of problem drinkers. 
Demand-Oriented Techniques 
Demand-oriented techniques are based on the analysis of past demand for existing 
services. The assumption being that fijture demand is related to the number of individuals 
who have accessed services in the past. Three demand-based alcoholism bed projection 
systems have been developed (Luckey & Ford, 1976; AEDS, 1982; Ford & Schmittdiel, 
1983) using admissions to inpatient alcohol treatment facilities. 
Luckey and Ford (1976) developed a technique which calculated the number of beds 
needed per individual contact to the treatment system. An estimate was made of the 
population in need of alcohol services based on the mean of five prevalence estimates of 
'alcoholism*. An estimate was made that 20% of individuals should be treated in one year -
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they are the demand or target population. This estimate was based on the rate of recidivism 
amongst alcoholics and the rate of increase in the problem. The identified target population 
was then multiplied by the number of'beds per contact' to give an indication of the number of 
beds of a given type needed to serve the target population. 
Ford and Luckey (1983) concluded in a revised methodology that the important 
aspect of their work was in the estimation of relative as opposed to absolute service levels. 
Therefore estimations of the total target population was not as important as knowing, for 
example, the ratio of halfway house beds to detoxification beds. This revised methodology 
evaluated relative need for services including medical and social setting detoxification, 
inpatient hospital care, short-term intermediate care, long-term intermediate care, residential 
care, and outpatient services. 
There are numerous limitations inherent in the techniques developed by Ford (1985). 
Projections of demand for treatment based on past demand for services are based on the 
unlikely assumption that a representative sample of those in need for treatment have 
previously presented for treatment. Those services which were surveyed were not 
representative of the total spectrum of treatment facilities, as admissions data were only 
obtained from treatment services that were government funded. The prevalence estimates of 
alcoholism that were used only focused on chronic alcoholics rather than the larger 
population of alcohol dependent people. There was also an assumption that there was a 
perfect correlation between the need for services and the prevalence estimates. Various 
factors may invalidate this assumption of a linear relationship, such as the absolute size of the 
target population, the presence of underserved populations, and whether for example the area 
is predominantly rural or urban. 
The Alcohol Epidemiologic Data System (AEDS, 1982) Alcohol Treatment Profile 
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System (ATPS) is the second demand-based methodology. The ATPS technique was based 
on county alcohol indicators and treatment admissions data. The alcohol indicators, which 
included an index of alcohol-related chronic health problems and an alcohol casualty index, 
were used to develop relative prevalence ratings for counties. The two indices, along with 
census data, were correlated with treatment admission data at a county and regional level. 
These correlations were subsequently correlated with equivalent data for the entire country. 
Comparisons could than be made of the utilisation rates of treatment services in similar areas. 
It was acknowledged by the authors that this technique only provided a global indication of 
demand in certain areas. The methodology was mainly used to indicate large variations from 
the average utilisation rates, which can than be further investigated to see what local factors 
may be impacting on the figures. Service categories in the ATPS model included a 
detoxification (medical, social) rehabilitation model, a custodial model, as well as ambulatory 
detoxification, limited care, and outpatient services. 
The third demand-based model (Ford and Schmittdiel, 1983) generated a regression 
equation for predicting treatment capacity of a large sample of alcohol treatment agencies 
throughout America, based on alcohol indicator variables (e.g., consumption, arrest, 
mortality) and population based variables that were shown to be predictive of alcohol 
treatment service levels by state. Estimates of specific service needs within a defined region 
were calculated by inserting the indicators for a defined area into the regression equation as 
predictor variables. Service types included detoxification, quarterway and halfway houses, 
other residential, hospital and outpatient services. 
Similar to the other demand-based estimation techniques, this method predicted 
service levels based on existing services and made no assumptions about the characteristics 
of the treatment services that were used in the predictive model (e.g., accessibility, quality 
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and effectiveness of service, cost, or continuity). The assumption that historical utilisation 
data (demand) accurately reflects the needs of the target population is questionable. The 
level of'demand' for treatment will be influenced by case finding activities which are likely 
to vary across areas depending on numerous factors such as: the accessibility and 
acceptability of services; varying case identification approaches (e.g., within hospitals or by 
general practitioners); extent of outreach programs available; the existence of special sub-
populations (e.g., indigenous people, women, young people). These factors will influence the 
rate of conversion of the 'in-need' population to 'demand' populations. Ford (1985) has 
stressed that certain high need, underserved sub-populations such as women and young 
people are overlooked when using demand-based models. 
A Systems Approach to Planning Alcohol Treatment Services 
Researchers from the Addiction Research Foundation (ARF) in Ontario, Canada have 
developed a comprehensive plan for the development of treatment services for alcohol and 
other drug problems. An ARF taskforce (Marshman, 1978) chose a systems approach to 
providing addiction services. The model was based on a continuum of care or a full range of 
services throughout all local planning areas - the system - for individuals who require 
treatment for an addiction (Ogborne, Rush & Dwyer, 1985). Components of the continuum 
of care involve comprehensive assessment and referral, ambulatory treatment, case 
management and aftercare. Community-based residential care, including detoxification, 
short-term treatment, recovery homes, would be provided where needed. This systems 
approach to providing treatment services moves away from the traditional approaches 
involving expensive, hospital based inpatient programs, towards more cost effective 
ambulatory treatment. 
Brian Rush (1990) from the ARF subsequently developed a quantitative planning 
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model that provided estimates of the required capacity of each type of treatment in the 
system. This system based model provides a framework to plan services on the basis of what 
should be rather than what currently exists. The estimates indicate what services are required 
based on the number of people in need of treatment and who wish to access treatment. This 
is in contrast to other demand-based models (Ford & Luckey, 1983) which estimate capacity 
of services based on demand for existing services rather than indications of what should be 
available. 
Rush (1990) outlined four steps required to estimate the required capacity of alcohol 
treatment services. The first step involved determining the geographic area and the 
population that is to have access to treatment services. The second step required an estimate 
of the in-need population, that is the percentage of problem drinkers/alcohol dependent 
drinkers within the catchment area. Step three involved estimating the demand population, 
that is the number of individuals from the in-need population that should be treated in a year. 
The final step involved estimating the number of individuals from the demand population that 
would require service from each part of the treatment system. The system components 
included: assessment/referral, detoxification, case management, outpatient treatment, day 
treatment, short-term residential treatment, long-term residential treatment, and aftercare. 
Techniques to Estimate the In-Need Population for Treatment 
A fijndamental component of Rush's (1990) system approach to planning alcohol 
treatment services was the estimate of the in-need population. Numerous techniques have 
been developed to estimate the in-need population for treatment of alcohol problems 
(Edwards, 1973; Celentano & McQueen, 1978). They have included methods based on 
alcohol related deaths such as cirrhosis of the liver and deaths due to alcoholism (Jellinek, 
1952; Popham, 1956; Schmidt & deLint, 1970); population surveys of alcohol consumption 
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(Cahalan, 1970); and analyses of sales of alcohol (Schmidt & deLint, 1970; Parker &, 
Harman, 1978). The definitions of those 'in-need' vary greatly depending on theoretical 
perceptions of alcohol related problems or alcoholism. For example, the definitions may 
include: high risk, hazardous or harmful drinkers as defined by level of consumption 
(NH&MRC, 1992); individuals (i.e., problem drinkers) who experience a number of 
problems associated with their drinking (Cahalan & Room, 1972); individuals with a 
recognised alcohol dependence syndrome (Edwards & Gross, 1977) or chronic alcoholics. 
Estimates of the In-need Population Based on Alcohol Related Mortality 
Rates of death from alcohol related disorders, such as cirrhosis of the liver, have 
traditionally been used to estimate the prevalence of alcoholism or heavy use of alcohol 
(Skog, 1980a). The well known Jellinek formula for estimating the prevalence of alcoholism 
(Jellinek, 1952) is based on liver cirrhosis as follows: 
A = (Pc.Dc)/Kc.R 
A = the total number of alcoholics alive in a given year; 
Dc = the number of reported deaths from liver cirrhosis in that year; 
Pc = the percentage of such deaths attributable to alcoholism; 
Kc = the percentage of all alcoholics with complications who die of liver cirthosis; 
and 
R = the ratio of all alcoholics to alcoholics with complications. 
Popham (1956) suggested a modification of the Jellinek formula by substituting a single 
factor for Kc and R, as follows: 
A = Pc.Dc/Rc 
Re = the rate of death from liver cirrhosis among all alcoholics. 
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It is important to note that estimates of the rate of death from liver cirrhosis among alcoholics 
or heavy drinkers have been found to vary considerably depending on the samples studied. 
Schmidt and de Lint (1969) found a rate of 16.5 deaths caused by liver cirrhosis per 10,000 in 
a sample of 5,395 male and 1,119 female alcoholics presenting to a treatment clinic in 
Ontario from 1951 to 1963. Sundby (1967) found a rate of 6.3 per 10,000 in a sample of 
1,722 male alcoholics admitted to the Oslo Psychiatric Hospital in 1925-1940. These results 
indicate that an assessment of the rate of liver cirrhosis among alcoholics would have to be 
conducted for different areas and at different times. 
Inaccuracies in the diagnosis of alcoholic liver cirrhosis on Death Certificates can 
result in considerable under-reporting of liver cirrhosis (Saunders, 1983). A study of 108 
patients with alcoholic liver disease who died during a 10-year follow-up revealed that the 
ICD-9 category of'chronic liver disease and cirrhosis' had a 51%) possibility of not detecting 
alcoholic liver disease (Blake, Compton, Schmidt & Orrego, 1988). Studies from England 
and Wales revealed that the death certificates of over 40%o of patients with biopsy confirmed 
alcoholic cirrhosis, did not contain any reference to liver disease or alcohol abuse (Maxwell 
&Knapman, 1985; Maxwell, 1986). 
The rates of deaths certified as due to 'alcoholism' has also been used to estimate the 
prevalence of alcoholism in the general population. Schmidt and de Lint (1970) calculated 
the prevalence of alcoholics in Ontario using the following calculations: 
Number of deaths from alcoholism / Rate per 10,000 alcoholics X 10,000 
Again, the rate of death from 'alcoholism' among alcoholics needs to be assessed through 
local studies as the rates will vary in different locations at different times. This method is 
also problematic in that the diagnosis of'alcoholism' as a cause of death is ambiguous and 
often under-reported. This is largely because the certifying physician is hesitant to report a 
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condition which is considered stigmatising for the 'alcoholic' and their family. The physician 
may also have a lack of knowledge about the drinking history of the deceased and is therefore 
reluctant to make a judgement about labelling the cause of death as 'alcoholism' (Haberman 
&Weinbaum, 1990). 
Estimates of the In-need Population Based on Survey Data 
Population survey data on the level and patterns of alcohol consumption of a 
representative sample of individuals in a defined geographic area are often used to directly 
estimate the number of individuals drinking at hazardous or harmful levels (Marden, 1974). 
Surveys can also include screening instruments such as the Alcohol Use Disorders 
Identification Test (Saunders, Aasland, Babor, de la Fuente & Grant, 1993) which were 
designed to directly detect people with hazardous or harmful alcohol consumption, including 
identification of those with an established dependence. 
However, survey data often provide an underestimate of alcohol consumption and the 
prevalence of alcohol related problems (Redman, Sanson-Fisher, Wilkinson, Fahey & 
Gibbard, 1987). The reasons for this are many and include the sensitivity of questions 
relating to alcohol use and associated problems. Numerous individuals will underestimate 
their consumption of alcohol when faced with an interview survey (Pemanen, 1974; 
Midanek, 1982). There is likely to be a higher than average non-response rate among the 
population of heavy drinkers. By the very nature of their problems they may not be at home 
at the time of the interview or may be reluctant to spend time answering questions. Interview 
samples often do not include institutionahsed persons such as inpatients of hospitals, who 
often have higher rates of problem drinking than the general population (Orford, Somers, 
Daniels, & Kirby, 1992; Foy & Kay, 1995; Seppa & Makela, 1993). 
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Estimates of the In-need Population Based on the Distribution of Consumption Model 
The distribution of alcohol consumption method of estimating the number of 
individuals drinking at high levels, involves calculating the average per-capita consumption 
(among drinkers) of pure alcohol over a year (Miller & Agnew, 1974). The estimation model 
used is based on the study of the distribution of alcohol consumption as initially outhned by 
Sully Ledermann (1956). After examining data from several countries, Ledermann 
concluded that there were strong regularities in the frequency distribution of alcohol 
consumption for homogenous populations. The distribution had a large positive skew and 
followed lognormal distribution laws (i.e., the natural logarithms of consumption rather than 
raw consumption data are normally distributed). Therefore, the largest number of alcohol 
consumers drink a relatively small amount and a very small number drink very large 
amounts. 
An underlying assumption of Ledermann's lognormal distribution of consumption 
model was that the dispersion of consumption levels was constant across different drinking 
populations. This 'single-parameter model' where distributions differed only in the average 
level of consumption, was based on the assumption that there is a biologically fixed upper 
limit (estimated at one litre of pure alcohol a day) on the amount of alcohol it is possible to 
drink and very few people would exceed this limit. It was further assumed that the number of 
such people was independent of the mean consumption of the population. Consequently 
there is a fixed relationship between the average consumption of alcohol and the number of 
people drinking over a certain level of consumption. Therefore the prevalence of heavy 
drinkers can be predicted if the average level of consumption in the population of drinkers is 
known. The tail of the distribution contains the problem drinkers and/or alcohol dependent 
drinkers in a population, defined by their high levels of alcohol consumption (see figure 1). 
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Validity of the Ledermann Lognormal Distribution of Consumption Model 
A study by Jan deLint and Wolfang Schmidt (1968) revealed that the Ledermann 
lognormal curve gave a good fit to the distribution of purchases of alcohol in Ontario. Since 
the deLint & Schmidt study, numerous other studies have been undertaken in large 
populations to investigate the validity of the parameters of the Ledermann model of 
consumption. Various researchers have questioned some of the assumptions underlying the 
original Ledermann theory (Miller & Agnew, 1974; Pittmann, 1980, Skog, 1982; and Duffy, 
1986). Survey data from a large number of countries have been used to test the underlying 
assumptions of Ledermann's theory. All data sets indicated that there were strong regularities 
in the distribution of consumption and that there was a large positive skew (Skog, 1980b; 
Hetzel, 1975; Skog, 1985a). However, the mathematical properties of the distributions do 
not appear to have the rigidity that Ledermann hypothesised. 
Some survey data have closely approximated lognormality while others have 
deviated significantly from lognormality (Skog, 1985a). There was also mixed evidence 
regarding the assumption of a fixed relationship between the mean and the variance of the 
distributions as the variance of the actual distributions was often quite different from the 
value predicted by the Ledermann model (Skog, 1985a). A reanalysis of Ledermann's 
original consumption data by Skog (1973) revealed that there was little support for the 
assumption that consumption of alcohol above 365 litres per year was very small and 
independent of the mean consumption of the population. The validity of this assumption is 
important because if the assumption is violated it follows that it is necessary to know two 
parameters about a population before estimates of the percentage of heavy drinkers can be 
made: (1) the mean consumption of the population, and (2) the standard deviation of the 
logarithms of consumption. 
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The Application of the Ledermann Model to Heterogeneous Drinking Populations 
The Ledermann model also has limitations in that there is often a violation of the 
assumption that the population of drinkers is homogeneous. Ledermann considered groups 
with different drinking habits as different populations that should be considered separately. 
Estimates based on mean per-capita consumption often do not take into account possible 
differences in average consumption amongst various sub-groups such as males and females 
and groups of different age categories. 
Skog (1977, 1985b) reviewed a number of studies which attempted to validate the 
Ledermann distribution of consumption model using survey data with male and female 
samples. The results revealed systematic differences between the consumption distributions 
of males and females. The distributions of alcohol consumption among samples of female 
drinkers tended to have smaller dispersions than the samples of male drinkers. Skog (1985b) 
reanalysed alcohol consumption data from a national population survey in Australia 
(Australian Bureau of Statistics, 1977) which included questions on alcohol consumption in 
the previous seven days of the survey for a sample size of approximately 15,000 people. The 
data deviated significantly from the lognormal for the male sample and the pooled data. 
However, the fit was adequate for the female sample. 
A comparison of male and female samples from six self-report surveys of alcohol 
consumption (Skog, 1977) indicated that the consumption distributions for females had 
smaller dispersions than the male distributions even when the mean consumption level was 
the same in both sub-populations. Skog's (1980b) reanalysis of survey data from France 
revealed that four of the seven female samples, six of the eight male samples, and five of 
seven combined samples deviated significantly from the lognormal distribution. Therefore, 
in approximately two thirds of the samples, the lognormality hypothesis was rejected. 
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Overall, the gamma distribution gave a better fit than the lognormal distribution in about half 
of the samples. For those samples where the lognormality hypothesis was acceptable, the 
Ledermann fixed point hypothesis was also evaluated using a goodness-of-fit test. The 
results indicated that the Ledermann model gave accurate values of the dispersion parameter 
for the male samples, but substantially overestimated dispersion for the female samples. 
Skog (1985b) put forward several reasons for this systematic difference in the 
consumption distributions of the male and female sub-populations. One argument was that 
the smaller dispersion in female distributions compared with male distributions, related to the 
greater degree of conformity among female drinkers as a result of stronger negative sanctions 
against deviations from the acceptable level of consumption for females in a particular 
culture. Another argument to explain why the dispersion appears to be less for females was 
based around the physiological difference between the sexes in consumption of alcohol, that 
is the differences in absorption rates of alcohol (i.e., females in general will have higher 
blood alcohol concentrations than males if an equivalent amount of alcohol is consumed). 
The larger proportion of abstainers among female populations was put forward as another 
possible factor. 
There have been very few studies investigating the application of the Ledermann 
model to other heterogeneous drinking populations such as people of different ages or ethnic 
groups. Two studies from New Zealand (Gregson & Stacey, 1980; Stacey & Alvey, 1981) 
revealed that there was a deviation from the lognormal distribution. However, no statistical 
tests were used to support this claim. These studies were also inaccurate as abstainers were 
included in the consumption distributions. The theoretical lognormal distribution can only be 
fitted to the distributions of drinkers. 
It would be reasonable to hypothesise differences in the consumption distributions of 
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sub populations, based on the results of surveys which have indicated that there are 
significant differences in the levels and patterns of alcohol consumption for people from 
different age groups and for indigenous populations such as Aboriginal communities in 
Australia (Commonwealth Department of Health, Housing and Community Services, 1992). 
For example, the 1993 National Drug Household Survey (Commonwealth Department of 
Health Housing and Community Services, 1993) revealed that younger adults (aged 20 to 24) 
tended to drink more heavily than older groups. A number of surveys have also shown that 
the proportion of Aboriginal and Torres Strait Islander people who abstained totally from 
alcohol was significantly larger than found in the general population (Kahn, Hunter, Heather 
8L Tebbutt, 1990). However, among those Aboriginal and Torres Strait Islander people who 
did drink, the rates of problem drinking were substantially higher than for the general 
population (Gascoyne, 1989). 
Implications of the Lognormal Model for Estimating the In-Need Population 
Skog (1985a) concluded that if investigators were satisfied with a relatively rough 
estimate of the prevalence of heavy drinkers, then it was acceptable to make the calculations 
based on the mean consumption level of a population and the Ledermann distribution of 
consumption model. This method of estimating the in-need population for alcohol treatment 
has an advantage over other methods of estimation in that alcohol sales figures are easily 
available at the local area level, and are reliable over time in comparison to other indicators 
(Furst & Beckman, 1981). For example, this compares with self-report survey data which is 
costly and time consuming to collect, of limited reliability, and estimates at the local or 
regional level are often unreliable or unavailable due to small sample sizes. 
The Consumption Containment Rate (CCR) 
Research on the distribution of alcohol consumption has largely avoided a close 
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examination of the tail of the curve. However, it is this area of the distribution curve which is 
of particular interest as this is where the majority of hazardous and harmful drinkers are 
found. Taylor (1979) has suggested a conceptual tool he calls the Consumption Containment 
Rate (CCR) for the analysis of alcohol distributions, particularly the upper tail of the curve. 
The typical presentation of a consumption distribution is in terms of the proportion of 
the population belonging to each consumption interval. Each proportion can be considered as 
the probability that a randomly selected individual from the population of consumers (e.g., 
drinkers) would be found at that particular interval. It is standard practice in fields such as 
demography and actuarial statistics to re-cast a distribution into a schedule of rates known as 
'hazard rates'. For example, a distribution of deaths can be re-cast as a schedule of age 
specific mortality rates which describe the number of deaths as a proportion of those 
individuals who live to a certain age. The rate provides an independent measure of the 
probability of not surviving at each particular age. The term 'hazard rate' is a generic term 
which describes the rate at which events occur over time. Taylor (1979) used this technique 
to re-cast the initial alcohol consumption distribution into the analogous 'consumption 
containment rate' which has added usefijlness in terms of analysis and description of the data. 
The CCR is measuring the probability that given an individual drinks a certain amount, that 
they will not drink any more. Alternatively, it is the populations tendency to contain its 
drinking within any given amount. 
Skog (1993) used the CCR method to analyse twenty-four population surveys 
conducted in eleven different countries. Most probability samples were drawn from the 
general population, however a few were drawn from special demographic sub-groups. Males 
and females were represented in all cases. The data were also converted to litres of pure 
alcohol per year for purposes of comparison. The samples included a large variation in the 
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mean per-capita consumption of alcohol consumption with levels ranging from 2,4 to 48 
litres per year. 
Analysis of the data revealed that the CCR curves were typically decreasing in those 
samples with low to moderate mean consumption levels (i,e., less than 10 litres per drinker 
per year). Samples with medium to high consumption levels (10-20 litres) had CCR 
schedules that were fairiy stable across consumption levels. Those samples with particulariy 
high mean consumption levels (above 20 litres) had CCR curves which increased at high 
consumption levels. In the low consumption countries there was a fairly strong tendency for 
drinkers to stop drinking at low levels of consumption. High consumption countries had the 
opposite tendency in that there was a higher probability that they would continue to progress 
to higher levels of consumption. 
The results also revealed that countries with large differences in mean per-capita 
consumption of alcohol have remarkably similar CCR schedules at high consumption levels. 
Therefore, the distributions were mainly distinguishable at the low and moderate 
consumption levels. The CCR rates differed by a factor of 50 or more at the lower 
consumption levels, whereas at the high consumption levels the differences were much 
smaller. Skog (1993) points out that this apparent convergence of CCR schedules at high 
consumption levels is a relative one. This means that the prevalence of hazardous and 
harmful drinkers, as defined by heavy consumption levels, at the tail end of these 
distributions will vary greatly as average per-capita consumption changes. 
The conceptual tool of the CCR developed by Taylor (1979) has additional benefits 
above that of the traditional method of analysing the initial distribution of consumption. The 
CCR schedule can be used to describe empirical distributions of alcohol consumption, and 
assess the fit of theoretical models of consumption. The CCR can be used to make 
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comparisons between sections of a population at different levels of drinking, and between 
drinking behaviour in different populations. As the CCR measures behaviour at each level of 
drinking, analysis of behaviour at varying drinking levels can be conducted using 
approximate significance tests at each point along the CCR schedule. The CCR schedule is 
also important as it can focus cleariy on the tail of the distribution free from the effects of 
low-consumption behaviour. Skog (1993) described the CCR technique as a 'magnifying 
glass for distributions at high consumption levels'. Differences between countries in the tail 
end of the distribution would look similar using the initial distribution, whereas the CCR 
technique will reveal any differences. 
Selection of Methods for Estimating the In-Need Population 
Estimating the in-need population for treatment for alcohol related problems or 
dependency is an important if not essential component in planning for treatment services in a 
defined geographical area, such as Queensland or local health regions. The major methods 
which include estimates based on: alcohol related deaths; population surveys of alcohol 
consumption and associated problems; and the distribution of consumption model using sales 
of alcoholic beverages, have been summarised. The choice of methods to use will depend on 
a number of factors, including: the availability of the primary data (i.e., mortality data, 
surveys, liquor sales); the costs associated with obtaining and analysing the data; and the 
reliability and validity of the data and methodology used. 
Purpose of Thesis 
Excessive alcohol consumption is associated with considerable harm to the 
community and individuals (Queensland Ministerial Taskforce on Drug Strategy, 1995). The 
establishment of accessible and acceptable treatment services for individuals who have 
problems with their drinking or who are dependent on alcohol, is an essential component of a 
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comprehensive health system in a country such as Australia. Services for the treatment of 
problem drinkers in Australia and Queensland have historically developed in the absence of 
systematic models to plan service provision. Individuals in the rural and regional areas of 
Queensland have also had dif^culties in accessing services because of the distances involved 
in such a large and decentralised state. This is gradually being addressed, particulariy with 
the introduction of a regionalised health system in Queensland. There is also a greater 
emphasis on planning models which estimate the need and demand for services. Developing 
estimates of the in-need population for services across regions is an important component for 
planning services in a decentralised state such as Queensland. 
The purpose of this thesis is to compare two different methods for estimating the in-
need population for alcohol treatment services (i.e., prevalence of heavy drinkers) throughout 
Queensland and local regions. These methods will include a population survey of alcohol 
consumption and the Ledermann lognormal distribution of consumption model. The validity 
of the Ledermann model will also be investigated. 
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CHAPTER 2 
A comparison of estimates of the prevalence of heavy drinkers in Queensland and local 
regions based on self-report survey data and the Ledermann lognormal distribution of 
consumption model 
Abstract 
The objective of this study was to develop and compare separate estimates of the number of 
heavy drinkers (the in-need population for alcohol treatment interventions) throughout 
Queensland and local regions. The two methods used were: (1) estimates calculated from a 
self-report population survey of alcohol consumption; and (2) estimates derived from liquor 
sales and the application of the Ledermann lognormal distribution of consumption model. 
Estimates calculated from the 1989-90 National Health Survey data indicated that an 
estimated 4.74 % of Queensland adult drinkers (n=90,461); 10.98% (n=83,880) of adult 
male drinkers and 1.25%) (n=6581) of adult female drinkers in Queensland (total=90,461) 
were drinking the equivalent of six or more standard drinks a day in the week prior to the 
survey. Ledermann estimates calculated from per-capita consumption figures, indirectly 
measured from liquor sales, indicated that an estimated 12.18%o of adult Queensland drinkers 
(n=232,283) were drinking six or more standard drinks a day. The Ledermann estimate for 
Queensland was 157% larger than the National Health Survey estimate (i.e., a difference of 
141,821 heavy drinkers). There was a large variation in the degree of difference between the 
two estimates across local regions. The Ledermann estimates were consistently higher than 
the survey estimates. 
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A first step in the planning for alcohol treatment services often involves an estimate 
of the in-need population for treatment, that is, the number of problem drinkers in a defined 
geographic area or community (Rush, 1990). Currently there are several ways of estimating 
the in-need population. Traditionally, estimates have been made based on liver cirrhosis 
mortality rates (Jellinek, 1952; Popham, 1956; Brenner, 1959; Seeley, 1959). Other sources 
commonly used are population surveys of levels and patterns of use of alcoholic beverages. 
Quantity and frequency questions on alcohol consumption can be converted into estimates of 
the prevalence of drinkers consuming at hazardous and harmful levels as defined by level of 
consumption. Alcoholism or problem drinking screening instruments can also be included in 
the survey as a more direct indicator of the prevalence of problem drinkers. 
Another method that can be utilised is the analysis of liquor sales figures to estimate 
the per-capita consumption of pure alcohol among drinkers in a specified area. The average 
consumption of pure alcohol can then be used to estimate the number of drinkers drinking at 
hazardous and harmful levels. These estimates are derived from Ledermann's (1956) 
lognormal distribution of alcohol consumption model. This model was based on assumptions 
that alcohol consumption is lognormally distributed (i.e., a distribution which is positively 
skewed rather than symmetrical) and that the shape of the distribution remains fairly constant 
for drinking populations with significantly different average levels of alcohol consumption. 
Estimates of the number of problem drinkers within a population of consumers can therefore 
be derived from this lognormal distribution. For example, the higher the average 
consumption of a particular population the greater the number of individuals that will appear 
in the tail end of the distribution. These individuals are problem drinkers as defined by their 
excessive level of consumption. 
The purpose of the following two studies was to compare separate estimates of the 
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prevalence of the in-need population for alcohol treatment services (i.e,, problem drinkers as 
defined by heavy consumption) throughout Queensland and local regions. The first study 
used Queensland data from the 1989-90 National Health Survey (Castles, 1991). The second 
study applied the Ledermann lognormal distribution of consumption model to 1989-90 liquor 
sales in Queensland. 
Part 1 
Method 
Subjects. The total Queensland sample included 5,789 individuals aged 15 years and 
over (males = 2,865; females = 2,924) who had been interviewed in the 1989-90 National 
Health Survey. Fifty seven percent of the sample (n = 3,310) reported that they had drank 
alcohol in the previous seven days (males = 1,949; females = 1,361). Individuals were also 
classified into eight local regions which covered the whole of Queensland. These regions 
included four Queensland Health Department regions and four areas which combined two or 
three health regions. Health regions were combined in the ABS database to ensure adequate 
sample sizes. 
Procedure. Data from the 1989-90 National Health Survey (Castles, 1991) were 
obtained in electronic form from the Australian Bureau of Statistics by the Queensland 
Department of Health. The aim of this survey conducted by the ABS throughout the twelve 
month period of October 1989 to September 1990 was to obtain information about the health 
status of Australians, their use of health services and facilities and about health related 
aspects of their lifestyle such as smoking, alcohol consumption and exercise. 
Information was obtained from residents of about 21,000 private and special 
dwellings (eg. houses, flats, hotels, motels, boarding houses, caravan parks etc.,) throughout 
Australia. Households were selected at random using a stratified multi-stage area sample 
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which ensured that persons within each State and Territory had an equal chance of being 
selected in the survey. Certain groups of people were excluded from the survey such as 
individuals from overseas holidaying in Australia, inpatients of hospitals, persons in nursing 
homes and institutionalised people. Trained interviewers conducted personal interviews with 
residents of the selected dwellings. Each person, aged 18 years and over, was interviewed 
personally with the exception of persons too old or sick. Individuals aged 15 to 17 were 
interviewed with the consent of a parent or guardian: otherwise a parent or guardian was 
interviewed on their behalf Further details of the survey methodology can be found in the 
1989-90 National Health Survey: Users' Guide (Catalogue No 4363.0). 
The data obtained from the ABS were analysed to estimate the proportion of male and 
female drinkers in Queensland and local regions, drinking the equivalent of six or more 
standard drinks per day. This level of consumption can be considered 'heavy drinking' or 
'hazardous and/or harmful'. In Australia, a standard drink is defined as 10 grams or 12.5 
millilitres of pure alcohol. There are numerous definitions of'heavy drinkers' or 'alcoholics' 
which are based on the level of consumption of alcohol (Lelbach, 1974). The National 
Health and Medical Research Council (1992) has defined hazardous and harmfijl drinking as 
60gms and over per day for men and over 20gms for women. The estimates for this study are 
not based on definitions of hazardous and harmful drinkers which differentiate between the 
sexes. This is because the Ledermann estimates developed in part two of this study were 
based on consumption per adult head (i.e., not broken down by male and female) of pure 
alcohol. 
Questions on consumption of alcohol included the average daily consumption of 
alcohol on each of the seven days prior to the interview. The amount of pure alcohol in 
millilitres (mis) consumed over the seven days was based on consumption of all types of 
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alcohol including home made beverages (e.g., wine and beers). The calculation of number of 
standard drinks per day was made by dividing the total millilitres of pure alcohol consumed 
by seven. Population estimates of the number of male and female drinkers who were 
consuming the equivalent of six or more standard drinks a day were calculated from the 
estimated population of male and female drinkers in each region. Estimates of the proportion 
of abstainers in each region were obtained from the 1989-90 National Health Survey which 
identified those individuals aged 15 years and over who had either never drank alcohol or had 
not drunk alcohol in the 'previous 12 months or more'. These estimates were used to 
calculate the number of drinkers from the estimated populations in Queensland and each 
local region, aged 15 years and over at 30 June 1990 (see appendix I, for data used in 
calculations). The sample sizes were too small to estimate the number of female heavy 
drinkers in local regions. Therefore, the Queensland estimate of the proportion of female 
heavy drinkers (i.e., 1.25%o) was applied to the drinking populations in the local regions as an 
indicator of the estimated number of female heavy drinkers in these areas. This was done to 
enable a comparison of the regional population estimates from the National Health Survey 
with the estimates from the Ledermann model. The regional population estimates of the 
number of heavy female drinkers are therefore based on an average for Queensland and do 
not reflect any local variation in the proportion of female heavy drinkers. 
Results 
Table 1 contains the population estimates of the number of male and female heavy 
drinkers in Queensland and the eight local regions, derived from the 1989-90 National Health 
Survey. The results indicated that an estimated 83,880 male drinkers and 6,581 female 
drinkers (total = 90,461) aged fifteen years and over in Queensland were regulariy drinking 
the equivalent of six or more standard drinks per day. A greater proportion of males 
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Table 1 
Population estimates of the Number of Male and Female Heavy Drinkers (i.e.. consuming six 
or more standard drinks per day) in Oueensland and Local Regions Based on the 1989-90 
National Health Survey 
Male 
n 
Female 
n 
Female** 
n 
Brisbane North 
Brisbane South 
South Coast 
Sunshine Coast 
West MoretonAVide Bay 
South West/Darling Downs 
Central West/Mackay/Central 
Peninsula/Northern 
15,401 
14,256 
12,202 
8,290 
7,542 
4,244 
8,997 
12,342 
1,151 
1,373 
898 
678 
574 
394 
635 
863 
Queensland 
Total Qld: n=90,461 
83,880 6,581 
* Unreliable estimates due to small sample size (<11); 
** Estimates based on regional female drinking populations were calculated on 
the proportion of female drinkers in Queensland who were drinking 6 or more 
standard drinks a day (i.e., 1.25%)). 
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(10.98%) than females (1.25%) were heavy drinkers (Chi-square = 116.89, df=l, p<.00000). 
Discussion 
The results of this study provided population estimates of the number of heavy 
drinkers in Queensland and local regions based on self-report survey data. These estimates 
were based on those drinkers who reported consuming the equivalent of six or more standard 
drinks in the week prior to the 1989-90 National Health Survey. This method of estimating 
the number of problem drinkers as defined by level of regular consumption of alcohol will 
underestimate the actual number of those in need for treatment as it does not include those 
problem drinkers who are not regular drinkers (i.e., binge drinkers). The estimates of the in-
need population will also not include those problem drinkers who refused to be interviewed 
or who underestimated their own consumption. 
There are advantages and disadvantages to using population self-report surveys, such 
as the National Health Survey, to estimate the prevalence of the in-need population for 
alcohol treatment services. One advantage is that surveys provide direct estimates of the 
prevalence of problem drinkers. Detailed information can be obtained on patterns of alcohol 
consumption, the extent and nature of associated problems, and information can be collected 
on sub-populations (e.g., men, women. Aborigines, young people). However, for a variety of 
reasons this method often produces underestimates of alcohol consumption and the 
prevalence of alcohol related problems (Redman, Sanson-Fisher, Wilkinson, Fahey & 
Gibbard, 1987). Respondents to surveys will often provide an underestimate of how much 
they drink when faced with an interview situation (Pemanen, 1974; Midanek, 1982) because 
of the sensitivity of the questions relating to alcohol use and associated problems. There is 
also likely to be a higher than average non-response rate among the population of heavy 
drinkers due to the nature of the problem and the stigma associated with problem drinking or 
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alcoholism. 
People, especially heavy drinkers, may have difficulty recalling exactly how much 
alcohol they consume. It is also difficult to accurately assess how many standard drinks 
respondents consume, particularly as most alcohol is not consumed in standard drink size 
containers. The procedures that are used can also influence the responses. For example, a 
study comparing quantity/frequency measures of consumption with a procedure which 
anchored self-reported alcohol consumption to specific social contexts, showed that the latter 
method resulted in higher consumption estimates (Single & Wortley, 1994). General 
population surveys often do not reach sub-populations who are at high risk for problem 
drinking such as the homeless, mentally ill and inpatients of hospitals (Orford, Somers, 
Daniels, & Kirby, 1992). The National Health Survey, used in this study, did not include 
inpatients of hospitals, persons in nursing homes and institutionalised people. 
The collection of self-report survey data is also costly and time consuming and 
estimates at the local or regional level are often unreliable or unavailable due to small sample 
sizes. This was the case with the National Health Survey which could only provide reliable 
estimates for the health regions with large populations. The results from regions with smaller 
populations had to be pooled with other regions to provide sufficient numbers for reliable 
estimates. Estimates for females were also not available for any of the regions due to small 
sample sizes. 
Part 2 
Methods 
Figures for the total sales of beer, wine, and spirits for the 1989-1990 financial year 
for each postcode in Queensland were obtained from the Liquor Licensing Division, 
Queensland Department of Tourism, Sport and Youth. These data are received by the 
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Division from approximately 85-90%o of liquor wholesalers across Queensland and are 
considered representative of sales Queensland wide. Figures obtained for beer do not 
differentiate categories of beer by alcohol content. Therefore, an estimate of the 
consumption ratio of regular and low alcohol beer was made based on the results of the ABS 
survey of Apparent Consumption of Foodstuffs and Nutrients (ABS, 1995). For the financial 
year 1989-90 the ratio of regular to low alcohol beer sold in Australia was 5.3 (regular) to 1 
(low). Low alcohol beer was defined as having an alcohol content greater than or equal to 
1.15 per cent and less than 3.8 per cent by volume. Regular beer has an alcohol content 
greater than or equal to 3.8 per cent by volume (ABS, 1995). 
Total litreage of regular beer, low alcohol beer, wine and spirits was converted into 
approximate litreage of pure ethanol using conversion factors of 0.048 for regular beer, 0.024 
for low alcohol beer, 0.11 for wine, and 0.37 for spirits. The litres of pure alcohol figures for 
each postcode were then divided into Statistical Local Areas and aggregated into local 
regions and Queensland. Estimates of the prevalence of abstainers in each region were 
obtained from the results of the 1989-90 National Health Survey which identified those 
individuals aged 15 years and over who had either never drank alcohol or had not drunk 
alcohol in the 'previous 12 months or more'. These estimates were used to estimate the 
number of drinkers from the estimated populations in Queensland and local regions, aged 15 
years and over at 30 June 1990. Per-capita consumption figures for drinkers in local regions 
and Queensland were then calculated by dividing the litreage figures by the 1990 estimated 
drinking population aged 15 years and older within the corresponding geographic area. 
Consumption estimates were expressed per adult, an adult being defined as 15 years of age 
and over, as recommended by Brown, Dewar and Wallace (1982). 
Estimates of the number of problem drinkers, as defined by their excessive level of 
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consumption, in Queensland and local health regions were then derived from tables 
developed by Ledermann, using the parameters of the Ledermann lognormal distribution. 
The average daily consumption of pure ethanol (centilitres) for each geographic region was 
used to calculate the proportion of the drinking population who were drinking six or more 
standard drinks a day. 
Results 
Table 2 contains the average per capita consumption of pure alcohol of drinkers for 
each local region and Queensland, and the number and percentage of drinkers (aged 15 years 
and over) who were consuming the equivalent of six or more standard drinks per day, using 
Ledermann's lognormal distribution of consumption model. The estimates based on the 
Nafional Health Survey were also included for comparison. The application of the 
Ledermann model produced an estimate of 232,283 Queenslanders (12.18%) of drinkers; and 
10.31%) of the total population) aged 15 years and over who were consuming the equivalent 
of six or more standard drinks a day. This compared with the National Health Survey 
estimate of 90,461 Queenslanders (4.74%o of drinkers; and 4.01%) of the total population) 
aged 15 years and over. This results in a difference of 141,821 heavy drinkers (157 per cent 
difference) between the two methodologies. 
The Ledermann estimates were also larger than the survey estimates at the regional 
level (see figure 2), with considerable variation in the degree of difference between the 
regions (ranging from 55 per cent difference in Brisbane North to 353 per cent difference in 
Brisbane South). The largest discrepancies were in local regions with the highest average 
levels of consumption per drinker (i.e., Peninsula/Northern and Brisbane South). The 
smallest discrepancies were in areas with the lowest average levels of consumption per 
drinker (i.e., West MoretonAVide Bay and Brisbane North). The Ledermann estimates 
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directly reflected the large variation in average level of consumption of drinkers across local 
regions as expected since the estimates are derived from the per capita consumption figures. 
The National Health Survey population estimates, however, have a very restricted variation 
between local regions. That is, the percentage of heavy drinkers only varied from 3.32% in 
South West/Dariing Downs to 5.99%) in South Coast, compared with the Ledermann 
estimates which varied from 1.19% in West MoretonAVide Bay to 17.77%) in Peninsula/ 
Northern. There was no correlation between the National Health Survey estimates and 
average consumption of pure alcohol by drinkers (r = -0.04, p = 0.93). 
Discussion 
The results of this study provided population estimates of the number of heavy 
drinkers in Queensland and local regions based on the Ledermann lognormal distribution of 
consumption model. The validity of these results are subject to several sources of error. 
First, there are certain Umitations which apply to per capita consumption figures and second, 
the validity of the Ledermann model is questionable. 
Estimates of alcohol consumption figures derived from liquor sales will be subject to 
error for a number of reasons. Liquor sales figures are only received from approximately 85-
90%) of wholesalers and estimates of consumption are based on sales figures which do not 
include non-commercial production of alcoholic beverages (e.g., home brewed beer) as well 
as untaxed alcohol such as sold in duty free shops. Per capita consumption does not take into 
account the amount of alcohol consumed by visitors and the alcohol which is bought from 
Queensland and consumed outside the State. There is also an assumption that the alcohol 
bought during the financial year is consumed in that year. 
There are also questions as to the validity of the assumptions underlying the 
Ledermann lognormal distribution of consumption model. A number of researchers have 
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criticised the assumptions underlying the model (Miller & Agnew, 1974; Pittmann, 1980; 
Skog, 1982; and Duffy, 1980). There are strong regularities in distributions of consumption, 
however the mathematical properties hypothesised by Ledermann would appear to be less 
rigid than originally stated. After extensive investigation of numerous distributions of 
alcohol consumption from different populations around the worid, Skog (1985a) concluded 
that it was acceptable to use the Ledermann lognormal model if investigators were satisfied 
with a relatively rough estimate of the prevalence of heavy drinkers. This method has 
advantages over other methods of estimation because of the availability of sales figures at the 
local area level, the reliability over time in comparison to other indicators (Furst & Beckman, 
1981) and the low cost (both financial and time) associated with collection and analysis of 
sales figures. 
General Discussion 
These two studies indicated that there was a large discrepancy between estimates based on 
self-report survey data with estimates based on liquor sales and the Ledermann log-normal 
distribution of consumption model. The proportion of heavy drinkers in Queensland as 
esfimated using the Ledermann model (12.18%) of all drinkers) was considerably larger than 
that produced from the National Health Survey (4.14% of all drinkers). There was also a 
large variation in the degree of difference between the two estimates across the local regions. 
As discussed previously, there are sources of error associated with both estimation methods. 
Information from self-report surveys will significantly underestimate the number of 
heavy or problem drinkers, given in particular the nature of the questions and the difficulties 
in accessing the population. The results indicated that there is also likely to be even greater 
underestimation for regions with particularly high average levels of consumption per head of 
drinker. Numerous studies (Midanek, 1982) have been undertaken to assess the validity of 
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self-reports of alcohol consumption by a comparison of sales statistics with self-report 
surveys. These 'sales data coverage' studies compare the total volume of alcohol reported to 
have been consumed through survey data, with per-capita consumption of alcohol based on 
liquor sales. Two reviews of coverage studies in the alcohol field (Pemanen, 1974; Midanek, 
1982) found rates ranging from 40-60%o. This indicated that approximately half the amount 
of alcohol sold in a particular time period could not be accounted for by self-report 
consumption data. These rates varied by beverage type, methods used for collecting 
consumption data and by the type of sampling frame used. A recent study (Single & 
Wortley, 1994) which compared quantity/frequency measures of consumption with a specific 
setting approach (i.e., self-reported consumption is anchored to specific social contexts) 
revealed that the 'coverage rate' was much higher for the specific setting approach. The 
specific setting approach represented 48.8%) of sales, whereas the quantity/frequency 
approach represented only 42.3%) of sales. 
There is also error associated with using liquor sales and the Ledermann model. The 
Ledermann estimates are very high and they are probably overestimates of the population of 
heavy drinkers. The results of these studies indicated that the actual number of heavy 
drinkers falls somewhere between the two estimates. Estimates derived from the survey 
methodology are probably closer to the actual number of heavy drinkers than those derived 
from the Ledermann model. Even if the survey methodology underestimated the number of 
heavy drinkers by up to 60%), as suggested by studies of sales coverage rates, it would still be 
far less than the number estimated through the Ledermann methodology. However, the 
National Health Survey estimates did not reflect the variation across local regions in the 
average level of alcohol consumed by drinkers. This result was unexpected as the literature 
indicates that there is a high correlation between average consumption of alcohol and the 
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proportion of heavy drinkers or 'alcohoHcs' (Hetzel, 1978; Smart, 1977; & Skog, 1985b). 
Given the advantages to survey data outlined previously (e.g., data on sub populations 
and patterns of use) it would be preferable to use survey data wherever available and 
acknowledge that the estimate will underestimate the actual population of heavy drinkers, 
especially in areas with very high per capita consumption of alcohol by drinkers. However, 
if survey data are not available and the costs involved in developing a new survey are 
prohibitive than the Ledermann methodology based on liquor sales may be usefijl as a rough 
indicator of the in-need population. The easy availability of liquor sales statistics is an 
important factor to be considered for those with limited resources. Further investigation of 
the assumptions of the Ledermann model have been undertaken in the following chapters. In 
particular an assessment of the fit of empirical data with the hypothesised Lognormal 
distribution was made. 
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CHAPTER 3 
Variations in levels of self reported alcohol consumption by age, sex and local region. 
Abstract 
The objective of this study was to identify homogeneous groups of drinkers in terms of their 
alcohol distributions and levels of consumption. These groups formed the basis of further 
analyses to assess the validity of the Ledermann lognormal distribution of consumption 
model. Data from the 1989-90 National Health Survey were analysed to assess if there were 
significant variations in the level of alcohol consumption in the week prior to the survey, by 
males and females of different age categories and from different geographic locations. 
Results indicated that males drank significantly more alcohol than females. The level of 
alcohol consumed also significantly decreased as age increased. There were no significant 
variations in alcohol consumption across local regions. Six groups differed significantly in 
the amount of alcohol consumed: males aged 15-34, 34-54, 55+; and females aged 15-34, 
34-54, and 55+. 
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Previous research has shown that the levels and patterns of alcohol consumption vary 
greatly depending on a number of socio-demographic factors such as sex, age, nationality, 
and ethnicity. It has been consistently shown that males are heavier drinkers than females 
and that the overall amount of alcohol consumed tends to decline with age. The National 
Drug Household Survey (Commonwealth Department of Health, Housing, Local Government 
and Community Services, 1993) conducted across Australia revealed that, of individuals who 
had tried alcohol in the previous year, 24 per cent of males usually consumed more than four 
drinks per drinking session while only 11 per cent of females had consumed this amount. A 
telephone survey of thirteen health regions conducted by the Department of Health 
(Epidemiology and Health Information Branch, 1993) indicated that over 25 per cent of 
males and up to 12 per cent of females drank at least five drinks in a usual session. 
The 1988 National Campaign Against Drug Abuse (NCADA) Household Survey 
(McAllister, Moore, & Makkai, 1991) revealed that the number of standard drinks consumed 
by males was significantly greater than females for six age groups (14 years and over). For 
males the highest level of alcohol consumption was in the years 14 to 24 with a gradual 
decline in the thirties. There was an increase again in the forties which remained stable up to 
the mid sixties. Females had the highest levels of consumption in the 14-19 year age group 
with a significant drop in the mid twenties, followed by a gradual increase over the life cycle 
peaking around age fifty five. The 1993 National Drug Household Survey also showed that 
younger adults (aged 20 to 24) tended to drink more heavily on any one drinking occasion 
than older groups. Nineteen percent of male drinkers aged 20 to 24 said they drank nine 
drinks or more on a drinking day compared with three per cent of men older than 35 years. 
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International comparisons of per capita consumption of pure alcohol (Commonwealth 
Department of Human Services and Health, 1994) revealed that there was a wide variation in 
the levels of alcohol consumed across the world. In 1991, Luxembourg was the highest 
ranking country with a per capita consumption of 12 litres of pure alcohol. This compared 
with the per capita consumption of 0.1 litre in Malaysia. A study of per capita consumption 
of alcohol across Queensland's thirteen health regions (Crook & Kowalski, 1992) revealed 
that the rural and remote regions of Central West, South West and Peninsula and Torres 
Strait, had levels of alcohol consumption considerably higher than the State average. 
Regions had per capita consumption levels ranging from 7 litres per head (15 years and over) 
to 16 litres. 
Aboriginal and Tortes Strait Islander communities have patterns and levels of alcohol 
consumption which differ from those of the general Australian community. A number of 
surveys have indicated that the proportion of Aboriginal and Torres Strait Islander people 
who abstain from alcohol is significantly larger than found in the general population (Kahn, 
Hunter, Heather & Tebbutt, 1990). However, among those who do drink, the rates of 
problem drinking are substantially higher than for the general population. This was apparent 
from the results of a survey of 18 non-urban Aboriginal and Torres Strait Islander 
communities (15 years and over) throughout Queensland, which revealed a high proportion 
of drinkers (68%) of males; 20%) of females) consuming alcohol at levels considered 
hazardous and harmfijl by the National Health & Medical Research Council Guidelines 
(Gascoyne, 1989). This compared with prevalence rates of hazardous and harmfijl drinking 
levels in the general adult population (18 years and over) of drinkers in Queensland of 23%o 
and 14%) respectively. 
This study examined a survey of self reported alcohol consumption to see if there 
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were significant variations in the level of consumption by gender, age and local region. The 
relationship between alcohol consumption and other variables such as ethnicity was not 
analysed because of the small sample sizes in various groups (e.g.. Aboriginal and Torres 
Strait Islander people). The overall objective of this study was to identify fairly 
homogeneous groups of drinkers in terms of their alcohol distributions and levels of 
consumption. These sub-groups formed the basis of further analyses to investigate the 
implications of variability in distributions of consumption for estimating the prevalence of 
heavy drinkers in a defined population. 
Method 
Subjects 
The total Queensland sample included 5,789 individuals aged 15 years and over 
(males = 2,865; females = 2,924) who were interviewed in the 1989-90 National Health 
Survey . Fifty seven percent of the sample (n = 3,310) reported that they had drunk alcohol 
in the previous seven days (males = 1,949; females = 1,361). Individuals were also classified 
into age groups, and local regions which covered the whole of Queensland. 
Procedure 
The data from the ABS National Health Survey (Castles, 1991) as described in 
chapter two, were analysed to assess the level of alcohol consumption by males and females 
of different age categories and from different geographic locations. Questions on 
consumption of alcohol included the average daily consumption of alcohol over the seven 
days prior to the interview. A calculation of the total amount of pure alcohol in millilitres 
(mis) consumed over the seven days was based on consumption of all types of alcohol 
including home made beverages (e.g., wine and beers). 
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Results 
Table 3 shows the results of a three-way analysis of variance (ANOVA) conducted 
with alcohol consumption as the dependent variable and sex (male and female), age (15-24, 
25-34, 35-44, 45-54, and 55+), and local region (eight regions) as the independent variables. 
All analyses were repeated using a logarithmic transformation on the alcohol consumption 
variable because of a significant violation of the normality assumption. The results using the 
untransformed variable were reported as both analyses revealed similar results. 
Table 3 
Effect of sex, age and local region on level of alcohol consumption in the week prior to the 
1989-90 National Health Survev 
Factor F p-level 
Region 1.8 0.08 
Sex 367.4 0.0001* 
Age 9.0 0.0001* 
Region X Sex 0.6 0.75 
Region X Age 0.9 0.60 
Sex X Age 1.3 0.25 
Region X Sex X Age 1.3 0.16 
* Significant 
There were no significant interactions between age, sex and region. There was a 
significant age effect (p<.01). Post hoc testing using the Scheffe test, revealed that there 
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were significant differences (p<.0001) between three age groups (15-34, 35-54, and 55+). 
There was also significant variation in consumption between males and females (p<.0001). 
However, the level of consumption did not differ significantly across local regions. 
Table 4 shows the median level of alcohol consumption by age and sex. The three 
age categories are derived from those categories which were shown to be significantly 
different in the ANOVA. The median number of standard drinks has also been included to 
give the data greater meaning. One standard drink is equivalent to 12.5 mis of pure alcohol. 
Table 4 
Median level of pure alcohol (mis) and median number of standard drinks consumed in the 
seven days prior to the National Health Survey (1989-90) by age and sex 
Age * Sex 
15-34 35-54 55+ 
M F M F M F 
Sample size 750 557 779 527 420 277 
Mls(meciian) 180 58 144 55 118 42 
Standard Drinks (median) 14 5 12 4 9 3 
Figure 3 shows the median consumption of pure alcohol by age and sex categories. 
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Discussion 
The results of this study are consistent with the literature that shows significant 
gender and age group differences in the amount of alcohol that is consumed. Males drank 
significantly more than females and the amount of alcohol consumed decreased as age 
increased. However, contrary to previous research, significant differences across local 
regions was not found. Analysis of data from thirteen regions in Queensland by the 
Department of Health (Epidemiology & Health Information Branch, 1993) did reveal 
significant differences across regions. 
The study has revealed six sub-groups, who differ significantly in the amount of 
alcohol consumed in the week prior to the National Health Survey conducted in 1989-90. 
These groups are males 15-34; males 35-54; males 55+; females 15-34; females 35-54; and 
females 55+. These groups formed the basis of the next study which investigated the validity 
of the assumptions underiying the Ledermann lognormal model of alcohol consumption. In 
particular the fit of the alcohol consumption distributions of the six sub-groups to the 
theoretical lognormal distribution was assessed. 
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CHAPTER 4 
Validity of estimates of the prevalence of heavy drinkers derived from Ledermann's 
lognormal distribution of consumption model 
Abstract 
The purpose of this study was to assess the validity of estimates of the prevalence of heavy 
drinkers in Queensland and local regions derived from the Ledermann lognormal distribution 
of consumption model. The parameters of the consumption distributions of six samples of 
drinkers (males aged 15-34, 35-54, 55+; and females aged 15-34, 35-54, 55+) with 
significantly different levels of alcohol consumption, were investigated to assess the fit of the 
empirical distributions with the hypothesised lognormal distribution. The results indicated 
that the goodness-of-fit of the actual distributions to the lognormal distribution was adequate 
for four of the six sub-groups. These included females of each age category and males in the 
55 and over category. The distributions of males in the two younger age categories, which 
had the highest median levels of consumption and the largest dispersions, were not 
adequately described by the hypothesised lognormal distribution. The fit was also rejected 
for the total sample. The consumption containment rate, as originally suggested by Taylor, 
was also used to re-cast the distributions of consumption, so that a closer examination of the 
tail of the distribution was possible, free from the effects of low consumption behaviours. 
The results of this study indicated that the CCR schedules for the six samples of drinkers (and 
the pooled sample), which had significantly different levels of consumption, were very 
similar at high levels of consumption and very different at low levels of consumption. 
55 
Sully Ledermann's (1956) lognormal distribution of alcohol consumption model is an 
estimation method that assumes that the dispersion of consumption distributions is constant 
across different drinking populations. He hypothesised that distributions differed only in the 
average level of consumption and that there was a fixed relationship between the average 
consumption of alcohol in a population and the number of people drinking over various 
levels of consumption. Therefore the prevalence of heavy drinkers could be estimated if the 
average level of consumption was known. 
There is little doubt that there are strong regularities in distributions of alcohol 
consumption. These distributions have large positive skews and usually follow lognormal 
distribution laws. However, it is generally acknowledged that the mathematical properties of 
the distributions are not as rigid as originally hypothesised by Ledermann (Skog, 1985b). 
Investigations into actual consumption distributions from survey data have indicated that the 
underlying assumptions were in some cases violated. There has been mixed evidence on the 
assumption of a fixed relationship between the mean and the variance of the distributions 
(Skog, 1985a) and there was also limited support for the assumption that consumption of 
alcohol above 365 litres per year is very small and independent of the mean consumption of 
the population (Skog, 1973). 
The Ledermann model was also based on the assumption that the population of 
drinkers under investigation is fairly homogeneous in regard to drinking habits. This 
assumption is often violated, as estimates based on average consumption often do not take 
into account differences in patterns of consumption among various sub-groups such as young 
people, indigenous groups, and males and females. This is demonstrated in chapter three 
where it was shown that young people had significantly higher levels of consumption than 
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older age groups and males consumed significantly more than females. Studies by Skog 
(1985b) have indicated that there was an adequate fit between alcohol consumption 
distributions of female samples and the hypothesised lognormal distribution. However, there 
were significant deviations from the lognormal for the male samples and pooled data. The 
consumption distributions of female samples appear to have smaller dispersions than male 
distributions even when the mean consumption level is the same in both sub-populations. 
Studies of the lognormal distribution have generally not focused on different age groups. 
Two studies of the consumption distributions of young people (Gregson & Stacey, 1980; 
Stacey & Alvey, 1981) revealed a deviation from the lognormal distribution. However, both 
these studies were problematic as abstainers were incorrectly included in the distributions, 
and no statistical tests were used. 
The consumption containment rate (CCR) is a conceptual tool which has also been 
used to examine the tail of the alcohol consumption distribution. This method is simply a re-
casting of the alcohol consumption distribution into a schedule of conditional probabilities 
(Taylor, 1979), which is the probability that a drinker will stop at a certain amount, given that 
he or she has already reached that level. In an analysis of consumption of alcohol from 
twenty-four population surveys, Skog (1993) used the CCR method to compare samples with 
large variations in levels of consumption. The study showed that CCR schedules were 
typically decreasing in those samples with low to moderate mean consumption levels (<10 
litres per drinker per year) and samples with medium to high levels of consumption (10-20 
litres) had CCR schedules that were fairiy stable across consumption levels. Samples with 
mean consumption levels over 20 litres had CCR schedules which increased at high 
consumption levels. The results also indicated that samples with large differences in average 
levels of alcohol had remarkably similar CCR schedules at high consumption levels. 
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The purpose of the following two studies was to investigate the parameters of the 
alcohol consumption distributions of six groups of drinkers (and the total sample) which had 
significantly different levels of alcohol consumption. In the first study an assessment was 
made of the fit of the empirical distributions with the hypothesised lognormal distribution. In 
the second study the CCR schedules of the empirical consumption distributions were 
calculated to focus on the tail of the distributions free from the effects of low-consumption 
behaviour. 
Part 1 
Method 
Subjects. The sample includes 3,310 individuals aged 15 years and over (males = 
1,949; females =1,361) in Queensland who had reported that they had drunk alcohol in the 
week prior to the 1989-90 National Health Survey. Individuals were grouped into six sub-
groups based on the results of the previous study (chapter 3) which showed significant 
differences in the level of alcohol consumed by males and females in three age groups (15-
34; 34-54; and 55 and over). 
Procedure. Analyses were conducted using the distribution fitting option in 
STATISTICA for Windows. The program tabulates observed data and computes the 
respective expected values for various continuous distributions. The Kolmogorov-Smirnov 
single-sample test was computed to evaluate the fit of the observed data to the hypothesised 
distributions. The lognormal distribution is defined as: 
£(x) - { l / [x*a*(2*; t )* ' ] } * 
g - { l / [ 2 * ( o ^ ] } * [ l n ( x ) - n ] ^ 
where 
71 is the constant P/(3.14...) 
o is the estimated population standard deviation 
e is Euler's constant (2.71...) 
|n is the estimated population mean 
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The program computes the cumulative expected frequency at each point in the sorted 
observed data. The Kolmogorov Smimov d-max statistic is the largest absolute difference 
between the cumulative observed and expected distribution. 
Results 
Table 5 presents the results of the distribution fitting for the six sub-groups and the total 
sample of drinkers. The groups are ordered in the table by increasing levels of consumption. 
The distributions were extremely skewed for all samples of drinkers, including the total 
sample and the six sub-groups which were homogeneous with respect to alcohol consumption 
for different age and sex categories. The goodness-of-fit of the actual distributions to the 
lognormal distributions was adequate for four of the six sub-groups. These included females 
of each age category and males in the 55 and over category. The fit was rejected for the 
pooled sample and males in the two younger age categories. The goodness-of-fit appears to 
decrease as median level of consumption and the variance or dispersion of the distribution 
increases in the sub-groups. The exception was the pooled sample which had a level of 
consumption and variance that was slightly lower than the males 55 and over age group. The 
distributions of the two younger age categories for males, who had the highest median levels 
of consumption and the largest dispersions, were not adequately described by the 
hypothesised lognormal distribution. 
Discussion 
The results of this study indicated that there was a good fit between observed data and 
the lognormal distribution for four of the six sub-groups. The fit was rejected for males aged 
15-34 and 35-54 as well as the heterogeneous pooled sample of all drinkers who had 
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consumed alcohol in the week prior to the 1989-90 National Health Survey. 
These results are similar to those in studies undertaken by Skog (1985b) which 
showed a poor fit for the distributions of males and the pooled data, but a good fit for the 
female distributions. The exception in this study was the good fit for males aged fifty-five 
and over. The fit appears to be rejected for the samples with very large dispersions and the 
heterogeneous pooled sample. It is apparent that these empirical distributions do not always 
have the rigid mathematical properties as hypothesised by Ledermarm. 
Skog (1985b) believes that consumption distributions will not always have well 
defined mathematical properties because most populations will consist of a large series of 
sub-populations with quite different levels of consumption. The distribution for the entire 
population will depend on the distributions within and between sub-populations. It is also 
unlikely that sub-populations will always be constant and regular. For example, the drinking 
habits of men and women, urban and rural populations, the young and old, and different 
social classes will vary in time and across cultures. This study only looked at the sub-groups 
defined by the level of consumption in a number of age and sex categories. It is likely that 
there would be other sub-populations of significance, in particular indigenous people and 
other ethnic groups. 
The poor fit in two of the sub-groups and the pooled sample does not mean that we 
need to reject the hypothesised connection between the average consumption of a population 
and the proportion of heavy drinkers. Skog (1985b) examined 25 sets of data from eleven 
countries to assess the relationship between average consumption and the proportion of 
drinkers consuming daily over 5 centilitres (i.e., 4 standard drinks) and 10 centilitres (i.e., 8 
standard drinks) of pure alcohol respectively. The results show that the relationship is 
generally convex, unless the limit defining heavy drinking is set too low. When 5 centilitres 
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was the limit the relationship was approximately linear between 10 and 25-30 litres annually. 
A least squares regression model was fitted to the data to estimate the proportion of heavy 
drinkers. Using one percent confidence intervals, cases (i.e., heavy drinkers) fell in the 
correct interval in two of three cases. 
In summary, the data from this study showed that the Ledermann lognormal 
distribution of consumption model is not as rigid or well defined as originally hypothesised. 
The model appears to fit for samples with comparatively small dispersions, but is not 
adequate for samples with large dispersions or pooled samples that are heterogeneous 
particularly in terms of gender and age. Researchers must be prepared to accept a fairly 
large degree of error if they want to estimate the proportion of heavy drinkers on the basis of 
average consumption, especially for samples with very large dispersions and those which 
pool males and females. The Ledermann estimates calculated in chapter 2, were based on 
heterogeneous samples, that is, they were based on per capita consumption of drinkers, rather 
than separate populations of male and female drinkers. 
Part 2 
Method 
Subjects. The sample includes 3,310 individuals aged 15 years and over (males = 
1,949; females =1,361) in Queensland who had reported that they had drunk alcohol in the 
week prior to the 1989-90 National Health Survey. Individuals were grouped into six sub-
groups based on the results of the previous study (chapter 3) which showed significant 
differences in the level of alcohol consumed by males and females in three age groups (15-
34; 34-54; and 55 and over). 
Procedure. Analyses were conducted using the survival analysis option in 
STATISTICA for Windows. The program was used to calculate "Life Tables" from the 
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alcohol consumption frequency distributions of the seven samples. The frequency 
distributions were each divided into thirty intervals. For each interval calculations were 
made of the number and proportion of individuals that entered the respective interval "alive" 
and the number and proportion that failed (i.e., consumers who do not move on to the next 
level of alcohol consumption). The program calculates the probability density schedules or 
the CCR schedules based on the alcohol consumption distributions of the six sub-populations 
and the total sample. 
The probability density is the estimated probability of failure in the respective interval 
computed per unit of consumption, that is: 
Fi = (Si - Qi)/Hi 
where 
Fi = the consumption containment rate in the ith interval (i.e., the respective 
probability density in the ith interval); 
Si = estimated cumulative proportion surviving at the end of the ith 
interval; 
Hi = width of the respective interval. 
Results 
Figure 4 shows the empirical CCR schedules for the seven samples of drinkers from 
the National Health Survey. The graphs are ordered from lowest to highest level of 
consumption (e.g., females aged 55+ have the lowest level of consumption and males aged 
15-34 have the highest level of consumption). The median consumption levels of the 
samples ranged from 42 mis per week to 180 mis per week. Appendix 2 contains the "Life 
Tables" including the CCR schedules for each of the seven samples. 
The graphs show that CCR's at lower consumption levels decrease as the average 
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level of consumption increases. This indicates that there is a stronger tendency for 
individuals in lower consuming groups (especially older women) to stop their progression at 
quite low levels of consumption. Those samples with higher average levels of consumption 
have a greater probability of continuing on to higher levels of consumption. The samples 
with the lowest average levels of consumption (i.e., the female samples) had a steep decrease 
in CCR's at lower levels of consumption, and then the schedules levelled out to below 0.001. 
The CCR schedules flattened out and increased in length as the average level of consumption 
increased. All samples had similar CCR schedules at high levels of consumption (i.e., below 
0.001). Therefore, the re-casting of the frequency distribution of alcohol consumption for 
these seven groups of varying levels of consumption into CCR schedules has revealed that 
the main differences are at the low to moderate levels of consumption. 
Discussion 
The results of this study indicated that the CCR schedules for sub-groups of drinkers 
with significantly different levels of consumption were very similar at higher levels of 
consumption and very different at lower levels of consumption. All seven samples of 
drinkers had decreasing CCR schedules, however the samples with lower average levels of 
consumption had a steeper decline and those with higher average consumption levels had 
flatter schedules. The observed convergence of CCR schedules at higher consumption levels 
is a relative one and does not indicate that the prevalence of heavy drinkers is similar in 
samples with large differences in average levels of consumption. 
These results were similar to those found by Skog (1993) in a study of 24 populations 
with a great variation in average level of annual consumption of pure alcohol. He describes 
the distribution of consumption as exhibiting a fair degree of stability from year to year 
despite variations in individual drinking patterns - "that is, a kind of steady state is observed. 
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despite variations in individual drinking patterns - "that is, a kind of steady state is observed, 
where individual fluctuations do not seriously affect the aggregate distributions". He argues 
that the discrepancies which are often found between the Ledermarm model and actual 
distributions are typical of efforts to apply models such as the theory of stochastic processes 
(i.e., where the steady state is derived from factors influencing the process of change) to 
humans where there is great complexity and heterogeneity of populations. However, the 
heterogeneity may be reduced if a restricted consumption band (i.e., high levels of 
consumption) is selected for analysis. Skog (1993) hypothesised that the convergence of 
CCR schedules at high consumption rates may be explained by similarities across cultures in 
the development of heavy drinking lifestyles. 
General Discussion 
Samples of drinkers with significantly different levels of consumption of pure alcohol 
in the week prior to the 1989-90 National Health Survey had distributions of consumption 
which varied in the degree of fit to the lognormal distribution. There was a good fit between 
observed data and the lognormal distribution for four of the six homogeneous groups. The fit 
was rejected for males aged 15-34 and 35-54 as well as the heterogeneous pooled sample of 
all drinkers who had consumed alcohol in the week prior the 1989-90 National Health 
Survey. The fit was rejected for samples with very large dispersions and the heterogeneous 
pooled sample. 
It is apparent that these empirical distributions do not always have the rigid 
mathematical properties as hypothesised by Ledermann. The main difficulty inherent in the 
application of the Ledermann lognormal distribution of consumption model is that the model 
is based on the assumption of homogeneous populations, and most populations will in fact 
consist of a large series of sub-populations with quite different levels of consumption. 
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estimate the proportion of heavy drinkers on the basis of average consumption. 
The re-casting of the traditional frequency distribution of consumption into the 
consumption containment rate uncovered differences between the samples that were not 
obvious when using the traditional methodology. The results of this study indicated that the 
CCR schedules for sub-groups of drinkers with significantly different levels of consumption 
were very similar at higher levels of consumption and very different at lower levels of 
consumption. It is possible that consumers at higher levels of consumption are a sub-group 
of drinkers that are particulariy homogeneous with regard to the developmental processes 
(i.e., biological, social and psychological) which effect their drinking behaviour. Similarities 
across heavy drinking groups in the development of their drinking careers may explain the 
convergence of CCR's at higher consumption levels. 
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CHAPTER 5 
General Discussion 
In the 1990's there is an increasing pressure on Government fijnding programs, 
overseas and in Australia, to justify spending in the face of increasing competition for limited 
resources. This is particulariy the case for the health care system which appears to have ever 
expanding demands placed upon it from the pubhc. It is within this context that the 
importance of careful planning for alcohol and other drug services becomes apparent. 
Historically, services for people with alcohol problems, have developed in an ad-hoc fashion 
rather than within a systematic framework. Recently, there has been a greater emphasis 
placed on the development of systematic and quantifiable methods of estimating the needs 
and demands of communities for alcohol treatment and prevention services. In Queensland, 
where the health system has been decentralised, there is also a focus on planning for services 
at the local or regional level (Queensland Ministerial Taskforce on Drug Strategy, 1995), 
A number of systematic models for planning alcohol treatment services have been 
developed in the last twenty years. These models have included: the assessment of relative 
need using indicators of alcohol related harm (e.g., death and illness), demand oriented 
techniques which predict future demand based on analysis of past demand, comprehensive 
systems approaches for planning alcohol treatment services based on an assessment of the 
size of the in-need and demand population for services and the numbers of individuals from 
the demand population that would require service from each part of the treatment system 
(e.g., detoxification). 
Estimating the size of the in-need population for treatment of alcohol problems is an 
important component of many of the planning models that have been reviewed in the 
introduction (chapter 1). A number of techniques to estimate the in-need population were 
68 
also summarised. These included estimates based on alcohol related deaths, population 
surveys of self-reported alcohol consumption, and the Ledermann lognormal distribution of 
alcohol consumption model. The purpose of this thesis was to compare the results of the 
latter two methods when applied to data from Queensland and local regions. The two 
methods selected were based on: self-reported responses from the 1989-90 National Health 
Survey which included questions on alcohol consumption in the week prior to the survey; and 
the Ledermann model which used sales of alcoholic beverages across Queensland in 1989-90. 
A comparison of the two separate population estimates of the in-need population (i.e., 
the number of heavy drinkers) revealed large discrepancies between the different 
methodologies at the State and local regional levels (chapter 2). Population estimates derived 
from the 1989-90 National Health Survey indicated that 4.74% of all drinkers aged 15 years 
and over, in Queensland (n=90,461) were drinking the equivalent of six or more drinks a day. 
This compared with 12.18% of all drinkers aged 15 years and over, in Queensland 
(n=232,283) derived from the Ledermann lognormal distribution of consumption model. The 
Ledermann estimate was 157%) greater than the National Health Survey estimate (i.e., a 
difference of 141,821 heavy drinkers). 
The Ledermann estimates were also greater than the National Health Survey estimates 
in all local regions. However, there was great variation in the degree of difference between 
the two estimates across local regions. For example, the Ledermann estimate for Brisbane 
North was 55%) higher than the National Health Survey estimate; whereas the Ledermann 
estimate for Brisbane South was 353%) higher than the National Health Survey estimate. The 
largest discrepancies were in those local regions with the highest level of pure alcohol 
consumption per adult drinker (i.e., Peninsula/Northern and Brisbane South) and the smallest 
discrepancies were in those local regions with the lowest consumption of alcohol (i.e.. West 
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MoretonAVide Bay and Brisbane North). 
There was a wide variation in the level of per capita consumption of alcohol by 
drinkers across the regions, with West MoretonAVide Bay drinkers consuming an average of 
10.8 litres per head of drinkers and Peninsula/Northern drinkers consuming 19.1 litres per 
head of drinkers in 1989-90. The Ledermann estimates directly reflected this variation in per 
capita consumption by region (i.e., the percentage of heavy drinkers in West MoretonAVide 
Bay is 7.79% compared with 17.77%) in Peninsula/Northern). This is expected as the 
estimates are derived from the average per capita consumption of drinkers. However, the 
National Health Survey estimates only had a small variation between local regions (i.e., the 
percentage of heavy drinkers had a limited range from 3.32% in South West/Darhng Downs 
to 5.99%o in South Coast). The percentage of heavy drinkers across local regions, as 
estimated from the National Health Survey, did not correlate with the per capita consumption 
of drinkers. This was unexpected as the literature indicates that there is high correlation 
between average consumption and the proportion of heavy drinkers or "alcoholics" (Hetzel, 
1978; Smart, 1977; Skog, 1985b). 
The difficulty inherent in comparing the self-report population survey methodology 
with the Ledermann model, is that there is no 'gold standard' for measuring the prevalence of 
heavy drinkers. The two methodologies selected in this study are both subject to error. Self-
report survey data produce underestimates of alcohol consumption for a variety of reasons 
including perceived sensitivity of the questions and the stigma associated with heavy 
drinking or problem drinking. There is likely to be a higher than average non-response rate 
among problem drinkers due to the very nature of the problem. For example, they may be 
too intoxicated to be bothered answering questions or they may be out drinking when the 
interviewer calls. There are also problems associated with memory, particulariy for very 
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heavy drinkers who may have cognitive deficits and/or experience blackouts. 
Population surveys often do not reach sub-populations who are at high risk for 
problem drinking such as the homeless, mentally ill and inpatients of hospitals. This was the 
case for the National Health Survey which excluded inpatients of hospitals and 
institutionahsed people. The population estimates of the in-need population for alcohol 
treatment services, based on the National Health Survey, were derived from those 
respondents who had consumed alcohol in the week prior to the survey. This means that 
some problem drinkers who were not regular drinkers (e.g., binge drinkers) were not included 
in the estimates. A number of studies which compared sales statistics with survey reports 
(i.e., sales data coverage) indicated that rates ranged from 40-60%o. This means that the 
amount reported to have been consumed in surveys only accounted for approximately half of 
all alcohol sold. 
The Ledermann lognormal distribution of consumption model also has problems 
associated with it. Ledermann (1956) hypothesised that the dispersion of consumption 
distributions was constant across populations with different average levels of consumption. 
In particular he hypothesised that there was a fixed relationship between the average level of 
consumption in a population and the number of people drinking over various levels of 
consumption. Numerous researchers have assessed the assumptions underiying the 
Ledermann model through investigation of the parameters of empirical consumption 
distributions. Generally, the results indicate that there are strong regularities in distributions 
of consumption, however the mathematical properties are not as rigid as originally 
hypothesised by Ledermann (Skog, 1985b). 
Studies (chapter's 4 and 5) were undertaken to assess the validity of the Ledermann 
model, in particular to assess the implications for deriving estimates of the prevalence of 
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heavy drinkers in Queensland and local regions. In chapter 3, an analysis of the 1989-90 
National Health Survey was conducted to identify if there were significant variations in the 
level of alcohol consumption in the week prior to the survey, by age, sex and local region. 
These analyses were conducted because the Ledermann model is based on the assumption 
that the population of drinkers under investigation is fairly homogeneous in regard to 
drinking habits. Six groups which differed significantly in the amount of alcohol consumed 
(males aged 15-34, 34-54, 55+, and females aged 15-34, 34-54, 55+) formed the basis of 
flirther analyses to assess the validity of the Ledermann model. 
In chapter 4, the empirical distributions of these six sub-groups and the total sample, 
were compared with the theoretical lognormal distribution. All seven consumption 
distributions for drinkers were extremely skewed. The results indicated that the goodness-of-
fit between observed data and the lognormal distribution was adequate for females of each 
age category and males in the 55 and over category. The distributions of males in the two 
younger age categories, which had the highest median levels of consumption and the largest 
dispersions, were not adequately described by the lognormal distribution. The fit was also 
rejected for the heterogeneous pooled sample. It appears that the Ledermann model is not 
adequate for samples with very large dispersions or samples that are heterogenous with 
respect to sex. These empirical distributions, based on Queensland data, obviously do not 
always have the rigid mathematical properties as hypothesised by Ledermann. 
Skog (1985b) hypothesised that systematic differences in the consumption 
distributions of male and female samples can be explained by biological and social factors. 
He argued that the smaller dispersion in female distributions compared with male 
distributions, related to the greater degree of conformity among female drinkers as a result of 
stronger negative sanction against deviations from the acceptable level of consumption for 
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females in a particular culture. There is also the physiological differences between males and 
females in the ability to metabolise alcohol. In general males can tolerate a far greater 
amount of alcohol than females as females will have higher blood alcohol concentrations than 
males if an equivalent amount of alcohol is consumed. The proportion of females who 
abstain in female populations was also put forward as another possible explanation. 
The consumption containment rate (Taylor, 1979) was also used to fijrther investigate 
the empirical distributions for the six sub-groups and the pooled sample. This method re-
casts the alcohol consumption frequency distributions into a schedule of conditional 
probabilities. The CCR schedules of all seven groups were calculated to focus on the tail of 
the distribution (i.e., where the heavy drinkers are found) free from the effects of low-
consumption behaviour. The results of this study showed that despite large variations in 
average levels of consumption across the seven groups, the CCR schedules were very similar 
at high levels of consumption and very different at low levels of consumption. 
Skog (1985b) believes that distributions of alcohol consumption will often deviate 
from the rigid mathematical model hypothesised by Ledermann, because most populations 
will consist of a large series of sub-populations with varying levels of consumption. For 
example, the analysis of the National Health Survey data only considered three variables 
which may effect the level of consumption (i.e., age, sex, local region), and other variables 
(e.g., ethnicity, socio-economic status) were not taken into account. The results of the study 
of the CCR schedules of the six sub-groups indicated that if a restricted consumption band 
(i.e., high levels of consumption) is selected for analysis, the heterogeneity of populations 
may be reduced. Skog (1993) investigated the CCR schedules across 25 sets of data from 
eleven countries, and discovered a similar convergence of CCR schedules at high 
consumption rates. He hypothesised that this may be explained by similarities across cultures 
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in the development of heavy drinking lifestyles. 
The results of this series of studies indicated that there were significant problems 
associated with both methods of estimating the number of heavy drinkers in Queensland and 
local regions. The self-report survey methodology produced underestimates of the actual 
number of heavy drinkers, and did not reflect the large variation across regions in per capita 
consumption by drinkers. Sales data coverage studies have indicated that surveys only 
account for 40-60% of liquor sales (Pernanen, 1974; Midanek, 1982). Further studies are 
needed to estimate how much surveys underestimate the consumption of the heavy drinker 
population. 
The collection of self-report survey data is also expensive and time consuming, and 
estimates at the local or regional level are often unreliable or unavailable due to small sample 
sizes. For example, the National Health Survey data from health regions with small 
populations had to be pooled with other regions to provide reliable estimates, and estimates 
for females were not available at all for any of the local regions because of the small sample 
sizes. Self-report surveys do have the advantage, however, of being able to provide in-depth 
information on patterns of consumption, the extent and nature of associated problems, 
correlates of problem drinking, and information on sub-populations of interest such as young 
people. Surveys can also include questions that directly screen for problem drinking, rather 
than relying on the level of consumption. 
The estimates of the prevalence of heavy drinkers derived from hquor sales and the 
application of the Ledermann lognormal distribution of consumption model appeared to have 
a large degree of error, and were very large compared with the survey estimates. They did, 
however, reflect the large variation across local regions in per capita consumption by 
drinkers of pure alcohol. The estimates based on the Ledermann model in chapter 2 were 
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derived from liquor sales per head of drinker, not broken down by gender. These estimates 
were therefore based on heterogenous populations in Queensland and local regions, and were 
violating the assumption of homogeneity of drinking populations which underlies 
Ledermann's model. Therefore, researchers must be prepared to accept a fairly large degree 
of error or inflation of the actual prevalence rates if they want to estimate the proportion of 
heavy drinkers on the basis of average consumption, especially if the average consumption is 
obtained from heterogeneous populations. A significant limitation inherent in the Ledermann 
model is the inability to develop separate estimates for males and females based on the 
National Health and Medical Research Council (1992) definition of hazardous and harmfijl 
drinking. These separate estimates are important for planning gender specific approaches to 
alcohol treatment and prevention initiatives. The Ledermann methodology has some 
advantages over the survey methodology because of the availability of liquor sales figures at 
the local level, the reliability over time in comparison to other indicators and the low cost 
associated with collection and analysis of the data. 
The results of this series of studies indicated that the actual number of heavy drinkers 
in Queensland and local regions falls somewhere between the two estimates. The number of 
heavy drinkers in Queensland is probably closer to the number estimated through the survey 
methodology. Even if the survey methodology underestimated the number of heavy drinkers 
by up to 60%, as suggested by studies of sales coverage rates, it would still be far less than 
the number estimated through the Ledermann methodology. However, the survey estimates 
do not reflect the variation across local regions in per capita consumption of adult drinkers. 
Given the advantages of survey data, especially the ability to develop separate 
estimates for males and females, it would be preferable to use survey data wherever available 
and acknowledge that the estimates will underestimate the size of the actual population of 
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heavy drinkers. Additional information on per capita consumption could also be used to 
indicate those regions with particulariy high levels of average consumption. It is likely that 
there is greater underestimation for those regions with very high levels of consumption per 
head of drinker. For example, the estimates for West MoretonAVide Bay, which has the 
lowest per capita consumption for drinkers, were fairiy close (Ledermann = 7.79%; National 
Health Survey = 4.4 l%o). Whereas, the estimates for Peninsula/Northern which had the 
highest per capita consumption of drinkers, were extremely disparate (Ledermann = 11.11%; 
National Health Survey = 4.98%). The survey estimate for Peninsula/Northern would 
therefore need a greater adjustment than West MoretonAVide Bay. 
If survey data are not available at the local or regional level and the costs involved in 
developing a new survey are prohibitive than the Ledermann methodology based on liquor 
sales may be usefijl as a rough indicator of the in-need population. It is also usefijl as an 
indicator of relative need as it directly reflects the variation in per capita consumption of 
drinkers across regions. It should be noted that the degree of error may be greater for regions 
with a high per capita consumption for drinkers, as results in chapter 4 indicated that the fit 
between the empirical distributions and the lognormal distribution was rejected for the two 
sub-groups with the highest average level of consumption. Further research needs to be 
undertaken to gauge the level of overestimation of estimates of the number of heavy drinkers 
based on the Ledermann model. If the degree of error could be quantified than investigators 
could reduce the derived estimates by the required amount. Further study into the degree of 
underestimation inherent in surveys of drinking behaviours are also needed. 
The results of this thesis indicate that a self-report survey methodology for estimating 
the in-need population for alcohol treatment services is preferable to the Ledermann 
lognormal distribution of consumption model. Population surveys do underestimate the size 
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of the in-need population, however they provide important planning information on sub-
populations such as males and females. Detailed information can also be obtained for 
planning and evaluating prevention/health promotion interventions (e.g., mass media 
campaigns, school-based education, legislative controls, and alcohol taxation) and early 
intervention initiatives (e.g., screening for individuals drinking at hazardous and harmfijl 
levels in the primary care setting). The assessment of the in-need population for alcohol 
treatment services is but one of many sources of information that can be used to 
systematically plan prevention/health promotion, eariy intervention and treatment 
interventions at the State and/or local level. For example, planners could also develop an 
index of alcohol related harm which assessed relative need for services across a number of 
regions. A comprehensive needs assessment would incorporate a number of approaches 
which could be compared and contrasted to assess the convergent validity of results. Further 
research studies are needed which investigate the relationships between multiple indicators of 
alcohol related harm and measures of alcohol consumption, while controlling for population 
variables such as age, sex, educational status, ethnicity, employment status, level of income, 
population density, and visitor (tourist) numbers per region. Multivariate studies such as 
these are important for such a complex activity as drinking behaviour and are needed to 
understand or predict changes in the level and patterning of consumption of alcohol at the 
local and State level. 
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Appendix I 
Estimating the prevalence of heavy drinkers using data from the 1989-90 National Health 
Survey and the Ledermann lognormal distribution of consumption model based on hquor 
sales in 1989-90. 
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Appendix II 
'Life Tables' including consumption containment rates for six samples of drinkers (and the 
total sample) who consumed alcohol in the week prior to the 1989-90 National Health Survey 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 2 : 5 7 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Intno.24 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.29 
Intno.30 
Interval 
Start 
0.000 
82.345 
164.690 
247.034 
329.379 
411.724 
494.069 
576.414 
658.759 
741.103 
823.448 
905.793 
988.138 
1070.483 
1152.828 
1235.172 
1317.517 
1399.862 
1482.207 
1564.552 
1646.897 
1729.241 
1811.586 
1893.931 
1976.276 
2058.621 
2140.966 
2223.310 
2305.655 
2388.000 
Mis 
41.172 
123.517 
205.862 
288.207 
370.552 
452.897 
535.241 
617.586 
699.931 
782.276 
864.621 
946.966 
1029.310 
1111.655 
1194.000 
1276.345 
1358.690 
1441.034 
1523.379 
1605.724 
1688.069 
1770.414 
1852.759 
1935.103 
2017.448 
2099.793 
2182.138 
2264.483 
2346.828 
--
Total Sample 
Interval 
Width 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
--
Number 
Entering 
3308 
1811 
1128 
775 
521 
367 
275 
192 
140 
102 
70 
53 
44 
34 
23 
22 
16 
16 
12 
9 
8 
7 
6 
6 
4 
4 
3 
1 
1 
1 
Number 
Withdrwn 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Number 
Exposed 
3308.000 
1811.000 
1128.000 
775.000 
521.000 
367.000 
275.000 
192.000 
140.000 
102.000 
70.000 
53.000 
44.000 
34.000 
23.000 
22.000 
16.000 
16.000 
12.000 
9.000 
8.000 
7.000 
6.000 
6.000 
4.000 
4.000 
3.000 
1.000 
1.000 
1.000 
Number 
Dying 
1497 
683 
353 
254 
154 
92 
83 
52 
38 
32 
17 
9 
10 
11 
1 
6 
0 
4 
3 
1 
1 
1 
0 
2 
0 
1 
2 
0 
0 
1 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Proportn 
Dead 
.452539 
.377140 
.312943 
.327742 
.295585 
.250681 
.301818 
.270833 
.271429 
.313726 
.242857 
.169811 
.227273 
.323529 
.043478 
.272727 
.031250 
.250000 
.250000 
.111111 
.125000 
.142857 
.083333 
Proportn 
Survivng 
.547461 
.622860 
.687057 
.672258 
.704415 
.749319 
.698182 
.729167 
.728571 
.686275 
.757143 
.830189 
.772727 
.676471 
.956522 
.727273 
.968750 
.750000 
.750000 
.888889 
.875000 
.857143 
.916667 
Total Sample 
Cum.Prop 
Survivng 
1.000000 
.547461 
.340992 
.234281 
.157497 
.110943 
.083132 
.058041 
.042322 
.030834 
.021161 
.016022 
.013301 
.010278 
.006953 
.006651 
.004837 
.004686 
.003514 
.002636 
.002343 
.002050 
.001757 
CCR 
.005496 
.002507 
.001296 
.000932 
.000565 
.000338 
.000305 
.000191 
.000140 
.000117 
.000062 
.000033 
.000037 
.000040 
.000004 
.000022 
.000002 
.000014 
.000011 
.000004 
.000004 
.000004 
.000002 
Hazard 
Rate 
.007103 
.005644 
.004505 
.004760 
.004212 
.003481 
.004317 
.003804 
.003814 
.004519 
.003357 
.002254 
.003114 
.004687 
.000540 
.003835 
.000386 
.003470 
.003470 
.001429 
.001619 
.001868 
.001056 
Std.Err. 
Cum.Surv 
0.000000 
.008654 
.008242 
.007364 
.006333 
.005460 
.004800 
.004065 
.003500 
.003006 
.002502 
.002183 
.001992 
.001754 
.001445 
.001413 
.001206 
.001187 
.001025 
.000885 
.000834 
.000779 
.000721 
Std.Err. 
Prob.Den 
.000105 
.000085 
.000065 
.000056 
.000044 
.000035 
.000033 
.000026 
.000022 
.000021 
.000015 
.000011 
.000012 
.000012 
.000004 
.000009 
.000003 
.000007 
.000006 
.000004 
.000004 
.000004 
.000003 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 2 : 4 9 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.24 
Intno.2 5 
Intno.26 
Intno.27 
Intno.28 
Intno.29 
Intno.30 
Proportn 
Dead 
.333333 
.125000 
.250000 
.666667 
.500000 
.500000 
.500000 
Proportn 
Survivng 
.666667 
.875000 
.750000 
.333333 
.500000 
.500000 
.500000 
Total Sample 
Cum.Prop 
Survivng 
.001611 
.001074 
.000940 
.000705 
.000235 
.000117 
.000059 
CCR 
.000007 
.000002 
.000003 
.000006 
.000001 
.000001 
— 
Hazard 
Rate 
.004858 
.001619 
.003470 
.012144 
.008096 
.008096 
— 
Std.Err. 
Cum.Surv 
.000690 
.000555 
.000517 
.000438 
.000241 
.000168 
.000103 
Std.Err. 
Prob.Den 
.000005 
.000002 
.000003 
.000004 
.000002 
.000001 
— — 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.2 0 
Intno.21 
Intno.22 
Intno.23 
Intno.2 4 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Total Scimple 
Std.Err. 
Haz.Rate 
.000176 
.000210 
.000236 
.000293 
.000334 
.000359 
.000466 
.000521 
.000611 
.000785 
.000806 
.000748 
.000977 
.001387 
.000540 
.001546 
.000545 
.001717 
.001983 
.001426 
.001616 
.001863 
.001492 
.003365 
.002285 
.003434 
.007437 
.010795 
.010795 
--
Median 
Life Exp 
101.2733 
134.2477 
150.7494 
153.7282 
179.0752 
178.1499 
170.1071 
180.1293 
164.6897 
182.9885 
238.8000 
220.8339 
247.0345 
233.3103 
332.9210 
264.7430 
308.1290 
247.0345 
329.3793 
374.2947 
314.4075 
276.9781 
268.4228 
211.7438 
194.0985 
123.5172 
61.7586 
82.3448 
41.1724 
— 
Std.Err. 
Life Exp 
3.4671 
4.9635 
5.4441 
7.4428 
11.3226 
15.1683 
17.9676 
17.8282 
28.6564 
46.2023 
34.4473 
27.2491 
45.5178 
40.0124 
67.9418 
66.4484 
170.0022 
164.6897 
285.2509 
67.3730 
63.5199 
237.6698 
125.7368 
115.2588 
47.0542 
41.1724 
35.6564 
164.6897 
82.3448 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 4 : 4 5 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno. 5 
Intno.6 
Intno.7 
Intno. 8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.2 3 
Intno.2 4 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Interval 
Start 
0.0000 
27.6207 
55.2414 
82.8621 
110.4828 
138.1035 
165.7241 
193.3448 
220.9655 
248.5862 
276.2069 
303.8276 
331.4483 
359.0690 
386.6897 
414.3103 
441.9310 
469.5517 
497.1724 
524.7931 
552.4138 
580.0345 
607.6552 
635.2759 
662.8965 
690.5172 
718.1379 
745.7586 
773.3793 
801.0000 
Mis 
13.8103 
41.4310 
69.0517 
96.6724 
124.2931 
151.9138 
179.5345 
207.1552 
234.7759 
262.3965 
290.0172 
317.6379 
345.2586 
372.8793 
400.5000 
428.1207 
455.7414 
483.3621 
510.9828 
538.6035 
566.2241 
593.8448 
621.4655 
649.0862 
676.7069 
704.3276 
731.9483 
759.5690 
787.1896 
--
Females 15-34 
Interval 
Width 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
27.62069 
Number 
Entering 
557 
426 
299 
213 
157 
119 
88 
70 
56 
42 
35 
28 
23 
16 
16 
14 
11 
10 
7 
7 
6 
5 
5 
4 
4 
3 
1 
1 
1 
1 
Number 
Withdrwn 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Number 
Exposed 
557.0000 
426.0000 
299.0000 
213.0000 
157.0000 
119.0000 
88.0000 
70.0000 
56.0000 
42.0000 
35.0000 
28.0000 
23.0000 
16.0000 
16.0000 
14.0000 
11.0000 
10.0000 
7.0000 
7.0000 
6.0000 
5.0000 
5.0000 
4.0000 
4.0000 
3.0000 
1.0000 
1.0000 
1.0000 
1.0000 
Number 
Dying 
131 
127 
86 
56 
38 
31 
18 
14 
14 
7 
7 
5 
7 
0 
2 
3 
1 
3 
0 
1 
1 
0 
1 
0 
i 
2 
0 
0 
0 
1 
STAT. 
SURVIVAL 
ANALYSIS 
I n t e r v a l 
,6 
.7 
I n t n o . 1 
I n t n o . 2 
I n t n o . 3 
In tno .4 
I n t n o . 5 
In tno . 
In tno . 
I n tno .8 
I n t n o . 9 
In tno .10 
I n t n o . 1 1 
In tno .12 
I n t n o . 1 3 
In tno .14 
I n t n o . 1 5 
I n t n o . 1 6 
I n t n o . 1 7 
I n t n o . 1 8 
I n t n o . 1 9 
I n t n o . 2 0 
I n t n o . 2 1 
I n t n o . 2 2 
I n t n o . 2 3 
Females 15-34 
P r o p o r t n 
Dead 
.235189 
,298122 
.287625 
.262911 
.242038 
.260504 
.204545 
,200000 
,250000 
,166667 
.200000 
, 178571 
,304348 
,031250 
,125000 
.214286 
.090909 
.300000 
.071429 
.142857 
.166667 
.100000 
.200000 
P r o p o r t n 
S u r v i v n g 
.764812 
.701878 
. 712375 
.737089 
.757962 
.739496 
. 795455 
.800000 
.750000 
.833333 
.800000 
.821429 
.695652 
.968750 
.875000 
.785714 
. 9 0 9 0 9 1 
.700000 
. 9 2 8 5 7 1 
.857143 
.833333 
.900000 
.800000 
Cum.Prop 
S u r v i v n g 
1 .000000 
.764812 
.536804 
.382406 
.281867 
.213645 
.157989 
.125673 
.100539 
.075404 
.062837 
.050269 
.041293 
. 028725 
.027828 
.024349 
.019132 
.017392 
.012175 
.011305 
.009690 
.008075 
.007267 
CCR 
,008515 
,008255 
.005590 
,003640 
,002470 
,002015 
,001170 
,000910 
,000910 
,000455 
,000455 
,000325 
,000455 
.000032 
.000126 
.000189 
.000063 
.000189 
.000031 
.000058 
.000058 
.000029 
.000053 
Hazard 
Rate 
.009650 
.012684 
.012163 
.010959 
.009969 
.010844 
.008249 
.008045 
.010344 
.006583 
.008045 
.007099 
.012997 
.001149 
.004827 
.008689 
.003448 
.012778 
.002682 
.005570 
.006583 
.003811 
.008045 
Std.Err. 
Cura.Surv 
,000000 
,017970 
,021128 
.020591 
,019063 
,017367 
,015454 
.014045 
.012742 
.011188 
.010282 
.009258 
.008430 
.007077 
.006969 
.006518 
.005775 
.005506 
.004605 
.004437 
.004087 
.003711 
.003511 
Std.Err. 
Prob.Den 
.000651 
.000644 
.000554 
.000461 
.000387 
.000352 
.000271 
.000240 
.000240 
.000171 
.000171 
.000145 
.000171 
.000046 
.000089 
.000109 
.000063 
.000109 
.000045 
.000059 
.000059 
.000041 
.000053 
STATi.^ 1 j.v-/\: survival Analysis 04-21-96 14:44:37 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.2 4 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Proportn 
Dead 
.125000 
.250000 
.666667 
.500000 
.500000 
.500000 
.500000 
Proportn 
Survivng 
.875000 
.750000 
.333333 
.500000 
.500000 
.500000 
.500000 
Females 15-3^ 
Cum.Prop 
Survivng 
.005814 
.005087 
.003815 
.001272 
.000636 
.000318 
.000159 
CCR 
.000026 
.000046 
.000092 
.000023 
.000012 
.000006 
— 
1 
Hazard 
Rate 
.004827 
.010344 
.036205 
.024136 
.024136 
.024136 
— 
Std.Err. 
Cum.Surv 
.003095 
.002874 
.002421 
.001315 
.000915 
.000557 
.000321 
Std.Err. 
Prob.Den 
.000038 
.000048 
.000069 
.000033 
.000020 
.000012 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.2 3 
Intno.2 4 
Intno.2 5 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Females 15-34 
Std.Err. 
Haz.Rate 
.000836 
.001108 
.001293 
.001448 
.001602 
.001926 
.001932 
.002137 
.002736 
.002478 
.003022 
.003159 
.004832 
.001625 
.003406 
.004980 
.003444 
.007262 
.003790 
.005553 
.006555 
.005382 
.007996 
.006812 
.010238 
.022171 
.032182 
.032182 
.032182 
--
Median 
Life Exp 
61.8254 
55.2414 
60.6928 
66.3788 
69.8190 
75.9569 
78.9163 
82.8621 
82.8621 
90.7537 
76.9434 
104.2458 
102.4639 
126.5206 
101.2759 
82.8621 
112.6074 
99.8594 
132.9098 
116.6207 
115.7438 
105.6601 
84.8350 
65.1059 
41.4310 
20.7155 
27.6207 
27.6207 
13.8103 
— 
Std.Err. 
Life Exp 
3.78995 
5.09004 
6.28429 
6.50179 
9.61351 
10.76093 
9.25375 
16.50652 
20.66943 
12.78589 
11.67187 
37.71741 
22.78954 
19.00779 
18.41379 
17.22453 
49.32710 
47.03154 
43.72157 
81.19720 
42.95657 
39.21380 
17.64621 
15.78325 
13.81034 
11.96011 
55.24138 
55.24138 
27.62069 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 5 : 2 0 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Intno.24 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.29 
Intno.30 
Mis 
0.0000 
24.5517 
49.1034 
73.6552 
98.2069 
122.7586 
147.3103 
171.8621 
196.4138 
220.9655 
245.5172 
270.0690 
294.6207 
319.1724 
343.7242 
368.2758 
392.8276 
417.3793 
441.9310 
466.4828 
491.0345 
515.5862 
540.1379 
564.6896 
589.2414 
613.7931 
638.3448 
662.8965 
687.4483 
712.0000 
Mid 
Point 
12.2759 
36.8276 
61.3793 
85.9310 
110.4828 
135.0345 
159.5862 
184.1379 
208.6897 
233.2414 
257.7931 
282.3448 
306.8965 
331.4483 
356.0000 
380.5517 
405.1035 
429.6552 
454.2069 
478.7586 
503.3103 
527.8621 
552.4138 
576.9655 
601.5172 
626.0690 
650.6207 
675.1724 
699.7241 
— 
Females 35-54 
Interval 
Width 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
24.55172 
— 
Number 
Entering 
527 
385 
282 
214 
158 
127 
91 
70 
50 
41 
33 
23 
21 
19 
16 
15 
12 
12 
12 
10 
10 
7 
5 
5 
4 
2 
1 
1 
1 
1 
Number 
Withdrwn 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Number 
Exposed 
527.0000 
385.0000 
282.0000 
214.0000 
158.0000 
127.0000 
91.0000 
70.0000 
50.0000 
41.0000 
33.0000 
23.0000 
21.0000 
19.0000 
16.0000 
15.0000 
12.0000 
12.0000 
12.0000 
10.0000 
10.0000 
7.0000 
5.0000 
5.0000 
4.0000 
2.0000 
1.0000 
1.0000 
1.0000 
1.0000 
Number 
Dying 
142 
103 
68 
56 
31 
36 
21 
20 
9 
8 
10 
2 
2 
3 
1 
3 
0 
0 
2 
0 
3 
2 
0 
1 
2 
1 
0 
0 
0 
1 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.2 3 
Proportn 
Dead 
.269450 
.267532 
.241135 
.261682 
.196203 
.283465 
.230769 
.285714 
.180000 
.195122 
.303030 
.086957 
.095238 
.157895 
.062500 
.200000 
.041667 
.041667 
.166667 
.050000 
.300000 
.285714 
.100000 
Proportn 
Survivng 
.730550 
.732468 
.758865 
.738318 
.803797 
.716535 
.769231 
.714286 
.820000 
.804878 
.696970 
.913043 
.904762 
.842105 
.937500 
.800000 
.958333 
.958333 
.833333 
.950000 
.700000 
.714286 
.900000 
Females 35-54 
Cum.Prop 
Survivng 
1.000000 
.730550 
.535104 
.406072 
.299810 
.240987 
.172676 
.132827 
.094877 
.077799 
.062619 
.043643 
.039848 
.036053 
.030361 
.028463 
.022770 
.021822 
.020912 
.017427 
.016556 
.011589 
.008278 
CCR 
.010975 
.007961 
.005256 
.004328 
.002396 
.002782 
.001623 
.001546 
.000696 
.000618 
.000773 
.000155 
.000155 
.000232 
.000077 
.000232 
.000039 
.000037 
.000142 
.000035 
.000202 
.000135 
.000034 
Hazard 
Rate 
.012684 
.012579 
.011168 
.012263 
.008861 
.013452 
.010625 
.013577 
.008057 
.008807 
.014547 
.003703 
.004073 
.006982 
.002628 
.009051 
.001733 
.001733 
.007406 
.002089 
.014375 
.013577 
.004287 
Std.Err. 
Cum.Surv 
0.000000 
.019327 
.021727 
.021393 
.019958 
.018630 
.016464 
.014784 
.012765 
.011668 
.010554 
.008899 
.008521 
.008121 
.007474 
.007244 
.006498 
.006364 
.006228 
.005656 
.005506 
.004540 
.003799 
Std.Err. 
Prob.Den 
.000787 
.000704 
.000595 
.000547 
.000417 
.000448 
.000347 
.000339 
.000230 
.000217 
.000242 
.000109 
.000109 
.000133 
.000077 
.000133 
.000055 
.000052 
.000101 
.000050 
.000119 
.000096 
.000048 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 5 : 2 0 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.24 
Intno.2 5 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Proportn 
Dead 
.200000 
.500000 
.500000 
.500000 
.500000 
.500000 
.500000 
Proportn 
Survivng 
.800000 
.500000 
.500000 
.500000 
.500000 
• .500000 
.500000 
Females 35-5< 
Cum.Prop 
Survivng 
.007450 
.005960 
.002980 
.001490 
.000745 
.000373 
.000186 
CCR 
.000061 
.000121 
.000061 
.000030 
.000015 
.000008 
— 
1 
Hazard 
Rate 
.009051 
.027154 
.027154 
.027154 
.027154 
.027154 
— 
Std.Err. 
Cum.Surv 
.003595 
.003170 
.002175 
.001514 
.001062 
.000649 
.000374 
Std.Err. 
Prob.Den 
.000062 
.000089 
.000062 
.000043 
.000026 
.000015 
— 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno. 6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.2 3 
Intno.24 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Females 35-5'! 
Std.Err. 
Haz.Rate 
.001051 
.001225 
.001342 
.001620 
.001582 
.002211 
.002299 
.002993 
.002672 
.003095 
.004526 
.002616 
.002876 
.004016 
.002626 
.005193 
.002451 
.002451 
.005215 
.002953 
.008169 
.009466 
.006055 
.008995 
.018102 
.025601 
.036205 
.036205 
.036205 
--
Median 
Life Exp 
55.7830 
58.5296 
62.5673 
62.7433 
63.1330 
57.0828 
61.3793 
67.5172 
68.7448 
79.7931 
94.1149 
147.3103 
154.2721 
143.0869 
154.1092 
134.2475 
124.2694 
103.2352 
82.0544 
70.4247 
49.1034 
75.0192 
64.1073 
42.9655 
24.5517 
24.5517 
24.5517 
24.5517 
12.2759 
— 
Std.Err. 
Life Exp 
4.1443 
4.3012 
6.6499 
4.9883 
7.3479 
6.9171 
13.0116 
12.8384 
8.6803 
39.3019 
23.5065 
122.8653 
30.6266 
29.1317 
18.7600 
18.1643 
24.3700 
23.3546 
22.3815 
20.4314 
77.6394 
18.0438 
15.2498 
13.7248 
24.5517 
34.7214 
49.1034 
49.1034 
24.5517 
— 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 5 : 4 6 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno. 5 
Intno.6 
Intno.7 
Intno. 8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Intno.24 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.29 
Intno.30 
Interval 
Start 
0.0000 
26.0690 
52.1379 
78.2069 
104.2759 
130.3448 
156.4138 
182.4828 
208.5517 
234.6207 
260.6897 
286.7586 
312.8276 
338.8965 
364.9655 
391.0345 
417.1035 
443.1724 
469.2414 
495.3103 
521.3793 
547.4483 
573.5172 
599.5862 
625.6552 
651.7241 
677.7931 
703.8621 
729.9310 
756.0000 
Mis 
13.0345 
39.1034 
65.1724 
91.2414 
117.3103 
143.3793 
169.4483 
195.5172 
221.5862 
247.6552 
273.7242 
299.7931 
325.8621 
351.9310 
378.0000 
404.0690 
430.1379 
456.2069 
482.2758 
508.3448 
534.4138 
560.4828 
586.5517 
612.6207 
638.6896 
664.7586 
690.8276 
716.8965 
742.9655 
— 
Females 55+ 
Interval 
Width 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
26.06897 
— 
Number 
Entering 
277 
170 
129 
95 
68 
61 
51 
36 
27 
21 
16 
15 
11 
10 
8 
8 
8 
7 
7 
5 
4 
4 
4 
3 
3 
2 
2 
1 
1 
1 
Number 
Withdrwn 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Number 
Exposed 
277.0000 
170.0000 
129.0000 
95.0000 
68.0000 
61.0000 
51.0000 
36.0000 
27.0000 
21.0000 
16.0000 
15.0000 
11.0000 
10.0000 
8.0000 
8.0000 
8.0000 
7.0000 
7.0000 
5.0000 
4.0000 
4.0000 
4.0000 
3.0000 
3.0000 
2.0000 
2.0000 
1.0000 
1.0000 
1.0000 
Number 
Dying 
107 
41 
34 
27 
7 
10 
15 
9 
6 
5 
1 
4 
1 
2 
0 
0 
1 
0 
2 
1 
0 
0 
1 
0 
1 
0 
1 
0 
0 
1 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno. 6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.2 3 
Proportn 
Dead 
.386282 
.241176 
.263566 
.284211 
.102941 
.163934 
.294118 
.250000 
.222222 
.238095 
.062500 
.266667 
.090909 
.200000 
.062500 
.062500 
.125000 
.071429 
.285714 
.200000 
.125000 
.125000 
.250000 
Proportn 
Survivng 
.613718 
.758824 
.736434 
.715789 
.897059 
.836066 
.705882 
.750000 
.777778 
.761905 
.937500 
.733333 
.909091 
.800000 
.937500 
.937500 
.875000 
.928571 
.714286 
.800000 
.875000 
.875000 
.750000 
Females 55+ 
Cum.Prop 
Survivng 
1.000000 
.613718 
.465704 
.342960 
.245487 
.220217 
.184116 
.129964 
.097473 
.075812 
.057762 
.054152 
.039711 
.036101 
.028881 
.027076 
.025384 
.022211 
.020624 
.014732 
.011785 
.010312 
.009023 
CCR 
.014818 
.005678 
.004708 
.003739 
.000969 
.001385 
.002077 
.001246 
.000831 
.000692 
.000138 
.000554 
.000138 
.000277 
.000069 
.000065 
.000122 
.000061 
.000226 
.000113 
.000057 
.000049 
.000087 
Hazard 
Rate 
.018365 
.010520 
.011645 
.012708 
.004163 
.006850 
.013228 
.010960 
.009590 
.010368 
.002475 
.011803 
.003653 
.008524 
.002475 
.002475 
.005115 
.002841 
.012787 
.008524 
.005115 
.005115 
.010960 
Std.Err. 
Cum.Surv 
0.000000 
.029255 
.029971 
.028522 
.025859 
.024898 
.023287 
.020204 
.017821 
.015904 
.014017 
.013598 
.011733 
.011208 
.010062 
.009752 
.009432 
.008770 
.008426 
.006973 
.006169 
.005739 
.005303 
Std.Err. 
Prob.Den 
.001122 
.000818 
.000756 
.000684 
.000362 
.000430 
.000522 
.000409 
.000336 
.000307 
.000138 
.000275 
.000138 
.000195 
.000098 
.000092 
.000123 
.000086 
.000164 
.000114 
.000080 
.000071 
.000091 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 5 : 4 6 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.24 
Intno.2 5 
Intno.2 6 
Intno.27 
Intno.2 8 
Intno.2 9 
Intno.30 
Proportn 
Dead 
.166667 
.333333 
.250000 
.500000 
.500000 
.500000 
.500000 
Proportn 
Survivng 
.833333 
.666667 
.750000 
.500000 
.500000 
.500000 
.500000 
Females 55+ 
Cum.Prop 
Survivng 
.006767 
.005639 
.003760 
.002820 
.001410 
.000705 
.000352 
CCR 
.000043 
.000072 
.000036 
.000054 
.000027 
.000014 
— 
Hazard 
Rate 
.006975 
.015344 
.010960 
.025573 
.025573 
.025573 
— 
Std.Err. 
Cum.Surv 
.004431 
.003970 
.003059 
.002567 
.001625 
.001076 
.000643 
Std.Err. 
Prob.Den 
.000063 
.000078 
.000053 
.000062 
.000041 
.000025 
— 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.2 3 
Intno.24 
Intno.2 5 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Females 55+ 
Std.Err. 
Haz.Rate 
.001724 
.001627 
.001974 
.002412 
.001571 
.002157 
.003364 
.003616 
.003884 
.004594 
.002474 
.005831 
.003649 
.005990 
.003498 
.003498 
.005103 
.004016 
.008915 
.008472 
.007217 
.007217 
.010848 
.009823 
.015034 
.015341 
.024111 
.034098 
.034098 
--
Median 
Life Exp 
46.0976 
61.7931 
65.1724 
84.2897 
84.0000 
68.0690 
58.6552 
67.7793 
87.9828 
91.2414 
104.2759 
104.2759 
159.8139 
141.7305 
132.9205 
114.8371 
96.2546 
90.2387 
78.2069 
97.3596 
98.4236 
84.9103 
67.7793 
62.5655 
52.1379 
43.4483 
26.0690 
26.0690 
13.0345 
— 
Std.Err. 
Life Exp 
5.2911 
6.2944 
21.1490 
8.4696 
11.9428 
11.3114 
15.5141 
15.6414 
16.9323 
59.7315 
26.0690 
107.6956 
26.4851 
25.2526 
45.1732 
42.3499 
39.7030 
74.2775 
78.8251 
38.0682 
68.0985 
35.7517 
31.2828 
54.1833 
30.1018 
24.5781 
36.8671 
52.1379 
26.0690 
— 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 6 : 0 8 
STAT. 
SURVIV7VL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Intno.24 
Intno.2 5 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Interval 
Start 
0.000 
75.621 
151.241 
226.862 
302.483 
378.103 
453.724 
529.345 
604.966 
680.586 
756.207 
831.828 
907.448 
983.069 
1058.690 
1134.310 
1209.931 
1285.552 
1361.172 
1436.793 
1512.414 
1588.034 
1663.655 
1739.276 
1814.897 
1890.517 
1966.138 
2041.759 
2117.379 
2193.000 
Mis 
37.810 
113.431 
189.052 
264.672 
340.293 
415.914 
491.534 
567.155 
642.776 
718.397 
794.017 
869.638 
945.259 
1020.879 
1096.500 
1172.121 
1247.741 
1323.362 
1398.983 
1474.603 
1550.224 
1625.845 
1701.466 
1777.086 
1852.707 
1928.328 
2003.948 
2079.569 
2155.190 
— 
Males 15-34 
Interval 
Width 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
75.62069 
--
Number 
Entering 
750 
549 
418 
317 
226 
160 
128 
93 
72 
61 
45 
35 
27 
24 
18 
13 
12 
10 
8 
5 
3 
2 
2 
2 
2 
2 
2 
2 
1 
1 
Number 
Withdrwn 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Number 
Exposed 
750.0000 
549.0000 
418.0000 
317.0000 
226.0000 
160.0000 
128.0000 
93.0000 
72.0000 
61.0000 
45.0000 
35.0000 
27.0000 
24.0000 
18.0000 
13.0000 
12.0000 
10.0000 
8.0000 
5.0000 
3.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
1.0000 
1.0000 
Number 
Dying 
201 
131 
101 
91 
66 
32 
35 
21 
11 
16 
10 
8 
3 
€ 
5 
1 
2 
2 
3 
2 
1 
0 
0 
Q 
0 
0 
d 
l-l 
Q 
1 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Proportn 
Dead 
.268000 
.238616 
.241627 
.287066 
.292035 
.200000 
.273438 
.225806 
.152778 
.262295 
.222222 
.228571 
.111111 
.250000 
.277778 
.076923 
.166667 
.200000 
.375000 
.400000 
.333333 
.250000 
.250000 
Proportn 
Survivng 
.732000 
.761384 
.758373 
.712934 
.707965 
.800000 
.726563 
.774194 
.847222 
.737705 
.777778 
.771429 
.888889 
.750000 
.722222 
.923077 
.833333 
.800000 
.625000 
.600000 
.666667 
.750000 
.750000 
Males 15-34 
Cum.Prop 
Survivng 
1.000000 
.732000 
.557333 
.422667 
.301333 
.213333 
.170667 
.124000 
.096000 
.081333 
.060000 
.046667 
.036000 
.032000 
.024000 
.017333 
.016000 
.013333 
.010667 
.006667 
.004000 
.002667 
.002000 
CCR 
.003544 
.002310 
.001781 
.001604 
.001164 
.000564 
.000617 
.000370 
.000194 
.000282 
.000176 
.000141 
.000053 
.000106 
.000088 
.000018 
.000035 
.000035 
.000053 
.000035 
.000018 
.000009 
.000007 
Hazard 
Rate 
.004092 
.003583 
.003634 
.004432 
.004522 
.002939 
.004189 
.003366 
.002187 
.003992 
.003306 
.003413 
.001556 
.003778 
.004266 
.001058 
.002404 
.002939 
.006103 
.006612 
.005290 
.003778 
.003778 
Std.Err. 
Cum. Surv 
0.000000 
.016173 
.018137 
.018038 
.016754 
.014959 
.013738 
.012035 
.010757 
.009981 
.008672 
.007702 
.006802 
.006427 
.005589 
.004766 
.004582 
.004188 
.003751 
.002971 
.002305 
.001883 
.001631 
Std.Err. 
Prob.Den 
.000214 
.000183 
.000165 
.000158 
.000137 
.000098 
.000102 
.000080 
.000058 
.000070 
.000055 
.000050 
.000030 
.000043 
.000039 
.000018 
.000025 
.000025 
.000030 
.000025 
.000018 
.000012 
.000010 
STAx Lv-j-i; s u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 6 : 0 8 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.24 
Intno.2 5 
Intno.26 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Proportn 
Dead 
.250000 
.250000 
.250000 
.250000 
.500000 
.500000 
.500000 
Proportn 
Survivng 
.750000 
.750000 
.750000 
.750000 
.500000 
.500000 
.500000 
Males 15-34 
Cum.Prop 
Survivng 
.001500 
.001125 
.000844 
.000633 
.000475 
.000237 
.000119 
CCR 
.000005 
.000004 
.000003 
.000002 
.000003 
.000002 
— 
Hazard 
Rate 
.003778 
.003778 
.003778 
.003778 
.008816 
.008816 
— 
Std.Err. 
Cum.Surv 
.001368 
.001124 
.000911 
.000730 
.000581 
.000335 
.000205 
Std.Err. 
Prob.Den 
.000008 
.000006 
.000005 
.000004 
.000004 
.000003 
— 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Intno.24 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Males 15-34 
Std.Err. 
Haz.Rate 
.000285 
.000310 
.000358 
.000458 
.000548 
.000516 
.000699 
.000729 
.000657 
.000987 
.001037 
.001196 
.000897 
.001527 
.001883 
.001057 
.001693 
.002065 
.003429 
.004527 
.005183 
.005288 
.005288 
.005288 
.005288 
.005288 
.005288 
.008312 
.011755 
--
Median 
Life Exp 
183.4363 
186.5587 
170.7194 
154.7861 
183.6503 
198.0542 
206.2383 
219.7726 
219.3000 
193.7780 
245.7672 
234.4241 
219.3000 
226.8621 
264.6724 
264.6724 
201.6552 
151.2414 
113.4310 
113.4310 
151.2414 
184.8506 
184.8506 
184.8506 
184.8506 
168.0460 
126.0345 
75.6207 
37.8103 
— 
Std.Err. 
Life Exp 
10.2523 
9.7354 
11.7126 
21.0373 
16.2404 
22.7746 
38.8887 
22.7894 
32.0831 
36.9135 
42.2733 
44.7378 
39.2937 
92.6161 
80.2079 
45.4424 
43.6596 
59.7834 
53.4719 
84.5465 
174.6385 
190.1223 
190.1223 
190.1223 
190.1223 
95.0612 
71.2959 
106.9438 
75.6207 
__ 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 6 : 4 8 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno. 1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Intno.24 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Interval 
Start 
0.000 
82.345 
164.690 
247.034 
329.379 
411.724 
494.069 
576.414 
658.759 
741.103 
823.448 
905.793 
988.138 
1070.483 
1152.828 
1235.172 
1317.517 
1399.862 
1482.207 
1564.552 
1646.897 
1729.241 
1811.586 
1893.931 
1976.276 
2058.621 
2140.966 
2223.310 
2305.655 
2388.000 
Mis 
41.172 
123.517 
205.862 
288.207 
370.552 
452.897 
535.241 
617.586 
699.931 
782.276 
864.621 
946.966 
1029.310 
1111.655 
1194.000 
1276.345 
1358.690 
1441.034 
1523.379 
1605.724 
1688.069 
1770.414 
1852.759 
1935.103 
2017.448 
2099.793 
2182.138 
2264.483 
2346.828 
--
Males 35-54 
Interval 
Width 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
82.34483 
--
Number 
Entering 
779 
513 
353 
261 
177 
124 
93 
67 
50 
40 
27 
20 
15 
11 
7 
7 
7 
7 
7 
5 
5 
4 
3 
3 
2 
2 
2 
1 
1 
1 
Number 
Withdrwn 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Number 
Exposed 
779.0000 
513.0000 
353.0000 
261.0000 
177.0000 
124.0000 
93.0000 
67.0000 
50.0000 
40.0000 
27.0000 
20.0000 
15.0000 
11.0000 
7.0000 
7.0000 
7.0000 
7.0000 
7.0000 
5.0000 
5.0000 
4.0000 
3.0000 
3.0000 
2.0000 
2.0000 
2.0000 
1.0000 
1.0000 
1.0000 
Number 
Dying 
266 
160 
92 
84 
53 
31 
26 
17 
10 
13 
7 
5 
4 
4 
0 
0 
0 
0 
2 
0 
1 
1 
0 
1 
0 
0 
1 
0 
0 
1 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Proportn 
Dead 
.341463 
.311891 
.260623 
.321839 
.299435 
.250000 
.279570 
.253731 
.200000 
.325000 
.259259 
.250000 
.266667 
.363636 
.071429 
.071429 
.071429 
.071429 
.285714 
.100000 
.200000 
.250000 
.166667 
Proportn 
Survivng 
.658537 
.688109 
.739377 
.678161 
.700565 
.750000 
.720430 
.746269 
.800000 
.675000 
.740741 
.750000 
.733333 
.636364 
.928571 
.928571 
.928571 
.928571 
.714286 
.900000 
.800000 
.750000 
.833333 
Males 35-54 
Cum.Prop 
Survivng 
1.000000 
.658537 
.453145 
.335045 
.227214 
.159178 
.119384 
.086008 
.064185 
.051348 
.034660 
.025674 
.019255 
.014121 
.008986 
.008344 
.007748 
.007195 
.006681 
.004772 
.004295 
.003436 
.002577 
CCR 
.004147 
.002494 
.001434 
.001309 
.000826 
.000483 
.000405 
.000265 
.000156 
.000203 
.000109 
.000078 
.000062 
.000062 
.000008 
.000007 
.000007 
.000006 
.000023 
.000006 
.000010 
.000010 
.000005 
Hazard 
Rate 
.005000 
.004487 
.003639 
.004658 
.004277 
.003470 
.003947 
.003529 
.002699 
.004713 
.003617 
.003470 
.003737 
.005397 
.000900 
.000900 
.000900 
.000900 
.004048 
.001278 
.002699 
.003470 
.002208 
Std.Err. 
Cum.Surv 
0.000000 
.016990 
.017836 
.016911 
.015013 
.013108 
.011617 
.010045 
.008781 
.007908 
.006554 
.005667 
.004924 
.004227 
.003381 
.003259 
.003133 
.003006 
.002878 
.002351 
.002210 
.001928 
.001626 
Std.Err. 
Prob.Den 
.000206 
.000176 
.000140 
.000135 
.000110 
.000085 
.000078 
.000064 
.000049 
.000056 
.000041 
.000035 
.000031 
.000031 
.000011 
.000010 
.000010 
.000009 
.000017 
.000008 
.000011 
.000011 
.000007 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 6 : 4 8 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.24 
Intno.2 5 
Intno.26 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Proportn 
Dead 
.333333 
.250000 
.250000 
.500000 
.500000 
.500000 
.500000 
Proportn 
Survivng 
.666667 
.750000 
.750000 
.500000 
.500000 
.500000 
.500000 
Males 35-54 
Cum.Prop 
Survivng 
.002147 
.001432 
.001074 
.000805 
.000403 
.000201 
.000101 
CCR 
.000009 
.000004 
.000003 
.000005 
.000002 
.000001 
— 
Hazard 
Rate 
.004858 
.003470 
.003470 
.008096 
.008096 
.008096 
— 
Std.Err. 
Cum.Surv 
.001464 
.001138 
.000959 
.000791 
.000487 
.000316 
.000187 
Std.Err. 
Prob.Den 
.000009 
.000006 
.000005 
.000006 
.000004 
.000002 
STAT. 
SURVIVAL 
ANALYSIS 
I n t e r v a l 
I n t n o . 1 
I n t n o . 2 
I n t n o . 3 
I n t n o . 4 
I n t n o . 5 
I n t n o . 6 
I n t n o . 7 
I n t n o . 8 
I n t n o . 9 
I n t n o . 1 0 
I n t n o . 1 1 
I n t n o . 1 2 
I n t n o . 1 3 
I n t n o . 1 4 
I n t n o . 1 5 
I n t n o . 1 6 
I n t n o . 1 7 
I n t n o . 1 8 
I n t n o . 1 9 
I n t n o . 2 0 
I n t n o . 2 1 
I n t n o . 2 2 
I n t n o . 2 3 
I n t n o . 2 4 
I n t n o . 2 5 
I n t n o . 2 6 
I n t n o . 2 7 
I n t n o . 2 8 
I n t n o . 2 9 
I n t n o . 3 0 
M a l e s 3 5 - 5 4 
S t d . E r r . 
H a z . R a t e 
. 0 0 0 3 0 0 
. 0 0 0 3 4 9 
. 0 0 0 3 7 5 
. 0 0 0 4 9 9 
. 0 0 0 5 7 8 
. 0 0 0 6 1 7 
. 0 0 0 7 6 4 
. 0 0 0 8 4 7 
. 0 0 0 8 4 8 
. 0 0 1 2 8 2 
. 0 0 1 3 5 2 
. 0 0 1 5 3 6 
. 0 0 1 8 4 6 
. 0 0 2 6 3 1 
. 0 0 1 2 7 1 
. 0 0 1 2 7 1 
. 0 0 1 2 7 1 
. 0 0 1 2 7 1 
. 0 0 2 8 2 2 
. 0 0 1 8 0 5 
. 0 0 2 6 8 2 
. 0 0 3 4 3 4 
. 0 0 3 1 1 0 
. 0 0 4 7 5 9 
. 0 0 4 8 5 7 
. 0 0 4 8 5 7 
. 0 0 7 6 3 3 
. 0 1 0 7 9 5 
. 0 1 0 7 9 5 
M e d i a n 
L i f e Exp 
145. 
169. 
165. 
154. 
178. 
188. 
193. 
205. 
188. 
164. 
195. 
185. 
154. 
350. 
459. 
423. 
369. 
313. 
256. 
283. 
247. 
214. 
197. 
164. 
182. 
137. 
82. 
82. 
41. 
9047 
1010 
4665 
5908 
9417 
9087 
5103 
8621 
2168 
6897 
5690 
2759 
3965 
8932 
8665 
4889 
7126 
8957 
1839 
6322 
0345 
0966 
6276 
6897 
9885 
2414 
3448 
3448 
1724 
Std.Err. 
Life Exp 
7. 
11. 
14. 
12. 
21. 
26. 
39. 
25. 
41. 
52. 
53. 
46. 
39. 
341. 
293. 
151. 
140. 
130. 
121. 
204. 
110. 
98. 
171. 
190. 
103 
77 
116 
164 
82 
1822 
1016 
5955 
5502 
0678 
9692 
.7052 
.9239 
.5904 
.0794 
.4845 
.0322 
.8650 
.1039 
.0381 
.1704 
.3726 
.3459 
.0355 
.5874 
.4772 
.8138 
.1505 
.1672 
.5139 
.6354 
.4532 
.6897 
.3448 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 7 : 1 2 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.2 3 
Intno.2 4 
Intno.2 5 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Interval 
Start 
0.000 
65.862 
131.724 
197.586 
263.448 
329.310 
395.172 
461.034 
526.897 
592.759 
658.621 
724.483 
790.345 
856.207 
922.069 
987.931 
1053.793 
1119.655 
1185.517 
1251.379 
1317.241 
1383.103 
1448.966 
1514.828 
1580.690 
1646.552 
1712.414 
1778.276 
1844.138 
1910.000 
Mis 
32.931 
98.793 
164.655 
230.517 
296.379 
362.241 
428.103 
493.966 
559.828 
625.690 
691.552 
757.414 
823.276 
889.138 
955.000 
1020.862 
1086.724 
1152.586 
1218.448 
1284.310 
1350.172 
1416.034 
1481.897 
1547.759 
1613.621 
1679.483 
1745.345 
1811.207 
1877.069 
--
Interval 
Width 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
65.86207 
--
Males 55+ 
Number 
Entering 
420 
271 
188 
153 
111 
94 
70 
55 
39 
28 
20 
12 
9 
7 
6 
5 
5 
4 
3 
3 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
Number 
Withdrwn 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Number 
Exposed 
420.0000 
271.0000 
188.0000 
153.0000 
111.0000 
94.0000 
70.0000 
55.0000 
39.0000 
28.0000 
20.0000 
12.0000 
9.0000 
7.0000 
6.0000 
5.0000 
5.0000 
4.0000 
3.0000 
3.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
Number 
Dying 
149 
83 
35 
42 
17 
24 
15 
16 
11 
8 
8 
3 
2 
1 
r-l 
0 
1 
l-l 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.2 3 
Proportn 
Dead 
.354762 
.306273 
.186170 
.274510 
.153153 
.255319 
.214286 
.290909 
.282051 
.285714 
.400000 
.250000 
.222222 
.142857 
.166667 
.100000 
.200000 
.250000 
.166667 
.666667 
.500000 
.500000 
.500000 
Proportn 
Survivng 
.645238 
.693727 
.813830 
.725490 
.846847 
.744681 
.785714 
.709091 
.717949 
.714286 
.600000 
.750000 
.777778 
.857143 
.833333 
.900000 
.800000 
.750000 
.833333 
.333333 
.500000 
.500000 
.500000 
Cum.Prop 
Survivng 
1.000000 
.645238 
.447619 
.364286 
.264286 
.223810 
.166667 
.130952 
.092857 
.066667 
.047619 
.028571 
.021429 
.016667 
.014286 
.011905 
.010714 
.008571 
.006429 
.005357 
.001786 
.000893 
.000446 
Males 55+ 
CCR 
.005386 
.003000 
.001265 
.001518 
.000615 
.000868 
.000542 
.000578 
.000398 
.000289 
.000289 
.000108 
.000072 
.000036 
.000036 
.000018 
.000033 
.000033 
.000016 
.000054 
.000014 
.000007 
.000003 
Hazard 
Rate 
.006548 
.005491 
.003117 
.004831 
.002518 
.004444 
.003644 
.005169 
.004986 
.005061 
.007592 
.004338 
.003796 
.002336 
.002761 
.001598 
.003374 
.004338 
.002761 
.015183 
.010122 
.010122 
.010122 
Std.Err. 
Cum.Surv 
0.000000 
.023346 
.024263 
.023482 
.021516 
.020338 
.018185 
.016461 
.014162 
.012172 
.010391 
.008129 
.007066 
.006247 
.005790 
.005292 
.005024 
.004453 
.003820 
.003471 
.001861 
.001290 
.000784 
Std.Err. 
Prob.Den 
.000354 
.000295 
.000205 
.000222 
.000146 
.000172 
.000137 
.000142 
.000118 
.000101 
.000101 
.000062 
.000051 
.000036 
.000036 
.000026 
.000033 
.000033 
.000023 
.000042 
.000020 
.000012 
.000007 
STATISTICA: S u r v i v a l A n a l y s i s 0 4 - 2 1 - 9 6 1 4 : 4 7 : 1 2 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.24 
Intno.25 
Intno.26 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Proportn 
Dead 
.500000 
.500000 
.500000 
.500000 
.500000 
.500000 
.500000 
Proportn 
Survivng 
.500000 
.500000 
.500000 
.500000 
.500000 
.500000 
.500000 
Cum.Prop 
Survivng 
.000223 
.000112 
.000056 
.000028 
.000014 
.000007 
.000003 
Males 55+ 
CCR 
.000002 
.000001 
.000000 
.000000 
.000000 
.000000 
— 
Hazard 
Rate 
.010122 
.010122 
.010122 
.010122 
.010122 
.010122 
— 
Std.Err. 
Cum.Surv 
.000451 
.000252 
.000138 
.000074 
.000040 
.000021 
.000011 
Std.Err. 
Prob.Den 
.000004 
.000002 
.000001 
.000001 
.000000 
.000000 
— 
STAT. 
SURVIVAL 
ANALYSIS 
Interval 
Intno.1 
Intno.2 
Intno.3 
Intno.4 
Intno.5 
Intno.6 
Intno.7 
Intno.8 
Intno.9 
Intno.10 
Intno.11 
Intno.12 
Intno.13 
Intno.14 
Intno.15 
Intno.16 
Intno.17 
Intno.18 
Intno.19 
Intno.20 
Intno.21 
Intno.22 
Intno.23 
Intno.24 
Intno.25 
Intno.2 6 
Intno.27 
Intno.28 
Intno.2 9 
Intno.30 
Std.Err. 
Haz.Rate 
.000524 
.000593 
.000524 
.000736 
.000609 
.000897 
.000934 
.001273 
.001483 
.001764 
.002599 
.002479 
.002663 
.002329 
.002749 
.002257 
.003353 
.004294 
.003888 
.009298 
.013496 
.013496 
.013496 
.013496 
.013496 
.013496 
.013496 
.013496 
.013496 
— 
Males 55+ 
Median 
Life Exp 
114.2667 
159.1667 
197.5862 
179.7486 
195.3908 
164.6552 
155.6740 
135.8405 
135.8405 
115.2586 
109.7701 
197.5862 
263.4483 
270.7663 
241.4942 
226.8582 
197.5862 
151.4828 
105.3793 
49.3966 
65.8621 
65.8621 
65.8621 
65.8621 
65.8621 
65.8621 
65.8621 
65.8621 
32.9310 
^— 
Std.Err. 
Life Exp 
8.1311 
12.9075 
18.8137 
16.9723 
23.1300 
19.9549 
25.0473 
30.5279 
25.7068 
21.7818 
49.0907 
114.0764 
109.7701 
96.8081 
89.6269 
163.6356 
44.1816 
39.5172 
34.2229 
28.5191 
131.7241 
131.7241 
131.7241 
131.7241 
131.7241 
131.7241 
131.7241 
131.7241 
65.8621 
: 
