Three-dimensional human shape reconstruction is important in many applications, such as virtual or augmented reality (VR/AR), virtual clothing fitting, and healthcare. In this paper, we propose a learning-based method for reconstructing a whole-body point cloud from a single front-view humandepth image. Because actual depth images typically suffer from noise and missing data, an accurate point cloud cannot be reasonably obtained by simply predicting a back-view depth image. To solve this problem, we propose to use convolutional neural networks that not only predict a back-view depth image but also refine the input front-view depth image. To train the networks, we propose a carefully designed method for generating synthetic but realistic human-depth images with noise and missing data. Experiments show that the proposed method is effective for obtaining seamless whole-body point clouds. In addition, the experiments show that the networks trained on the synthetic depth images are ready for application to actual depth images.
I. INTRODUCTION
3D human shape reconstruction plays a central role in many applications, such as VR/AR, virtual clothes fitting, and healthcare. Customers can let their reconstructed virtual avatar try on items at online stores or send their body shape to a remote trainer for a customized workout.
To acquire a 3D human shape model, one can use an active 3D scanner [1] , a multi-camera system [2] , several RGB-depth (RGB-D) cameras [3] - [6] , or a single color or RGB-D camera [7] - [36] . Among these options, a single RGB-D camera has the advantage of no depth ambiguity, which is a fundamental problem when using a single color camera. In addition, an RGB-D camera is not demanding in terms of cost and space. Therefore, an RGB-D camera can be installed in narrow places as easily as a color camera.
Methods using monocular depth video [7] - [16] rely on model-to-frame tracking to join together depth measurements acquired at different times. These methods can reconstruct The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang . accurate 3D human models based on actual depth measurements. However, if the model-to-frame tracking fails, then the reconstructed 3D models are catastrophically damaged. To prevent such failure, the user should hold the A-pose and turn around slowly in front of the camera. For a typical person, rotating about an axis or recording one's own video without help from others is not easy. In contrast, acquiring one's own A-posed front-view image is relatively easy.
To maximize user convenience, an existing method [36] predicts an opposite-view depth image from a single depth image using a convolutional neural network (CNN) with an encoder-decoder architecture. The input depth image contains almost half of the whole-body point cloud, and the opposite-view depth image provides the other half. Therefore, the method [36] constructs a whole-body point cloud by combining the 3D points from the two depth images. Actual depth images, however, suffer from noise and missing data, which prevent the simple prediction method from obtaining an accurate whole-body point cloud. In this paper, to obtain high-quality whole-body point clouds, we propose to use CNNs that not only predict a back-view depth image but also refine the input front-view human-depth image. We employ two different CNN architectures. The first architecture is a single multitasking CNN that performs both tasks, and the other is a pair of CNNs that perform the two tasks independently. This paper provides experimental results on the performances of the two architectures.
To train a CNN that denoises and completes an actual depth image, we need pairs of a noisy, incomplete depth image and its corresponding noiseless, complete depth image. In practice, however, the noiseless, complete depth image is difficult to acquire without using an expensive active 3D scanner [1] . Inspired by the success of training a human-pose regressor using synthetic depth images [37] , we propose a method for generating synthetic but realistic depth images from publicly available 3D human mesh models [38] , [39] . Unlike the dataset used in [36] , our dataset includes both undressed and clothed humans. Therefore, our trained networks can handle clothed depth images as well as undressed depth images. In addition, the mesh models used in [36] are not watertight, so they are not appropriate for generating complete depth images. Unlike [36] , we add realistic random noise [40] and partially remove depth data to obtain more realistic depth images. Our experiments show that the networks trained with our realistic training data are more effective for obtaining accurate whole-body point clouds from actual depth images.
In summary, our method provides the following main contributions:
• For better performance on actual depth images, we propose a method for generating a synthetic depth image dataset with realistic depth noise and missing data. • We diversify a recent network architecture into two different architectures and compare their performances.
• Experiments are performed on actual depth images, and comparison to state-of-the-art methods is provided.
II. RELATED WORK
Methods for 3D human shape reconstruction can be classified according to different criteria: (1) the number of views or images used, (2) the type of camera used, and (3) the use of parametric body models.
With the advent of RGB-D cameras, a number of methods have been proposed to reconstruct deformable objects from monocular depth video [7] - [16] . KinectFusion [41] showed impressive results for static scenes by tracking the camera's motion with simple model-to-frame registration. This seminal work was extended to deformable and dynamic objects [7] and became the basis for other subsequent works [5] , [6] , [8] - [16] , [42] . For robust model-to-frame tracking, the methods rely on careful and slow motions [7] , multiple RGB-D cameras [5] , color feature tracking [8] , partial resetting of the model [6] , and an additional high-frame rate RGB-D camera [42] .
More recent depth video-based methods [11] , [13] , [14] , [16] , [43] assume that a deformable object is a human. BodyFusion [11] deforms the surface model along with the skeleton model of a human subject. Parametric body models [44] , [45] are used in [13] , [14] , [16] , [43] for both tracking and reconstruction. Because the pose change and deformation of the models are performed in low-dimensional parametric space instead of voxel space [7] , model-to-frame tracking becomes more robust. However, model-assisted tracking is not immune to failure; Zheng et al. [14] used sparse IMUs attached on the subject's body to improve the tracking performance.
RGB-based methods [17] , [18] , [20] - [31] rely on the prior knowledge that the subject is a human and use parametric body models [44] , [45] , image silhouettes [46] , human part segmentations [47] or 2D joint locations [48] , [49] . In addition, assumptions regarding the size of a subject or the camera pose and parameters are inevitable because of the lack of depth information. In [25] , 2D body joint locations predicted by a CNN-based method are used as input. In [17] , [26] , [31] , input image silhouettes are used. In [20] , both 2D body joint locations and image silhouettes are used, and in [31] , the subject's 3D pose is used. Relying on body joint locations or silhouettes detected by other methods is helpful for simplifying the problem; however, the overall performance becomes subject to the accuracy of the provided input. Several methods [27] - [30] , [33] provide end-to-end solutions taking an image as input and returning the 3D shape as output. In the methods of [28] - [30] , [33] , the human part segmentation, silhouette, 2D pose and 3D pose are estimated.
The methods in [17] , [18] , [20] , [25] , [27] - [29] , [32] , [33] estimate the shape and pose parameters of the SMPL parametric body model [45] . The model is based on 3D body scans of undressed humans. Thus, the shape space of the SMPL model is limited in representing clothed shapes. The model has recently been extended to representing fully articulated hands and an expressive face [35] ; however, the improved model is still based on undressed 3D body scans. Xiang et al. [50] show similar results to those in [35] based on their own human model.
To enrich 3D deformation of the SMPL model, Alldieck et al. [17] , [20] estimate SMPL parameters as well as the vertex-level displacements from the model. Zhu et al. [32] employ a series of detail-enhancing CNNs, which perform SMPL parameter refinement and vertex-level deformation. Kolotouros et al. [34] directly regress the 3D locations of the SMPL mesh vertices without changing the topology of the SMPL template mesh. The deformation or displacements are not sufficiently large to cover persons wearing loose clothes. Xu et al. [19] build a person-specific template mesh model from a monocular video sequence following a circular path around a static subject. This method does not use a parametric body model; however, the subject should stand still while capturing the video. Natsume et al. [31] estimate a volumetric human shape from multiple-view 2D silhouettes synthesized from projected input 3D joint locations. The volumetric representation, however, is coarse and does not contain detailed structures.
Methods using one or two depth images [36] , [44] , [51] rely on optimization-based fitting of the parametric 3D body model to depth data [44] , [51] or machine learning to directly predict unseen data [36] . The optimization-based methods [44] , [51] require good initial alignment between the depth data and the template mesh. Anguelov et al. [44] manually annotate partial data with a small number of markers, and Zhao et al. [51] detect a human pose from a depth image for initial alignment.
End-to-end learning-based methods have the advantage that their performance is not subject to initial solutions. To our best knowledge, the method in [36] is the only method that predicts an opposite-view depth image from a human depth image. In [52] , Tatarchenko et al. propose a convolutional network for synthesizing multi-view RGB-D images from a single color image and desired poses. Their main application was the synthesis of novel-view car images. The same network was later used in [53] to reconstruct the full 3D shape of a foot from a single depth image. In [54] , the network was simplified to predict only an opposite-view depth image from a foot depth image based on the observation that the two depth images contain most of the surface points. Finally, a simplified network was used in [36] to reconstruct a full 3D human shape.
There exist shape completion approaches [55] - [62] that represent the output shape using 3D voxels. The network architectures include 3D convolutional layers that require large memory and a long computation time. Thus, the output resolution of the voxel occupancy grid is limited to 32 3 or 64 3 voxels. In contrast, our method relies only on 2D convolutions, allowing more potential for extension to highresolution input and output depth images.
III. METHOD
To reconstruct the full 3D point cloud of a person from a single depth image, we build neural networks based on a U-Net-like architecture [63] . Our networks take a single front-view depth image of a person as input and output a denoised and completed front-view depth image or a predicted back-view depth image. Since the input depth images suffer from noise and missing data, we train neural networks for both the front view and the back view, which is the main difference between our work and the work in [36] . In addition, we test different networks to explore their advantages and disadvantages. On the other hand, we follow Lunscher and Zelek's idea of predicting a back-view depth image from the same camera pose as the input depth image, which not only simplifies the algorithm but also automatically aligns the input and output depth images without the need to know the exact camera pose of the input depth image.
We restrict the pose of a person to be approximately an A-or a T-pose because these poses are free of self-occlusion from the camera's viewpoint. We allow the input viewpoint to vary within a range of distances and pitch angles considering that RGB-D cameras are typically installed below or above a television. By providing training data with different viewpoints, our networks can learn to handle real-world depth images without knowing the camera pose.
A. SYNTHETIC DEPTH IMAGE GENERATION
To train a network that outputs a denoised and completed input depth image, a dataset consisting of pairs of a noisy, incomplete depth image and its corresponding noiseless, complete depth image is necessary. Additionally, to train a network that outputs a back-view depth image from a noisy, incomplete front-view depth image, a dataset consisting of pairs of noisy, incomplete front-view depth images and their corresponding noiseless, complete back-view depth images is necessary. Such datasets are difficult to collect without an expensive active 3D scanner, along with depth cameras. In addition, gathering people and acquiring their depth data costs substantial time and money.
To reduce the cost, we propose a method for generating synthetic but realistic datasets. Inspired by the success of training a human-pose regressor using synthetic depth images [37] , we generate depth images from publicly available 3D human mesh models [38] , [39] . The Dynamic FAUST (D-FAUST) dataset [38] consists of 41,220 mesh models registered to 3D scans of 10 different undressed humans in 14 different motions. Among the 14 motions, the 'hips', 'light_hopping_loose' and 'light_hopping_stiff' motions are close to A-and T-poses; therefore, we extract the corresponding 10,522 mesh models.
The Pose-Varying Human Model (PVHM) dataset [39] consists of 10,200 mesh models of 22 different handcrafted appearances, and the model with each appearance is deformed from 200 to 1200 different poses. Among the deformed mesh models, we extract 210 mesh models, which are close to A-and T-poses, from 17 different appearances. Unlike the D-FAUST dataset, the mesh models in the PVHM dataset are clothed. To approximately balance the ratio of undressed and clothed depth images, we render each PVHM mesh model and each D-FAUST mesh model 47 times and once, respectively. Because the vertex coordinates of a PVHM mesh model are not in a metric unit, we randomly scale the mesh model per rendering such that its height will range from 150 cm to 190 cm.
When rendering each depth image, we use fixed intrinsic camera parameters that can fully capture a person approximately 2.5 m from the camera in a 256 × 256 depth image. Our intrinsic camera matrix K is
Although we can increase the output resolution, we use the same resolution as [36] for a fair comparison. We can resample depth images acquired by actual depth cameras using their intrinsic parameters and our K such that the resampled image size will be 256 × 256 pixels. A detailed description will be given in Section III-D.
On the other hand, we randomly sample the distance and the pitch angle of the camera from uniform distributions with ranges of 2 m to 3 m and −30 • to 30 • , respectively, to reflect the use of our method in practice. The origin of the coordinate 
where X m and Z m are the means of the X and Z coordinates, respectively, and Y b is the lowest Y coordinate of the vertices of each mesh model. Fig. 1 shows the coordinate system, and Table 1 summarizes the ranges of the camera pose parameters.
The center C of the camera and the rotation matrix R of the vertices are given by
where R A is the rotation matrix with angle θ A about axis A for A ∈ {X , Y , Z }. Finally, the projection matrix P is defined as
We use OpenGL [64] to render depth images. By changing the depth test function and depth clearing value, we can obtain both front-view and back-view depth images, D f and D b , with the same camera pose and parameters. We note that the background of both depth images is set to 0.
Our synthetic front-view depth image D f is different from actual depth images in two aspects. First, the noise is different from actual depth noise, which is dependent on the distance of the subject [40] . Assuming that our RGB-D camera is a Kinect v2, we add distance-dependent noise [40] to D f to obtain a noisy front-view depth image D nf . Second, actual depth images suffer from missing data in lowreflectivity or light-scattering regions. For example, we can hardly acquire depth data in dark-hair regions. To simulate missing data in these regions, we randomly remove approximately the top 2.5% of the subject region. Increasing x from 0 to the image width, we randomly determine the vertical data-removal range v(x). Denoting the top vertical coordinate of the subject region by y t , we remove all depth data from (x, y t ) to (x, y t + v(x)) for all x. If we determine v(x) independently for each x, then v(x) becomes too noisy to resemble the actual behavior of the missing data. Thus, we enforce v(x) to be dependent on v(x − 1) to obtain a smooth v(x) along the horizontal axis. At x = 0, we sample v(0) from a uniform distribution with a range from 0 to 0.05h pixels, where h is the height of the subject region. v(x) is then defined as
where δv is sampled from a uniform distribution with a range from −2 pixels to 2 pixels. By removing the top-pixel data from D f , we obtain a depth image with missing data D mf . Finally, we apply both procedures to obtain D nmf , a noisy depth image with missing data. Commercially available RGB-D cameras can apply noise reduction filters to their depth data. In addition, some people may wear a hat or have no hair such that the top region may not be missing in their depth images. To handle these situations, we use all D f , D nf , D mf and D nmf to train our networks.
B. NETWORK ARCHITECTURE U-Net [65] has been used as a building block in recent single image-based methods [31] , [32] . Originally, U-Net [65] was proposed for segmentation tasks. The output layer has two channels: channels 0 and 1. If a pixel has a greater value in channel 1 than in channel 0, then the pixel is classified as a foreground pixel. By reducing the number of channels to 1 and using the rectified linear unit (ReLU) function as an activation function, U-Net can infer nonnegative real values per pixel. Because depth images have nonnegative real values, we modify the output layer in this way.
The main difference between our adopted U-Net-like architecture [63] and the original U-Net [65] is that a single strided convolutional layer is used instead of a max-pooling layer and its subsequent convolutional layer. Another difference is that bilinear interpolation is used instead of transposed convolution, which is known to cause checkerboard artifacts [66] . In our networks, all of the output layers consist of a 3×3 convolutional layer followed by the ReLU function.
In this paper, we test different networks for recovering D f and predicting D b from D in , where D in can be any one of D f , D nf , D mf or D nmf . We note that the input and output images have a single channel because the depth images contain only Z coordinates. Given a Z coordinate value at a pixel location, we can easily calculate the corresponding X and Y coordinates by backprojecting a ray from the pixel location.
Model I. First, we employ a single network U dual that conducts both tasks:
where we hope thatD f andD b will be highly similar to D f and D b , respectively. 
, the depth values have been mapped to red-blue colors. From (b) to (d), the blue and red colors correspond to the minimum depth value in D f and the maximum depth value in D b , respectively. In (e), the blue color corresponds to 0, and the red color corresponds to depth differences no less than 1 cm. , and U f are described in Fig. 4 . Refer to the text for more details.
Model II. Second, we employ separate networks U f and U b that outputD f andD b , respectively. In Model I,D f andD b share the same representation in U dual , although some channels in the layers of U dual can evolve to specialize in a single task. Because the features for the two tasks are shared, we can expect the regularization effect obtained by multitask learning [67] . In addition, we can expect thatD f andD b will be combined more consistently and seamlessly due to feature sharing.
In contrast, Model II is based on two independent networks: U f and U b . Except for the output layer, the architectures of U dual , U f , and U b are the same, so Model II has twice as many features as Model I. The increased features provide more room to accurately estimateD f andD b . However, a larger number of features may also lead to overfitting.
C. TRAINING
Because our goal is to minimize the difference between D f or D b andD f orD b , we minimize the following L1 loss functions.
where N is the number of pixels in a depth image. For Model I, we minimize
For Model II, we minimize L f and L b for U f and U b , respectively. All the loss functions are minimized by the Adam optimizer with a learning rate of 0.0001, momentum coefficients of (β 1 , β 2 ) = (0.5, 0.999) and a mini-batch size of 4.
If we define L2 loss functions similarly to the L1 loss functions, then both kinds of loss functions are minimized when D f =D f and D b =D b for all training data. Therefore, the L2 loss functions can be considered as an alternative to the L1 loss functions. In the presence of outliers, L2 loss functions do not perform well because the outliers are overly penalized by the square function [68] . Our synthetic depth images have noise and missing data, which may lead to large local errors inD f andD b in the early training stage. Because we want to train the networks to not only refine the errors correctly but also provide accurate whole-body depth images, we use the L1 loss functions. For similar reasons, L1 loss functions have been used in recent methods [34] , [36] , [68] .
To prevent overfitting and to evaluate the generalization capability, we separate our synthetic depth images into training, validation, and test sets. From the D-FAUST dataset, subjects '50025' and '50026' are used for validation and testing, respectively. From the PVHM dataset, the appearances in '9200-9999' and '5600-5999, 6400-6799' are used for validation and testing, respectively. We note that the subjects and appearances for validation and testing are not included in the training set.
Using a computer with a single NVIDIA TITAN Xp graphics card, we trained U dual , U f , and U b on our synthetic depth image dataset including both undressed and clothed persons. Approximately 10 days were required to train each model. The training loss decreased smoothly while the validation loss decreased unevenly. Therefore, we kept monitoring the validation loss to explore the network weights minimizing the validation loss in 500 epochs. 
D. PREPROCESSING OF ACTUAL DEPTH IMAGES
An actual depth image captured by a Kinect v2 contains background as well as a human subject. In addition, the resolution of the actual depth image is different from that of our input depth image D in . For example, a Kinect v2 depth image has a 512 × 424 resolution, while D in has a 256 × 256 resolution.
To transform an actual depth image to D in , we first crop the centered 384 × 384 region, assuming that the person is at the center. Because D in is assumed to be free of background depth values, we remove the background as follows. We first acquire a background depth image as shown in Fig. 5(a) and subtract it from a depth image of a person. In practice, this background image is easy to acquire by simply pressing a button outside the field of view. By applying a threshold of 2 cm to the difference image, an initial binary mask is obtained as shown in Fig. 5(c) . To remove the remaining background, a series of morphological operations are applied to the initial mask: we apply opening and erosion to obtain an intermediate mask, as shown in Fig. 5(d) . Based on the assumption that the human region is the largest, we find the largest connected component and then apply dilation. As a result, a refined mask is attained, as shown in Fig. 5 (e). Fig. 5 (f) shows a masked depth image.
We resize the masked depth image D mask by resampling its depth values. From the 3D coordinates read out from the actual depth images, we can compute the camera matrix K k of a Kinect v2. We can compute K k satisfying the following relationship.
where X = (X , Y , Z ) represents the 3D coordinates from pixel location x = (x, y, 1). We can adjust the image center parameters of K k such that they will correspond to the cropped depth images. On the other hand, D in also has its assumed camera matrix K such that
where u = (u, v, 1) is the pixel location in D in corresponding to X. Thus, the 2D homography from D in to D mask is given by
For every discrete pixel location u, we can calculate the corresponding sub-pixel location x using (14) . Let us denote the four neighboring discrete pixel locations of x by x i for i = 0, 1, 2, 3, as illustrated in Fig. 6 . By checking the distance d i = x i − x , we can find that i maximizes d i . Using the depth values of the remaining three pixel locations, excepting x i , we can compute a linear function [69] that takes x as input and outputs 1/Z . We use the function to determine the depth value Z for u. If any of the three pixel locations belongs to the background, then the depth value of u is set to 0, as illustrated in Fig. 6(c) .
Finally, Fig. 7 summarizes our overall method, including preprocessing, U-Net-based depth image refinement and prediction, and whole-body point cloud generation. The wholebody point cloud is simply obtained by backprojecting the depth values inD f andD b .
IV. EXPERIMENTS
In this section, we provide experimental results and compare the proposed method to existing methods based on a single depth [36] or a single color image [27] , [32] , [34] , [72] . The unidirectional and bidirectional Euclidean distances in [36] , [53] , [54] are used as the evaluation metrics. The distances are computed between point clouds or between depth images to show various aspects of the proposed and compared methods. The D-FAUST [38] and PVHM [39] datasets as well as our captured actual depth image dataset (Actual) are used for the evaluation.
A. EVALUATION METRICS
For a depth image D, let us denote the 3D point coordinates of pixel i by p i . Given a predicted depth imageD and its ground-truth depth image D gt , we can compute the point-topoint Euclidean distance e gt,i from D gt toD as e gt,i = min j p gt,i −p j (15) for all i such that p gt,i = 0. Similarly, the point-to-point Euclidean distanceê j fromD to D gt is computed aŝ e j = min i p j − p gt,i (16) for all j such thatp j = 0. These measures are separately averaged to obtain
where N gt andN are the numbers of pixels with non-zero depth values in D gt andD, respectively. Finally, we can average e gt andê together to calculate the overall error. e total = e gt +ê 2 .
We can compute e total,d2d betweenD f and D f or between D b and D b , considering D f and D b as D gt . On the other hand, we can combine the 3D points fromD f andD b to build a point cloudP and the 3D points from D f and D b to build the corresponding ground-truth point cloud P gt . We can compute e total,p2p betweenP and P gt in the same manner. 
B. ACTUAL DEPTH IMAGE DATASET
Our networks have been trained on a synthetic depth image dataset. To assess the generalization capability of the networks, their performance on actual depth images needs to be evaluated. Therefore, we captured actual depth images using two Kinect v2 cameras facing each other, as shown in Fig. 8 . Their distance and height were approximately 5 m and 1 m, respectively. The subjects in the dataset are three different male models with different clothes. The total number of different appearances is 11, one of which includes only underwear similar to those in the D-FAUST dataset [38] . We captured a depth image sequence consisting of approximately 30 RGB-D image pairs for each appearance. The distance of the front-view Kinect v2 camera to the subjects was approximately 2.5 m so that the distance of the backview Kinect v2 camera would be approximately the same. The subjects began with a T-pose and gradually lowered their arms to end with an A-pose.
We extrinsically calibrated the two cameras using the methods in [70] , [71] to transform the depth data of the back-view depth images to the front-view camera coordinate system. The root-mean-square error of the calibration is 1.27 cm. Before the transformation, both front-view and back-view depth images were preprocessed using the method in Section III-D.
Our dataset includes no 3D scans, which can be used to generate precise ground-truth depth images. Thus, the transformed back-view depth images are used as the groundtruth depth images. In this case, 3D points from a predicted depth image may correspond to missing data, leading to overestimated errors. Thus, we compute onlyê, which is the average point-to-point distance from the ground-truth depth images to the output depth images. We note that the frontview depth images are used as both input and ground-truth depth images for the same reason.
C. COMPARED METHODS
We compare the proposed method to existing methods based on a single depth [36] or a single color image [27] , [32] , [34] , [72] . We use our training and validation datasets to train a depth image-based method (LZ2018). Notably, only D f and D b are used as the training input and target, respectively, because LZ2018 does not assume noise or missing data in depth images. We also train our adopted variant of U-Net [63] using the same reduced dataset to observe the performance change according to the pure architecture change. We denote this network by U b,pure . In addition, we train U f , U b , and U dual using L2 loss functions similarly defined as our L1 loss functions, to assess the effect of the loss functions. The resulting networks are denoted as U f (L2), U b (L2), and U dual (L2), respectively. The L2-loss-based networks differ from their L1 counterparts only in the loss functions.
On the other hand, we use the pretrained networks of the color image-based methods HMR [27] , HMD [32] , HMV [72] , and CMR [34] . Their output is a mesh model under the assumptions for overcoming depth ambiguity. Thus, we must register the output mesh model to our input depth image for a fairer comparison.
Our RGB-D camera yields an aligned pair of color and depth images. The central 384 × 384 region of the color image is cropped and resized into a 256 × 256 image, which is used as input to HMR, HMD, HMV or CMR, as shown in Fig. 9(a) . Using the preprocessing method in Section III-D, we obtain D in from the depth image, as shown in Fig. 9(b) . To obtain dense 3D surface points as D in , we render the mesh onto our depth image plane as shown in Fig. 9(c) . Using the overlapping non-empty pixels of the two depth images as correspondence points, we apply MSAC [73] to compute a similarity transformation. Finally, the similarity transformation is refined by applying the iterative closest point algorithm [74] , as shown in Fig. 9(e) .
Because the transformed mesh has a different number of vertices than the number of valid pixels in the groundtruth depth image, we render the transformed mesh to attain D f orD b . Table 2 shows the average point-to-point distance between a predicted point cloud and its ground-truth point cloud. For the results, we used the test sets from the D-FAUST and PVHM datasets and our Actual dataset. For the test sets, D nmf with noise and missing data was used as input. For the Actual dataset, D f was used as input. Because the PVHM and Actual datasets contain color images, we report the results obtained by HMR, HMD, HMV, and CMR using the color images as input. For the Actual dataset, U b,pure and LZ2018 use D f for front-view point cloud reconstruction; therefore, only the back-view point clouds contribute to the error. Due to the zero front-view error, the overall point cloud error tends to be underestimated. Therefore, we do not report the results obtained by the two methods.
D. POINT CLOUD RESULTS
The results show that both the proposed synthetic data generation method and the U-Net-like architecture are effective. U dual , U f , and U b have been trained with the proposed synthetic data generation method, while U b,pure has been [36] , (f) HMR [27] , and (g) HMD [32] . The front-view and back-view point clouds are colored in red and blue, respectively. We note that the front-view point clouds in (d) and (e) are from D in without any processing.
trained with the naïve dataset without noise and missing data. The lower errors of U dual , U f , and U b than those of U b,pure show that the proposed synthetic data generation method and the proposed denoising and data-completion networks are effective for obtaining more accurate whole-body point clouds.
On the other hand, U b,pure and LZ2018 have been trained with the same naïve dataset. Therefore, their difference lies only in the network architecture. The lower errors of U b,pure than those of LZ2018 show that our architecture outperforms that of LZ2018. Both architectures are encoder-decoder architectures with two main differences. First, our adopted U-Net-like architecture [63] contains skip connections from the feature maps of the encoder layers to their corresponding feature maps of the decoder layers, while the architecture of LZ2018 [36] does not. Therefore, our architecture uses both deep and shallow features, while LZ2018 relies only on deep features. The wider spectrum of features is the first advantage of our architecture over that of LZ2018.
Second, the architecture of LZ2018 uses fully connected layers as a bridge from the encoder layers to the decoder layers, while our architecture does not. Using the fully connected layers tends to cause loss of spatial information. Therefore, it is effective for obtaining a viewpoint-independent representation from an input depth image. Because our goal is to obtain depth images from the same viewpoint as the input depth image, the fully connected layers are not very helpful. Preserving spatial information with fully convolutional layers is our second advantage.
The comparisons of the L1-loss-based networks (U f , U b and U dual ) and the L2-loss-based networks (U f , U b (L2) and U dual (L2)) show that the L1 loss functions are better at producing point clouds with lower point-to-point distances. Because the point-to-point distances are sums of absolute errors, it is effective to minimize the L1 loss functions instead of the L2 loss functions that focus on reducing large errors caused by outliers. Fig. 10 shows sample point clouds obtained by the methods. The inputs are depth images with partially missing heads or hats, as shown in Fig. 11(a) . Although the completion results are not perfect, the networks trained with the proposed synthetic data generation method recover the missing points.
The front-and back-view point clouds obtained by U dual and by U f and U b are almost seamlessly combined with each other, which is expected for U dual because the network learns a common representation for the front and back views.
In contrast, U f and U b have been independently trained; thus, it is not guaranteed for the two networks to learn a common representation. However, U f and U b seem to have learned similar representations.
Interestingly, the human shape with a skirt is recovered by the depth-based methods. In the PVHM dataset, only four different appearances include models wearing skirts, only two of which were used for training. A depth image with an unseen skirt can be recognized by learning from such a small number of examples. Similarly, only three different appearances include models wearing hats, two of which are included in our training set. However, from Fig. 10 , whether the methods have learned the hats is unclear.
The point clouds obtained by LZ2018 include noisy points in the empty space. In [36] , a postprocessing filter is applied to the point clouds. In this paper, we note that no filter has been applied to any point clouds.
E. DEPTH IMAGE RESULTS
To further analyze the proposed method, we report the errors of the front-and back-view depth images separately. Tables 3 and 4 show the results. Table 3 shows the same tendency as Table 2 . In Table 3 , the difference between U b and U b,pure is only in their training datasets. The lower errors of U b than those of U b,pure show the effectiveness of the proposed training data generation method. In Table 4 , the front-view errors of U dual and U f are much smaller than the corresponding back-view errors in Table 3 because U dual and U f learn to preserve the original input depth images while denoising and completing them. It can also be observed in Table 4 that U f consistently delivers more accurate front-view depth images than U dual , although the differences are less than 0.15 mm. We conjecture that this superior performance of U f is due to our training method minimizing the validation error to prevent overfitting. U f has as many features as U dual , and the features are dedicated to a single task of denoising and completing a depth image. Therefore, without overfitting, U f has more chances to learn [36] , (g) HMR [27] , and (h) HMD [32] . (i) An input color image. The rows correspond to those in Fig. 10 . We note that the D-FAUST dataset does not include color images, so there are empty entries in the first row. a more accurate representation for refining front-view depth images. In addition, the loss L f in (9) for training U f focuses only on obtaining accurate front-view depth images, while the loss L dual for training U dual in (11) has been designed to accurately obtain both front-view and back-view depth images. To analyze the effect of noise and missing data on the denoising and completion accuracy, we used different inputs in the test set of our synthetic depth image dataset (D-FAUST and PVHM). Table 5 shows the result. e input denotes the e total,d2d between D f and D in , while e dual and e f denote the e total,d2d between D f and theD f obtained by U dual and U f , respectively. For the noisy inputs D nf and D nmf , the networks quantitatively improve the input. In contrast, for the partially missing input D mf , the networks do not quantitatively improve the input. For D mf , only the missing regions contribute to e input because the remaining pixels have the same depth values as the ground-truth depth image. Because the proportion of missing regions is small, e input is much less than the other errors. Finally, Table 6 shows the errors of the proposed method on noiseless, complete input depth images. For all the methods, the errors tend to be less than those in Table 3 . This result shows that the proposed method is robust to the presence or absence of noise or missing data in the input depth images. We speculate that this robustness is due to using all D f , D nf , D mf , and D nmf as the training input.
F. COMPUTATION TIME
We measured the computation time of the proposed method using a computer running Ubuntu 18.04 with an Intel Xeon 4114 processor, an NVIDIA TITAN Xp graphics card, and 256 GB of RAM. The actual dataset was used to measure the computation time, and the CPU was used for the preprocessing and backprojection, while the GPU was used for the network inference. Our code was written in Python. The average computation times of the preprocessing, network inference, and backprojection are 696 ms, 3.74 ms, and 148 ms, respectively. The entire procedure is finished within one second, which is tolerable for typical users.
V. CONCLUSION
We have proposed a learning-based method for reconstruction of a 3D whole-body point cloud from a single frontview depth image of a person. The proposed method adopts a U-Net-like architecture to refine the input depth image as well as predict its aligned back-view depth image. The point cloud is then created by combining the 3D points from the two depth images.
Training of the networks was powered by the proposed method for adding realistic depth noise and removing partial data from the synthetic training depth images. Through experiments, the synthetic training data as well as the adopted architecture were shown to be effective for improving the output accuracy for both synthetic and actual datasets. The experiments also showed that the created point clouds are seamless irrespective of the architecture choice. Both the feature-shared and independent architectures showed similar performances.
VI. LIMITATIONS AND FUTURE WORK
The error on the undressed depth images is smaller than that on the clothed depth images. We speculate that the performance gap is due to the simpler structure of an undressed body. However, the average error of the undressed backview depth images is almost 1 cm; thus, the point cloud may not be suitable for virtual fitting of tight clothes. However, the reconstructed point cloud is seamless and can readily help create a virtual avatar for gaming, 3D printing, and social media applications, where high accuracy is not compulsory.
We believe that the accuracy will be improved as we collect more training data; however, the increased training data may not generalize to persons with unusual back shapes. Development of a method constraining the output point cloud to be consistent with several easy-to-measure body sizes, such as waist circumference, will also increase the accuracy.
Collecting more training data with various clothes will help improve the accuracy on clothed persons. Developing a conditional generator may also be effective. For example, we can provide additional attribute information such as 'wearing hats' or 'not wearing hats'. We can train the networks to generate outputs conditioned on such information. Actual depth images suffer from systematic errors [75] as well as the noise and missing data addressed in this work. For example, the head in the second to last row in Fig. 10 exhibits systematic errors. The systematic errors are one of the reasons that the reported errors on the Actual dataset are greater than those on the synthetic datasets. Our future work includes detecting such unreliable depth values and removing them so that our networks will recover the removed data. We also expect that the remaining reliable actual depth values will be used as more precise ground-truth depth values.
Our reported input and output resolution is not sufficient for reconstructing detailed facial expressions or hands. Although our graphics card has potential for increased resolution, the original Kinect v2 depth image resolution is still low for reconstructing detailed human body parts from a distance. On the other hand, RGB-D cameras as well as the Kinect v2 provide a high-resolution color image from which detailed faces and hands can be extracted. We can adapt the outputs from color image-based methods [35] , [50] , which can capture detailed facial expressions and hands, to the outputs from the proposed method.
The large number of features in our adopted U-Net-like architecture hinder it from being deployed on mobile devices in which high-performance GPUs may not be available. We are investigating employing feature dimensionality reduction techniques [76] , [77] so that our networks will produce good results with a reduced number of features. Using false detection techniques [78] to detect and refine inaccurate point clouds in temporal point cloud sequences is another possible future research topic.
