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INTRODUCTION
1.1 Electrical signals from the brain
Measuring the electrical activity produced by the brain is one of the 
methods for studying the function of the human brain. In the 1920s, 
Hans Berger was the first to measure this electrical activity on the 
scalp (Berger, 1929). In so doing he noticed that certain properties 
of this electrical activity were dependent on the behavioral state of 
the subject. Electroencephalography (EEG), as the recording of elec­
tric brain activity came to be known, has since become a widespread 
method for studying brain function. The temporal characteristics of 
the EEG were first measured by using a single or a small number of 
electrodes, but due to advancements in amplifier equipment informa­
tion is now also obtained from the spatial distribution of the potential 
over the scalp.
The EEG is measured as potential differences of around 10-100 ßV 
between different locations on the surface of the head. It gives an 
instantaneous representation of the electrical activity of the brain, 
which means that there is no time delay between the brain activity 
and the observed EEG. The activity of the brain may therefore be 
tracked with a very high temporal resolution which is only limited 
by the measurement equipment used. Besides the fluctuations of the 
potential in time, an important feature is the distribution of the poten­
tial over the scalp.
Two basic questions that arise in the interpretation of the EEG are 
which areas of the brain relate to a particular behavioral function, and 
how different areas of the brain work together to accomplish such func­
tions. To answer these questions, the specific changes in the EEG asso­
ciated with external events related to these functions, such as stimuli 
and responses, are determined by measuring the EEG for repeated 
events. By averaging the EEG over these events, the much larger spon-
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taneous brain activity that is not related to the event is suppressed. 
The average over multiple events is called an evoked potential (EP) 
if the event is an exogenous stimulus, such as a light or a sound, or 
an event-related potential (ERP) if it is related to endogenous brain 
activity. The amplitude of an ERP is around 1-10 ßV. The ERP is the 
most commonly used electrophysiological measure of cognitive brain 
functions. There are alternative analysis techniques that, for example, 
determine the spatial distribution of a specific frequency component 
of the EEG, or decreases and increases in a specific frequency range 
(Pfurtscheller and da Silva, 1999).
One of the techniques that can be used to analyze the EEG 
and ERPs is source modeling. With this technique, the relationship 
between the scalp potential and the generators of the electrical activity 
in the brain is described using physical insights and mathematical tech­
niques. Source modeling has been applied particularly successfully in 
the localization of early sensory ERP components, showing activity in 
primary sensory areas.
For late components of the ERP, multiple and more extended brain 
areas are simultaneously active. The potentials associated with these 
activities overlap both in time and in their spatial distribution. Source 
analysis of late components therefore not only depends on correctly 
localizing the activity, but also requires separation of the different 
contributions to the ERP potential. Compared to early components, 
late ERP components generally are slow and their temporal character­
istics offer not much information that can be used in disentangling the 
mixture of generators underlying the ERP. The analysis of late ERP 
components in terms of underlying sources therefore has mainly to rely 
on their spatial characteristics.
An important approach of source analysis for the analysis of 
late components is to analyse the difference in the ERP distribution 
between two experimental conditions instead of attempting to obtain 
a source model which explains all activity in one single condition. If 
the experimental conditions being compared differ only in activation 
in just one, or only a few areas, the subtraction cancels out the acti­
vation that is common in both conditions due to the superposition of
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the ERPs generated in different areas.
In more recent times, technological advances have made it possible 
to study the magnetic fields that are associated with the electrical 
currents within the brain. This is called the magnetoencephalogram 
(MEG, Cohen, 1968). The fundamental physical description of elec­
tricity and magnetism is based on Maxwell’s laws and according to 
these laws the electric and magnetic fields are directly coupled. The 
EEG and MEG are therefore two different representations of the same 
brain activity. In this thesis only the EEG will be discussed, but many 
of the methods used in the analysis of the EEG apply equally well to 
the MEG.
Functional Magnetic Resonance Imaging (fMRI) and Positron 
Emission Tomography (PET) are other techniques available for 
measuring brain activity. They detect haemodynamic changes, i.e., 
changes in blood flow and volume (PET) and changes in the oxygena­
tion of the blood (fMRI). The performance of a specific task by the 
brain can result in local changes in energy consumption, hence local 
haemodynamic changes can be related to active areas. Functional 
imaging using PET and fMRI results in activation maps with a high 
spatial resolution that is in the order of millimeters, but both due to 
the slowness of the blood flow dynamics and the technical limitations 
in fMRI and PET, a functionally relevant temporal characterization 
of the active areas is very difficult, if not impossible. Whereas fMRI 
and PET provide high spatial resolution and poor temporal resolution, 
EEG source analysis has the opposite characteristics, i.e., a poor spatial 
resolution but a high temporal resolution. Hence, the combination of 
EEG source analysis with fMRI or PET promises to provide a valu­
able contribution to functional neuroimaging. The spatial information 
obtained using fMRI or PET can be used as prior information for the 
source modeling (Ahlfors et al., 1999; Wang et al., 1999; Wagner and 
Fuchs, 1999), and inversely, the temporal information present in the 
EEG can be used in the analysis of fMRI data (e.g. Goldman et al., 
2 0 0 1 ).
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1.2 Motivation for this thesis
The motivation for modeling EEG and ERPs in terms of sources arises 
from the questions of how the activity in the brain leads to a certain 
scalp potential distribution and which areas of the brain are involved 
in the generation of a experimentally observed potential distribution. 
The usefulness of source modeling has been demonstrated in early ERP 
components. For more complex networks of areas that are active simul­
taneously during late components of the ERP, the application and 
interpretation of source analysis is more difficult.
The motivation for the work described in this thesis was to study 
different aspects of source modeling in order to determine whether the 
available modeling techniques can be applied with confidence to late 
ERP components. In general it is to be expected that more accurate 
source and volume conduction models and the incorporation of prior 
knowledge in the inverse estimation of sources in the brain will improve 
the results. Specifically, an experimental paradigm investigating ERP 
components related to visuospatial attention and motor preparation 
was studied to see if and how prior knowledge can be applied in source 
modeling.
1.3 Scope of this thesis
To relate EEG and ERP potential distributions to active areas in the 
brain, the generation of these potentials and the mechanism under­
lying the distribution over the head need to be understood. This 
requires both a background in neurophysiology, as well as in physics. 
The remainder of this chapter (section 1.4 and further) gives a brief 
summary of the electrophysiology underlying the EEG and of the phys­
ical methods related to forward and inverse source modeling. The 
subsequent chapters describe different aspects of EEG source modeling: 
the measurement of high-density EEG, forward modeling of the EEG 
and source estimation using inverse techniques.
In Chapter 2, the influence of the head as a volume conductor on 
the EEG scalp potential is studied. Specifically, the influence of the
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presence of holes in the skull is examined, and different methods for the 
associated forward computation of the scalp potential are compared.
Chapter 3 describes a system for the placement of electrodes over 
the scalp for use in high-density EEG measurements. This system 
extends the existing 1 0 - 2 0  standard and accommodates 128 or more 
electrodes, and is proposed as a new standard for electrode placement 
and nomenclature.
Chapter 4 studies the influence of specific incorrect assumptions 
about the spatial domain parameters of sources in the brain. In partic­
ular, the implications of the use of symmetry in lateralized event- 
related potentials (ERLs) is described, and the effects of deviations 
from symmetry in the generators in the brain on the potential are 
studied.
In Chapter 5, a forward modeling approach is used to study the 
overlap in scalp potential that is observed when a subject performs 
a task in which lateralized visuospatial attention is combined with a 
lateralized motor response. The model is based on the prior knowl­
edge of brain regions likely to be involved in the performance of this 
specific experimental task, and combines the accurate localization of 
brain functions obtained using functional MRI with the spatial distri­
bution of the ERPs over the scalp.
Chapter 6  describes the measurement and analysis of high­
resolution EEG in an experiment investigating spatial stimulus- 
response compatibility. Inverse modeling is used to identify the sources 
of activation related to visual attention in motor regions of the brain.
Chapter 7 contains a summary and a discussion of the material 
presented in this thesis.
1.4 Electrophysiology of the brain
The central nervous system essentially consists of nerve cells, or 
neurons, and glial cells. Typically, the human brain contains approxi­
mately 1 0 10 neurons and the electrical activity in the brain consists of 
ionic currents generated by biochemical processes in these neurons. By 
maintaining a difference in the concentration of positive and negative
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dendrites
Figure 1.1: A nerve cell or neuron, with the most important parts indicated.
ions between the inside and outside of the cell membrane, a potential 
difference of about 70 mV over the cell membrane exists in the resting 
state. Local changes in the properties of the ion channels in the cell 
membrane can cause a flow of ions through the membrane, resulting 
in a local increase (polarization) or decrease (depolarization) of the 
resting potential. A decrease in potential that is sufficiently great 
causes an active process resulting in complete depolarization of the 
membrane. After the depolarization, the resting potential is restored. 
The complete duration of such an action potential (AP) is about 
1 - 2  ms.
Neurons have a specific shape with a compact cell body (the soma) 
containing the nucleus, and a large number of protrusions (Figure 1.1). 
These protrusions can be divided into two types, depending on their 
function. Most of these are dendrites, which branch out in many rami­
fications. A neuron also has a single axon which can split up in multiple 
collaterals. The terminal point of the axon provides contact with other 
neurons through the synapse. This synapse consists of the synaptic 
cleft, a microscopic space between the axon’s terminal button (the 
presynaptic neuron) and the cell membrane of the other (postsynaptic) 
neuron. As it fires, the presynaptic neuron releases a neurotransmitter 
in the synaptic cleft, which causes an increase or a decrease of the 
resting potential of the postsynaptic neuron, depending on the type 
of neurotransmitter. A decrease in the postsynaptic resting potential 
is called an excitatory postsynaptic potential (EPSP), an increase is 
called an inhibitory postsynaptic potential (IPSP).
In the event of an IPSP or EPSP, the postsynaptic membrane in
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p re s y n a p tic  
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Figure 1.2: Redistribution of charge over the synaptic cellmembrane in case of an 
IPSP or EPSP. The dashed lines represent the associated intra- and extracellular 
currents.
the synapse acts as a source, respectively as a sink for the electric 
charge. Since the net current inflow and outflow is zero, the remainder 
of the cell membrane will act as an equally strong but opposite sink 
or source, respectively (Figure 1.2). Depending on the location of 
the synapse with respect to the cell body, there may be some net 
spatial separation between the source and the sink on a single neuron, 
causing bipolar or quadrupolar currents to flow through the extracel­
lular medium surrounding the neuron. For the IPSP, this has been 
schematically depicted in Figure 1.3. In the event of a propagating 
action potential, a wavefront of depolarization propagates over the 
cell membrane and the axon, followed by the repolarization of the 
membrane. Since in a propagating action potential the depolarization 
and repolarization follow shortly after each other, the accompanying 
extracellular current resembles that of a quadrupole.
The extracellular currents generated by a single neuron are too 
weak to be detected noninvasively. However, the extracellular currents 
of individual neurons add up and the simultaneous activation of a 
population of neurons can result in a macroscopic current that is large 
enough to be detectable as potential differences on the surface of the 
head. Besides simultaneous activity in a population of neurons, there 
is also the requirement that the neurons be regularly arranged with the 
main axes of the dendritic trees more or less parallel to each other. If 
this is not the case the currents of the individual neurons may cancel 
each other out. For the generation of macroscopic currents, the align-
ce ll m e m b ra n e
1,..<..-, I ..>..-,
..-..
IPSP
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Figure 1.3: Extracellular currents during an IPSP; the currents are quadrupolar if 
the synapse is halfway along the dendrite (left), or dipolar if the synapse is close 
to the soma (right).
ment of the apical dendrites is most favorable for the pyramidal neurons 
in layer IV of the cortical sheet and these are considered to be the 
primary generator of the EEG (Lopez da Silva and van Rotterdam, 
1999).
Although the phenomena that give rise to the EEG are the 
biochemical processes that occur on the microscopic level of the neuron, 
the conduction of currents through the surrounding passive medium is 
a physical phenomenum. For the further understanding of this and to 
be able to model the scalp potential distribution using source models, 
a summary of the physics involved in the generation of the EEG and 
some background on source modeling is presented.
1.4.1 Physics of the scalp potential distribution
The biochemical processes at the cellular level related to the activity 
of a neuron manifest themself as a redistribution of ions between the 
intracellular and extracellular medium. This results in an electric field, 
causing a macroscopic current through the different tissues of the head. 
This current is called the impressed current, as it is impressed on the 
passive conductive medium by the neuronal sources. This current 
manifests itself as a potential gradient over the scalp, where it can 
be measured as the EEG.
For the interpretation of the potential differences of the EEG in 
terms of the underlying neuronal generators or sources, a description of 
the physical processes of the generation and the conduction of currents 
through the volume of the head is required. Note that the passive
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conduction of electric current through tissue should not be confused 
with the active propagation of the action potential along the axon.
To relate the EEG potential distribution on the scalp to the sources 
in the brain, the first problem to be solved is how the potential distri­
bution on the scalp will be, given a model for the volume conductor 
and for a source of which all parameters are known. This is known 
as the forw ard  problem . It can be solved for different source models, 
e.g. consisting of a single point-like source or for a source model which 
has a certain extent and that is distributed throughout the brain. To 
determine how the currents conduct through the volume of the head, 
simplified descriptions of the head can be used, such as a multiple 
concentric sphere model. Alternatively, more realistic descriptions of 
the head can be used in the volume conduction model.
The main motivation for the research into EEG source modeling 
stems from the question that arises when an EEG or ERP has been 
measured and one wishes to know which regions of the brain were 
involved in its generation. This is called the inverse  problem , i.e. the 
estimation of the unknown sources in the brain given a known potential 
distribution over the scalp. Figure 1.4 depicts the relationship between 
the sources in the brain and the scalp potential.
Due to fundamental physical limitations there is no unique solution 
to the inverse problem, since an infinite number of source configura­
tions give rise to an identical potential distribution (Helmholtz, 1853).
forward problem
inverse problem
Figure 1.4: Relation between sources in the brain (left) and the EEG potential 
(right).
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In order to furnish a unique inverse source solution, additional assump­
tions need to be made. Even then the inverse problem often remains 
ill-posed, which means that a small perturbation in the signal (e.g. 
caused by measurement noise) can give rise to completely different 
inverse solutions.
In general, a solution of the inverse problem is found by repeatedly 
solving the forward problem, while changing the parameters of the 
source model. For some classes of source models, it is possible to obtain 
the source configuration which gives the most optimal correspondence 
using a single mathematical operation without iterating. To solve the 
inverse problem one needs the forward solution, therefore an accurate 
forward model is an essential ingredient of inverse computation of the 
parameters specifying the sources.
1.4.2 Forward modeling
To compute the potential distribution on the scalp arising from a 
source in the brain, the model should describe how the electrical 
currents in the brain are generated. This aspect is called the source 
model. Furthermore, a description of how these currents are conducted 
through the tissues of the head is needed; the volum e conduction model.
Although the EEG is measured as potential differences at the scalp, 
the underlying processes can best be described using a model that 
represents neuronal activity by current sources. The relation between 
these current sources and the potential distribution through the head 
can be derived from Maxwell’s equations, which govern all electromag­
netic phenomena. These are
V x E
d B
~8t
(1 )
(2 )
v  • B  =  o (3)
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V -  D  =  p (4)
where E? and H  are the electric and magnetic field, J  is the current 
density, BJ  is the magnetic induction, DJ  is the electric displacement and 
p is the electric charge density. Furthermore, D  =  t E  and B  =  ¡ iH , 
with the electric permitivity t  and the magnetic permeability i .
A quasi-static approximation can be assumed for bioelectric 
phenomena (Plonsey and Heppner, 1967; van den Broek, 1997), in 
which case the displacement current d D / d t  is zero. Since the diver­
gence of the curl of a vector is zero, this yields for the divergence of 
the current density:
V  • J  =  V  • ( V  x  H )
=  0 (5)
In bioelectric problems, a distinction is made between the current 
density that is due to the electric fields present throughout the tissue 
and the current density that is impressed on the tissue by the sources. 
For the EEG these sources correspond to the neuronal membrane 
currents caused by the inhibitory and exitatory postsynaptic poten­
tials and by the action potentials. The total current density J  is
J  =  a E  +  J i (6)
where ,Ji is the impressed current density. The electric field E  is related 
to the electric potential according to
E  =  -V > f  (7)
Combining the total current density (6) with Equation (5) and (7) 
yields
0 =  V - J
=  V  • a  E  +  V  • Ji
=  V  • (—aV ^) +  V  • Ji (8)
Hence the relation between the potential and the impressed current 
density is given by Poisson’s equation
V • ( a V p )  =  V • J (9)
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The source model
The character of bioelectric sources is most easily described in a homo­
geneous medium with an infinite extent. The influence of a realistic 
volume conductor, i.e. having an inhomogeneous conductivity and 
a limited size, on the potential may subsequently be described as a 
correction on the infinite medium potential.
Any current distribution can be described by using a multipole 
expansion (see e.g. Gulrajani, 1998). The lowest-order term of the 
multipole expansion is called the monopole and since in a closed 
volume, such as the brain, no net current can be produced, the 
strength of this term is zero. The first-order term corresponds to the 
current dipole. Subsequent terms of the multipole explanation are the 
quadrupole and the octupole. In an infinite medium with homogeneous 
conductivity the potential due to a current dipole is inversely propor­
tional to r 2, where r  is the distance between the dipole and the obser­
vation point. The strength of the second-order term (quadrupole) is 
inversely proportional to r 3 and in general the strength of the nife-order 
term of the multipole expansion is proportional to 1 /rra+1. Hence, the 
contributions of the quadrupole, octupole, and so on, to the potential 
fall off faster with distance than that of the dipole.
The physical model for the sources can be related to the physi­
ological sources by examining the extracellular current distributions 
around active neurons. The action potential, which propagates over 
the cell membrane along the axon, consists of a source and a sink for 
the (propagating) depolarization, immediately followed by a sink and 
a source for the repolarization. This resembles a quadrupole.
As noted earlier, IPSPs and EPSPs consist of a source, respec­
tively a sink at the synapse, combined with an equally strong sink or 
source distributed over the cell membrane. Depending on the loca­
tion of the synapse relative to the cell body, the extracellular current 
resembles a quadrupole or a dipole (Figure 1.3). Since the potential of 
the dipole component falls less rapidly with distance than that of the 
quadrupole component, postsynaptic potentials of synapses near or on 
the cell body are the major contributors to the potential differences 
that can be observed far away trom the neuron, e.g. at the scalp. The
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quadrupolar field of propagating action potentials does not contribute 
significantly to the scalp potentials. Another reason for the postsy­
naptic potentials to contribute more strongly to the scalp potential, is 
that propagating action potentials are phenomena with a very short 
duration compared to postsynaptic potentials. The summation of the 
extracellular currents generated by a pool of nearly simultaneous active 
neurons is more efficient for the low-frequency postsynaptic potentials 
than for the high-frequency action potential.
Since the main neuronal activity relevant for the EEG takes place 
in layer IV of the cortical sheet, the generator for the EEG can be 
described as a physical model using a dipole layer. However, if the 
distance between the source and the observation points of the poten­
tial is significantly greater than the size of the source region itself, a 
single dipole at the center-of-mass of the source region already provides 
a good approximation for the complete source. For compact physio­
logical sources the equivalent current dipole (ECD) may therefore be 
used as a model with a potential distribution equivalent to the true 
source.
If the physiological source is more extensively distributed, the 
point-source description of a dipole is not valid. The dipole layer 
formed by an activated population of neurons in the cortical sheet 
can be described using a uniform or non-uniform double layer (UDL, 
Wilson et al., 1933). Alternatively, a multipole expansion can be 
used, in which the first (dipole) term describes the center-of-mass of 
the generator and the magnitude of the higher-order terms can be 
interpreted as representing the extent of the source region (Nolte and 
Curio, 1997, 2000; Jerbi et al., 2 0 0 2 ). As an alternative to the multi­
pole model, a more widely used distributed source model describes 
the extended cortical area using multiple dipoles, each representing 
a small area (patch) of the cortex. The orientation of these dipoles 
can be constrained to be orthogonal to the cortical sheet (Dale and 
Sereno, 1993). The resulting source model consists of a geomet­
rical description of the complete cortical surface with an orthogonal 
dipole for each surface element. Similarly, smaller patches of the 
cortical surface can be used for distributed sources with a more limited
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extent (Lütkenhoner et al., 1995; Kincses et al., 1999). In this thesis 
the sources were described using the equivalent current dipole model 
(Chapter 2, 4 and 5) and using a distributed model consisting of 
multiple dipoles (Chapter 6 ).
The volume conductor
A model for the volume conduction in the head is constructed by 
solving Poisson’s equation (9) of a specific geometrical description of 
the head. This is discussed in more detail in Chapter 2. Here a short 
overview is presented of the models that are most often used to describe 
the volume conduction aspects related to the EEG.
A sphere may be used as a first approximation for the head. Within 
the sphere currents can flow, but no current can flow through the 
interface between the sphere and the air. Furthermore, the poten­
tial is continuous everywhere. Using these boundary conditions and 
assuming a homogeneous and isotropic conductivity within the sphere, 
Poisson’s equation can be solved for a mathematical current dipole 
as the source, resulting in an analytical expression for the potential 
on the outer surface of the sphere resulting from a source within the 
sphere (Frank, 1952; Brody et al., 1973). However, the head consists 
of multiple tissues with different conductivities. In particular the skull 
has a low conductivity, compared to the other tissues. It is located 
between the sources in the brain and the recording electrodes and 
therefore it has a large influence on the potential distribution over 
the scalp. Consequently, a better model of the head consists of three 
concentric spheres, describing the scalp, skull and brain, each having 
their own homogeneous and isotropic conductivity. Again using the 
boundary conditions at the interfaces, the potential on the surface can 
be solved analytically for a current dipole source, resulting in a series 
expansion (Rush and Driscoll, 1969). The potential on the surface 
can be calculated using this solution without too much computational 
complexity and up to any desired accuracy. Approximation techniques 
to the analytical solution have been developed to make the computa­
tion faster (e.g. Ary et al., 1981; Berg and Scherg, 1994; Sun, 1997).
To obtain a more satisfactory approximation of the shape of the
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head, anatomical information obtained from imaging techniques such 
as CT and MRI can be used. Although it is not possible to solve the 
potential analytically for complex shaped objects, numerical methods 
can be applied to obtain a solution. These require a description of 
the head geometry using a large number of volume elements, such 
as cubes or tetraeders. Given a source within the head, the poten­
tial needs to be computed in each volume element. Two numerical 
techniques that can be applied to solve this problem are the finite 
element method (FEM) and the finite difference method (FDM, e.g. 
van den Broek, 1997; Vanrumste, 2001, this thesis Chapter 2). In an 
alternative approach not the complete volume but only the boundaries 
between the areas of homogeneous and isotropic conductivity are speci­
fied: the boundary element method (BEM, Geselowitz, 1967; Lynn and 
Timlake, 1968; van Oosterom, 1991). By determining the boundaries 
between the brain and skull, the skull and skin, and the outside of 
the head, using a description consisting of a mesh consisting of small 
surface elements, e.g. triangles, a realistically shaped model of the 
head is obtained. The potential at each of the boundaries due to a 
given source can be solved numerically by the BEM in an efficient 
way, since it allows for a separation of the forward computation in a 
volume conduction part, which only needs to be done once, and a part 
that is related to the source (e.g. Oostendorp and van Oosterom, 1989; 
de Munck, 1992).
The multiple sphere model has proved to be very popular in the 
application to experimental data, even though parts of the shape of 
the head are approximated very poorly by a sphere. The major advan­
tages of spherical models are that the potential at the surface can 
be computed very rapidly, that they are simple, and that no or little 
individual anatomical information is required. However, thanks to the 
advance of the computational power of desktop computers and due to 
the increasing availability of MRIs of individual subjects, numerical 
techniques for handling a realistically shaped head model are being 
used more frequently, and especially the boundary element method is 
being currently widely employed.
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1.4.3 Inverse problem
Solutions to the inverse problem, i.e. determining the sources in the 
brain given an EEG scalp distribution, can be approached in different 
ways, but all rely on the same principle: the experimentally observed 
EEG distribution is compared with the potential distribution generated 
by a forward model and a measure of difference between these two is 
defined. According to the specific properties of the forward model, the 
parameter values of the source model are determined such that this 
difference is minimal.
In general, ERPs represent a mixture of potentials originating in 
functionally different brain areas. The objective of source estimation 
therefore not only consists of determining the parameters of a source 
model with an equivalent potential distribution, but also in disentang­
ling the different contributing areas and separating the time course of 
the activity in these areas.
In the estimation of the source parameters, a clear methodolog­
ical distinction has to be made between a small number of discrete 
sources, or sources distributed through the brain. Source estimation 
based on a model with a single discrete source or a small number of 
discrete sources is commonly known as dipole fitting. Dipole fitting can 
be performed on the spatial EEG distribution at a certain time only, 
or over an certain time interval (spatio-temporal). The inclusion of 
temporal information in the model has the advantage that the sources 
may be separated more easily if the strength of the different sources 
varies independently in time. Furthermore, the increased number of 
data points offers an advantage in the estimation of the source param­
eters as the noise in the data will, at least partially, be uncorrelated in 
time.
The source model for dipole fitting contains a fixed number of 
dipoles, where each dipole has the parameters position, orientation 
and strength. The dipole orientation and strength together specify 
the dipole moment. By using the superposition principle of electric 
potentials, the dipole moment can be solved using linear estimation 
resulting in a straightforward and optimal solution (Oostendorp and 
van Oosterom, 1989). The dipole position is nonlinearly related to the
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scalp potential through the volume conductor model, and a nonlinear 
optimization or search algorithm has to be used for the position param­
eters.
If the number of non-linear parameters in a dipole model is rela­
tively low, i.e. three for the position of a single dipole, the optimal 
parameters can be determined by an exhaustive search. The dipole 
is placed in every single location of a regular grid covering the 
whole brain, and for each location the error between the observed 
potential and the model potential is calculated. Subsequently, the 
three-dimensional distribution of the error can be visualized and the 
minimum can be determined. Scanning the whole solution space for 
the source parameters is especially beneficial when an error func­
tion is used that results in separate minima for temporally uncorre­
lated sources. The error function used in multiple signal classification 
(MUSIC, Mosher et al., 1992; Mosher and Leahy, 1998) and synthetic 
aperture magnetometry (SAM, Vrba and Robinson, 2001) fulfill this 
requirement. These, and comparable techniques (e.g. Sekihara et al., 
1999) rely on an estimate of the temporal signal covariance-matrix.
To model a distributed source using dipoles, a large number of 
dipoles is placed either through the whole volume of the brain, or on the 
cortical surface. The position of each dipole is fixed, only the moments 
need to be estimated, which can be done by applying linear estima­
tion methods. For dipole fitting the number of unknown parameters 
is smaller than the number of datapoints, resulting in a unique solu­
tion for the source model. For distributed source models the number of 
parameters is much larger, resulting in an overdetermined linear system 
of equations. There is an infinite number of source configurations 
having a potential distribution that is identical to the measured distri­
bution. To end up with a restricted solution space, extra constraints 
need to be imposed on the solution. Common constraints consist of 
minimizing the total power (L2-norm), the total amplitude (L1-norm) 
or the smoothness of the solution (LORETA, reviewed and compared 
in Fuchs et al., 1999).
All solutions to the inverse problem require a number of assump­
tions with respect to the underlying forward model. A volume
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conductor has to be described, and a choice has to be made for a specific 
source model. If an equivalent current dipole based model is chosen, 
one has to choose the number of dipoles in this model. Moreover, 
several choices have to be made in the processing of the EEG or MEG 
data. It remains a challenge to base these choices and assumptions on 
solid scientific findings. Often the basic hypotheses that underly the 
motivation for the experiment have to be used as assumptions for the 
source modeling, which complicates an hypothesis based evaluation of 
the analysis results. The intangibility of EEG source analysis explain 
why it is sometimes referred to as being an art (HBM Symposium, 
1999).
1.5 Further reading
More background on the EEG and source modeling can be found in 
a number of textbooks and reviews available on this subject. Kandel 
et al. (2 0 0 0 ) present a general introduction into neurophysiology, a 
more thorough discussion of the physiology of the EEG is presented 
in Lopez da Silva and van Rotterdam (1999). A detailed overview 
of the biophysics involved in the modeling of EEG is provided in 
Nunez (1981), Malmivuo and Plonsey (1995) and in Gulrajani (1998). 
Reviews of inverse techniques for the EEG can for example be found 
in Huizenga (1995), Knosche (1997), Baillet et al. (2001) or in a recent 
special issue of the Journal of Clinical Neurophysiology (1999).
2
VALIDATING THE BOUNDARY ELEMENT 
METHOD FOR FORWARD AND INVERSE EEG 
COMPUTATIONS IN THE PRESENCE OF A 
HOLE IN THE SKULL
Abstract: Holes in the skull may have a large influence on the EEG and ERP. 
Inverse source modeling techniques such as dipole fitting require an accurate 
volume conductor model. This model should incorporate holes if present, espe­
cially when either a neuronal generator or the electrodes are close to  the hole, 
e.g., in case of a trephine hole in the upper part of the skull. The boundary 
element method (BEM) is at present the preferred method for inverse compu­
tations using a realistic head model, because of its efficiency and availability. 
Using a simulation approach, we have studied the accuracy of the BEM by 
comparing it to the analytical solution for a volume conductor without a hole, 
and to the finite difference method (FDM) for one with a hole. Furthermore, 
we have evaluated the influence of holes on the results of forward and inverse 
computations using the BEM. W ithout a hole and compared to  the analyt­
ical model, a three-sphere BEM model was accurate up to 5-10%, while the 
corresponding FDM model had an error <0.5%. In the presence of a hole, the 
difference between the BEM and the FDM was, on average, 4% (1.3-11.4%). 
The FDM turned out to be very accurate if no hole is present. We believe 
that the difference between the BEM and the FDM represents the inaccuracy 
of the BEM. This inaccuracy in the BEM is very small compared to the effect 
that holes can have on the scalp potential (up to 450%). In regard to  the 
large influence of holes on forward and inverse computations, we conclude that 
holes in the skull can be treated reliably by means of the BEM and should be 
incorporated in forward and inverse modeling.
R. Oostenveld and T. F. Oostendorp 
Human Brain Mapping, 17:179-192, 2002
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2.1 Introduction
Neuronal activity in the brain can result in macroscopic electrical 
currents that can be recorded at the scalp as electroencephalogram 
(EEG) or as event related potentials (ERP). The observed scalp poten­
tials are not only determined by the location and strength of the 
neuronal generators, but also by the geometry and conductive prop­
erties of the head. The skull is known to have a large impact on the 
resulting scalp potential distribution, which is due to its relative low 
conductivity compared to the other tissues in the head. We exam­
ined the effect of local inhomogeneities in the skull, i.e., holes, on the 
scalp potential and whether these can be incorporated in the boundary 
element method (BEM). This can be regarded as a specific example 
of skull inhomogeneities in general. In principle these can be incor­
porated using the BEM, but currently these are commonly excluded 
from volume conduction models for the head.
Holes in the skull can be natural, such as the ear holes or the hole 
through which the optic nerve passes. Holes also may be present due to 
unnatural causes like neurosurgery or fractures caused by accidents. In 
general the tissue in a hole in the skull will have a larger conductivity 
than that of the skull itself, and therefore it can have a shunting effect 
between the compartments interior and exterior of the skull. Currents, 
which normally would be confined mainly to the interior of the skull, 
can flow through the hole and thereby influence the scalp potential. It 
has been shown previously that the presence of holes in the skull has 
indeed a large impact on the scalp potential distribution. In simula­
tion studies the finite element method (FEM) has been used (van den 
Broek, 1997; van den Broek et al., 1998) as well as the finite difference 
method (FDM) (van Burik, 1999; Vanrumste et al., 2000; Vanrumste, 
2001). Not only holes, but also the presence of thin sections in the 
skull, such as at the frontal and temporal base of the skull and in 
the eye sockets, have shown to have an impact on source localization 
accuracy (Huiskamp et al., 1999).
Localization of the neuronal generators of EEG and ERP can be 
carried out by using physical models for the neuronal current source 
configuration and for the volume conductor. For a small number
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of focal generators of brain activity, the scalp potential generated 
by the model sources (usually dipoles) is iteratively computed using 
a specific volume conduction model. The location and strength of 
the sources are adapted until the mismatch between the computed 
model potential and the measured potential is minimal (Scherg and 
von Cramon, 1985, 1986). Alternatively, a distributed source model 
for the generators of the potential distribution can be assumed. This 
requires a forward computation of the scalp potential generated by 
each source element. Subsequently the strength of the distributed 
source is computed by using a linear estimation technique (e.g. Pascual- 
Marqui et al., 1994). Irrespective of whether a discrete or distributed 
source model is assumed, inverse computation of the source param­
eters requires a large number of evaluations of the forward compu­
tation of the potential. This imposes a restriction on the inverse 
techniques: only those methods that are computationally fast in the 
forward computation are usable for inverse modeling.
Models of the head based on multiple concentric spheres are 
commonly used for inverse modeling. The analytical expressions for 
the forward computation of the potential are known for these models 
(Cuffin and Cohen, 1979; Kavanagh et al., 1978). These expressions 
can be evaluated quite efficiently, and even faster approximation tech­
niques for the analytical potential have been developed (Ary et al., 
1981; Berg and Scherg, 1994; Sun, 1997). More accurate computa­
tions of the forward potential can be done using a realistically shaped 
model of the head (Buchner et al., 1995; Leahy et al., 1998; Roth et al., 
1997), but this requires a numerical solution to the forward problem. 
The boundary element method (BEM) is the most popular numer­
ical method for inverse computations with a realistically shaped model 
of the head. This is largely due to its relatively high computational 
efficiency compared to the other numerical methods available. In the 
preparatory phase, the BEM requires a computation of a single matrix 
that describes the effect of the volume conductor and the computation 
of the inverse matrix. Once this has been computed, the scalp potential 
for any given source configuration can be evaluated with little compu­
tational cost. This makes the performance of the BEM comparable to
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that of the analytical spherical head models.
Localizing brain activity on basis of EEG/ERP measurements in 
the presence of holes in the skull requires that the effects of the hole on 
the volume conduction are incorporated in the model. At present, the 
BEM is the only technique enabling the use of realistic head models 
including holes in the skull, which is fast enough for the large number 
of iterations required by the inverse methods.
The goal of this study is to assess whether the BEM is accurate 
enough for forward and inverse modeling in the case of holes in the 
skull. This goal will be approached in two steps. First, the solutions 
for volume conductors without a hole in the skull obtained by the finite 
difference method (FDM) and the boundary element are compared to 
the analytical solutions. Next, the results obtained by the FDM and 
the BEM in the presence of a hole in the skull are compared to evaluate 
the accuracy of the BEM in that situation. The FDM will serve as the 
gold standard in the latter comparison. Finally, the actual effect of 
holes in the skull on the scalp potential and on inverse computations 
will be demonstrated for a variety of source and volume conduction 
model configurations.
2.2 Material and Methods
To be able to compute the analytical solution for the potentials for 
comparison, we make use of a simplified geometry representing the 
head. This geometry consists of one or three spheres, each with a 
homogeneous conductivity. The single sphere model has a radius of 
100 mm and a conductivity of 1 S/m. The three spheres have radii of 
8 8 , 92, and 100 mm (representing the brain, skull and scalp compart­
ment) and a conductivity of 1, 1/80, and 1 S/m, normalized to the 
conductivity of the brain (Geddes and Baker, 1967). These conduc­
tivities correspond to the values that are normally used in forward 
and inverse EEG studies. Recent work by Oostendorp et al. (2000) 
has shed some doubt on the validity of the conductivity ratio of 1/80 
for the skull and suggested a higher conductivity (lower resistance). 
Other recent studies, however, report on values of the skull conduc­
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tivity around 1/80 of that of the brain and skin tissue (Cuffin, 1993; 
Gabriel et al., 1996; Law, 1993) and no consensus seems to exist as yet. 
It can be assumed that the effects of a hole will be greater when the 
conductivity of the skull is lower, i.e., when there is a larger difference 
in conductivity of the skull and the hole. In this study we adopted 
the value of 1/80 for the skull conductivity because it will provide the 
largest effects and, hence, the strongest test case.
2.2.1 Evaluating the accuracy of the BEM and FDM
To assess the accuracy of the BEM, we have computed the potential for 
a number of source and volume conduction geometries. We used a one- 
and a three-sphere volume conduction model with no hole and a three- 
sphere model with a hole centered on the positive z-axis. The diameter 
of the hole was varied from 10, 20, 30 to 60 mm. The source consisted 
of a single radial dipole on the z-axis, which pointed toward the hole. 
Extensive FEM simulations (van den Broek, 1997) have shown that a 
dipole pointing toward a hole in the skull causes the largest influence 
on the surface potential, and we used this finding to guide our simula­
tions. The eccentricity of the dipole was varied from the origin toward 
the surface with z-values of 0, 2, 4, 6, and 8 cm (Figure 2.1). This 
configuration with a radial source pointing along the z-axis and with 
a hole on the z-axis has a rotational symmetry around the z-axis.
Forward computations of the surface potentials, due to the source 
on the z -axis, were made for the one- and the three-sphere geome­
tries with no hole using the BEM and FDM. These were compared to 
the analytical computed surface potentials, to validate both methods. 
Subsequently, a hole was created on the z-axis in the BEM and FDM 
models, and the potentials were compared to each other to assess the 
accuracy relative to each other. The relative error (RE) was used 
to quantify the correspondence between the potentials computed by 
different methods:
RE \
£ ,= ! (te -  V )2
E N i V 2
In this equation Vi is the potential at electrode i computed by one
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Figure 2.1: Overview of the Cartesian and spherical coordinate system in one 
octant, schematically depicting the location of the hole in the skull.
y
method, ^  is the computed potential at i by the other method and 
N  is the number of electrodes. The RE was also used to express the 
difference between the models with and without a hole, in which case 
it is called the relative difference.
For the comparison between the BEM, the FDM, and the analytical 
computed potential, we used only those electrode locations that we 
were able to compute the potential in each method. The electrodes 
lying in the yz-plane fully describe the potential for a radial source on 
the z-axis due to the rotational symmetry. We used 20 electrodes along 
a surface contour in this plane, with 9 ranging from 0 to 180 degrees 
(Figure 2.1). This resulted in an inter-electrode distance of 8.3 mm. 
The electrodes were chosen such that they coincide with vertices of the 
mesh for the BEM, because this results in a more accurately computed 
potential for the BEM (Fuchs et al., 2001). In the comparisons of the 
potential without a hole, an average reference potential was used in 
the computation of the RE. When a hole was present in the models, 
we used a reference electrode located at the bottom of the outermost 
sphere. By putting the reference as far away as possible from the 
location of the hole, the referenced potential distribution is influenced 
as little as possible by the presence or absence of the hole.
2.2.2 Finite difference method
The FDM is based upon the notion that, for source free regions, the 
divergence of the current density is zero in any volume conductor
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(quasi-static approach). This implies that the flux of the current 
density through any closed surface is zero. This corresponds to 
Kirchof’s law for an equivalent resistive electrical circuit, in which 
the current going into each node equals the current leaving the node. 
Expressing the electric field as function of the potential, the combina­
tion with Ohm’s law yields
The application of Gauss’ law leads to the following surface integral for 
a surface enclosing a region with a source of magnitude I, corresponding 
to a monopolar source.
For any surface surrounding a source free region, this surface integral 
equals zero.
The FDM mesh was constructed by placing nodes on a regular 
grid in spherical coordinates. Due to the rotational symmetry of the 
problem, no currents flow in the tangential direction around the z-axis 
(Figure 2.1). Therefore it suffices to create a mesh consisting only of 
a single slice of the sphere (Figure 2.2A).
To compute the potential at each node, equations 3 and 4 are eval­
uated for each node in the mesh. For nodes that are source free, the 
total current density flux through their surface equals zero. Starting 
off with a mesh in which all nodes are assumed to be source free gives 
the following equation for each node:
J  =  —a V p (2 )
(3)
(4)
4
(5)
n 1
where S n is the bounding surface of the node at edge n  (Figure 2.2B). 
The areas of each of the four bounding surfaces for our configuration
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are
5 1 =  (i)2 A r2A9A0 sin((j — 2 )A9))
52 =  (i — 2 )2A r2A0 sin((j )A9))
(6)
53 =  (i — 1)2A r2 A9A0 sin((j — 2 )A9))
5 4 =  (i — 2 )2A r2A0 sin((j — 1)A9))
and the effective conductivity n for each boundary is set at
27i,j 7i+1,jOl
&2
O3 =
O4
7i,j +7i+1,j
27i,j 7i,j+1 
7i,j +7i,j+1
(7)
27i,j 7i— 1 ,j 
7i,j +7i—1,j
27i,j 7i,j — 1
j +7i,j — 1
This results in a single linear equation for each node. Combining these 
into a linear system of equations gives
C  y  =  b (8)
where matrix C  is sparse with only four non-zero elements per row 
and vector b contains a zero for each source free node. Vector y  is the 
unknown potential at each node.
A dipolar source was introduced into the FDM model by putting 
two monopolar current sources at two adjacent nodes. One node acts as 
the source with a positive monopole, the other one acts as the sink, with 
an equally strong but negative monopole. This results in two non-zero 
values in vector b. Subsequently, equation 8 was solved for the potential 
y, which can be efficiently done by exploiting the sparsity of matrix 
C . We used the default Matlab 5.3 solver for sparse linear systems, 
which implements Gaussian elimination with partial pivoting (Gilbert 
et al., 1992). From the resulting vector containing the potential at 
all nodes, only the surface nodes were taken. The potentials at the
7
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Figure 2.2: Construction of the mesh used for the FDM. The left shows how a single 
slice is taken from a sphere, retaining the rotational symmetry around the z-axis. 
On the right a single volume element of this slice is shown with the definition of 
the indices of the volume element (i, j) and the surfaces (S1 to S4).
electrode locations were computed using linear interpolation between 
the surface nodes.
The FDM was applied to a mesh containing 100 nodes in both 
the radial direction and the tangential direction 6, resulting in a total 
of 10,000 nodes. In addition, coarser meshes with 50x50 nodes and 
100x50 nodes and finer meshes with 200x100 nodes were used in the 
configurations without a hole. For the configurations with a hole, we 
used a mesh consisting of 100x113 nodes. Using 113 nodes along the 
tangential direction gives a tangential node distance of 5 mm at the 
location of the skull, with which the desired hole diameters could be 
realized.
2.2.3 Boundary element method
The approach used by the BEM is based upon the integral formula­
tion of the forward problem for the electric potential (Barnard et al., 
1967a,b). The volume conductor is assumed to consist of multiple 
compartments, each with a homogenous and isotropic conductivity. A 
closed triangular mesh describes the bounding surfaces between the 
compartments. The potential can be assumed to be constant over the 
triangles (centre of mass approach) or can be assumed to vary within 
the triangles as a linear function of the values at the vertices (vertex 
approach) (de Munck, 1992; Meijs et al., 1989). The vertex approach is
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more accurate and computationally faster and therefore the method of 
our choice. The formulation of the BEM has been described in detail 
elsewhere (Meijs et al., 1989; Oostendorp and van Oosterom, 1989). 
We present only the main result:
y  =  A y ^  (9)
This equation shows the separation within the BEM of the volume 
conduction effect and of the effect that the source has on the surface 
potential y. Matrix A  in this equation depends only on the geometric 
and conductive properties of the volume conductor. Vector y ^  (the 
source term) is the infinite medium potential, i.e., the potential on 
all vertices due to the sources for an infinitely large homogeneously 
conducting medium. To compute the potential due to any specific (not 
necessarily dipolar) source, it suffices to compute the infinite medium 
potential due to that source, followed by the multiplication with the 
system matrix A. This matrix needs to be calculated only once, which 
allows for fast repetitive evaluations of the surface potential using the 
BEM.
The meshes for the BEM were created by starting with an icosahe­
dron (12 vertices), followed by three rounds of triangle refinement in 
which the triangleshape was maintained constant (Bank et al., 1983). 
The vertices of the resulting mesh were subsequently scaled toward the 
desired sphere radius. This results in a regular mesh with 642 vertices 
and 1,280 triangles. Local refinement of the triangulation was applied 
in the region near the positive z-axis, which is both the region where 
the hole was located, as well as the region to which the more super­
ficial dipoles were close (Yvert et al., 1995, 1996). Starting with a 
surface description of the three compartments, a hole in the skull was 
designed in three different fashions, which are schematically depicted 
in Figure 2.3. The three methods (open, dented, and pegged) are 
described below.
The first method uses a surface description of a skull compartment 
with a real hole, and we call this an “open” surface. Starting off with 
intact surface descriptions of brain and the skull, a hole is made in 
both surfaces by removing the vertices and triangles near the hole.
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The orientation of the triangles (i.e., surface normals) of the brain 
surface is inverted, after which the edge of the hole in the brain surface 
is connected with a strip of new triangles to the edge of the hole in 
the skull surface. This results in a single closed triangular surface, 
describing both the outer and the inner surface of the skull (that was 
previously the outer surface of the brain). The resulting BEM model 
consists of two surfaces only; one for the skin and the other one is the 
newly created skull surface. Because the brain and skin compartment 
are fused through the hole into one compartment, this method can 
only be used if they have the same conductivity.
In the second method, the vertices of the original skull surface 
triangulation are locally moved toward the brain surface. This results 
in a dent in the skull surface similar to the surfaces used by Cuffin 
(1993), but in our situation the resulting skull thickness was put to 
zero. We ensured that the vertices and triangles of the skull surface 
within the hole exactly matched the vertices and triangles of the brain 
surface, resulting in an exact correspondence of the two surfaces within 
the hole. The upright edge of the hole in the skull triangulation was 
re-triangulated to create a sharp transition from the skull toward the 
dented hole. In the regions where the two surfaces touch, there is an 
infinitely thin layer that has the conductivity of the skull. Assuming 
the same conductivity for the scalp and brain compartments, the corre­
sponding vertices of the brain and skull surfaces will cancel out in the 
BEM. The resulting BEM model consists of three surfaces just as in the
'OPEN" "DENTED" "PEGGED '
Figure 2.3: The three methods used to create a hole in the skull for the BEM. 
From left to right the open, dented and pegged model are schematically shown. 
Note that in reality the skull and brain surfaces touch in the dented model and 
that in the pegged model the compartment representing the hole touches the brain 
and the skull.
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normal situation describing the brain, skull and scalp compartments. 
The dented description is more flexible than the open description in 
the respect that it does not require the conductivities of brain and skin 
to be the same.
The third method uses an additional compartment to describe the 
hole. The vertices of the skull triangulation overlying the hole are iden­
tified, as well as the vertices of the brain triangulation directly under­
neath the hole. These vertices (and their triangulation) are assimilated 
into a new surface by connecting the edges of these two surfaces, using a 
triangle strip. The resulting geometry is similar to a “peg”. By placing 
this peg between the skull and the brain surface, and specifying a high 
conductivity similar to that of the brain and skin, effectively a hole 
in the skull is created. The vertices of the peg or hole compartment 
were created, to exactly correspond to the brain triangulation on the 
inside, and to the skull triangulation on the outside. In the regions 
where the peg touches the other two surfaces, there is an infinitely 
thin layer having the conductivity of the skull. The “pegged” descrip­
tion offers the flexibility that different conductivities for brain and skin 
can be used, and a different conductivity for the tissue within the hole 
is possible.
The “dented” and “pegged” descriptions of the skull consist of 
interfaces, which touch each other near the hole. The BEM involves the 
computation of the solid angles of all triangles as seen from all other 
vertices. The computation of these solid angles is straightforward, 
except in the case that the observation vertex is part of the triangle. 
If the vertex and triangle are located at the same interface, we use the 
Auto Solid Angle (ASL) method (Meijs et al., 1989) to compute the 
solid angle. In the ASL method, the solid angle of the surface element 
is computed for an observation point that approaches the surface from 
within. If the triangle is at another interface than the vertex, but 
touching the vertex nevertheless, the solid angle is computed for an 
observation point approaching the surface from without. Because the 
touching triangle has a vertex, which coincides with the observation 
vertex, the value for the solid angle can be computed as 4n  minus the 
auto solid angle found for the coinciding vertex.
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The presence of a compartment with very low conductivity, such 
as the skull between the source and the surface electrodes, results 
in poor computational accuracy for the BEM. This problem can be 
largely overcome by the use of the Isolated Potential Approach (IPA) 
(Hamalainen and Sarvas, 1989). In the IPA first the potential w 0 at 
the inner compartment in isolation is computed. Next, the potential 
at all vertices is computed by using the same equation as equation 1, 
but with a modified source term, which is a weighted summation of 
y and w 0 (Hamälainen and Sarvas, 1989). Note that the IPA can 
only be used for the dented and the pegged skull, because for the open 
geometry no isolated compartment containing the source can be iden­
tified. Whether the IPA also improves the accuracy of the potentials 
computed using the BEM in the case of a skull with holes, is hard to 
predict. We examined the influence of the IPA on the accuracy of the 
BEM, by applying it on the three-sphere configuration without a hole, 
and by applying it to the “pegged” skull BEM model.
2.3 Results
2.3.1 Accuracy of the FDM in case of no hole
FDM potentials were computed for the one- and three-sphere configu­
rations. A radial oriented dipole was placed at z= 0 , 2, 4, 6, and 8 cm. 
The RE of the FDM potentials, compared to the analytical potentials 
for a single sphere and for three spheres, are presented in Table 2.1. For 
a single sphere, the coarsest mesh with 50x50 nodes already resulted 
in a small RE of 0.2 to 1.4%. The quality improved slightly with more 
nodes, and the finest mesh with 200x100 nodes resulted in an error 
less than 0.5% for all dipole locations. For a three-sphere configuration, 
the REs were smaller: the mesh with 50 x 50 nodes resulted in an error 
less than 0.2% for each dipole location and the 200 x 100 mesh resulted 
in errors less than 0.1%. It can be concluded therefore, that the FDM 
is very accurate in computing the surface potential for the one- and 
three-sphere configurations with a radial oriented dipole, regardless of 
dipole eccentricity.
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dipole
excentricity
(cm)
FDM vs. analytical
mesh 50x50
FDM vs. analytical 
mesh 100x50
FDM vs. analytical 
mesh 100x100
FDM vs. analytical 
mesh 200x100
Single sphere model
0 0.19 0.22 0.05 0.06
2 0.07 0.06 0.01 0.01
4 0.15 0.12 0.02 0.02
6 0.25 0.20 0.05 0.05
8 1.41 1.28 0.61 0.48
Three sphere model
0 0.20 0.24 0.05 0.06
2 0.05 0.05 0.01 0.01
4 0.08 0.07 0.01 0.01
6 0.14 0.12 0.02 0.02
8 0.30 0.26 0.14 0.10
Table 2.1: Relative errors of the FDM potential compared to the analytical solu­
tion (without a hole). The source was a radial dipole located along the z-axis. 
The results pertaining to different FMD mesh refinements are shown. Values are 
expressed in %.
2.3.2 Accuracy of the BEM in case of no hole
Using the BEM and FDM, the potentials generated by a dipole in 
a one-sphere model and in a three-sphere model with no hole, were 
computed. The reference for the potential was chosen to be the average 
over all electrodes. The potential was computed for a radial dipole at 
z=0, 2, 4, 6, and 8 cm. The RE was used to express the differences 
between these two numerically computed potentials and the analytical 
potential.
Comparisons of the BEM to the analytical solution for the one- and 
three-sphere configurations without a hole are presented in Table 2.2. 
The main results are as follows: for a single sphere BEM model with 
642 evenly distributed vertices, the RE ranged from 0.1% for a dipole 
in the center to 0.6% for the most superficial dipole location. A three- 
sphere BEM model with 642 evenly distributed vertices for each sphere 
(with a total of 1,926 vertices and 3,840 triangles) resulted in an error 
of 8-11% when the isolated potential approach was used. Without 
the isolated potential approach, however, the error was much larger 
for dipoles near the surface, even up to 190% for the most superficial
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dipole
excentricity
(cm)
Single sphere model Three sphere model
BEM vs. analytical BEM vs. analytical 
w itho u t IPA
BEM vs. analytical 
w ith  IPA
locally refined 
BEM 
w itho u t IPA
0 0.14 5.7 8.1 4.8
2 0.15 7.6 8.5 3.9
4 0.18 14.4 9.8 3.7
6 0.25 31.9 12.0 9.2
8 0.62 190.5 10.8 10.4
Table 2.2: Relative errors of the BEM potential compared to the analytical solution 
(without a hole). The source was a radial dipole located along the z-axis. Values 
are expressed in %.
dipole. The use of a mesh with 1,306, 1,308, and 642 vertices for 
the brain, skull and scalp surfaces respectively, where the brain and 
skull surfaces were locally refined near the positive z-axis (i.e., near 
the location of the dipole), resulted in a RE of 7% for the central 
dipole to 4% for the most superficial one when the isolated potential 
approach was applied (not presented in the table), and 5% (central) to 
10% (superficial) when the isolated potential approach was not applied. 
Irrespective of the use of the isolated potential approach, the accuracy 
of the BEM in a three-sphere model was therefore estimated to be 5 
to 10%, when using a properly refined mesh.
2.3.3 Comparison of BEM and FDM in case of a hole
Because there is no analytical solution available for the computation of 
the potential for a volume conductor with a hole, we are limited to the 
comparison between the BEM and FDM in this particular case. We 
compared the potentials computed with BEM and FDM generated by 
a radial dipole along the z-axis of a three-sphere model with a hole of 
varying size on the positive z-axis. The BEM potentials were computed 
without the application of the isolated potential approach.
Comparing the three different methods of creating a hole in the 
skull for the BEM with the FDM results shows that the open, dented, 
and pegged all have a similar RE. Depending on the dipole eccentricity, 
the open model for a 60 mm hole has a relative difference ranging from
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2.7-8.5%. The dented model has a relative difference of 2.7-5.8% and 
the pegged model results in 1.9-5.5% difference. Table 2.3 lists the 
total comparisons of the different models. The RE of each model is 
slightly larger for a dipole near the center, as well as for a dipole near 
the hole. A dipole halfway from the center toward the hole has the 
smallest error in each of the BEM models.
Based on the comparisons between the methods to create a hole 
for the BEM, the pegged hole model was selected for further study. 
Table 2.4 lists the results for the different hole sizes and dipole loca­
tions. The RE between the FDM and BEM ranges from 2.8-5.0% for 
the 10 mm hole, up to 1.3-11.4% for the 30 mm hole. The BEM poten­
tials for the largest hole (60 mm) are again more similar to the FDM, 
with differences of 4.0-5.5%. Although the differences between FDM 
and BEM may appear rather large, they should be seen with respect 
to the actual change in scalp potentials, due to the presence of a hole. 
These are orders of magnitude larger, and range from 5% for a central 
dipole with the smallest hole up to over 400% for a superficial dipole 
with a large hole. The comparisons between the potential distributions 
without and with a hole are presented in more detail in a next section.
2.3.4 IPA in the presence of a hole in the skull
Previous research has shown that the isolated potential approach 
increases accuracy (Hamälainen and Sarvas, 1989; Meijs et al., 1989). 
The actual assumption of the source being located in the isolated 
skull compartment is invalidated, however, when a hole is present in 
the skull. The comparisons between the BEM and the analytically
dipole excentricity 
(cm)
open model 
60 mm hole
dented model 
60 mm hole
pegged model 
60 mm hole
0 7.8 5.8 5.5
2 4.6 4.5 4.0
4 2.7 2.7 1.9
6 8.5 3.3 4.2
8 5.6 4.6 4.9
Table 2.3: Relative differences between the FDM and BEM potentials for the 
different BEM hole models. Values are expressed in %.
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dipole excentricity 
(cm)
BEM vs. FDM 
10 mm hole
BEM vs. FDM 
20 mm hole
BEM vs. FDM 
30 mm hole
BEM vs. FDM 
60 mm hole
0 5.0 4.7 3.8 5.5
2 3.0 2.5 1.3 4.0
4 2.8 2.1 3.0 1.9
6 5.0 1.8 5.1 4.2
8 3.2 1.9 11.4 4.9
Table 2.4: Relative differences between the FDM and BEM potentials in the pres­
ence of a hole in the skull of varying diameter. Values are expressed in %.
computed potentials for a closed skull demonstrate that the appli­
cation of the IPA only increases the accuracy in specific situations. 
Using a model with three spheres, each triangulated regularly with 642 
vertices, the IPA dramatically improves the accuracy for a superficial 
radial dipole: the RE between BEM and analytical potential reduces 
from 190 to 10.8%. For a central dipole in combination with a regular 
triangulation however, the RE increases from 5.7 to 8.1% due to the 
application of the IPA.
We also compared the BEM potential to the analytical potential 
for a locally refined mesh. This refined mesh was based on the same 
refinement used for the models with a hole, simply by leaving out the 
peg representing the hole. The mesh for the scalp surface was evenly 
triangulated and the surfaces for the brain and skull were locally refined 
near the hole. With this mesh, the RE for the most superficial dipole 
was only 10.4% without the IPA, compared to 3.6% with the IPA. The 
central dipole again showed the opposite effect: the RE increased from 
4.8 to 7.3% by using the IPA.
These results show that the application of the IPA is not always 
beneficial in the case of a closed skull. It works very well for superficial 
sources near a relative coarse triangulation of the interior brain and 
skull surfaces. For deep sources, however, the IPA decreases the accu­
racy. For superficial sources in combination with a locally refined mesh, 
the IPA slightly increases the accuracy, but not very much. Because 
there is no analytical solution for the potential in the case of a hole 
available, we cannot make strong statements about the influence of 
the IPA on the BEM, in case of a hole. Using the FDM solution as 
reference, however, the accuracy of the BEM in the case of a hole, with
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and without the IPA, seems comparable, with only differences of a few 
percent (not presented quantitatively).
2.3.5 Influence of a hole on the forward solution
The previous sections established the accuracy of both the BEM and 
FDM for forward potential computations in one- and three-sphere 
volume conductor models without a hole, where the FDM is the 
most accurate. Furthermore, it was demonstrated that the potentials 
computed with BEM and FDM in the case of a hole in the skull corre­
spond closely, with a difference from 1.3% to a maximum of 11.4%. 
For computational reasons the FDM model was limited to a config­
uration with a rotational symmetry around the z-axis. In contrast 
to this, the BEM does not have to be limited to a certain source 
or volume conductor configuration and therefore we used it in the 
following computations. The actual effect of the hole on the poten­
tial distribution is demonstrated, by comparing potential distributions 
for three-sphere volume conductors, with and without a hole for a 
wide range of source configurations. In these computations we used 
the IPA, although similar results would have been obtained without it. 
The main reason to use it is that we wanted to compute the potential 
both for sources near the hole, as well as for sources near the skull 
but further away from the hole. For the first sources, the IPA does 
not make a great deal of difference. For the latter sources, which are 
near to the non-refined regions of the skull, the IPA greatly increases 
accuracy.
The potential was computed on all 642 vertices of the outer surface 
of the BEM model. The reference for the potential was chosen at the 
opposite side of the hole, along the negative z-axis. The effect of a 
hole of varying diameter on the potential, expressed as the relative 
difference, is shown in Figure 2.4 for a dipole moving along the z- 
axis from the center of the sphere toward the hole. The left hand 
side (Figure 2.4A) shows the effect for a radial dipole (pointing in 
the z-direction toward the hole), the right hand (Figure 2.4B) side 
shows the effect for a tangential dipole. The difference in the potential 
distribution varies from near zero for a source far away, to over 400% for
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Figure 2.4: Potential difference between the BEM model without a hole and with 
hole of varying diameter, expressed as relative difference. The top row shows the 
difference for a source moving along the z-axis from the center of the sphere towards 
the hole. The bottom row shows the difference for a hole moving orthogonal to (or 
along) the hole along the y-axis. In the left column the source is oriented along 
the z-axis (pointing in the direction of the hole), in the right column the source is 
oriented along the y-axis (pointing orthogonal to the hole).
a radial dipole closely located near the hole. In general the effect on the 
potential is smaller for a tangential dipole. For most source locations 
the difference is smaller than 50%, but for a tangential dipole near the 
largest hole it increases to over 200%. Figure 2.4C and D show the 
effect of the hole on the potential for a dipole moving along the y-axis 
from the center toward the edge. The left hand side (Figure 2.4C) 
shows the effect for a radial dipole (which is now in the y-direction), 
and the right hand side (Figure 2.4D) shows the effect for a tangential 
direction toward the hole (z-direction). The effect is much smaller than 
for a dipole moving toward the hole. Depending on dipole location and 
orientation, the RE varies between 0-13%.
Holes in the skull 38
location 0 cm location 4 cm location 8 cm
E
<  30
80 800
. \  \ —  no hole
-òV \ ....... 10mm
-----  20mm 60 Cm 600
—  30mm \\ '
V ----- 60mm V '' \ I
\ 40 400 X
20 200 \\
0 -----,--------- ,-----— — 0 -- ^""T----I------------
0 45 90 135 180 0 45 90 135 180 0 45 90 135 180
theta (deg) theta (deg) theta (deg)
C
c$
theta (deg) theta (deg) theta (deg)
S 10
0
Figure 2.5: Potential difference between the BEM model without a hole and with 
a hole of varying diameter at 9=0 degrees. The potential is plotted along a single 
contour over the surface; the reference for the potential is positioned at the side 
opposite the hole (9=180 degrees).
The effect of the hole on the potential distribution is shown in more 
detail in Figure 2.5, where the potential is plotted for a contour over 
the surface, running from directly above the hole at the positive z- 
axis (0=0 degrees) toward the negative z-axis (0=180 degrees), which 
also is the location of the reference electrode. Six figures are shown, 
each containing the potential for the model without a hole and for 
the models with a hole of 10, 20, 30, and 60 mm. The three columns 
represent different source locations along the z-axis, running from the 
center toward the hole (z=0, 4 and 8 cm). The two rows represent the 
potential for a radial (toward the hole) and for a tangential dipole orien­
tation. For the radial source pointing toward the hole, these figures 
demonstrate that the hole affects the scalp potential up to 90 degrees 
away from the hole, regardless of its size. The influence of the hole 
on the potential is greater for the larger holes, but is already apparent
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for the smallest hole. The distance between the dipole and the hole 
appears to be a more dominating factor than the hole diameter. The 
lower three panels of Figure 2.5 show that for a tangential dipole the 
effect of the hole on the potential is less pronounced. This is the case 
particularly if the dipole is far away from the hole, compared to the 
hole diameter (lower left and middle figure). For a dipole closer to the 
hole, the effect on the potential remains small only if the hole is also 
small in size (e.g., 10 mm). A relatively large hole (>10 mm) with a 
tangential dipole nearby shows again profound effects on the potential 
over a large part of the scalp.
2.3.6 Influence of a hole on inverse dipole fitting
The influence of neglecting the presence of a hole in inverse computa­
tions is demonstrated in Figure 2.6. Forward potentials were computed 
using the BEM model with a hole of 20 mm on the z -axis. The poten­
tial was computed at 642 evenly distributed electrodes with an average 
reference. A regular grid in the yz-plane with a grid spacing of 1 cm 
was created and at each grid point a single dipole was placed. These 
dipoles were oriented either in the z-direction, which is more or less in 
the direction of the hole, or in the y-direction, which is more or less 
perpendicular to the hole. For each dipole location and orientation 
the forward potential was computed using the model with hole, and 
subsequently the dipole location was fitted using the model without 
the hole. The effect of neglecting the hole on the inverse calculations 
is displayed as the shift in dipole location: starting at each original 
(forward) grid location, an arrow is drawn toward the location where 
the (inverse) dipole was fitted. The length and direction of the arrow 
represents the shift in dipole location. It should be noted that the 
arrows have nothing to do with the dipole moment.
Figure 2.6A shows the shift of the dipole oriented in the z-direction, 
in Figure 2.6B the shift is shown for the y-oriented dipoles. When 
oriented toward the hole, as for the largest part of Figure 2.6A, the 
fitted dipoles are shifted toward the hole. Figure 2.6B shows that 
dipoles oriented perpendicular to the hole tend to be pushed away 
from the hole, but still are located closer to the surface. Dipoles that
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Figure 2.6: Influence of a 20 mm hole on the location of a fitted dipole. The arrows 
indicate the error in dipole position, when an inverse model is used in which the 
hole is neglected. The dipole orientation is in the z-direction for the left figure and 
in the y-direction for the right figure. Note that the arrows do not indicate source 
orientation and strength.
are located near the hole display a shift of up to 1.5 cm. The shifts 
in location are small for dipoles located far away from the hole. We 
also carried out these forward and inverse computations for smaller 
and larger holes. As expected for a smaller (10 mm) hole, the shifts in 
dipole location were slightly smaller than those displayed here for the 
20 mm hole, but with a same overall pattern in the error of the fitted 
dipole. W ith a hole of 30 mm, the shifts were accordingly larger.
2.4 Discussion
We used analytical computed potentials for a one- and a three-sphere 
volume conduction model for the head with no hole in the skull to 
evaluate the accuracy of the BEM and the FDM. The FDM proved to 
be very accurate, even for relatively coarse meshes. For a mesh of 200 
100 nodes the RE of the FDM was 0.5% for a single sphere and less 
than 0.1% for a three-sphere model. The accuracy of the BEM depends 
on the location of the source with respect to the interior brain and 
skull surfaces. The application of the isolated potential approach can 
greatly improve the accuracy of the BEM when using a regular mesh,
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from an error of 190% to an error of 10.8%. W ith a locally refined 
mesh near the source, the influence of the IPA is not so substantial, 
but its application still reduces the error from 10.4 to 3.5%. The IPA is 
not beneficial for deep sources. For superficial sources, a great increase 
in the accuracy of the BEM potential can also be achieved by using 
a locally refined mesh and the IPA is not necessary in that case. We 
conclude that beneficial effects of the IPA cannot clearly be indicated 
when holes are present in the skull. The use of a weighed IPA, as 
suggested by Fuchs et al. (1998), may provide a more optimal solution 
and deserves further investigation.
Using the FDM as a reference solution, we determined the accuracy 
of the BEM for a three-sphere model with a hole in the skull. The 
comparison shows that both numerical methods give similar potentials. 
The differences between FDM and BEM range from 1.3 to 11.4%, but 
in most combinations of source location and hole size the difference is 
5%. Due to the good performance of the FDM in the case of no hole, 
and due to the performance of the BEM when no hole is present (errors 
of 3.7-12.0%) we take the difference between the FDM and the BEM 
in the presence of a hole to reflect the inaccuracy of the BEM. We 
conclude that the BEM can be used to compute the potential with an 
error 12% for all configurations tested. Compared to the large effect 
the hole has on the potential (up to 450%), we consider this to be 
adequate.
The effect of holes in the skull on the scalp potential can be very 
large. Compared to a closed skull, potential differences of up to 200­
450% are found when a dipole is present near the hole. The actual effect 
depends strongly on the location of the source with respect to the hole, 
but in general it is much larger for dipoles pointing toward the hole than 
for tangential dipoles. The results of inverse dipole fitting are strongly 
affected by the presence of a hole. Neglecting a hole in the skull leads 
to systematic errors in fitted source locations that can be up to several 
centimeters. In general, source locations are erroneously fitted closer 
to the hole for radial dipoles and closer to the surface for tangential 
dipoles. The effect of a hole on the forward and inverse computations 
using the BEM compares both quantitatively and qualitatively well to
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the FEM (van den Broek, 1997).
The comparison between FDM and BEM presented here demon­
strates that the BEM can be used with confidence in the presence of 
holes in the skull.
3
THE FIVE-PERCENT ELECTRODE SYSTEM FOR 
HIGH RESOLUTION EEG AND ERP 
MEASUREMENTS
Abstract: A system for electrode placement is described. It is designed for 
studies on topography and source analysis of spontaneous and evoked EEG 
activity. The proposed method is based on the extended International 10-20 
system which contains 74 electrodes, and extends this system up to 345 elec­
trode locations. The positioning and nomenclature of the electrode system is 
described, and a subset of locations is proposed as especially useful for modern 
EEG/ERP systems, often having 128 channels available. Similar to  the exten­
sion of the 10-20 system to the 10-10 system ( “ 10% system” ), proposed in 
1985, the goal of this new extension to  a 10-5 system is to  further promote 
standardisation in high resolution EEG studies.
R. Oostenveld and P. Praamstra 
Clinical Neurophysiology, 112:713-719, 2001
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3.1 Introduction
Already at the first International EEG congress, held in London in 
1947, it was recognised that a standard method of placement of elec­
trodes used in electroencephalography (EEG) was needed. Possible 
methods to standardise electrode placement were studied by H.H. 
Jasper, which resulted in the definition of the 10-20 electrode system 
(Jasper, 1958). Since then, the 10-20 electrode system has become the 
de-facto standard for clinical EEG. It has also proven to be very useful 
in the study of event related potentials (ERPs) in non-clinical settings. 
However, the advancement of topographic methods to study sponta­
neous and evoked potentials, and the advancement of multi-channel 
EEG hardware systems necessitated the standardisation of a larger 
number of channels. Therefore, in 1985 an extension to the original 
1 0 - 2 0  system was proposed which involved an increase of the number 
of electrodes from 21 up to 74 (Chatrian et al., 1985). This extended 
1 0 - 2 0  system of electrode placement, also known as the “1 0 % system” 
and referred to as 1 0 - 1 0  system hereafter, has been accepted and is 
currently endorsed as the standard of the American Electroencephalo- 
graphic Society (Klem et al., 1999; American Electroencephalographic 
Society, 1994) and the International Federation of Societies for Elec­
troencephalography and Clinical Neurophysioly (Nuwer et al., 1998).
Laboratories pursuing EEG and ERP studies of brain activity 
nowadays have the possibility of using a greater number of channels 
than the original 21. Measuring ERPs with 64 channels has become 
quite common. This number of channels can be accomodated within 
the 74 locations in the 10-10 system. Manufacturers of EEG supplies 
have recognised this, and electrode caps which enable easy placement of 
the electrodes according to the 10-10 standard are available. Currently, 
more and more researchers are moving to an even higher number of 
channels, and EEG acquisition systems with 128 channels are not 
uncommon any more. Even 256 channel EEG systems are commer­
cially available now (Pflieger and Sands, 1996; Suarez et al., 2000).
Although measurements of high resolution EEG and ERP scalp 
distributions with 128 channel systems are being carried out already, 
there is at present no standard for the placement of this number of
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electrodes. For the purpose of mapping the potential distribution, or 
performing source analysis on this distribution, the individual elec­
trode system of a laboratory and even any electrode placement on 
an individual subject is suitable as long as the positions are known 
accurately, e.g. by measuring them using a 3D tracker. However, to 
compare the EEG recordings on individual channels between labora­
tories for meta analysis and to enable comparison with older studies 
using a smaller number of electrodes, standardised electrode locations 
are needed. This need is recognised by many laboratories, and in 
measurements with 128 EEG channels or more, a subset of these elec­
trodes usually will correspond to the standard 10-20 system. In fact, 
a recommendation to identify within dense electrode arrays a number 
of landmark electrodes that correspond to standard sites within the 
10-20 system, was recently formulated in the Guidelines for human 
event-related potentials studies by the Society for Psychophysiolog- 
ical Research (Picton et al., 2000). Nevertheless, reporting on, and 
comparing EEG from channels other than the standard 74 channels of 
the 10-10 system is not easily possible. Standardisation of the location 
of additional measurement sites would therefore be an improvement.
Currently, projects are being pursued by the International Consor­
tium for Brain Mapping (ICBM) and in the context of the European 
Computerised Human Brain Database (ECHBM) to create tools and 
databases for the neuroscientific community to share the results of 
functional and anatomical neuroimaging research. These projects rely 
on the exchange of well-defined neuroimaging data, which for the case 
of EEG would be improved by further standardisation of the increasing 
numbers of recording sites.
To our knowledge, no standard system suitable for describing the 
locations of scalp potential measurements at 128 or more locations 
is currently available. In this paper, we would like to propose such a 
system. The electrode system which we describe contains the standard 
locations of the original 1 0 - 2 0  system and those of the 1 0 - 1 0  system. 
Our proposal is a logical extension of the 10-10 system, enabling the 
use of up to 345 electrode locations. As the system uses proportional 
distances of 5% of the total length along contours between skull land­
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marks, compared to the 2 0 % and 1 0 % distances used in the 1 0 - 2 0  
and 10-10 systems, respectively, we call it the 5% system or the 10-5 
system.
3.2 Description of electrode locations
First we will briefly review the method to determine the electrode 
locations of the 10-10 system. This description of the 10-10 system 
suits as a reference to the original standard and it clarifies the step 
from the 10-10 system to the 10-5 system. Based on the locations of 
the 10-10 system, we explain the extension to the 5% system, and we 
propose a nomenclature for the additional locations.
3.2.1 The 10-10 system
The placement of electrodes is based on landmarks on the skull, namely 
the nasion (Nz), the inion (Iz), and the left and right pre-auricular 
points (LPA and RPA). The first step is to form the line from Nz to 
Iz, approximately over the vertex. To determine the location of the 
vertex, the contour from LPA to RPA is also passed over the vertex. 
These two contours should intersect at 50% of their lengths and the 
point thus obtained is the exact vertex.
Along the sagittal Nz-Iz scalp contour over the vertex, the posi­
tions Fpz, AFz, Fz, FCz, Cz, CPz, Pz, POz and Oz are marked at 
10% distances along this antero-posterior contour (Figure 3.1). With 
position Cz at 50% along this contour, corresponding to the vertex, 
the position of Oz is at a distance of 90% from Nz and 10% from Iz.
Along the coronal LPA-RPA scalp contour over the vertex, the 
positions at 10% above the LPA and the RPA are marked. These 
positions are necessary to determine the horizontal contours over the 
left and right temporal lobe.
A horizontal circumferential contour is determined over the left 
temporal lobe from Fpz to Oz, through the location which was marked 
at 10% above LPA. Along this contour, the positions Fp1, AF7, 
F7, FT7, T7, TP7, P7, PO7 and O1 are marked at 10% distances
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Figure 3.1: Electrode positions and labels in the 10-20 system. Black circles indi­
cate positions of the original 1 0 - 2 0  system, gray circles indicate additional positions 
introduced in the 1 0 - 1 0  extension.
(Figure 3.1, innermost circle). The circumferential contour over the 
right temporal lobe is determined in the same fashion from Fpz to Oz 
over the location 10% above RPA, and the positions Fp2, AF8 , F 8 , 
FT 8 , T 8 , T P 8 , P 8 , PO 8  and O2 are marked at 10% distances.
A coronal contour is determined from left to right from location T7 
to T 8 , through location Cz. Along this contour at fractions of 1/8 from 
the total distance, the positions C5, C3, C1, Cz, C2 , C4 and C6  are 
marked. This is conveniently done by bisecting the contour twice on 
each hemisphere, dividing it in halves and quarters. Similar coronal 
contours are determined along FT7-FCz-FT8, T7-Cz-T8, TP7-CPz- 
T P 8 , P7-Pz-P8 and positions at fractions of 1/8 along these contours 
are similarly marked. The labels to these locations are described in 
Figure 3.1.
A further coronal contour is determined from left to right over the 
anterior part of the head, going from location AF7 to AF8  and through 
location AFz. The distance along this contour for each hemisphere is 
bisected, giving location AF3 and AF4. Following this, the bisection 
is repeated, and the additional positions are marked. This gives along
The five-percent electrode system 48
this contour, at fractions of 1 / 8  of the total distance, the locations 
AF5, AF3, AF1, AFz, AF2, AF4 and AF6 . The same procedure is 
performed for the coronal contour from PO7 to PO 8  through POz, 
giving the locations with labels as shown in Figure 3.1. Although, 
the positions AF1, AF2, AF5, AF 6 , PO1, PO5, PO2 and PO 6  are 
not explicitly mentioned and displayed in the standard 1 0 - 1 0  system 
(Klem et al., 1999), they were already present implicitly.
3.2.2 The extension to the 5% electrode system
The nomenclature to extend the number of coronal contours in the 
original 10-20 system, labelled F, C and P, utilizes the combination of 
two letters to indicate the contours lying halfway between these original 
contours. This resulted in the contours FC and CP. The electrodes 
between the P-contour and the occipital (O) electrodes were likewise 
labelled with PO, the electrodes between the F-contour and the frontal 
pole (Fp) electrodes were labeled AF (antero-frontal).
This idea is similar to the naming of geographical directions, 
derived from the orientations of a compass. For example, halfway 
between North and West (at 315 degrees) lies the direction North­
West. The direction halfway North and North-West (at 337.5 degrees) 
is commonly labelled North-North-West. We would like to propose the 
same method for labelling the intermediate positions on the head in 
the antero-posterior direction. In this way, the locations on the contour 
between the C-contour and the CP-contour for example get labelled 
‘CCP’. This naming scheme for the coronal contours gives from ante­
rior to posterior locations the following names: AF, AFF, F, FFC, FC, 
FCC, C, CCP, CP, CPP, P, PPO, PO. The contour halfway between 
Fp (frontal pole) locations and the AF contour would be called AFp 
(which we prefer over FpA). Likewise, the contour between the O loca­
tions and the PO contour would be called POO.
To keep a regular and approximately equidistant electrode spacing 
in each direction, it is also necessary to extend the number of locations 
along the medial-lateral direction. In the original description of the 
1 0 - 2 0  system, this was accounted for by defining electrode positions 
like Fz-F3-F7, leaving room for electrodes F1 and F5 in between. This
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Figure 3.2: Electrode positions in the proposed 10-5 system. Positions additional 
to the 1 0 - 1 0  system are indicated with dots, a selection of additional positions 
useful for a 128-channel EEG system are indicated with open circles.
enabled a smooth extension of the 2 1  electrodes in the original 1 0 - 2 0  
system towards the 74 electrodes defined in the 10-10 system. We 
would like to propose an extension of the nomenclature to double the 
number of locations assigned to a medial-lateral scalp contour. Our 
proposal is to name new electrode locations lying halfway between 
two existing electrodes with the name of the most lateral electrode, 
appended with the letter ‘h ’ (stands for ‘half’). For example, the loca­
tion in between Cz and C1 would be labelled ‘C1h’. Similar to the 
‘z’ in Cz which means ‘zero’, the ‘h ’ stands for ‘half’ according to 
this convention. The electrode name C1h should be read as ‘halfway 
electrode C1’. Indicating the half with 2 would also be possible, but 
we find this less convenient due to the absence of the character 2  on 
the keyboard and in the ASCII character set of computers. The 2 is 
present in the ISO-8859 extensions to the ASCII character set, but 
these are language specific, which could lead to problems in the inter­
nationalisation of this nomenclature.
The doubling of electrode positions along the medial-lateral direc-
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FCz
POz
Oz
Figure 3.3: Selection of 10-5 electrode positions in a realistic display, lateral view. 
Additional electrode labels can be found in Figure 3.2. The head and brain contours 
are modelled after Chatrian et al. (1988).
tion should not only be defined for the existing contours in the 1 0 - 1 0  
system, but also for the newly defined medial-lateral contours. To give 
an example: the electrode location between C3 and C5 would be called 
C5h, the location between CP3 and CP5 would be CP5h. The location 
halfway between C3h and CP3h would be called CCP3h.
This system for electrode placement and the associated naming 
scheme give rise to a doubling of the number of medial-lateral electrode 
contours, and to a doubling of the number of electrodes along these 
contours. Therefore, the total number of electrode locations available 
in the 5% electrode system is approximately four times the number 
available in the 10-10 system. The total number of locations in this 
system is around 345 , depending on how many electrodes on the most 
inferior rows (‘9’ and ‘10’) are included. Figure 3.2 shows the loca­
tions of the electrode sites defined according to this system. Black 
filled circles indicate the electrode locations of the 10-20 system. Elec­
trode sites of the 1 0 - 1 0  system are indicated by grey filled circles. 
Intermediate electrode sites defined by the 5% system are marked as 
dots. In this figure, a selection of the 5% electrode locations is indi­
cated by open circles including their electrode names. This selection 
of electrodes, combined with the 1 0 - 1 0  system, leads to a subset of
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Cz
Figure 3.4: Selection of 10-5 electrode positions in a realistic display, anterior view. 
See Figure 3.3 for further information.
142 electrodes with a complete and homogenous coverage of the head. 
The combination of the positions of the 10-10 system with these addi­
tional 5% positions would provide a good starting point for 128 channel 
EEG measuremens, where possibly some of the lowest electrodes can 
be skipped.
Due to the nature of the definition of the 10-20 system, the elec­
trode rows at the most occipital and frontal part of the head (PO en 
AF) become very crowded. Probably for this reason, the representa­
tion of the 10-10 system in the AES Guideline (American Electroen- 
cephalographic Society, 1994) and in Klem et al. (1999) places only 
one electrode between POz and PO7 (similar for POz - PO 8  and the 
AF row). Placing three electrodes between POz and PO7 is hardly 
feasible in practice. The pragmatic solution is that two electrodes are 
placed in between POz and PO7. In that case, the optimal distribu­
tion of the electrodes (with distances of 33% between electrodes) does 
not match with the available labels for the three locations which are 
defined at 25% positions along that row (PO1, PO3 and PO5). Naming 
these two electrodes according to two of the three available labels for 
that row in the 10-20 system is clearly not appropriate. We therefore 
label these electrodes according to the locations in the 5% system as 
close as possible to their actual locations (PO3h, PO5h, AF3h and
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Figure 3.5: Selection of 10-5 electrode positions in a realistic display, anterior view. 
See Figure 3.3 for further information.
AF5h), see Figure 3.2.
3.2.3 Notes on extended electrode nomenclature
In the proposed system for electrode placement, the assignment of 
unique identifying labels to each location is as important as the loca­
tion of the additional electrodes. In the past, when it became apparent 
that the original 10-20 system with 19 electrodes did not offer enough 
electrode locations, different proposals were made for this nomencla­
ture (reviewed in Nuwer, 1987). These included adding single and 
double primes to the electrode name, introducing the additional letters 
B, D, E and H to designate intermediate coronal rows, and appending 
a letter a (for anterior) and p (for posterior) to the beginning or end 
of the electrode label.
The nomenclature that eventually became the standard, uses 
combinations of letters used in the original 1 0 - 2 0  system, and gives the 
electrode row in between, for instance, the electrodes P and O the name 
PO. This has as main advantage that electrode labels are still linked 
to underlying cortical structures. The nomenclature we propose here 
for the additional electrodes follows the same logic. Readers familiar 
with the original and the extended 1 0 - 2 0  system will appreciate the
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simplicity of this naming scheme, and will have little problem locating 
the electrode site on the head given one of the labels of an intermediate 
electrode.
According to the 10-20 standard (American Electroencephalogra- 
phic Society, 1994), the locations 10% below electrodes O1 and O 2  
are called O9 and O10, as these electrodes lie on the horizontal lines 
‘9’ and ‘10’. However, the placement of the occipital electrodes O1 
and O2 (as well as Fp1 and Fp2) does not follow the general rule of 
being distributed along a coronal contour, which becomes apparent 
when asking where hypothetical electrodes O3, O5 and O7 should be 
located. For this reason, we prefer to label the electrode locations next 
to the inion in the same manner as those next to Oz, and we suggest to 
use the labels I1 and I2. This also facilitates the extended 5% nomen­
clature for the intermediate 5% positions below the occipital (O1, Oz 
and O2) electrodes: halfway O1 and I1 lies OI1, whereas otherwise 
the name would have to indicate a location halfway between O1 and
O9 (perhaps O5 or O9h). Alternatively, the nomenclature of (cere­
bellar) Cbz, Cb1 and Cb2 would be a viable alternative to Iz, I1 and 
I2 (comparable to, but slightly different from Chatrian et al. (1985) 
and Chatrian et al. (1988)).
3.2.4 Pitfalls in localization
The determination of electrode sites strongly depends on the anatom­
ical markerpoints. One starts with determining the contours nasion- 
inion and LPA-RPA. These should intersect each other at 50% of their 
respective length, which leads to an unambiguous localization of the 
vertex point (Cz). The next step is then to determine the line from 
the point 10% above nasion (Fpz) to the point at 10% above LPA. 
Since the line between any two points on a surface is ambiguous, the 
determination of the bottom (‘7’) electrode row should be done using 
a plane which passes through the points located 1 0 % above nasion, 
LPA and inion (likewise for the right hemisphere). The intersection of 
this plane with the head surface gives the surface contour along which 
the left bottom (‘7’) electrodes are distributed. Likewise, the right 
bottom (‘8 ’) electrodes are distributed along the intersection of the
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plane through the locations 10% above nasion, RPA and inion with 
the head surface.
The description using the intersection of these planes with the head 
surface has been described by Le et al. (1998) in the design of an 
algorithm for fast electrode placement. Their description is slightly 
inaccurate in that it uses an anterior plane through the points 1 0 % 
above nasion, LPA and RPA, and a posterior plane through the points 
10% above LPA, RPA and inion (see their Figure 1). These planes 
intersect at the line passing through the points 10% above LPA and 
RPA. However, the description of the standard 10-20 system describes 
that “a circumferential measurement is taken over the temporal lobes, 
from midline Fp (Fpz) to midline O (Oz)”. This would be implemented 
using the intersection of a plane through Fpz, the point 10% above LPA 
and Oz with the head surface. The result would be that the two planes 
would go through the left and right hemisphere respectively, instead of 
through the anterior and posterior part of the head. In the description 
by Le et al. (1998), the electrodes FT7 and TP7 do not necessarily 
lie on a line, whereas in what we believe to be the correct description 
(which is especially important when implementing this in a computer 
program) FT7 and TP7 would, but Fp1 and Fp2 would not.
To prevent another pitfall, it should be stressed that electrode loca­
tions T7 and T 8  do not necessarily lie on the line over the vertex 
connecting LPA and RPA. This coronal line should only be used to 
determine the height (10% above left and right PA) of the temporal 
electrode sites. The actual location of T7 and T 8  should be halfway 
between Fpz and Oz, along the horizontal line over the temporal lobe, 
as described above.
In the AES Guideline (American Electroencephalographic Society, 
1994) the inferior electrodes PO9 and O9 are placed 10% below elec­
trodes PO7 and O1. This description is not sufficiently accurate 
for an unambiguous localization, since it only describes the height, 
and not the location along the horizontal direction. Alternatively, 
Chatrian et al. (1985) places inferior electrodes Cb1’, Cb1 (in their 
nomenclature) 10% below the ‘7’-row unambiguously along the coronal 
lines through P7, PO7 and places Cb1” along the line connecting
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PO3 and O1.
The schematic drawing in the Guideline (American Electroencepha­
lographic Society, 1994, their Figure 1) suggests that the inferior elec­
trode locations lie on a line connecting all these electrodes and passing 
through Nz and Iz. This would imply that the electrodes in the inferior 
(‘9’) row lie on the same height, at equal distances along a horizontal 
contour lying 10% below the ‘7’ electrode row. This is compatible with 
the textual description of these locations, and it is based on the concept 
of distributing them along a horizontal contour. The description for 
localizing inferior electrodes in Chatrian et al. (1985) is different, since 
it is based on coronal contours. In practise, these two methods will 
differ only slightly, but in a computer implementation of an algorithm 
similar to Le et al. (1998) which could be used in assisting the place­
ment of electrodes, a consistent choice between these two should be 
made. It is our opinion that the horizontal contour through nasion 
and inion should be used, since that will result in electrodes which are 
more regularly spaced.
3.3 Discussion
The rationale for high-density EEG applications is, ultimately, to facil­
itate identification of the intracranial sources of scalp-recorded EEG 
signals. Methods for source characterisation thus rely on intermodal 
matching of EEG data with anatomical information, usually derived 
from MRI images. In theory, information derived from the scalp- 
recorded EEG could therefore be projected into anatomical space and 
communicated through the use of a standardised neuro-anatomical 
atlas, like the Talairach-Tournoux atlas (Talairach and Tournoux, 
1988). For the analysis of high-density EEG measurements on indi­
vidual subjects the most accurate results will be attained if the actual 
electrode locations are measured, e.g. using a 3D tracker, even when 
the electrodes were applied according to the 10-5 system. We know, 
however, that dipole source analyses of human EEG data commonly 
take averaged data across a number of subjects, rather than the data of 
one individual, as input (e.g. Opitz et al., 1999). Similarly, reports on
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high-density EEG studies that do not go beyond a description of the 
scalp topography still pool data across subjects (e.g. Dehaene et al., 
1998; Curran et al., 1993). In practice, therefore, high density EEG 
does not obviate the need for reproducible electrode placements guided 
by internationally accepted conventions.
It has to be emphasised that the 10-5 system unavoidably inherits 
the limitations of the 10-20 system. Most importantly, individual 
anatomical differences result in a considerable variability in the local­
ization of brain structures relative to the skull landmarks. As pointed 
out by Steinmetz et al. (1989), this craniocerebral variability is most 
pronounced for areas remote from the relatively constant central and 
lateral sylvian structures, especially areas close to the occipital pole. 
This entails that electrodes placed at the back of the head and elec­
trodes below the Fpz-Oz equator, which are particularly important 
for source analysis (Scherg and Cramon, 1990), are most liable to 
overlie different brain areas in different subjects. However, this feature 
inherent to the 1 0 - 2 0  system should not distract from the formulation 
of unambiguous rules for the placement of these electrodes and the 
strict adherence to these rules.
The extension of the 10-20 and 10-10 systems to the proposed 10­
5 system aims to accommodate the larger number of recording chan­
nels available in modern EEG/ERP systems. The proposed extension 
defines the position and nomenclature of 345 locations of the head, and 
it can accommodate a homogenous distribution of a subset containing 
for example 128 electrodes. We believe the extension to be trans­
parent and, more or less, in accordance with the practice developed 
by manufacturers of electrode caps (e.g., Quik-Cap; Easy-Cap; ECI 
Electro-Cap).
4
BRAIN SYMMETRY AND TOPOGRAPHIC 
ANALYSIS OF LATERALIZED EVENT-RELATED 
POTENTIALS
Abstract: We investigated the influence of symmetry assumptions implicit in 
the derivation and the use of event-related lateralized potentials (ERLs), such 
as the lateralized readiness potential (LR P). We describe these assumptions and 
demonstrate several alternative computational methods.
Using analytical methods and forward simulations, we computed the error in the 
ERL topography that results from deviations in symmetry between homologous 
brain areas. Based on analytical considerations we show that, for source anal­
ysis, the ERL derivation provides no benefits compared to a single subtraction 
of the two (left-lateralized and right-lateralized) conditions underlying the ERL. 
Relative errors of 10% in the ERL topography are found if the location of an 
active region in one hemisphere differs by 10 mm from the symmetric location 
as compared to the other hemisphere. A difference of 30° in orientation results 
in a relative error of the ERL of 40%. Differences in source strength between 
hemispheres result in an ERL error that is half the size of the relative strength 
difference.
We estimate that, due to violations of the symmetry assumption underlying 
the ERL, errors in the ERL topography of 10-40% can be expected. Source 
analysis does not benefit from the ERL. In topographic mapping and source 
analysis, the double subtraction of the ERL should be approached with caution 
and the single subtraction of the ERPs of two lateralized conditions should be 
first analyzed whenever possible. We suggest that analyses based on the topog­
raphy of the ERL should only be performed after the assumption of symmetry 
has been validated.
R. Oostenveld, D. F. Stegeman, P. Praamstra and A. van Oosterom 
accepted for publication in Clinical Neurophysiology
Lateralized event-related potentials 58
4.1 Introduction
4.1.1 Background
Much like the whole body, the brain has a large degree of symmetry 
in its anatomical structure. Research has shown that, in spite of 
important functional and anatomical asymmetries, the global body 
symmetry is to a large extent reflected in the brain. In electroen­
cephalography (EEG) it is often assumed that part of this symmetry 
in the cortex will be reflected in the electric sources in the brain and the 
potential distributions they generate. This symmetry can potentially 
be helpful in the analysis of event-related potentials (ERPs).
Lateralization of brain potentials is quantified by comparing the 
potential on homologous electrodes over both hemispheres (e.g. loca­
tions C3 and C4 from the 10-20 system). In the computation of 
event-related lateralizations (ERL) on homologous electrodes, it is 
assumed that the potential at these symmetric electrodes predomi­
nantly reflects the activity in brain regions underneath each electrode. 
In the construction of the ERL, the lateralization towards the left hemi­
sphere in a task that involves a behavioral orientation (e.g. attentional 
or motor) to the right, is averaged with the lateralization towards the 
right hemisphere in a task that is oriented to the left. The ERL on an 
homologous electrode pair thus obtained is a single measure of lateral­
ization in both conditions. Its purpose is to enhance the detectability 
and facilitate the quantification of lateralized activity by removing all 
non-lateralized activity.
One of the best known examples of an ERL is the lateralized readi­
ness potential (LRP), which is computed on central electrodes while 
the subject is preparing a movement (de Jong et al., 1988; Coles, 1988). 
The LRP can be used to study aspects of the “Bereitschafts” or readi­
ness potential, enabling the measurement of (lateralized) movement- 
related EEG activity in the presence of overlapping stimulus related 
activity. The basis of the LRP is an experimental design in which 
the non-motor related responses are assumed to be identical in left- 
and right-hand movement conditions. The LRP is used as an index of 
central activation of motor responses and many applications are inter­
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ested mainly in its latency and direction of lateralization, for which 
recording with a single pair of electrodes placed at C3 and C4 above 
the motor cortex is sufficient (Eimer, 1998a). The same is true for 
the N2pc, an ERL associated with visuospatial selection (Luck and 
Hillyard, 1994a), which can, in principle, be measured with just one 
pair of electrodes at left and right occipito-temporal electrode sites. 
However, these and other ERL potentials have more recently been 
studied with higher resolution EEG, yielding topographic information 
relevant to both the functional characterization and the generation 
of these potentials (e.g., Leuthold and Jentzsch, 2001; Verleger et al., 
2000; Praamstra and Plat, 2001). The topographic analysis of ERLs 
raises questions regarding the symmetry assumptions underlying the 
derivation of ERL potentials.
4.1.2 Symmetry in ERP analysis
This study addresses the usefulness and limitations of symmetry 
assumptions in topographic analysis of ERL potentials. For this 
purpose, it is necessary to define exactly the terminology to be used. 
With “symmetry” , we mean that two cortical areas in the left and right 
hemisphere display the same amount of electric activity when a task is 
performed. The symmetry relates to the position and orientation of the 
electric sources with respect to the brain’s midplane. “Lateralization” 
means that brain activity linked to the performance of a specific task 
is larger in one hemisphere than at the corresponding location in the 
other hemisphere. A third concept used throughout the text is “anti­
symmetric” . With this we mean that the position and strength of the 
sources in both hemispheres are the same (i.e. symmetric), but that 
the orientation of the sources is reversed. An anti-symmetric topo­
graphic representation of brain activity results from the subtraction 
of the potential distributions of activity lateralized to one hemisphere 
from that lateralized to the other hemisphere.
The concepts of symmetry and lateralization are strongly, but not 
exclusively linked, as the following examples demonstrate: brain func­
tions related to language are lateralized to the left hemisphere in the 
majority of the population. In contrast, movement control, at least at
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primary motor cortex level, is more or less symmetrically distributed 
in both hemispheres. In a task which requires either left or right 
limb motor activity, the cortical motor activity is lateralized to the 
contralateral hemisphere. A bimanual task activates motor areas in 
both hemispheres and thereby results in non-lateralized but symmetric 
brain activity. This comparison of an unimanual with a bimanual 
motor task clarifies that lateralization does not imply symmetry, but 
that lateralization can result from behavioral or experimental condi­
tions with a task activating one of bilaterally present brain areas.
The main goal of using the ERL derivation is to enhance the 
detectability of lateralized activity. It does so by the following two 
means: 1 ) it suppresses symmetrical activity within any single condi­
tion and 2 ) it suppresses all activity which is identical within the two 
conditions.
The ERL is defined on each homologous electrode pair (here for C3 
and C4) as
where L  represents the activity in the condition lateralized to the left 
and R  represents the lateralized condition to the right (Wascher and 
Wauschkuhn, 1996; Oostenveld et al., 2001). This particular notation 
of the ERL mainly stresses the averaging of left and right oriented 
behavioral tasks. By reordering the terms on the right hand side in 
the above equation, it can be made more clear how the ERL achieves its 
two goals. For this purpose, we introduce a notation which represents 
the complete scalp potential distribution by tf. The symbol tf denotes 
the potential distribution on all electrodes, mirrored with respect to 
the midplane. To obtain the potential distribution tf, the values for 
the potential are exchanged between all homologous electrode loca­
tions, e.g., the potential tf C 3  becomes tf C 4  and tfC 4  becomes tfC3. 
Using this notation, the ERL can be rewritten for all electrode pairs 
simultaneously as follows.
ERL
2
[(C4 -  C3)l +  (C3 -  C4)r] (1 )
ERL =  I |_(tf -  tf)L +  (tf -  t f ) R
=  1  (tfL — tfL) — ( t f R — t f R )
(2 a)
(2b)
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1  (tfL — tfR) — (tfL — tfR) (2 c)
(2 d)1  (tf L — tfR) — (tf L — tfR )
The subscripts L  and R  denote the measurements from the left and 
right oriented behavioral tasks. Equation 2a is a generalization towards 
all electrodes of the original definition of the ERL, i.e. the topographic 
distribution of the average over the lateralization towards the left and 
right side. Equation 2b shows that, apart from the factor 1, the ERL is 
similar to the difference between the lateralization of both conditions 
without regarding the direction of the lateralization. Writing the ERL 
as 2c and 2d demonstrates that, except for the factor 1, the ERL 
can be computed by subtracting left and right conditions followed by 
the subtraction of the mirrored potential distribution from the non­
mirrored potential.
By re-ordering the two subtractions from which it is composed, 
equation 2d best clarifies the achievement of the two goals by the ERL. 
The first subtraction of the potential distributions obtained in left and 
right conditions suppresses identical activity in both conditions. The 
fact that all identical activity and not only the symmetric activity in 
both conditions is removed, is not directly apparent from the orig­
inal notation. The second step, computing the difference between this 
difference potential and its mirrored potential distribution, shows that 
activity is removed which is identical at homologous electrodes on both 
scalp sides, i.e. symmetric activity. This was already apparent from 
the subtraction of homologous electrodes in equation 1 and 2a. We 
prefer the representation of the ERL according to 2d over the orig­
inal notation, since it reveals both the removal of all identical activity 
in left and right conditions, as well as the removal of the symmetric 
activity.
Figure 4.1 demonstrates the construction of the ERL using a sche­
matic representation of the potential along a line from left to right ear 
(bold dots). The potentials in the conditions lateralized to the left 
(tfL) and to the right (tfR) are given in the first two rows (1 A and 
1B). Besides the lateralized component of interest, these potentials 
also contain a non-lateralized component which is symmetric (broad
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left hemisphere right hemisphere
Figure 4.1: Schematic representation of the single subtraction and the ERL for a 
single row of electrodes running from left to right ear. The bumps on left and right 
side represent the lateralized activity, the broad bell-shaped curve represents non- 
lateralized symmetric activity and the small triangle shaped curves represents non- 
lateralized activity that is also non-symmetric. From top to bottom: A) activity 
lateralized to the left, combined with both types of non-lateralized activity, B) 
activity lateralized to the right, combined with the non-lateralized activity, C) 
single subtraction, and D) event-related lateralization. The dashed line in figure 
A and B is the sum of all three components, representing the actual potential ^ L 
and ^_r.
bell-shaped bump), as well as a lateralized component which is not 
symmetric (small triangular bump). In the third row (1C) the subtrac­
tion of left- and right-lateralized potential distributions is given, which 
is the first step in the ERL construction when one would follow equa­
tion 2d. In the bottom row of the Figure (4.1D), the actual ERL 
is shown, which results from subsequent subtraction over homologous 
electrodes, followed by a division by 2 .
In Figure 4.2 the construction of the ERL is stepwise demonstrated, 
based on a complete scalp potential distribution of only the lateralized 
components. Three different source configurations are depicted, each 
with a single dipole source in a central brain area lateralized in one
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med-lat ant-post diagonal
Figure 4.2: Schematic representation of an equivalent dipole model and the poten­
tial distribution for, from top to bottom: left (^l ) and right (^#) lateralized 
conditions, the single subtraction (^l — ^#) and the ERL. The arrows represent 
the dipole sources, the continuous lines are positive isopotentials and the dashed 
lines are negative isopotentials. Three source orientations are presented: in the 
left column a medial-lateral oriented source (approximately radial), in the middle 
column a tangential anterior-posterior oriented source and in the right column a 
source is depicted that is oriented diagonally with an anterior maximum on one 
hemisphere and a broader posterior minimum on the opposite hemisphere.
hemisphere. The first two rows show only the lateralized potential 
distributions and that usually would be overlapped with non- 
lateralized components (hence the need for subtraction or ERL anal­
ysis, cf. Figure 4.1). The first column shows a medial-lateral oriented 
dipole, which is approximately radial. The second column shows 
a tangential, anterior-posterior oriented dipole. The third column 
contains a representation of a diagonal dipole, which is oriented to 
have a frontal maximum on one hemisphere, combined with an pari­
etal minimum on the opposite hemisphere. The third row contains the 
single subtraction Comparing the single subtraction with
and shows that for the first two source configurations the distri­
bution after the subtraction remains similar. Note however that, after 
the subtraction, the diagonal source configuration in the third column 
results in a potential distribution without a clear dipolar pattern but 
with two foci of similar polarity on each hemisphere. The fourth row
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shows that, for ideal circumstances, the ERL potential distribution 
on a single hemisphere replicates the loci of activity in the two hemi­
spheres.
Besides the original goal of the ERL, which is the enhancement 
of lateralized activity, it has other advantages compared to analyzing 
ERPs with a single subtraction of the two lateralized conditions. One 
advantage is that the ERL combines the potential at two electrode 
locations of interest into a single potential, reducing the amount of 
data by 50%. This can be advantageous in a simplified representation 
of the data and in statistical analysis. Another advantage, that will be 
demonstrated in this study, is that the noise level of the ERL is better 
than that of a single subtraction. For each of the source configurations 
in Figure 4.2 it is shown that, in case of exact symmetry of and 
tfR, the topography of the ERL is not different from that of the single 
subtraction. However, if the symmetry is not exact, the single subtrac­
tion will result in a non-symmetric distribution and, consequently, the 
ERL distribution will be different from the distribution on either hemi­
sphere.
Whereas the ERL quantifies the assumed symmetry and lateraliza­
tion in the scalp potential on a single hemisphere, symmetry can also 
be used in inverse source analysis using dipole models. A symmetric 
dipole model can be used to model the potential distribution of a 
single condition with bilateral activity. The potential distribution of 
the subtraction of left and right lateralized conditions can be fitted 
using an anti-symmetric dipole model. Alternatively, the ERL topog­
raphy can be subjected to inverse source analysis, in which case the 
fitted source configuration in one hemisphere has an anti-symmetric 
counterpart in the other hemisphere (Praamstra et al., 1996b).
The use of symmetry constraints in dipole analysis especially can 
be helpful in source models containing multiple sources. Starting with 
an initial estimate for the source parameters that is far away from 
the optimal source parameters, a nonlinear fit of the parameters often 
prematurely ends in a local minimum in which multiple dipoles are 
located close to each other and partially cancel each other. A constraint 
on the source parameters based on physiological knowledge, such as
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bilateral activity, can help in getting from the initial estimate towards 
a more optimal estimate, still reflecting the bilateral activity. The 
constraints on the source parameters can subsequently be lifted, and 
the fitted symmetric parameters can be used as a new initial guess for 
the unconstrained source model.
4.1.3 Goal of this study
We have compared the ERL to a single subtraction of two lateral- 
ized potential distributions. Specifically, we have studied the effect 
that incorrectly assumed symmetry in the sources has on the ERL. 
Using simulations, we have quantified the error in the ERL topography 
resulting from violations of this assumption. The influence of the topo­
graphical symmetry assumptions on source analysis were studied using 
analytical methods.
4.2 Methods
For the forward computations of the potential, a symmetric volume 
conductor model was used, consisting of a three-sphere model with 
radii of 82, 92 and 100 mm and conductivities of 1, 1/80 and 1 (normal­
ized to the brain conductivity). Over the upper surface of the sphere 
69 electrodes were evenly distributed according to the extended 10-20 
electrode system (American Electroencephalographic Society, 1994). A 
dipole pair with a single dipole in each hemisphere was used to model 
the source. The potential on all electrodes was computed using the 
analytical expressions for a dipole in a three-sphere volume conductor 
(Rush and Driscoll, 1969; Nunez, 1981).
The position of the dipoles was varied through the upper half of the 
inner sphere and the orientation was varied in every direction, keeping 
the two dipoles symmetric in position and orientation. The medial­
lateral (x) and inferior-superior (z) location were varied from 0  to 8  
cm in steps of 2 cm. The posterior-anterior coordinate (y) was varied 
from - 8  to 8  cm, also in steps of 2 cm. The azimuth and colatitude 
angles 0  and 9 describing the source orientation were varied from 0 to
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90° in steps of 15°. Source locations outside the inner sphere of the 
volume conductor were discarded, resulting in a total of 4459 source 
configurations. Perturbations of 1 mm in the source locations were 
applied for the x-, y- and z-coordinate. The source orientation was 
perturbed with 1 ° for the 0  and 9 angles.
The ERL was computed on all homologous electrode pairs for each 
source configuration. Subsequently, each parameter of the dipole in 
one hemisphere was systematically perturbed and the ERL was calcu­
lated again. The ERL of this source model with a perturbation in the 
symmetry was compared to the ERL obtained with the fully symmetric 
model. The difference between both ERLs was expressed as the root- 
mean-square (RMS) value of this difference, and as the relative error 
(RE) between both ERLs. The RE is defined as the RMS value of the 
difference, normalized to the RMS value of the original ERL.
( E R L perturbed ERLnormal) 2
RE = ------------, =--------- • 100 % (3)
y  J2 (ERLnormal) 2
The summation in the above equation is performed for the ERL on 
each homologous electrode pair. The effect of deviations in the source 
symmetry was plotted for all source locations and orientations using 
the RMS of the difference and the RE measure. Throughout this paper 
we will use the phrase “ERL error” to indicate the difference between 
the ERL in a perfect and a non-perfect symmetric source configuration.
4.3 Results
4.3.1 Asymmetry in source location and orientation
Figure 4.3 shows the absolute error in the ERL over all electrodes, 
plotted against the ERL magnitude itself. Each point in the graphs 
represents a single source configuration, i.e. source location and orien­
tation, for which the perturbation was applied. The effect of each of 
the five perturbations on the ERL is between 0 and 0.05 ßV, and is 
relatively constant for every ERL magnitude. The mean value and 
standard deviation (SD) of the ERL difference due to the perturbation
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Figure 4.3: Difference in ERL plotted against the magnitude of the ERL. From 
left to right: difference due to perturbation in x, y, z (each 1 mm), $ and 0 (each 
1 degree).
in medial-lateral direction is 0.0136 ßV (±0.0045 ßV), in anterior­
posterior direction it is 0.0144 ß V  (±0.0053 ßV) and in inferior­
superior direction it is 0.0140 ßV (±0.0056 ßV). The magnitude of 
the effect of the perturbation on the ERL is comparable for each of the 
directions. The mean value and the SD of the ERL difference due to 1 
perturbations in azimuth and colatitude are 0.0139 ßV (±0.0081 ßV) 
and 0.0190 ßV (±0.0039 ßV), respectively. These values for the ERL 
difference should be compared to the actual ERL value, which was on 
average 1.15 ßV (±0.69 ßV).
Figure 4.4 shows the same data represented as the relative error 
(RE) in the ERL, plotted against the ERL magnitude. The RE is 
computed for all 4459 source configurations and for each of the five 
perturbations. The relative error ranges approximately from 0-15% 
for each of the perturbed source parameters. It is clear that the 
relative error increases approximately inversely with ERL magnitude, 
which corresponds to a more or less constant ERL difference as seen 
in Figure 4.3.
To establish that the computed ERL errors can be used to estimate 
the error in ERL for any given amount of perturbation in source param­
eters, we repeated the computations for perturbations in the location 
of 2, 4 and 8  mm, and perturbations in the orientation of 2, 4 and 8 °. 
It turned out that the ERL error scales linearly with the size of the 
perturbation for this range, which can be deduced from the fact that 
the squared Pearson correlation coefficient (R2) with respect to the 
1 mm/1° perturbations was >0.99 for the 2 mm/2° and the 4 mm/4°
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Figure 4.4: Relative Error (RE) in ERL plotted against the magnitude of the ERL. 
From left to right: error due to perturbation in x, y, z (each 1 mm) , $ and 0 (each 
1 degree). For source configurations with a zero or near-zero ERL, the relative 
errors are not displayed.
perturbations, and R 2 was 0.94 for the 8  mm / 8  perturbations.
A closer look at the individual graphs of Figure 4.3 reveals that 
there is a systematic correlation between some of the points (each 
representing a single source configurations), which is to be expected 
due to the relationship between source configuration and surface poten­
tial and thus ERL. The source configurations used in these computa­
tions formed a grid, which was regular in each of the source parame­
ters. This regularity is reflected in the individual instances of the ERL, 
and in the differences with the perturbed ERL. However, for all source 
configurations combined there is no systematic correlation between the 
ERL and the effect of the perturbation, and we did not pursue further 
analysis of these systematic correlations.
4.3.2 Asymmetry in source strength
In the previous section we computed the effect that slight perturbations 
in symmetry of source location and orientation have on ERL, using 
simulations in which the source strength was kept symmetrical. The 
error introduced by a source strength that is not symmetric can be 
derived analytically as follows.
Assume that a given source which is active due to left-oriented 
behavior has an potential distribution ^ L , and that the same right- 
oriented behavior results in a potential distribution . For these 
distributions, the ERL is given by equation 2. Assuming that the 
left- and right-oriented behavior result from symmetrical source loca-
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tions and orientations with only a difference in strength, the potential 
distribution tfR equals the mirrored distribution of tfL up to a constant 
factor. If we write the strength of the source generating tfL as d L and 
that of the source generating tfR as d R , then
t f R =  (1 +  A) ■ t f  (4)
with
A =  (dR -  dL) (5)
d L
The factor A is the difference between the source strength in left and 
right hemisphere, relative to the left hemisphere. Using equation 2a, 
the ERL can be derived.
ERL
ERLSym +  2 A ■ ERLsym
(tfL -  tfL) +  ( t f R -  t f R )
(tfL -  tfL) +  (1 +  A)(tfL -  tfL)
(tfL -  tfL) +  (tfL -  tfL ) +  1  A(tfL -  tfL)
(6 )
where ERLsym represents the ERL that would have been obtained with 
a symmetrical source strength of d L .  This shows that the error in the 
ERL due to an asymmetrical source strength is 2 (d R -  d L ) / d L times 
the ERL itself.
4.3.3 The ERL and source modeling
Besides exploiting symmetry by means of the ERL to extract the later­
alization from potential distributions, it can also be used in equivalent 
source modeling to constrain the fitted source parameters, i.e. dipole 
position, orientation and strength. This reduces the number of source 
parameters to be estimated by a factor of two, since the dipole posi­
tion and moment in one hemisphere are mirrored across the midline 
towards the other hemisphere.
The ERL is defined on homologous electrode pairs and it can there­
fore be topographically mapped onto a single hemisphere as in Figure
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4.2D (e.g., Praamstra et al., 1996a; Wascher et al., 1997). For dipole 
modeling, it is more convenient to represent the ERL on the whole 
scalp according to equation 2, which expresses the ERL for a homolo­
gous electrode pair (e.g. ERLC3 -C4) and simultaneously for the corre­
sponding location on the other hemisphere (ERLC4-C3). This ensures 
that standard brain source analysis software (e.g. Curry, BESA) can 
directly be applied to the ERL.
In case of perfect symmetry, the only difference between the ERL 
and a single subtraction is that, due to the averaging over homologous 
electrodes, the noise is lower in the ERL than in the single subtrac­
tion. This may raise the question whether dipole estimation benefits 
from this noise reduction in the ERL. Given the measured potential 
distribution VL and VR in two experimental conditions,
VL =  tfL +  tf global +  N L 
VR =  t f R +  tf global +  N R (7)
where tfL and tfR are the lateralized potentials, t f global is the identical 
non-lateralized potential in both conditions and N L and N R represent 
the noise. The single subtraction, here indicated by SUB, is
SUB =  (Vl -  Vr)
=  (tfL -  tfR) +  ( N l  -  N r ) (8 )
N L  and N R  represent two independent noise realizations. The expected 
noise level (a) in the subtraction therefore equals \ [ 2  times the noise 
level in each individual condition.
The ERL for VL and VR is
ERL (Vl -  Vr) -  (Vl -  Vr )
(tfL -  tfR ) -  (tfL -  tfR ) +  2 (N l -  N r ) -  (N l -  Nr)
(9)
Assuming perfect symmetry in sources and volume conductor, tfR will 
be equal to the mirrored distribution of tfL. If we call this potential 
tf, the ERL becomes
ERL =  (tf -  t f  +  2 (N l -  N r ) -  (N l -  Nr) (1 0 )
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Although the ERL is expressed on all electrodes on both hemi­
spheres, it is fully anti-symmetric including the noise realizations. 
Given the distribution on one hemisphere, the other hemisphere does 
not contain any new information, and the lateralized potential as well 
as the noise are uniquely determined by a single hemisphere only. 
Equation 10 demonstrates that the expected level of noise in the ERL 
is times the noise in an individual measurement, since N L and 
N r  are independent noise realizations, and assuming that the noise 
on homologous electrodes is also independent. The averaging over 
homologous electrodes reduces the noise in the ERL by a factor of \ f 2  
compared to that of the single subtraction (SUB). So, the noise level 
in the ERL therefore equals that of both original conditions ( N L and 
n r ).
For source parameter estimation it is important to realize that, 
although the ERL noise level is a factor of \ f 2  lower than that of the 
single subtraction, the number of independent channels in the ERL 
is also only half of the total number of electrodes. The accuracy of 
the estimated source parameters increases with the lower noise level 
in the ERL data compared to the single subtraction, but decreases 
again with the same amount, due to the reduction in the number of 
independant observations, i.e., channels. The relationship between the 
number of channels, the noise and the parameter accuracy is derived 
in the Appendix. The variance in source parameters is proportional 
to the noise level (a2) and inversely proportional to the number of 
channels. In conclusion, estimating source parameters from the ERL 
does not benefit from the reduced noise level, and the accuracy of the 
source parameters for a fully symmetric dipole model will be equal 
when these parameters are estimated from the ERL or from the single 
subtraction.
4.4 Discussion
The goal of this study was to present an overview of the use of 
symmetry assumptions in the topographic analysis of lateralized ERPs, 
and to evaluate the effect of deviations in source symmetry. As
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symmetry is implicitly implied in the computation of ERLs, we 
targeted the forward computations specifically at the ERL.
The ERL is a useful technique for the representation of lateralized 
ERPs generated in symmetric brain areas. If the conditions of the 
ERL are met, it suppresses both symmetric activity as well as non- 
lateralized activity. Besides that, it reduces the noise level s by a 
factor of \ f 2  compared to a single subtraction of the lateralized ERPs.
Deviations of symmetry in source positions result in relative errors 
in the ERL of around 0.014 ßV per millimeter, for an ERL which itself 
ranges from 0 to 3 ßV (mean 1.15 ßV). It is important to realize that, 
to compute the actual error, this value should be multiplied with the 
actual magnitude of the difference in source location (in mm) in both 
hemispheres. Data which give an indication for differences in source 
position is readily available. An anatomical MRI study by Amunts 
et al. (1996) showed differences in central sulcus (CS) depth, the depth 
of the CS on the side contralateral to the preferred hand being on 
average 4 mm deeper than the ipsilateral CS. Systematic asymmetries 
were also revealed by functional brain mapping studies, e.g. using 
MEG (Volkmann et al., 1998), functional MRI (Kim et al., 1999) and 
PET (Zeki et al., 1991; Hasnain et al., 1998). These showed differences 
in bilateral location ranging from 7.5-15 mm.
Assuming a difference of 1 0  mm in source location in both hemi­
spheres to be a realistic estimate, we estimate the error in ERL to be 
around 0.14 ßV, which is around 10% of the ERL itself. The relative 
error in ERL due to differences in the orientation of equivalent dipoles 
representing the anti-symmetric sources can be expected to be around 
0.016 ßV per degree. Experimental data of the differences in source 
orientation between hemispheres was not available. Regarding that an 
angle of 30 degrees is still relatively small (5 minutes on the clock), it 
can be expected that a small difference in orientation can amount to a 
large error in the ERL. A difference in source orientation of 30° in both 
hemispheres would result in an error of 0.48 ßV, which is around 40% 
of the ERL. Regarding the strength of the sources in both hemispheres, 
differences of the readiness potential over left and right motor cortices 
of up to 15% have been reported (Cui et al., 2000). According to the
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analytically derived equation 6 , such a difference would results in an 
ERL error of 7.5%.
The use of a spherical head model in the present study is not perti­
nent to the investigated issue. A realistic volume conductor model with 
exact symmetry, e.g. using the boundary element method, would have 
resulted in similar results. Although we only investigated the forward 
potential in a perfect symmetric volume conductor, it is clear that 
volume conductor asymmetries will have their own influence on the 
ERL. In addition, any electrode placement error can also be expected 
to influence the ERL.
The errors in ERL due to the deviations from the source, volume 
conductor, and the electrode placement symmetry will interact with 
each other. Combining the errors found in this study, we estimate 
that the relative error in any given ERL can have a magnitude of over 
2 0 % due to deviations from source symmetry.
Equation 2d and Figure 4.1 demonstrate that all non-lateralized 
activity in conditions L and R is already removed by the single subtrac­
tion of the potentials of left and right oriented conditions, and that the 
second subtraction over homologous electrodes is not required. With 
only the single subtraction, it is possible to test whether the poten­
tial on the electrodes on one hemisphere are equal (but opposite in 
sign) to the potential on the homologous electrodes on the other hemi­
sphere. This can, for example, be tested using a paired t-test or a 
non-parametric test such as a Kolmogorov-Smirnov test. If such a 
test shows that the assumption of anti-symmetry (equal magnitude on 
homologous electrodes with opposite sign) is not violated, the subse­
quent subtraction over homologous electrodes sites is valid. If, however, 
the single subtraction of the left and right lateralized potential distri­
butions shows not to be anti-symmetric, errors are introduced in the 
ERL as demonstrated in this study.
We propose that, in the topographic study of event related poten­
tials, the ERL should be used with caution and that where possible 
the difference between the potentials of left and right oriented condi­
tions should be investigated instead. This single subtraction of the 
ERPs results in a potential distribution which already has all prop­
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erties desired by the ERL. When the cortical activity is truly anti­
symmetric, the single subtraction gives the same information as the 
ERL. A non-symmetric source configuration in that case will result 
in a potential on homologous electrodes revealing this deviation in 
symmetry. Source analysis of lateralized potentials does not benefit 
from the ERL construction. The double subtraction over homologous 
electrodes should only be performed after an appropriate statistical test 
shows that the single subtraction does not violate the assumption of an 
anti-symmetric potential distribution. The ERL is a valuable tool due 
to its properties that it reduces the number of channels and improves 
the noise, but it can and should be used in a stepwise approach to 
avoid the confounding effects of non-symmetric lateralized activation.
Appendix: Source parameter accuracy and number of 
channels
The influence of the number of channels on the accuracy of estimated 
source parameters can be derived using the Cramer-Rao bounds for 
the source parameter covariances (Mosher et al., 1993; Muravchik and 
Nehorai, 2001). Given a volume conductor model, e.g. a spherical 
model or a realistic model which can be computed using the boundary 
element method, and a model for the sources such as an equivalent 
dipole model, the potential on electrode n  can generally be given as
t f  =  t f r „ ;  Z ) (A.1 )
where rn is the location of the electrode and vector Z represents the 
parameters of the source, e.g. dipole position and moment. Writing 
the potential t f  on all N electrodes as vector t f  the Cramer-Rao 
bound for the source parameter covariance C j depends on the partial 
derivative of the forward potential towards each source parameter i and 
j  (the Jacobian) and the noise covariance £  of all electrodes according 
to
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Assuming for simplicity that the noise is uncorrelated between 
channels and has equal variance a 2, the noise covariance matrix £  
reduces to a 2 times the identity matrix, and the source parameter 
covariance becomes
^3 a
d  V
d Q .
- i
(A.3)
Let us now assume that one would measure the same potential 
distribution on twice the number of channels with the noise on all 
channels being independent, and assuming that the second N channels 
contains the same spatial information as the original N channels, i.e. 
the potential on the second N channels is identical to that on the 
first N. The vector V is concatenated with itself to length 2N and the 
parameter covariance thus becomes
i
-ij a
a
i 2  
2 a
T " 9^ "
dÇt
9 ^
. 9Zi _
" 9^ "
dÇi
9 ^
. 9Zi .
i
i
(A.4)
showing that a twofold increase of the number of channels reduces the 
parameter covariance with a factor of 2. The accuracy of each source 
parameter, represented by its standard deviation, therefore improves 
by a factor of 1 /-\/2. The same improvement of the source parameter 
accuracy is found when the potential on the second N channels equals 
the opposite of the potential on the first N channels, i.e. an anti­
symmetric potential distribution as in the third row of Figure 4.2, as 
can easily be concluded from the derivation above.
If one would map the ERL onto both hemispheres according to 
equation 2, as opposed to the representation in the 4th row of Figure
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4.2, the channels on the second hemisphere are, apart from the sign, 
equal to the original channels. If we write the ERL distribution on a 
single hemisphere as V ERL and the noise covariance as £ ERL, then the 
potential distribution on the whole head can be written as
V
V e r l  
— V  e r l
and the corresponding noise covariance is
(A.5)
£ £ e r l  - £ e r l  
- £ e r l  £ e r l
(A.6 )
This matrix £  is singular and, since it has no inverse, equation A . 2  
cannot be applied in this case. It is clear that no new information is 
added by increasing the amount of data with an exact copy of the same 
data. Therefore, it is evident that by writing the potential according to 
equation A.5, the same solution for the source parameters is obtained 
as would have been found using V ERL on a single hemisphere. The 
corresponding source parameter covariance is also identical, and fitting 
the source parameters using the representation of the potential on both 
hemispheres leads to the same parameter accuracy as the representa­
tion on a single hemisphere.
In general, the effect of increasing the number of channels by a 
factor of M without adding extra information on the spatial distribu­
tion of the sources, but in the presence of independent noise in the 
extra channels, will result in an reduction of the source parameter 
standard deviation by a factor of 1 / \ [ M . If the noise on the additional 
channels is not uncorrelated with the existing channels, or if the spatial 
information contained by the additional electrodes is not identical, a 
more complex relation between the number of channels and the source 
localization accuracy arises. Assuming that in that case the correla­
tion between channels is known, the effect of increasing the number of 
channels may still be evaluated according to equation A.2 .
5
OVERLAP OF ATTENTION- AND 
MOVEMENT-RELATED ACTIVITY IN 
LATERALIZED EVENT-RELATED BRAIN 
POTENTIALS
Abstract: In tasks that involve lateralized visuospatial attention and a lateralized 
motor response, the associated brain electrical potentials, i.e., the attention- 
related N2pc and the lateralized readiness potential (LR P), typically overlap at 
central scalp sites. The manifestation of the N2pc at central electrode sites is 
commonly attributed to electric volume conduction effects, assuming the N2pc 
to be generated in occipito-temporal brain areas. We evaluated this explanation 
in a simulation study.
Using a forward modeling approach with a realistically shaped volume conduc­
tion model, we calculated the range of amplitude ratios between occipital and 
central electrode sites when a single source is assumed in area V4 or in area 
TO , at the temporo-occipital convexity.
A comparison of the simulated amplitude ratios with reported data indicates 
that volume conduction effects from the investigated source origins in the 
occipito-temporal region are insufficient to explain the experimental data.
We conclude that the anterior spread of the N2pc from its occipito-temporal 
maximum to central electrode sites is probably due to simultaneous attention- 
related activity in posterior and central brain areas.
R. Oostenveld, P. Praamstra, D. F. Stegeman and A. van Oosterom 
Clinical Neurophysiology, 112:477-484, 2001
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5.1 Introduction
Movement-related brain electrical activity has been studied for many 
years by means of the electroencephalographic readiness potential (RP) 
(Kornhuber and Deecke, 1965). The RP is typically recorded during 
the performance of self-paced voluntary movements. W ith movements 
executed in response to a stimulus instead of in self-paced fashion, 
recordings of movement-related EEG activity are inevitably contami­
nated by stimulus-evoked activity. To record movement-related poten­
tials in reaction time tasks, a procedure has been developed to elim­
inate this contamination. This procedure involves the isolation of 
lateralized movement-related activity, yielding the lateralized readiness 
potential (LRP) (for reviews see Coles et al., 1995; Eimer, 1998). The 
LRP has proved to be a useful tool in cognitive and clinical neuro­
science (e.g., Hackley and Valle-Inclan, 1998; Dehaene et al., 1998; 
Wascher et al., 1999; Praamstra et al., 1998).
The construction of the LRP exploits the contralaterally dominant 
distribution of movement-related brain activity preceding unimanual 
movements. It consists of a subtraction of potentials recorded ipsilat- 
eral to the side of movement from potentials recorded contralaterally, 
followed by averaging of these difference potentials associated with left 
and with right hand movements, thus yielding the LRP (Coles et al., 
1995; Eimer, 1998). This procedure produces signals in which the non- 
lateralized brain activity is no longer present. However, in tasks where 
subjects have to direct their attention to a reaction stimulus that is 
presented lateral to fixation, the LRP is preceded or overlapped by an 
N2pc potential elicited by the attentional orientation. In early studies 
using the LRP this overlap has not been appreciated (Osman et al., 
1992; Sommer et al., 1993; Zeef and Kok, 1993). The possibility of 
overlap between the LRP and potentials related to the perception of 
a laterally presented stimulus has been acknowledged by other inves­
tigators (Coles et al., 1995; De Jong et al., 1994; Smulders, 1993). An 
explicit recognition that the attention-related N2pc precedes or over­
laps with the movement-related LRP is found in other recent studies 
(Valle-Inclàn, 1996; Wascher and Wauschkuhn, 1996; Eimer, 1998).
The attention-related N2pc was first described by Luck and Hill-
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yard (1994a,b) in studies on visual spatial attention. The name derives 
from its occurrence in the N2 latency range (200-300 ms) and from 
its scalp distribution with a maximum at posterior electrode sites 
contralateral to a target stimulus located lateral to fixation in a visual 
display. The N2pc is assumed to be related to the attentional selec­
tion of task-relevant stimuli (Eimer, 1996), or to target selection and 
inhibition of distractor stimuli (Luck and Hillyard, 1994a,b). The 
scalp distribution of the N2pc has been studied with relatively closely 
spaced electrodes over the posterior side of the head (Luck and Hill­
yard, 1994a,b; Girelli and Luck, 1997; Wijers et al., 1997), revealing 
a current source density (CSD) focus occipito-temporally. This distri­
bution has been taken as evidence for a generation in posterior brain 
areas, i.e., in extrastriate visual cortex (Luck and Hillyard, 1994a,b). 
A generation in area V4 has been proposed on the basis of similari­
ties between direct recordings of neural activity in monkey cortex and 
human ERP studies (Luck et al., 1997). Dipole analysis of the N2pc 
distribution also indicates a dominant contribution of the occipital 
cortex to its generation (Wijers et al., 1997).
Overlap or close temporal succession of the attention-related N2pc 
and the movement-related LRP typically occurs in investigations of 
spatial stimulus-response compatibility, exemplified by the Simon task 
(for review see Simon, 1990). As the Simon task compares condi­
tions where the spatial positions of stimulus and response are either 
compatible or incompatible, the direction of attentional orientation and 
side of response are necessarily confounded. In a pragmatic approach 
to prevent the overlap of N2pc and LRP, De Jong et al., (1994) 
presented the stimuli in the Simon task above and below instead of 
to the left and right of fixation, while adjusting the hands to locations 
along the vertical meridian to define spatially correspondent and non­
correspondent response alternatives. When shifts of attention are thus 
constrained to the vertical dimension, the accompanying EEG activity 
is apparently symmetric and therefore invisible in lateralized event- 
related potentials. This elimination of the N2pc implicitly assumes 
that the overlap of the N2pc with the LRP is due to volume conducted 
currents from an N2pc source in posterior brain areas to central scalp
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sites, a view made explicit by others (Valle-Inclan, 1996; Eimer, 1998).
Wascher and Wauschkuhn (1996) have speculated that N2pc-like 
potentials, measured at central electrode sites, reflect an interaction of 
stimulus and response-related processes. This alternative view derives 
support from electrophysiological data obtained in a study of the Simon 
task in patients with Parkinson’s disease (Praamstra and Plat, 2000). 
In this study a relatively high amplitude of the N2pc was found at 
central compared to occipito-temporal electrode sites, inviting doubts 
about the explanation in terms of volume conduction effects. This 
doubt was reinforced by the finding of separate current source density 
extrema at occipito-temporal and central scalp regions in a current 
source density analysis of the same data (see Figure 5.1). Moreover, 
amplitude comparisons of the N2pc at central and occipito-temporal 
scalp sites between Parkinson patients and controls suggested disso­
ciable sources for these extrema. Distinct activation foci in occipito­
temporal and premotor areas, during covert attention shifts, have been 
demonstrated in recent functional imaging studies (Gitelman et al., 
1999; Rosen et al., 1999), offering an alternative for the view that 
the N2pc observed at central scalp sites is a volume conducted signal 
generated in posterior brain areas.
To prepare the ground for further investigations into visuomotor 
properties of the N2pc, we addressed its generation in a forward simu­
lation based on a realistically shaped head model. The calculations 
are performed on the basis of a selection of two alternative regions as 
candidate areas for the generation of the N2pc, i.e.,visual area V4 on 
the fusiform gyrus (Luck et al., 1997; Wijers et al., 1997), and area 
TO at the temporo-occipital convexity. Although TO has not before, 
to our knowledge, been considered as a possible generator of the N2pc, 
its inclusion in this study is motivated by the consistent activation of 
this area in imaging studies using tasks related to those that elicit an 
N2pc, i.e., tasks that require covert shifts of visual spatial attention 
(Gitelman et al., 1999; Kim et al., 1999; Rosen et al., 1999).
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Figure 5.1: (A) From left to right: scalp topography of the N2pc at peak latency 
(255 ms) as isopotential map (line spacing 0.5 mV), and as current source density 
(CSD) map (line spacing 0.25 mV/cm2). The right-most hemiscalp shows the 
electrode placement over the left side of the head, with the electrode sites nearest 
to the current extrema marked (C3 and PO7). Data from Praamstra and Plat 
(2001). (B) Corresponding lateralized event-related potential waveforms at C3/C4 
and PO7/PO8. At C3/C4 the N2pc just precedes the movement-related LRP. The 
N2pc is shown for the compatible and incompatible conditions (as indicated by 
different line style). The polarity reversal is due to the fact that in the compatible 
condition the direction of attention shift corresponds to the side of movement (thick 
line), while in the incompatible condition attention is directed to the hemispace 
opposite of the responding hand (thin line).
5.2 Methods
5.2.1 Volume conduction model
We used a realistically shaped volume conduction model, based on 
the template brain of the International Consortium for Brain Mapping 
(ICBM). This template consists of a high quality anatomical MRI of a 
single representative subject, with a voxel size of 1 x 1 x 1  mm, created 
by the McConnell Brain Imaging Centre of the Montral Neurological 
Institute (Kwan et al., 1996, Cocosco et al., 1997, Collins et al., 1998). 
It was created by registering 27 T1-weighted scans of the same indi­
vidual in stereotaxic space, where they were subsampled and intensity 
averaged. After the generation of this averaged MRI, an expert guided 
semi-automatic segmentation was performed to identify the tissue type 
of each voxel. This segmentation of the averaged brain was used for the
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construction of a noiseless MRI of the brain using an MR simulator. 
This noiseless MRI is used in this paper for visualizing the results; the 
segmentation of the original MRI was used to create the realistically 
shaped volume conduction model of the head.
The motivation for using this specific MRI was that it forms the 
template brain of the Statistical Parametric Mapping package (SPM, 
1999). This software aligns individual fMRI and PET data to this 
template brain by applying a linear or nonlinear coordinate transfor­
mation to the data, after which activated areas can be expressed in 
Talairach-Tournoux coordinates. Using the template brain with its 
Talairach-Tournoux coordinate system allowed us to project the coor­
dinates of activated brain regions reported in the literature directly 
into this brain. Another important consideration was that the MRI is 
publicly available, which enables other groups to validate similar EEG 
or MEG simulations using a volume conduction model based on the 
same MRI data.
Using the segmentation in 10 different tissue types, provided with 
the ICBM template brain, a volume conduction model was constructed 
in a manner that allows the computation of the source field relation­
ship by means of the boundary element method (BEM) (for review 
see Mosher et al., 1999). The model consisted of three nested, 
closed compartments representing the three tissue types that have the 
strongest influence on volume conduction and which are generally used 
in volume conduction models, i.e., brain tissue (grey and white matter), 
bone, and the skin covering the cranial bones (including subcutaneous 
fat). The segmentation was edited to assign the different tissue types 
to the three compartments brain, skull, and skin. Furthermore, the 
segmentation was edited to fulfill the requirements of the boundary 
element method. Thus, the skull was closed at the base of the skull; 
the brainstem protruding from the bottom of the skull was removed; 
the skin compartment was closed at the bottom of the MRI scan (neck).
The geometry of each of the three closed surfaces specifying this 
head model was described by means of a triangular mesh. The mesh 
for each boundary consisted of 510 evenly distributed vertices and 
1016 triangles, resulting in a total of 1530 vertices and 3048 triangles.
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The conductivities used were 0.33 S/m for the skin and brain, and 
0.0042 S/m for the skull. The average length of the triangle edges was
6  mm and to avoid computational inaccuracies of the BEM due to too 
high non-linear potential gradients on the triangles, care was taken 
not to include source locations in the forward calculations having a 
distance to the brain surface closer than 6  mm. As will be discussed in 
the results section, this restriction does not affect the outcome of this 
study.
5.2.2 Electrode placement
The electrode positions of the extended International 10-20 System 
(Jasper, 1958; AES, 1994) were determined in the coordinate system 
of the volume conduction model by means of a method which closely 
resembles the assignment of electrode locations in EEG practice. Based 
on the landmark positions of nasion, inion, and left and right preauric- 
ular points (LPA, RPA) in the MRI, two planes were drawn through 
the head. In these planes the contours along the skin surface available 
from the triangulation were determined. The plane through left and 
right preauricular point was passing through the middle of the nasion- 
inion contour and the plane through nasion-inion was oriented sagit­
tally. Along the LPA-RPA contour, the electrodes T7, C5, C3, C1, Cz, 
C2, C4, C6 , T 8  were distributed with the proper 10% or 20% distances 
in between. Along the nasion-inion contour the electrodes Fpz, AFz, 
Fz, FCz, CPz, Pz, POz and Oz were distributed accordingly. Using 
these electrode positions, new planes were defined and the contours 
of the skin in these planes were determined. The remaining electrode 
positions were assigned along these contours in a similar fashion. This 
method resembles the method proposed by Le et al., (1998), but differs 
from it in starting from the anatomical landmarks instead of starting 
from a limited number of measured electrode locations. Furthermore, 
instead of using ellipsoids to describe the contours along the skin, it is 
based on realistically shaped contours on the triangulation of the skin 
surface.
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5.2.3 Source configuration
Position
Dipolar current sources were positioned in either area V4 or TO. Visual 
area V4 is located on the fusiform gyrus at the ventral surface of the 
occipital lobe. Its Talairach-Tournoux coordinates are available from 
functional imaging studies. The specific coordinate values used here 
are taken from a study on intersubject variability of functional areas 
in the visual cortex (Hasnain et al., 1998). Area TO lies closer to 
the occipito-temporal convexity, in the vicinity of motion-related areas 
designated as M T+ (De Yoe et al., 1996; Gitelman et al., 1999). It 
has been found active in tasks requiring covert shifts of visual spatial 
attention to a lateral target (e.g., Gitelman et al., 1999; Rosen et 
al., 1999). The Talairach-Tournoux coordinates used are taken from 
the study by Gitelman and co-workers. Both regions are specified in 
Table 5.1. The standard deviation (SD) values shown for V4 are taken 
from Hasnain et al., (1998). Since for region TO no such data were 
available, SD values were set at 5 mm for each coordinate.
In the forward computations a single current dipole was located in 
V4 or in TO. The intersubject variability in the location of V4 and TO 
was taken into account by considering dipole locations on a regular 
3 dimensional grid (2 mm internode distance) centered around the 
locations specified in Table 5.1. The sizes of these box-shaped regions 
were taken to be twice the respective standard deviations shown in 
Table 5.1 or four times these values (see Figures 5.2 and 5.3). On 
each of these grid positions we placed a single dipole and computed 
the full potential distribution on the scalp surface with respect to an
V4
mean SD
T O
mean SD
left-right -21.8 4.5 -45 5
post-ant -65.8 5.0 -69 5
inf-sup -9.9 3.6 -6 5
Table 5.1: The location of the brain areas V4 and TO in Talairach-Tournoux 
coordinates (in mm).
Overlap of attention- and movement-related activity 85
average reference over all electrodes. The corresponding lateralized 
brain potentials were derived from these distributions.
Orientation
The N2pc has shown, across different tasks as well as across different 
laboratories, a highly consistent topography over the posterior side of 
the head (e.g., Luck and Hillyard, 1994a,b; Girelli and Luck, 1997; 
Wijers et al., 1997). The choice of dipole orientation was guided by 
these observations of maximal potential amplitudes at or near electrode 
PO7 or PO 8 . At each dipole location, the orientation was defined 
in such a way that the computed N2pc-like distribution showed a 
maximum at electrode location PO7.
The scalp potential distribution for three orthogonal unit dipoles 
was computed for each gridpoint using the BEM. At electrode PO7 
this can be expressed as a lead vector (Malmivuo and Plonsey, 1995). 
Writing the dipole moment also as a vector, the potential at elec­
trode PO7 is computed by taking the dot product between the lead 
vector and the dipole moment. Therefore, the dipole orientation which 
produces a maximum potential on PO7 has the same orientation as the 
lead vector at PO7. For each gridpoint this orientation was determined, 
and the potential distribution over all electrodes was computed using 
a unit dipole strength.
5.2.4 Event-related lateralizations
Under the assumption that a source in area V4 or area TO generates 
the N2pc with its characteristic occipito-temporal maximum, the ques­
tion addressed was which range of amplitude ratios between occipito­
temporal and central electrode sites overlying the motor cortex can be 
expected on the basis of volume conduction effects. Recall that this 
question concerns so-called lateralized event-related brain potentials 
(ERLs, Wascher and Wauschkuhn, 1996), which represent difference 
potentials between recordings contralateral and ipsilateral to a later­
alized event.
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One can differentiate between ERLs for left and for right lateralized 
events:
E R L right event =  E R P left hemisphere -  E R P right hemisphere (1)
and
E R L left event =  E R P right hemisphere -  E R P left hemisphere (2 )
The ERLs for left and right events are usually averaged, based on the 
assumption that the difference potentials due to right and left events, 
respectively, mirror across the midline. Since the volume conductor 
showed almost perfect symmetry, we confined the forward calculations 
to the ERL(rightevent) accompanied by activity in the left hemisphere, 
assuming the ERL(left event) being equal to this.
As we used a dipole of arbitrary strength in the forward compu­
tations, we will not report on the lateralized potentials per se, but 
instead on the ratio between the central and occipital ERL:
r  _  ERLcentral _  C 3  — C 4  (3 )
ERLoccipital PO7 — PO 8
5.3 Results
The mean, standard deviation and the range were computed for the 
ratio between central and occipital ERL, over all the gridpoints in 
areas V4 and TO. Table 5.2 lists the results for the different sizes of 
the areas V4 and TO. Figure 5.2 shows the ratio for each gridpoint 
in area V4, projected as a contourmap onto three orthogonal slices of 
the MRI intersecting at V4. The ratio for a source at the centre of 
area V4 is 34%. It is lower for more posterior sources and it increases 
for more anterior and medial sources. Figure 5.3 shows the ratio for 
each gridposition in area TO. For activity at the centre of area TO, 
the ratio between central and occipital lateralized potentials is 4%. It 
can be seen that for the sources in area TO closer to the skin, the ratio 
decreases. As noted in the methods, source locations closer than 6  mm 
to the skin were not included in the computation to avoid compu­
tational inaccuracies. Given the trend to lower ratios for superficial
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Mean SD Min Max
centre V4 0.34
±  SD 0.34 0.04 0.27 0.42
±  2xSD 0.34 0.07 0.20 0.53
centre T O 0.038 - - -
±  SD 0.039 0.043 -0.06 0.12
±  2xSD 0.077 0.072 -0.13 0.26
Table 5.2: Ratio between central and occipital potentials (ERLceníra¡/ERLocc¿p¿ía¡)
sources, we conclude that more superficial sources in area TO would 
result in even lower ratios.
These results suggest that a source in V4, accounting for the N2pc, 
will produce an ERL on the central electrodes due to volume conduc­
tion of 20%-53% of the ERL on the occipital electrodes. The contribu­
tion of this source at central electrodes is on average 34% of the ERL 
at the occipital electrode location. For a source in TO, the range of 
amplitude ratio’s is -13% (in one corner of the box-shaped region not 
shown in Figure 5.3) to +26%, the average ratio being 8 %.
5.4 Discussion
The topography of the N2pc is well specified in previous work from 
different laboratories, and an explicit hypothesis on the generation of 
the N2pc in occipital or occipito-temporal cortex allowed us to evaluate 
whether one particular feature of the N2pc topography, observed only 
under certain circumstances, can also be explained by this presumed 
generation. In addition to calculations on the basis of V4 as a candidate 
area for generating the N2pc, we performed calculations with area TO 
(cf. Gitelman et al., 1999) figuring as the source of the N2pc.
The feature of the N2pc topography that occasioned the present 
investigation was its anterior extension to central electrode sites, 
causing overlap with the movement-related LRP and compromizing 
the determination of LRP onset latencies (Eimer, 1998). How do the 
present results bear on the common interpretation of this overlap as due
Overlap of attention- and movement-related activity 88
50
0
50
100
100
50
0
50
100 50 0 50
Figure 5.2: Orthogonal MRI slices through the centre of area V4. Lines indicate the 
centre of the area and the position of the other slices. The box indicates twice the 
standard deviation around V4. The grayscale and isocontourlines within the box 
indicate the ratio between the ERL amplitude on central and occipital electrodes 
for a source at that specific location.
to volume conduction? Assuming that the N2pc is generated in V4, the 
amplitude ratio between central and occipito-temporal electrode sites, 
as expected on the basis of volume conduction, is small compared to 
the ratio we have observed in our own data (Praamstra and Plat, 2000). 
The mean value obtained in the present simulation was 0.34 whereas 
we measured values of 0.99 ±  0.62 and 0.78 ±  0.32 (means and SD 
across 8  subjects) in different conditions of one experiment. While 
no other values have been published, ratios can be estimated from 
published figures. The relatively crude estimates thus obtained from 
three recent reports (Wascher and Wauschkuhn, 1996; Valle-Inclan, 
1996; Eimer, 1998) range between 35 and 85%, demonstrating that
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Figure 5.3: Orthogonal MRI slices through the centre of area TO. See the legend 
of Figure 2 for further explanation.
the values we measured are not exceptional. When forward compu­
tations were performed on the basis of a source in occipito-temporal 
area TO, the N2pc amplitude on central electrodes was even smaller, 
approximately 8 % of that on the occipital electrodes.
Together, the computations for V4 and TO raise doubts concerning 
the view that the extension of the N2pc topography from its occipito­
temporal maximum towards central electrode sites, which has been 
observed in several studies, is due to volume conduction (Valle-Inclan, 
1996; Eimer, 1998). When a volume conducted signal generated in 
occipito-temporal brain areas cannot account for the amplitude ratios 
observed, it may be argued that the extension of the N2pc to central 
electrode sites is due to an additional source, probably located in 
or close to motor cortical areas. It should be pointed out that the
r-sup 6 mm post-ant 69 mm
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empirical data against which the simulation results are here contrasted 
are from data sets where the N2pc and the LRP were well sepa­
rated in time at central electrode sites, as emphasized by the labels in 
Figure 5.1. Data and simulation results together therefore support the 
notion that shifts of attention can be accompanied by attention-related 
activity within a central brain region, distinct from movement-related 
activity measured at central electrode sites. However, the simulation 
results cannot be used to separate or estimate the relative strength of 
attention-related and movement-related activity, where such activities 
genuinely overlap.
Is there one particular structure in central brain regions that might 
be responsible for the anterior extension of the N2pc? The majority 
of investigations on the N2pc have been interested primarily in the 
role of attention in visual perception, emphasizing its sensitivity to 
sensory factors such as target position and the density of distractors 
that compete for attention (cf. Luck and Ford, 1998). In contrast, the 
studies that have brought up the overlap of the N2pc with movement- 
related potentials at central electrode sites were focused on the role 
of attention in response processes, as studied in spatial stimulus- 
response compatibility tasks (e.g., Wascher and Wauschkuhn, 1996; 
Valle-Inclan, 1996). Such tasks typically require rapid shifts of visual 
spatial attention. Various modalities of investigation applied to this 
type of task have suggested activation of the dorsal premotor cortex 
(PMd) (Crammond and Kalaska, 1994; Iacoboni et al., 1998; Praam­
stra et al., 1999). In recent functional MRI studies, both exogenously 
induced and endogenous shifts of visual attention have been found to 
engage the lateral premotor cortex/PM d and area TO (Gitelman et 
al., 1999; Kim et al., 1999; Rosen et al., 1999). Noteworthy, the lateral 
premotor cortex has also been implicated in generating lateralized EEG 
activity evoked by centrally presented arrow stimuli that cue for a left 
or right hand movement or a left or rightward eye movement (Verleger 
et al., in press).
To summarize, the results of the present simulation support the 
hypothesis that the manifestation of the N2pc at central electrode 
sites represents attention-related activation of a separate brain area,
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possibly lateral premotor cortex, instead of volume conducted activa­
tion originating in occipital brain areas. While attention-related acti­
vation of motor areas has previously been shown by functional imaging 
approaches, its reflection in an event-related potential is highly rele­
vant for investigating how attention-related activation of motor cortical 
areas interacts with movement-related activity to produce the behav­
ioral effects of spatial stimulus-response compatibility (cf. Wascher 
and Wauschkuhn, 1996). Further attempts to determine the precise 
localization of the attention-related activity within motor areas of the 
cortex, using an inverse approach with high-resolution EEG data, seem 
therefore worthwhile.

6
ATTENTION AND MOVEMENT-RELATED 
MOTOR CORTEX ACTIVATION: A 
HIGH-DENSITY EEG STUDY OF SPATIAL 
STIMULUS-RESPONSE COMPATIBILITY
Abstract: Visual spatial attentional activation of motor areas has been docu­
mented in single cell neurophysiology and functional imaging studies of the 
brain. Here, we investigate a candidate event-related brain potential repre­
senting visuospatial attentional activity in motor areas of the cortex. The inves­
tigation aimed to elucidate the neural origin and the functional characteristics 
of this brain potential, which has been labelled N2cc and is typically observed in 
spatial stimulus-response compatibility tasks. High-density EEG was recorded 
in 10 subjects while they performed a Simon type spatial stimulus-response 
compatibility task and a control task where the same stimuli were assigned to 
Go-Nogo response alternatives. The N2cc showed a time course parallel to 
the posteriorly distributed N2pc, associated with visuospatial selection. Scalp 
distribution and current source density reconstructions allowed a spatial separa­
tion of N2pc and centrally distributed N2cc and were compatible with a source 
for the N2cc in the lateral premotor cortex. Comparisons across tasks demon­
strated that the N2cc depends on bilateral response readiness, ruling out an 
exclusively attentional interpretation. Instead, the activity appears associated 
with visuospatial attentional processes that serve the selection and suppression 
of competing responses, in accord with a function of the dorsal premotor cortex 
in response selection. Together, the results consolidate the N2cc as a new ERP 
component relevant to the investigation of visuospatial motor processes.
P. Praamstra and R. Oostenveld 
Cognitive Brain Research, 16:309-322, 2003
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6.1 Introduction
Behavioral research into the processes that link sensory input to 
motor output has made abundant use of experimental approaches that 
manipulate the spatial relation between stimulus and response. With 
spatially congruent stimulus-response pairings, responses are typically 
faster and more accurate than with spatially incongruent pairings 
(Fitts and Seeger, 1953). According to Kornblum et al. (1990), spatial 
stimulus-response (S-R) compatibility effects represent one particular 
instance of a broader set of S-R compatibility effects that depend on 
the presence of shared features between stimulus and response. The 
dimensional overlap model developed by Kornblum and co-workers 
posits that when stimulus and response sets share certain attributes, 
the presentation of a stimulus can elicit an automatic activation of the 
corresponding response.
Studies pertaining to the neural basis of spatial S-R compatibility 
effects have addressed, among other questions, whether there is neural 
activity that can be taken to express automatic response activation 
(Crammond and Kalaska, 1994; Riehle et al., 1997; Zhang et al., 1997). 
In a single-cell study of monkey primary motor cortex, Riehle et al. 
(1997) acknowledged that this entails an unresolved ambiguity: early 
neuronal activation co-varying with stimulus location can be inter­
preted either as a visuospatial representation or as an automatic acti­
vation of the spatially congruent response. This ambiguity exempli­
fies a more general issue in sensorimotor neurophysiology, i.e., how 
to distinguish between neural activity representing the stimulus that 
instructs an action from that associated with the action itself (e.g., 
Boussaoud and Wise, 1993; Boussaoud and Kermadi, 1997; Lebedev 
and Wise, 2001). It is, furthermore, compounded by the problem 
that motor cortex neuronal activity following an instruction stim­
ulus may also represent the reorientation of selective spatial attention 
(Lebedev and Wise, 2001). While similar ambiguities arise in human 
EEG studies, scalp-recorded event-related potentials (ERPs), in partic­
ular the lateralized readiness potential (LRP), have been successfully 
exploited to elucidate spatial S-R compatibility effects. A number of 
relevant ERP studies have suggested that spatial attentional orienta-
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tion, in the context of a spatial S-R compatibility task, elicits attention- 
related motor cortex activation that can be identified in lateralized 
ERPs (Oostenveld et al., 2001; Praamstra and Plat, 2001; Wascher and 
Wauschkuhn, 1996). The present study sought to further clarify the 
generation and functional characteristics of the presumed attention- 
related activity. Firstly, because attention-related activation of motor 
structures has been proposed to play an important role in spatial 
S-R compatibility effects (Rubichi et al., 1997; Sheliga et al., 1997). 
Secondly, in order to consolidate the attention-related motor area acti­
vation as an ERP component relevant to the investigation of visu- 
ospatial motor functions. We will first describe the relation of the 
attention-related motor cortex activity to the movement-related LRP 
and to the N2pc, an ERP component associated with visual spatial 
selection.
Movement-related EEG activity in reaction time tasks is typically 
isolated by subtracting the activity recorded above the motor cortex 
ipsilateral to the response hand from the activity recorded contralat­
erally. This subtraction is performed for both response hands and the 
combined signals form the LRP (for reviews see Coles et al., 1995; 
Eimer, 1998a). By the nature of its derivation, the LRP reflects 
the differential activation of left and right motor cortices, providing a 
sensitive measure of the point in time at which response selection has 
progressed to a stage where side-specific motor activation is started. In 
addition, it is sensitive to covert, automatic response tendencies elicited 
by salient stimulus features (Coles et al., 1995). Although the LRP 
derivation is designed to separate movement-related from stimulus- 
related EEG activity, it does not always prevent overlap. Using a 
visual stimulus display in which task-relevant stimuli are presented 
lateral from fixation, to create spatial S-R (in)compatibility, there will 
usually be a lateralization of visual evoked EEG responses, especially 
at electrode sites overlying the occipital cortex. Moreover, when the 
visual display contains multiple elements of which only one is task­
relevant, the visual response is followed by a lateralized ERP compo­
nent related to visuospatial selection. This attention-related ERP 
component has been labelled N2pc, related to its negative polarity,
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its occurrence in the 200-300 ms latency range, and its distribution at 
posterior electrode sites contralateral to the location of the stimulus 
(Luck and Hillyard, 1994a,b). The N2pc may extend from posterior 
electrode sites to central electrodes and precede or partially overlap the 
LRP (Oostenveld et al., 2001; Praamstra and Plat, 2001; Valle-Inclan, 
1996; Wascher and Wauschkuhn, 1996). To prevent this overlap, some 
investigators have used spatial S-R compatibility tasks with a vertical 
arrangement of stimuli and response hands, to ensure that stimulus 
asymmetries and shifts of attention are confined to the vertical axis 
and not picked up by the LRP derivation, which measures only elec­
tric potential differences between homologous left-right scalp electrode 
sites. This procedure dissociates stimulus and attention-related EEG 
activity from response-related activity, and has helped to establish the 
notion that spatial stimulus attributes can elicit automatic response 
activation (de Jong et al., 1994; Sturmer et al., in press; Valle-Inclan, 
1996).
As already stated, the present study is concerned with the presum­
ably attention-related EEG activity above the motor cortex that is 
subtracted out when using a vertical S-R arrangement. There are two, 
closely related, disadvantages to the elimination of this activity from 
consideration when studying spatial S-R compatibility. Firstly, elimi­
nating attention-related EEG activity ignores the possible role of atten­
tion and attention-related motor cortex activation in the explanation 
of spatial S-R compatibility effects. There is evidence that spatial S-R 
compatibility effects crucially depend on an attention shift towards the 
location of a stimulus presented outside the attentional focus (Rubichi 
et al., 1997; Sheliga et al., 1997). According to the premotor theory 
of attention, shifts of attention necessarily involve activity in senso­
rimotor circuits. Thus, to the extent that these circuits coincide or 
interact with the sensorimotor structures that support the directional 
motor responses under study, attention-related motor activation needs 
to be taken into account in investigations of spatial S-R compatibility.
The second disadvantage of eliminating the attention-related N2pc 
is that this component’s overlap with the LRP may be due not merely 
to volume conduction, but also, and more interestingly, to a shared
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neural substrate in the motor cortex (Oostenveld et al., 2001). The 
extension of the N2pc from its occipital maximum towards central 
electrode sites is commonly explained as a result of passive volume 
conduction (Eimer, 1998a; Valle-Inclán, 1996). In contrast, Wascher 
and Wauschkuhn (1996) noted that the N2pc, as seen in a spatial 
S-R compatibility task, might reflect an interaction of attention and 
movement-related processes, and thus be relevant to the explanation 
of compatibility effects. Praamstra and Plat (2001) reported current 
source density analyses of the N2pc that showed current extrema 
located over occipital and central areas of the brain, suggesting that 
the central extension of the N2pc might be due to concurrent activation 
of visual and motor areas. As a candidate motor area to generate this 
activity, they suggested the dorsal premotor cortex (PMd), a premotor 
area close to the motor executional level but also known to exhibit visu- 
ospatial attention-related activity (e.g, Boussaoud, 2001; Pellegrino 
and Wise, 1993; Lebedev and Wise, 2001) and regarded as a site where 
visual and motor signals interact (Wise et al., 1996, 1997).
Summarising the above background, spatial S-R compatibility tasks 
evoke a specific pattern of simultaneously occurring EEG potentials 
above posterior visual and central motor areas. The posterior activity, 
occurring in isolation as N2pc, has been well characterised function­
ally (Luck and Hillyard, 1994a,b) and anatomically (Hopf et al., 2000). 
With respect to the centrally distributed activity, from here on desig­
nated as N2cc (central contralateral), uncertainty remains as to its 
origin in motor areas (1 ), and its functional characterisation as visu- 
ospatial attentional activity (2). These points were addressed in the 
following way. To clarify the origin of the N2cc, the present inves­
tigation used high-density EEG for the recording of brain electrical 
activity in a standard spatial S-R compatibility task. To evaluate 
the presumed attentional nature of the N2cc, the spatial S-R compat­
ibility task was complemented with a Go-Nogo task, using the same 
stimuli. We anticipated that visuospatial attentional orientation to the 
stimulus instructing for a Nogo-respons would yield an N2cc without 
subsequent movement execution-related LRP. Such an isolated N2cc 
would both support an attentional interpretation of this component
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and facilitate the identification of its neural origin. Analyses focused 
on the N2cc and N2pc, as lateralized event-related potentials (ERLs) 
derived by means of contralateral-ipsilateral subtractions, while the 
midline N2 ERP component was interrogated as an additional source 
of information.
6.2 Methods
6.2.1 Subjects and behavioral tasks
Ten subjects (3 women and 7 men; age 42 to 60 years; mean 49) gave 
their informed consent to participate in the study. The experimental 
procedures were approved by the department’s ethical review board. 
Nine subjects were right-handed, one was left-handed.
Tasks were a Simon type spatial S-R compatibility task, imple­
mented in the same way as in Praamstra and Plat (2001), and a 
control task where the same stimuli were assigned to Go-Nogo response 
alternatives in order to dissociate attentional activity from movement- 
related activity (c.f. Wascher and Wauschkuhn, 1996). Since S-R 
compatibility is a factor common to both tasks, we will refer to the 
first task as 2-choice response task (2-CRT) and to the second task as 
Go-Nogo task. Subjects were instructed to respond to visual stimuli 
presented on a computer screen at 1m viewing distance. The stimuli 
(see Figure 6.1) consisted of two rectangular frames displayed perma­
nently in white lines against a grey background (white 41.7 cd/m 2; grey 
7.7 cd/m 2). The frames subtended 0.9° x 0.9° of visual angle and were 
positioned with their centre at a distance of 1 . 0  from a central fixation 
cross. In each trial, a letter ( “A” or “B”) was presented in one, and 
a filler (3 horizontal bars) in the other frame. The filler ensures that 
only minor asymmetries occur within the latency window of exoge­
nous visual evoked responses (Praamstra and Plat, 2001; Wascher and 
Wauschkuhn, 1996). The presence of a filler does not alter the basic 
spatial S-R compatibility effect (Proctor and Lu, 1994). The letter 
“A” instructed for a left and “B” for a right hand response, irrespec­
tive of the side of presentation relative to the fixation cross. AL, BR,
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Figure 6.1: The four stimuli used in spatial S-R compatibility task (2-CRT task) 
and Go-Nogo task. The letters “A” and “B” appeared within the permanently 
displayed frames left and right of the fixation cross and instructed for a left and right 
hand response, respectively (2-CRT task) or for Go and Nogo response alternatives 
(Go-Nogo task).
AR, and BL will be used as shorthand for the (data from) conditions 
where the A was presented left (AL: left-compatible), the B right (BR: 
right-compatible), the A right (AR: left-incompatible), and the B left 
(BL: right-incompatible) conditions.
Stimuli were presented for 200 ms in blocks of 1 2 1  trials, of which 
the first trial was always discarded. Each block contained an equal 
number of stimuli of each condition and stimuli were presented in a 
random order. The trial duration varied pseudo-randomly between 
1750 and 2250 ms. Before the experimental session subjects performed 
one practice block. During the experiment subjects were seated upright 
in a comfortable chair and instructed to maintain eye fixation on the 
fixation cross. Responses were made by pressing a button underneath 
the left and right index finger. In the main task, i.e. the 2-CRT 
task, subjects responded to each stimulus according to the response 
assignments described above. In the control task, i.e. the Go-Nogo 
task, the same stimuli were presented, but subjects responded either 
only to the “A” stimuli, using their left hand, or only to the “B” stimuli, 
using their right hand. Blocks in which “A” was the Go stimulus (and 
“B” the Nogo stimulus) were alternated with blocks with “B” as the 
Go stimulus (and “A” the Nogo stimulus). The hand corresponding to 
the Nogo stimulus in a block was placed in the subjects’ lap.
The 2-CRT task consisted of 4 blocks. The Go-Nogo task consisted 
of 8  blocks, so that 2-CRT task, Go task condition and Nogo task
Attention and movement-related motor cortex activation 100
condition had equal numbers of trials to enable comparison of EEG 
data. The tasks were presented in one session of approximately 3 hours 
duration, including electrode application. The order of the tasks was 
counter balanced across subjects, such that one half of the subjects 
started with the 2-CRT task and the other half of the subjects with 
the Go-Nogo task.
6.2.2 Physiological recording and data processing
EEG was recorded continuously with Ag/AgCl electrodes from 130 
standard locations according to the 10-5 extension of the international 
10-10 electrode system (American Electroencephalographic Society, 
1994; Oostenveld and Praamstra, 2001), relative to a vertex refer­
ence. Electrodes were mounted in a nylon cap. Active electrodes 
(Biosemi) made skin preparation redundant. Electrode impedances 
were not measured. Eye movements were monitored by bipolar hori­
zontal and vertical EOG derivations. EEG and EOG signals were 
amplified between 0.16 and 128 Hz by BioSemi Active-One amplifiers 
and sampled at 512 Hz. For each subject and condition the data were 
averaged with reference to stimulus-onset to form ERPs. Recordings 
were re-referenced to an off-line reconstructed average mastoids refer­
ence. Individual trials containing artefacts were rejected before aver­
aging. In two subjects, eye blink and eye movement artefacts were 
treated using a common EOG artefact correction approach (Gratton 
et al., 1983).
Lateralized event-related potentials (ERLs), i.e. the attention- 
related N2pc/N2cc and the movement-related LRP, were derived by, 
firstly, computing difference potentials between homologous electrodes 
contra and ipsilateral to the side of movement and, secondly, averaging 
the difference potentials associated with left and right hand move­
ments. ERLs were computed separately for compatible and incompat­
ible conditions. For homologous electrodes over left and right motor 
cortex (C3 and C4), the ERL derivation reads
ERL =  i  [(C4 — C3)left movement +  ( C 3  — C4)right movement ] (1 )
(for reviews see Coles et al., 1995; Eimer, 1998a). In several analyses,
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the N2pc/N2cc was computed relative to the direction of attention (i.e. 
the standard procedure for the attention-related N2pc), instead of the 
side of movement. Note that if this computation is performed across 
compatible and incompatible conditions, movement-related activity is 
subtracted out from the resulting ERL waveforms (leaving only some 
residual activity due to a reaction time difference between conditions).
ERL waveforms, as computed according to the above formula, 
combine the activity of both hemispheres. Where information about 
the entire scalp distribution was required, we made subtractions of rele­
vant conditions instead of applying the ERL derivation. For instance, 
computation of the N2pc/N2cc and LRP for the compatible condition 
requires the data set where an “A” was presented left (AL: left-hand 
compatible condition) and the data set where a “B” was presented 
right (BR: right-hand compatible condition). A subtraction of the AL 
and BR data sets reveals the respective contributions of each hemi­
sphere to attention and movement-related asymmetries, which would 
not be separately identifiable in the ERL waveforms.
6.2.3 Data analysis
Response accuracy and the reaction times of correct trials were anal­
ysed with repeated measures analysis of variance, using the MANOVA 
procedure of SPSS (O’Brien and Kaiser, 1985). The analysis was 
performed separately for the 2-CRT task and the Go-Nogo task and 
included Compatibility (compatible versus incompatible S-R relation) 
and Hand (left versus right hand) as within-subjects variables. For 
the Go-Nogo task only data from the Go condition were entered in the 
reaction time analysis.
ERP analyses were also performed with repeated measures anal­
ysis of variance, as further specified in the Results section. The 
Greenhouse-Geisser correction on probability values was applied where 
appropriate. Analyses were performed separately for 2-CRT task and 
Go-Nogo task, but also across tasks, where appropriate. In the anal­
yses across tasks, the Go and Nogo conditions of the Go-Nogo task 
are designated each as ‘tasks’, yielding three levels for the variable 
Task. Analysis of the N2pc and N2cc in ERL waveforms was guided
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by our previous work, in which current source density (CSD) analysis 
of the N2pc distribution demonstrated occipital and central current 
extrema, centered around the electrodes PO7/PO8 and C3/C4, respec­
tively (Praamstra and Plat, 2001). Here, we first evaluated whether 
the same CSD distribution was found in the S-R task of the present 
study. Subsequently, we selected the electrode pairs PO7/PO8 and 
C3/C4 as representative electrode sites for the N2pc and the N2cc, 
respectively. Amplitudes were measured as the mean value between 
240-250 ms, representing a narrow window around the peak latency of 
the N2pc and N2cc.
Further analyses of the event-related potential waveforms included 
the amplitude of the central N2 component determined in a window 
around the peak latency in the grand averaged data (240-250 ms). 
These analyses attempted to elucidate the relation of the N2cc, 
obtained through the ERL derivation, with the N2 in unsubtracted 
ERP waveforms. The following analyses were performed: (1) An anal­
ysis of the N2 at midline electrode sites, grouped as frontal (Fpz, 
AFz), frontocentral (Fz, FCz), central (Cz, CPz), parietal (Pz, POz), 
and occipital (Oz, Iz). (2) Comparisons of the N2 distribution on the 
basis of statistical significance maps (standard t-map option in ERP 
analysis software package BrainVision). (3) A further regional anal­
ysis of the N2 in the central midline region and the left and right 
sensorimotor regions, pooling 9 electrodes for each region. The central 
midline region included the electrodes FCz, Cz, CPz, FFC1h, FFC2h, 
FCC1h, FCC2h, CCP1h, CCP2h. The left sensorimotor region was 
formed by the electrodes FC1, C1, FFC3h, FCC3h, CCP3h, FC3, C3, 
FCC5h, CCP5h. Its right hemisphere counterpart included electrodes 
FC2, C2, FFC4h, FCC4h, CCP4h, FC4, C4, FCC 6 h, CCP 6 h.
6.2.4 Source characterisation
Source analysis was performed on grand averaged ERL and ERP distri­
butions using a forward model based on the boundary element method 
(BEM) and a standard realistically shaped head model. The head 
model was constructed from a high quality MRI used as standard head 
in fMRI analysis software (SPM). The electrode positions according to
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the 10-5 system (Oostenveld and Praamstra, 2001) were determined 
on the surface of this head model using a computer algorithm which 
simulates normal electrode placement referenced to anatomical land­
marks. More details on the volume conductor model can be found in 
Oostenveld et al. (2001).
The equivalent current dipole model was constructed by moving 
all vertices of the triangulated brain surface of the BEM model
10 mm inward. The surface was re-meshed with 2562 vertices evenly 
distributed over the complete surface. Subsequently three orthogonal 
dipoles were placed on each vertex, resulting in a source model with 
7686 dipoles. The dipole strength of this source model was estimated 
using a L2-norm linear estimate (LE) with zero-order Tikhonov regu- 
larisation. The choice of the A parameter determining the weight of the 
regularisation was guided by the L-curve (Hansen, 1997). Maps were 
constructed by plotting the combined strength of the three orthogonal 
dipoles at each vertex divided by the vertex surface, resulting in a 
representation of the current source density (CSD).
The signal to noise ratio in the data of individual subjects was 
not sufficient to perform source analysis on individual subjects’ data. 
The use of a standard realistically shaped head model gives results 
comparable to individual head models (Fuchs et al., 2002). However, 
the application of this model to grand averaged data will result in a 
slightly blurred representation of the true source activity, due to inter­
individual differences in functional anatomy.
6.3 Results
6.3.1 Behavioral measures
The 2-CRT task yielded a robust compatibility effect (F(1,9)=20.26, 
P<0.005), with faster responses in the compatible than in the incom­
patible condition (means ±  SD: 411 ±  24 vs. 449 ±  35 ms). Response 
side had no effect on response latency (main effect of Response side 
F(1,9)<1) and did not influence the compatibility effect (interaction 
Response side and Compatibility F(1,9)<1). The error rate was 3.8%.
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Figure 6.2: Butterfly plot of lateralized event-related potentials (ERLs) recorded 
in the 2-CRT task, showing waveforms from a subset of electrodes in a superimpo­
sition of compatible and incompatible conditions. Movement-related activity (the 
LRP) is indicated by the horizontal bar [3] and plotted upwards for both conditions. 
It is preceded by the N2pc/N2cc [2] which in the compatible condition (continuous 
traces) has the same polarity as the LRP, but has opposite polarity in the incom­
patible condition (dashed traces) where direction of attention and response side 
differ. Lateralized visual-evoked potentials [1] have for both conditions the same 
polarity as the subsequent N2pc/N2cc. The ERL waveforms shown were recorded 
from the positions indicated in the electrode layout by black dots, each referred to 
its contralateral homologue.
It was influenced by a significant Compatibility effect (F(1,9)=9.78, 
P<0.05), due to more errors in the incompatible than in the compat­
ible condition.
In the Go-Nogo task, the difference in response latency between 
compatible and incompatible condition was considerably smaller than 
in the 2-CRT task (380 ±  46 vs. 392 ±  42 ms). This compatibility 
effect proved, nevertheless, significant (F(1,9)=22.44, P<0.005). The 
number of errors was very low (1.1%) and consisted mainly of missing 
responses.
6.3.2 Event-related potentials
ERLs in 2-CRT task
Lateralized event-related potential waveforms for the 2-CRT task, 
obtained by contralateral-ipsilateral subtractions, were characterised
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Figure 6.3: ERPs of the 2-CRT task, showing the relation of the N2pc/N2cc effect 
to the basic ERP waveforms. The vertical grey bar is placed at the peak latency 
of the N2cc/N2pc, which coincides with the centrally distributed N2 in the ERP 
waveforms. Continuous line: stimulus side left (AL + BL); dashed line: stimulus 
side right (AR + BR). The illustrated waveforms were recorded from the electrodes 
marked on the electrode layout.
by three successive lateralized components, as illustrated in Figure 6.2. 
The earliest deflection at 150-160 ms (1) was due to contralateral- 
ipsilateral amplitude differences of visual evoked potentials, presum­
ably related to the non-identical visual stimulation to left and right 
hemifield. The subsequent deflection peaking at approximately 245 ms
(2) represents the N2pc/N2cc, with a maximum at lateral occipital 
electrode sites PO7 and PO8. The distribution of the N2pc/N2cc 
extended from occipital to frontal and central electrode sites, where 
it was immediately followed by the LRP (3), representing movement- 
related activity.
To illustrate the relation of the lateralized N2pc/N2cc to the basic 
ERP waveforms from which they are derived through subtraction, 
Figure 6.3 shows the ERPs of the 2-CRT task grouped according to 
stimulus side. Thus, data from the conditions where the left hemispace
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was attended (AL and BL) were averaged, as were data for the condi­
tions where the stimuli were presented to the right (AR and BR). 
This involved averaging across compatible and incompatible condi­
tions, but this appeared justified by an analysis of the AL, BR, AR, BL 
waveforms at the N2pc/N2cc peak latency, for the electrodes marked 
in Figure 6.3. This analysis showed that the variable Compatibility 
did not influence the N2pc/N2cc effect (effect of Compatibility by 
Stimulus side by Hemisphere F(1,9)<1). In spite of the suggestion, 
in Figure 6.3, that the left hemisphere contributes stronger to the 
N2pc/N2cc than the right hemisphere, this difference failed to reach 
significance (F(1,9)=3.95, P=0.078).
Supported by this analysis, waveforms for the conditions where 
attention was directed to the left were subtracted from the waveforms 
for the conditions where it was directed to the right hemispace (ARBR- 
ALBL), in order to isolate and map the distribution of the N2pc/N2cc 
above each hemisphere. This analysis, reported below in section 6.3.2, 
showed bilateral activation foci in occipitotemporal and sensorimotor 
areas, supporting the use of different labels, i.e. N2pc and N2cc, for 
the components overlying these areas.
ERLs: 2-CRT vs Go-Nogo task
Based on the scalp distribution of the N2pc/N2cc complex described 
above and in section 6.3.2 below, analyses of the N2pc and N2cc 
across tasks were performed on selected electrode pairs PO7/PO8 and 
C3/C4, as sensors close to the occipital (N2pc) and sensorimotor area 
(N2cc) activations, respectively. The waveforms recorded at these 
electrode sites are represented in Figure 6.4. The initial analysis 
used a 3-way ANOVA with Task (3), Compatibility (2) and Elec­
trode (2) as factors. Note that this analysis used absolute values, 
ignoring the opposite polarity of N2pc/N2cc in compatible and incom­
patible conditions, which is merely contingent on the derivation of 
these potentials relative to the side of movement. A striking differ­
ence between N2cc and N2pc, apparent in the figure, is that the N2pc 
at PO7/PO8 is not affected by the variable Compatibility whereas 
the N2cc amplitude at C3/C4 is, that is, in the Go-Nogo task condi-
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Figure 6.4: N2pc and N2cc as recorded at representative electrode sites PO7/PO8 
and C3/C4 in the 2-CRT task and the Go-Nogo task. Continuous line: compatible 
condition; dashed line: incompatible condition.
tions. This difference was expressed in significant Compatibility by 
Electrode (F(1,9)=15.69, P<0.01) and Compatibility by Electrode by 
Task interactions (F(2,18)=34.08, P<0.001). Looking separately at 
the N2pc, there is a marked difference in amplitude of the N2pc in the 
Nogo task condition relative to the Go task condition and the 2-CRT 
task (effect of Task F(2,18)=8.10, P<0.05). The reduced amplitude 
of the N2pc in the Nogo task condition indicates that simultaneously 
with the spatial selection (of letter vs. filler), the featural information 
that distinguishes Go and Nogo stimuli (letter “A” vs. letter “B”) is 
already processed and manifested in the N2pc.
Subsequent analyses compared N2pc (electrode pair PO7/PO8) 
and N2cc (electrode pair C3/C4) for each task separately, using simple 
effect analyses in the form of 2-way ANOVAs with factors Compat­
ibility (2) and Electrode (2). In the 2-CRT task, the amplitudes of 
N2pc and N2cc were of similar magnitude in compatible and incom­
patible condition (effect of Compatibility F<1; interaction Compat­
ibility by Electrode F(1,9)=3.85, P=0.082). In the Go task condi­
tion, by contrast, the compatible and incompatible N2cc amplitudes 
differed, manifested in a significant Compatibility by Electrode interac­
tion (F(1,9)=45.85, P<0.001). This interaction was also significant in
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the Nogo task condition (F(1,9)=19.40, P<0.01). However, the ampli­
tude relation between compatible and incompatible N2cc was reversed 
between Go and Nogo task conditions. That is, in the Go task condi­
tion only a compatible N2cc developed, while in the Nogo task condi­
tion there was only a small incompatible N2cc. This inverse relation­
ship means that in the Go-Nogo task the N2cc did not develop, or was 
severely attenuated, when spatial attention was directed towards the 
inactive side, i.e. the side associated with the Nogo response. The N2cc 
requires, in other words, readiness for a manual response ipsilateral to 
the direction of spatial attention.
In summary, these analyses yield three main points. Firstly, the 
clearly distinct effects of the variable compatibility at PO7/PO8 and 
C3/C4 support the separation of N2pc and N2cc. Secondly, the inter­
active effects of the direction of attention and side of active response 
on the presence and the appearance of the N2cc in the Go-Nogo task 
indicates that the N2cc does not solely reflect a visuospatial attentional 
orientation. Thirdly, the robust modulation of the N2pc between Go 
and Nogo task conditions indicates that the outcome of the visual 
discrimination guiding the Go-Nogo decision is already manifested in 
the ERP signal associated with the spatial selection of the task relevant 
information.
N2 analyses
The analyses of ERL waveforms in the previous section show that the 
Go-Nogo task does not produce the same N2cc as found in the 2-CRT 
task, which argues against an interpretation of the N2cc as purely visu­
ospatial attentional activation. The analyses did not address, however, 
the marked difference in the entire ERL waveform between the 2-CRT 
task and the Go-Nogo task. Note, in particular, that the N2cc in the 
Go task condition (compatible condition) is not followed by a well- 
defined LRP, probably due to temporal overlap between the N2cc and 
the LRP. This implies that the N2cc amplitude, for this condition, 
was considerably overestimated. The analyses reported in this section 
attempted to further clarify the behavior of the N2cc by examining its 
relation with the N2 ERP component.
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The N2cc above the motor cortex coincides with a central N2 
component, as illustrated earlier in Figure 6.3. The N2 at midline 
electrodes is represented in Figure 6.5 for the different tasks. It was 
evaluated at midline electrodes with a 3-way ANOVA with factors Task
(3), Compatibility (2) and Region (5 levels: frontal to occipital) (see 
Methods). The amplitude of the N2 differed significantly across tasks 
(F(2,18)=22.57, P<0.005). As can be observed in Figure 6.5, this was 
due to a higher amplitude in the 2-CRT task and the Nogo task condi­
tion, compared to the Go task condition. Differences in distribution 
between tasks did not reach significance (Task by Region interaction 
(F(8,72)=2.60, P>0.05). Neither was there an effect of Compatibility 
or significant interactions involving this variable. Note that for the 
Nogo task condition the N2 is followed, at frontal electrode sites, by 
a pronounced additional negative deflection, known as the Nogo-N2 
(e.g. Jodo and Kayama, 1992). Collapsing compatible and incompat­
ible conditions of each task, the N2 distribution was further explored 
using the full electrode array and statistical significance maps (t-maps). 
The difference in amplitude between Nogo and Go task conditions was 
shown to have a frontal maximum, centered around electrode sites 
Fz and AFz (t-values > 6, P<0.001), indicating that the decision to 
withhold a response invokes predominantly frontal activation. The 
N2 amplitude difference between 2-CRT task and Go task condition, 
by contrast, had a central maximum around Cz spreading to bilateral 
sensorimotor areas (t-values > 3, P<0.05).
The N2 amplitude difference between 2-CRT task and Go task 
condition, with a distribution above the midline and bilateral senso­
rimotor areas, represents information relevant to the interpretation of 
the N2cc that is not available in the ERL waveforms. It specifically 
raises the question to what extent the behavior of the N2cc in the 
two tasks that required a motor response (2-CRT task and Go task 
condition) can be explained in terms of amplitude variations of the 
N2. Recall that there was a suggestion of temporal overlap of N2cc 
and LRP in the Go task condition. This overlap cannot be resolved 
with analyses of the ERL waveforms, but a tentative decomposition 
might be derived from the lateralization of the N2, measured peak-to-
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Figure 6.5: Midline ERPs for the 2-CRT task and the Go-Nogo task conditions. 
The represented data are averaged across compatible and incompatible data sets. 
The closed arrowhead indicates the N2; the open arrowhead marks the Nogo-N2.
peak (relative to preceding positive peak). Thus, central scalp areas 
were divided in sensorimotor regions contralateral (MC) and ipsilateral 
(MI) to the stimulus side, and a midline region (MM), each covered by 
an array of 9 electrodes. Analyses of the mean N2 amplitudes for each 
region, using a 3-way ANOVA (Task by Region by Compatibility), were 
performed for the N2 amplitude measured peak-to-peak. The N2 peak 
was quantified as the mean amplitude in a fixed interval of 240-250 ms. 
Based on the grand average waveforms, the preceding positive peak was 
quantified as the mean amplitude from 180-190 ms for the 2-CRT task, 
and as the mean amplitude in the window 200-210 ms for the Go task 
condition. Figure 6.6A represents the peak-to-peak N2 amplitudes for 
each region, separately for compatible and incompatible conditions. 
Comparing across tasks, the N2 is evidently of higher amplitude and 
has a steeper regional differentiation in the 2-CRT task relative to the 
low amplitude N2 in the Go task condition. In more detail, there is an 
N2 amplitude difference (main effect of Task F(1,9)=10.46, P<0.025), 
which is not confined to the midline, but extends to lateral sensori-
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Figure 6.6: A. Graphs representing the N2 amplitude (peak-to-peak) at electrodes 
overlying lateral sensorimotor areas and midline. MC=contralateral sensorimotor 
area. MI=ipsilateral sensorimotor area. MM=medial sensorimotor area. Contin­
uous line: 2-CRT task; dashed line: Go task condition. B. N2 for the 2-CRT 
task (left panel) and the Go task condition (right panel) at electrodes Cz, C3, and 
C4, reconfigured as recording sites at the midline, ipsilateral, and contralateral to 
stimulation. Continuous line: Compatible condition; dashed line: Incompatible 
condition. The grey bars in the left panel indicate the N2 peak-to-peak lateraliza­
tion.
motor areas, especially contralateral to stimulation (Task by Region 
interaction F(2,18)=21.63, P<0.01). Compatibility just failed to reach 
significance as main effect (F(1,9)=4.38, P=0.066), but interactions 
involving this variable proved informative. Whereas for the 2-CRT task 
the amplitude relation between regions remains the same in compatible 
and incompatible conditions, the amplitude relation of ipsi- (MI) and 
contralateral regions (MC) reversed between compatible and incompat­
ible conditions for the Go task condition. Thus, stimulus side prevailed 
in the 2-CRT task and response side prevailed in the Go task condi­
tion to explain the N2 lateralization, reflected in a Task by Region by 
Compatibility interaction F(2,18)=12.63, P<0.01).
N2 peak-to-peak amplitudes were also measured separately for C3 
and C4 electrode sites and Figure 6.6B enables an appreciation of the 
relation between this measure and the overall lateralization of the N2, 
i.e. the contralateral-ipsilateral peak amplitude difference as used in 
the N2cc. The waveforms of the compatible Go task condition illus­
trate that the small peak-to-peak lateralization of the N2 by no means 
accounts for the overall lateralization. The lateralization in terms of
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N2 peak-to-peak amplitude contributed no more than 45±17% to the 
N2cc amplitude in the compatible condition, fitting the earlier raised 
suspicion of an overlap of the N2cc by the LRP. The higher amplitude 
lateralization of the N2 in the 2-CRT task, on the other hand, more 
closely matched the amplitude of the corresponding N2cc, accounting 
for 78±24% and 72± 22% of the N2cc amplitude in compatible and 
incompatible condition, respectively. These values were each signif­
icantly higher than the value for the compatible Go task condition 
in separate 2-tailed t-tests (t=3.8, df=9, P=0.004 and t=3.2, df=9, 
P=0.012).
To summarise, the analyses of the N2 peak-to-peak amplitude eluci­
date the relation of N2cc and LRP in the ERL waveforms, and suggest 
that their overlap can be resolved by defining the N2cc in terms of 
peak-to-peak lateralization of the N2. While the earlier analyses indi­
cated that the N2cc was attenuated when visuospatial attention is 
directed to the side associated with the Nogo response, the N2 analyses 
reveal a more generally reduced amplitude of the N2 in bilateral and 
midline sensorimotor areas for the Go task condition relative to the 2- 
CRT task. Moreover, the lateralization of the N2 showed quantitative 
and qualitative differences between Go task condition and 2-CRT task, 
in terms of peak-to-peak amplitude, which justify the inference that 
movement-related activity is not strongly represented in the N2/N2cc. 
Taken together, the N2cc analyses on the ERL waveforms and the N2 
analyses show that a substantial N2/N2cc developed only in the 2-CRT 
task and that it cannot, therefore, be explained in terms of visuospa­
tial attentional activation or movement-related activity alone. The 
view that we will develop below proposes that the N2/N2cc represents 
activity of premotor areas associated with the selection and suppres­
sion of competing responses.
Source analyses
Based on the N2 and N2cc analyses, combined midline and lateral 
sensorimotor area activation were anticipated in the current source 
density reconstructions of the N2 in the 2-CRT task. Midline and 
lateral contributions to the contralaterally emphasised N2 are, in fact,
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Figure 6.7: A. Scalp potential distribution and current source density reconstruc­
tion of the N2 around peak latency (240-250 ms). Data averaged across compatible 
and incompatible conditions of spatial S-R compatibility task, after adjustments to 
make the data uniform across data sets with respect to the direction of attention. 
Left column: left side view; right column: top view. Isopotential line spacing 0.5 
j V. B. Scalp potential distribution and current source density reconstruction of 
the N2pc/N2cc showing a clear separation of occipito-temporal (N2pc) and central 
(N2cc) activation. Left column: left side view; right column: top view. Potential 
distribution and current density reconstruction based on a subtraction of the data 
represented in Figure 3, averaged over 240-250 ms. Isopotential line spacing 0.25 
j V.
already suggested in the potential distribution of the N2. A current 
source density estimate was made on the brain surface, using all the 
data of the 2-CRT task by mirroring the AL and BL data sets, as 
if stimulation was on the right side, and averaging these data with 
the AR and BR data sets. The result, represented in Figure 6.7A, 
shows the midline N2 activation and the lateralization towards the left 
hemisphere, contralateral to the attended hemispace.
The activity underlying the lateralization of the N2 can be empha­
sised by applying current source density analysis on the lateralized 
N2pc/N2cc, separating it from the midline N2 activity. This is 
shown in Figure 6.7B, where the N2pc/N2cc potential distribution 
was constructed by subtracting the combined 2-CRT conditions where 
attention was oriented to the left (AL and BL) from those where atten­
tion was oriented to the right (AR and BR). This results in a current 
source density estimate showing that the N2cc activity is characterised 
by bilateral foci in sensorimotor areas. The activity related to the N2pc
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is visible in bilateral occipitotemporal areas.
Note that these analyses were performed on grand average data, 
using a standard realistic head model, aiming at separation of the main 
contributing sources of activity rather than at accurate localization. 
In terms of separation, the source analysis of ERLs at the latency of 
the N2pc/N2cc and the source analysis of the N2 ERP converge in 
demonstrating separate occipito-temporal and central activation foci 
for the N2pc and N2cc, respectively. The central midline activation in 
the N2 analysis is interpreted as activity from medial frontal cortex, 
separate from the N2cc activation foci at the lateral convexity.
6.4 Discussion
The goal of this study was to characterise early lateralized motor 
area activation, represented in the N2cc, as recorded in a spatial S-R 
compatibility task. It was hypothesised that the N2cc reflects visu- 
ospatial attentional activity. Analyses of the N2cc and the N2 ERP 
component confirmed an N2cc distribution over motor areas of the 
cortex, spatially contiguous to N2 activity overlying medial frontal 
cortex. Comparison of spatial S-R compatibility task and Go-Nogo 
task showed that the N2cc depends on bilateral response readiness, 
i.e., a competition between responses defined on opposite hands, ruling 
out a purely visuospatial attentional role. As we will develop below, 
the found characteristics are best explained in terms of the N2cc 
reflecting lateral premotor cortex involvement in response selection, 
which, broadly conceived, includes sensory-attentional neural activa­
tion contingent on the motor significance of stimuli.
6.4.1 Neural origins of the N2cc
Several earlier studies have reported data indicating that the N2pc 
event-related potential, associated with visuospatial attentional selec­
tion, can demonstrate a characteristic anterior extension to central and 
frontocentral electrode sites (Eimer, 1998a; Praamstra and Plat, 2001; 
Valle-Inclan, 1996; Wascher and Wauschkuhn, 1996). This anterior
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extension was reproduced here. In a dipole source simulation study 
(Oostenveld and Praamstra, 2001), we have shown that this distribu­
tion is not likely explained by volume conduction, as proposed by other 
investigators (Eimer, 1998a; Valle-Inclan, 1996). The current source 
density analysis applied here resolves its distribution in an occipital 
and a central current density focus, reproducing more basic analyses 
on data recorded with lower spatial resolution (Praamstra and Plat, 
2001). The current density analyses thus provide support for our intro­
duction of the label N2cc to designate the central extension of the 
N2pc. The identification of occipital and central current density foci, 
while consistent across different studies and study populations, does 
not entirely rule out the possibility that intervening parietal areas of 
cortex contribute to the N2pc/N2cc complex. A parietal contribution, 
in fact, has been taken for granted by Wascher and co-workers, based 
on their reading of scalp potential distributions very similar to our 
data (Wascher and Wauschkuhn, 1996; Wascher et al., 1999, 2001). 
While our results give reason to question this interpretation, it should 
be pointed out that a recent investigation into the neural sources of the 
N2pc did find evidence for parietal involvement, presumed to reflect 
the initiation of attention shifts (Hopf et al., 2000). This was identi­
fied with MEG, however, and could only be reconstructed as a possible 
contribution to the N2pc EEG potential on the basis of computations 
using the MEG information.
Whereas the analysis of contralateral-ipsilateral subtractions 
focused on the separation of N2pc and N2cc, looking at the ERPs that 
form the basis of these subtractions, it is more relevant to ask whether 
the midline N2 activation, spreading to the hemisphere contralateral 
to stimulation, represents activation of medial motor areas, activation 
of motor areas at the lateral convexity, or simultaneous activation of 
medial and lateral motor structures. The N2 amplitude and distribu­
tion differences between the spatial S-R compatibility task and the Go 
task condition support that both medial and lateral motor areas are 
activated and contributing to the N2 in the spatial S-R compatibility 
task. This inference was corroborated by the current source density 
reconstructions (see Figure 6.7). Although the current density recon­
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structions do not allow a precise identification of the neural sources, 
it can be inferred from the distribution of the N2 that the sources 
have a radial orientation. For the contribution to the N2 that comes 
from the lateral convexity, this implies that the source is more likely 
in the lateral premotor cortex than in the primary motor cortex. The 
former, in contrast to the latter, is located on the crown of the precen­
tral gyrus, to the effect that compound neural activity yields a radially 
oriented equivalent current dipole (Gerloff et al., 1998; Rademacher 
et al., 1993). The primary motor cortex is predominantly located on 
the anterior wall of the central sulcus, and is represented by a tangen­
tially orientated dipole in movement-related EEG studies (e.g., Botzel 
et al., 1993; Praamstra et al., 1996b).
The joint activation of medial premotor and lateral premotor 
cortex, proposed to underlie the N2/N2cc in the 2-CRT task, is also 
found in neuroimaging studies involving manipulations of spatial S-R 
compatibility (Connolly et al., 2000; Dassonville et al., 2001). Rele­
vant medial premotor areas include the pre-supplementary motor area 
and the anterior cingulate cortex (Connolly et al., 2000; Dassonville 
et al., 2001). One study reported lateral premotor cortex activation, 
but without concomitant medial premotor activation (Iacoboni et al.,
1998). The lateral premotor area that is most consistently impli­
cated is the dorsal premotor cortex (PMd). Besides evidence from 
neuroimaging, there is a wealth of data from single-cell neurophysiology 
that relate the PMd to spatial attention and visual spatial sensori­
motor processing (Crammond and Kalaska, 2000; Shen and Alexander, 
1997; Wise et al., 1996, 1997). This makes the PMd the most likely 
source responsible for the lateralization of the N2, yielding the N2cc 
in contralateral-ipsilateral subtractions.
6.4.2 Functional characterisation of the N2cc
Relevant evidence regarding the functional significance of the early 
motor area activation was obtained from a comparison between the 
2-CRT task and the Go-Nogo task. Under the hypothesis that the 
N2cc reflects visuospatial attentional activity, we had anticipated a 
similar N2cc in both tasks. However, in the Go-Nogo task N2cc-like
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activity failed to develop when attention had to be directed towards 
the hemispace corresponding to the (inactive) side of the body that 
was assigned the Nogo response. This rules out an interpretation of 
the N2cc purely in terms of visual spatial attention. Apparently, a 
side-specific response readiness is required for the N2cc. An attentional 
interpretation of the N2cc can therefore only be upheld if a modulation 
of visuospatial attention by response-related factors is accepted.
Two recent EEG studies on directing covert spatial attention 
provide an opportunity for comparison (Hopf and Mangun, 2000; Nobre 
et al., 2000). Both used centrally presented arrow cues that instructed 
participants to attend covertly to either a left or right visual field 
location, in anticipation of stimuli presented there after a variable 
interval. Nobre et al. (2000) found a frontocentral hemispheric asym­
metry as a function of cue direction in the time window between 200­
320 ms. Moreover, this effect was continuous with a similar asymmetry 
maximal over posterior scalp sites, together resembling a somewhat 
attenuated version of our N2pc/N2cc effects. Nobre et al. interpreted 
the frontocentral asymmetry as activation of premotor areas, as found 
in imaging studies of covert visual spatial attention (e.g., Corbetta 
et al., 1993; Gitelman et al., 1999; Nobre et al., 1997). Contrary to the 
results of Nobre and co-workers, the study by Hopf and Mangun (2000) 
did not yield evidence of frontocentral asymmetries in the 200-300 ms 
latency range. This absence may be related to the fact that cue-validity 
was only 50% (80% in Nobre et al.) and to a longer cue-target interval 
than Nobre et al. used. If this is the case, the combined results of 
these studies underscore the point made above that an attentional 
interpretation of the N2cc needs to accommodate a strong influence of 
response-related factors.
Before examining how the N2cc might combine visuospatial atten- 
tional and response-related properties, we should address the possi­
bility that the early motor area activation represented by the N2cc just 
reflects movement-related activity. Whereas Wascher and Wauschkuhn 
(1996), in a seminal investigation of the activity that we designate 
as N2cc, tended towards an attentional interpretation, Wascher et al. 
(2001) seem to regard the N2cc as an early deflection of the movement-
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related LRP. Our results argue against such an interpretation. Recall 
that in the compatible Go task condition (in contrast to the incom­
patible condition) there was a sizeable lateralization expressed in the 
C3/C4 ERL waveforms at the N2pc/N2cc latency, comparable in 
amplitude to the N2cc in the 2-CRT task. However, our analyses of the 
N2cc in terms of N2 peak-to-peak amplitude revealed that this later­
alization was only for a small part explained by the N2, the main part 
being due to overlap with the movement-related LRP. In the 2-CRT 
task, by contrast, the same decomposition showed that it was the N2 
peak-to-peak amplitude which contributed most to the overall lateral­
ization in the ERL waveform. We conclude that the N2cc, defined as 
a lateralization of the N2 peak-to-peak, can be differentiated from the 
movement-related LRP. Furthermore, the N2cc thus defined remains 
very small in the Go-Nogo task, even when attention is directed to the 
hemispace corresponding with the side of the Go-response.
Having ruled out a narrow attentional interpretation and an expla­
nation as movement-related activity, we can now list the conditions 
that determine the generation of the N2cc. A shift of visuospatial 
attention to an attention attracting stimulus is not sufficient to elicit 
an N2cc, irrespective of whether the stimulus requires a response or not. 
W hat is minimally needed, in addition, is readiness to make a respons 
with the hand ipsilateral to the direction of attention. However, this 
still yields only a small amplitude N2cc. Hence, we believe that a 
further ingredient to any task eliciting a substantial N2cc, is a selection 
between response alternatives defined at opposite hands. Together, 
this set of conditions defines a combination of attentional and response- 
related properties for the N2cc that would not seem incompatible with 
our hypothesis (see Introduction and Praamstra and Plat, 2001) of the 
N2cc originating in the dorsal premotor cortex (PMd).
The following properties of the PMd stand out as most relevant. 
First is the context dependent nature of PMd neuronal activity. That 
is, even early responses that appear sensory-attentional (e.g. given 
their temporal relationship with a stimulus or because the activa­
tion covaries with stimulus location), are significantly influenced by 
the motor significance of the eliciting stimulus (Boussaoud and Wise,
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1993; Crammond and Kalaska, 2000; Pellegrino and Wise, 1993; Shen 
and Alexander, 1997). For instance, the activity of PMd cells may 
be modulated by whether a stimulus only guides the orientation of 
attention or instructs a movement (Pellegrino and Wise, 1993; Wise 
et al., 1997). A second relevant aspect of PMd function is that it 
is specifically engaged in conditional motor tasks where visual spatial 
processing serves the selection of responses based on non-spatial stim­
ulus characteristics (Wise et al., 1996). Phrased differently, it helps to 
inhibit location-based response tendencies (Moll and Kuypers, 1977; 
Praamstra et al., 1999; Sawaguchi et al., 1996) to support response 
choice on the basis of arbitrary linkages between stimulus and response 
(Passingham, 1993). Finally, very recent work demonstrated that the 
PMd can simultaneously encode multiple potential reach directions 
(Cisek and las ka, 2002). Analogous to processes in the frontal eye 
field where saccade target selection occurs through suppressive inter­
actions between representations of multiple potential targets (Schall 
et al., 1995), this could mean that the PM d’s participation in response 
selection proceeds through similar competitive interactions between 
potential movements.
6.4.3 N2pc and N2cc: visual selection and response 
selection
An unanswered question sofar is why the N2cc and N2pc coincide 
in time. If the N2cc reflects visuospatial information processing for 
response selection, the temporal coincidence would suggest a parallel 
evolution of visual spatial selection and response selection. One impor­
tant aspect of response selection in the spatial S-R compatibility task 
is maintaining independent control of the direction of spatial attention 
and manual response activation, to prevent manual response selection 
to passively follow the direction of spatial attention. As discussed 
in the previous section, the PMd is regarded as a pivotal structure 
for the central nervous system’s ability to dissociate attention, gaze 
and limb movements in space (Passingham, 1993; Wise et al., 1996). 
An engagement of the PMd, to prevent such motor system cross-talk,
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would therefore seem appropriately timed when it occurred simulta­
neously with the visuospatial selection or attentional focusing that is 
represented in the N2pc.
Is the role outlined here for the N2cc, including its temporal rela­
tion to the N2pc, consistent with existing views on the function and the 
neurophysiological underpinnings of the N2pc? The spatial filtering in 
visual cortical areas, reflected in the N2pc, is considered a process 
under top-down control. This means that the attention system is 
primed for relevant stimulus features the detection of which, through 
an initial feature analysis that sends information back re-entrantly to 
extrastriate occipital cortex, leads to preferential processing of infor­
mation from a particular spatial location (Eimer, 1998b; Luck et al., 
1997a). On this view of the spatial filtering process reflected in the 
N2pc, the temporal coincidence of N2pc and N2cc can be accommo­
dated by assuming that the information from an initial feature analysis 
is not only used for visual spatial selection and fed back to the extras­
triate cortex, but is already available for response selection processes as 
well. This information being available to the motor system very early 
is not a new notion (Coles et al., 1995). Moreover, with respect to the 
PMd and its role in response selection, Crammond and Kalaska (2000) 
emphasised that considerable processing of sensory stimuli must take 
place before activation of PMd cells, as even attributes like spatial loca­
tion are not represented unconditionally, but contingent on the motor 
instructional content of a stimulus. In short, it seems conceivable that 
both the attentional focusing process reflected in the N2pc and the 
visual spatial response processing reflected in the N2cc initially operate 
on partial stimulus information that is accessed by both processes at 
the same time, yielding temporally coincident N2pc and N2cc deflec­
tions.
Beyond the temporal coincidence of the N2pc and N2cc, there 
may be similarities between the processes that underlie these compo­
nents. Visuospatial selection in visual areas has been shown to involve 
inhibitory interactions between the neural responses to neighbouring 
visual stimuli presented simultaneously (Kastner et al., 1998; Kastner 
and Ungerleider, 2000; Luck et al., 1997b). The N2pc exhibits proper­
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ties consistent with such a mechanism (Luck et al., 1997a), and relevant 
inhibitory interactions may extend as far as the opposite hemisphere 
(Perry and Zeki, 2000), as required to explain the N2pc (Luck et al., 
1997b). As already referred to in the previous section, the PMd can 
simultaneously prepare for multiple potential movements (Cisek and 
las ka, 2002). The selection of an intended movement might be accom­
plished in the same fashion as the attentional selection of a visual 
target in extrastriate areas or the selection of a target for an eye 
movement in the frontal eyefields (Schall et al., 1995), i.e. through 
inhibitory interactions between multiple potential movements that are 
pre-activated in a particular context. Relevant here, interhemispheric 
inhibitory interactions between motor areas, to mediate the competi­
tion between movements of opposite hands, appear to be active in the 
time window of the N2cc, as measured in choice response tasks using 
transcranial magnetic stimulation (TMS) (Leocani et al., 2000).
6.4.4 N2cc and automatic response activation
If the N2cc is related to the type of visuospatial motor processing in 
PMd as here outlined, how should we view its relation to early LRP 
deflections, occurring in the same time window, that investigators have 
identified as EEG correlates of automatic location-based response acti­
vation (de Jong et al., 1994; Sturmer et al., in press; Valle-Inclan, 
1996)? Note that most investigations used a vertical stimulus arrange­
ment to prevent N2cc-like activity to overlap the LRP (see Introduc­
tion). Typical values of the early LRP deflections regarded as auto­
matic response activation are substantially smaller than the amplitude 
of the N2cc (de Jong et al., 1994; Stürmer et al., in press; Valle-Inclan, 
1996). These early LRP deflections might therefore correspond to that 
part of the N2cc in ERL waveforms that is not accounted for by the 
N2 peak-to-peak amplitude. This would imply that automatic response 
activation is more likely mediated by the primary motor cortex than 
by the PMd, and that it should be viewed as activity that escapes the 
control of location-based response tendencies attributed to the PMd.
The above account is probably incomplete. Spatial S-R correspon­
dence can be expected to confer an initial advantage on the compatible
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respons in the competition between two potential responses that we 
assume takes place in PMd and regard as reflected in the N2cc. Hence, 
location-based response activation, as well as its inhibition, are an inte­
gral part of the response selection process represented in the N2cc. This 
is supported by the N2 waveforms illustrated in Figure 6.7B (left panel) 
for the 2-CRT task. At the electrode site overlying the motor cortex 
contralateral to stimulation (MC), the waveforms for compatible and 
incompatible condition superimpose exactly up to a latency of more 
than 350 ms, i.e. well beyond the latency where movement-related 
motor cortex activation must have started for the compatible response. 
This implies that the composition of neural activity underlying the 
N2cc differs between compatible and incompatible conditions, with 
inhibitory activity being stronger represented in the latter compared 
to the former condition.
A final point concerns the N2cc and disinhibition of automatic 
response activation under pathological conditions. Dysfunction of 
the PMd compromises a monkey’s ability to suppress location-based 
response tendencies (Halsband and Passingham, 1985; Sawaguchi et al., 
1996). We have attributed Parkinson’s disease patients’ impaired 
performance on a spatial S-R compatibility task also to dysfunction 
of the PMd, partly on the basis of an enhanced N2cc (Praamstra 
et al., 1999; Praamstra and Plat, 2001). Basal ganglia dysfunction 
in Parkinson’s disease leads to impaired focusing of neural activity 
in basal ganglia and cortex (Mink, 1996). Based on this pathophysi­
ology, we have proposed that visuospatial attentional activation may 
not be kept sufficiently focused within the PMd and cause spurious 
activation of movement-related cells, manifested in an enhanced N2cc 
(Praamstra and Plat, 2001). Such a reconstruction appears consis­
tent with evidence for a joint role of basal ganglia and PMd in visu­
ospatial motor processing (Boussaoud and Kermadi, 1997; Wise et al.,
1996, see also Basso and Wurtz, 2002). A subdivision of the PMd 
in rostral and caudal parts, the former more closely involved with 
spatial attentional/mnemonic processes and the latter closer to the 
motor executional level (Boussaoud, 2001; Simon et al., 2002), should 
not be regarded as contradictory to this account, given that the direc­
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tion of spatial attention can influence saccade as well as manual reach 
trajectories in the absence of pathology (Rubichi et al., 1997; Sheliga 
et al., 1997; Tipper et al., 2000).
6.4.5 Conclusions
This investigation aimed to elucidate the origin and functional signif­
icance of early motor area activation in a spatial S-R compatibility 
task, represented in the N2cc lateralized ERP component. The results 
justify our introduction of the label N2cc, since mere volume conduc­
tion of the N2pc towards central electrodes cannot account for the 
task-related modulations in the waveform amplitude. This corrobo­
rates a claim to this effect that we made earlier on the basis of a dipole 
source simulation (Oostenveld et al., 2001). Although the source anal­
ysis results, taken in isolation, do not allow us to pinpoint the origin of 
the N2cc very precisely, with converging evidence from neuroimaging 
and single cell neurophysiology it can be narrowed down with some 
confidence to the lateral premotor cortex, where the most likely area 
involved in visuospatial motor processing is the PMd.
The view developed here reiterates insights from single cell neuro­
physiology and monkey studies that the lateral premotor cortex is 
implicated in response selection rather than just the preparation of a 
selected motor response, and attributes the N2cc a role in the selection 
and suppression of competing responses, mirroring the selection and 
suppression of relevant vs. irrelevant/competing visuospatial informa­
tion reflected in the N2pc. The proposed view acknowledges the opera­
tion of automatic, location based, response tendencies. While we don’t 
take issue, therefore, with a possible expression of such tendencies in 
EEG as early deflections of the LRP, we have argued that they do not 
exhaustively explain the N2cc, and that inhibitory activity recruited 
to control location-based response activation is also expressed in this 
component.

7
SUMMARY AND DISCUSSION
The research described in this thesis covers different aspects of EEG 
and ERP source modeling. Both basic research in volume conduction 
and source modeling, as well as application of inverse source modeling 
techniques to experimental data were performed. In general, this thesis 
demonstrates that the application of source modeling can provide valu­
able information in EEG analysis.
The goal of this thesis was to improve source modeling by means of 
incorporating prior knowledge on the sources and the volume conductor 
in the models. Although source modeling can be improved by using 
techniques that incorporate such knowledge, as is described in this 
thesis, the experimental application of these techniques was difficult, 
because the prior knowledge often turned out to be not as hard as 
desired.
Chapter 2 describes how the presence of holes in the skull affects the 
distribution of the EEG over the scalp. The difference in the potential 
distribution over the whole scalp due to a hole in the skull, expressed 
as the relative error, can amount up to 450%. This indicates that 
the magnitude of the difference in the potential distribution due to a 
single hole, compared to the distribution without a hole, can actually 
be larger than the magnitude of the potential distribution without the 
hole. Stinstra (2001) demonstrates that the presence of two holes, one 
allowing the outflow of current to the scalp and the other the inflow of 
current into the brain, can have an even more profound effect on the 
potential distribution. An analytical solution to the forward problem 
in the case of a volume conduction model with a hole in the skull is 
not available, therefore numerical techniques are needed. Chapter 2 
describes in detail how the boundary element method (BEM) can be 
used to incorporate the presence of holes in the skull in a volume 
conductor model. Furthermore, the BEM was compared to the finite 
difference method (FDM) for a volume conductor with a hole in the
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skull, and both are compared to the analytical solution for a spherical 
model without a hole. The FDM resulted in a high level of accuracy, 
although it is computationally not very fast. The comparison of the 
potentials in the presence of a hole in the skull computed using the 
BEM and the FDM showed a relatively small difference, which was 
mainly attributed to the limited accuracy of the BEM. It is concluded 
that holes in the skull can be modeled sufficiently accurate with the 
BEM. In regard of the large influence of holes on the potential distri­
bution and inverse source estimation, it is concluded that, if present, 
holes in the skull should be incorporated in volume conduction models 
using the BEM.
Chapter 2 demonstrates that, using numerical methods, very accu­
rate descriptions for the volume conduction model can be made. 
Obtaining the accurate geometrical description needed for such models 
is complicated by practical problems. Usually an MRI forms the basis 
of a head model, but since the visibility of the skull is very poor in an 
MRI, the inner and outer boundaries of the skull need to be inferred 
from the surrounding tissue and from the bone marrow within the 
thicker parts of the skull. As these tissues are hard to recognize, auto­
matic segmentation of the MRI is not possible for the skull.
A common solution for obtaining the boundary between the brain 
compartment and the inner surface of the skull is to use the segmented 
gray and white m atter of the brain, and to inflate this slightly in order 
to get an estimate for the inner surface. Image processing techniques 
such as erosion and dilation can be applied to the segmentation of the 
brain (e.g. Stokking et al., 2000). For the determination of the outer 
surface of the skull, the MRI provides even less distinctive character­
istics. One may attem pt to determine the transition from skull to skin 
in the MRI, but often it is not very distinct due to the presence of 
a layer of subcutaneous fat. It is common practice to estimate the 
outer boundary from the skull by inflating the inner boundary (Curry; 
ASA). This results in a model of the skull which has a uniform thick­
ness, which is clearly not in accordance with anatomy. The thickness 
of the skull always shows local variations. An inflated skull surface is 
also very poor in representing the base of the skull. These deviations
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from the true skull thickness are known to affect source localization 
(Cuffin, 1993; Zanow, 1997; Huiskamp et al., 1999).
Other imaging modalities, such as X-ray Computer Tomography 
(CT), are capable of imaging the skull with sufficient contrast and 
resolution. These techniques could provide the information required 
for EEG volume conduction models that is currently lacking. Due to 
the radiation load involved, CTs cannot be made of healthy volunteers. 
Combining an individual MRI with an a priori model of the skull which 
can be obtained from a standard CT, combined with the application of 
geometrical deformation techniques (warping, e.g. Toga, 1999) could 
result in more accurate geometrical models for the head, and hence in 
more accurate volume conduction models for the EEG (c.f. Rifai et al., 
2000).
For accurate EEG source localization it is necessary to use a good 
estimate for the skull conductivity (Pohlmeier et al., 1997; Huiskamp 
et al., 1999; Laarne et al., 2000). A homogeneous skull conductivity 
of 1/80th of the brain conductivity is most often used (also in this 
thesis), but recent studies have suggested a higher conductivity of 
the skull (Hoekema et al., 2001; Oostendorp et al., 2000; Faes et al.,
1999) and hence a lower skull/brain conductivity ratio, although the 
measurements show a large interindividual variability. Experimental 
evaluation of dipole fitting on implanted sources suggest, that a ratio 
of 1/40 (Cuffin et al., 2001) or 1/80 (Homma et al., 1995) provides the 
most accurate dipole fit results. This issue still needs to be resolved 
for more accurate volume conduction modeling of the head.
Chapter 3 describes a suggested standard method for electrode 
placement that accommodates the large number of EEG electrodes 
that we used in our research. The new standard extends the currently 
endorsed 10-20 electrode placement system. The new 5% or 10-5 
system, as we call it, defines the location and name of 345 electrode 
sites on the surface of the head, and a subset of this is suitable for 
use with a 128-channel EEG system. Besides accurately defining the 
locations, the use of the nomenclature of the new standard makes 
the application of electrodes in high-resolution EEG experiments more 
easy. Furthermore, this new standard facilitates comparisons of ERPs
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Figure 7.1: Measurement of the electrode positions according to the 5% system. 
A) Measured electrode position, averaged over 10 subjects. B) Electrode positions 
for all individual subjects, the clouds of points indicate the intersubject variability. 
C) Electrode position difference between a single representative subject and the 
average. D) Electrode position difference between the average measured positions 
and the computer-generated positions according to the 5% system. The arrows 
indicate the systematic deviation of the electrode cap with respect to the standard.
B
between laboratories.
High-resolution EEG measurements are not usually performed 
with individually placed electrodes. Instead, electrode caps are used, 
constructed from a flexible material on which all electrodes are fixed 
at the correct position. These electrode caps provide a convenient way 
to place all electrodes at the proper location, and care has only to be 
taken to position a small number of electrodes (FPz, Iz, T7, T8, Cz) 
at the correct location with respect to the skull landmarks (nasion, 
inion, left and right preauricular points). However, although these 
caps usually try to adhere to a standard, the resulting locations of the
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electrodes do not necessarily correspond well enough to the standard 
locations on the individual’s head due to differences in head shape and 
errors which may be made in the placement of the cap.
To quantify these errors, the locations of the 128 electrodes that 
were used for the measurements described in Chapter 6 have been anal­
ysed in more detail, as shown in Figure 7.1. To facilitate the compar­
ison of the electrode locations between the subjects, the global differ­
ences in the shape of the head were accounted for using a 9-parameter 
linear transformation consisting of translation, rotation and scaling. 
The electrode locations averaged over all 10 subjects are shown in 
Figure 7.1A. Figure 7.1B shows the individual electrode locations of 
all subjects. One can observe a significant amount of scatter for the 
electrode position around their mean locations. The average distance 
between the electrodes and their mean location is 5 mm. Figure 7.1C 
shows the difference between the average and a single representative 
subject. The errors in locations are indicated by arrows that point 
from the average toward the measured location. It clearly shows that 
the errors in electrode placement are not random, but that the elec­
trode cap was placed slightly incorrect. Particularly in the right frontal 
inferior region the electrodes are shifted to the front, and as a whole 
the cap seems to have been rotated counter-clockwise. Not only are 
there errors in individual subjects, there is also a systematic difference 
between this particular cap and the standard 5% electrode placement 
for which it was designed. In Figure 7.1D, the differences between 
the standard electrode locations and the average measured electrode 
locations are shown. The areas where the electrode locations on the 
cap differ from the standard location are clearly visible. Based on the 
observed errors in the electrode placement on the individual subjects, 
and the difference between the average electrode locations and the 
standard, it should be concluded that standard electrode placement 
using a cap does not make the measurement of individual electrode 
positions using a 3D pointing device, e.g. an electromagnetic tracker 
(Polhemus), obsolete.
The event-related lateralization (ERL) is an important technique 
when dealing with the experimental data discussed in this thesis. The
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ERL is based on the assumption that activity in left and right hemi­
sphere is symmetric, and utilizes a comparison between two conditions 
in combination with a comparison of homologous electrodes over each 
hemisphere. The effect of this assumption is evaluated in Chapter 4, 
and the errors introduced in the ERL by brain asymmetries are deter­
mined. Relative errors in the ERL of 10% are found if the symmetry 
in an active area in both hemispheres deviates by 10 mm. Differences 
of 30 degrees in the orientation of the active area in both hemispheres 
results in ERL errors of up to 40%. The ERL is shown to be sensitive 
to symmetry deviations, and it is concluded that in topographic anal­
ysis a single subtraction of two ERP conditions should be preferred 
over the ERL.
An important aspect of symmetry revealed by the research that 
led to Chapter 4 is not comprehensively discussed in that chapter. 
In experimental conditions that result in lateralized activity, a source 
with a potential distribution that extends over both hemispheres, unex­
pected complex potential distributions can result from the lateraliza­
tion of the potential, as exemplified by the diagonal source in Figure 7.2 
(see also Figure 4.2). The effect of these complex potential distribu­
tions does not only occur in the ERL, but also in a single subtrac­
tion of the two conditions with opposite lateralizations. Furthermore, 
it occurs irrespective of whether the lateralization is fully symmetric. 
This effect was relevant to the modeling of the data described in Chap­
ters 5 and 6, given the location and orientation of an equivalent current 
dipole accounting for the visuospatial N2pc component. N2pc activity 
in the occipital lobe resembles a diagonal dipolar source, and this 
activity, which is primarily observed as a negativity over the occip­
ital area, also appears as a positivity over the contralateral central 
area.
The errors in the ERL due to deviations in the symmetry of later- 
alized sources, which have been quantified in Chapter 4, also have an 
important qualitative aspect for source analysis of lateralized potential 
distributions. Equivalent dipole source modeling of the ERL distribu­
tion entails an implicit symmetry constraint on the source model. The 
distribution of the ERL error, i.e. the difference between the potential
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Figure 7.2: Schematic representation of how the subtraction potential and the ERL 
are constructed, assuming a single lateralized source with a diagonal orientation. 
^ L and are the potential distributions due to a lateralized source in the left and 
right condition. These may have overlap with the potential distribution of non- 
lateralized sources (not shown), which is subtracted out in the single subtraction 
and in the ERL.
distribution of a symmetric lateralized dipole pair and the distribu­
tion of a lateralized dipole pair with a slight deviation from symmetry, 
resembles that of a quadrupole. A source model that provides a good 
fit to the ERL distribution not only needs to explains the two under­
lying lateralized potential distributions of interest, but it also needs 
to account for this quadrupolar error. A quadrupolar potential distri­
bution can be generated by two dipoles that are close to each other 
(near the midline) and that have an opposite orientation. Therefore, 
an equivalent dipole model for an ERL distribution that has an incor­
rect symmetry assumption will favor at least partially a quadrupolar 
solution, i.e. a dipole pair near the midline. Although not presented 
in this thesis, this was indeed observed in equivalent dipole modeling 
of experimental ERL distributions.
In tasks that involve lateralized visual spatial attention and a motor 
response, the ERP components of the activity related to these two 
processes overlap at central electrode locations. For the observed 
potentials at these central electrodes, it has been argued that the occip­
itally generated N2pc component has a large contribution to central 
areas due to volume conduction. In Chapter 5, a realistically-shaped 
volume conductor model was used in conjunction with PET and fMRI 
localization of the areas likely to be involved in the generation of the 
N2pc to determine the amplitude ratio between central and occipital 
electrodes. The conclusion drawn is that the observed potential at
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central electrodes cannot fully be explained by the anterior spread 
of the N2pc due to volume conduction. The observed activity at 
central electrodes is probably due to simultaneous activity in central 
and posterior brain areas.
Chapter 6 describes a high-resolution ERP study of visual spatial 
attention, specifically aimed at determining whether early activity in 
motor areas can be identified related to the attentional activity. A 
Simon-type stimulus-response compatibility task was employed (Korn­
blum et al., 1990), in which subjects were required to respond with 
either the left or the right hand to a stimulus presented on the left 
or right side of a computer screen. The response side was deter­
mined by the features of the stimulus (stimuli consisted of the letter 
A or B) and not by its horizontal location, resulting in conditions in 
which the stimulus and response side were compatible or incompatible. 
Statistical analysis of the ERL in different experimental conditions and 
source analysis using a distributed source model revealed that an ERP 
component (the N2cc) on central electrodes could be distinguished 
from the N2pc. The N2cc is likely to originate in the lateral premotor 
cortex, and reflects the functional coordination of visual attention and 
response selection.
Apart from its neuroscientific content, the study presented in 
Chapter 6 also illustrates that it is not advisable to try to escape 
from the use of prior information. It shows how statistical analyses, 
reasoning from associated neurophysiological observations and views 
on the characteristics of representative EEG channels were needed to 
enclose the source analysis. In the data underlying Chapter 6, as is 
not unusual for middle and long latency potential data, the isolated 
application of techniques for source localization and characterization 
is at risk of being underdetermined.
Without downplaying the importance of current techniques of 
source analysis as a crucial factor in this field, it is hardly ever possible 
to base conclusions on source characteristics obtained from straight­
forward inverse source modelling alone. This can be illustrated by the 
results from dipole source analysis applied to the data of Chapter 6. To 
investigate whether a small number of discrete sources can explain the
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data satisfactorily, from a combined biophysical and physiological point 
of view, equivalent dipole source modelling was performed. A single 
symmetric pair of dipoles already explains the combined N2pc/N2cc 
potential distribution with a low residual variance of around 4%. The 
location and strength of this dipole pair was physiologically implau­
sible, however. Assuming separate neural origins for the N2pc and 
N2cc, two pairs of dipoles for the N2pc and the N2cc were fitted. 
This assumption is supported by the simulations in Chapter 5 and 
it is consistent with the current source density analysis presented in 
Chapter 6. In line with the expectations, the two pairs adopted loca­
tions in occipito-temporal and central areas. The central pair of dipoles 
demonstrated a tendency to adopt locations near the midline, and the 
dipole locations were not very consistent over different experimental 
conditions, suggesting an unstable solution of the fitting procedure. 
Although such a dipole model was compatible with the conclusion 
presented in Chapter 6, it did not provide independent support for the 
results presented there. Interestingly, the linear estimation approach 
applied to these data, resulting in a source density estimate, revealed 
a much clearer source separation without incorporating prior informa­
tion.
For small ERP components such as the N2pc and the N2cc, source 
analysis is complicated by large inter-individual differences and noise, 
which is spatially and temporally correlated. With a better under­
standing of these inter-individual ERP differences and a more accurate 
characterization of the spatial and temporal correlations in the noise 
in the data, the techniques for source analysis can and must be further 
improved. Furthermore, additional prior information on the generators 
of the EEG, expressed in an appropriate mathematical framework, is 
desirable and can and should be used for further progress in the field of 
source analysis. If prior information about the source model is based 
upon the experimental hypothesis, special caution is required. Testing 
the validity of any hypothesis on a source model is severely limited if 
part of the hypothesis is incorporated in the model itself.
In summary, this thesis demonstrates how prior information can be 
applied in physical models that are used for source analysis of the EEG.
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It shows that realistic volume conduction models can be used that 
incorporate holes in the skull. The accurate placement of electrodes 
for high-density EEG measurements is described. It discusses how 
information on symmetry of sources in the brain can be used, and what 
the influence of incorrectly assumed symmetry in the sources is. The 
application of prior information on source locations is demonstrated 
in a forward modeling approach. A high-resolution EEG experiment 
is described to which source analysis was applied, making use of the 
prior information available in this experiment.
The available techniques for source analysis of the EEG still ask for 
a more thorough experimental evaluation and they merit the efforts 
towards a more accurate implementation of these techniques in an 
experimental setting.
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SAMENVATTING
De activiteit van de hersenen is aan de buitenkant op het hoofd te 
meten als kleine potentiaalverschillen, dit heet het electroencephalo­
gram ofwel EEG. De analyse van het EEG waarbij geprobeerd wordt de 
onderliggende bronnen in het hoofd te karakteriseren heet “bronmod- 
ellering”. Het onderzoek dat beschreven is in dit proefschrift omvat 
verschillende aspecten van EEG bronmodellering. Fundamenteel 
onderzoek naar volumegeleiding en bronmodellering is uitgevoerd en 
daarnaast zijn verschillende bronmodelleringstechnieken toegepast op 
experimentele data. In het algemeen laat dit proefschrift zien dat de 
toepassing van bronmodellering een waardevolle bijdrage kan opleveren 
in de analyse van het EEG.
Het doel van het onderzoek was het verbeteren van bronmodellering 
door gebruik te maken van a priori kennis, ofwel voorkennis, over de 
bronnen en de volumegeleider in de modellen. Alhoewel bronmodel- 
lering verbeterd kan worden door technieken die deze voorkennis in het 
model opnemen, zoals beschreven in dit proefschrift, bleek de experi­
mentele toepassing moeilijk, omdat voorkennis vaak niet zo hard is als 
wenselijk.
Hoofdstuk 2 laat zien wat de invloed is van de aanwezigheid van 
gaten in de schedel op de EEG potentiaalverdeling. Het verschil in 
potentiaalverdeling over het hele hoofd ten gevolge van een gat in de 
schedel kan oplopen tot 450%. Een analytische methode om de poten­
tiaalverdeling van een bepaalde bron in de hersenen te berekenen voor 
een volumegeleidingsmodel met een gat in de schedel is niet beschik­
baar, daarom is het nodig numerieke technieken toe te passen die resul­
teren in een benadering van de potentiaal. In hoofdstuk 2 wordt in 
detail beschreven hoe voor een van deze technieken, de “boundary 
element method” ofwel BEM, gaten in de schedel kunnen worden 
opgenomen in het volumegeleidingsmodel. Daarnaast is de BEM 
vergeleken met een andere numerieke techniek, de “finite difference 
method” (FDM). Deze vergelijking is uitgevoerd voor modellen met
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en zonder gat in de schedel en vervolgens zijn beide numerieke tech­
nieken ook vergeleken met de analytische oplossing voor een bolvormig 
model zonder gat in de schedel. De FDM bleek zeer nauwkeurig in het 
berekenen van de potentiaalverdeling zonder gat, maar was computa- 
tioneel niet erg efficient. Het verschil in de potentiaalverdelingen in 
de aanwezigheid van een gat berekend met de twee numerieke meth­
odes was slechts klein. Dit verschil kan worden verklaard door de 
wat geringere nauwkeurigheid van de BEM ten opzichte van de FDM, 
zoals ook blijkt uit de vergelijking van beide technieken met de exacte 
analytische oplossing voor een schedel zonder gat. Gezien de grote 
invloed die gaten hebben op de potentiaalverdeling en op inverse bron- 
schattingen is de conclusie dat, indien gaten aanwezig zijn in de schedel, 
ze opgenomen zouden moeten worden in volumegeleidingsmodellen met 
behulp van de BEM.
Hoofdstuk 2 laat tevens zien dat nauwkeurig modelleren van de 
volumegeleiding van het hoofd mogelijk is door middel van numerieke 
methoden. De feitelijke toepassing van dergelijke methoden is prak­
tisch echter vaak lastig. Vaak vormt een MRI de basis voor de geo­
metrische beschrijving van het hoofdmodel, maar hierin valt de schedel 
slecht te zien. Niet alleen de geometrische beschrijving van de verschil­
lende weefsels in het hoofd vormt een probleem, ook de geleidbaarheid 
van deze weefsels is niet met voldoende nauwkeurigheid bepaald. De 
schattingen die momenteel in de literatuur gebruikt worden voor de 
geleidbaarheid van de schedel lopen met een factor 4 uiteen.
Hoofdstuk 3 beschrijft een voorstel voor een standaard methode 
voor de plaatsing van elektrodes op het hoofd. Deze methode onders­
teunt een groot aantal elektrodes zoals in ons experimenteel onderzoek 
toegepast. De nieuwe standaard is een uitbreiding van de zogenaamde 
10-20 standaard voor elektrodeplaatsing zoals die momenteel het meest 
gebruikt wordt. Het nieuwe “5%” of 10-5 systeem beschrijft de positie 
en de naam van 345 elektrodelocaties op het hoofd. Een selectie hiervan 
is geschikt voor toepassing met 128-kanaals EEG systemen. Behalve 
dat de nieuwe standaard de positie nauwkeurig beschrijft, biedt ook de 
naamgeving van de elektrodeposities voordelen. Zo vergemakkelijkt de 
logische naamgeving het aanbrengen van de elektrodes op het hoofd en
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wordt de uitwisseling van EEG gegevens tussen onderzoeksinstituten 
vereenvoudigd.
Hoge resolutie EEG metingen worden in de praktijk niet uitgevoerd 
met individueel geplaatste elektrodes, maar de elektrodes zitten vast 
in een flexibele “cap” die op het hoofd van de proefpersoon wordt 
geplaatst. Zo’n flexibele cap wordt ontworpen om zo nauwkeurig 
mogelijk de electrodes op de gewenste positie op het hoofd te plaatsen. 
Zeker voor een groot aantal elektrodes is een elektrodecap een gebrui­
kersvriendelijke manier om alle elektrodes op de juiste positie te plaat­
sen. Een probleem kan echter ontstaan als in de voorbereiding van een 
EEG meting de cap scheef op het hoofd geplaatst wordt. Daarnaast is 
het ook mogelijk dat er in de cap fouten zitten in de plaats waarop de 
elektrodes gemonteerd zijn. Het is mogelijk om de individuele posities 
nauwkeurig na te meten na het plaatsen van de cap. In hoofdstuk 7 is 
de meting van de elektrodeposities van een 128-kanaals cap uitgevoerd 
voor 10 proefpersonen. Uit deze meting blijkt duidelijk dat er plaats- 
ingsfouten van de cap voorkomen. Daarnaast blijkt uit de vergelijking 
van de gemeten elektrodeposities met de elektrodeposities volgens de 
10-5 standaard dat er ook systematische fouten in de cap voorkomen 
ten gevolge van montagefouten. Deze fouten in de plaats van de elek­
trodes op het hoofd hebben enerzijds invloed op de resultaten van 
bronmodellering, maar anderzijds ook op de vergelijking van de poten­
tialen tussen proefpersonen. Daarom verdient het zeker aanbeveling de 
nauwkeurige meting van individuele elektrodeposities niet achterwege 
te laten, ook al wordt gebruik gemaakt van de nieuw voorgestelde 10-5 
standaard.
De zogenaamde “event-related lateralization” (ERL) is een belang­
rijke techniek voor de experimenten beschreven in dit proefschrift. De 
ERL is gebaseerd op de aanname dat activiteit in de linker en rechter 
hersenhelft symmetrisch is. Voor de ERL wordt een vergelijking van 
twee experimentele condities gecombineerd met een vergelijking van 
twee overeenkomstige elektrodes op beide kanten van het hoofd. In 
hoofdstuk 4 zijn de effecten van aanname van symmetrie geevalueerd 
en de fouten in de ERL veroorzaakt door asymmetrie in de hersenen 
gekwantificeerd. Relatieve fouten van 10% in de ERL worden gevonden
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indien de locatie van een gebied in de hersenen dat in de linker of 
rechter hersenhelft actief is in een van beide hersenhelften met 10 mm 
verschoven is. Verschillen van 30 graden in de richting van het opper­
vlak van de hersenschors tussen beide hersenhelften resulteren in een 
fout tot 40%. Gezien de gevoeligheid van de ERL voor afwijkingen 
van symmetrie tussen beide hersenhelften wordt geconcludeerd dat een 
analyse alleen gebaseerd op het potentiaalverschil tussen twee experi­
mentele condities te prefereren is boven de ERL.
Een observatie bij de ERL in hoofdstuk 4 dat daar verder niet uitge­
breid aan de orde komt, is dat de berekening van de ERL kan leiden 
tot complexe potentiaalverdelingen over het hoofd die de interpretatie 
van de onderliggende activiteit bemoeilijken. In figuur 7.2 wordt 
weergegeven hoe een enkele diepgelegen bron in linker of rechter hersen­
helft, leidt tot een potentiaalverdeling van de ERL die foutief geinter- 
preteerd zou kunnen worden als zijnde afkomstig van twee bronnen in 
elke hersenhelft.
De fouten in de ERL door afwijkingen van de symmetrie tussen 
beide hersenhelften hebben ook belangrijke consequenties voor bron­
modellering. In het modelleren van de ERL door middel van een 
dipoolmodel wordt een impliciete aanname van symmetrie gemaakt. 
De fout in de ERL ten gevolge van kleine symmetrieafwijkingen heeft 
een potentiaalverdeling over het hoofd die lijkt op die van een qua- 
drupool. Het bronmodel dat gebruikt wordt om de ERL te verklaren 
probeert de totale potentiaalverdeling zo goed mogelijk te beschrijven 
en zal ook deze quadrupolaire fout proberen te beschrijven. Twee 
tegengesteld georienteerde dipolen die zich dicht bij elkaar bevinden, 
in dit geval dicht bij de middellijn van de hersenen, zijn in staat 
een quadrupolaire potentiaalverdeling te genereren. Het gevolg is 
dat voor een experimenteel waargenomen ERL potentiaalverdeling, 
waarbij een incorrecte symmetrieaanname wordt gemaakt in het model, 
het model een voorkeur zal vertonen voor een gedeeltelijk quadrupo­
laire oplossing, resulterend in een dipoolpaar dicht bij de middellijn. 
Alhoewel dit niet gepresenteerd is in dit proefschrift, werd dit effect 
inderdaad geobserveerd in de bronmodellen van de experimentele data.
In een experimentele taak die spatieel gelateraliseerde visuele
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aandacht eist en waarbij tevens een motorische reactie gegeven moet 
worden, blijken de ERP componenten gerelateerd aan deze beide cogni­
tieve processen spatieel en temporeel te overlappen op elektrodes die 
boven centraal gelegen hersengebieden liggen. Voor de experimenteel 
geobserveerde potentialen is geclaimd dat de occipitaal gegenereerde 
N2pc component een sterke bijdrage heeft op centrale elektrodes ten 
gevolge van volumegeleiding. In hoofdstuk 5 is gekeken naar de ampli­
tude van de N2pc op centrale elektrodes die waarneembaar is ten 
gevolge van volumegeleiding. De amplitude op deze elektrodes is 
vergeleken met die op de occipitaal gelegen elektrodes waar de N2pc 
maximaal is. Hierbij is gebruik gemaakt van een realistisch gevormd 
volumegeleidingsmodel van het hoofd in combinatie met nauwkeurige 
lokalisatie door middel van PET en functionele MRI van de hersenge- 
bieden die waarschijnlijk betrokken zijn bij de generatie van de N2pc. 
De conclusie is dat de geobserveerde potentiaal op centrale elektrodes 
niet volledig verklaard kan worden door de volumegeleiding van de 
N2pc bron naar de centrale elektrodes. De activiteit die waargenomen 
wordt op centrale elektrodes is daarom waarschijnlijk het gevolg van 
gelijktijdige activiteit in centrale en posterieure hersengebieden.
Hoofdstuk 6 beschrijft een ERP onderzoek dat uitgevoerd is met 
een hoge resolutie, met als doel vast te stellen of er vroege activiteit 
is in motor gebieden die gerelateerd is aan visueel spatiele aandacht. 
Een stimulus-respons taak werd gebruikt, waarbij de proefpersonen zo 
snel mogelijk met de linker of de rechter hand moesten reageren na de 
presentatie van een stimulus aan de linker of rechter kant van een beeld­
scherm. De hand waarmee gereageerd moest worden werd bepaald door 
de eigenschappen van de stimulus (een letter A of B) en niet door de 
positie van de stimulus op het scherm. Dit resulteerde in compatibele 
condities waarbij de kant van de stimulus overeen kwam met die van de 
respons, en incompatibele condities waarbij stimulus- en responskant 
niet overeen kwamen. Statistische analyse van de ERL in de verschil­
lende experimentele condities en bronanalyse, waarbij gebruik werd 
gemaakt van een gedistribueerd bronmodel, lieten zien dan een speci­
fieke ERP component, de N2cc, op centrale elektrodes te onderscheiden 
was van de N2pc. De N2cc wordt waarschijnlijk gegenereerd in de la-
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terale premotor cortex en weerspiegelt de functionele coördinatie van 
visuele aandacht en respons selectie.
De toepassing van bronanalyse op kleine ERP componenten zoals 
de N2pc en de N2cc is lastig door de grote verschillen die in deze 
componenten tussen proefpersonen bestaan en door ruis in de data 
die zowel temporeel als spatieel gecorreleerd is. De technieken voor 
bronanalyse zouden verbeterd kunnen worden door een beter begrip 
van deze verschillen tussen proefpersonen en door een betere beschrij­
ving van de ruis. Verder is uitgebreidere voorkennis over de bronnen 
van het EEG nodig, waarbij het belangrijk is dat deze kennis in een 
wiskundige beschrijving is te geven. De toepassing van dergelijke 
kennis is niet alleen wenselijk vanuit experimenteel oogpunt, maar 
ook noodzakelijk om het onderzoeksveld van de bronanalyse verder te 
helpen. Extra voorzichtigheid is nodig indien de voorkennis voor het 
bronmodel gebaseerd is op de hypothese die experimenteel onderzocht 
wordt. De mogelijkheid om de validiteit van een gegeven hypothese te 
toetsen is beperkt als de hypothese vervlochten is met het model.
Samenvattend laat dit proefschrift zien hoe voorkennis toegepast 
kan worden in fysische modellen die gebruikt kunnen worden voor bron- 
analyse van het EEG. Het laat zien hoe realistisch gevormde volume­
geleidingsmodellen gebruikt kunnen worden bij de aanwezigheid van 
gaten in de schedel. De nauwkeurige plaatsing van elektrodes voor hoge 
resolutie EEG metingen is beschreven. De toepassing van informatie 
over symmetrie in bronnen in de hersenen is besproken en de invloed 
van incorrecte aannames in symmetrie is bepaald. Een toepassing van 
voorkennis over bronlocaties is gedemonstreerd door gebruik te maken 
van een voorwaarts model. Een hoge resolutie EEG experiment is 
beschreven waarbij bronanalyse is toegepast, gebruik makend van de 
voorkennis beschikbaar in dit experiment.
De beschikbare technieken voor bronanalyse van het EEG vergen 
nog steeds een verdere grondige experimentele evaluatie. De ervaringen 
opgedaan tijdens het onderzoek beschreven in dit proefschrift leren dat 
de inspanning, die nodig is om een nauwkeurigere toepassing van deze 
technieken mogelijk te maken in een experimentele setting, de moeite 
waard is.
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