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Abstract—Radio Frequency Identification (RFID) is one of the 
critical technologies of the Internet of Things (IoT). With the rapid 
development of IoT and the extensive use of RFID in our life, the 
step of RFID development should be faster. However, the tags in 
an RFID system are more and more utilized, both of them 
communicate in the same channel. The signal the reader received 
is mixed, and the reader cannot get the correct message the tags 
send directly. This phenomenon is often called a collision, which is 
the main obstacle to the development of the RFID system. 
Traditionally, the algorithm to solve the collision problem is called 
the anti-collision algorithm, the widely used anti-collision 
algorithm is based on Time Division Multiple Access (TDMA) like 
ALOHA-based and Binary search-based anti-collision algorithm. 
The principle of the TDMA-based anti-collision algorithm is to 
narrow the response of tags to one in each query time. These 
avoidance anti-collision algorithms performance poor when the 
number of tags is huge, thus, some researchers proposed the Blind 
Source Separation (BSS)-based anti-collision algorithm. The blind 
anti-collision algorithms perform better than the TDMA-based 
algorithms; it is meaningful to do some more research about this 
filed. This paper uses several BSS algorithms like FastICA, 
PowerICA, ICA_p, and SNR_MAX to separate the mixed signals 
in the RFID system and compare the performance of them.  
Simulation results and analysis demonstrate that the ICA_p 
algorithm has the best comprehensive performance among the 
mentioned algorithms. The FastICA algorithm is very unstable, 
and has a lower separation success rate, and the SNR_MAX 
algorithm has the worst performance among the algorithms 
applied in the RFID system. Some advice for future work will be 
put up in the end. 
 




adio Frequency Identification (RFID) plays an important 
role in future IoT applications. It consists of three parts, 
computer, reader, and tags [1,2]. All of the tags communicate 
with the reader through the same wireless channel [3], once 
more than one tags in the scope of the reader, the backscattering 
signals will be mixed randomly, thus, the reader cannot 
recognize the message the tags transmitted directly. To solve 
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this problem, the reader must use specific methods to avoid the 
collision, i.e., anti-collision algorithm [4,5,6].   
RFID belongs to the sensor layer of IoT, various sensors 
connect to IoT through RFID [7,8].  As IoT is an important 
technology of future life, the RFID system is required to be 
faster and with high stability [9-12], which is a huge challenge.  
The anti-collision algorithm plays an important role of the 
RFID system, via robust anti-collision algorithms, the RFID 
system will perform better and match the IoT better.   
The traditional anti-collision algorithms are ALOHA-based 
and Binary search-based anti-collision algorithms. Both of 
them are based on Time Division Multiple Access (TDMA). 
They are easy to apply, but the time cost of these algorithms is 
high and the tags in such a system may not be identified in some 
cases [13-15]. The rule of the TDMA-based anti-collision 
algorithms is narrowing the tag’s response to one in each query 
time. The RFID system uses these anti-collision algorithms will 
query and response several times, in some low Signal Noise 
Ratio (SNR) channel, the tags may be lost because of the silent 
command of the reader [16]. The maximum throughput of the 
RFID system using the dynamic frame slotted Aloha (DFSA, 
one of the TDMA-based anti-collision algorithm) is only 42.6% 
[17], and the maximum throughput of the RFID system using 
the Binary-tree searching of regressive index anti-collision 
algorithm is lower than 50% [18]. To get better performance, 
some researchers proposed the anti-collision algorithms based 
on the FastICA algorithm [19,20]. The RFID systems use these 
algorithms received a better result. the throughput of these 
systems is up to 69% of the highest [21-26], but the 
performance is not equal to expectation, the system uses 
FastICA algorithm performance bad in a low SNR channel, and 
the tag may not be identified even in a high SNR channel [27].   
This paper aiming to find the fast and stable blind algorithms 
which can separate the RFID system mixed-signal well. This 
paper cites some BSS methods like PowerICA, ICA_p, and 
SNR_MAX to the RFID system, and simulate in the computer 
via MATLAB. The performance of the algorithms can be 
represented by the Similarity between Source and Results (SSR) 
[22]. When the SSR is bigger than 0.92, we believe that 
separation is a success. The Success Rate (SR) can represent the 
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this problem, the reader must use specific methods to avoid the 
collision, i.e., anti-collision algorithm [4,5,6].   
RFID belongs to the sensor layer of IoT, various sensors 
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2 
performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 
The rest of the pap  is structured as follows. I  secti n 2, the 
model of the RFID system and collision in the RFID system 
will be co struct d. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
PowerICA, ICA_p, and SNR_MAX. In section 4, the 
simulation of these me tio ed algorithms will be implemented. 
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
suggested.  
II. SYSTEM MODEL AND PROBLEM FORMULATION 
The RFID system consists of three parts: the computer the 
reader and the tags. The reader sends the order and the energy 
through the Radio Frequency (RF) channel to the tags. The tags 
send back the data to the reader through the RF channel. Then 
the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
made the model becoming an under-determined model. 
However, the algorithms we used are both only matches a 
determined or over-determined model, so we need to divide the 
tags into several groups then separate the mixed signals of every 
group. 
Assume that there are m reader antennas, the received signals 
are [ , ,..., ]Τ= 1 2 mX x x x , , ,...,1 2 mx x x  is the received signal 
vector of each reader antenna. Suppose that each group has n 
tags, the unknown signals of the n tags are 1 2 n[ , ,..., ]
Τ=S s s s ,  
where 1 2 n, ,...,s s s  is the source signal vector of each tag. After 
the source signal S transmits through the RF channel, the 
signals may be randomly mixed, and the received signals X are 
far different from S, we presume the mixing matrix is m n×M . 
Then the relation between X and S is：  
+X = MS n                                    (1) 
The received signals X cannot be processed by the traditional 
reader, in other words, the collision has happened. The n is the 
noise matrix, it is white Gaussian noise usually.  We can see the 




















Fig. 1. RFID model 
We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 

























 Fig. 3. Traditional anti-collision method 
BSS is a data-driven signal processing method which posed 
in the 1980s [28,29]. It involves extracting and recovering the 
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the critical technologies of the Internet of Things (IoT). With 
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lized, all of them communicate in the ame channel. The RFID 
reader receives mixed signals, and the reader cannot get the cor-
rect essage the t gs send directly. This phenomenon is often 
alled a collision, which is the main ob tacle o th  development 
of the RFID syst m. Traditio ally, the algorithm to olve the col-
lision problem is called the a ti-collision algorithm, the widely 
us d anti-c llisio  algorithm is based on Time Division Multiple 
Access (TDMA) like ALOHA-based and Bi ary search-bas  
anti-collisi n algorithm. T e principle of the TDMA-based anti-
collision algorithm is to narrow the res onse of tags to o e in 
each query time. These anti-c llision lgorithms erform poorly 
w n the number of tags is huge, thus, some researchers pro-
posed the Blind Source Separation (BSS)-based anti-collision 
l it . The blind anti-c llision alg rithms perform better 
than the TDMA-based algorithms; it is meaningful to do some 
mor  research about this file . This pa er uses several BSS l-
gorithms like FastICA, PowerICA, ICA_p, and SNR_MAX to 
separ te the mixed sign ls in the RFID system and compare 
the perform nce of them. Simulation results and an lysis dem-
onstrate th t the ICA_p algorithm has the best co prehensive 
performance among the mentioned algorithms. The FastICA 
l i  is very unstable, and has a lower separation succes  
rate, and the SNR_MAX algorithm has the worst performanc  
among the algorith s applied in the RFID system. Some advice 
for future work will be put up in the end.
Index Terms—BSS, RFID, FastICA, ICA_P, PowerICA, SNR- 
Max.
Blind anti-collision methods for RFID system: 
a comparative analysis
INFOCOMMUNICATIONS JOURNAL
SEPTEMBER 2020 • VOLUME XII • NUMBER 3 9
> 129 < 
 
2 
performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 
The rest of the paper is structured as follows. In section 2, the 
model of the RFID system and collision in the RFID system 
will be constructed. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
PowerICA, ICA_p, and SNR_MAX. In section 4, the 
simulation of these mentioned algorithms will be implemented. 
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
suggested.  
II. SYSTEM MODEL AND PROBLEM FORMULATION 
The RFID system consists of three parts: the computer the 
reader and the tags. The reader sends the order and the energy 
through the Radio Frequency (RF) channel to the tags. The tags 
send back the data to the reader through the RF channel. Then 
the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
made the model becoming an under-determined model. 
However, the algorithms we used are both only matches a 
determined or over-determined model, so we need to divide the 
tags into several groups then separate the mixed signals of every 
group. 
Assume that there are m reader antennas, the received signals 
are [ , ,..., ]Τ= 1 2 mX x x x , , ,...,1 2 mx x x  is the received signal 
vector of each reader antenna. Suppose that each group has n 
tags, the unknown signals of the n tags are 1 2 n[ , ,..., ]
Τ=S s s s ,  
where 1 2 n, ,...,s s s  is the source signal vector of each tag. After 
the source signal S transmits through the RF channel, the 
signals may be randomly mixed, and the received signals X are 
far different from S, we presume the mixing matrix is m n×M . 
Then the relation between X and S is：  
+X = MS n                                    (1) 
The received signals X cannot be processed by the traditional 
reader, in other words, the collision has happened. The n is the 
noise matrix, it is white Gaussian noise usually.  We can see the 




















Fig. 1. RFID model 
We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 

























 Fig. 3. Traditional anti-collision method 
BSS is a data-driven signal processing method which posed 
in the 1980s [28,29]. It involves extracting and recovering the 
> 129 < 
 
2 
performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
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simulation in these two aspects. 
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will be constructed. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
PowerICA, ICA_p, and SNR_MAX. In section 4, the 
simulation of these mentioned algorithms will be implemented. 
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
suggested.  
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the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 
The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by e inter or circuit
of each tag, thus, it is s atistically independent. The dist bution
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  
=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to t  
equation:  
≈ -1W M                                         (3) 
Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 
Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
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III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 
algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  
A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 
where the source signal and mixing matrix are unknown. To 
make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 













Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 
between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 
( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 
process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors
( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  
1/2− Τ=T D E                                    (6) 
 Then the whitened data:  
1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 
algorithm. The FastICA algorithm finds the de-mixing matrix 
W by the iteration objective function:  
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quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
( ) ( ) ( ) ( )'1 1
1
1
1 log cosh , tanh
1 2





u u u u




performance in another form. e hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 
The rest of the paper is structured as follows. In section 2, the 
model of the RFID system and collision in the RFID system 
will be constructed. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
Powe ICA, ICA_p, d SNR_MAX. In section 4, the
simulation of these me tioned algorithms will be implemented.
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
suggested.  
II. SYSTEM MODEL AND PROBLEM FORMULATION 
The RFID system consists of three parts: the computer the 
reader and the tags. The reader sends the order and the energy 
through the Radio Frequency (RF) channel to the tags. The tags 
send back the data to the reader through the RF channel. Then 
the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
made the model becoming an under-determined model. 
How ver, the algorit ms we used are b th only matches a 
determined or over-determined model, so we need to divide the 
tags into several groups then separate the mixed signals of every 
group. 
Assume that there are m reader antennas, the received signals 
are [ , ,..., ]Τ= 1 2 mX x x x , , ,...,1 2 mx x x  is the received signal 
v ctor of ach read antenna. Suppose that each group has n 
tags, the unkno n signals of the n tags are 1 2 n[ , ,..., ]
Τ=S s s s ,  
where 1 2 n, ,...,s s s  is the source signal vector of each tag. After 
the source signal S transmits through the RF channel, the 
signals may be randomly mixed, and the received signals X are 
far different from S, we presume the mixing matrix is m n× . 
Then the relation between X and S is   
+X = S n                                    (1) 
The received signals X cannot be processed by the traditional 
reader, in other words, the collision has happened. The n is the 
noise matrix, it is white Gaussian noise usually.  e can see the 




















Fig. 1. RFID model 
e can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the  in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
























 Fig. 3. Traditional anti-collision method 
BSS is a data-driven signal processing method which posed 


















Blind anti-collision methods for RFID system: 
a comparative analysis
SEPTEMBER 2020 • VOLUME XII • NUMBER 310
INFOCOMMUNICATIONS JOURNAL
> 129 < 
 
3 
underlying source signals from multivariable statistical data. 
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distribution. 
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received signal X, which can make the equation:  
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traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  
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FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 
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distribution of the source signal is at most one Gaussian 
distribution. 
The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
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of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
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ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  
A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 
where the source signal and mixing matrix are unknown. To 
make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 
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1/2− Τ=T D E                                    (6) 
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Then maximizes the Lagrangian:  
( ) ( ) ( ), 1
2
L G R λλ Τ Τ = Ε − − w w w w                (10) 
B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-
point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   
Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  
( ) ( ) ( ) ( )L , R 12G
λ
λ Τ Τ = Ε − − 
w
w w w w          (11) 
Thus, the algorithm solving：  
( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 
( ) ( )
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Until convergence. The ( )β w  in (13) is a scalar multiplier 
defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  
C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 
Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
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They denote the approximation by 2H in the first step:  
2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 
Then denoted 1H , goes one step further and replaces îjh  by 
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They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  
D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 
complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  
( ) ( )
10log 10logs s s sSNR





• − • −
        (17) 
But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 
changes to:  
( ) ( )
10log 10logs s y ySNR





• − • −
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        (18) 
After some simplification, the final objective function is: 
( )
( ) ( )
10log y yF y SNR





− • − 
          (19) 
They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 
IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 
We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  
This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  
Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
know  in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 
The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussia  distribution. So, the mixed 
signal of the RFID system can be separate  by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  
=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 
equation:  
≈ -1W M                                         (3) 
Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 
Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
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The ICA method minimizes the statistical dependence 
between each component of the signal, highlights the essential 
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Then the data can be separated successfully by the FastICA 
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W by the iteration objective function:  
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underlying source signals from multivariable statistical data. 
The source signal is u known and either the mixing process is 
unknown in advance. There is only a small amount f prior 
k owledge such as statistical independence of source signal, the 
distribution of the sour e signal is at most on  Gaussian 
istri ti . 
The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wirel ss channel is 
u know  too. The sourc  signal generated b  th  interior circuit 
of each tag, thus, it is statistically i dependent. The distribution 
f the source signal is non-Gaussia  distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix  by the 
received signal X, which can make the equation:  
= I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 
equation:  
≈ -1                                         (3) 
Denote the signal we separated as Y, then we get the equation: 
≈ =Y = X = S IS S                         (4) 
Use the BSS algorithms to separate the mixed signal of RFID 
system. e can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. e can s e the new anti-collision method in 
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III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 
algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative atrix Factorization (N F), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the pr sentation of BSS lgorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduce . The SNR- AX algorithm 
is also included for its simplification to make a comparation.  
A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 
where the source signal and mixing matrix are unknown. To 
make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real rando  
v riables with zero means and are statistically ind pendent of 
each other; (2) the nu ber of source signals n should be less 
than or equal to the number of observed signals m ( )n ≤ . The
mixing matrix  is a n× unknown matrix with full rank; (3) 
At most one source signal is all ed to satisfy the Gaussian 
distributi . The schematic block iagram of the ICA is 













Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 
between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], nd the 
FastICA algorithm has a requireme t that the data should be 
centered nd pre-w itened. e can subtract the mean of th  
receive  signal to center the data. 
( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 
process [28] can be finished by th  following steps: First, we 
calculate the eigenvalu s: ( )1 2= , ,..., me e eE a d eigenvectors
( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  
1/2− Τ=T D E                                    (6) 
 Then the whitened data:  
1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 
algorithm. The FastICA algorithm finds the de-mixing matrix 
 by t e iteration objective function:  







J k G G
=
≈ −      y y v               (8) 
here ik is a positive co stant a d v is a random variable of 
the G ussian w th zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
( ) ( ) ( ) ( )'1 1
1
1
1 log cosh , tanh
1 2
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underlying source signals fro  ultivariable statistical data. 
The source signal is unkno n and either the ixing process is 
unkno n in advance. There is only a s all a ount of prior 
kno ledge such as statistical independence of source signal, the 
distribution of the source signal is at ost one aussian 
distribution. 
The source signal is the ave the tag backscattered e don’t 
kno  before, and the ixed process in the ireless channel is 
unkno n too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non- aussian distribution. So, the ixed 
signal of the RFI  syste  can be separated by the BSS ethods. 
The BSS algorith s can calculate a de- ixing atrix  by the 
received signal , hich can ake the equation:  
= I                                  (2) 
I in equation (2) is an identity atrix. It is equal to the 
equation:  
≈ -1                                         (3) 
enote the signal e separated as , then e get the equation: 
≈ == = S IS S                         (4) 
se the BSS algorith s to separate the ixed signal of RFI  
syste . e can identify several tags in each ti e, it can save a 
lot of ti e and i prove the efficiency of the RFI  syste  
significantly. e can see the ne  anti-collision ethod in 
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III. BSS ALGORITH S 
BSS algorith s is a huge ata-driven signal processing 
algorith  fa ily, include several algorith s such as Principle 
Co ponent nalysis (PC ), Independent Co ponent nalysis 
(IC ), on-negative atrix Factorization ( F), Sparse 
Co ponent nalysis (SC ) and so on [28]. The IC  algorith  
is the presentation of BSS algorith s, in the next ork, the 
traditional FastIC  algorith  and the i proved IC _p and 
IC _p algorith  ill be introduced. The S R-  algorith  
is also included for its si plification to ake a co paration.  
A. ICA ethod 
IC  is ainly used to solve the proble  of BSS [29]. In cases 
here the source signal and ixing atrix are unkno n. To 
ake sure the IC  algorith  can separate the source signal
fro  the ixed signals ell, erely assu ing that the source
signals are statistically independent [27]. The IC  algorith  
has an assu ption that: (1) source signals are real rando  
variables ith zero eans and are statistically independent of 
each other; (2) the nu ber of source signals n should be less 
than or equal to the nu ber of observed signals ( )n ≤ . The 
ixing atrix  is a n× unkno n atrix ith full rank; (3) 
t ost one source signal is allo ed to satisfy the aussian 
distribution. The sche atic block diagra  of the IC  is 
depicted in Figure 5.  
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IC  calculate de-






Fig.  5.  Block diagram of ICA 
The IC  ethod ini izes the statistical dependence 
bet een each co ponent of the signal, highlights the essential 
structure of the source signal. ne of the ost popular IC  
algorith s is the FastIC  fixed-point algorith  [28], and the 
FastIC  algorith  has a require ent that the data should be 
centered and pre- hitened. e can subtract the ean of the 
received signal to center the data. 
( )E= -                                  (5) 
E(.) is the operator to get the expectation. The hitening 
process [28] can be finished by the follo ing steps: First, e 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors
( )1 2, ,..., md d d=  of the received data, Then the hitening 
atrix can be calculated by:  
1/2− Τ=T E                                    (6) 
 Then the hitened data:  
1 = T                                        (7) 
Then the data can be separated successfully by the FastIC  
algorith . The FastIC  algorith  finds the de- ixing atrix 
 by the iteration objective function:  









≈ −      y y v               (8) 
here ik is a positive constant and v is a rando  variable of 
the aussian ith zero ean and unit variance. ( )i •  is a non-
quadratic function, the select of  is different of the aussian 
distribution [28]. s the RFI  signals are sub- aussian so the 
 can be chosen as follo s:  
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Then maximizes the Lagrangian:  
( ) ( ) ( ), 1
2
L G R λλ Τ Τ = Ε − − w w w w                (10) 
B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-
point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   
Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  
( ) ( ) ( ) ( )L , R 12G
λ
λ Τ Τ = Ε − − 
w
w w w w          (11) 
Thus, the algorithm solving：  
( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 
( ) ( )











                    (13) 
Until convergence. The ( )β w  in (13) is a scalar multiplier 
defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  
C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 
Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
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           (14) 
They denote the approximation by 2H in the first step:  
2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 
Then denoted 1H , goes one step further and replaces îjh  by 
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They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  
D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 
complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  
( ) ( )
10log 10logs s s sSNR





• − • −
        (17) 
But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 
changes to:  
( ) ( )
10log 10logs s y ySNR





• − • −
 
 
        (18) 
After some simplification, the final objective function is: 
( )
( ) ( )
10log y yF y SNR





− • − 
          (19) 
They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 
IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 
We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  
This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  
Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 
The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  
=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 
equation:  
≈ -1W M                                         (3) 
Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 
Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 














 Fig. 4. BSS anti-collision method 
III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 
algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  
A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 
where the source signal and mixing matrix are unknown. To 
make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 













Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 
between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 
( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 
process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors
( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  
1/2− Τ=T D E                                    (6) 
 Then the whitened data:  
1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 
algorithm. The FastICA algorithm finds the de-mixing matrix 
W by the iteration objective function:  







J k G G
=
≈ −      ∑y y v               (8) 
Where ik is a positive constant and v is a random variable of 
the Gaussian with zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
( ) ( ) ( ) ( )'1 1
1
1
1 log cosh , tanh
1 2
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 
The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  
=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 
equation:  
≈ -1W M                                         (3) 
Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 
Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
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III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 
algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  
A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 
where the source signal and mixing matrix are unknown. To 
make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 













Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 
between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 
( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 
process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors
( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  
1/2− Τ=T D E                                    (6) 
 Then the whitened data:  
1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 
algorithm. The FastICA algorithm finds the de-mixing matrix 
W by the iteration objective function:  







J k G G
=
≈ −      ∑y y v               (8) 
Where ik is a positive constant and v is a random variable of 
the Gaussian with zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
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1
1
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Then maximizes the Lagrangian:  
( ) ( ) ( ), 1
2
L G R λλ Τ Τ = Ε − − w w w w                (10) 
B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-
point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   
Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  
( ) ( ) ( ) ( )L , R 12G
λ
λ Τ Τ = Ε − − 
w
w w w w          (11) 
Thus, the algorithm solving：  
( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 
( ) ( )
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Until convergence. The ( )β w  in (13) is a scalar multiplier 
defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  
C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 
Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
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           (14) 
They denote the approximation by 2H in the first step:  
2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 
Then denoted 1H , goes one step further and replaces îjh  by 
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They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  
D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 
complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  
( ) ( )
10log 10logs s s sSNR





• − • −
        (17) 
But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 
changes to:  
( ) ( )
10log 10logs s y ySNR





• − • −
 
 
        (18) 
After some simplification, the final objective function is: 
( )
( ) ( )
10log y yF y SNR
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          (19) 
They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 
IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 
We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  
This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  
Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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When compare the SSR and SR change with the SNR, we set 
the data length of the tags to 1000, the SNR change from 0 to 
30, simulation results are shown in Figure 7 and Figure 8. When 
compare the SSR and SR change with the data length of the tags, 
we set SNR to 25, the data length of tags change from 500 to 
5000 with a step of 500, the results are shown in Figure 9 and 
Figure 10. All of the data are an average of 3000 times.  
Generate s urce 
signal Snxk
Through the RF 
channel
Mix the signal 
and add noise.
X=MS+n





Fig. 6. Block diagram of the simulation process 
 
Fig. 7. SSR changes with SNR 
In Figure 7, firstly, the trend of SSR changes with SNR is 
correct. Generally, when the channel’s SNR is up to 20, the SSR 
is more than 0.92, it is a very good performance. When the 
channel’s SNR is less than 20, the performance of the ICA_p 
algorithm is the best, and the PowerICA algorithm is as good as 
the ICA_p algorithm but just a little bit worth than the later, the 
FastICA algorithm has a low SSR, especially in the low SNR 
channel. Actually, the FastICA algorithm is not stable, the 
iteration of the FastICA algorithm may not convergence, we 
deleted the data not convergence then draw Figure 7 and Figure 
8. The performance of the SNR_MAX is very poor no matter 
the condition of channel is good or bad, we believe the low 
computational complexity of the SNR_MAX algorithm may 
explain this result. In conclusion, the ICA_p has the best 
comprehensive performance. The PowerICA algorithm has 
almost the same performance with the ICA_p algorithm. 
FastICA performnot so good in a channel with low SNR, and it 
is not stable. The SNR_MAX algorithm can not meet the 
requirement of the RFID system. 
 
Fig. 8. SR changes with SNR 
The paper also compared the SR changes with the channel’s 
SNR, the result is shown in Figure 8. Usually, if the SSR is 
bigger than 0.92, we claim the separate is a success. In the curve, 
we found the FastICA, ICA_p, PowerICA algorithm have the 
related SR trend, but the ICA_p algorithm performance a little 
better. The SNR_MAX algorithm is hard to satisfy the system. 
 
Fig. 9. SSR changes with the data length of tags
 
From Figure 7 and 8, we can find that the curve becomes 
smooth when the SNR of the channel is more than 25 and the 
performance of the algorithms are both very good, which means 
the SNR in this level make no much difference of the SSR. So, 
we set the SNR to 25, then compare the algorithms’ 
performance in different data length of tags. Figure 9 shows the 
performance, it tells the trues that all of the algorithms do well 
when the length of the tags change from 500 to 5000. Because 
of the relation between the SSR and the SR, we believe that the 
success rate has the same trend as the correlation. Figure 10 
verify the guess. 
> 129 < 
 
4 
Then maximizes the Lagrangian:  
( ) ( ) ( ), 1
2
L G R λλ Τ Τ = Ε − − w w w w                (10) 
B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-
point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm re exist. The classical d rivati n of the FastICA 
algorithm has difficulty in separat ng large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respe tively.   
Shahab Basiri [27] provided a novel power iteratio  
algorithm for FastICA which is remarkably more stable when 
the s mple size is not orders of magnitudes larger than the 
dimension. And the Po erICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified ssumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power teration eth d f r 
FastICA. The new Pow rICA algorithm can conv rge in the 
case of the =m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change t  
Lagrangian to:  
( ) ( ) ( ) ( )L , R 12G
λ
λ Τ Τ = Ε − − 
w
w w w w          (11) 
Thus, the algorithm solving：  
( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 
( ) ( )











                    (13) 
Until convergence. The ( )β w  in (13) is a scalar multiplier 
defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  
C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 
Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian appr ximations. They 
found th t the Hessian approximations have a low c st per 
it ration but not accurate enough o real data. To solve this 
problem, he use of o timization algorithm which ‘learns’ 
cu vature from he past iterations of the solver, and accel rates 
it by preconditioning with Hessian approximations. Th y put 
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           (14) 
They denote the approximation by 2H in the first step:  
2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 
Then denoted 1H , goes one step further and replaces îjh  by 














                    (16) 
They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  
D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 
complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditi l 
algorithms, eye o  th  charact r that SNR is maximal whe  
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generaliz d 
eigenvalue problem, a d get de-mixing matrix without ite ion. 
e  use th  difference between the source signal and the 
estimated signa : e = s - y as a no se sign l. Then get the SNR 
function:  
( ) ( )
10log 10logs s s sSNR





• − • −
        (17) 
But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 
changes to:  
( ) ( )
10log 10logs s y ySNR





• − • −
 
 
        (18) 
After some simplification, the final objective function is: 
( )
( ) ( )
10log y yF y SNR





− • − 
          (19) 
They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 
IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 
We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknow  
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the alg rithms entioned before will be sed to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  
This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags. 
Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 
The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  
=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 
equation:  
≈ -1W M                                         (3) 
Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 
Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 














 Fig. 4. BSS anti-collision method 
III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 
algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  
A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 
where the source signal and mixing matrix are unknown. To 
make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 













Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 
between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 
( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 
process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors
( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  
1/2− Τ=T D E                                    (6) 
 Then the whitened data:  
1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 
algorithm. The FastICA algorithm finds the de-mixing matrix 
W by the iteration objective function:  







J k G G
=
≈ −      ∑y y v               (8) 
Where ik is a positive constant and v is a random variable of 
the Gaussian with zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
( ) ( ) ( ) ( )'1 1
1
1
1 log cosh , tanh
1 2





u u u u
       (9) 
   
 
 
erl i  s rce si als fr  lti aria le statistical ata. 
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 i  a a ce. ere is l  a s all a t f ri r 
le e s c  as statistical i e e e ce f s rce si al, t e 
istri ti  f t e s rce si al is at st e a ssia  
istri ti . 
e s rce si al is t e a e t e ta  ac scattere  e ’t 
 ef re, a  t e i e  r cess i  t e ireless c a el is 
 t . e s rce si al e erate   t e i teri r circ it 
f eac  ta , t s, it is statisticall  i e e e t. e istri ti  
f t e s rce si al is - a ssia  istri ti . , t e i e  
si al f t e I  s ste  ca  e se arate   t e  et s. 
e  al rit s ca  calc late a e- i i  atri    t e 
recei e  si al , ic  ca  a e t e e ati :  
I                                  ( ) 
I i  e ati  ( ) is a  i e tit  atri . It is e al t  t e 
e ati :  
-1                                         ( ) 
e te t e si al e se arate  as , t e  e et t e e ati : 
I                         ( ) 
se t e  al rit s t  se arate t e i e  si al f I  
s ste . e ca  i e tif  se eral ta s i  eac  ti e, it ca  sa e a 
l t f ti e a  i r e t e efficie c  f t e I  s ste  
si ifica tl . e ca  see t e e  a ti-c llisi  et  i  














 Fig. 4. SS anti-collision ethod 
III.  I S 
 al rit s is a e ata- ri e  si al r cessi  
al rit  fa il , i cl e se eral al rit s s c  as ri ci le 
e t al sis ( ), I e e e t e t al sis 
(I ), - e ati e atri  act rizati  ( ), arse 
e t al sis ( ) a  s   [ ]. e I  al rit  
is t e rese tati  f  al rit s, i  t e e t r , t e 
tra iti al astI  al rit  a  t e i r e  I  a  
I  al rit  ill e i tr ce . e -  al rit  
is als  i cl e  f r its si lificati  t  a e a c arati .  
. I  et  
I  is ai l  se  t  s l e t e r le  f  [ ]. I  cases 
ere t e s rce si al a  i i  atri  are .  
a e s re t e I  al rit  ca  se arate t e s rce si als 
fr  t e i e  si als ell, erel  ass i  t at t e s rce 
si als are statisticall  i e e e t [ ]. e I  al rit  
as a  ass ti  t at: ( ) s rce si als are real ra  
aria les it  zer  ea s a  are statisticall  i e e e t f 
eac  t er; ( ) t e er f s rce si als  s l  e less 
t a  r e al t  t e er f ser e  si als ( ) . e 
i i  atri   is a  atri  it  f ll ra ; ( ) 
t st e s rce si al is all e  t  satisf  t e a ssia  
istri ti . e sc e atic l c  ia ra  f t e I  is 
e icte  i  i re .  
rce si al .
 i  
atri  xn.
 ise .
I  calc late e-





Fig.  5.  lock diagra  of I  
e I  et  i i izes t e statistical e e e ce 
et ee  eac  c e t f t e si al, i li ts t e esse tial 
str ct re f t e s rce si al. e f t e st lar I  
al rit s is t e astI  fi e - i t al rit  [ ], a  t e 
astI  al rit  as a re ire e t t at t e ata s l  e 
ce tere  a  re- ite e . e ca  s tract t e ea  f t e 
recei e  si al t  ce ter t e ata. 
( )-                                  ( ) 
(.) is t e erat r t  et t e e ectati . e ite i  
r cess [ ] ca  e fi is e   t e f ll i  ste s: irst, e 
calc late t e ei e al es: ( )1 2, ,..., me e e a  ei e ect rs
( )1 2, ,..., m  f t e recei e  ata, e  t e ite i  
atri  ca  e calc late  :  
1/2− Τ                                    ( ) 
 e  t e ite e  ata:  
1                                        ( ) 
e  t e ata ca  e se arate  s ccessf ll   t e astI  
al rit . e astI  al rit  fi s t e e- i i  atri  
  t e iterati  jecti e f cti :  
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underlying source signals fro  ultivariable statistical data. 
The source signal is u kno n and either the ixing process is 
unkno n in advance. There is only a s all a ount f prior 
k o ledge such as statistical independence of source signal, the 
distribution of the sour e signal is at ost on  aussian 
istri ti . 
The source signal is the ave the tag backscattered e don’t 
kno  before, and the ixed process in the irel ss channel is 
u kno n too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically i dependent. The distribution 
f the source signal is non- aussia  distribution. So, the ixed 
signal of the RFI  syste  can be separated by the BSS ethods. 
The BSS algorith s can calculate a de- ixing atrix  by the 
received signal , hich can ake the equation:  
= I                                  (2) 
I in equation (2) is an identity atrix. It is equal to the 
equation:  
≈ -1                                         (3) 
enote the signal e separated as , then e get the equation: 
≈ == = S IS S                         (4) 
se the BSS algorith s to separate the ixed signal of RFI  
syste . e can identify several tags in each ti e, it can save a 
lot of ti e and i prove the efficiency of the RFI  syste  
significantly. e can s e the ne  anti-collision ethod in 














 Fig. 4. BSS anti-collision method 
III. BSS ALGORITH S 
BSS algorith s is a huge ata-driven signal processing 
algorith  fa ily, include several algorith s such as Principle 
Co ponent nalysis (PC ), Independent Co ponent nalysis 
(IC ), on-negative atrix Factorization ( F), Sparse 
Co ponent nalysis (SC ) and so on [28]. The IC  algorith  
is the pr sentation of BSS lgorith s, in the next ork, the 
traditional FastIC  algorith  and the i proved IC _p and 
IC _p algorith  ill be introduce . The S R-  algorith  
is also included for its si plification to ake a co paration.  
A. ICA ethod 
IC  is ainly used to solve the proble  of BSS [29]. In cases 
here the source signal and ixing atrix are unkno n. To 
ake sure the IC  algorith  can separate the source signals 
fro  the ixed signals ell, erely assu ing that the source 
signals are statistically independent [27]. The IC  algorith  
has an assu ption that: (1) source signals are real rando  
v riables ith zero eans and are statistically ind pendent of 
each other; (2) the nu ber of source signals n should be less 
than or equal to the nu ber of observed signals ( )n ≤ . The 
ixing atrix  is a n× unkno n atrix ith full rank; (3) 
t ost one source signal is all ed to satisfy the aussian 
distributi . The sche atic block iagra  of the IC  is 
epicted in Figure 5.  
Source signal S.




IC  calculate de-






Fig.  5.  Block diagram of ICA 
The IC  ethod ini izes the statistical dependence 
bet een each co ponent of the signal, highlights the essential 
structure of the source signal. ne of the ost popular IC  
algorith s is the FastIC  fixed-point algorith  [28], nd the 
FastIC  algorith  has a require e t that the data should be 
centered nd pre- itened. e can subtract the ean of th  
receive  signal to center the data. 
( )E= -                                  (5) 
E(.) is the operator to get the expectation. The hitening 
process [28] can be finished by th  follo ing steps: First, e 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors
( )1 2, ,..., md d d=  of the received data, Then the hitening 
atrix can be calculated by:  
1/2− Τ=T E                                    (6) 
 Then the hitened data:  
1 = T                                        (7) 
Then the data can be separated successfully by the FastIC  
algorith . The FastIC  algorith  finds the de- ixing atrix 
 by t e iteration objective function:  









≈ −      y y v               (8) 
here ik is a positive constant and v is a rando  variable of 
the aussian ith zero ean and unit variance. ( )i •  is a non-
quadratic function, the select of  is different of the aussian 
distribution [28]. s the RFI  signals are sub- aussian so the 
 can be chosen as follo s:  
( ) ( ) ( ) ( )'1 1
1
1







u u u u
       (9) 
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Then maximizes the Lagrangian:  
( ) ( ) ( ), 1
2
L G R λλ Τ Τ = Ε − − w w w w                (10) 
B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-
point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   
Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  
( ) ( ) ( ) ( )L , R 12G
λ
λ Τ Τ = Ε − − 
w
w w w w          (11) 
Thus, the algorithm solving   
( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates  
( ) ( )










                    (13) 
Until convergence. The ( )β w  in (13) is a scalar multiplier 
defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  
C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 
Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
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Ê , for1 N
ijl i i j l
ij i i j
i i i
i i








  = ≤ ≤ 
 = ≤ ≤  

 = ≤ ≤  






           (14) 
They denote the approximation by 2H in the first step:  
2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 
Then denoted 1H , goes one step further and replaces îjh  by 














                    (16) 
They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  
D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 
complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  
( ) ( )
10log 10logs s s sSNR





• − • −
        (17) 
But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 
changes to:  
( ) ( )
10log 10logs s y ySNR





• − • −
 
 
        (18) 
After some simplification, the final objective function is: 
( )
( ) ( )
10log y yF y SNR





− • − 
          (19) 
They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 
IV.  SIMULATION ANALYSIS AND DISCUSSION  
e use computer software MATLAB to do the simulation. 
e set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
not d as n k×S , the received signal noted as m k×X , the unknown
mix process simulated by a randomly full rank matrix m n× , 
Then we multiply the  by S, as the equation: X = S . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m× , we denote the signal we separate by the 
algorithms as Y. then: =Y X  The block diagram of the 
simulation process is shown in Figure 6.  
This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  
Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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Then maximizes the Lagrangian:  
( ) ( ) ( ), 1
2
L G R λλ Τ Τ = Ε − − w w w w                (10) 
B. PowerICA met od 
The ICA l rit  h s some rawbacks, such as: The fixed-
poi t ICA algorith  ca  only do a s rial computation. Some 
unnecessary assumptio s in the iteration of he astI
al rit  are exist. The classical d riv tion of the 
has difficult  in separating large sets of r l data
quickly and accuratel . To solve the probl ms mentioned
before, the PowerICA and the ICA_p algorithm have be n
proposed respectively.  
Shahab Basir  [27] provided a novel power it ratio  
algorit m for FastICA which is re arkably more stabl  whe
the sample size is not orders of gnitudes larger than th
dimension. An  the P we ICA algorith  can be run on p rallel
co puting nodes. Basiri cut the oversi plified assumptions of
the Lagrangian and the J cobian atr x in the FastICA
algorithm and put up ith a new power iterati  method for
F tICA. The new Po erICA algorithm can c verge in th
c e of the n=m , and drastically reduce the computatio al tim
by a run on parallel computing nodes. They cha ge th
Lagrangian to:  
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Thus, the algorithm solving：  
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Until convergence. The ( )β w  in (13) is a scalar multiplier 
defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  
C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA f r the 
Real Data a gorithm, which is relative L-BFGS algorit m
precondi ioned with sparse Hessian approximations. T ey
found that the Hessian ppr ximations have a low cost per
iteration bu  not accurate en ugh on real data. T  solv  this
problem, the use of n optimizati n algorithm which ‘learns’
curvatur  from the past iterations f the s lver, and accel rates
it by preconditioning with Hessian appr ximations. They put
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They denote the approximation by 2H in the first step:  
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Then denoted 1H , goes one step further and replaces îjh  by 
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T y desig ed an algorithm to precon ition the data based 
on t  Hes a  approximation mentioned before.  
D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low comput tional 
complexity instantaneous liner mixture blind sep ration
al rit . They take care of th  co plexity of the traditional
s, eye on the chara t r that SNR is maximal wh n
statistically independent sour e signals are entirely separated.
They expr sse  the source signals a d noise to the generalized
eig nvalue problem, a d get de-mixi g matrix without iteration. 
Th y use the differe ce between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR
function:  
( ) ( )
10log 10logs s s sSNR
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But the source is unknown, s  the use the moving average
y  of the signal to replace the urc  signal s , so the SNR 
changes to:  
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After some simplification, the final objective function is: 
( )
( ) ( )
10log y yF y SNR
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          (19) 
They use a gradient descent method to find the maximum 
value of th object function, the get the suitable de-mixing 
matrix w. 
IV.  SIMULATION ANALYSIS ND DISCUSSION  
We use computer soft are MATL B to do the simul tion. 
We set a RFID system ith m reader antennas and n tags in
each group, the data l ngth of tags is k. Th  the source signal
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulat d by a randomly full rank matrix m n×M , 
Then we multiply th  M by S, as the equation: X = MS . Then
the algorithms mentione  before will be sed to estim the de-
mix matrix n m×W , we denote the signal we separate by t e 
algorithms as Y. then: =Y WX  The bl ck diagr m of t  
sim lation pro ess is shown in Figu e 6.  
This pap  compares the result in SSR and SR change with 
the SNR. S condly, compare the SSR and SR change with the
data length of the tags.  
Aiming t  get a better comparison, we s t  RFID system 
with 5 reader antennas and 5 tags need to b  parated each time. 
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We use computer software MATLAB to do the simulation. 
We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  
This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  
Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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When compare the SSR and SR change with the SNR, we set 
the data length of the tags to 1000, the SNR change from 0 to 
30, simulation results are shown in Figure 7 and Figure 8. When 
compare the SSR and SR change with the data length of the tags, 
we set SNR to 25, the data length of tags change from 500 to 
5000 with a step of 500, the results are shown in Figure 9 and 
Figure 10. All of the data are an average of 3000 times.  
Generate source 
signal Snxk
Through the RF 
channel
Mix the signal 
and add noise.
X=MS+n





Fig. 6. Block diagram of the simulation process 
 
Fig. 7. SSR changes with SNR 
In Figure 7, firstly, the trend of SSR changes with SNR is 
correct. Generally, when the channel’s SNR is up to 20, the SSR 
is more than 0.92, it is a very good performance. When the 
channel’s SNR is less than 20, the performance of the ICA_p 
algorithm is the best, and the PowerICA algorithm is as good as 
the ICA_p algorithm but just a little bit worth than the later, the 
FastICA algorithm has a low SSR, especially in the low SNR 
channel. Actually, the FastICA algorithm is not stable, the 
iteration of the FastICA algorithm may not convergence, we 
deleted the data not convergence then draw Figure 7 and Figure 
8. The performance of the SNR_MAX is very poor no matter 
the condition of channel is good or bad, we believe the low 
computational complexity of the SNR_MAX algorithm may 
explain this result. In conclusion, the ICA_p has the best 
comprehensive performance. The PowerICA algorithm has 
almost the same performance with the ICA_p algorithm. 
FastICA performnot so good in a channel with low SNR, and it 
is not stable. The SNR_MAX algorithm can not meet the 
requirement of the RFID system. 
 
Fig. 8. SR changes with SNR 
The paper also compared the SR changes with the channel’s 
SNR, the result is shown in Figure 8. Usually, if the SSR is 
bigger than 0.92, we claim the separate is a success. In the curve, 
we found the FastICA, ICA_p, PowerICA algorithm have the 
related SR trend, but the ICA_p algorithm performance a little 
better. The SNR_MAX algorithm is hard to satisfy the system. 
 
Fig. 9. SSR changes with the data length of tags
 
From Figure 7 and 8, we can find that the curve becomes 
smooth when the SNR of the channel is more than 25 and the 
performance of the algorithms are both very good, which means 
the SNR in this level make no much difference of the SSR. So, 
we set the SNR to 25, then compare the algorithms’ 
performance in different data length of tags. Figure 9 shows the 
performance, it tells the trues that all of the algorithms do well 
when the length of the tags change from 500 to 5000. Because 
of the relation between the SSR and the SR, we believe that the 
success rate has the same trend as the correlation. Figure 10 
verify the guess. 
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B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-
point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   
Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
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When compare the SSR and SR change with the SNR, we set 
the data length of the tags to 1000, the SNR change from 0 to 
30, simulation results are shown in Figure 7 and Figure 8. When 
compare the SSR and SR change with the data length of the tags, 
we set SNR to 25, the data length of tags change from 500 to 
5000 with a step of 500, the results are shown in Figure 9 and 
Figure 10. All of the data are an average of 3000 times.  
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channel’s SNR is less than 20, the performance of the ICA_p 
algorithm is the best, and the PowerICA algorithm is as good as 
the ICA_p algorithm but just a little bit worth than the later, the 
FastICA algorithm has a low SSR, especially in the low SNR 
channel. Actually, the FastICA algorithm is not stable, the 
iteration of the FastICA algorithm may not convergence, we 
deleted the data not convergence then draw Figure 7 and Figure 
8. The performance of the SNR_MAX is very poor no matter 
the condition of channel is good or bad, we believe the low 
computational complexity of the SNR_MAX algorithm may 
explain this result. In conclusion, the ICA_p has the best 
comprehensive performance. The PowerICA algorithm has 
almost the same performance with the ICA_p algorithm. 
FastICA performnot so good in a channel with low SNR, and it 
is not stable. The SNR_MAX algorithm can not meet the 
requirement of the RFID system. 
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bigger than 0.92, we claim the separate is a success. In the curve, 
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performance of the algorithms are both very good, which means 
the SNR in this level make no much difference of the SSR. So, 
we set the SNR to 25, then compare the algorithms’ 
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performance, it tells the trues that all of the algorithms do well 
when the length of the tags change from 500 to 5000. Because 
of the relation between the SSR and the SR, we believe that the 
success rate has the same trend as the correlation. Figure 10 
verify the guess. 
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Fig. 15. The ICA_p separate signals 
 
Fig. 16. The FastICA separate signals 
 
Fig. 17. The PowerICA separate signals   
 
Fig. 18. The SNR-Max separate signal 
We can see from Figure 12 to Firure18 that the BSS methods 
change the order and the polarity of the signal, and most of the 
signal be separated successfully. The first signal of source 
(Figure 13) corresponds to the third signal of ICA_p separate 
signals (Figure 15) with the opposite polarity, corresponds to 
the first signal of the FastICA separate signals (Figure 16) with 
the opposite polarity, corresponds to the second signals of 
PowerICA separate signals (Figure 17), however we cannot 
find the corresponding signal from the SNR_MAX separate 
signals. As the use of FM0 coding in RFID system, the polarity 
and the order change of the signals doing nothing for us to 
recognize the information the tags send. 
We make a table to show the performance of the algorithms 
we used. Shown as Table 1. 
TABLE I  
ALGORITHMS PERFORMANCE 
Algorithm  Accuracy  Stability  instantaneity 
FastICA Medium Low  High 
PowerICA High  High  Medium 
ICA_p High  High  Medium  
SNR_MAX Low  medium High  
There are some useful simulation data to prove our 
conclusion. The data in Table 2 got in the channel which has a 
25 SNR and the tags’ length is 1000. We do the simulation 1000 
times, then get the average data. As we can see the ICA_p 
algorithm has the highest correlation in this situation. From the 
low correlation and the mean success rate we can say that the 
ICA_p and the PowerICA algorithm are stable. From the time 
for one separation, we know the Fast ICA algorithm is the most 
real-time and with excellent performance. 
TABLE II 
SOME USEFUL DATA 
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FastICA 0.9952 0.8222 0.9680 0.0053s 
PowerICA 0.9970 0.8662 0.9680 0.0176s 
ICA_p 0.9999 0.8439 0.9680 0.0126s 
SNR-Max 0.8055 0.5302 0.3440 0.0006s 
V. CONCLUSION 
RFID located at the sensor layer of IoT, it is an important role 
of IoT. As IoT development rapidly, the RFID system is 
required to be more effective and real-time in practical 
applications. The simulation of the paper shows that the 
FastICA algorithm performs well in real-time but has poor 
stability performance. The PowerICA and the ICA_p algorithm 
performs well in stability and accuracy, but need a little more 
time. And the SNR-Max algorithm is not suitable for the RFID 
system. In conclusion, we can design a system that uses ICA_p 
algorithm or PowerICA algorithm when the channel’s SNR is 
low and use the FastICA algorithm to reduce the time when the 
channel’s SNR is very high. The ICA_p algorithm has the best 
general performance.  
This work confirms the feasibility of using BSS methods as 
anti-collision algorithms in RFID system, verify the good 
performance of BSS methods like ICA_p and PowerICA. 
However, our current work only takes care of over-determined 
or determined receiving model. The meaningful and practical 
underdetermined receiving model needs more attention from 
researchers. In future work, the underdetermined receiving 
model will be engaged for anti-collision in RFID application.  
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FastICA 0. 952 0.8222 0.9680 . 053s 
PowerICA 0. 970 0.8662 0.9680 .0176s 
ICA_p 0. 999 0.8439 0.9680 .0126s 
SNR-Max 0.8055 0.5302 0.3440 . 006s 
V. CONCLUSION 
RFID located a  the sensor layer of IoT, it is an important role 
of IoT. As IoT development rapidly, the RFID system is 
required to be more effective and real-time in practical 
a plications. The simulation of the paper shows that the 
FastICA algorithm performs well in real-time but has p or 
stab lity performance. The PowerICA and the ICA_p algorithm 
performs well in stab lity and a curacy, but n ed a little more 
time. And the SNR-Max algorithm is not suitable for the RFID 
system. In conclusion, we can design a system that uses ICA_p 
algorithm or PowerICA algorithm when the cha nel’s SNR is 
low and use the FastICA algorithm to reduce the time when the 
cha nel’s SNR is very high. The ICA_p algorithm has the best 
general performance.  
This work confirms the feasib lity of using B S methods as 
anti-collision algorithms in RFID system, verify the g od 
performance of B S methods like ICA_p and PowerICA. 
However, our current work only takes care of over-determined 
or determined receiving model. The meaningful and practical 
underdetermined receiving model n eds more attention from 
researchers. In future work, the underdetermined receiving 
model will be engaged for anti-collision in RFID a plication.  
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RFID is located at the sensor layer of IoT, it has an impor-
tant role of IoT. As IoT develops rapidly, the RFID system is 
required to be more effective and real-time in practical appli-
cations. The simulation of the paper shows that the FastICA 
algorithms perform well in real-time but has poor stability per-
formance. The PowerICA and the ICA_p algorithms perform 
well in stability and accuracy, but need a little more time. And 
the SNR-Max algorithm is not suitable for the RFID system. 
In conclusion, we can design a system that uses ICA_p algo-
rithm or PowerICA algorithm when the channel’s SNR is low 
and use the FastICA algorithm to reduce the time when the 
channel’s SNR is very high. The ICA_p algorithm has the best 
general performance.
This	work	confirms	the	feasibility	of	using	BSS	methods	as	
anti-collision	 algorithms	 in	RFID	 systems,	 verifies	 the	 good	
performance of BSS methods like ICA_p and PowerICA. 
However, our current work only takes care of over-determined 
or determined receiving model. The meaningful and practical 
underdetermined receiving model needs more attention from 
researchers. In future work, the underdetermined receiving 
model will be engaged for anti-collision in RFID application.
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Abstract — Noise from our environment is causing ever-
greater problems such as hearing loss among the young. In 
many cases, children may be exposed to harmful noise even 
in the most common places such as schools and events.  For 
this reason, we developed a web application in the frame of 
the “Protect your Ears” project that aims the teaching of 
noise awareness. Playing with this web application helps 
children to be more aware in protecting their hearing. The 
web application was subjected to a cohort study where a test 
and control group was separated at an elementary school. 
The test group was able to use the web application for two 
weeks during the teaching sessions, while the control group 
could not. For objective measurement, the pedagogue used 
questionnaires before and after the examination. Statistical 
analyses were performed on the values obtained from the 
questionnaires. At the beginning of the study, we showed 
that the control and test groups were not heterogeneous at 
5% significance level using the Mann Whitney U test. As a 
result, there was a significant difference between the pre- 
and post-condition for the test group using the Wilcoxon 
test at the 5% significance level compering to a control 
group. From this results, we can conclude that playing with 
the web application the children in the test group became 
more aware of the noise in their surrounding and mastered 
preventive behavior. 
 
Index Terms — children hearing loss, noise awareness, 
web application, Wilcoxon paired test 
 
I. INTRODUCTION 
According to the World Health Organization (WHO) hearing 
loss affects millions of people around the world, and it is 
estimated to be the world's fourth leading disease [1]. Hearing 
protection is very important as hearing loss affects every area 
of an individual's life (workplace, social environment, home 
activities). By identifying the causes of hearing loss preventive 
behavior can be learned. 
 
This paragraph of the first footnote will contain the date on which you 
submitted your paper for review. It will also contain support information, 
including sponsor and financial support acknowledgment. For example, “This 
work was supported in part by the U.S. Department of Commerce under Grant 
BS123456.” 
Generally, there are two types of causes of hearing loss: 
congenital (born with) and acquired. This latter category 
includes the noise pollution caused by environmental noise  
[3], [4]. 
According to WHO approximately 466 million people have 
hearing loss above 40 dB Hearing Level (referred to as HL) (30 
dB HL in children), 7.3% of whom are under 15 years of age 
[2]. As reported as forecasts, this number could reach the value 
of 900 million by 2050. Reports also suggests that 60% of 
childhood hearing loss could be prevented with proper 
prevention and awareness. 
In Europe, noise levels have been shown to rise, despite the 
fact that noise pollution is known to cause health problems [6], 
[7]. About 75 million people in urban environments are exposed 
to high levels of noise, of which 20 million are exposed to 
health hazards [8]. Sleep deprivation caused by environmental 
noise can occur, with ringing in the ears (tinnitus), increased 
stress, and various mental illnesses. 
Research has shown that values between 70 and 90 dB (A) 
(A-weighted decibels) are not uncommon in schools. For 
example, a noise level test at a primary school in Kiel, 
Germany, showed that while in classroom work the noise level 
was 45-50 dB (A), during the break in the yard the noise level 
was 80 dB (A), before the teacher entered the classroom it 
increased to 90 dB (A) [9], [10]. At the same time, it has also 
been found that out-of-school noise can impair school 
performance. Not only does it interfere with communication 
and affect school performance, but it can also cause many 
health problems. Students complain of headaches and sleep 
problems due to the loud environment, but high noise levels can 
also be a cause of high blood pressure and circulatory problems 
[11], [12], [13], [14], [15]. 
All of this confirms that hearing loss begins to occur at an 
early age because of environmental factors. However, 
interventions are needed to prevent hearing loss. 
Analyzing the 2014 European Population Health Survey 
(ELEF), the prevalence of hearing problems among the 
Hungarian population is 15% (~1,415 people) in the surveyed 
2, 3, 4 Department of Telecommunication and Media Informatics, Budapest 
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congenital (b rn with) and acquired. This latter category 
includes the noise pollution caused by environmental noise  
[3], [4]. 
According t  WHO approximately 466 million people have 
hearing loss above 40 dB Hearing Level (referred to as HL) (30 
dB HL in chil ren), 7.3% of whom ar  under 15 years of ag  
[2]. As reported as forecasts, this number could reach the value 
of 900 million by 2050. Reports also suggests that 60% of 
childhood hearing loss could be prevented with proper 
prevention and awar n ss. 
In Europe, noise levels have been shown to rise, despite the 
fact that noise pollution is known to cause health probl ms [6], 
[7]. About 75 million p ople in urban environments are exposed 
to high levels of nois , of which 20 million are exposed to 
health hazards [8]. Sleep deprivation c used by environmental 
noise can occur, with ringing in the ears (tinnitus), increased 
stress, and various me tal illness s. 
Research has shown that values between 70 and 90 dB (A) 
(A-weighted decibels) are not uncom on in schools. For 
exa ple, a noise level test at a pri ary school in Kiel, 
Germany, showed that while in cl ssroom work t  is  l l 
s 45-50 dB (A), during the break in the yard the noise level 
was 80 B (A), before the teacher entered the classroom it 
increased to 90 dB (A) [9], [10]. At the same ti e, it has also 
b en found that out-of-school nois  can impair school 
performance. N t only does it interfere with c mmunication 
and affect school performance, but it can also cause many 
health probl ms. Students complain of headaches and sleep 
problems d e to the loud environment, but high noise levels can 
also be a cause of high blood pressure and circulatory problems 
[11], [12], [13], [14], [15]. 
All of this confirms that heari g loss begins to occur at an 
early age becaus  of enviro mental factors. However, 
interventio s are needed to preve t hearing loss. 
Analyzing the 2014 European Population Health Survey 
(ELEF), the prevalence of hearing problems among the 
Hungarian population is 15% (~1,415 people) in the surveyed 
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