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HYBRID INVERSE PROBLEMS FOR A SYSTEM OF
MAXWELL’S EQUATIONS
GUILLAUME BAL AND TING ZHOU
Abstract. This paper concerns the quantitative step of the medical imaging
modality Thermo-acoustic Tomography (TAT). We model the radiation propaga-
tion by a system of Maxwell’s equations. We show that the index of refraction
of light and the absorption coefficient (conductivity) can be uniquely and sta-
bly reconstructed from a sufficiently large number of TAT measurements. Our
method is based on verifying that the linearization of the inverse problem forms a
redundant elliptic system of equations. We also observe that the reconstructions
are qualitatively quite different from the setting where radiation is modeled by a
scalar Helmholtz equation as in [10].
1. Introduction
Thermo-acoustic tomography (TAT) is a medical imaging technique that belongs
to the class of coupled-physics imaging modalities. As electromagnetic waves (micro-
waves with wavelengths typically of order 1m) propagate through a domain we wish
to probe, some radiation is absorbed, heats up the underlying tissues, creates a small
mechanical expansion and hence generates some ultrasound that propagates to the
boundary of the domain where they are measured by transducers. The first step of
TAT consists of reconstructing the map of absorption radiation from the ultrasound
measurements. It is typically modeled by an inverse source wave problem and has
been analyzed in detail in many works that include [21, 22, 25, 26, 27, 37, 40, 41, 43].
This paper concerns the second, quantitative, step, which aims to reconstruct the
optical properties of the tissues from knowledge of the (non-quantitative) absorption
maps obtained during the first step.
TAT is an example of a coupled-physics modality, which combines the high con-
trast of a physical phenomenon (here the electrical properties of tissues) with the
high resolution of another phenomenon (here ultrasound). Other coupled-physics
modalities have been explored experimentally and analyzed mathematically, some-
times under the name of hybrid inverse problems. For a very incomplete list of
works on these problems in the mathematical literature, we refer the reader to
[9, 10, 12, 13, 14] in the quantitative step of the imaging modalities Photo-acoustic
tomography, Thermo-acoustic tomography, Transient Elastography, and Magnetic
Resonance Elastography and to [2, 4, 5, 6, 7, 8, 11, 16, 23, 28, 31, 32, 33] for works
in Ultrasound Modulated tomography and in Current Density Imaging.
Key words and phrases. Thermo-acoustic Tomography, Maxwell’s equations, Internal function-
als, Stability.
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In TAT, radiation is modeled by an electromagnetic field that satisfies the time-
harmonic system of Maxwell’s equations (assuming a constant magnetic permeabil-
ity)
(1.1) −∇×∇× E + (ω2n+ iωσ)E = 0 in Ω, E × ν|∂Ω = f,
where ω is the frequency, n the index of refraction and σ the conductivity, Ω an
open bounded domain in R3 with boundary ∂Ω, ν the outward unit normal on ∂Ω,
and f a boundary condition (illumination). The amount of absorbed radiation by
the underlying tissue is given by H(x) ≡ Hf (x) = σ(x)|E|2(x) for x ∈ Ω. The
quantitative step of TAT (QTAT) concerns the reconstruction of (n(x), σ(x)) from
knowledge of {Hj(x) = Hfj(x)}1≤j≤J obtained by probing the medium with the J
illuminations fj.
Our main result is that for J sufficiently large, (n(x), σ(x)) can be uniquely and
stably reconstructed from {Hj}1≤j≤J with no loss of derivatives. We also note the
following result. The reconstruction of σ(x) with n(x) constant and known was
addressed in [10]. It was shown there that σ could be uniquely and stably recon-
structed from one (well-chosen) measurement H(x) provided that σ was sufficiently
small (compared to ω). In that paper, it was also shown that in a scalar Helmholtz
model for radiation propagation ∆u+(ω2n+ iωσ(x))u = 0, σ could uniquely be re-
constructed from knowledge of H(x) = σ(x)|u(x)|2 without any smallness constraint
on σ. Surprisingly, the latter result does not extend to the setting of Maxwell’s sys-
tem (1.1). We rather obtain that the reconstruction of σ from H(x) = σ|E|2 is
very similar to the inversion of the 0−Laplacian that finds applications in ultra-
sound modulation and is analyzed in [4]. There, it is shown that σ is partially
reconstructed from knowledge of H with the loss of one derivative.
Some of our main conclusions are therefore that: (i) the Helmholtz equation is a
qualitatively different model for radiation propagation in the context of QTAT; and
(ii) both σ and n can uniquely and stably be reconstructed from {Hj}1≤j≤J with
no loss of derivatives for well-chosen illuminations {fj}1≤j≤J .
The rest of the paper is structured as follows. Section 2 introduces the mathemat-
ical problem and presents our main results. The analysis of the linearized inverse
problem is carried out in 3. The proof of ellipticity used in section 3 hinges on the
analysis of complex geometric optics solutions for the system of Maxwell’s equations
that is carried out in 4.
2. Presentation of QTAT and main results
Let Ω be a bounded open subset in R3 with smooth boundary ∂Ω. The propa-
gation of electromagnetic radiation in TAT is modeled by the system of Maxwell’s
equations
(2.1) ∇× E = −∂tB, ∇× H = ∂tD + J, in Ω
where (E, H) are the electric and magnetic fields, (B,D) are the magnetic and electric
flux density and J represents the electrical current density. We assume linear and
isotropic constitutive relations
D = εE, B = µH, and J = σE,
3where (ε(x), µ, σ(x)) are scalar functions that characterize relative electric permit-
tivity, magnetic permeability and conductivity of the media. Assuming that the
magnetic permeability µ is constant and normalized to 1, which is an excellent ap-
proximation in medical imaging applications, we recast the above system as
(2.2) −∇×∇× E = σ∂tE + n∂2tE in Ω,
where n(x) can be understood as the square of the refractive index of the medium
and satisfies n = µε in this context. With time-harmonic sources and the solution
given by E(t, x) = eiωtE(x), we obtain the equation for E(x)
(2.3) −∇×∇× E + (ω2n+ iωσ)E = 0 in Ω.
Denote the set of admissible coefficients as
L∞ad(Ω) :=
{
(n, σ) ∈ L∞(Ω;R2) | n(x) ≥ C > 0, σ(x) ≥ 0 for x ∈ Ω} .
Imposing the boundary condition (illumination)
(2.4) ν × E|∂Ω = f,
a standard well-posedness theory for Maxwell’s equations [17, 19] states that given
(n, σ) ∈ L∞ad(Ω) and f ∈ TH1/2(∂Ω), the equation (2.3)-(2.4) has a unique solution
in H1(Ω;C3). Here Hs(Ω) denotes the standard Sobolev space and
THs(∂Ω) :=
{
f ∈ Hs(∂Ω;C3) | ν · f = 0}
where ν is the unit outer normal vector of ∂Ω.
Associated to each boundary illumination f , the internal map of absorbed radi-
ation in Ω, which is reconstructed from the first step of TAT by solving an inverse
ultrasound problem, is given by
(2.5) H(x) ≡ Hf (x) = σ(x)|E(x)|2, x ∈ Ω,
where E is the solution of (2.3)-(2.4). The inverse problem of QTAT is then to
reconstruct (n(x), σ(x)) in Ω from {Hj(x) := Hfj(x)}1≤j≤J for fj in a properly
chosen set of boundary illuminations {fj}1≤j≤J with J ≥ 1.
In [10], a scalar model of the Helmholtz equation was studied in place of Maxwell’s
equations. Assuming n known and constant, it was shown that σ could be uniquely
reconstructed from the nonlinear internal functional H[σ](x) using a fixed-point
algorithm. In the same paper, it was shown that σ could also be uniquely recon-
structed from (2.3)-(2.5) when σ was sufficiently small. However, the proof for the
Helmholtz case, based on specific properties of complex geometric optics (CGO) so-
lutions for scalar equations did not extend to the Maxwell case for large values of σ.
That result is in fact incorrect as we shall see. We follow here the method presented
in [3], see also [8, 29], and first consider a linearized version of our nonlinear inverse
problem. A more abstract functional analysis approach of such type is described in
[39].
Let us define q := ω2n+ iωσ and recast (2.3) as
(2.6) (∆ −∇∇ ·+q)E = 0.
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The above operator is not elliptic, but we can render it elliptic by taking the diver-
gence of the above equation and obtain the redundant system
(∆−∇∇ ·+q)E = 0, ∇ · (qE) = 0.
To make all differential equations second-order, we have
(2.7) (∆−∇∇ ·+q)E = 0, ∇∇ · (qE) = 0.
Assume that q 6= 0 everywhere, which holds since the index of refraction n does not
vanish, and rewrite the above as the elliptic system
(2.8)
(
∆+
1
q
[∇∇·, q] + q
)
E = 0.
Here, [A,B] := AB −BA is the usual commutator.
Remark 2.1. The above elliptic equation can be written in any dimension n ≥ 3,
in which case, the differential form notations shall be adopted. More specifically, let
E be a differential 1-form defined on Ω, a bounded domain in Rn (n ≥ 3). Equation
(2.8) can be written as (
∆H +
1
q
[dδ, q] + q
)
E = 0,
where ∆H = δd + dδ is the Hodge-Laplacian operator, d is the exterior derivative
and δ is the formal adjoint operator defined by δ = (−1)n(l+1)+1 ∗ d ∗ for l-forms.
Here, ∗ is the Hodge-star operator. In particular, the commutator operator is given
as
[dδ, q] = −d(dq ∨) + dq ∧ δ,
where q is viewed as a 0-form and operators ∧ and ∨ denote the exterior product
and its adjoint respectively.
Consider the perturbation of (n, σ) ∈ L∞ad(Ω) given by n˜ = n+ ǫδn, σ˜ = σ + ǫδσ,
where δn, δσ ∈ L∞0 (Ω). Correspondingly, we denote q˜ = q+ǫδq where q = ω2n+iωσ
and δq = ω2δn+iωδσ. For ǫ > 0 small, the solution to (2.6) with boundary condition
fj can be written as E˜j = Ej + ǫδEj + o(ǫ) where Ej is the solution with respect to
q, and δEj ∈ H10 (Ω;Cn) satisfies
(∆−∇∇ ·+q) δEj = −δqEj in Ω.
The elliptic version of the above linearization is then given by
(2.9)
(
∆+
1
q
[∇∇·, q] + q
)
δEj = −δqEj − 1
q
∇∇ · (δqEj) in Ω.
Taking complex conjugates yields
(2.10)
(
∆+
1
q∗
[∇∇·, q∗] + q∗
)
δE∗j = −δq∗E∗j −
1
q∗
∇∇ · (δq∗E∗j ) in Ω.
For the internal functional Hj = σ|E˜j |2, the Fre´chet derivative δHj obtained in the
same manner is given by
(2.11) δHj = σ(δEj ·E∗j + Ej · δE∗j ) + δσ|Ej |2,
5where z∗ denotes the complex conjugate of z.
Consider the system of 3J differential equations (2.9), (2.10) and (2.11) for 1 ≤
j ≤ J of 2Jn+ 2 unknowns δEj , δE∗j (1 ≤ j ≤ J), δn and δσ. Our first main result
concerns the ellipticity of a boundary value problem for this (2Jn+ J)× (2Jn+ 2)
matrix differential operator.
For a matrix-valued differential operator A(x,D) = (aij(x,D))1≤i≤imax,1≤j≤jmax
(imax ≥ jmax), the principal symbol and the notion of ellipticity are defined in the
Douglis-Nirenberg sense in [20, 1] for square systems and [38] for redundant systems.
More precisely, we assign two sets of integers {si}1≤i≤imax and {tj}1≤j≤jmax such that
aij has order not greater than si + tj and aij = 0 if si + tj < 0. Then the principal
part of A(x,D) is the matrix operator A0(x,D) with elements being the leading
terms of those aij whose order is exactly si + tj. The operator A(x,D) is said
elliptic at x ∈ Ω if the rank of A0(x, ξ) equals to jmax for all ξ ∈ Rn \ {0} and is said
to be elliptic on Ω if it is elliptic at every x ∈ Ω.
Given a linear system A(x,D)v(x) = S(x) in a bounded domain Ω, with sets of
integers {si} and {tj} as above, we consider the boundary condition of the form
(2.12) B(x,D)v(x) = g(x) x ∈ ∂Ω
where B(x,D) = (Bqj(x,D))1≤q≤Q,1≤j≤l is a matrix differential operator. The prin-
cipal part B(0)qj of Bqj is defined as the sum of all terms of order ̺q + tj, where
̺q = maxj(βqj − tj) and βqj is the order of Bqj. Then the principal part B0(x,D) of
B(x,D) is the matrix with elements B(0)qj .
According to [38], the condition (2.12) is called the complementing boundary con-
dition to the system, and we then say that B covers A(x,D), if it satisfies the
Lopatinskii criterion [30]: for any y ∈ ∂Ω and a nonzero tangential vector ζ at y to
∂Ω, the one dimensional boundary-value problem
(2.13)

A0
(
y, ζ + iν(y)
d
dz
)
u˜(z) = 0, z > 0,
B0
(
y, ζ + iν(y)
d
dz
)
u˜(z)
∣∣∣
z=0
= 0,
u˜(z)→ 0, as z →∞
has a unique solution u = 0. Here ν(y) is the outer normal unit vector to ∂Ω.
We say that a boundary value problem is elliptic if the corresponding matrix
operator is elliptic and the boundary condition is complementing.
In [1, 38], Schauder type estimates are generalized to the setting of elliptic sys-
tems of boundary value problems. For our hybrid inverse problems, these regularity
estimates indicates how errors in the internal maps propagate to errors in the re-
construction of the parameters, provided that we can show (independently) the
uniqueness of the reconstruction. To this end, we apply the differential operator ∆
to (2.11) and using (2.9) and (2.10), obtain that
(2.14) |Ej |2∆δσ − σ0
q0
E∗j · (Ej · ∇∇δq)−
σ0
q∗0
Ej · (E∗j · ∇∇δq∗) + l.o.t. = ∆δHj ,
6 GUILLAUME BAL AND TING ZHOU
where l.o.t. represents lower order differential terms (of order 1 or 0). We point out
that (2.14) can be obtained by directly linearizing ∆Hj. In other words, we have
obtained a linearization of the nonlinear problem
(2.15)
(
∆+ 1q [∇∇·, q] + q
)
Ej = 0
∆(σ|Ej |2) = ∆Hj.
With v = ({Ej , E∗j }Jj=1, σ, n), still using (Ej , E∗j ) instead of the (real-valued) real
and imaginary parts, we recast the above nonlinear problem as
(2.16) F˜(v) = H
The leading term of (2.14) can be expanded as
(2.17)
(
|Ej |2∆− 2ω
2σ20
|q0|2 Ej ⊗ E
∗
j : ∇⊗2
)
δσ − 2ω
4σ0n0
|q0|2 Ej ⊗ E
∗
j : ∇⊗2δn
where a⊗ b := abT for vectors and A : B denotes
∑
i,j
AijBij for matrices.
The above expression is the main ingredient that we use to prove that the com-
plete system for w := ({δEj , δE∗j }Jj=1, δσ, δn) is elliptic for an open set of boundary
conditions {fj} used to construct the solutions {Ej}. Because the system is second-
order for w, it requires boundary conditions, chosen here as Dirichlet conditions
wδ := ({δEj |∂Ω, δE∗j |∂Ω}Jj=1, δσ|∂Ω, δn|∂Ω) known on ∂Ω, that are more constraining
than the conditions prescribed on {Ej}. These boundary conditions need to be mea-
sured in practice, and we expect the errors made on such measurements to be small
if the v = ({Ej , E∗j }Jj=1, σ, n) about which we linearize are close to the true value of
these parameters. We collect the equations (2.9), (2.10) and (2.14) into the linear
system
(2.18) Aw = S in Ω,
With this, we obtain the following elliptic regularity result.
Theorem 2.1. Let Ω be a bounded open subset of R3 with smooth boundary. Given
J = 4, there exists a boundary illumination set {fj}4j=1 ⊂ TH1/2(∂Ω) such that the
redundant linear system (2.18) for w := ({δEj , δE∗j }Jj=1, δσ, δn) augmented with the
Dirichlet boundary condition
(2.19) w|∂Ω = wδ,
is an elliptic boundary value problem. Moreover, we have the following estimate
‖w‖Hs(Ω;C6J+2) ≤ C1
(
‖δH‖Hs(Ω;RJ ) + ‖wδ‖Hs− 12 (∂Ω;C6J+2)
)
+ C2‖w‖L2(Ω;C6J+2),
(2.20)
for all s > 2 + 32 =
7
2 provided that (σ, n, {Ej}) are sufficiently smooth.
The above result states that four well-chosen boundary illuminations would pro-
vide ellipticity of the linearized system of equations. Its proof is based on the elliptic
regularity Theorem 1.1 of [38] derived for redundant elliptic systems. We need to
7ensure that the assumptions of ellipticity are satisfied, and this will be the main
objective of the next two sections.
Remark 2.2. Before presenting injectivity and stability results for the linear and
nonlinear problems, let us pause on the relation between the vectorial problem based
on the Maxwell’s system of equations and the scalar problem based on the Helmholtz
equation. Let us assume that n is known so that δn = 0 in the above equations.
Some analysis that easily follows from calculations in [10] shows that the equivalent
statement to (2.17) for the scalar case is
|u|2δσ = δH + lower order terms.
Since |u|2 > 0, the above equation for δσ is clearly elliptic (without any additional
boundary condition on ∂Ω). This is consistent with (though clearly not equivalent
to) the results obtained in [10]. In contrast (2.17) for the Maxwell case with δn = 0
is given by(
|Ej |2∆− 2ω
2σ20
|q0|2 Ej ⊗ E
∗
j : ∇⊗2
)
δσ = ∆Hj + lower order terms.
The symbol of the above principal term is given by
|ξ|2 − τEˆj ⊗ Eˆj : ξ ⊗ ξ, τ = 2ω
2σ20
ω2σ20 + ω
4n20
, Eˆj =
Ej
|Ej| .
When τ < 1, then the above operator is clearly elliptic. However, for τ > 1, the
operator becomes hyperbolic with respect to the direction Eˆj so that the above operator
becomes a wave-type operator and elliptic regularity no longer holds. We thus observe
a qualitative difference between the scalar Helmholtz and vectorial Maxwell problems
from the reconstruction of σ from knowledge of the absorption map H(x).
Let us come back to the nonlinear hybrid inverse problem and the above theorem.
The presence of the constant C2 6= 0 indicates that the linearized problem may not
be injective. Following the methodology presented in [3], we introduce the linearized
normal operator defined as
(2.21) AtAw = AtS in Ω, w|∂Ω = wδ and ∂νw|∂Ω = jδ .
Since AtA is a fourth-order operator, we need two boundary conditions, which we
consider of Dirichlet type. It is shown in [3] that the above linear operator is injective
(i) when the coefficients v0 = ({Ej , E∗j }Jj=1, σ, n) are in a sufficiently small vicinity
of an analytic coefficient (with the vicinity depending on that analytic coefficients);
and (ii) when the domain Ω is sufficiently small.
The stability estimate presented in the above theorem then extends to a nonlinear
hybrid inverse problem as follows. Let v0 be given and A be the linear operator
defined above with coefficients described by v0. Let us consider the nonlinear inverse
problem
(2.22) F(v) := AtF˜(v) = AtH in Ω, v|∂Ω = vδ and ∂νv|∂Ω = gδ .
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Then defining v = v0 + w and linearizing the above inverse problem about v0, we
observe that the linear equation for w is precisely of the form (2.21). This and the
theory presented in [3] allow us to obtain the following result.
Theorem 2.2. Let v0 be defined as above and let us assume that the linear operator
defined in (2.21) is injective. Let v and v˜ be solutions of (2.22) with respective source
terms H and H˜ and respective boundary conditions vδ and v˜δ as well as gδ and g˜δ.
Then (H, vδ , gδ) = (H˜, v˜δ , g˜δ) implies that v = v˜, in other words the nonlinear hybrid
inverse problem is injective. Moreover, we have the stability estimate
(2.23)
‖v−v˜‖Hs(Ω;C6J+2) ≤ C
(
‖H−H˜‖Hs(Ω;RJ )+‖vδ−v˜δ‖Hs− 12 (∂Ω;C6J+2)+‖g
δ−g˜δ‖
Hs−
3
2 (∂Ω;C6J+2)
)
.
This estimates hold for C = Cs when s >
7
2 .
The proof of this theorem is a direct consequence of Theorem 2.1 and the theory
presented in [3]. It thus remains to prove the latter theorem, which is the object of
the following two sections.
3. Ellipticity
Consider the system of equations (2.9), (2.10) and (2.14) for 1 ≤ j ≤ J written
in the form A(x,D)v = b where
v = (δE1, δE
∗
1 , . . . , δEJ , δE
∗
J , δσ, δn)
T ,
b =
(
~0, . . . ,~0,∆δH1, . . . ,∆δHJ
)T(3.1)
and A(x,D) is a second order matrix differential operator with the principal part
given by
(3.2) A0(x,D) =

∆I2Jn A12(x,D)
0
a1(x,D) b1(x,D)
...
...
aJ(x,D) bJ(x,D)

where In is the n× n identity matrix. Here aj(x,D) and bj(x,D) are second order
operators from (2.17) whose symbols are
aj(x, ξ) = −|Ej |2|ξ|2 + 2κ|Ej · ξ|2, bj(x, ξ) = 2τ |Ej · ξ|2
with κ :=
ω2σ2
0
|q0|2 and τ :=
ω4σ0n0
|q0|2 . For A0(x, ξ) to have rank 2Jn + 2 (J ≥ 2 so that
the system is not underdetermined) for x ∈ Ω and ξ ∈ R3 \ {0}, one has to show
that the rank of
A22(x, ξ) :=
 a1(x, ξ) b1(x, ξ)... ...
aJ(x, ξ) bJ(x, ξ)

is 2. This is equivalent to show that
(ajbl − albj)(x, ξ) = 0 1 ≤ j < l ≤ J ⇒ ξ = 0
9for every x ∈ Ω, that is,
(3.3) |Ej |2|El|2
(
|Êj · ξ|2 − |Êl · ξ|2
)
= 0 1 ≤ j < l ≤ J ⇒ ξ = 0
where Êj := Ej/|Ej |. Then the question is whether we can find enough background
solutions, namely, solutions to
(3.4) −∇×∇×Ej + q0Ej = 0,
such that (3.3) is satisfied.
If q0 is a nonzero constant, (3.4) degenerates to
(∆ + q0)Ej = 0, ∇∇ ·Ej = 0
which admits plane wave solutions of the form Ej = ηje
iζj ·x provided that
(3.5) − ζj · ζj + q0 = ζj · ηj = 0, ζj , ηj ∈ Cn \ {0}.
This allows us to choose ηj to be any real vector, and Re(ζj) and Im(ζj) satisfying
Re(ζj) ⊥ ηj, Im(ζj) ⊥ ηj ,
Re(ζj)
2 − Im(ζj)2 = Re(q0), 2Re(ζj)Im(ζj) = Im(q0).
Such condition can be fulfilled in three or higher dimensional space.
Note that |Ej | 6= 0 everywhere and |Êj · ξ| = |η̂j · ξ| for 1 ≤ j ≤ J . In Rn, it
requires J ≥ n+ 1 and span{η̂1, . . . , η̂J} = Rn to have
|η̂j · ξ| = |η̂l · ξ| 1 ≤ j < l ≤ J ⇒ ξ = 0,
which is condition (3.3). In particular, in R3, we have J ≥ 4.
Now we consider the non-constant q0 case. The background wave we are using to
fulfill the elliptic condition is the CGO solution, originally constructed for the full
Maxwell’s equations in [36, 35]. We present in the following lemma the CGO electric
field corresponding to our system, with extra point-wise estimates at our disposal.
The proof of the estimates is detailed in Section 4. Here we denote by Br a ball in
R
n of radius r > 0.
Lemma 3.1. Let Ω be a bounded domain in Rn with smooth boundary. Let q0 =
ω2n0 + iωσ0 ∈ H l′+2(Rn) (l′ > n/2) and q0(x) 6= 0 everywhere. Suppose that
n0(x) − nc ≥ 0 and σ0(x) ≥ 0 are compactly supported on some ball B ⊃⊃ Ω for
some constant nc > 0. Denote k = ω
√
nc. For ρ, ρ
⊥ ∈ Sn−1 with ρ ⊥ ρ⊥ and s > 0,
define
(3.6) ζ := −isρ+
√
s2 + k2ρ⊥
and
(3.7) ηζ :=
1
|ζ|
(
−(ζ · ~a)ζ − kζ ×~b+ k2~a
)
for any ~a,~b ∈ Cn. Then there exists an s0 > 0 such that for s > s0, the equation
(3.4) admits a unique solution in H1
loc
(Rn;Cn) of the form
(3.8) Eζ(x) = γ
−1/2
0 e
ix·ζ(ηζ +Rζ(x))
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where γ0 = q0/k
2 and γ
1/2
0 denotes the principal branch. Moreover, Rζ ∈ L∞(Ω;Cn)
satisfies
(3.9) ‖Rζ‖L∞(Ω;Cn) ≤ C
where C > 0 is independent of s.
Let us denote
ζ̂∞ = lim
s→∞
ζ
|ζ| =
1√
2
(−iρ+ ρ⊥)
and take ~a such that ζ̂∞ ·~a = 1, for example, ~a = ζ̂∗∞. We can choose~b ∈ S2 relatively
freely. It is not hard to see that as s→∞,
|ηζ + ζ| = o(s).
Note that |ζ| = √2s2 + k2 ∼ √2s as s → ∞. Then (3.9) implies that for every
x ∈ Ω,
|Eζ(x)| ∼ |γ0(x)|−1/2esx·ρ
√
2s as s→∞.
This shows that |Eζ(x)| 6= 0 everywhere in Ω. Moreover,
|Êζ(x) · ξ| =
|(ηζ +Rζ(x)) · ξ|
|ηζ +Rζ(x)| ∼ |ζ̂∞ · ξ| =
1√
2
√
|ξ · ρ|2 + |ξ · ρ⊥|2
independent of x ∈ Ω for s large enough.
Now we choose n pairs of (ρj , ρ
⊥
j ) ∈ Sn−1 × Sn−1 (j = 1, . . . , n) such that ρj = ên
and ρ⊥j are n distinct directions in span{ê1, . . . , ên−1}. Denote by Ej the CGO solu-
tion corresponding to (ρj , ρ
⊥
j ) and some s > 0. Then when ξ 6= 0 is not orthogonal
to the (ê1, . . . , ên−1)-plane, at least two of {|ξ ·ρ⊥j |}j=1,...,n are not equal. This implies
that for τ large enough, at least two of {|Êj · ξ|}j=1,...,n are not equal.
At last, we choose the (n+1)-th pair of directions (ρn+1, ρ
⊥
n+1) = (ê1,
1√
2
ê2+
1√
2
ên).
Then in the case when ξ ⊥ span{ê1, . . . , ên−1}, we have√
|ξ · ρj |2 + |ξ · ρ⊥j |2 = |ξ · ên| = |ξ| 6=
1√
2
|ξ| =
√
|ξ · ρn+1|2 + |ξ · ρ⊥n+1|2
for j = 1, . . . , n. Therefore, for τ large enough, |Ên+1 · ξ| 6= |Êj · ξ| (j = 1, . . . , n),
where En+1 is the CGO solution for (ρn+1, ρ
⊥
n+1). Hence the condition (3.3) is verified
and we have
Lemma 3.2. Given (n+ 1) CGO solutions Ej (0 ≤ j ≤ n+ 1) as above, for s > 0
large enough, we have that the operator A(x,D) is elliptic for x ∈ Ω.
Remark 3.1. It is not hard to see that with boundary illuminations from a small
neighborhood (in the H l
′+3/2(∂Ω;Cn) topology for example) of {Ej |∂Ω}, the operator
A remains elliptic.
Now it remains to verify that the Dirichlet boundary condition (2.19) is the com-
plementing boundary condition to the system Av = b.
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At this point, we need to write down explicitly the symbol of the second order
operator A12 in (3.2)
A12(x, ξ) =

− iωq0 (E1 · ξ)ξ −ω
2
q0
(E1 · ξ)ξ
iω
q∗
0
(E∗1 · ξ)ξ −ω
2
q∗
0
(E∗1 · ξ)ξ
...
...
− iωq0 (EJ · ξ)ξ −ω
2
q0
(EJ · ξ)ξ
iω
q∗
0
(E∗J · ξ)ξ −ω
2
q∗
0
(E∗J · ξ)ξ

2Jn×2
.
And we point out that with the choice of Ej as above, A22(y, ξ) is also full rank for
all the boundary points y ∈ ∂Ω.
Fixing y ∈ ∂Ω and ζ ∈ {ν(y)}⊥\{0}, consider the one dimensional boundary-value
problem
(3.10)
{A0(y, ζ + iν∂z)u(z) =: P2u′′ + P1u′ + P0u = 0 z > 0,
u(0) = 0, lim
z→∞u(z) = 0
with constant coefficient matrices (depending on y and ζ) given by
P2(y, ζ) = A0(y, iν) =
(
I2Jn −A12(y, ν)
0 −A22(y, ν)
)
P1(y, ζ) =
(
0 i [A12(y; ζ, ν) +A12(y; ν, ζ)]
0 i [A22(y; ζ, ν) +A22(y; ν, ζ)]
)
P0(y, ζ) = A0(y, ζ) =
( −|ζ|2I2Jn A12(y, ζ)
0 A22(y, ζ)
)
where
A12(y; ζ, ν) :=

− iωq0 (E1 · ζ)ν −ω
2
q0
(E1 · ζ)ν
iω
q∗
0
(E∗1 · ζ)ν −ω
2
q∗
0
(E∗1 · ζ)ν
...
...
− iωq0 (EJ · ζ)ν −ω
2
q0
(EJ · ζ)ν
iω
q∗
0
(E∗J · ζ)ν −ω
2
q∗
0
(E∗J · ζ)ν

2Jn×2
,
A22(y; ζ, ν) :=
 2κ(E1 · ζ)(E
∗
1 · ν) 2τ(E1 · ζ)(E∗1 · ν)
...
...
2κ(EJ · ζ)(E∗J · ν) τ(EJ · ζ)(E∗J · ν)

J×2
.
Lemma 3.3. The system (3.10) has no non-trivial solutions. Therefore, the Dirich-
let boundary condition (2.19) is a complementing boundary condition to the operator
A(x,D) obtained from (2.9), (2.10) and (2.14) for 1 ≤ j ≤ J .
Proof. Notice that the last (J × 2) equations of the system (3.10) are decoupled as
equations of un−1 and un, the last two components of u. With Ej (j = 1, . . . , J)
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chosen to be the CGO solutions as above, for every y ∈ ∂Ω, condition (3.3) implies
that A22(y, ν) has full rank 2. Without loss of generality, we can assume
A˜22(y, ν) :=
(
a1(y, ν) b1(y, ν)
a2(y, ν) b2(y, ν)
)
is non-singular. Similarly, denote by A˜22(y; ζ, ν) and A˜22(y; ζ) the matrices of the
first two rows of A22(y; ζ, ν) and A22(y; ζ). Then it is sufficient to show that u˜ :=
(un−1, un)T = 0 is the unique solution to
(3.11)
{ − A˜22(y, ν)u˜′′ + i[A˜22(y; ζ, ν) + A˜22(y; ν, ζ)]u˜′ + A˜22(y, ζ)u˜ = 0 z > 0,
u˜(0) = 0, lim
z→∞ u˜(z) = 0,
as then (3.10) is reduced to solving u′′k − |ζ|2uk = 0, uk(0) = uk(∞) = 0 for the first
2Jn components u1, . . . , u2Jn of u. We follow the standard procedure of solving the
ODE (3.11) by looking for the eigenvalues, that is, the λ s.t.,
det
{
−λ2A˜22(ν) + iλ[A˜22(ζ, ν) + A˜22(ν, ζ)] + A˜22(ζ)
}
= 0.
Here we omit the y-dependence for simple notations. We obtain
λ1,2 = ±|ζ|, λ3,4 = bi±
√−b2 + 4ac
2a
where a, b, c are real and given by
a = |Ê1 · ν|2 − |Ê2 · ν|2
b = 2Re
{
(Ê1 · ζ)(Ê∗1 · ν)− (Ê2 · ζ)(Ê∗2 · ν)
}
c = |Ê1 · ζ|2 − |Ê2 · ζ|2.
Again, w.l.o.g, we could assume a > 0. Then the general solution is given by
u˜ =
4∑
l=1
cje
λjt~vj where cj ∈ C and ~vj is the complex eigenvector associated to λj,
that is, such that{
−λ2j A˜22(ν) + iλj [A˜22(ζ, ν) + A˜22(ν, ζ)] + A˜22(ζ)
}
~vj = 0
If −b2 + 4ac < 0, as can be shown in Rn with n ≤ 3, λ3,4 are pure imaginary and
the boundary condition implies that u˜ = 0. On the other hand, if −b2 + 4ac > 0,
λ2 = −|ζ| < 0 and Re(λ4) = −
√−b2+4ac
2a < 0 and the boundary condition gives
c1 = c3 = 0 and c2~v2 + c4~v4 = 0. It is then easy to show that ~v2 and ~v4 are linearly
independent, hence c2 = c4 = 0, which concludes the proof.

Proof of Theorem 2.1. This is a direct corollary of Lemma 3.2, Lemma 3.3 and
Theorem 1.1 of [38].

13
4. Conditions for Ellipticity: estimates for CGO solutions
In this section, we show the proof of Lemma 3.1, that is, to construct the CGO
solution (3.8) to Maxwell’s equations, satisfying the estimate (3.9). In the literature,
such construction for systems [18, 35], as well as for scalar elliptic equations [42]
etc., heavily relies on the estimate of the Faddeev kernel. It is an integral operator
Gζ , understood as the inverse of the second order operator −(∆ + 2iζ · ∇) with
ζ ∈ Cn \ {0}, defined by
Gζ(f) := F−1
( F(f)(ξ)
ξ2 + 2ζ · ξ
)
where F denotes the Fourier transform. It was shown in the Proposition 3.6 of [42]
that for |ζ| ≥ c > 0 and −1 < θ < 0, there exists a constant Cθ,c such that
(4.1) ‖Gζ‖L2
θ+1
→L2
θ
≤ Cθ,c|ζ|
where the weighted L2-space is defined by
L2θ :=
{
f
∣∣ ‖f‖θ := ‖〈x〉θf‖L2(Rd) <∞} , 〈x〉 := (1 + |x|2)1/2.
In general, the compactness estimate (4.1) is enough for a Neumann-series type of
construction of Rζ as in a CGO solution Eζ = e
ix·ζ(η+Rζ) (e.g., see [18] for a direct
construction of such), and to prove an estimate
‖Rζ‖Hǫ(Ω;Cn) ≤ C|ζ|ǫ−1, ǫ ∈ [0, 2],
provided that η is O(1) for |ζ| ≫ 1. In another word, boundedness of Rζ with respect
to |ζ| can be obtained at most for its H1(Ω;Cn)-norm. To show point-wise bound-
edness as in Lemma 3.1, especially when ηζ is of O(|ζ|) as |ζ| ≫ 1, we would need an
estimate of Gζ with higher regularity. Here we point out that similar results were
proved in some weaker spaces like Besov spaces [15] and Bourgain type of spaces [24].
Let Ω be a bounded domain in Rn with a smooth boundary and Ω ⊂⊂ Br for
some ball of radius r > 0. We assume that the background parameters n0, σ0 are as
stated in Lemma 3.1.
To our end, define the fractional operator
(I −∆)l/2 : f 7→ F−1
(
〈ξ〉lF(f)
)
, 〈ξ〉 = (1 + |ξ|2)1/2
and denote the weighted Sobolev space H lδ for l ≥ 0 as the completion of C∞0 (Rn)
with respect to the norm ‖ · ‖Hl
θ
defined as
‖f‖Hl
θ
:= ‖(I −∆)l/2f‖L2
θ
.
Notice that −(∆ + 2iζ · ∇) and (I −∆)l commute, therefore (4.1) implies that for
|ζ| ≥ c > 0,
(4.2) ‖Gζ‖Hl
θ+1
→Hl
θ
≤ Cθ,c|ζ| , for all l ≥ 0.
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Similar generalization applies to [34, Lemma 2.11], so we obtain
(4.3) ‖Gζ‖Hl
θ+1
→Hl+2
θ
≤ C|ζ|.
If f ∈ H l is compactly supported on Br, (4.3) implies
(4.4) ‖Gζf‖Hl+2(Br) ≤ C|ζ|‖f‖Hl(Br),
and moreover, by interior regularity, the following estimate on a bounded domain is
valid
(4.5) ‖Gζf‖Hl(Br) ≤ C|ζ|−1‖f‖Hl(Br), ‖Gζf‖Hl+1(Br) ≤ C‖f‖Hl(Br)
for all l ≥ 0.
The rest of this section contributes to the construction of Rζ using (4.2) and a
similar argument as in [18]. To show that such argument is independent of the space
dimension n, throughout this section, we generalize our analysis for differential forms.
Let L2θ(R
n; ΛmRn) andH lθ(R
n; ΛmRn) denote spaces ofm-forms whose components
are in L2θ and H
l
θ, respectively, and let H
l(Br; Λ
m
R
d) denote the space of m-forms
whose components are in H l(B). Corresponding norms are defined as the sum of
the norms of component functions.
Let l′ > n/2. Recall that k = ω
√
nc and γ0 = q0/k
2 so that γ0−1 ∈ H l′+2(Rn; Λ0Rn) ⊂
C2(Rn; Λ0Rn) is compactly supported on Br. Let H
d(Rn; ΛlRn) denote the space of
u ∈ L2(Rn; ΛlRn) such that du ∈ L2(Rn; Λl+1Rn), endowed with the norm
‖u‖Hd(Rn;ΛlRn) =
(
‖u‖2L2(Rn;ΛlRn) + ‖du‖2L2(Rn;Λl+1Rn)
)1/2
.
Then we can rewrite Maxwell’s equations for the 1-form E ∈ Hd(Rn; Λ1Rn) as
(4.6)
{
(δd − k2γ0)E = 0,
δ(γ0E) = 0.
where d denotes the exterior derivative and δ denotes its adjoint. We define the
conjugate operators on C1(Rn; ΛlRn)
d˜ := e−ix·ζ ◦ d ◦ eix·ζ = d+ iζ∧, δ˜ := e−ix·ζ ◦ d ◦ eix·ζ = δ + (−1)liζ∨,
and write E = eix·ζ(η̂ + R̂), where η̂ := γ
− 1
2
0 η and R̂ := γ
− 1
2
0 R. Then (4.6) implies
(4.7)
{
δ˜d˜R̂ = k2γ0η̂ + k
2γ0R̂− δ˜d˜η̂,
δ˜(γ0R̂) = −δ˜(γ0η̂).
Denoting α := dγ0/γ0, the second equation above gives
δ˜R̂ = α ∨ (η̂ + R̂)− δ˜η̂.
Applying d˜ and adding to the first equation of (4.7), we obtain
(4.8) − ∆˜HR̂ := (δ˜d˜+ d˜δ˜)R̂ = d˜
(
α ∨ (η̂ + R̂))+ k2γ0(η̂ + R̂)− (δ˜d˜+ d˜δ˜)η̂,
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where −∆˜H is the conjugate Hodge laplacian
−∆˜H = e−ix·ζ ◦ (−∆H) ◦ eix·ζ = −∆H − 2(iζ ∨ d) + 〈ζ, ζ〉.
Suppose 〈ζ, ζ〉 = k2. By the identities for 1-forms u, v and l-form w
d(u ∨ v) = (u ∨ d)v + (v ∨ d)u+ u ∨ dv + v ∨ du,
u ∨ (v ∧ w)− v ∧ (u ∨ w) = (−1)l 〈u, v〉w,
and dα = 0, we have
d˜
(
α ∨ (η̂ + R̂)) = α ∨ d˜(η̂ + R̂) + (α ∨ d˜)(η̂ + R̂) + ((η̂ + R̂) ∨ d)α.
Therefore (4.8) becomes
−(∆H + 2(iζ ∨ d) + (α ∨ d˜))R̂ =α ∨ d˜(η̂ + R̂) + ((η̂ + R̂) ∨ d)α+ k2(γ0 − 1)(η̂ + R̂)
+
(
∆H + 2(iζ ∨ d) + (α ∨ d˜)
)
η̂.
(4.9)
For the operator on the left hand side, we have
γ
1
2
0 ◦ −
(
∆H − 2(iζ ∨ d)− (α ∨ d˜)
) ◦ γ− 120 = −∆H − 2(iζ ∨ d) + q,
where q := 14 〈α,α〉 − 12δα. Then, (4.9) gives
−(∆H + 2(iζ ∨ d))R =γ 120 α ∨ d˜(η̂ + R̂) + (R ∨ d)α + k2(γ0 − 1)R − qR
+ (η ∨ d)α+ k2(γ0 − 1)η − qη.
(4.10)
Applying Gζ yields the integral equation
R =Gζ
[
γ
1
2
0 α ∨ d˜(η̂ + R̂)
]
+Gζ
[
(R ∨ d)α+ k2(γ0 − 1)R− qR
]
+Gζ
[
(η ∨ d)α+ k2(γ0 − 1)η − qη
](4.11)
Lemma 4.1. Suppose R ∈ H l′δ (Rn; Λ1Rn) is a solution to the integral equation
(4.11). Then R̂ := γ
− 1
2
0 R ∈ C2(Rn; Λ1Rn) satisfies (4.7), that is, E = γ
− 1
2
0 e
ix·ζ(η+R)
satisfies (4.6).
Proof. First we remark that c−1 < γ0 < c for some constant c > 1, then it can be
shown that α = dγ0/γ0 and γ
1/2
0 α belong toH
l′+1(Rn; Λ1Rn) and they are compactly
supported on Br. Then since H
l for l ≥ n/2 is an algebra, it is easy to see that
q = 14〈α,α〉 − 12δα ∈ H l
′
(Rn; Λ0Rn) is also compactly supported on Br. Then one
can easily see that the right hand side of (4.10) is in H l
′
θ+1, by (4.3) and Sobolev
embedding, we have R ∈ C2(Rn; Λ1Rn).
Hence, the above derivation from (4.8) to (4.11) can be reversed to obtain that
R̂ ∈ C2(Rn; Λ1Rn) satisfies (4.8), that is,
(4.12) δ˜d˜(η̂ + R̂) = d˜
(
−δ˜(η̂ + R̂) + α ∨ (η̂ + R̂)
)
+ k2γ0(η̂ + R̂).
Denote the 0-form
u := −δ˜(η̂ + R̂) + α ∨ (η̂ + R̂) = −γ−10 δ˜
(
γ0(η̂ + R̂)
)
.
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Applying δ˜ to (4.12) and adding to δ˜u = 0 (for it is a 0-form), we have eventually
−(∆H + 2(iζ ∨ d))u = k2(γ0 − 1)u.
This equation by (4.2) admits only the trivial solution. Hence u = 0, which implies
the second equation of (4.7), furthermore (4.12) becomes the first equation of (4.7).
This completes the proof. 
Next, to solve the integral equation (4.11), we define Q := d˜(η̂ + R̂). First note
that d˜Q = 0. Then, by the first equation of (4.7),
δ˜Q = k2γ0(η̂ + R̂),
which gives
d˜δ˜Q = k2γ
1
2
0 α ∧ (η +R) + k2γ0Q.
Together with (4.10), we obtain a system of R and Q
(4.13)

−(∆H + 2(iζ ∨ d))R =γ 120 α ∨Q+ (R ∨ d)α + k2(γ0 − 1)R − qR
+ (η ∨ d)α+ k2(γ0 − 1)η − qη
−(∆H + 2(iζ ∨ d))Q =k2γ 120 α ∧R+ k2(γ0 − 1)Q+ k2γ 120 α ∧ η.
Lemma 4.2. For |ζ| large enough, we have that (4.13) admits a unique solution
R ∈ H l′θ (Rn; Λ1Rn), Q ∈ H l
′
θ (R
n; Λ2Rn) satisfying
(4.14) ‖R‖Hl′
θ
(Rn;Λ1Rn) + ‖Q‖Hl′
θ
(Rn;Λ2Rn) ≤ C|ζ|−1|η|.
Proof. The solution of (4.13) is constructed using the decomposition
R =
∞∑
m=0
Rm, Q =
∞∑
m=0
Qm
where the first pair (R0, Q0) satisfies
(4.15)
−
(
∆H + 2(iζ ∨ d)
)
R0 =(η ∨ d)α + k2(γ0 − 1)η − qη,
−(∆H + 2(iζ ∨ d))Q0 =k2γ 120 α ∧ η,
and for m > 0,
(4.16)
−(∆H + 2(iζ ∨ d))Rm =M1(Rm−1, Qm−1)
:=γ
1
2
0 α ∨Qm−1 + (Rm−1 ∨ d)α+ k2(γ0 − 1)Rm−1 − qRm−1,
−(∆H + 2(iζ ∨ d))Qm =M2(Rm−1, Qm−1)
:=k2γ
1
2α ∧Rm−1 + k2(γ0 − 1)Qm−1.
By the beginning remark, the right hand side forms of (4.15) are both in H l
′
and
compactly supported on Br, hence in H
l′
δ+1. Then (4.2) implies that for |ζ| large
enough, R0 ∈ H l′θ (Rn; Λ1Rn) and Q0 ∈ H l
′
θ (R
n; Λ2Rn). Moreover, one has
‖R0‖Hl′
θ
+ ‖Q0‖Hl′
θ
≤ C(θ, γ0)|ζ|−1|η|
17
for some positive constant C(θ, γ0).
Suppose that Rm−1 ∈ H l′θ (Rn; Λ1Rn) and Qm−1 ∈ H l
′
θ (R
n; Λ2Rn). Notice that the
operators M1 and M2 defined in (4.16) are essentially multiplications of component
functions of forms by compactly supportedH l
′
parameters. By a similar argument in
proving [13, equation (23)], we can show that M1(Rm−1, Qm−1) ∈ H l′θ+1(Rn; Λ1Rn),
M2(Rm−1, Qm−1) ∈ H l′θ+1(Rn; Λ2Rn) and
‖M1(Rm−1, Qm−1)‖Hl′
θ+1
+‖M2(Rm−1, Qm−1)‖Hl′
θ+1
≤ Cγ0
(
‖Rm−1‖Hl′
θ
+ ‖Qm−1‖Hl′
θ
)
.
Then by (4.2), we obtain
‖Rm‖Hl′
θ
+ ‖Qm‖Hl′
θ
≤ C|ζ|−1
(
‖Rm−1‖Hl′
θ
+ ‖Qm−1‖Hl′
θ
)
By taking |ζ| large such that C|ζ|−1 < 12 , above estimates yield
‖Rm‖Hl′
θ
+ ‖Qm‖Hl′
θ
≤ 1
2m
C|ζ|−1|η|, m ≥ 0.
Summing up the geometric series proves (4.14).
The uniqueness of the solution is a consequence of the unique solvability of
−(∆H + 2(iζ ∨ d)) and estimate (4.2). 
It remains to show that R also uniquely solves (4.11) in H l
′
θ .
Lemma 4.3. For |ζ| large enough, there exists a unique solution R ∈ H l′θ (Rn; Λ1Rn)
to (4.11). Moreover, it satisfies the estimate
(4.17) ‖R‖
Hl
′
θ
≤ C|ζ|−1|η|.
Proof. The proof is similar to that of [18, Theorem 3.1]. By Fredholm alternative,
we need to show (4.11), rewritten as
(I −K)R = Gζ
[
γ
1
2
0 α ∨ d˜η̂ + (η ∨ d)α+ k2(γ0 − 1)η − qη
]
:= f
is of Fredholm type in L2(Br; Λ
1
R
n) and the kernel is zero, where
K(R) := Gζ
[
γ
1
2
0 α ∨ d˜R̂
]−Gζ [(R ∨ d)α+ k2(γ0 − 1)R− qR] .
By (4.4) and (4.5), both terms in K are bounded (the constant is linear in |ζ|) lin-
ear operators from L2(Br; Λ
1
R
n) to H1(Br; Λ
1
R
n). SinceH1(Br; Λ
1
R
n) is compactly
embedded in L2(Br; Λ
1
R
n), K is compact. This proves that I−K is Fredholm type.
To show that the kernel of I−K in L2(Br; Λ1Rn) is zero, consider the solution Rh ∈
L2(Br; Λ
1
R
n) to the homogeneous equation Rh = K(Rh). Since all the parameters
are supported on Br, R
h can be extended to a solution in L2θ(R
n; Λ1Rn). Then the
extension satisfies the homogeneous integral equations corresponding to (4.13). By
the previous Lemma 4.2 (in which the uniqueness can also be shown in L2θ), we have
Rh = 0.
Therefore, I −K is uniquely solvable in L2(Br; Λ1Rn). It is not hard to see that
f ∈ L2(Br; Λ1Rn) with bounded norm in |ζ|. This implies that
R = (I −K)−1f ∈ L2(Br; Λ1Rn).
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Extend and plug it into the right hand side of (4.11). Note that the parameters are
all compactly supported in Br and f ∈ H l′+2θ (Rn; Λ1Rn), we have R ∈ H1θ (Rn; Λ1Rn)
solves (4.11) on Rn.
Finally, this H1θ solution R to (4.11) and Q := d˜(η̂ + R̂) ∈ L2θ(Rn; Λ2Rn) must
satisfy (4.13), therefore by Lemma 4.2, we obtain R ∈ H l′θ (Rn; Λ1Rn), the uniqueness
and the estimate (4.17). 
Proof of Lemma 3.1. Let ζ be as in (3.6) and η = ηζ be as in (3.7). By Lemma 4.1
and Lemma 4.3, we obtain, for |ζ| large enough, a solution Eζ ∈ H1loc(Rn; Λ1Rn) to
Maxwell’s equations (4.6), of the form (3.8) with Rζ ∈ H l′θ (Rn; Λ1Rn) satisfying
‖Rζ‖Hl′
θ
≤ C|ζ|−1|ηζ | ≤ C.
This implies
‖Rζ‖Hl′ (Ω;Λ1Rn) ≤ C.
Then by Sobolev embedding, we have Rζ bounded point-wise by C. 
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