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Pullback dynamics of 2D incompressible non-autonomous Navier-Stokes
equation on Lipschitz-like domain
Xin-Guang Yang † Yuming Qin ∗ To Fu Ma ‡ Yongjin Lu§
Abstract
This paper concerns the tempered pullback dynamics of 2D incompressible non-autonomous
Navier-Stokes equation with non-homogeneous boundary condition on Lipschitz-like domain. With
the presence of a time-dependent external force f(t) which only needs to be pullback translation
bounded, we establish the existence of a minimal pullback attractor with respect to a universe of
tempered sets for the corresponding non-autonomous dynamical system. We then give estimate on
the finite fractal dimension of the attractor based on trace formula. Under the additional assump-
tion that the external force is the sum of a stationary force and a non-autonomous perturbation, we
also prove the upper semi-continuity of the attractors as the non-autonomous perturbation vanishes.
Lastly, we also investigate the regularity of these attractors when smoother initial data is given. Our
results are new even in the case of smooth domains.
Keywords: 2D Navier-Stokes equation; Lipshitz-like domain; universe; pullback translation bounded;
pullback tempered; attractors.
Mathematical Subject Classification 2010: 35B40, 35B41, 35Q30, 76D03, 76D05.
1 Introduction
The incompressible Navier-Stokes equation (NSE for short) is a well-known physical model in hydro-
dynamics and it plays a key role in understanding turbulence in science and engineer. One of the main
motivations to study dynamical systems for the Navier-Stokes equation is the attempt to gain further
understanding of viscous fluid turbulence. Our objective in this paper is to study pullback dynamics of
an incompressible 2D fluid flow in a Lipschitz-like domain. The fluid is subject to a prescribed tangential
boundary velocity and a time-dependent external force. The motion of fluid is thus described by the
following non-autonomous 2D Navier-Stokes equation with non-homogeneous boundary condition:


∂u
∂t
− ν∆u+ (u · ∇)u+∇p = f(t, x), x ∈ Ω, t ≥ τ,
div u = 0, x ∈ Ω, t ≥ τ,
u = ϕ, ϕ · n = 0, x ∈ ∂Ω, t ≥ τ,
u(τ, x) = uτ (x), x ∈ Ω,
(1.1)
where Ω is a bounded domain in R2 with Lipschitz boundary ∂Ω, and τ ∈ R is an initial time. Variables
u represents the fluid velocity field, p denotes the pressure, and ν is the kinematic viscosity. In addition,
n represents the exterior unit normal vector to ∂Ω, ϕ = ϕ(x) is a prescribed tangential boundary velocity,
and f(t, x) is a time-dependent forcing term.
Many results on the mathematical analysis for 2D incompressible Navier-Stokes equations are available
in the literature. We first recall some results for homogeneous Dirichlet or periodic boundary in smooth
domain.
The local and global existence of weak solutions for N = 2, 3-dimensional case were investigated by
Leray [32, 33] and Hopf [26], which is called Leray-Hopf weak solution. From 1960s, Ladyzhenskaya [29],
Temam [48] and some other mathematicians have established the global existence of weak and strong
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solution with uniqueness for incompressible Navier-Stokes equation in space dimension two. More results
about well-posedness in N -dimension, one can refer to [13], [22], [34] and references therein.
The study of infinite dimensional dynamical systems of autonomous partial differential equations was
paid much attention in 1980s and has since been fast developed into a field that generates vast amount of
results in the literature. One of the important topics in this area is the research of asymptotic behavior
for autonomous Navier-Stokes equations in smooth domain. If the domain Ω is bounded with smooth
boundary, the existence of compact global attractor was established by Babin and Vishik [2], Constantin,
Foias and Temam [15], Foias, Manley,Ilylin [27], Rosa and Temam [22], Ladyzhenskaya [30], Robinson
[43], [44], Sell and You [46], Temam [49] and so on. If the external force satisfies appropriate assumption,
the fractal and Hausdorff dimension of global attractor has finite bound depending on Grashof number
G (see [13], [14], [15], [19], [22], [35], [43], [44] and references therein). However, the inertial manifold for
2D Navier-Stokes equation is still open.
Three conditions, invariance, attracting and compact, are necessary for a set to become an attractor.
However, if the external force is time-independent, invariance of an attractor is lost. In this case, if the
external force is translation compact, then it leads to the existence of uniform attractor. Applying the
existence theory to non-autonomous 2D NSE, the uniform attractors and its finite fractal dimension were
derived by Chepyzhov and Vishik [10], Lu [36] for homogeneous Dirichlet or periodic boundary condition,
and by Miranville and Wang [42] for inhomogeneous boundary condition. Unfortunately, the forward
invariance and uniform estimates in some cases are not easy to achieve, the idea is to use pullback
invariance to instead, which leads to the pullback attractor theory. The pullback dynamics for same
problem of 2D non-autonomous NSE are obtained in [5], [6], [7], [23], [31] and references therein.
Another situation to consider is the non-regular domain. If the domain Ω is an unbounded smooth
manifold where the Poincare´’s inequality holds, the existence of global and pullback attractor were ob-
tained from energy equation method by Rosa [45], Langa,  Lukaszewicz and Real [31]. If the domain is
channel-like or stripe-like, the existence of solutions and its long dynamics for 2D NSE were obtained by
Babin and Vishik [1], Temam and Wang [50], Zelik [56].
As for the 2D autonomous Navier-Stokes equations with non-homogenous boundary u|∂Ω = ϕ, on
smooth domain, the existence of global attractors with finite fractal dimension was established by Mi-
ranville and Wang [41, 42]. Their arguments are based on the construction of a background flow ψ
satisfying
divψ = 0 in Ω and ψ = ϕ on ∂Ω, (1.2)
which suffices for estimating fractal dimension. Early constructions of such background flows were pre-
sented in [40, 50].
This non-homogeneous problem, with f = f(x), was extended to Lipschitz domains (non-smooth) by
Brown, Perry and Shen [3], who constructed an appropriate background flow (satisfying (1.2)), by taking
into account the possible non-smooth character of the boundary ∂Ω. Then, writing v = u − ψ, problem
(1.1) becomes


∂v
∂t
− ν∆v + (v · ∇)v + (v · ∇)ψ + (ψ · ∇)v +∇p
= f + ν∆ψ − (ψ · ∇)ψ, x ∈ Ω, t ≥ τ,
div v = 0, x ∈ Ω, t ≥ τ,
v = 0, x ∈ ∂Ω,
v(τ, x) = vτ (x), x ∈ Ω,
(1.3)
which is now a homogeneous problem. We note that if v is a solution of problem (1.3) with initial data
vτ = uτ − ψ, then u = ψ + v is a solution of problem (1.1) with initial data uτ . The Hadamard well-
posedness of problem based on stationary system (see [20, 47]) and the existence of a global attractor of
finite fractal dimension of problem (1.3) were proved in [3], with respect to weak solutions and f = f(x).
For system (1.3) with non-autonomous external force satisfying translation compact condition, Wu and
Zhong [54] proved the existence of uniform attractor in space H . In [57], the translation compactness
condition ensures the forward dynamics to satisfy some dissipative evolutionary equations.
In this work, we consider pullback asymptotic dynamical behavior of problem (1.1) with time-
dependent force f = f(t, x) which only satisfies pullback translation bounded condition. The major
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contributions of this paper are that:
(1). The boundary condition is non-homogeneous. Therefore, in order to convert the problem into
one that has homogeneous boundary condition, as mentioned above, we have to introduce a background
function ψ, the solution to a non-homogenous Stokes problem. Estimates of ψ on a Lipschitz-like domain
established in [3] have to be critically invoked.
(2). The underlying domain is Lipschitz-like and thus non-smooth. The lack of smoothness of the
domain requires more delicate estimates that depend on the geometric properties of Ω.
(3). The external force is assumed to be only pullback translation bounded, a major departure from
the usual pullback translation compact condition (also as uniformly pullback tempered) assumed in the
literature. The weaker compactness of the external force makes the proof more technically challenging.
(4). We give a rather complete study of pullback dynamics of (1.1): we establish not only the
existence of a minimal family of pullback attractors, but also estimates on the finite fractal dimension of
these attractors, upper-semicontinuity of these attractors (by assuming that the external force follows a
special form), and regularity of these attractors. As the foundation of all other results, the first result, the
existence of a minimal family of pullback attractors, has an important feature that the tempered universe
Dµ (0 < µ ≤ µ0 = νλ12 ) where we seek the minimal pullback attractor is not necessarily bounded and it
contains the universe of fixed bounded sets in H . The minimality property then implies that uniqueness
of the attractor. Proof of these different aspects of the pullback dynamics demand different techniques:
(a) For example, to establish existence of a minimal family of pullback attractors, the asymptotic
compactness, the technically most intensive component of the proof, is obtained from a decomposition
method of the phase space. First introduced by Ma, Wang and Zhong in [52], to show that a process is
pullback D-asymptotically compact (see Definition 3.7 in Section 3.2 below), one only needs to check the
so-called pullback-D-condition (MWZ): the existence of a fixed pullback time, up to which, the projec-
tion of solution to the finite dimensional subspace of the phase space is bounded, while the orthogonal
complemented projection to the infinite dimensional subspace is sufficiently small in appropriate topology.
(b) To establish estimates on the fractal dimension of the dynamics, we apply the trace formula to
describe the box counting which is based on a quasi-differential compact approximated operator. By
using this technique, our estimate for the fractal dimension of the pullback attractors has a 1/2 lower
power on the generalized Reynold number than that for the forward global attractor obtained in [3].
(5). We assume the external force to have a form of f(t, x) = σ0(x)+εσ(t, x) rather than εg(t, x) when
studying the upper semi-continuity property of the pullback attractors. The former form of the external
force allows us to study the continuity of the pullback attractors when the external force approaches to
a possibly non-zero stationary state while the latter form only admits a zero final state of the external
force.
(6). As far as we know, our results, the existence of minimal pullback attractors for 2D NSE, are new
even in the case where Ω has smooth boundary ∂Ω.
For the sake of completeness, we will also prove the well-posedness result for (1.1). The rest of the
article will be organized as follows: in Section 2, we first review some preliminaries on studying NSE and
the background flow (1.2) and then summarize the main results of this article: existence of global weak
solution to (1.1), existence of minimal and unique family of pullback Dµ-attractors in H , estimates on
finite fractal dimension of pullback attractors, continuity of pullback attractors and regularity of pullback
attractors. In Section 3, we will prove these results in order.
2 Main results and comments
In this section, we shall state our main results, i.e., the existence of weak solution, tempered pullback
dynamics of process for system (1.1).
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2.1 Preliminaries
Denote E := {u|u ∈ (C∞0 (Ω))2, divu = 0}, H is the closure of E in (L2(Ω))2, (·, ·) and | · | denote the
inner product and norm in H respectively, i.e.,
(u, v) =
2∑
j=1
∫
Ω
uj(x)vj(x)dx, ∀ u, v ∈ (L2(Ω))2 and |u|2 = (u, u).
V is the closure of E in (H1(Ω))2 topology, ((·, ·)) and ‖ · ‖ denote the inner product and norm in V
respectively, i.e.,
((u, v)) =
2∑
i,j=1
∫
Ω
∂uj
∂xi
∂vj
∂xi
dx, ∀ u, v ∈ (H10 (Ω))2 and ‖u‖2 = ((u, u)).
H ′ and V ′ are dual spaces of H and V respectively, where the injections V →֒ H ≡ H ′ →֒ V ′ are dense
and continuous. The norm ‖ · ‖∗ and 〈·〉 denote the norm in V ′ and the dual product between V and V ′
respectively.
Let P be the Helmholz-Leray orthogonal projection operator from (L2(Ω))3 onto H . We define
A := −P∆ to be the Stokes operator with domain D(A) = (H2(Ω))3⋂(H10 (Ω))3, then the operator
A : V → V ′ has the property 〈Au, v〉 = ((u, v)) for all u, v ∈ V which is an isomorphism from V into V ′.
{λj}∞j=1 (0 < λ1 ≤ λ2 ≤ · · · ) are eigenvalues of operator A for the eigenvalue problem Au = λu, u|∂Ω = 0
in L2(Ω). {ωj}∞j=1 is an orthonormal basis of operator A corresponding to {λj}∞j=1, i.e., Aωj = λjωj.
We define the bilinear and trilinear operators as (see [49])
B(u, v) := P ((u · ∇)v), ∀ u, v ∈ E, (2.1)
b(u, v, w) = (B(u, v), w) =
2∑
i,j=1
∫
Ω
ui
∂vj
∂xi
wjdx (2.2)
respectively, where B(u, v) is a linear continuous operator and b(u, v, w) satisfies

b(u, v, v) = 0, ∀ u ∈ V, v ∈ (H10 (Ω))2,
b(u, v, w) = −b(u,w, v), ∀ u, v, w ∈ V,
|b(u, v, w)| ≤ C|u| 12 ‖u‖ 12 ‖v‖|w| 12 ‖w‖ 12 , ∀ u, v, w ∈ V.
(2.3)
The fractal operator As (s ∈ C) is defined as (see [48])
Asf =
∑
j
λsj(f, ωj)ωj , s ∈ C, j ∈ R, (2.4)
V s = D(As) =
{
g ∈ H : Asg ∈ H,
+∞∑
i=1
λ2αi |(u, ωi)|2 < +∞
}
, (2.5)
‖Aσu‖ =
( +∞∑
i=1
λ2σi |(u, ωi)|2
)1/2
. (2.6)
D(As) denotes the domain of As with the inner product and the norm ‖ · ‖s as
(u, v)V s = (A
s
2u,A
s
2 v), ‖u‖2V s = (u, u)Vs (2.7)
and V
s+1
2 = D(A
s+1
2 ) with the norm ‖ · ‖
V
s+1
2
. Especially, V = V 1, V 2 = W := (H2(Ω))3
⋂
(H10 (Ω))
3.
Moreover, As satisfies (see [3])
‖u‖L4 ≤ C1|A
1
4u|, ∀u ∈ D(A 14 ). (2.8)
The Gagliardo-Nirenberg interpolation inequality:
|A1/2u|2 ≤ C2|A1/4u||A3/4u|, ∀ u ∈ D(A3/4). (2.9)
Hardy’s inequality: ∫
Ω
|u(x)|2
[dist(x, ∂Ω)]2
dx ≤ C3
∫
Ω
|∇u(x)|2dx, ∀u ∈ V. (2.10)
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2.2 Background functions for the Stokes problem on Lipschitz domains
The main idea we use in this paper is to transform (1.1) into a problem that has homogeneous
boundary condition. To this end, we introduce a new function v = u− ψ, where u is the solution to the
original problem (1.1) with non-homogeneous boundary condition ϕ and the background function ψ is
the solution to the following system that shares the same boundary condition ϕ as (1.1):
{
div ψ = 0, in Ω,
ψ = ϕ, ϕ · n = 0 on ∂Ω, (2.11)
The idea is motivated by Miranville and Wang [41] and [42]. Brown, Perry and Shen [3] extended the well-
posedness of global solution of the non-homogeneous boundary problem to non-smooth domains (such
as Lipschitz-like domain) of 2D Navier-Stokes equation by critically invoking estimates of the Stokes
problem 

−△uˆ+∇q = 0, in Ω,
div uˆ = 0, in Ω,
uˆ = ϕ, a.e. on ∂Ω in the sense of nontangential convergence.
(2.12)
Definition 2.1 (The Lipschitz-like domain, see [3], [20]) We call a bounded set Ω ⊂ Rd to be a Lipschitz-
like domain if its boundary ∂Ω can be covered by finitely many balls Bi = B(Qi, r0) centered at the point
Qi ∈ ∂Ω such that for each ball Bi, there exists a rectangular coordinate system and a Lipschitz function
Ψ : Rd−1 → R with
B(Qi, 3r0) ∩ Ω = {(x1, x2, · · · , xd)|xd > Ψi(x1, x2, · · · , xd−1)} ∩ Ω.
An example of a Lipschitz-like domain is the square Ω = (0, 1)× (0, 1).
Lemma 2.2 (See e.g., [3]) (1) The background function ψ which is a solution of Stokes problem satisfies
the following estimates in a Lipschitz-like domain
sup
x∈Ω
|ψ(x)| + sup
x∈Ω
|∇ψ(x)|dist(x, ∂Ω) ≤ C4‖ϕ‖L∞(∂Ω), (2.13)
‖|∇ψ|dist(·, ∂Ω)1− 1p ‖Lp(Ω) ≤ C5‖ϕ‖Lp(∂Ω), 2 ≤ p ≤ ∞, (2.14)
‖ψ‖L∞(Ω) ≤ C4‖ϕ‖L∞(∂Ω). (2.15)
(2) If ψ satisfies the problem


div ψ = 0, x ∈ Ω,
ψ = uˆ, if x ∈ {x ∈ Ω; dist(x, ∂Ω) < C′1ε},
ψ = ϕ, on ∂Ω in sense of nontangential convergence.
(2.16)
Then we have
∆ψ = ∇(qηε) + F, (2.17)
where
Supp ψ ⊂ {x ∈ Ω¯; dist(x, ∂Ω) < C′2ε}, (2.18)
‖F‖L2(Ω) ≤
C
ε
3
2
‖ϕ‖L2(∂Ω), ∇q = △uˆ, (2.19)
F = 0, x ∈ {x|dist(x, ∂Ω) < C′1ε or dist(x, ∂Ω) > C′2ε}, (2.20)
here ε is an arbitrary fixed positive constant.
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2.3 Main result I: Existence of global weak solution
Let ψ be a background flow function which satisfies the Stokes problem (2.12) and v(t, x) = u(t, x)−
ψ(x), since the Stokes operator is compact, then (1.3) is equivalent to the following homogeneous boundary
value problem


vt − ν∆v + (v(t) · ∇)v + (v(t) · ∇)ψ + (ψ · ∇)v +∇(p− νqηε) = f¯ − (ψ · ∇)ψ,
div v = 0,
v|∂Ω = 0,
v(τ, x) = vτ (x) = uτ (x) + ψ(x),
(2.21)
where f¯ = f(x, t) + νF (x).
Let vτ ∈ H or V , applying the Leray projector P to problem (2.21), using the divergence free condition,
we derive the following equivalent abstract weak form
{
vt + νAv +B(v, v) +B(v, ψ) +B(ψ, v) = P f¯ −B(ψ, ψ),
div v = 0
(2.22)
and its global weak solution can be defined as the following.
Definition 2.3 Let Ω be a Lipschitz-like domain, uτ ∈ H, f(x, t) ∈ L2loc(R;V ′), ϕ ∈ L∞(∂Ω) and
ϕ · n = 0 on ∂Ω, u is called a weak solution of problem (1.1) provided that
(i) u ∈ C([τ, T ];H), u(·, τ) = uτ ,and du/dt ∈ L2(τ, T ;V ′);
(ii) for all v ∈ C∞0 (Ω) with div v = 0, we get
d
dt
< u, v > −ν < u,∆v > −
∫
Ω
2∑
i,j=1
uiuj
∂vi
xj
dx =< f, v >
in the distribution sense on [τ, T ];
(iii) there exists functions ψ ∈ C2(Ω) ∩ L∞(∂Ω), q ∈ C1(Ω) and g ∈ L2(Ω) such that


△ψ = ∇q + gˆ, in Ω,
div ψ = 0, in Ω,
ψ = ϕ on ∂Ω,
where ψ can reach its boundary values in the sense of non-tangential convergence and u−ψ ∈ L2(τ, T ;V ).
The existence of global weak solutions of problem (2.22) (which is equivalent to (2.21)) can be stated
as the following theorem.
Theorem 2.4 Let vτ (x) ∈ H, f(x, t) ∈ L2loc(R;V ′), then there exists a unique solution v(t, x) of non-
autonomous problem (2.22) satisfying
v(t, x) ∈ L∞(τ, T ;H)
⋂
L2(τ, T ;V ),
and dvdt is uniformly bounded in L
2(τ, T ;V ′).
Proof. Applying the Galerkin approximated method and compact argument as in [3] to our non-
autonomous problem, this result could be established. We give the outline of the proof in Section 3.1.
The continuous dependence of global solution is stated below:
Theorem 2.5 Let uτ ∈ H, f ∈ L2loc(R;V ′), ϕ ∈ L∞(∂Ω), and ϕ · n = 0 on ∂Ω. Then, we obtain that
(1) based on the existence of weak solutions, it follows u(t, x) ∈ L4([τ, T ]× Ω);
(2) the problem (1.1) possesses a unique weak solution u(t, x) ∈ L∞(τ, T ;H) ∩ L2(τ, T ;V ) which is
continuously dependent on the initial data.
Proof. See Section 3.1. 
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Remark 2.6 For the original problem (1.1) and the initial data v0 = u0 − ψ of the equation (2.22)
with initial data u0 and boundary data ϕ, based on the wellposedness of problems (2.22), we have the
generation of process {U(t, τ)}(t ≥ τ) : H → H which implies ψ +U(t, τ)(uτ − ψ) = ψ + U(t, τ)vτ is the
solution to problem (1.1).
Next, we will define the regularity of solution for problem (1.1).
Definition 2.7 Let Ω be a Lipschitz-like domain, uτ ∈ D(Aσ2 ), f(x, t) ∈ L2loc(R;H), ϕ ∈ L∞(∂Ω), u is
called a regular weak solution of the problem (1.1) provided
(i) u ∈ Cw([τ, T ];D(Aσ2 )), u(·, τ) = uτ ,and du/dt ∈ L2(τ, T ;V ′),
(ii) for all v ∈ C∞0 (Ω) with div v = 0, we get
d
dt
< u,Aσv > −ν < u,Aσ+1v > +
∫
Ω
2∑
i,j=1
uiuj
∂(Aσvi)
xj
dx =< f,Aσv >
in the distributed sense,
(iii) there exists functions ψ ∈ C2(Ω) ∩ L∞(∂Ω), q ∈ C1(Ω) and g ∈ L2(Ω) such that


△ψ = ∇q + gˆ, in Ω,
div ψ = 0, in Ω,
ψ = ϕ on ∂Ω,
where ψ can reach its boundary values in non-tangential sense and u− ψ ∈ L2(τ, T ;D(Aσ+12 )).
By similar technique in Theorem 2.4 and uniform estimates in D(A
σ
2 ) and V , the regularity result of
solution can be established.
Theorem 2.8 (1) Assume f ∈ L2loc(R;H), let v(t, x) be the solution of (2.22) with the initial data
vτ ∈ D(Aσ2 ), then the regular solution v(t, x) ∈ L2(τ, T ;D(Aσ2 ))∩L2(τ, T ;D(Aσ+12 )) exists for σ ∈ [0, 12 ].
(2) Let uτ ∈ D(Aσ2 ), f(x, t) ∈ L2loc(R;H), ϕ ∈ L∞(∂Ω). Then, the problem (1.1) possesses regular
solution u(t, x) ∈ Cw([τ, T ];D(Aσ2 )) ∩ L2(τ, T ;D(Aσ+12 )) which is norm-to-weak continuous.
(3) Assume f ∈ L2loc(R;H), let v(t, x) be the solution of problem (2.22) with the initial data vτ ∈
D(A
σ
2 ), then we obtain that the regular solution v(t, x) is norm-to-weak continuous, i.e., v(t, x) ∈
Cw([τ, T ];D(A
σ
2 )).
Proof. See Section 3.7. 
Remark 2.9 For the autonomous problem, Brown, Perry and Shen [3] has presented the existence
of global unique weak solution in H which can be derived from our result when f(t) reduces to time-
independent.
2.4 Main Result II: Existence of minimal and unique family of pullback Dµ-
attractors in H
In this part, we give a new definition and condition of external force-pullback translation boundedness,
and then present the minimal and unique family of pullback attractors.
Definition 2.10 We call the external force f(t, x) ∈ L2loc(R;X) is pullback translation bounded if it
satisfies
sup
s≤τ, h≤0
∫ s
s+h
‖f(r, x)‖2Xdr < +∞ or sup
s≤τ
∫ s
s−1
‖f(r, x)‖2Xdr < +∞ (2.23)
for the cases: (a-1) some t ∈ R and some h ≤ 0; (a-2) some t ∈ R and all h ≤ 0; (a-3) all t ∈ R and
all h ≤ 0. In fact, (a-1), (a-2) and (a-3) are equivalent, so we only write (2.23) with all t ∈ R and all
h ≤ 0 for convenient. Moreover, since f ∈ L2loc(R;X), if we use s ≤ t, the pullback translation bounded
also well defined. We denotes all the pullback translation bounded functions as L2pb(R;X).
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Definition 2.11 The function f(t, x) ∈ L2loc(R;X) is called pullback tempered, if
sup
s≤τ
∫ s
−∞
eµ(r−s)‖f(r, x)‖2Xdr < +∞ or lims→−∞
∫ s
−∞
eµ(r−s)‖f(r, x)‖2Xdr < +∞ (2.24)
holds for all t ∈ R. In addition, for s ≤ t, this is also well-defined. We denotes all the pullback tempered
functions as L2pt(R;X).
Definition 2.12 We say f(t, x) is uniformly pullback tempered if
∫ t
−∞
eµs‖f(s)‖2Xds < +∞ or
∫ τ
−∞
eµs‖f(s)‖2Xds < +∞ (2.25)
thanks to f ∈ L2loc(R;X). We denotes all the uniform pullback tempered functions as L2upt(R;X).
Remark 2.13 The pullback translation boundedness is equivalent to pullback tempered condition, which
is weaker than uniformly pullback tempered condition. The proof of equivalence and more details can be
found in Appendix.
Let P(H) be the collection of all nonempty subsets in H , Dˆ = {D(t)} ⊂ P(H) be a subset in P(H)
which is not necessarily bounded, B(0, ρDˆ(t)) is a family of balls with center 0 and radius ρDˆ(t), where
ρDˆ(t) satisfies that
e−µt
( 4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+ |ρDˆ(τ)|2
)
eµτ → 0 (2.26)
as τ → −∞, which means that there exists a pullback time τ1 ≤ t, such that for any τ < τ1,
|ρDˆ(τ)|2eµτ → 0. (2.27)
We define the universe Dµ = {Dˆ = {D(t)}} as
Dµ = {Dˆ|D(t) ⊂ B(0, ρDˆ(t)) with ρDˆ satisfying (2.27)}. (2.28)
Let Bˆ0 = {B0(t)}t∈R be a family of balls, where B0(t) = B(0, ρ0(t)) is a ball with center 0 and radius
ρ0(t), and ρ0(t) is defined as
ρ20(t) = 1 +
4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+‖f‖2L2loc(R;V ′) +
4e−µn0h
νλ1(1− e−µn0h)‖f‖
2
L2pb(R;V
′), (2.29)
here 0 < µ ≤ µ0 = νλ12 , n0 > 0 is a fixed integer and h > 0 is a constant. Using the tempered
pullback attractor theory in [23] and pullback translation bounded external force, the minimal Dµ-family
of pullback attractors in H can be stated as follows.
Theorem 2.14 Assume f ∈ L2loc(R;V ′) is pullback translation bounded (f ∈ L2pb(R;V ′)) (or uniformly
pullback tempered in L2upt(R;V
′)), let vτ ∈ H, then the norm-to-weak continuous process {U(t, τ)} pos-
sesses a minimal Dµ-family of pullback attractors AHDµ = {AHDµ(t)} in H for the system (2.22) which is
equivalent to problem (1.1).
Proof. By the definition of universes to achieve pullback absorbing set which is no need to be bounded,
combining Condition-(MWZ) to achieve asymptotic compactness, the theorem can be proved, see Section
3.3. 
Next, if we can show that the universe Dµ is inclusion closed and Bˆ0 ∈ Dµ, the family of pullback
Dµ-attractors is unique by Theorem 2.15.
8
Theorem 2.15 Assume f ∈ L2loc(R;V ′) is pullback translation bounded (f ∈ L2pb(R;V ′)) (or uniformly
pullback tempered in L2upt(R;V
′) with 0 < µ < µ0), let vτ ∈ H, then the norm-to-weak continuous process
{U(t, τ)} possesses a unique Dµ-family of pullback attractors A′Dµ = {A′Dµ(t)} in H for the system (2.22)
which is equivalent to (1.1).
Proof. See Section 3.3. 
Remark 2.16 Denoting DHF as the universe of fixed nonempty bounded subset of H with same prop-
erty as (2.26). We see that DHF ⊂ DHµ ⊆ DHµ0 which are inclusion closed. The minimal families of
pullback attractors AHF (t), AHµ (t) and AHµ0(t) corresponding to the above universe exists respectively from
the above theorems. If we assume the absorbing set B belongs to the different subsets of compact set,
bounded set B, fixed universe DHF , universes DHµ and DHµ0 in H with corresponding pullback attractors
AHcdf (t), AHB (t), AHF (t), AHDµ(t) and AHDµ0 (t) respectively, by the structure of pullback attractor as ω-limit
set, using the same technique in [55], then it follows that AHcdf (t) ⊂ AHB (t) ⊆ AHF (t) ⊆ AHDµ(t) ⊆ AHDµ0 (t).
Here AHcdf (t) and AHB (t) coincide with the pullback attractors in [17] and [53] respectively.
2.5 Main Result III: Finite fractal dimension of pullback attractors
Let X be a separable real Hilbert space, K ⊂ X be a non-empty compact subset and ε > 0, we denote
Nε(K) be the minimum number of open balls in X with radius ε which are necessary to cover K.
The fractal dimension of K is defined as dF (K) = lim sup
ε→0+
ln(Nε(K))
ln(1ε )
. Since the Hausdorff dimension
dH(K) ≤ dF (K) which reveals the complexity of nonlinear systems such as the hydrodynamical models,
we only need to present the fractal dimension of minimal family of pullback attractors for problem (1.1).
Theorem 2.17 Assume f ∈ L2loc(R;V ′) and satisfies uniformly pullback tempered condition, let vτ ∈ H,
then the Dµ-family of pullback attractors AHDµ = {AHDµ(t)} in H for the system (2.22) has bounded fractal
dimension and Hausdorff dimension:
(I) If πν
2n2
2|Ω| ≥ Cν2
{
ν2|Ω|
ǫ + ǫ|∂Ω|
}
‖ϕ‖L∞(∂Ω) + Cν M , here M =: limT→+∞
1
T
∫ t
t−T
‖f(r)‖2V ′dr, then
dimFAHDµ ≤ n.
(II) If πν
2n2
2|Ω| <
C
ν2
{
ν2|Ω|
ǫ + ǫ|∂Ω|
}
‖ϕ‖L∞(∂Ω) + CνM and f ∈ L∞(−∞, T ∗;H), then the fractal and
Hausdorff dimension of pullback attractors has bounded as dimFAHDµ ≤ Cˆ1Re + Cˆ2G + Cˆ3, here Re =
‖ϕ‖L∞(∂Ω)
νλ1
is the generalized Reynold number, G =
‖f‖2L∞(−∞,T ;H)
ν2λ1
be the generalized Grashof number for
the non-autonomous system (1.1).
Proof. Based on the uniform differentiability of the process U(·, ·), we will apply the trace formula (see
Lemmas 4.19 and 4.20 in [6]) to find the bound on the dimension by the generalized Reynold and Grashof
numbers. The proof can be found in Section 3.4. 
Remark 2.18 Consider the 2D Navier-Stokes equation in smooth domain:
(1) If the Grashof and Reynolds numbers are defined as G = |f |ν2λ1 and Re =
|f |1/2
νλ
1/2
1
respectively, the
fractal dimension of global attractor A in H has finite dimension (see [22], [49])
dimFA ≤ CG, C ≤ ( 2
π
)1/2(λ1|Ω|)1/2, (2.30)
dimFA ≤ CG2/3(1 + logG)1/3 (2.31)
for Dirichlet boundary and periodic boundary conditions respectively. More delicate results about fractal
dimension, we can see [7], [12], [13], [14], [15], [19], [21], [27], [28], [35], [40], [44], [55].
(2) From [6], we can see that the fractal dimension for the fibre of pullback attractors A(·) in H can
be estimated similarly as (2.30)-(2.31) with the non-autonomous Grashof number G(t) =
‖f‖L2(−∞,t;V ′)
ν2λ1
with Dirichlet boundary and periodic boundary conditions on bounded domain respectively, but their
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union
⋃
t∈R
A(t) can be infinite dimension. If Ω is an unbounded smooth domain where the Poincare´
inequality holds, the fractal dimension of pullback attractors A(t) if also finite in H, i.e., dimFA(t) ≤
max{1, 2‖f‖
2
L2(−∞,t;V ′)
ν4λ1
} for all t ∈ R, see [31].
For our problem in Lipschitz-like domain: The fibre of pullback attractor has finite fractal
dimension which is dependent on the area of domain as Cˆ1Re + Cˆ2G + Cˆ3, this is quite different from
the finite fractal dimension on smooth domain of the 2D NSE. Comparing with autonomous case on
non-smooth domain, the finite fractal dimension of global attractor is described as C1G+C2Re
3/2 in [3],
which has different exponent index of Reynold’s number. Hence, we can conclude that Theorem 2.17 is
an extension result of [3] to non-autonomous case.
2.6 Main result IV: Continuity of pullback attractors
The upper semi-continuity of attractors is investigated originally by Hale and Raugel [24], Hale, Lin
and Raugel [25] in 1988, then the theory has been developed by many mathematicians which contains
the situations: (I) the external force has some perturbation for instance εσ(t, x) when ε → 0 (see [4],
[25], [51]); (II) the system has a damping perturbation, when the damping disappear, the corresponding
continuity of attractors (see [8], [9], [16]); (III) the external force can be written as singular oscillation
f0(t, x) + ε
−ρf1(t/ε, x), the continuity of attractors when ε → 0; (IV) the coupled system converges to
its uncoupled model (see [37]) and the continuous of attractors for different systems (see [58]); (V) the
convergence of attractors with respect to perturbed domain (see [59]) and so on.
In this paper, we consider an external force f(t, x) = σ0(x)+δσ(t, x), the sum of a stationary forces and
a non-autonomous perturbation, which is more natural to physical applications. Then, for our problem,
considering the special case f(t, x) = σ0(x) + δσ(t, x) of (1.1):


ut − ν∆u+ (u · ∇)u+∇p = σ0(x) + δσ(t, x), (x, t) ∈ Ωτ ,
div u = 0, (x, t) ∈ Ωτ ,
u(t, x)|∂Ω = ϕ, ϕ · n = 0, (x, t) ∈ ∂Ω,
u(τ, x) = uτ (x), x ∈ Ω,
(2.32)
and its abstract equivalent form in Lipschitz-like domain


vt + νAv +B(v, v) +B(v, ψ) +B(ψ, v) +B(ψ, ψ) = P (σ0(x) + νF (x)) + δPσ(t, x),
div v = 0,
v|∂Ω = 0,
v(τ, x) = vτ (x) = uτ (x) + ψ(x).
(2.33)
The upper semi-continuity of attractors for above problem as the perturbation vanishes is given in the
following theorem.
Theorem 2.19 (1) Assume vτ ∈ H, the external forces f(t, x) = σ0(x) + δσ(t, x), here σ0(x) ∈ H and
σ(t, x) ∈ L2loc(R;H) satisfies ∫ τ
−∞
eηs|σ(s)|2ds < +∞, (2.34)
then the process {Uδ(t, τ)} generated by the solution of (2.33) possesses a family of pullback attractors
Aδ(t) with δ > 0 in H.
(2) The pullback attractors Aδ = {Aδ(t)}t∈R of the processes for non-autonomous perturbed equation
(2.33) with δ > 0 and the global attractor A for autonomous case (2.33) with δ = 0 satisfy the property
of upper semi-continuity in H, i.e.,
lim
δ→0+
distH(Aδ(t),A) = 0 for any t ∈ R. (2.35)
Proof. See Section 3.6. 
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2.7 Main Result V: Regularity of pullback attractor
Suppose the external force f(t, x) is pullback translation bounded (f ∈ L2pb(R;H)) or uniformly pullback
tempered (f ∈ L2upt(R;H)), then we shall prove the regularity of pullback attractors in D(A
σ
2 )(σ ∈ [0, 12 ]),
i.e., the D′µ˜-family of pullback attractors in D(A
σ
2 ) can be stated as follows.
Since D(A
σ
2 ) is a Hilbert space, let P(D(Aσ2 )) be the collection of all nonempty subsets in D(Aσ2 ),
Dˆ = {D(t)} ⊂ P(D(Aσ2 )) be a subset in P(D(Aσ2 )), B(0, ρ′
Dˆ
(t)) be a family of balls with center 0 and
radius ρ′
Dˆ
(t), where ρ′
Dˆ
(t) satisfies that
e−µ˜t
(
K23 + |ρ′Dˆ(τ)|2
)
eµ˜τ → 0 (2.36)
as τ → −∞. Since K23 is bounded, it suffices to verify that there exists a pullback time τˆ1 ≤ t, such that
for any τ < τˆ1,
|ρ′
Dˆ
(τ)|2eµ˜τ → 0. (2.37)
We define the universe D′µ˜ = {Dˆ = {D(t)}} as
D′µ˜ = {Dˆ|D(t) ⊂ B(0, ρ′Dˆ(t)) with ρ′Dˆ satisfying (2.37)}. (2.38)
Let Bˆ′0 = {B′0(t)}t∈R be a family of balls, where B′0(t) = B′(0, ρ′0(t)) is a ball with center 0 and radius
ρ′0(t), where ρ
′
0(t) is defined as
(ρ′0(t))
2 = 1 + e−µ˜tK23e
µ˜τ +
2C
ν
‖f‖2L2loc(R;H) +
2Ce−µ˜n0h
ν(1 − e−µ˜n0h)‖f‖
2
L2pb(R;H)
(2.39)
here 0 < µ˜ ≤ µ˜0 = νλ1.
Theorem 2.20 Assume f(t, x) is uniformly pullback tempered in L2upt(R;H) or pullback translation
bounded in L2pb(R;H), vτ ∈ D(A
σ
2 ), then the norm-to-weak continuous processes {U(t, τ)} possesses a
minimal D′µ˜-family of pullback attractors AD′µ˜ = {AD′µ˜(t)} in H for the system (2.22) which is equivalent
to our original problem (1.1).
Proof. This is similar to the proof in Theorem 2.14, see Section 3.7. 
Next, if we can show that the universe D′µ˜ is inclusion closed and Bˆ′0 ∈ D′µ˜, by Theorem 3.11, the
family of pullback D′µ˜-attractors is unique.
Theorem 2.21 Assume f(t, x) is uniformly pullback tempered in L2upt(R;H) or pullback translation
bounded in L2pb(R;H), vτ ∈ D(A
σ
2 ), let 0 < µ˜ < µ˜0, then the norm-to-weak continuous processes {U(t, τ)}
possesses a unique D′µ˜-family of pullback attractors A′D′µ˜ = {A
′
D′µ˜
(t)} in D(Aσ2 ) for the system (2.22)
which is equivalent to (1.1).
Proof. See Section 3.7. 
2.8 Coclusions
From our main results and proof, we can see that the domain is important to the dynamical behavior
for Navier-Stokes equation especially turbulence. However, if the hydrodynamical systems defined on
non-cylinder domain or complex thin domain, the dynamics and its continuity is still unknown.
3 Proof of Main Results
In this section, we will prove our main results by some delicate estimates.
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3.1 Proof of well-poseness
In this section, we shall first prove the global existence of solutions for the equivalent abstract equation
of problem (1.1). Then the proof of continuous dependence on the initial data and the solution processes
will be presented.
• Proof of Theorem 2.4: Step 1: We shall use the standard Faedo-Galerkin method to establish
the existence of approximate solution to problem (2.22). Fix n ≥ 1, wj (j ≥ 1) be the normalized
eigenfunctions basis for the Stokes operators in the space H with its increasing eigenvalues λj (j ≥ 0)
being 0 < λ1 ≤ λ2 ≤ · · · and lim
j→∞
λj = ∞. Let Vn = span{w1, w2, · · · , wn}, we define an approximate
solution vn to problem (2.22) as vn(t) =
n∑
j=1
anj(t)wj ∈ Vn which satisfies the following initial value
problem of ordinary differential equation with respect to unknown variables {anj}nj=1,
{
d
dt(vn, wj) + ν〈Avn, wj〉+ b(vn, vn, wj) + b(vn, ψ, wj) + b(ψ, vn, wj) = (Pnf¯ , wj)− b(ψ, ψ,wj),
vn(τ) = vnτ .
(3.1)
By the local existence theory of solutions for ordinary differential equations, there exists a solution in
local interval (τ, T ) for problem (3.1).
Step 2: The uniformly priori L∞-estimates.
Multiplying (3.1) by anj , summing the resulting equations from j = 1 to n, noting b(vn, vn, vn) = 0
and b(ψ, vn, vn) = 0 from (2.3), we have
1
2
d
dt
|vn|2 + ν‖vn‖2 ≤ |b(vn, ψ, vn)|+ |〈Pnf¯ , vn〉|+ |b(ψ, ψ, vn)|. (3.2)
Next, we shall estimate every term on the right-hand side of (3.2). Similarly to the technique to [3],
we omit some details here.
(a) Using Hardy’s inequality (2.10),(2.3) and (2.13), choosing suitable ε > 0 such that
C2C3C4ε‖ϕ‖L∞(∂Ω) ≤ ν
4
, (3.3)
we obtain
|b(vn, ψ, vn)| ≤ C4‖ϕ‖L∞(∂Ω)
∫
dist(x,∂Ω)≤C2ε
dist(x, ∂Ω)
|vn|2
[dist(x, ∂Ω)]2
dx
≤ C2C3C4ε‖ϕ‖L∞(∂Ω)‖vn‖2 ≤ ν
4
‖vn‖2. (3.4)
Similarly, we have
|b(ψ, ψ, vn)| ≤ ν
4
‖vn‖2 + Cε |∂Ω|
ν
‖ϕ‖2L∞(∂Ω), (3.5)
| < Pnf¯ , vn > | ≤ ν
4
‖vn‖2 + C
ν
[ |f |2V ′
λ1
+
Cν2
ε
‖ϕ‖2L2(∂Ω)
]
. (3.6)
Combining (3.2)–(3.6), by ‖ϕ‖2L2(∂Ω) ≤ C|∂Ω|‖ϕ‖2L∞(∂Ω) and the Poincare´ inequality, we get
d
dt
|vn|2 + νλ1
2
|vn|2 ≤ C
ν
[ |f |2V ′
λ1
+
Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
≡ K20 . (3.7)
By the Gronwall inequality, we derive
|vn|2 ≤ |vnτ |2e−
νλ1
2 (t−τ) +
∫ t
τ
e−
νλ1
2 (t−s)K20ds. (3.8)
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Moreover, since ‖ϕ‖2L2(∂Ω) ≤ C|∂Ω|‖ϕ‖2L∞(∂Ω) and f ∈ L2loc(τ, T ;V ′), then we have, for an arbitrary
t ∈ (τ, T ),
∫ t
τ
e−
νλ1
2 (t−s)K20ds =
∫ t
τ
e−
νλ1
2 (t−s)
C
ν
[ |f |2V ′
λ1
+
ν2
ε
‖ϕ‖2L2(∂Ω) + ε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
ds
=
∫ t
τ
e−
νλ1
2 (t−s)
C
ν
|f |2V ′
λ1
ds
+
C
ν
[ν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + ε |∂Ω|‖ϕ‖2L∞(∂Ω)
] ∫ t
τ
e−
νλ1
2 (t−s)ds
and
C
ν
[ν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + ε |∂Ω|‖ϕ‖2L∞(∂Ω)
] ∫ t
τ
e−
νλ1
2 (t−s)ds ≤ C, (3.9)
C
νλ1
∫ t
0
e−
νλ1
2 (t−s)|f(s)|2V ′ds ≤
C
νλ1
∫ t
τ
|f(s)|2V ′ds ≤ C. (3.10)
This implies that v(t, x) ∈ L∞(τ, T ;H).
Step 3: The priori L2-estimate.
Integrating (3.2) over (s, t), using (3.3)–(3.6), we have
|vn|2 + ν
2
∫ t
s
‖vn(r)‖2dr
≤ |vn(s)|2 + C‖f‖L2(τ,T ;V ′) + C
ν
[ν2
ε
|Ω|‖ϕ‖2L∞(∂Ω) + ε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
(t− s), (3.11)
and using the Poincare´ inequality and Gronwall’s inequality, we derive that
|vn|2 ≤ |vn(s)|2e−
νλ1
2 (t−s) + C‖f‖L2loc(τ,T ;V ′)e
−
νλ1
2 (t−s)
+
C
ν
[ν2
ε
|Ω|‖ϕ‖2L∞(∂Ω) + ε |∂Ω|‖ϕ‖2L∞(∂Ω)
] t− s
e
νλ1
2 (t−s)
, (3.12)
which shows that vn(t, x) ∈ L∞(τ, T ;H) ∩ L2(τ, T ;V ) if let s = τ in (3.12).
Step 4: The priori L2-estimate of dvndt .
Using the inequality |b(u, v, w)| ≤ C|u| 12 ‖u‖ 12 ‖v‖‖w‖, we have
‖B(vn, vn)‖V ′ = sup
‖w‖=1
‖b(vn, vn, w)‖ ≤ C|v| 12 ‖vn‖ 12 ‖vn‖,
∫ T
τ
‖B(vn, vn)‖2V ′ds ≤ C
(∫ T
τ
|vn|2ds+
∫ T
τ
‖vn‖2ds
)
, (3.13)
which implies B(vn, vn) ∈ L2(τ, T ;V ′).
Considering 〈dvndt , w〉 with w ∈ V in the equation
〈dvn
dt
, w〉+ (νAvn, w) + (B(vn, vn), w) + (B(vn, ψ), w) + (B(ψ, vn), w)
= (Pf,w)− (B(ψ, ψ), w), (3.14)
and using the Hardy inequality, Ho¨lder’s inequality and the similar technique in (3.4), we deduce
|b(vn, ψ, w| ≤ C4‖ϕ‖L∞(∂Ω)
∫
dist(x,∂Ω)≤C2ε
|vn|
dist(x, ∂Ω)
|w|dist(x, ∂Ω)dx
≤ C‖ϕ‖L∞(∂Ω)‖vn‖‖w‖ (3.15)
and ∫ T
τ
|B(vn, ψ)|2V ′ds ≤ C‖ϕ‖2L∞(∂Ω)‖vn‖2L2(τ,T ;V ) (3.16)
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which means that B(vn, ψ) ∈ L2(τ, T ;V ′). Similarly, we have B(ψ, vn) ∈ L2(τ, T ;V ′) and B(ψ, ψ) ∈
L2(τ, T ;V ′). Since f ∈ L2loc(τ, T ;V ′) and vn ∈ L2(τ, T ;V ), then Pf ∈ L2(τ, T ;V ′) and νAvn ∈
L2(τ, T ;V ′). From the equation (3.14) in the weak sense, we have dvndt ∈ L2(τ, T ;V ′) and { dvndt } is
bounded.
Step 5: The compact argument and existence of weak solutions.
From Steps 3 and 4, using the Lions-Aubin compact argument and the dominated convergence
theorem, we can extract a subsequence (relabeled as vn) and derive the existence of function v ∈
L2(τ, T ;V ) ∩ L∞(τ, T ;H) with dvdt ∈ L2(τ, T ;V ′) such that
vn → v strongly in L2(τ, T ;H), (3.17)
vn ⇀ v weakly in L
2(τ, T ;V ), (3.18)
vn ⇀ v weakly ∗ in L∞(τ, T ;H), (3.19)
dvn
dt
⇀
dv
dt
weakly in L2(τ, T ;V ′). (3.20)
Next, we shall deal with the convergence of trilinear operators. Using the Ho¨lder inequality and the
property of trilinear operators, we obtain
∫ T
τ
|b(vn, vn, ωj)− b(v, v, ωj)|dt =
∫ T
τ
|b(vn, vn − v, ωj)|dt ≤ C
∫ T
τ
‖vn‖‖ωj‖|vn − v|dt
≤ C‖vn‖L2(τ,T ;V )‖vn − v‖L2(τ,T ;H) → 0. (3.21)
Similarly, we have
∫ T
τ
|b(vn − v, v, ωj)|dt ≤ C
λ
1
2
1
‖v‖L2(τ,T ;V )‖vn − v‖L2(τ,T ;H) → 0, (3.22)
∫ T
τ
|b(vn, ψ, ωj)− b(u, ψ, ωj)|dt ≤ C‖ϕ‖L∞(∂Ω)‖vn − v‖L2(τ,T ;H) → 0, (3.23)
∫ T
τ
|b(ψ, vn, ωj)− b(ψ, u, ωj)|dt ≤ C‖ϕ‖L∞(∂Ω)‖vn − v‖L2(τ,T ;H) → 0. (3.24)
Combining (3.17)–(3.24), passing to the limit of (3.14), we conclude that v(t, x) is a weak solution
to problem (2.21) in the interval (τ, T ), i.e., there exist at least one global in time Hadamard weak
solution to problem (2.21). From the property of background flows class ψε = ψ ∈ C∞(Ω) satisfying
(2.12) and v = u − ψ and the solution v for problem (2.21) is obtained in Theorem 2.4 with initial data
vτ = uτ − ψ, it is easy to check that u satisfies the conditions (i) (ii) and (iii) in Definition 3.1 and
u(t, x) ∈ L∞(0, T ;H) ∩ L2(0, T ;V ). We then complete the proof of our Theorem 2.4. 
• Proof of Theorem 2.5
Let u1(·) and u2(·) be two solutions to problem (1.1) with corresponding initial data u1τ and u2τ respectively
and background flow functions ψ1 and ψ2, if we take w = u1 − u2, then w satisfies the problem:

dw
dt − ν∆w + (u1 · ∇)u1 − (u2 · ∇)u2 = 0,
div w = 0, (x, t) ∈ Ωτ ,
w(t, x)|∂Ω = 0, (x, t) ∈ ∂Ωτ ,
w(τ, x) = wτ = u
1
τ (x) − u2τ (x),
(3.25)
which can be written as {
dw
dt + νAw +B(u1, u1)−B(u2, u2) = 0,
div w = 0.
(3.26)
Let ω ∈ C∞0 (Ω), div ω = 0, from the condition (ii) in Definition 2.3, we can derive
d
dt
< u1 − u2, ω > −ν < u1 − u2,∆ω >=
∫
Ω
2∑
i,j=1
(ui1u
j
1 − ui2uj2)
∂ωi
xj
dx. (3.27)
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Obviously, (3.27) holds for any ω ∈ V . In fact, from the condition (ii) and < u1 − u2,∆ω >= −((u1 −
u2, ω)), we have
u1 − u2 = (u1 − ψ1)− (u2 − ψ2) + (ψ1 − ψ2) ∈ L2([0, T ];V ),
d
dt
(u1 − u2) ∈ L2([0, T ];V ′), for ω ∈ V.
Let ω = w = u1 − u2 in (3.27), we have
1
2
d
dt
|ω|2 + ν‖ω‖2 ≤ C
∫
Ω
|u2||ω||∇ω|dx ≤ ‖u2‖L4 |∇ω|1/2|w|1/2|∇ω|
≤ ν‖ω‖2 + Cν‖u2‖4L4|ω|2. (3.28)
Since
‖u2‖L4(Ω) ≤ ‖u2 − ψ‖L4(Ω) + ‖ψ‖L4(Ω)
≤ C‖∇(u2 − ψ)‖
1
2
L2(Ω)‖u2 − ψ‖
1
2
L2(Ω) + ‖ψ‖L4(Ω), (3.29)
we have u ∈ L4(Ω × (0, T )) and ω(·, 0) = 0, hence ω = 0, i.e., the solution is unique. Moreover, we have
the continuous dependence on the initial data
|u1(s)− u2(s)|2 ≤ ‖u10 − u20‖2H × eCν
∫ t
τ
‖u2(s)‖
4
L4(Ω)
ds
. (3.30)
Note that (3.28) can be written as
d
dt
|ω|2 + ν‖ω‖2 ≤ C′ν‖u2‖4L4|ω|2. (3.31)
Integrating from τ to t, we have
|ω(t)|2 + ν
∫ t
τ
‖ω(s)‖2ds ≤ |ωτ |2 + C′ν
∫ t
τ
‖u2(s)‖4L4 |ω(s)|2ds. (3.32)
Neglecting the first term on the left-hand side of (3.32), and using (3.30), we derive
∫ t
τ
‖u1(s)− u2(s)‖2ds ≤ 1
ν
|u1τ − u2τ |2 ×
(
C′ν
∫ t
τ
‖u2(s)‖4L4dseCν
∫ t
τ
‖u2(s)‖
4
L4(Ω)
ds
+ 1
)
. (3.33)
Hence, (3.30) and (3.33) imply the continuous dependent on the initial data for the global weak
solutions, and hence u(t, x) ∈ C(0, T ;H) ∩ L2(0, T ;V ), which completes the proof. 
3.2 Theory of pullback attractors
In this section, we shall recall the theory of pullback attractors which can be found in [5], [6], [23].
• Continuity of Processes
Definition 3.1 Let X be a Banach space and the bi-parameters operators {U(t, τ)|t ≥ τ} be a family of
processes on X.
(1) (Pullback strong continuous process) We say that the process is pullback strong continuous if for
given t ∈ R and fixed, xn → x in X, we have that U(t, τn)xn → U(t, τ)x for any τn → τ ∈ (−∞, t] in X.
(2) (Pullback weak continuous process) The process is pullback weak continuous if for given t ∈ R and
fixed, xn → x in X, we have that U(t, τn)xn ⇀ U(t, τ)x for any τn → τ ∈ (−∞, t] in X.
(3) (Pullback norm-to-weak continuous process-Wang and Zhong [52]) The bi-parameters operators
{U(t, τ)|t ≥ τ} be family of processes on X, we say that {U(t, τ)|t ≥ τ} is pullback norm-to-weak
continuous on X if (i) U(τ, τ) = Id, (ii) U(t, s)U(s, τ) = U(t, τ), (iii) for given t ∈ R and fixed, xn → x
in X, τn → τ , it yields U(t, τn)xn ⇀ U(t, τ)x.
(4) (Pullback closed process-Garcia´-Luengo, Mar´ın-Rubio and Real-[23]) A process U(·, ·) on X is
said to be closed if for any τ ≤ t and any sequence {xn} ⊂ X with xn → x ∈ X and U(t, τ)xn → y ∈ X,
then y = U(t, τ)x.
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Remark 3.2 (1) The pullback norm-to-weak continuous process is weaker than pullback strong and weak
continuous processes;
(2) The pullback closed process U(t, τ) is weaker than norm-to-weak continuous process.
(3) The pullback closed is most generalized pullback continuity for the process.
• Pullback attractors for dissipative systems
Let us denote by P(X) be the family of all nonempty subsets of X , and consider a family of nonempty
sets: Dˆ0 = {D0(t)|t ∈ R} ⊂ P(X), here we do not require any additional condition on these sets such as
the boundedness or compactness.
Definition 3.3 (Pullback asymptotically compact) A family of process U(·, ·) on X is called pullback Dˆ0-
asymptotically compact if for any t ∈ R, and any sequence {τn} ⊂ (−∞, t] and {xn} ⊂ X, the sequence
{U(t, τn)xn} is relatively compact in X for τn → −∞ and xn ∈ D0(τn) as n→ +∞.
Definition 3.4 (Universe) Let D be a nonempty class of families with parameters in time Dˆ = {D(t)|t ∈
R} ⊂ P(X), the class D is called a universe in P(X).
Definition 3.5 (Inclusion closed) We say the family D is inclusion closed , if for any Dˆ ∈ D, and
Cˆ = {C(t)}t∈R ∈ 2X, such that C(t) ⊂ X, C(t) 6= Φ, C(t) ⊂ D(t) for all t ∈ R, then one has Cˆ ∈ D.
Definition 3.6 (Dissipation-pullback D-absorbing) The set class Dˆ0 = {D0(t)|t ∈ R} ⊂ P(X) is called
pullback D-absorbing for the process U(·, ·) on X if for any Dˆ ∈ D and fixed t ∈ R, there exists a pullback
time τ0(t, Dˆ) ≤ t such that U(t, τ)D(τ) ⊂ D0(t) for all τ ≤ τ0(t, Dˆ).
Definition 3.7 (Pullback D-asymptotic compactness) A family of process U(·, ·) on X is called pullback
D-asymptotically compact if the process is Dˆ-asymptotically compact for any Dˆ ∈ D, i.e., if for any t ∈ R,
any Dˆ ∈ D, and any sequence {τn} ⊂ (−∞, t] and {xn} ⊂ X satisfying τn → −∞ and xn ∈ D(τn) for
all n, the sequence {U(t, τn)xn} is relatively compact in X.
Definition 3.8 (Pullback D-condition (MWZ)-see Wang and Zhong [52]) Let X be a Banach space or
complete metric space, we call the family of processes U(t, τ) : X → X satisfies pullback D-condition
(MWZ) if for any B = {B(t)}t∈R ∈ D, for any t ∈ R and fixed, any ε > 0, there exists a pullback time
τε = τ(t, ε,B) ≤ t and a finite dimensional subspace X1 ⊂ X such that
(i) P (∪s≤τεU(t, s)B(s)) is bounded,
(ii) ‖(I − P )(∪s≤τεU(t, s)B(s))‖X ≤ ε,
where P : X → X1 is bounded projector.
Theorem 3.9 (Wang and Zhong [52]) For the process U(t, τ), the pullback D-condition (MWZ) implies
pullback D-asymptotically compact, but the converse is not true. Moreover, if X is a uniformly convex
Banach space, such as X is a Banach space, then they are equivalent.
Theorem 3.10 If Dˆ0 is pullback D-absorbing of U(·, ·), U(·, ·) is pullback Dˆ0-asymptotically compact
(pullback D0-condition (MWZ)), then the process U(·, ·) is pullback D-asymptotically compact.
Let Λ(Dˆ0, t) = ∩s≤t∪τ≤sU(t, τ)D0(τ)X for all t ∈ R, similarly, we can define Λ(Dˆ, t) = ∩s≤t∪τ≤sU(t, τ)D(τ)X .
Theorem 3.11 Let X be a complete metric space or Banach space, {U(t, τ)} : R2d×X → X be a process,
D = {Dˆ = {D(t)}t∈R} ⊂ P(X) be the universe. Suppose that the process satisfies:
(1) {U(t, τ)} is norm-to-weak or closed;
(2) {U(t, τ)} is pullback D0-asymptotically compact ((pullback D0-condition (MWZ)));
(3) {U(t, τ)} admits a pullback D-absorbing family Dˆ0 = {D0(t)}t∈R which are not necessary in the
universe.
Then we have U(t, τ) possesses a minimal pullback D-attractor AD = {AD(t)}, here AD(t) =
⋃
Dˆ∈D
Λ(Dˆ, t)
X
,
AD = {AD(t)} is a family satisfying:
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(a) for any t ∈ R, AD(t) is a nonempty compact subset in X, and AD(t) ⊂ Λ(Dˆ, t);
(b) AD(t) is pullback D-attracting, i.e., lim
τ→−∞
distX(U(t, τ)D(τ), AD(t)) = 0 for all Dˆ ∈ D and t ∈ R;
(c) AD(t) is invariant, i.e., U(t, τ)AD(τ) = AD(t) for all τ ≤ t;
(d) if Dˆ0 ∈ D, then AD(t) = Λ(Dˆ0, t) ⊂ D0(t)X for all t ∈ R.
The family AD is minimal in the sense that if Cˆ = {C(t)|t ∈ R} ⊂ P(X) is a family of closed sets
such that for any Dˆ = {D(t)|t ∈ R} ⊂ D,
lim
τ→−∞
distX(U(t, τ)D(τ), C(t)) = 0,
then AD(t) ⊂ C(t). Moreover, if Dˆ0 ∈ D and D is inclusion closed, then A is unique and A ∈ D.
Proof. See, e.g. [23]. 
3.3 Proof of Theorems 2.14 and 2.15: minimal and unique family of pullback
attractors in H
• Step 1: Processes and its continuity
In (2.21), assume that f ∈ L2loc(R;V ′) and vτ ∈ H , then the problem admits a unique weak solution
denoted as v = v(·, τ, vτ ). Hence, we can define a family of processes U(·, ·) : R2d×H → H as U(t, τ)vτ =
v(t, τ, vτ ).
Lemma 3.12 (Continuity of processes) If vτ ∈ H, f ∈ L2loc(R;V ′), then U(t, τ) is pullback norm-to-weak
continuous from H to H for problem (2.21).
Proof. The pullback norm-to-weak continuity of processes in H is easily verified from Theorem 2.5.
For the process v(t, τ, vτ ) = U(t, τ)vτ with τn → τ and (vτ )n → vτ in H as n → ∞, since v ∈
L2(0, T ;V )∩C(0, T,H) and v is the weak solution of problem (2.22), we can easily get the weak conver-
gence subsequence of U(t, τ)(vτ )n from the energy equality
|vn(t)|2 + 2ν
∫ t
τ
‖vn(s)‖2ds = |(vτ )n|2 − 2[(B(vn, ψ), vn) + (B(ψ, vn), vn)
+(B(ψ, ψ), vn)] + 2(P f¯, vn), (3.34)
the technique of passing to the limit is similar to the proof of existence of weak solutions, here we omit
the detail.
• Step 2: Pullback Dµ-absorbing family of sets in H
Lemma 3.13 Assume f ∈ L2loc(R;V ′) is pullback translation bounded in L2pb(R;V ′) (or uniformly pull-
back tempered), vτ ∈ H, if we choose parameter µ ∈ (0, µ0 = νλ12 ] and fixed, then the solution v to the
problem (2.21) satisfies that for any τ ≤ t,
|v|2 ≤ |vτ |2e−µ(t−τ) + e−µt
∫ t
τ
eµsK20ds, (3.35)
here
K20 =
4
ν
[‖f‖2V ′
λ1
+
Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
. (3.36)
Moreover,
|v(t)|2 ≤
( 4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+ |vτ |2
)
e−µ(t−τ)
+
4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+‖f‖2L2loc(R;V ′) +
4e−µn0h
νλ1(1− e−µn0h)‖f‖
2
L2pb(R;V
′). (3.37)
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Proof. Using the same technique in the proof of Theorem 2.4 and noting that τ = t− n0h, it follows
∫ t
−∞
e−µ(t−s)‖f‖2V ′ds
=
∫ t
τ
e−µ(t−s)‖f‖2V ′ds+
∫ t−n0h
t−(n0+1)h
e−µ(t−s)‖f‖2V ′ds+
∫ t−(n0+1)h
t−(n0+2)h
e−µ(t−s)‖f‖2V ′ds+ · · ·
≤
∫ t
τ
‖f‖2V ′ds+ (e−µn0h + e−2µn0h + · · · )‖f‖2L2pb(R;V ′)
≤
∫ t
τ
‖f‖2V ′ds+
e−µn0h
1− e−µn0h ‖f‖
2
L2pb(R;V
′), (3.38)
we can easily get the result. 
Lemma 3.14 Assume f ∈ L2loc(R;V ′) is pullback translation bounded in L2pb(R;V ′) (or uniformly pull-
back tempered), for any small enough ε1 > 0, there exists a pullback time τ(t, ε1), such that for any
τ < τ(t, ε1) ≤ t, Bˆ0(t) is a Dµ-family of pullback absorbing sets for the process U(t, τ).
Proof. Noting that
|U(t, τ)vτ |2 ≤
( 4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+ |ρDˆ(t)|2
)
e−µ(t−τ)
+
4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+‖f‖2L2loc(R;V ′) +
4e−µn0h
νλ1(1− e−µn0h)‖f‖
2
L2pb(R;V
′) (3.39)
and there exists a pullback time τ(t, ε1), such that for any τ < τ(t, ε1) ≤ t, it follows
e−µt
( 4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+ |ρDˆ(τ)|2
)
eµτ ≤ ε1 (3.40)
since e−µ0(t−s) ≤ e−µ(t−s) holds for any µ ≤ µ0, we have
|U(t, τ)vτ |2 ≤ ε1 + ρ20(t)−
1
2
≤ ρ20(t), (3.41)
which implies that U(t, τ)D(τ) ⊂ B0(t), i.e., Bˆ0(t) is a family of pullback Dµ-absorbing sets.
• Step 3: Pullback Dµ-asymptotic compactness for the pullback norm-to-weak continuous
processes in H
In this section, we shall prove the pullback Dµ-condition-(MWZ) (see Definition 3.8 and Remark 3.9) to
achieve the pullback Dµ-asymptotic compactness for the processes.
Lemma 3.15 Assume f ∈ L2loc(R;V ′) is pullback translation bounded in L2pb(R;V ′) (or uniformly pull-
back tempered), vτ ∈ H, then the processes U(t, τ) satisfies pullback Dµ-condition (MWZ) which implies
pullback Dµ-asymptotically compact in H for the system (2.22) which is equivalent to problem (1.1).
Proof. Step 1: Let B = {B0(t)}t∈R be the pullback Dµ-absorbing family given in Theorem 3.14, then
there exists a pullback time τt,ε1 such that |v|2 = |U(t, τ)vτ |2 ≤ ρ0(t).
Step 2: Since H is a Hilbert space, the processes are defined as U(t, τ) : H → H . Let H = H1
⊕
H2,
here H1 = span{ω1, ω2, · · · , ωm} and H1⊥H2 which means H2 is the orthogonal complement space of
H1.
Let P˜ be an orthonormal projector from H to H1, then we have the decomposition
v = P˜ v + (I − P˜ )v := v1 + v2, (3.42)
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for v1 ∈ H1, v2 ∈ H2.
From the existence of global solutions and pullback Dµ-absorbing family of sets, we know ‖v1‖2 ≤
ρ0(t), and next we only need to prove the H-norm of v2 is small enough as τ → −∞.
Step 3: Taking inner product of (2.22) with v2, since (v1, v2) = 0, we have
(vt, v2) + (νAv, v2) + (B(v), v2) + (B(v, ψ), v2) + (B(ψ, v), v2)
= −(B(ψ), v2)+ < P˜f, v2 > − < νP˜F, v2 >, (3.43)
that is,
1
2
d
dt
|v2|2 + ν‖v2‖2 ≤ |(B(v), v2)|+ |(B(v, ψ), v2)|+ |(B(ψ, v), v2)|
+|(B(ψ), v2)|+ | < P˜f, v2 > |+ | < νP˜F, v2 > |. (3.44)
Next, we shall estimate every term on the right-hand side of (3.44).
(a) Using the property of trilinear operators, (2.3) and the ε-Young inequality, we have
|(B(v), v2)| = |b(v, v2, v)| ≤
∫
Ω
|v||∇v2||v|dx
≤ C‖v‖ 12H‖∇v2‖
1
2
H‖v‖H ≤
ν
12
‖v2‖2 + C
ν
‖v‖2H
≤ ν
12
‖v2‖2 + C
ν
ρ0(t). (3.45)
(b) By the similar technique in (b), we derive
|(B(ψ, v), v2)| ≤
∫
Ω
|ψ||∇v2||v|dx ≤ C4‖ϕ‖L∞(∂Ω)
∫
Ω
|∇v2||v|dx
≤ ν
12
‖v2‖2 +
C‖ϕ‖2L∞(∂Ω)
ν
ρ0(t). (3.46)
(c) By virtue of the property of trilinear operators, (2.8) and the Hardy inequality, we get
|(B(v, ψ), v2)| ≤
∫
Ω
|v||∇ψ||v2|dx
≤
∫
dist(x,∂Ω)≤C′2ε
|v||∇ψ| · dist(x, ∂Ω) |v2|
dist(x, ∂Ω)
dx
≤ C4‖ϕ‖L∞(∂Ω)
∫
Ω
|v2|
dist(x, ∂Ω)
|v|dx
≤ C4‖ϕ‖L∞(∂Ω)
(∫
Ω
|v2|2
dist2(x, ∂Ω)
) 1
2
( ∫
Ω
|v|2dx
) 1
2
≤ C4‖ϕ‖L∞(∂Ω)‖A
1
2 v2‖H‖v‖H
≤ C‖ϕ‖2L∞(∂Ω)
1
ν
‖v‖2H +
ν
12
‖v2‖2
≤ ν
12
‖v2‖2 +
C‖ϕ‖2L∞(∂Ω)
ν
ρ0(t). (3.47)
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(d) By the Hardy inequality and the property of trilinear operators, we obtain
|(B(ψ, ψ), v2)| ≤
∫
Ω
|ψ||∇ψ||v2|dx
=
∫
Ω
|ψ||∇ψ| · dist(x, ∂Ω) |v2|
dist(x, ∂Ω)
dx
≤ C4‖ϕ‖L∞(∂Ω)
∫
dist(x,∂Ω)≤C′2ε
|ψ| |v2|
dist(x, ∂Ω)
dx
≤ C4‖ϕ‖L∞(∂Ω)
(∫
Ω
|v2|2
dist2(x, ∂Ω)
) 1
2
(∫
dist(x,∂Ω)≤C′2ε
|ψ|2dx
) 1
2
≤ ν
12
‖v2‖2 +
C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν
. (3.48)
(e) By the Hardy inequality and Lemma 2.2, since ‖ϕ‖2L2(∂Ω) ≤ |∂Ω|‖ϕ‖2L∞(∂Ω), we derive
ν| < F, v2 > | ≤ ν
∫
Ω
|F ||v2|dx ≤ ν
∫
Ω
|F | |v2|
dist(x, ∂Ω)
· dist(x, ∂Ω)dx
≤ ν
( ∫
Ω
|v2|2
dist2(x, ∂Ω)
dx
) 1
2
(∫
C′1ε≤dist(x,∂Ω)≤C
′
2ε
|F |2dist2(x, ∂Ω)dx
) 1
2
≤ ν‖v2‖ × C′2ε‖F‖L2(Ω) ≤ ν‖v2‖ ×
C
ε
1
2
‖ϕ‖L2(∂Ω)
≤ ν
12
‖v2‖2 +
Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
. (3.49)
(f) Using the Cauchy inequality and Young’s inequality, we have
| < f, v2 > | ≤ ‖f‖V ′‖v2‖ ≤ ν
12
‖v2‖2 + C
ν
‖f‖2V ′ . (3.50)
Combining (3.44)–(3.50), we conclude
d
dt
|v2|2 + ν‖v2‖2 ≤
(2C
ν
+
4C‖ϕ‖2L∞(∂Ω)
ν
)
ρ0(t) +
4C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν
+
2Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
+
2C
ν
‖f‖2V ′ . (3.51)
By Poincare´’s inequality, using the definition of fractal power of operators A, since λj is increasing with
respect to j = m+ 1, · · · , for v2 =
∑
j=m+1
ajωj and A
sv2 =
∑
j=m+1
λsajωj , we have
‖v2‖2 = ‖A 12 v2‖2H = ‖
∑
j=m+1
λ
1
2
j ajωj‖2H ≥ ‖
∑
j=m+1
λ
1
2
m+1ajωj‖2H
≥ λm+1‖
∑
j=m+1
ajωj‖2H = λm+1|v2|2. (3.52)
Thus, we derive from (3.51)
d
dt
|v2|2 + νλm+1|v2|2
≤
(2C
ν
+
4C‖ϕ‖2L∞(∂Ω)
ν
)
ρ0(t) +
4C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν
+
2Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
+
2C
ν
‖g‖2V ′
= K1 +
2C
ν
‖f‖2V ′ , (3.53)
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where K1 =
(
2C
ν +
4C‖ϕ‖2L∞(∂Ω)
ν
)
ρ0(t) +
4C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν +
2Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε .
Applying the Gronwall inequality on [τ, t] to (3.53), we conclude
‖v2(t)‖2H ≤ ‖v2(τ)‖2He−νλm+1(t−τ) +
∫ t
τ
e−νλm+1(t−s)|f(s)|2V ′ds
+(
K1
νλm+1
− K1e
νλm+1τ
νλm+1
)
≤ e−νλm+1tρ2
Dˆ
(t)eνλm+1τ + e−νλm+1teνλm+1τ
∫ t
τ
|f(s)|2V ′ds
+(
K1
νλm+1
− K1e
νλm+1τ
νλm+1
)
= I1 + I2 + I3. (3.54)
By the definition of the universe Dµ, using the technique in (2.27), there exists a pullback time τ ′1 < τ1,
then for any τ < τ ′1 ≤ t, it follows
I1 = e
−νλm+1tρ2
Dˆ
(t)eνλm+1τ ≤ e−νλm+1tρ2
Dˆ
(t)eµτe(νλm+1−µ)τ ≤ ε
3
(3.55)
as m→ +∞ and τ → −∞.
Since f ∈ L2loc(R;V ′), using limm→∞λm+1 = +∞ if we can choose m large enough and letting τ → −∞, i.e.,
there exists a pullback time τ2 ≤ t and positive integer m0 > 0, for any τ < τ2 and m > m0, we obtain
I2 = e
−νλm+1teνλm+1τ‖f(s)‖2L2
loc
(R;V ′) <
ε
3
. (3.56)
Moreover, since K1 is bounded, using lim
m→∞
λm+1 = +∞ if we can choose m large enough, i.e., m > m0
as above, letting τ → −∞ (there exists a pullback time τ3, for any τ < τ3), then we can achieve
I3 = (
K1
νλm+1
− K1e
νλm+1τ
νλm+1
) <
ε
3
. (3.57)
Combining (3.54)–(3.57), choosing a pullback time
τˆ ≤ min{τ1, τ2, τ3, τ ′1, τ(t, ε1)},
such that for any τ < τˆ ≤ t, we conclude
‖(I − P )U(t, τ)vτ‖2H = |v2|2 ≤ ε (3.58)
which implies the pullback Dµ-condition-(MWZ) holds for the norm-to-weak process {U(t, τ)}, i.e., U(t, τ)
is pullback Dµ-asymptotically compact. Hence, we complete the proof. 
• Proof of Theorem 2.14.
Combining the norm-to-weak continuity of process, the existence of pullback Dµ-absorbing sets B and
the pullback Dµ-asymptotic compactness of {U(t, τ)}, using Theorem 3.11, it is easy to prove the main
result here. 
• Proof of Theorem 2.15.
Inclusion closed:
We begin by defining our tempered universe Dµ. Let R0 be the family
R0 =
{
ρ′ : R→ [0,∞) | eµτ |ρ′(τ)|2 → 0 as τ → −∞}, (3.59)
where µ > 0 is defined in Lemma 3.13, and the closed balls
Bt(0, ρ′(t)) = {vτ ∈ H | ‖vτ‖H ≤ ρ′(t)}.
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Then we can define a family of sets of as the form
Dˆ =
{{D(t)}t∈R | D(t) 6= ∅ and D(t) ⊂ Bt(0, ρDˆ(t)) with ρDˆ ∈ R0}.
(3.60)
The class of all families of the form Dˆ is denoted by
Dµ = {Dˆ | Dˆ satisfies (3.60)}. (3.61)
Clearly Dµ is inclusion closed.
We want to show Bˆ0 ∈ Dµ:
Case 1: f ∈ L2pb(R;V ′)
Since f ∈ L2loc(R, V ′) and satisfies
∫ t
−∞
e−µ(t−s)‖f‖2V ′ds = 1(1−e−µ)‖f‖2L2pb(R;V ′). If we want to show that
ρ20(τ)e
µ0τ → 0 as τ → −∞, i.e.,
(
1 +
4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+
4
νλ1
∫ t
−∞
e−µ(t−s)‖f‖2V ′ds
)
eµ0τ → 0, (3.62)
it is suffices to prove that
[
‖f‖2
L2loc(R;V
′)
+ 4e
−µn0h
νλ0(1−e−µn0h)
‖f‖2
L2pb(R;V
′)
]
eµ0τ → 0 for every µ, which is
obviously.
Case 2: if f(t, x) ∈ L2upt(R;V ′)
Since f ∈ L2loc(R, V ′) and satisfies∫ t
−∞
e−µ(t−s)‖f‖2V ′ds =
∫ t
τ
e−µ(t−s)‖f‖2V ′ds+
∫ −∞
τ
e−µ(t−s)‖f‖2V ′ds,
∫ t
τ
e−µ(t−s)‖f‖2V ′ds ≤ C,
where C > 0 is a constant, if we want to show that ρ20(τ)e
µ0τ → 0 as τ → −∞, i.e.,
(
1 +
4
νµ
[Cν2
ε
|∂Ω|‖ϕ‖2L∞(∂Ω) + Cε |∂Ω|‖ϕ‖2L∞(∂Ω)
]
+
4
νλ1
∫ t
−∞
e−µ(τ−s)‖f‖2V ′ds
)
eµ0τ → 0, (3.63)
it is suffices to prove that
( 4
νλ1
e−µτ
∫ τ
−∞
eµs‖g‖2V ′ds
)
eµ0τ =
4
νλ1
e(µ0−µ)τ
∫ τ
−∞
eµs‖f‖2V ′ds→ 0,
which needs that µ0 − µ > 0, i.e., 0 < µ < µ0.
By Theorem 3.11, from the inclusion closed and Bˆ0 ∈ Dµ, since the process is continuous, it is easy
to achieve the result. 
3.4 Proof of Theorem 2.17: The fractal dimension of the pullback attractors
In this subsection, we shall use the abstract theory in [6] to estimate the dimension of pullback
attractor AHDµ in H . The first variation equation of (2.22) can be written as{
dU
dt + νAU +B(U,ψ) +B(ψ,U) +B(v, U) +B(U, v) = 0,
U(τ) = ξ ∈ H. (3.64)
Multiplying (3.64) with U and integrating over Ω, using the property of trilinear operator, we can derive
the estimate
|(B(ψ,U) +B(U,ψ), U)| ≤ ν
4
‖U‖2 (3.65)
and the unique solution U ∈ L2(τ, T ;V ) ∩ C(τ, T ;H) for any T > τ .
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Lemma 3.16 (1) There exists a bounded linear operator Λ(t, s; v0) : H → H such that
sup
vˆ0,v0∈ADµ (s)
sup
‖vˆ0−v0‖≤ε
‖U(t, s)vˆ0 − U(t, s)v0 − Λ(t, s; vˆ0)(vˆ0 − v0)‖
‖vˆ0 − v0‖ → 0 (3.66)
as ε→ 0.
(2) Moreover, Λ(t, s; v0)ξ = U(t) is the solution of the equation (3.64) and the operator Λ(t, s; v0) is
compact for all t ≥ s.
Proof. (1) Let v(t) and vˆ(t) be two solutions of the equation
dv
dt
+ νAv + B(v, v) +B(v, ψ) +B(ψ, v) +B(ψ, ψ)− νF (x) = Pf(t) (3.67)
with v(s) = v0 and vˆ(s) = vˆ0 respectively, and consider the solution U(t) of problem (3.64) with U(s) =
v0 − vˆ0, hence, denoting w = v − vˆ, θ = v − vˆ − U satisfies the following problem{
dθ
dt + νAθ +B(θ, ψ) +B(ψ, θ) +B(v, θ) +B(θ, v) −B(w,w) = 0,
θ(s) = 0.
(3.68)
Taking inner product of (3.68) by θ, and using (2.3), we can derive
1
2
d
dt
|θ|2 + ν‖θ‖2 = |b(θ, ψ, θ)|+ |b(θ, v, θ)|+ |b(w,w, θ)|. (3.69)
Using the similar technique in (3.4), choosing appropriate ε, we conclude
|b(θ, ψ, θ)| ≤ ν
3
‖θ‖2. (3.70)
By Ladyzhenskaya’s and Young’s inequalities, we obtain
|b(θ, v, θ)| ≤ C|θ|‖θ‖‖v‖ ≤ ν
3
‖θ‖2 + C
ν
|θ|2‖v‖2 (3.71)
and
|b(w,w, θ)| ≤ C|w|‖w‖‖θ‖ ≤ ν
3
‖θ‖2 + C
ν
|w|2‖w‖2. (3.72)
Combining (3.69)-(3.72), it follows
d
dt
|θ|2 ≤ C
ν
|θ|2‖v‖2 + C
ν
|w|2‖w‖2. (3.73)
Using the same argument in Theorem 11.6 (see Carvalho, Langa and Robinson [6]), we conclude
|θ|2 ≤
[C
ν
eD(t,s)
(
1 +D(t, s)eD(t,s)
)]
|w(s)|4 (3.74)
with D(t, s) = Cν
∫ t
s ‖v(r)‖dr and w(s) = v0 − vˆ0, here we use the initial data θ(s) = 0. Since D(t, s) is
bounded, (3.74) implies that |θ|2 ≤ Cǫ4 and hence (3.66) is proved.
(2) Step 1: Taking inner product of (3.64) with U , integrating over Ω, using Lemma 2.3 and Hardy’s
inequality, choosing Cǫ‖φ(x)‖L∞(∂Ω) ≤ ν4 , we derive
1
2
d
dt
|U |2 + ν‖U‖2 ≤ |b(U,ψ, U)|+ |b(U, v, U)|
≤
∫
Ω
|U |2
dist2(x, ∂Ω)
|∇ψ|dist2(x, ∂Ω)dx + C|U | 12 |∇v||U | 12
≤ Cǫ‖φ(x)‖L∞(∂Ω)‖U‖2 +
ν
4
‖U‖2 + C
λ1
‖v‖2
≤ ν
2
‖U‖2 + C
λ1
‖v‖2, (3.75)
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i.e.,
d
dt
|U |2 + νλ1|U |2 ≤ C
λ1
‖v‖2. (3.76)
Using Gronwall’s inequality, we derive
|U(t)|2 ≤ e−νλ1(t−s)|ξ|2 + C
λ1
‖v‖2L2(τ,T ;V ), (3.77)
since v ∈ L2(τ, T ;V ), there exists an time τ(‖v‖2L2(τ,T ;V ), ξ), such that |U(t, s; ξ)|2 ≤ ρ20 for all τ ≤
τ(‖v‖2L2(τ,T ;V ), ξ).
Integrating (3.75) from t to t+ 1, we derive
|U(t+ 1)|2 + ν
∫ t+1
t
‖U(s)‖2ds ≤ |U(t)|2 + C
λ1
‖v‖L2(0,T ;V )
≤ e−νλ1(t−s)|ξ|2 + 2C
λ1
‖v‖2L2(τ,T ;V ). (3.78)
Step 2: Multiplying (3.64) with AσU , integrating by parts over Ω, we have
1
2
d
dt
∫
Ω
|Aσ2U |2dx+ ν
∫
Ω
|Aσ+12 U |dx
≤ |b(v, U,AσU)|+ |b(U, v,AσU)|+ |b(U,ψ,AσU)|+ |b(ψ,U,AσU)|. (3.79)
Next, we shall estimate every term on the right-hand side of (3.79) for σ ∈ (0, 12 ].
(a-1): By Lemmas 2.2 and 3.24, using Cauchy’s inequality and the Poincare´ inequality, we derive
|b(v, U,AσU)| ≤ C|v| 12 |A 12U | 12 |AσU | 12 ≤ C|v| 12 1
λ
σ+1
4
1
|Aσ+12 U | 32
≤ ν
8
|Aσ+12 U |2 + C
νλ2+σ1
‖v‖2 (3.80)
and
|b(U, v,AσU)| ≤ C|U ||∇v| 12 |AσU | 12 ≤ ν
8
|Aσ+12 U |2 + C
νλ3+σ1
‖v‖2. (3.81)
(a-2): By the Hardy inequality and Lemma 3.22, we derive
|b(U,ψ,AσU)| ≤
∫
Ω
|U ||∇ψ||AσU |dx
≤ C‖ϕ‖L∞(∂Ω)|A
1
2U ||AσU |
≤ ν
8
|Aσ+12 U |2 + C‖ϕ‖L∞(∂Ω)‖U‖2 (3.82)
and
|b(ψ,U,AσU)| ≤ C4‖ϕ‖L∞(∂Ω)|A 12U ||AσU | ≤ ν
8
|Aσ+12 U |2 + C‖ϕ‖L∞(∂Ω)‖U‖2. (3.83)
Hence combining (3.79)–(3.83), we have
d
dt
|Aσ2U |2 + ν
∫
Ω
|Aσ+12 U |dx ≤
( C
νλ2+σ1
+
C
νλ3+σ1
)
‖v‖2 + 2C‖ϕ‖L∞(∂Ω)‖U‖2. (3.84)
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Integrating (3.84) from r to t+ 1 with t ≤ r ≤ t+ 1, we obtain
|Aσ2 U(t+ 1)|2 ≤
( C
νλ2+σ1
+
C
νλ3+σ1
)
‖v‖2L2(τ,T ;V ) + 2C‖ϕ‖L∞(∂Ω)
∫ t+1
t
‖U(r)‖2dr
+|Aσ2U(r)|2
≤
( C
νλ2+σ1
+
C
νλ3+σ1
+
2C‖ϕ‖L∞(∂Ω)
νλ1
)
‖v‖L2(τ,T ;V )
+2C‖ϕ‖L∞(∂Ω)e−νλ1(t−s)|ξ|2 + |Aσ2 U(r)|2. (3.85)
Then integrating with respect to r from t to t + 1, since D(A
σ
2 ) with σ ∈ [0, 12 ] is compact in V , we
conclude
|Aσ2U(t+ 1)|2 ≤
( C
νλ2+σ1
+
C
νλ3+σ1
+
2C‖ϕ‖L∞(∂Ω)
νλ1
)
‖v‖2L2(τ,T ;V )
+2C‖ϕ‖L∞(∂Ω)e−νλ1(t−s)|ξ|2 +
∫ t+1
t
|A 12U(r)|2dr
≤ e−νλ1(t−s)|ξ|2 + 2C
λ1
‖v‖2L2(τ,T ;V )
+
( C
νλ2+σ1
+
C
νλ3+σ1
+
2C‖ϕ‖L∞(∂Ω)
νλ1
)
‖v‖2L2(τ,T ;V )
+2C‖ϕ‖L∞(∂Ω)e−νλ1(t−s)|ξ|2
=: ρˆ20 (3.86)
for all τ ≤ τ(‖v‖2L2(τ,T ;V ), ξ).
Step 3: From Step 2, there exists a bounded set that pullback absorbs all bounded sets with initial
data in H . Since D(A
σ
2 ) is compact in H , then we prove that the operator Λ(t, s;u0) is compact. 
Proof of Theorem 2.17. Step 1: From the existence of family of pullback attractors, for a fixed
τ∗,
⋃A(t) is precompact in H .
Step 2: For each t ≥ τ and v0 ∈ H , we can define the linear operator Λ(t, s; v0) · ξ = U(t), where
U(t) is the solution of (3.64).
For each ξ1, ξ2, · · · , ξn ∈ H , let Ui(t) = Λ(t, s; v0) · ξi with v0 ∈ H , we define F (U(t, τ)v0, t) =
−νA−B(ψ, ·)−B(·, ψ)−B(·, ·)−B(ψ, ψ)+ f¯, then F (·, t) is Gateaux differential in V at U(t, τ)v0 which
satisfies
F ′(U(t, τ)v0)U = −νAU −B(ψ,U)−B(U,ψ)−B(U(t, τ)v0, U)−B(U,U(t, τ)v0). (3.87)
Hence F ′(U(t, τ)v0, t) ∈ L(V, V ′) is a continuous linear operator for (v, t) ∈ V ×R, which also means the
problem {
dU
dt = F
′(U(t, τ)v0, t)U, v0 ∈ H,
U(τ, x) = ξ
(3.88)
possesses a unique solution U(t) = U(t, τ ; v0, ξ) ∈ L2(τ, T ;V ) ∩ C(τ, T ;H).
Let U1(s) = U1(s, τ ; v0, ξ1), U2(s) = U2(s, τ ; v0, ξ2), · · · , Un(s) = Un(s, τ ; v0, ξn) be the solution of
problem (3.88) with initial data Ui(τ) = ξi(i = 1, 2, · · · , n) respectively, Qn(s) denote the projection from
H to the space span{U1(s), U2(s), · · · , Un(s)}, then by Lemma 4.19 in [6], it follows
‖U1(t) ∧ U2(t) ∧ · · · ∧ Un(t)‖Λn(H)
= ‖ξ1 ∧ ξ2 ∧ · · · ∧ ξn‖Λn(H) exp
(∫ t
τ
Trn(F
′(U(s, τ)v0, s) ◦Qn(s)ds)
)
. (3.89)
Let {e1(s), e2(s), · · · , en(s)} be an orthonormal basis for span{U1(s), U2(s), · · · , Un(s)}, then
Trn(F
′(U(s, τ)v0, s) = sup
ξi∈H,|ξi|≤1,i≤n
( n∑
i=1
〈F ′(U(s, τ)v0, s)ei, ei〉
)
. (3.90)
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Since Ui(s) ∈ L2(τ, T ;V ), then Ui(s) ∈ V for a.e. s ≥ τ , hence ei(s) ∈ V for a.e. s ≥ τ and i = 1, 2, · · · , n.
Noting that b(U(t, τ)v0, ei(s), ei(s)) = 0, b(ψ, ei(s), ei(s)) = 0 and
|b(ei(s), ψ, ei(s))| ≤
∫
Ω
|ei(s)||∇ψ||ei(s)|ds
≤ Cǫ‖φ‖L∞(∂Ω)‖ei(s)‖2 ≤ ν
4
‖ei(s)‖2, (3.91)
here we choose appropriate ǫ such that Cǫ‖φ‖L∞(∂Ω) ≤ ν4 , then we derive
Trn(F
′(U(s, τ)v0, s) ◦Qn(s) =
n∑
i=1
〈F ′(U(s, τ)v0, s)ei(s), ei(s)〉
=
n∑
i=1
(
− ν‖ei(s)‖2 − b(ψ, ei(s), ei(s))− b(ei(s), ψ, ei(s))
−b(U(s, τ)v0, ei(s), ei(s)) − b(ei(s), U(s, τ)v0, ei(s))
)
≤ −3
4
ν
n∑
i=1
‖ei(s)‖2 +
n∑
i=1
|b(ei(s), U(s, τ)v0, ei(s))|. (3.92)
For the second term in (3.92), by the Lied-Thirring inequality
∫
Ω
( n∑
i=1
|ei(s)|2
)2
ds ≤ C1
n∑
i=1
‖ei(s)‖2, we
could proceed
n∑
i=1
|b(ei(s), U(s, τ)v0, ei(s))| ≤ C
n∑
i=1
|ei(s)| 12 ‖U(s, τ)v0‖|ei(s)| 12
≤ ‖U(s, τ)v0‖
[ ∫
Ω
( n∑
i=1
|ei(s, x)|
)2
ds
] 1
2
≤ C
ν
‖U(s, τ)v0‖2 + ν
4
n∑
i=1
‖ei(s)‖2. (3.93)
Using the variational principle and
n∑
i=1
λi ≥ πn
2
|Ω| from [27], taking the average, we obtain
Trn(F
′(U(s, τ)v0, s) ◦Qn(s) ≤ −ν
2
n∑
i=1
‖ei(s)‖2 + C
ν
‖U(s, τ)v0‖2
≤ −ν
2
n∑
i=1
λi +
C
ν
‖U(s, τ)v0‖2
≤ −πνn
2
2|Ω| +
C
ν
‖U(s, τ)v0‖2. (3.94)
Defining
qn = sup
t∈R
sup
v0∈A(t)
( 1
T
∫ t
t−T
Trn(F
′(U(s, τ)v0, s)
)
ds, (3.95)
qˆn = lim sup
T→+∞
qn, (3.96)
we derive
qn ≤ −πνn
2
2|Ω| +
C
ν
sup
t∈R
sup
v0∈A(t)
( 1
T
∫ t
t−T
‖U(s, τ)v0‖
)
ds (3.97)
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and
qˆn ≤ −πνn
2
2|Ω| +
C
ν
q, (3.98)
where q = lim sup
T→+∞
sup
t∈R
sup
v0∈A(t)
1
T
∫ t
t−T
‖U(s, τ)v0‖2ds.
Using the technique as (3.11), we derive
ν
2
∫ t
s
‖v(r)‖2dr ≤ |v0(s)|2 + C‖f(r)‖L2(s,t;V ′) +
C
ν
[ν2|Ω|
ǫ
+ ǫ|∂Ω|
]
‖ϕ‖2L∞(∂Ω)(t− s). (3.99)
Setting s = t− T in (3.99), it follows
q ≤ C
ν2
[ν2|Ω|
ǫ
+ ǫ|∂Ω|
]
‖ϕ‖2L∞(∂Ω) +
C
ν
lim
T→+∞
1
T
∫ t
t−T
‖f(r)‖2V ′dr. (3.100)
Defining M = lim
T→+∞
1
T
∫ t
t−T
‖f(r)‖2V ′dr, then
qˆn ≤ −πνn
2
2|Ω| +
C
ν3
[ν2|Ω|
ǫ
+ ǫ|∂Ω|
]
‖ϕ‖2L∞(∂Ω) +
C
ν2
M. (3.101)
Case 1: If πνn
2
2|Ω| >
C
ν3
[
ν2|Ω|
ǫ + ǫ|∂Ω|
]
‖ϕ‖2L∞(∂Ω) + Cν2M , then by Lemma 4.19 in [6], we have
dimB(A(t)) ≤ n.
Case 2: Otherwise, by the theory in Temam [48], Carvalho, Langa and Robinson [6], we see that the
fractal and Hausdorff dimension of pullback attractors proceed as dim(A(t)) ≤ C|Ω|
1
2
ν q
1
2 + Cˆ.
Denoting Mˆ = lim sup
T→+∞
1
T
∫ t
t−T
|f(r)|2dr → ‖f‖2L∞(−∞,T∗;H), then we derive
dim(A) ≤ C|Ω|
1
2
ν4
[ν|Ω| 12
ǫ
+
√
ǫ|∂Ω| 12
]
‖ϕ‖L∞(∂Ω) + C|Ω|
1
2
ν3
M + Cˆ3
≤ C|Ω|
1
2
ν4
[ν|Ω| 12
ǫ
+
√
ǫ|∂Ω| 12
]
‖ϕ‖L∞(∂Ω) + C|Ω|
1
2
ν3
‖f‖L∞(−∞,T∗;H) + Cˆ3
≤ Cˆ1Re + Cˆ2G+ Cˆ3, (3.102)
here G =
‖f‖L∞(−∞,T∗;H)
ν2λ1
, Re =
‖ϕ‖L∞(∂Ω)
νλ
1/2
1
. This means the proof is complete. 
3.5 Upper semi-continuity theory of pullback attractors for non-autonomous
systems
Considering the non-autonomous systems with perturbed external forces
∂u
∂t
= Aˆσu+ εσˆ(t, x), (3.103)
this section is to show the upper semi-continuity theory between pullback attractors Aε = {Aε(t)}t∈R
with respect to the parameter ε ∈ (0, ε0] for the evolutionary process Uε(·, ·) and global attractor A for
(3.103) with the cases ε > 0 and ε = 0 respectively.
Definition 3.17 (See Carvalho, Langa and Robinson [6]) Let X be a Banach space and Λ be metric
spaces, Aλ(λ ∈ Λ) be a family of subsets of X. We say that the family of pullback attractors Aλ is upper
semi-continuous as λ→ λ0 if
lim
λ→λ0
distX(Aλ, Aλ0) = 0. (3.104)
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Theorem 3.18 (See Carvalho, Langa and Robinson [6]) Suppose that for each ε ∈ [0, 1), Uε(·, ·) is a
family of processes such that
(i) Uε(·, ·) has a pullback attractor Aε(·) for each ε ∈ [0, 1).
(ii) For some t ∈ R and any T ≥ 0, for each bounded set D in X, we have
sup
s∈[0,T ]
sup
u0∈D
distX(Uε(t+ s, t)u0, U0(t+ s, t)u0)→ 0 as ε→ 0. (3.105)
(iii) There exist δ > 0 and t0 ∈ R such that
⋃
ε∈(0,δ)
⋃
s≤t0
Aε(s) is bounded.
Then Aε are upper semi-continuous to A0 as ε goes to 0, i.e.,
lim
ε→0
disX(Aε(t),A0) = 0 for any t ∈ R. (3.106)
Next, using non-compact measure and decomposition method respectively, we shall present some
equivalent results to Theorem 3.18 for the non-autonomous dissipative system to obtain the upper semi-
continuity between pullback attractors Aε and global attractor A0.
Theorem 3.19 (See Caraballo, Langa and Robinson [4]) For each τ ≤ t ∈ R and x ∈ X, we assume
(H1) lim
ε→0
dX(Uε(t, t− τ)x, S(τ)x) = 0, (3.107)
holds uniformly on bounded sets of X.
Assume that (H1) holds, there exist pullback attractors Aε = {Aε(t)}t∈R for all ε ∈ (0, ε0]. If there
exists a compact set K ⊂ X, such that
(H2) lim
ε→0
disX(Aε(t),K) = 0 for any t ∈ R. (3.108)
Then Aε are upper semi-continuous to A0.
Theorem 3.20 (See Wang and Qin [51]) Assume the family of sets B = {B(t)}t∈R is pullback absorbing
for the process U(·, ·), Kε = {Kε(t)}t∈R is a family of compact sets in X for each ε ∈ (0, ε0]. Suppose the
decomposition Uε(·, ·) = U1,ε(·, ·) + U2,ε(·, ·) : R× R×X → X satisfies
(i) for any t ∈ R and ε ∈ (0, ε0],
‖ U1,ε(t, t− τ)xt−τ ‖X≤ Φ(t, τ), ∀ xt−τ ∈ B(t− τ), τ > 0, (3.109)
where Φ(·, ·) : R× R→ R+ satisfies lim
τ→+∞
Φ(t, τ) = 0 for each t ∈ R,
(ii) for any t ∈ R and any T ≥ 0,
⋃
0≤τ≤T
U2,ε(t, t − τ)B(t − τ) is bounded, and for any t ∈ R, there
exists a time TB(t) > 0, which is independent of ε, such that
U2,ε(t, t− τ)B(t − τ) ⊂ Kε(t), ∀ τ ≥ TB(t), ε ∈ (0, ε0] (3.110)
and there exists a compact set K ⊂ X, such that
(H ′2) lim
ε→0
distX(Kε(t),K) = 0, for any t ∈ R. (3.111)
Then (a) for each ε ∈ (0, ε0], the system (3.103) possesses a family of pullback attractors Aε =
{Aε(t)}t∈R, (b) (H2) holds and hence Aε has the upper semi-continuity to A0.
Remark 3.21 For the upper semi-continuity of attractors between the system (3.103) with ε > 0 and
ε = 0, the same initial data are necessary, i.e., every trajectory should begin at the same point.
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3.6 Proof of Theorem 2.19: Upper semi-continuity of pullback attractors in
H for perturbed non-autonomous external forces
First, let us give some inequalities and recall the preliminary theory of continuity of pullback attractors.
Lemma 3.22 For the fractal operator Aσ, we have the property
(a) the embedding inequality:
|Aσ2 u|2 ≤ C
λ1
|Aσ+12 u|2, ∀ u ∈ D(Aσ+12 ), (3.112)
(b) the generalized Hardy’s inequality:
∫
Ω
|Aσu|2
dist(x, ∂Ω)
dx ≤ C
∫
Ω
|Aσ+ 14u|2dx ≤ C
λ1−2σ1
‖Aσ+12 u‖2H , 0 < σ <
1
2
, (3.113)
for all u ∈ D(Aσ+12 ),
(c) the Gagliardo-Nirenberg inequality:
|Aσ/2u|2 ≤ C2|Aσ/4u||A3σ/4u|, ∀ u ∈ D(A3σ/4). (3.114)
Proof. (a) Using (2.4), applying the Poincare´ inequality to the fractal operator A
σ
2 , we can prove the
result (3.112).
(b) Since 0 ≤ σ < 12 , noting the definition (2.4), using the classical Hardy’s inequality and the Poincare´
inequality, (3.113) holds.
(c) By (2.9), substituting the derivative as σ/2, σ/4 and 3σ/4, the inequality follows from 12 − σ2 =
1
2 (
1
2 −
σ
2
2 ) +
1
2 (
1
2 −
3σ
2
2 ). 
Next, we shall prove the upper semi-continuity of pullback attractors Aδ(t) to the corresponding
global attractor A for the case δ = 0 in Brown, Perry and Shen [3] as δ → 0 in H of (2.33) which is
equivalent to (2.33).
Lemma 3.23 Denote Rµ = {r(ξ)| lim
ξ→−∞
eµξr2(ξ) = 0} and Dη be the class of families Dˆ = {D(t) : t ∈
R} ⊂ D(H) as the universe such that D(t) ⊂ B¯(0, rDˆ(t)), where B¯(0, rDˆ(t)) is a closed ball in H with
radius rDˆ(t) at center zero.
Assume vτ ∈ H, the external forces σ0(x) ∈ H and σ(t) ∈ L2(τ, T ;H) satisfying (2.34). Then for
any fixed t ∈ R and any bounded set B ⊂ H, there exists a time T (B, t) > 0, such that
‖Uδ(t, t− τ)vt−τ‖2H ≤ R2δ(t), ∀ τ ≥ T (B, t), ut−τ ∈ B, (3.115)
where R2δ(t) =
1
νλ1
(
C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν +
Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
)
+ Cν2λ1 |σ0(x)|2 + 2Cδ
2
νλ1
∫ t
−∞ e
−νλ1(t−ξ)|σ(ξ)|2dξ.
Moreover, if we denote Bδ(t) = {vδ ∈ H : |vδ|2 ≤ R2δ(t)}, then Bδ = {Bδ(t)}t∈R ∈ Dµ is the family of
pullback absorbing sets in H, i.e., lim
t→−∞
eηtRδ(t) = 0 for any δ > 0.
Proof. For any fixed t ∈ R and any τ ∈ R, we denote
vδ(r) := v(r; t − τ, vτ ) = vδ(r − t+ τ, t− τ, vτ ) for r ≥ t− τ. (3.116)
Taking inner product of (2.33) with eηtvδ in H (η will be determined later), using (B(vδ, vδ), vδ) = 0
and (B(ψ, vδ), vδ) = 0, we obtain
d
dt
(
eηt|vδ|2
)
+ 2νeηt‖vδ‖2
≤ ηeηt|vδ|2 + 2eηt|b(vδ, ψ, vδ)|+ 2eηt|b(ψ, ψ, vδ)|+ 2eηt(σ0(x) + νF (x) + δσ(t), vδ) (3.117)
which holds for all vδ ∈ H .
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Using the same technique in (3.4), (3.48) and (3.49), we can derive
|b(vδ, ψ, vδ)| ≤
∫
Ω
|vδ||∇ψ||vδ|dx ≤ C2C3C4ε‖ϕ‖L∞(∂Ω)‖vδ‖2 ≤ ν
10
‖vδ‖2, (3.118)
|b(ψ, ψ, vδ)| ≤
∫
Ω
|ψ||∇ψ||vδ|dx ≤ ν
10
‖vδ‖2 +
C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν
, (3.119)
ν| < F, vδ > | ≤ ν
∫
Ω
|F ||vδ|dx ≤ ν
10
‖vδ‖2 +
Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
. (3.120)
By the Cauchy-Schwarz inequality and Young’s inequality, we obtain
(σ0(x), vδ) ≤ ‖σ0(x)‖V ′‖vδ‖V ≤ ν
10
‖vδ‖2 + C
ν
|σ0(x)|2 (3.121)
and
(δσ(t), vδ) ≤ ‖σ(t)‖H‖vδ‖H ≤ ν
10
‖vδ‖2 + Cδ
2
νλ1
|σ(t)|2. (3.122)
Then taking into account the Poincare´ inequality and choosing η = νλ12 , we have
d
dt
(
eηt|vδ(t)|2
)
+ νλ1e
ηt|vδ(t)|2 ≤ eηt
(C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν
+
Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
)
+
C
ν
eηt|σ0(x)|2 + Ce
ηtδ2
νλ1
|σ(t)|2, (3.123)
which implies for all τ ∈ R
|vδ(t)|2 ≤ e−νλ1(t−τ)|vτ |2 + 1
νλ1
(C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν
+
Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
)
+
C
ν2λ1
|σ0(x)|2 + Cδ
2
νλ1
∫ t
τ
e−νλ1(t−ξ)|σ(ξ)|2dξ. (3.124)
Let Dˆ ∈ Dη be given above, then for any u0 ∈ D(τ) and t ≥ τ , it follows
|Uδ(t, t− τ)ut−τ |2 ≤ e−η(t−τ)r2Dˆ +
1
νλ1
(C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν
+
Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
)
+
C
ν2λ1
|σ0(x)|2 + Cδ
2
νλ1
∫ t
−∞
e−νλ1(t−ξ)|σ(ξ)|2dξ. (3.125)
Setting e−νλ1(t−τ)r2
Dˆ
≤ Cδνλ1
∫ t
−∞ e
−νλ1(t−ξ)|σ(ξ)|2dξ, then for each fixed t ∈ R, we denote Rδ(t) as
(Rδ(t))
2 =
1
νλ1
(C‖ϕ‖4L∞(∂Ω)|∂Ω|ε
ν
+
Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
)
+
C
ν2λ1
|σ0(x)|2
+
2Cδ2
νλ1
∫ t
−∞
e−νλ1(t−ξ)|σ(ξ)|2dξ. (3.126)
Considering the family of closed balls Bˆδ for any fixed t ≥ τ in H defined by
Bδ(t) = {uδ ∈ H ||uδ|2 ≤ 2R2δ(t)}, (3.127)
it is easy to check that Bδ(t) ∈ Dη and hence Bη(t) is the family of Dη-pullback absorbing sets for the
process {uδ(t, t− τ)}. 
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Lemma 3.24 Let Rδ(t), Bδ(t) are defined in Lemma 3.23, then for any t ≥ τ ∈ R, the solution v(t) =
U1,δ(t, t− τ)v(t − τ) of (3.156) satisfies, for all τ ∈ R and ut−τ ∈ Bδ(t− τ),
|U1,δ(t, t− τ)vt−τ |2 ≤ e−νλ1τR2δ(t− τ), (3.128)∫ t
t−τ
‖v1(s)‖2ds ≤ Jδ(t), (3.129)
where Jδ(t) is dependent on τ, R
2
δ(t− τ), ν and λ1.
Proof. Taking inner product of (3.156) with v1 in H , since (B(v1, v1), v1) = 0, we derive
1
2
d
dt
|v1(t)|2 + ν‖v1(t)‖2 ≤ |b(v1, ψ, v1)|. (3.130)
Using the same techniques as in (3.4), we can get
|b(v1, ψ, v1)| ≤
∫
Ω
|v1||∇ψ||v1|dx ≤ ν
2
‖v1‖2. (3.131)
By the Poincare´ inequality, it yields
d
dt
|v1(t)|2 + νλ1|v1(t)|2 ≤ 0. (3.132)
Applying Gronwall’s inequality to (3.132) from t− τ to t, we get
|U1,δ(t, t− τ)vt−τ |2 ≤ |vt−τ |2e−νλ1τ ≤ e−νλ1τR2δ(t− τ)→ 0, as τ → +∞, (3.133)
and (3.129) is the direct result of (3.133), this therefore completes the proof. 
Lemma 3.25 Let the family of pullback absorbing sets Bδ(t) = {Bδ(t)}t∈R be given by Lemma 3.23, then
for any fixed t ≥ τ ∈ R, there exist a time Tδ(t,B) > 0 and a function Iδ(t) > 0, such that the solution
U2,δ(t, τ)vτ = w(t) of (3.157) satisfies
‖U2,δ(t, t− τ)vt−τ‖2D(Aσ2 ) ≤ Iδ(t), (3.134)
for all τ ≥ Tδ(t,B) and any vt−τ ∈ Bδ(t− τ).
Proof. Multiplying (3.157) with Aσv2 and integrating by parts over Ω, we have
1
2
d
dt
∫
Ω
|Aσ2 v2|2dx+ ν
∫
Ω
|Aσ+12 v2|dx
≤ |b(v1, v2, Aσv2)|+ |b(v2, v1, Aσv2)|+ |b(v2, v2, Aσv2)|+ |b(ψ, ψ,Aσv2)|
+|b(v2, ψ, Aσv2)|+ |b(ψ, v2, Aσv2)|+ |(P (σ0(x) + νσ0(x)) + δPσ(t, x), Aσv2)|. (3.135)
Next, we shall estimate every term on the right-hand side of (3.135) for σ ∈ (0, 12 ].
(a) By Lemmas 2.2 and 3.24, using Cauchy’s inequality and the Poincare´ inequality, we derive
|b(v1, v2, Aσv2)| ≤ C|v1||A 12 v2| 12 |Aσv2|L4 ≤ C|v1| 1
λ
σ
4
1
|Aσ+12 v2| 12 |Aσ+ 14 v2|
≤ C
λ
1−σ
4
1
|v1||A
σ+1
2 v2| 32 ≤ ν
9
|Aσ+12 v2|2 + C
νλ1−σ1
|v1|4, (3.136)
|b(v2, v1, Aσv2)| ≤ C|v2||∇v1| 12 |Aσv2| 12 ≤ C
λ1
‖v1‖ 12 |A
σ+1
2 v2| 32
≤ ν
9
|Aσ+12 v2|2 + C
νλ41
‖v1‖2 (3.137)
31
and
|b(v2, v2, Aσv2)| ≤ |v2| 12 |A 12 v2| 12 |Aσv2| ≤ C
λ
2−σ
4
1
|Aσ2 v2| 12 |A
σ+1
2 v2| 32
≤ ν
9
|Aσ+12 v2|2 + C
νλ2−σ1
|Aσ2 v2|2. (3.138)
(b) By the Hardy inequality and Lemma 3.22, we derive
|b(v2, ψ, Aσv2)| ≤
∫
Ω
|v2||∇ψ||Aσv2|dx
≤ C4‖ϕ‖L∞(∂Ω)
( ∫
Ω
|v2|2
dist2(x, ∂Ω)
dx
) 1
2
( ∫
Ω
|Aσv2|2dx
) 1
2
≤ C‖ϕ‖L∞(∂Ω)|A
1
2 v2||Aσv2|
≤ C‖ϕ‖L∞(∂Ω)|A 12 v2||Aσ2 v2|1−σ|A
σ+1
2 v2|σ
≤ C‖ϕ‖L∞(∂Ω)
λ
σ
2
1
|Aσ2 v2|1−σ|A
σ+1
2 v2|1+σ
≤ ν
9
|Aσ+12 v2|2 +
C‖ϕ‖
2
1−σ
L∞(∂Ω)
νλ
σ
1−σ
1
|Aσ2 v2|2, (3.139)
|b(ψ, v2, Aσv2)| ≤ C4‖ϕ‖L∞(∂Ω)|A
1
2 v2||Aσv2| ≤ ν
9
|Aσ+12 v2|2 +
C‖ϕ‖
2
1−σ
L∞(∂Ω)
νλ
σ
1−σ
1
|Aσ2 v2|2 (3.140)
and
|b(ψ, ψ,Aσv2)| ≤ C‖ϕ‖L∞(∂Ω)
∫
Ω
|∇ψ||Aσv2|dx
≤ C‖ϕ‖L∞(∂Ω)
(∫
Ω
|∇ψ|2dist(x, ∂Ω)dx
) 1
2
( ∫
Ω
|Aσv2|2
dist(x, ∂Ω)
dx
) 1
2
≤ C‖ϕ‖L∞(∂Ω)‖ϕ‖L2(∂Ω)|Aσ+ 14 v2|
≤ C
(λ1)
2σ−1
4
‖ϕ‖L∞(∂Ω)‖ϕ‖L2(∂Ω)|A
σ+1
2 v2|
≤ ν
9
|Aσ+12 v2|2 + C
νλ
σ− 12
1
|∂Ω|‖ϕ‖4L∞(∂Ω). (3.141)
(c) By the Young inequality and Lemma 3.22, we obtain
|(PνF,Aσv2)| ≤ ν
∫
Ω
|F |Aσv2|dx ≤ Cν
√
ε
∫
Ω
|F | |A
σv2|
dist
1
2 (x, ∂Ω)
dx
≤ Cν√ε|F ||Aσ+ 14 v2| ≤ Cν
√
ε
λ
1−2σ
4
1
|F ||Aσ+12 v2|
≤ Cνε
λ
1−2σ
2
1
|F |2 + ν
16
|Aσ+12 v2|2
≤ Cν
λ
1−2σ
2
1 ε
|∂Ω|‖ϕ‖2L∞(∂Ω) +
ν
9
|Aσ+12 v2|2, (3.142)
(Pσ0(x), A
σv2) ≤ |σ0(x)||Aσv2| ≤ 1
λ
1−σ
2
1
|σ0(x)||A 1+σ2 v2| ≤ ν
9
|Aσ+12 w(t)|2 + C
νλ1−σ1
|σ0(x)|2 (3.143)
32
and
|(δPσ(t, x), Aσv2)| ≤ ν
9
|Aσ+12 w(t)|2 + Cδ
2
νλ1−σ1
|σ(t)|2. (3.144)
Hence combining (3.135)–(3.144), we derive
d
dt
|Aσ2 v2|2 ≤
(2C‖ϕ‖ 21−σL∞(∂Ω)
νλ
σ
1−σ
1
+
C
νλ2−σ1
)
|Aσ2 v2|2
+
Cν
λ
1−2σ
2
1 ε
|∂Ω|‖ϕ‖2L∞(∂Ω) +
C
νλ
σ− 12
1
|∂Ω|‖ϕ‖4L∞(∂Ω)
+
C
νλ1−σ1
|v1|4 + Cδ
2
νλ1−σ1
|σ(t)|2 + C
νλ1−σ1
|σ0(x)|2 + C
νλ41
‖v1‖2. (3.145)
Applying the Gronwall inequality to (3.145) from t− τ to t, and using Lemma 3.23, we conclude that for
all t ≥ τ
|Aσ2 v2(t)|2 ≤ Iδ(t) = Iδ(t, τ, ν, λ1, Rδ(t− τ), Jδ, ‖ϕ‖L∞(∂Ω), |f |, ‖σ‖L2loc(R;H)) ≤ C. (3.146)
Which completes the proof. 
Lemma 3.26 Assume vτ ∈ H, the external forces σ0(x) ∈ H and σ(t) ∈ L2(τ, T ;H) satisfies (2.34) for
any fixed t ≥ τ ∈ R. If vτ belongs to some bounded set, then the solution vδ(t) = Uδ(t, t−τ)vτ of perturbed
non-autonomous problem (2.32) has upper semi-continuity property to the solution v(t) = S(t)vτ of the
autonomous problem (2.32) with δ = 0 uniformly in H as δ → 0+, i.e.,
lim
δ→0+
sup
vτ∈B
‖vδ(t)− v(t)‖H = 0, (3.147)
where B is an arbitrary bounded subset in H.
Proof. Since vδ(t) and v(t) satisfy the following non-autonomous and autonomous problem respectively,

(vδ(t))t + νAvδ +B(vδ, vδ) +B(vδ , ψ) +B(ψ, vδ) +B(ψ, ψ)
= P (σ0(x) + νσ0(x)) + δPσ(t, x),
div vδ = 0,
vδ|∂Ω = 0,
vδ|t=τ = vτ
(3.148)
and 

vt + νAv +B(v, v) + B(v, ψ) +B(ψ, v) +B(ψ, ψ) = P (σ0(x) + νσ0(x)),
div v = 0,
v|∂Ω = 0,
v|t=τ = vτ ,
(3.149)
then we can verify that yδ(t) = vδ(t)− v(t) satisfies the problem

(yδ)t + νAy
δ = −B(yδ, ψ)−B(ψ, yδ)−B(vδ, vδ) +B(v, v) + δPσ(t, x),
div yδ = 0,
yδ|∂Ω = 0,
yδ|t=τ = 0.
(3.150)
Multiplying (3.150) with yδ(t), integrating by parts and using the property of trilinear operator b(·, ·, ·),
we have
1
2
d
dt
|yδ|2 + ν‖yδ‖2
= 〈B(v, v) −B(yδ, ψ)−B(vδ, vδ), yδ〉+ 〈δσ(t), yδ〉
≤ |b(yδ, ψ, yδ)|+ |〈B(u, u)−B(uδ, uδ), yδ)〉|+ ν
3
‖yδ(t)‖2 + Cδ
2
ν
|σ(t)|2. (3.151)
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Using the same technique in (3.4) and choosing δ small enough, we can derive
|b(yδ, ψ, yδ)| ≤
∫
Ω
|yδ||∇ψ||yδ|dx ≤ C2C3C4δ‖ϕ‖L∞(∂Ω)‖yδ‖2 ≤ ν
3
‖yδ‖2. (3.152)
From the Young inequality and b(v, yδ, yδ) = 0, we obtain
|〈B(v, v) −B(vδ, vδ), yδ)〉| = |b(yδ, vδ, yδ)| ≤ C|yδ|‖vδ‖‖yδ‖ ≤ ν
3
‖yδ‖2 + C
ν
|yδ|2‖vδ‖2. (3.153)
Hence, combining (3.151)-(3.153), it yields
d
dt
|yδ|2 ≤ C
ν
|yδ|2‖vδ‖2 + Cδ
2
ν
|σ(t)|2. (3.154)
From Theorem 2.4, Lemmas 3.24–3.25 and (2.34), since σ(t) ∈ L2loc(R, H), by the Gronwall inequality to
(3.154), we conclude
|yδ|2 ≤ Cδ
2
ν
e
C
ν ‖u‖
2
L2(τ,T ;V )
∫ t
t−τ
|σ(s)|2ds ≤ Cδ
2
ν0
e
C
ν ‖u‖
2
L2(τ,T ;V )‖σ‖2L2
loc
(R,H) ≤ C0δ2 → 0 (3.155)
as δ → 0+, which means (3.147) holds. The proof is completed. 
• Proof of Theorem 2.19. Using the theory in Section 3.5, firstly, we decompose equation (2.32) as
a linear equation with non-homogeneous initial data and a nonlinear equation with homogeneous initial
data, i.e., 

(v1)t + νAv1 = −B(v1, v1)−B(ψ, v1)−B(v1, ψ),
div v1 = 0,
v1|∂Ω = 0,
v1(τ, x) = vτ (x) = uτ (x) + ψ(x),
(3.156)
and note that

(v2)t + νAv2 = −B(v1, v2)−B(v2, v1)−B(v2, v2)−B(v2, ψ)
−B(ψ, v2)−B(ψ, ψ) + P (σ0(x) + νσ0(x)) + δPσ(t, x),
div v2 = 0,
v2|∂Ω = 0,
v2(τ, x) = 0,
(3.157)
the solution uδ(t) = Uδ(t, τ)uτ of (2.33) with initial data vτ ∈ H can be decomposed as
vδ = Uδ(t, τ)vτ = U1,δ(t, τ)vτ + U2,δ(t, τ)vτ , (3.158)
where
U1,δ(t, τ)vτ = v1(t), U2,δ(t, τ)vτ = v2(t), (3.159)
solve the problems (3.156) and (3.157) respectively.
Secondly, under the existence of pullback absorbing set in Lemma 3.23, we should estimate the
solutions v1 with H-norm small enough of (3.156) and v2 with uniform boundedness in more regular
space of (3.157) by Lemmas 3.24 and 3.25 respectively.
Finally, by the continuous theory of pullback attractors, we shall prove the upper semi-continuity of
pullback attractors in H by Lemma 3.26. 
3.7 Proof of Theorems 2.20 and 2.21: Regularity of pullback attractors
• Norm-to-weak continuity of the process in D(Aσ2 ) (0 ≤ σ2 ≤ 14 )
In this section, we only need to prove the generalization of the norm-to-weak continuous process which
will be used for pullback attractors in the next section.
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Proof of Theorem 2.8. Firstly, by the definition of regular solutions, using the Galerkin approxi-
mated technique and compact argument again, noting that v = u− ψ, we need to estimate the norms of
v in some more regular norm for the non-autonomous problem, i.e., the asymptotic regularity of v. For
the case σ = 12 , for the boundedness of v in D(A
1
4 ), we can refer to [3]. In fact, if 0 ≤ σ2 < 14 , we can use
interpolation inequality to achieve the bounded of v in D(A
σ
2 ), here we omit the detailed proof.
Next, since the systems (1.1) and (2.22) are equivalent, we only need to verify the norm-to-weak
continuity of u(t, x), and hence v(t, x) yields. Let u1(·) and u2(·) be two solutions to problem (1.1) and
with corresponding initial data u1τ and u
2
τ respectively and background flow functions ψ1 and ψ2, take
w = u1 − u2. Then w satisfies the abstract problem:

dw
dt + νAw +B(u1, u1)−B(u2, u2) = 0,
div w = 0,
w(t, x)|∂Ω = 0, (x, t) ∈ ∂Ωτ ,
w(τ, x) = wτ = u
1
τ (x)− u2τ (x).
(3.160)
Let ω ∈ C∞0 (Ω), div ω = 0, from the condition (ii) in Definition 2.7, we can derive the weak formulation
d
dt
(w,Aσω)− ν < w,Aσ+1ω >= b(u2, Aσω, u2)− b(u1, Aσω, u1). (3.161)
Let ω = u1 − u2 in (3.161), we have
1
2
d
dt
|Aσ2w|2 + ν|Aσ+12 w|2 ≤ |b(w,Aσw, u2)|+ |b(u1, Aσw,w)|. (3.162)
Since
|b(w,Aσw, u2)| ≤
∫
Ω
|w||∇u2||Aσw|dx ≤ C|∇u2| 12 |w| 12 |A
σ+1
2 w|
≤ C‖u2‖V |Aσ2w|+ ν
4
|Aσ+12 w|2, (3.163)
and
|b(u1, Aσw,w)| ≤
∫
Ω
|w||∇w||Aσw|dx ≤ C|u1|‖w‖
1
2
V |A
σ+1
2 w| 12
≤ C|u1||A
σ+1
2 w| 12 |Aσ+12 w| 12
≤ C|u1|2 + ν
4
|Aσ+12 w|2, (3.164)
we have
d
dt
|Aσ2w|2 + ν|Aσ+12 w|2 ≤ Cλ1 |A
σ
2w|2 + C(‖u2‖2V + ‖u1‖2V ). (3.165)
Neglecting the second term on the left-hand side, since the index σ ∈ [0, 12 ], the trilinear operator can
not imply appropriate D(A
σ
2 ) and D(A
σ+1
2 ) estimates on the right-hand side of (3.163) and (3.164), we
can only derive
‖u1(s)− u2(s)‖2
D(A
σ
2 )
≤
[
‖u10 − u20‖2D(Aσ2 ) + C
(
‖u2‖2L2(τ,T ;V ) + ‖u1‖2L2(τ,T ;V )
)]
eCλ1(t−τ) (3.166)
and
∫ t
Ω
‖u1(s)− u2(s)‖2
D(A
σ+1
2 )
ds ≤ Cˆ
[
‖u10 − u20‖2D(Aσ2 ) +
(
‖u2‖2L2(τ,T ;V ) + ‖u1‖2L2(τ,T ;V )
)]
eCλ1(t−τ),
this means the strong continuity can not be obtained, however, from the compact argument and existence
of regular weak solutions, u(t, x) and v(t, x) are norm-to-weak continuous, which complete the proof. 
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Lemma 3.27 (Norm-to-weak continuity of process) If vτ ∈ D(Aσ2 ), f ∈ L2loc(R;H), then we can define
the process U(·, ·) : R2d ×D(A
σ
2 )→ D(Aσ2 ) as U(t, τ)vτ = v(t, τ, vτ ).
Moreover, the process {U(t, τ)} is pullback norm-to-weak continuous from D(Aσ2 ) to D(Aσ2 ).
Proof. Using Theorem 2.8, we can derive the pullback norm-to-weak continuity of process in D(A
σ
2 ) for
the problem (2.22).
• Pullback D′µ-absorbing sets family in D(A
σ
2 )
Lemma 3.28 Assume f ∈ L2loc(R;H) is pullback translation bounded in L2pb(R;H) (or uniformly pullback
tempered), vτ ∈ D(Aσ2 ), if we choose parameter µ˜ ∈ (0, λ1ν] fixed, then the solution v to the problem
(2.21) satisfies that for any τ ≤ t,
|Aσ2 v(t)|2 ≤
([ 2
νλ1
‖ϕ‖4L∞(∂Ω)|∂Ω|+
2Cν|∂Ω|
ε
‖ϕ‖2L∞(∂Ω)
]
+ |Aσ2 vτ |2
)
e−µ˜(t−τ)
+
( 2C
νλ
2
3
+ 4C‖ϕ‖2L∞(∂Ω)
)
e−µ˜λ1(t−τ)
∫ t
τ
‖v(s)‖2ds
+
2C
ν
‖f‖2L2loc(R;H) +
2Ce−µ˜n0h
ν(1 − e−µ˜n0h)‖f‖
2
L2pb(R;H)
. (3.167)
If we denote
K23 =
( 2C
νλ
2
3
+ 4C‖ϕ‖2L∞(∂Ω)
)
‖v‖2L2(τ,t;V ) +
2
νλ1
‖ϕ‖4L∞(∂Ω)|∂Ω|+
2Cν|∂Ω|
ε
‖ϕ‖2L∞(∂Ω), (3.168)
then
|Aσ2 v(t)|2 ≤ e−µ˜t
(
K23 + |A
σ
2 vτ |2
)
eµ˜τ +
2C
ν
‖f‖2L2loc(R;H) +
2Ce−µ˜n0h
ν(1 − e−µ˜n0h)‖f‖
2
L2pb(R;H)
+ 1. (3.169)
Proof. Taking inner product with (2.22) with Aσv in H , we obtain that
(vt, A
σv) + ν(Av,Aσv) + (B(v, v), Aσv) + (B(v, ψ), Aσv) + (B(ψ, v), Aσv)
= −(B(ψ, ψ), Aσv) + 〈Pf,Aσv〉 − 〈νPF,Aσv〉, (3.170)
i.e.,
1
2
d
dt
‖Aσ2 v‖2H + ν‖A
σ+1
2 v‖2H ≤ |(B(v, v), Aσv)|+ |(B(v, ψ), Aσv)|+ |(B(ψ, v), Aσv)|
+|(B(ψ, ψ), Aσv)|+ |〈Pf,Aσv〉|+ |〈νPF,Aσv〉|. (3.171)
Using the same techniques as in Lemma 3.25, we have
|(B(v, v), Aσv)| ≤ ν
12
|Aσ+12 v|2 + C
νλ
2
3
1
‖v‖2, (3.172)
|(B(v, ψ), Aσv)| ≤ ν
12
|Aσ+12 v|2 + C‖ϕ‖2L∞(∂Ω)‖v‖2, (3.173)
|(B(ψ, v), Aσv)| ≤ ν
12
|Aσ+12 v|2 + C‖ϕ‖2L∞(∂Ω)‖v‖2, (3.174)
|(B(ψ, ψ), Aσv)| ≤ ν
12
|Aσ+12 v|2 + 1
νλ1
‖ϕ‖2L∞(∂Ω)‖ϕ‖2L2(∂Ω)
≤ ν
12
|Aσ+12 v|2 + 1
νλ1
‖ϕ‖4L∞(∂Ω)|∂Ω|, (3.175)
|〈Pf,Aσv〉| ≤ C
ν
|f |2 + ν
12
|Aσ+12 v|2, (3.176)
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|〈νPF,Aσv〉| ≤ ν
∫
Ω
|F ||Aσv|dx ≤ ν
( ∫
Ω
|F |2dx
) 1
2
( ∫
Ω
|Aσv|2dx
) 1
2
≤ ν‖F‖L2(Ω)|Aσv| ≤
Cν
ε
3
2
‖ϕ‖L2(∂Ω)|Aσv|
≤ Cν
ε
1
2
|∂Ω| 12 ε‖ϕ‖L∞(∂Ω)|A
σ+1
2 v|
≤ Cν|∂Ω|
ε
‖ϕ‖2L∞(∂Ω) +
ν
12
|Aσ+12 v|2, (3.177)
and thus combining (3.170)–(3.177), we can conclude
d
dt
|Aσ2 v|2 + λ1ν|A
σ+1
2 v|2 ≤
( 2C
νλ
2
3
1
+ 4C‖ϕ‖2L∞(∂Ω)
)
‖v‖2 + 2
νλ1
‖ϕ‖4L∞(∂Ω)|∂Ω|
+
2Cν|∂Ω|
ε
‖ϕ‖2L∞(∂Ω) +
2C
ν
|f |2
= K22 +
2C
ν
|f |2, (3.178)
where K22 =
(
2C
νλ
2
3
+ 4C‖ϕ‖2L∞(∂Ω)
)
‖v‖2 + 2νλ1 ‖ϕ‖4L∞(∂Ω)|∂Ω|+
2Cν|∂Ω|
ε ‖ϕ‖2L∞(∂Ω).
Using the Gronwall inequality in [τ, t] to (3.178), we obtain
|Aσ2 v|2 ≤ e−λ1νt|Aσ2 vτ |2eλ1ντ +
∫ t
τ
e−λ1ν(t−s)(K22 +
2C
ν
|f(s)|2)ds. (3.179)
Using (3.179), we can easily get the desired result. 
Lemma 3.29 Assume f ∈ L2loc(R;H) is pullback translation bounded in L2pb(R;H) (or uniformly pullback
tempered), for any small enough ε′1 > 0, there exists a pullback time τˆ (t, ε1), such that for any τ <
τˆ (t, ε1) ≤ t, Bˆ′0(t) is a family of pullback D′µ˜-absorbing sets for the process U(t, τ).
Proof. Noting that
‖U(t, τ)vτ‖2D(Aσ2 ) = |A
σ
2 v|2
≤
(
K23 + |ρ′Dˆ(t)|2
)
e−µ˜(t−τ) +
2C
ν
‖f‖2L2
loc
(R;H) +
2Ce−µ˜n0h
ν(1− e−µ˜n0h)‖f‖
2
L2
pb
(R;H) (3.180)
and there exists a pullback time τˆ (t, ε1), such that for any τ < τˆ (t, ε1) ≤ t, it follows
e−µ˜t
(
K23 + |ρ′Dˆ(τ)|2
)
eµ˜τ ≤ ε1 (3.181)
since
e−µ˜(t−s) ≤ e−µ˜0(t−s) (3.182)
holds for any µ˜0 ≤ µ˜.
Hence, we have
|U(t, τ)vτ |2D(Aσ2 ) ≤ ε1 + (ρ
′
0(t))
2 − 1
2
≤ (ρ′0(t))2, (3.183)
which implies that U(t, τ)D(τ) ⊂ B′0(t), i.e., Bˆ′0(t) is a family of pullback D′µ˜-absorbing balls.
• Pullback D′µ˜-asymptotic compactness for the pullback norm-to-weak continuous process
in D(A
σ
2 )
In this section, since D(A
σ
2 ) is a uniformly convex space, the pullback D′µ˜-condition-(MWZ) (see Defini-
tion 3.8 and Remark 3.9) is equivalent to the pullback D′µ˜-asymptotic compactness for the processes.
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Lemma 3.30 Assume f ∈ L2loc(R;H) is pullback translation bounded in L2pb(R;H) (or uniformly pull-
back tempered), vτ ∈ D(Aσ2 ), then the norm-to-weak continuous processes U(t, τ) satisfies pullback D′µ˜-
condition (MWZ) which is equivalent to pullback D′µ˜-asymptotically compact in D(A
σ
2 ) for the system
(2.22) which is equivalent to (1.1).
Proof. Step 1: Let Bˆ′0 = {B′0(t)}t∈R be the pullback D′µ˜-absorbing family given in Theorem 3.29, then
there exists a pullback time τ ′t,ε1 such that |A
σ
2 v|2 = ‖U(t, τ)vτ‖2
D(A
σ
2 )
≤ ρ′0(t).
Since V σ = D(A
σ
2 ) ⊂ H is a Hilbert space, the norm-to-weak continuous process is defined as
U(t, τ) : V σ → V σ, where V σ = V σ1
⊕
V σ2 , V
σ
1 = span{ω′1, ω′2, · · · , ω′m} and V σ1 ⊥V σ2 . P¯ be a orthonormal
projector from V σ to V σ1 , then we have the decomposition
v = P¯ v + (I − P¯ )v := v1 + v2, (3.184)
for v1 ∈ V σ1 , v2 ∈ V σ2 .
Step 2: From the existence of global solutions and pullback D′µ˜-absorbing family of sets Bˆ′0, we know
‖Aσ2 v1‖2H ≤ ρ′0(t).
Step 3: Next we only need to prove the D(A
σ
2 )-norm of v2 is small enough as τ → −∞.
Taking inner product of (2.22) with Aσv2, since (A
σ
2 v1, A
σ
2 v2) = 0 and (v1, v2) = 0, we have
1
2
d
dt
|Aσ2 v2|2 + ν|A
σ+1
2 v2|2
≤ |(B(v, v), Aσv2)|+ |(B(v, ψ), Aσv2)|+ |(B(ψ, v), Aσv2)|
+|(B(ψ), Aσv2)|+ | < P¯f,Aσv2 > |+ | < νP¯F,Aσv2 > |. (3.185)
Next, we shall estimate every term on the right-hand side of (3.185).
(a) By the property of b(·, ·, ·), using the ε-Young inequality, we have
|(B(v, v), Aσv2)| = |b(v, v, Aσv2)| ≤
∫
Ω
|v||∇v||Aσv2|dx
≤ C|v| 12 |Aσv2| 12 |∇v| ≤ C
λ
1
4
1
|v| 32 |Aσv2| 12
≤ ν
12
|Aσ+12 v2|2 + C
νλ
2
3
1
‖v‖2V . (3.186)
(b) Using the same technique in Lemma 3.25, we get
|(B(v, ψ), Aσv2)| ≤
∫
Ω
|v||∇ψ||v2|dx ≤ ν
12
|Aσ+12 v2|2 +
C‖ϕ‖2L∞(∂Ω)
ν
‖v‖2V (3.187)
and
|(B(ψ, v), Aσv2)| ≤
∫
Ω
|ψ||∇v||Aσv2|dx
≤ C4‖ϕ‖L∞(∂Ω)
∫
Ω
|∇v||Aσv2|dx
≤ ν
12
|Aσ+12 v2|2 +
C‖ϕ‖2L∞(∂Ω)
ν
‖v‖2V . (3.188)
(c) Using the method in Lemma 3.25, we obtain
|(B(ψ, ψ), Aσv2)| ≤
∫
Ω
|ψ||∇ψ||Aσv2|dx ≤ ν
12
|Aσ+12 v2|2 + 1
νλ1
‖ϕ‖4L∞(∂Ω)|∂Ω|. (3.189)
(d) Using the techniques in (3.176) and (3.177), we can derive
| < f,Aσv2 > | ≤ C
ν
|f |2 + ν
12
|Aσ+12 v2|2 (3.190)
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and
ν| < F,Aσv2 > | ≤ Cν|∂Ω|
ε
‖ϕ‖2L∞(∂Ω) +
ν
12
|Aσ+12 v2|2. (3.191)
Combining (3.185)–(3.191), we conclude
d
dt
|Aσ2 v2|2 + ν|A
σ+1
2 v2|2 ≤
( C
νλ
2
3
1
+
4C‖ϕ‖2L∞(∂Ω)
ν
)
‖v‖2V +
2
νλ1
‖ϕ‖4L∞(∂Ω)|∂Ω|
+
2Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
+
2C
ν
|f |2. (3.192)
By Poincare´’s inequality, using the definition of fractal power of operator A, since λj is increasing
with respect to j = m+ 1, · · · , for v2 =
∑
j=m+1
ajω
′
j and A
sv2 =
∑
j=m+1
λsajω
′
j , we have
|Aσ+12 v2|2 = ‖v2‖2V σ = ‖
∑
j=m+1
λ
σ+1
2
j ajω
′
j‖2H ≥ ‖
∑
j=m+1
λ
σ
2
j λ
1
2
m+1ajω
′
j‖2H
≥ λm+1‖
∑
j=m+1
λ
σ
2
j ajω
′
j‖2H = λm+1|A
σ
2 v2|2. (3.193)
Thus, we derive from (3.192)-(3.193)
d
dt
‖Aσ2 v2‖2H + νλm+1‖A
σ
2 v2‖2H ≤
( C
νλ
2
3
1
+
4C‖ϕ‖2L∞(∂Ω)
ν
)
‖v‖2V +
2
νλ1
‖ϕ‖4L∞(∂Ω)|∂Ω|
+
2Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε
+
2C
ν
|f |2
= K24‖v‖2V +K25 +
2C
ν
|f |2, (3.194)
where K24 =
(
C
νλ
2
3
1
+
4C‖ϕ‖2L∞(∂Ω)
ν
)
, K25 =
2
νλ1
‖ϕ‖4L∞(∂Ω)|∂Ω|+
2Cν‖ϕ‖2L∞(∂Ω)|∂Ω|
ε .
Applying the Gronwall inequality in [τ, t] to (3.194), we conclude
|Aσ2 v2(t)|2 ≤ |Aσ2 v2(τ)|2e−νλm+1(t−τ) +
∫ t
τ
e−νλm+1(t−s)|f(s)|2ds
+
∫ t
τ
(
K24‖v(s)‖2 +K25
)
e−νλm+1(t−s)ds
≤ e−νλm+1t(ρ′
Dˆ
(t))2eνλm+1τ + e−νλm+1teν(λm+1−1)τ
∫ t
−∞
eνs|f(s)|2ds
+
(
K24e
−νλm+1teνλm+1τ
∫ t
τ
‖v‖2V ds
)
+ (
K25
νλm+1
− K
2
5e
−νλm+1teνλm+1τ
νλm+1
)
= I ′1 + I
′
2 + I
′
3 + I
′
4. (3.195)
By the definition of the universe D′µ˜ in (2.38), using the technique in (2.37), there exists a pullback
time τˆ ′1 << τ1, then for any τ < τˆ
′
1 ≤ t and m large enough, it follows
I ′1 = ‖A
σ
2 v2(τ)‖2He−νλm+1(t−τ) ≤ e−νλm+1t(ρ′Dˆ(t))2eνλm+1τ ≤
ε
4
(3.196)
as τ → −∞ and m→ +∞.
Since f ∈ L2loc(R;H) and K25 is bounded, using limm→∞λm+1 = +∞ if we can choose m large enough
and letting τ → −∞, i.e., there exists a pullback time τˆ2 ≤ t and positive integer m0 > 0, for any τ < τˆ2
and m > m0, we obtain
I ′2 = e
−νλm+1teνλm+1τ
∫ t
τ
|f(s)|2ds ≤ ε
4
(3.197)
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and
I ′4 =
K25
νλm+1
− K
2
5e
−νλm+1teνλm+1τ
νλm+1
≤ ε
4
. (3.198)
Moreover, since K24 and
∫ t
τ ‖v‖2V ds are bounded from Theorem 2.4, using limm→∞λm+1 = +∞ if we can
choose m large enough, letting τ → −∞, i.e., there exists a pullback time τˆ3, for any τ ≤ τˆ3, we can
achieve
I ′3 = K
2
4e
−νλm+1teνλm+1τ
∫ t
τ
‖v‖2V ds <
ε
4
. (3.199)
Combining (3.195)–(3.199) and choosing a pullback time
τˆ ′ ≤ min{τˆ1, τˆ2, τˆ3, τˆ ′1, τˆ(t, ε1)},
such that for any τ < τˆ ≤ t, we conclude
‖(I − P )U(t, τ)vτ‖2V σ = ‖A
σ
2 v2‖2H ≤ ε (3.200)
which implies that the norm-to-weak process satisfies pullback D′µ˜-condition-(MWZ), i.e., U(t, τ) is pull-
back D′µ˜-asymptotically compact. Hence, we complete the proof. 
• Proof of Theorem 2.20: Minimal family of pullback D′µ˜-attractors in D(A
σ
2 ) Similarly to the
proof in Theorem 2.14, it is easily to prove the theorem here. 
• Proof of Theorem 2.21: Unique family of pullback D′µ˜-attractors in D(A
σ
2 ) Using the same
techniques as in the proof of Theorem 2.15, we can derive the inclusion closed of the universe D′µ˜ in
D(A
σ
2 ) easily guarantees that Bˆ′0 ∈ D′µ˜, hence using Theorem 3.11, since the process is norm-to-weak
continuous and closed, it is easy to achieve the uniqueness of family of pullback D′µ˜-absorbing attractors
A′D′µ˜ in D(A
σ
2 ). 
4 Appendix
In Chepyzhov and Vishik [10], they used translation compact external forces which is translation bounded
to construct uniform attractors, and Lu [36] extended this to normal function and translation bounded.
Cui, Langa and Li [18] considered the backward property for the external forces for pullback attractors.
We can consider pullback property of external forces in more general functional spaces. Let X be a
Banach spaces or Hilbert spaces, Lp(Ω) be the general p-power integral space.
Definition 4.1 We call the external force g(t, x) is pullback translation bounded if it satisfies
sup
s≤τ, h≤0
∫ s
s+h
‖g(r, x)‖pXdr < +∞ or sup
s≤τ
∫ s
s−1
‖g(r, x)‖pXdr < +∞ (4.201)
for all t ∈ R and h ≤ 0. Denote all pullback translation bounded in Lploc(R;X) as Lppb(R;X).
Definition 4.2 A function g ∈ Lpb (R;X) is called pullback normal if
sup
s≤τ, h≤0
∫ s
s+h
‖g(r, x)‖pXdr < ε (4.202)
holds for arbitrary ε > 0 and 1 < p < +∞. Denote all pullback normal functions in Lploc(R;X) as
Lppn(R;X).
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Definition 4.3 The function g(t, x) is called as pullback tempered in Lploc(R;X), if
sup
s≤τ
∫ s
−∞
eα(r−s)‖g(r, x)‖pXdr < +∞ or sup
s≤τ
∫ s
−∞
eα(r−s)‖g(r, x)‖pXdr → 0 as τ → −∞. (4.203)
Denote all pullback tempered functions in Lploc(R;X) as L
p
pt(R;X).
Definition 4.4 The function g(t, x) is called as uniformly pullback tempered in Lploc(R;X), if∫ τ
−∞
eα(r−τ)‖g(r, x)‖pXdr < +∞ or
∫ t
−∞
eα(r−t)‖g(r, x)‖pXdr < +∞. (4.204)
Denote all uniformly pullback tempered functions in Lploc(R;X) as L
p
upt(R;X).
Theorem 4.5 We have the following property:
(I) The pullback translation bounded is equivalent with pullback tempered;
(II) The pullback normal is stronger than pullback bounded;
(III) The uniformly pullback tempered is stronger than pullback translation bounded and pullback tempered.
Proof. (I) Assume that g(t, x) is pullback translation bounded, then for h < 0, we have
∫ s
−∞
eα(r−s)‖g(r, x)‖pXdr =
∞∑
m=0
∫ s+nh
s+(n+1)h
eα(r−s)‖g(r, x)‖pXdr
≤
∞∑
n=0
∫ s+nh
s+(n+1)h
e−αnh‖g(r, x)‖pXdr
≤
∞∑
n=0
e−αnh
[ ∫ s
s+h
‖g(r, x)‖pXdr
]
< +∞ (4.205)
which means pullback tempered.
Let g(t, x) is pullback tempered, i.e.,
sup
s≤τ
∫ s
−∞
eα(r−s)‖g(r, x)‖pXdr → 0 as τ → −∞, (4.206)
then it follows ∫ s
s+h
‖g(r, x)‖pXdr ≤ e−αh
∫ s
s+h
eα(r−s)‖g(r, x)‖pXdr
≤ e−αh
∫ s
−∞
eα(r−s)‖g(r, x)‖pXdr (4.207)
which implies pullback translation bounded.
(II) and (III): Comparing the definition, it is easy to check the results. 
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