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Abstract
The usual mathematical implementations for the generalized eigenvectors and eigenfunctions of a
spectral measure (or a normal operator) on a Hilbert spaceH use direct integral decompositions of the
spaceH or auxiliary subspaces Φ with their topology τΦ , so that the generalized eigenvectors belong
to the components of the direct integral or to the (anti)dual space Φ×, respectively. In this work the
Gelfand–Vilenkin description of the generalized eigenvectors, in terms of certain Radon–Nikodym
derivatives associated to the spectral measure, permit us to give new proofs of renewed inductive and
nuclear versions of the spectral theorem, casting new insight on the measure-theoretical nature of
these results.
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Every normal operator in a finite dimensional Hilbert space H has a complete system
of eigenvectors in H. In infinite dimensional Hilbert spaces only normal operators with
pure discrete spectrum have this property. Complete system of generalized eigenvectors or
eigenfunctions have been considered as components of an orthonormal measurable basis
in a profitable direct integral decomposition of the Hilbert space H, or as a subset of the
space Φ× of a conveniently chosen rigging
Φ ⊆H⊆ Φ×, (1)
where Φ is a dense subspace of H with its own topology τ and Φ× is its (anti)dual space,
i.e., the space of τ -continuous antilinear forms on Φ . A triplet of the form (1) is usually
called a rigged Hilbert space or a Gelfand triplet.
The central result of the first approach is the spectral theorem in direct integral form
[9,18,36], which shows that any normal operator A can be diagonalized by a unitary trans-
formation, and one looks for such a unitary map V from the Hilbert spaceH to some direct
integral decomposition of H
Hµ,N =
⊕∫
Λ
H(λ) dµ(λ)
(N(λ) is the dimension function), such that VAV † :Hµ,N →Hµ,N is multiplication by λ.
In other words, theH(λ) are the generalized eigenspaces of A, viz., 〈Aφ|e(λ)〉 = λ〈φ|e(λ)〉
for each φ ∈ Φ , λ ∈ Λ and e(λ) ∈H(λ). In Section 2 we shall give a rigorous meaning of
the bracket 〈·|·〉 in this context and describe the unitary operator V .
Some examples on differential operators illustrating the second approach are given by
Gelfand and Kostyuchenko [20], Lax [27] and Berezanskii [4], and generalized by Brow-
der [13], Kac [25], Gårdin [19] and others, in which the existence of a complete set of
generalized eigenfunctions is proved, being such eigenfunctions elements of conveniently
chosen Banach spaces, countable Hilbert spaces, etc.
In the approach based in the rigged Hilbert space formalism, the cornerstone result is
the nuclear spectral theorem [29], which asserts that if Φ is a nuclear space continuously
injected as a dense subspace of H and invariant under A, then there exists a direct inte-
gral decomposition H∼= ∫ ⊕Λ H(λ) dµ(λ), where µ is a Radon measure on Λ concentrated
on a set Λ1, such that H(λ) ⊂ Φ× and the H(λ) are the generalized eigenspaces of A,
for λ ∈ Λ1. An extensive treatment of the this material is given by Berezanskii [5], Mau-
rin [30], Gelfand and Vilenkin [22] and Gelfand and Shilov [21].
Another approach due to Foias [17] does not make use of direct integrals of Hilbert
spaces, but instead defines the so-called integral decompositions of the auxiliary space
Φ with respect to the operator A. These decompositions are described by means of the
eigenoperators γ (λ) of A, which are linear continuous operators from Φ into Φ×β (the
space Φ× endowed with the strong topology with respect to the (anti)dual pair (Φ,Φ×)).
These eigenoperators are defined such that they fulfill the identityA×γ (λ) = γ (λ)A = λγ (λ),
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The vectors of Φ× of the form φ× := γ (λ)φ, where φ is an arbitrary vector in Φ , have
the property that A×φ× = λφ×, since for arbitrary ϕ ∈ Φ we have (here the bracket 〈·|·〉
denotes the (anti)dual pair (Φ,Φ×))
〈Aϕ|φ×〉 = 〈ϕ|A×φ×〉 = λ〈ϕ|φ×〉, ∀ϕ ∈ Φ.
The integral decomposition of A is then defined as a triplet (Λ,µ,γ (λ)), where µ is a
positive regular Borel measure on Λ and, for almost all λ with respect to the measure µ,
γ (λ) is an eigenoperator of A with eigenvalue λ. For any pair ϕ,ψ ∈ Φ , the mapping
λ → 〈φ|γ (λ)ϕ〉 is µ-integrable and the following equation holds:
(φ,ϕ)H =
∫
Λ
〈
φ|γ (λ)ϕ〉dµ(λ).
The ideas of Foias were developed by Roberts [34] and Melsheimer [31]. These authors
make use of direct integral decompositions and the nuclear spectral theorem to show that
the techniques of Gelfand–Maurin and Foias are equivalent under the strong assumption of
the nuclearity of the space Φ .
There is another version of the spectral theorem due to Berezanskii [7], the so-called
projection spectral theorem. Being given a normal operator A on the Hilbert space H,
the author considers a chain of spaces D ⊆ H+ ⊆ H ⊆ H− associated with A in a cer-
tain sense and proves the existence of a nonnegative operator P(λ) :H+ → H− such
that I †E(Λ)I = ∫
Λ
P (λ)dρ(λ), where I is the injection of H+ into H, I † its adjoint,
ρ(Λ) = Tr(I †E(Λ)I) and E is the spectral measure associated to A. The projection spec-
tral theorem assures that, almost everywhere with respect to a special modification of the
measure ρ, the range R(P (λ)) consists of all generalized eigenvectors with eigenvalue λ
of A. The connections of the projection spectral theorem with the nuclear spectral theorem
are discussed in [6].
The theory of rigged Hilbert spaces (RHS) has lately acquired a particular relevance in
quantum physics. After the work of Bohm [10], Antoine [1], Roberts [34] and Melsheimer
[31] showing that rigged Hilbert space is the suitable structure for a rigorous implementa-
tion of the Dirac formulation of quantum mechanics, new results appeared in which RHS
played a crucial role. In fact, RHS has been used in scattering theory, in the theory of res-
onances (in order to give a proper meaning to the exponentially decaying state vectors), in
the presentation of irreversible processes in quantum physics, etc.
A survey of some selected topics in the theory of rigged Hilbert spaces and its appli-
cation to irreversibility, scattering theory, resonances, decay, etc., can be found in Kato
and Kuroda [26], Prigogine [33], Bohm and Gadella [11], Bohm, Gadella and Wickra-
masekara [12], Civitarese and Gadella [14], etc. A review can be found in [2].
In addition RHS has shown useful in order to give proper meaning to certain spectral
decompositions of the Koopman and the Frobenius–Perron operators for certain chaotic
maps [3] and also in the description of white noise and other stochastic processes [23]. All
this motivated the need for a further study of RHS.
Here, we present a revision of fundamental results concerning RHS. In particular, we
provide new versions of the inductive and nuclear spectral theorem. The importance of
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eigenvectors of normal operators in terms of certain Radon–Nikodym derivatives. This
improves old versions showing the existence of generalized eigenvectors but not giving the
explicit form of them in general. The proofs presented in the present article are all new and
make use of the Vitali and martingale approaches to the Radon–Nikodym theorem. These
approaches cast new insight on the theory of generalized eigenfunction expansions [5,21].
The paper is organized as follows. In Section 2 we shall give, following the work of Bir-
man and Solomjak [9], the conditions under which a standard spectral measure space and
a direct integral are structurally isomorphic, and the explicit form of a structural isomor-
phism (Proposition 1). Also we shall characterize the action of the generalized eigenvectors
in terms of Radon–Nikodym derivatives of scalar measures derived of the spectral measure
together with one of its generating systems, an intrinsic expression associated to the spec-
tral measure that does not depend on the direct integral or rigging considered (Theorem 2).
Section 3 is devoted to introduce the Vitali and martingale approaches to the Radon–
Nikodym theorem, the basis of which are the Vitali–Lebesgue theorem (Theorem 6) and
the Doob’s martingale convergence theorem (Theorem 7), respectively. These approaches
permit us to give new measure-theoretical proofs of the inductive and nuclear versions of
the spectral theorem in Sections 4 and 5, which assert that if Φ is a Hilbert–Schmidt count-
able inductive limit of Hilbert spaces or a nuclear space, then Φ× contains a complete set
of generalized eigenvectors for every Vitali or separable spectral measure. In particular,
such types of auxiliary spaces rig the spectral measure of every normal operator on H
without non-Vitali and non-separable continuous singular part. Moreover, our proofs give
us a method to approximate the action of the generalized eigenvectors.
2. Generalized eigenvectors
The classical version of the spectral theorem [9,37] associates to each normal opera-
tor A, defined on a Hilbert space H, a Borel spectral measure space(
σ(A),B,H,P ), (2)
being σ(A) the spectrum of A, B the Borel σ -algebra of σ(A) and P(E) the orthogonal
projection corresponding to each E ∈ B, in such a way that every pair f,g ∈H defines a
complex measure µf,g on (σ (A),B) of the form
µf,g(E) :=
(
f,P (E)g
)
H, ∀E ∈ B
(if f = g we shall write µf := µf,f ), where (·, ·)H denotes the scalar product on H.
Moreover, every Borel function φ :σ(A) → C defines an operator Jφ on H given by
Jφ :=
∫
σ(A)
φ(λ)dP (λ)
with domain D(Jφ) = {f ∈H:
∫
Λ
|φ|2 dµf < ∞}, in the following weak sense:
(f, Jφg)H =
∫
φ(λ)dµf,g(λ), ∀f ∈H, ∀g ∈D(Jφ).σ(A)
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to each E ∈ B can be written as P(E) = ∫ χE(λ)dP (λ), where χE is the characteristic
function of E (χE(λ) is one if λ ∈ E and zero otherwise).
On the other hand, the functional version of the spectral theorem [9,36] establishes that
for each normal operator A defined on a separable Hilbert space H there exist a Borel
measure µ on σ(A), a direct integral of separable Hilbert spaces Hλ
Hµ,N :=
⊕∫
σ(A)
Hλ dµ(λ)
(N is the function of dimension N(λ) := dim(Hλ)) and a unitary operator V :H→Hµ,N
such that the operator VAV −1 is diagonal on Hµ,N , that is,
VAV −1 =
∫
σ(A)
λIλ dµ(λ),
where Iλ is the identity on the spaceHλ. Moreover, for every Borel function φ :σ(A) → C
we have that
Qφ := V JφV −1 =
∫
σ(A)
φ(λ)Iλ dµ(λ),
the integrals being interpreted in weak sense (due to the definition of the direct integral),
i.e.,
(f, Jφg)H = (Vf,QφVg)Hµ,N =
∫
σ(A)
φ(λ)
([Vf ](λ), [Vg](λ))Hλ dµ(λ),
∀f ∈H, ∀g ∈D(Jφ).
In other words, the unitary mapping V is a structural isomorphism between H and Hµ,N
which transforms the spectral measure space of A, (σ (A),B,H,P ), into the spectral mea-
sure space for VAV −1 which is (σ (A),B,Hµ,N , Pˆ ), where Pˆ (E) = VP (E)V −1 = QχE ,
the multiplication operator by the characteristic function of E ∈ B.
In Proposition 1 below an explicit expression will be given for such a structural isomor-
phism V in terms of a generator system for the spectral measure P and an orthonormal
measurable basis of the direct integral Hµ,N .
Recall that a family of vectors {gj }mj=1 in H, where m ∈ {1,2, . . . ,∞}, is a generating
system of H with respect to the spectral measure P if H can be written as the orthogonal
sum
H=
m⊕
j=1
Hgj
being Hgj = adh{f ∈ H: f = P(E)gj }, where E runs out the Borel sets in σ(A). On
the other hand, if the family {ek(λ)}mk=1 is an orthonormal measurable basis of the direct
integral Hµ,N , then, for each λ, {ek(λ)}N(λ)1 is an orthonormal basis for Hλ, and ek(λ) = 0
for k > N(λ) (thus m = µ-ess supN(λ)).
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spect to the spectral measure P , i.e., such that for each f ∈H the measure µf is absolutely
continuous with respect to µg (µf ≺ µg). For such maximal vectors g the equivalence
class [µg] of the measure µg coincide and is usually called the spectral type of P and de-
noted by [P ] (two measures are equivalent when they are mutually absolutely continuous).
Moreover, there exists a generating system {gj }mj=1 such that
[P ] = [µg1]  [µg2]  · · · . (3)
This sequence of types is a characteristic of the spectral measure P and does not depend
on the choice of the generating system {gj }mj=1. Thus, the multiplicity function Np of P
can be defined as NP (λ) = k < m if λ belongs to the support of µgk and does not belong
to the support of µgk+1 , or NP (λ) = m if λ belongs to the support of µgk for any k < m,
being {gj }mj=1 a generating system verifying (3). As the sequence of types (3), the function
NP depends on P only.
Really, the spectral type [P ] and the multiplicity function NP are the structural invari-
ants of the spectral measure P , as the measure type [µ] and the function of dimension N
are those ones of the direct integral Hµ,N , i.e., they determine the corresponding structure
uniquely up to equivalence.
In what follows we shall consider a generic spectral measure space (Λ,A,H,P ) satis-
fying the following conditions: The Hilbert space H is separable and, if µ is a measure on
(Λ,A) of type [P ], then µ is σ -finite and has a countable basis, i.e., there exists a sequence
of set {En} ⊂A such that for any E ∈A and for all ε > 0, there is an Ek , from the sequence
{En}, such that µ[(E\Ek)∪ (Ek\E)] < ε. In such case, we shall say that (Λ,A,H,P ) is a
standard spectral measure space. The spectral measure space (2) associated to any normal
operator A defined on a separable Hilbert space H verify these conditions [9].
The conditions under which a standard spectral measure space and a direct integral are
structurally isomorphic and the explicit form of a structural isomorphism are given in the
following
Proposition 1. Let (Λ,B,H,P ) be a standard spectral measure space and let Hµ,N =∫ ⊕
Λ
Hλ dµ(λ) be a direct integral defined on (Λ,B) of separable Hilbert spacesHλ. Then,
there exists a unitary operator V :H→Hµ,N such that
VP (E) = QχEV, ∀E ∈ B, (4)
if and only if
[P ] = [µ] and NP = N [µ]-a.e.
In such case we have that V Jφ = QφV for every measurable function φ : (Λ,B) → C
finite µ-a.e. Furthermore, a unitary operator V satisfying (4) is defined by
V −1hˆ =
m⊕
j=1
(∫
Λ
(
ej (λ),
√
dµ
dµgj
(λ) hˆ(λ)
)
λ
dP (λ)
)
gj , (5)
for all hˆ = ∫ ⊕
Λ
hˆ(λ)dµ(λ) ∈Hµ,N , where {ej (λ)}mj=1 is a measurable orthonormal basis
on Hµ,N and {gk}mk=1 is a generating system of H with respect to P such that[P ] = [µg1]  [µg2]  · · · .
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is not defined for every λ. But, since NP = N µ-a.e., if dµgjdµ (λ) = 0 then ej (λ) is the zero
vector of Hλ, save for a set of µ measure zero. Thus, the expression (5) is well defined
considering that dµ
dµgj
(λ) = 0 if λ does not belong to the support of µgj .)
The following theorem is the central result of this section. On it, formula (6) shows
that in the framework of direct integral of Hilbert spaces Hµ,N the elements ej (λ) of
an orthonormal measurable basis of Hµ,N can be considered as a complete system of
generalized eigenvectors of each standard spectral measure space associated to Hµ,N . On
the other hand, formula (7) characterizes the action of such generalized eigenvectors in
terms of the Radon–Nikodym derivatives of the scalar measures derived of the spectral
measure together with one of its generating systems. Thus, the last expression of formula
(7) is intrinsic to the spectral measure and does not depend on the direct integral considered.
Theorem 2. Under the conditions of Proposition 1, for each f,h ∈H, we have(
f,P (E)h
)= m∑
j=1
∫
E
([Vf ](λ), ej (λ))λ(ej (λ), [V h](λ))λ dµ(λ). (6)
Moreover, for each h ∈H and k ∈ {1,2, . . . ,m}, the following identities are verified µ-a.e.:
(
ek(λ), [V h](λ)
)
λ
=
√
dµ
dµgk
(λ)
dµgk,h
dµ
(λ) =
√
dµgk
dµ
(λ)
dµgk,h
dµgk
(λ). (7)
Proof. By the definition of the operator V :H→ Hµ,N given in formula (5), for every
hˆ = ∫ ⊕
Λ
hˆ(λ)dµ(λ) ∈Hµ,N we can write
V −1hˆ =
m⊕
j=1
J
hˆj
gj , where hˆj (λ) =
√
dµ
dµgj
(λ)
(
hˆ(λ), ej (λ)
)
λ
.
Clearly V is an unitary operator because
‖V −1hˆ‖2H =
m∑
j=1
‖J
hˆj
gj‖2H =
m∑
j=1
∫
Λ
∣∣hˆj (λ)∣∣2 dµgj (λ)
=
∫
Λ
m∑
j=1
∣∣(hˆ(λ), ej (λ))λ∣∣2 dµdµgj (λ) dµgj (λ)
=
∫
Λ
∥∥hˆ(λ)∥∥2
λ
dµ(λ) = ‖hˆ‖2Hµ,N .
In particular, if E is a Borel set of Λ and χE(λ) its characteristic function, then, since
dµgk
dµ
∈ L1(µ), for each k ∈ {1,2, . . . ,m} we have that
⊕∫ √
dµgk (λ) · χE(λ) · ek(l) dµ(λ) ∈Hµ,N
Λ
dµ
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V −1
( ⊕∫
Λ
√
dµgk
dµ
(λ) · χE(λ) · ek(l) dµ(λ)
)
=
m⊕
j=1
(∫
Λ
√
dµ
dµgj
(λ)
(
ej (λ),
√
dµgk
dµ
(λ) · χE(λ) · ek(l)
)
λ
dP (λ)
)
gj
=
(∫
Λ
χE(λ)dP (λ)
)
gk = P(E)gk.
Then, being V unitary, for each h ∈H, E ∈ A and k ∈ {1,2, . . . ,m} we have the fol-
lowing identities:
µgk,h(E) =
(
P(E)gk,h
)
H =
(
VP (E)gk,V h
)
Hµ,N
=
∫
Λ
(√
dµgk
dµ
(λ) · χE(λ) · ek(λ), [V h](λ)
)
λ
dµ(λ)
=
∫
E
√
dµgk
dµ
(λ)
(
ek(λ), [V h](λ)
)
λ
dµ(λ)
=
∫
E
√
dµ
dµgk
(λ)
(
ek(λ), [V h](λ)
)
λ
dµgk (λ). (8)
On the other hand, the generating system {gj }mj=1 decomposes the Hilbert space H into
the orthogonal sum
H=
m⊕
j=1
Hgj , (9)
which allows us to write each h ∈H uniquely as an orthogonal sum h =⊕mj=1 hj , where
hj ∈ Hj for each j ∈ {1,2, . . . ,m}. Due to the fact that for each j ∈ {1,2, . . . ,m} the
mapping
Vj :L
2(Λ,µgj ) →Hgj :φ → Jφgj
is an isomorphism between L2(Λ,µgj ) an Hgj (see [9]), for each hj ∈Hj there exists a
unique function h˜j ∈ L2(σ (A),µgj ) such thathj = Jh˜j gj .
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µgk,h(E) =
(
P(E)gk,h
)
H =
(
gk,P (E)h
)
H
=
(
gk,P (E)
[
m⊕
j=1
J
h˜j
gj
])
H
=
m∑
j=1
(gk, JχEJh˜j
gj )H =
∫
E
h˜k(λ) dµgk (λ). (10)
Formulas (8) and (10) give us the following identity:∫
E
√
dµ
dµgk
(λ)
(
ek(λ), [V h](λ)
)
λ
dµgk (λ) =
∫
E
h˜k(λ) dµgk (λ) (11)
for all Borel set E in Λ. Therefore, the functions under the integral sign must coincide
almost everywhere with respect to µgk on the support of µgk . If we assign to this integrand
the value 0 outside the support of µgk , then for all h ∈H we have that√
dµ
dµgk
(λ)
(
ek(λ), [V h](λ)
)
λ
= h˜k(λ), µ-a.e. (12)
Take now f ∈H and let f =⊕mj=1 fj be the decomposition of f in (9), where fj ∈
Hgj for all j ∈ {1,2, . . . ,m}. Then, from (12) and the properties of the operators Jφ , we
obtain the following identities:
(
f,P (E)h
)
H =
(
P(E)
[
m⊕
j=1
J
f˜j
gj
]
,
[
m⊕
j=1
J
h˜j
gj
])
H
=
m∑
j=1
(
gj ,P (E)Jf˜ ∗j
J
h˜j
gj
)
H =
m∑
j=1
∫
E
f˜ ∗j (λ)h˜j (λ) dµgj (λ)
=
m∑
j=1
∫
E
√
dµ
dµgj
(λ)
(
Vf (λ), ej (λ)
)
λ
×
√
dµ
dµgj
(λ)
(
ej (λ), [V h](λ)
)
λ
dµgj (λ)
=
m∑
j=1
∫
E
(
Vf (λ), ej (λ)
)
λ
(
ej (λ), [V h](λ)
)
λ
dµ(λ).
This concludes our proof of formula (6).
To prove the identities of formula (7), recall that for each h ∈ H, E ∈ A and k ∈
{1,2, . . . ,m}, we have the relation (8). Since µh,gk ≺ µgk ≺ µ, from (8) we obtain that
the Radon–Nikodym derivative of µh,gk with respect to µ coincides, save for a set of µ
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and k ∈ {1,2, . . . ,m}, the identities (7) are verified µ-a.e. This completes the proof. 
In the following example we apply Theorem 2 to obtain the measures δ of Dirac as
generalized eigenvectors of a multiplication operator on a L2-space.
Example 3. Let H be the Hilbert space L2(R,B, dλ), where B is the Borel σ -algebra
and dλ the Lebesgue measure, and let us consider the operator Q, multiplication by the
function φ(λ) = λ, defined on H by
Q :DQ −→H
f −→ λ · f (λ)
with domainDQ = {f ∈H:
∫
R
|λf (λ)|2 dλ < ∞}. Q is a selfadjoint operator with spectral
measure given by(
P(E)f
)
(λ) = χE(λ) · f (λ), ∀f ∈H, ∀E ∈ B.
Thus, the spectral measure space for Q is (R,B,H,P ), which is simple, i.e., NP (λ) = 1,
and a generating vector (cyclic vector) for it can be any function g ∈H which is different
from zero almost elsewhere with respect to the Lebesgue measure on R.
Let us take as associated direct integral Hµ,N also the Hilbert space L2(R,B, dλ), that
is,
Hµ,N =
∫
R
Hλ dµ(λ),
where dµ(λ) = dλ, N(λ) = 1 and Hλ = C for all λ ∈ R. A measurable orthonormal ba-
sis {e(λ)}λ∈R for Hµ,N can be any measurable function e :R −→ C such that |e(λ)| = 1
almost everywhere with respect to the Lebesgue measure.
Chosen the cyclic vector g and the function e(λ), the unitary mapping V :H→Hµ,N
is given by
V −1 :L2(R,B, dλ) −→ L2(R,B, dλ)
V h −→
( ∫
R
e∗(λ)
√
dµ
dµg
(λ) [V h](x) dP (λ)
)
g,
where the asterisk ∗ denotes the complex conjugate.
Now, by formula (7) we have that(
e(λ), [V h](λ))
λ
=
√
dµg
dλ
(λ)
dµg,h
dµg
(λ), (13)
being the measures appearing in (13) given by
µg,h(E) =
(
g,P (E)h
)= ∫
E
g∗(λ)h(λ)dλ, ∀E ∈ B,
µg(E) =
(
g,P (E)g
)= ∫ g∗(λ)g(λ)dλ, ∀E ∈ B.
E
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µg,h and µg with respect to the Lebesgue measure dλ on R. These Radon–Nikodym deriv-
atives are:
dµg,h
dλ
(λ) = g∗(λ)h(λ) and dµg
dλ
(λ) = g∗(λ)g(λ). (14)
As the generating vector g(x) is a.e. different from zero, we can divide the first identity
in (14) by the second to obtain
dµg,h
dµg
(x) = h(x)
g(x)
. (15)
If we replace (15) in (13), we conclude that the action of the measurable orthonormal
basis on each component Hλ is proportional to the action of the Dirac measure δλ:(
e(λ), [V h](λ))
λ
= |g(λ)|
g(λ)
h(λ) = |g(λ)|
g(λ)
δλ(h), dλ-a.e. (16)
being the proportionality factor |g|
g
a phase factor depending on g. In particular, when g is
real and positive, this phase factor doesn’t appear.
Note that formula (7) gives us the form of the projection PλV fromH to the component
Hλ of the direct integral Hµ,N . Let us consider h ∈ H. Then, since {ej (λ)}N(λ)j=1 is an
orthogonal basis in Hλ, we have
V h =
⊕∫
Λ
[V h](λ) dµ(λ) =
⊕∫
Λ
N(λ)∑
j=1
(
ej (λ), [V h](λ)
)
λ
ej (λ) dµ(λ).
Then, by (7),
PλV h =
N(λ)∑
j=1
√
dµ
dµgk
(λ)
dµgk,h
dµ
(λ)ej (λ).
It is well known that, if λ belongs to the continuous part of the spectrum, neither Hλ is
a subspace of H nor the projection PλV is continuous. In order to avoid such difficulties
and solve the question of existence of generalized eigenvectors for a normal operator with
continuous spectrum defined on a Hilbert space H (or a family of them), one can propose
to rig the Hilbert space H with an (anti)dual pair (Φ,Φ×) such that
Φ ⊆H⊆ Φ×. (17)
Here, Φ is a dense subspace of H endowed with a topology τφ finer than that induced by
H, Φ× is the space of continuous antilinear functionals on (Φ, τΦ), i.e., the continuous
mappings F :Φ → C such that F(αφ + βϕ) = α∗F(φ) + β∗F(ϕ) for each α,β ∈ C and
φ,ϕ ∈ Φ , where the asterisk ∗ denotes complex conjugation and C is endowed with its
usual topology. In what follows we shall denote the action of an element F ∈ Φ× on φ ∈ Φ
by 〈φ|F 〉. This action, as the scalar product (·, ·)H, is linear to the right and antilinear to
the left and, as usual, we will write 〈F |φ〉 := 〈φ|F 〉∗.
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generalized eigenvectors for the operator in question, i.e., if (Λ,A,H,P ) is the spectral
measure space associated to the operator, there exist a σ -finite measure µ on (Λ,A), a set
Λ0 ⊂ Λ with zero µ measure and a family of vectors in Φ× of the form{
Fλk ∈ Φ×: λ ∈ Λ\Λ0, k ∈ {1,2, . . . ,m}
}
, (18)
where m ∈ {∞,1,2, . . .}, such that(
φ,P (E)ϕ
)
H =
∫
E
m∑
k=1
〈φ|Fλk〉〈Fλk|ϕ〉dµ(λ), ∀φ,ϕ ∈ Φ, ∀E ∈A. (19)
In particular, P(Λ) = IH, where IH denotes the identity operator on H, and we have
(φ,ϕ)H =
∫
Λ
m∑
k=1
〈φ|Fλk〉〈Fλk|ϕ〉dµ(λ), ∀φ,ϕ ∈ Φ.
As we have mentioned earlier, a structure like (17) is usually called a rigged Hilbert
space (RHS) and when a relation such as (19) is verified on it we will say that the triplet
(17) is a rigging or equipment of the spectral measure space (Λ,A,H,P ).
That such riggings exist is a consequence of the following result.
Proposition 4. Let (Λ,A,H,P ) be a spectral measure space. Each direct integral of
Hilbert spaces Hµ,N associated to (Λ,A,H,P ) as in Proposition 1, along with one of its
measurable orthonormal basis {ek(λ)}N(λ)k=1 , or equivalently, any generating system {gk}mk=1
in H with respect to P such that
[P ] = [µg1]P  [µg2]P  · · · ,
provide a rigging Φ ⊆H⊆ Φ×. This rigging is characterized by the following properties:
(i) The subspace Φ is dense in H and is given by
Φ =
{
φ ∈H: exists dµφ,gk
dµgk
(λ) < ∞, ∀λ ∈ Λ\Λ0, ∀k ∈
{
1,2, . . . ,N(λ)
}}
,
where Λ0 is a subset of Λ with µ zero measure (or equivalently, P zero measure).
(ii) The complete family of antilinear functionals on Φ , fulfilling (19), is of the form{
Fλk: λ ∈ Λ\Λ0, k ∈
{
1,2, . . . ,N(λ)
}}
, (20)
where we define each Fλk in terms of the isomorphism V of Proposition 1:
〈φ|Fλk〉 =
([V φ](λ), ek(λ))Hλ =
√
dµgk
dµ
(λ)
dµφ,gk
dµgk
(λ), ∀φ ∈ Φ. (21)
(iii) The topology τΦ of Φ is the weak topology σ(Φ,Φ×), i.e., the coarsest compatible
with the (anti)dual pair (Φ,Φ×), where Φ× is the vector space spanned by the com-
plete set of generalized eigenvectors given in (20). In other words, τΦ is produced by
the family of seminorms∣∣ ∣∣ { }φ → 〈φ|Fλk〉 , ∀λ ∈ Λ\Λ0, k ∈ 1,2, . . . ,N(λ) .
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([V h](λ), ek(λ))Hλ =
√
dµgk
dµ
(λ)
dµh,gk
dµgk
(λ)
is valid except on a set Λh of zero µ measure.
Since the Hilbert space H is separable, there exists a sequence {hj } of vectors dense
in H. The set Λ0 =⋃j Λhj is such that µ(Λ0) = 0. Now, define
Φ =
{
φ ∈H: exists dµφ,g
dµg
(λ) < ∞, ∀λ ∈ Λ\Λ0
}
.
The vector space Φ is a subspace of H that contains the dense sequence {hj } and is,
therefore, dense in H.
Consider now, the set of linear mappings on Φ given by Fλk , as defined in (ii). This
set spans a vector space, Ψ , of linear functionals on Φ . Relations (6) in Theorem 2 shows
that Ψ separates points of Φ . Then, the initial topology τ induced by Ψ into Φ is locally
convex and the topological dual of (Φ, τ) is precisely Ψ . Therefore, τ is the weak topology
σ(Φ,Ψ ), the coarsest compatible with the dual pair (Φ,Ψ ). 
3. Two approaches to the Radon–Nikodym derivative
In what follows we focus our attention in obtaining inductive and nuclear versions of
the spectral theorem. To accomplish this goal, it we will use the Vitali and martingale
approaches to the Radon–Nikodym theorem compiled in this section.
3.1. Vitali systems
Let (Λ,A,µ) be a measure space such that {λ} ∈A and µ(λ) = 0 for every λ ∈ Λ. By
a Vitali system we mean a family V ⊆A such that:
(i) Given any set E ∈A and any ε > 0, there exist a countable family {An: n ∈ N} ⊆ V
such that
E ⊆
∞⋃
n=1
An, µ
( ∞⋃
n=1
An
)
< µ(E)+ ε.
(ii) Every set A ∈ V has a boundary, i.e., a set ∂A of measure zero such that
(a) If λ ∈ A \ (A ∩ ∂A), then every set of V with sufficiently small measure containing λ
is contained in A \ (A∩ ∂A).
(b) If λ /∈ A∪ ∂A, then every set of V with sufficiently small measure containing λ has no
common point with A∪ ∂A.
(iii) Let E ∈A be a set covered by a subsystem U ⊂ V such that for any λ ∈ E and any
ε > 0, there is a set Aε(λ) ∈ U with µ[Aε(λ)] < ε and λ ∈ Aε(λ). Then E can be covered,
to within a set of measure zero, by countable many disjoint sets of U .
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µ is also a Vitali system for ν, since for every ε > 0 there exists δ > 0 such that |ν(E)| < ε
for all E ∈A with |µ(E)| < δ, and reciprocally.
Example 5. For each n ∈ N, the Lebesgue measure on (Rn,Bn), where Bn is the Borel
σ -algebra of Rn, has a particular Vitali system: the set of all closed cubes.
We will say that a sequence {E1,E2, . . .} ⊂A converges regularly to a point λ0 ∈ Λ if
(i) For each En in the sequence, there is a Vitali set An such that λ0 ∈ An and
limn→∞ µ(An) = 0.
(ii) There exists a fixed constant c > 0 such that
µ(En) cµ(An), ∀n ∈ N.
Now let ν be a countable additive set function from A into R. Then, by the derivative
of ν at the point λ0 with respect to the Vitali system V we mean the quantity
DVν(λ0) = lim
ε→0
ν[Aε(λ0)]
µ[Aε(λ0)]
(provided the limit exists), where Aε(λ0) is any element of V containing λ0 and with
µ[Aε(λ0)] < ε. For every sequence E1,E2, . . . converging regularly to λ0 we will have
DV (λ0) = lim
n→∞
ν(En)
µ(En)
.
The basic result on differentiation with respect to a Vitaly system is the following [35]:
Theorem 6 (Vitali–Lebesgue). Let (Λ,A,µ) be a measure space with a Vitaly system V
and let ν be a countable additive set function from A into R. Then, the derivative of ν
with respect to V exists, save for a set of µ zero measure, and coincides with the Radon–
Nikodym derivative of the absolutely continuous part of ν with respect to µ.
3.2. Martingale approach
We present now another approach to the concept of generalized Radon–Nikodym deriv-
ative using the theory of martingales. Recall that if X1,X2, . . . is a sequence of random
variables on a probability space (Λ,A,µ) and A1,A2, . . . is a sequence of σ -subalgebras
of A, the sequence {(Xn,An): n = 1,2, . . .} is a martingale when for all n = 1,2, . . . the
following four conditions hold:
(i) An ⊆An+1;
(ii) Xn is An-measurable;
(iii) E(|Xn|) < ∞, where E(·) denotes de expectation value with respect to A;
(iv) E(Xn+1|An) = Xn, almost everywhere with respect to µ, where E(·|An) denotes de
expectation value with respect to An.
In particular, for the σ -algebras An = σ(X1,X2, . . . ,Xn) generated by the sequence
X1,X2, . . . , property (iv) reduces to E(Xn+1|X1, . . . ,Xn) = Xn.
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Doob, Jessen and Lévy [8,16]. We shall use the following application of martingale theory
to derivation:
Theorem 7. Suppose that (Λ,A,µ) is a probability space, ν is a finite measure on A, and
An ↑A∞ ⊆A. Suppose that ν is absolutely continuous with respect to µ on An, and let
Xn be the corresponding Radon–Nikodym derivative. Then Xn → X almost everywhere
with respect to µ, where X is integrable, and
(1) if ν is absolutely continuous with respect to µ on A∞, then X is the corresponding
Radon–Nikodym derivative;
(2) if µ and ν are mutually singular on A∞, then X = 0 almost everywhere with respect
to µ.
Example 8. Let (Λ,A,µ) be a measure space, where µ is a probability measure and
ν another positive and finite measure on (Λ,A). We assume that there is a sequence Πn,
n = 1,2, . . . , of partitions of Λ into a finite number of pairwise disjoint measurable subsets
of Λ of positive measure µ, such that each partition Πn+1 is finer than Πn and the σ -
algebra generated by
⋃∞
n=1 Πn coincides with A. Put
Xn(λ) =
∑
A∈Πn
ν(A)
µ(A)
χA(λ),
and denote byAn the sub-σ -algebra ofA generated by Πn. Then {(Xn,An): n = 1,2, . . .}
is a positive martingale. In this case we can apply Theorem 7. Therefore Xn converges
µ-a.e. to an integrable limit X, which coincides with the usual Radon–Nikodym derivative
dν/dµ provided ν is absolutely continuous with respect to µ. And when ν is singular with
respect to µ we have X = 0 µ-a.e.
Approximation by finite σ -algebras, as in Example 8, can be characterized in terms of
the separability of the measure space [28]. A measure space (Λ,A,µ) is called separable
if there exists a sequence that is dense in L1(µ).
Proposition 9. A measure space (Λ,A,µ) is separable if and only if there exists an in-
creasing sequence of finite σ -algebras A1 ⊂A2 ⊂ · · · such that
E(f |An) L
1→ f, ∀f ∈ L1(µ).
The general structure of a separable complete probability space can be described in
terms of a discrete (or atomic) measure and the Lebesgue measure dλ on [0,1]. For it,
recall that two measure spaces (Λi,Ai ,µi), i = 1,2, are called isomorphic if there exists a
mapping f :Λ1 → Λ2 such that E ∈A1 iff f (E) ∈A2 and µ1(E) = µ2(f (E)) for every
E ∈A1. We have the following result [28]:
Proposition 10. Let (Λ,A,µ) a separable complete probability space. Then there exists a∑ ∑
discrete measure γ = ckδλk on [0,1], satisfying ‖γ ‖ = ck  1, such that the measure
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with respect to the measure ν defined by
dν = dγ + (1 − ‖γ ‖)dλ.
4. Inductive versions of the spectral theorem
Given a vector space Φ and a family (Φj )j∈J of topological vector spaces (tvs) over
the same field, together with a set of linear mappings
Sj :Φj → Φ, ∀j ∈ J,
there exists the finest topology of (locally convex) tvs τ on Φ making all the Sj continuous.
We shall refer to τ as the (locally convex) inductive topology on Φ defined by the mappings
Sj , j ∈ J . We can assume without loss of generality that Φ is the vector space generated
by the union of the ranges of the mappings Sj , i.e.,
Φ = span
{⋃
j∈J
R(Sj )
}
.
When the index set J is countable, the inductive, locally convex inductive and box topolo-
gies coincide. The inductive topology τ is uniquely determined by the following universal
property: If Ψ is any tvs and T :Φ → Ψ a linear mapping, then T is continuous if and only
if the compositions T ◦ Sj :Φj → Ψ are continuous for all j ∈ J [24].
Our first inductive version of the spectral theorem appears in Theorem 11. To prove
it we consider the approximation to the Radon–Nikodym derivatives by means of Vitali
systems (see Section 3.1).
If (Λ,A,H,P ) is a standard spectral measure space with continuous part (Λ,A,
Hc,Pc), we will say that (Λ,A,H,P ) is a Vitali spectral measure space if the continuous
spectral type [Pc] admits a Vitali system, i.e., for every measure µ of type [Pc] the measure
space (Λ,A,µ) admits a Vitali system. For a Vitali spectral measure space (Λ,A,H,P )
the Vitali–Lebesgue theorem (Theorem 6) guarantees that if g,h ∈Hc , then for almost all
λ ∈ Λ the Radon–Nikodym derivative dµh,g
dµg
(λ) exists and is equal to limn→0
µh,g(En)
µg(En)
for
any sequence {En} ⊂A converging regularly to λ.
Theorem 11. Let H, Hn (n ∈ N) be separable Hilbert spaces such that Hn ⊂H and the
embedding mappings In :Hn →H are Hilbert–Schmidt for all n ∈ N. Assume that
Φ = span
{⋃
n∈N
R(In)
}
is dense inH and that Φ is endowed with the inductive topology τ derived from the system
(Hn, In)n∈N, being τ finer than the topology induced by H on Φ . Then, (Φ, τ) rigs any
Vitali spectral measure space (Λ,A,H,P ) in the sense that its (anti)dual space Φ× con-
tains a complete family of generalized eigenvectors for P of the form (18) verifying (19).
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since the eigenvalues of the discrete part of P have eigenvectors belonging to H, such
eigenvectors are in Φ×.
On the other hand, since each mapping In :H −→H is Hilbert–Schmidt, for every n ∈
N there exist two orthogonal sequences {ηnj }∞j=1 ⊂Hn and {hnj }∞j=1 ⊂H with ‖ηnj ‖Hn = 1
(j ∈ N), ∑j ‖hnj‖2 < ∞ and
In :Hn →H :h →
∑
j
(h, ηnj )Hnh
n
j .
At first assume that P is simple (cyclic) and let g be a generating element of H with
respect to P , i.e., H=Hg (see Section 2).
Given a positive measure ρ on (Λ,A) equivalent to ug , define a new measure µ by
µ(E) =
∫
E
√
dµg
dρ
dρ, ∀E ∈A.
The measure µ is also equivalent to µg and then, for each h ∈Hn, The measure µInh,g
is absolutely continuous with respect to µ (µInh,g ≺ µ). Moreover, for each E ∈ A with
µ(E) = 0, we have∣∣∣∣µInh,g(E)µ(E)
∣∣∣∣= ∣∣∣∣
∑
j (h, η
n
j )Hn(h
n
j ,P (E)g)H
µ(E)
∣∣∣∣
 ‖h‖Hn
(
∑
j ‖hnj‖2H)1/2‖P(E)g‖H
µ(E)
 ‖h‖Hn |In|H.S.
( ∫
E
dµg
dρ
dρ
)1/2∫
E
√
dµg
dρ
dρ
, (22)
where |In|H.S. = (∑j ‖hnj‖2H)1/2 is the Hilbert–Schmidt norm of In and∥∥P(E)g∥∥H = (g,P (E)g)1/2H = µg(E)1/2.
The mapping x → √x is a convex function on (0,∞) and then, by Jensen inequality,( ∫
E
dµg
dρ
dρ
)1/2∫
E
√
dµg
dρ
dρ
 1.
Therefore, for each E ∈A with µ(E) = 0, we have the following inequality∣∣∣∣µInh,g(E)µ(E)
∣∣∣∣ ‖h‖Hn |In|H.S., ∀h ∈Hn. (23)
Theorem 2 and Proposition 4 show that the spectral measure P has a complete family
of eigenfunctionals {|Fλ〉} of the form
〈φ|F 〉 =
√
dµg
(λ)
dµφ,g
(λ) =
√
dµ
(λ)
dµφ,g
(λ), ∀φ ∈ Φ. (24)λ
dµ dµg dµg dµ
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measure set, there exists a sequence of sets {Em} in A with positive µ measure that con-
verges regularly to λ. We have that, except for a set Λh of µ zero measure,
lim
m→∞
µInh,g(Em)
µ(Em)
= dµInh,g
dµ
(λ). (25)
From (23), (24) and (25), we obtain for each λ ∈ Λ \Λh that
∣∣〈In(h)|Fλ|〉∣∣ ‖h‖Hn |In|H.S.
√
dµ
dµg
(λ).
Thus, for each n ∈ N and λ ∈ Λ\Λh, the linear form given by Fλ ◦ In is continuous on Hn
and its norm is smaller than |In|H.S.
√
dµ
dµg
(λ).
Now, for each n ∈ N, let {hnk } be a dense sequence in Hn. Then, the set Λ0,n =
⋃
k Λhnk
has [P ] zero Lebesgue measure as well as Λ0 =⋃n Λ0,n. For each n ∈ N and λ ∈ Λ\Λ0,
Fλ ◦ In is continuous on Hn. Therefore, the complete family {Fλ: λ ∈ Λ\Λ0} for the
spectral measure P is contained in the (anti)dual space Φ×. This concludes the proof when
P is simple.
If P is not simple, we choose a generating system {gk} as in Proposition 1 and Theo-
rem 2 and we apply the above reasoning for each cyclic subspace Hgk . 
Since the Lebesgue measure on the Borel σ -algebra B of Rn or Cn has the family of
closed cubes as a Vitali system (see Example 5), from Theorem 11 we can deduce the
following result.
Corollary 12. Let (Φ, τ) and H as in Theorem 11. Then (Φ, τ) rigs the discrete part and
the absolutely continuous part with respect to Lebesgue measure of any standard spectral
measure space of the form (Cn,B,H,P ).
On the other hand, from the martingale approach to Radon–Nikodym theorem (see Sec-
tion 3.2) we can obtain another version of the inductive spectral theorem, which is shown
in Theorem 13 below.
We shall say that a standard spectral measure space (Λ,A,H,P ) is a separable spectral
measure space if the spectral type [P ] is separable, i.e., for every measure µ of type [P ]
the space L1(µ) is separable.
Theorem 13. Let (Φ, τ) andH as in Theorem 11. Then (Φ, τ) rigs any separable spectral
measure space (Λ,A,H,P ).
Proof. At first assume that P is simple (cyclic), let g be a generating element ofH with re-
spect to P and µ the measure on (Λ,A) considered in the proof of Theorem 11. Since the
type of µ is [P ], the measure space (Λ,A,µ) is separable and, by Theorem 7 and Propo-
sition 9, there exists an increasing sequence of finite σ -algebras A1 ⊂A2 ⊂ · · · such that
An ↑A and, for each n ∈ N and h ∈Hn, the Radon–Nikodym derivative of the measure
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derivative dµInh,g/dµ of µInh,g with respect to µ and A.
It is clear that each finite σ -algebra Am induces a finite partition Πm of Λ such that
each partition Πm+1 is finer than Πm and the σ -algebra Am is generated by the sets of
Πm. Moreover, the Radon–Nikodym derivative of the measure µInh,g with respect to µ
and Am is given by
Xm(λ) =
∑
A∈Πm
µInh,g(A)
µ(A)
χA(λ),
that is, if Amλ is the unique set of the partition Πm such that λ ∈ Amλ , then∣∣Xm(λ)∣∣= ∣∣∣∣µInh,g(Amλ )µ(Amλ )
∣∣∣∣.
Thus, following the steps that permit us to reach inequality (23), we obtain∣∣Xm(λ)∣∣ ‖h‖Hn |In|H.S., ∀m ∈ N. (26)
Then, since, except for a set Λh of µ zero measure,
lim
m→∞Xm(λ) =
dµInh,g
dµ
(λ) = ∣∣〈In(h)|Fλ|〉∣∣
√
dµ
dµg
(λ),
from (26) we obtain∣∣〈In(h)|Fλ|〉∣∣ ‖h‖Hn |In|H.S.
√
dµ
dµg
(λ),
that is, for each n ∈ N and λ ∈ Λ\Λh, the linear form given by Fλ ◦ In is continuous on
Hn and we can conclude the proof as for Theorem 11. 
From Corollary 12 and Theorem 13 we obtain the following result.
Corollary 14. Let (Φ, τ) and H as in Theorem 11. Then (Φ, τ) rigs any standard spectral
measure space of the form (Cn,B,H,P ), except its non-Vitali and non-separable contin-
uous singular part.
5. Nuclear versions of the spectral theorem
There are several equivalent ways to define what we understand by a nuclear locally
convex tvs [24,32]. The classical one is through the equality of the projective and injective
topologies on suitable tensor products. More effective, however, is the appropriate use of
ideals of operators.
Recall that if U is a basis of absolutely convex neighbourhoods of the origin of a locally
convex tvs [Φ,τΦ ], then the collection of Minkowski’s functionals or gauge functions
qU :Φ −→ R
x −→ inf{ρ > 0: x ∈ ρU} ∀U∈U,
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For each U ∈ U , put NU = {ϕ ∈ Φ: qU (ϕ) = 0}, consider the norm ‖x˙‖U = qU (x) on
the factor space Φ/NU and denote by Φ(U) the normed space [Φ/NU,‖ · ‖U ]. If U,V ∈ U
are such that V ⊆ U , then qV  qU , NV ⊆ NU and Φ(U) ⊆ Φ(V ). Thus, the canonical
mapping
φUV :Φ(V ) → Φ(U) :x +NV → x +NU
is a well defined continuous linear mapping. Denote also by φUV its unique continuous
extension to the completions Φ˜(V ) and Φ˜(U). It is well known that Φ is linearly homeo-
morphic to a dense subspace of the projective limit of the system
(Φ˜(U), φUV )(U ,⊇).
Now, let I be an ideal of operator over Banach spaces [15,24]. We shall say that a locally
convex tvs Φ is a I-space when Φ have a basis U of absolutely convex neighborhoods of
the origin such that for every U ∈ U there exists V ∈ U such that φUV ∈ I(Φ˜(V ), Φ˜(U)).
We are already in position to define nuclearity. A locally convex tvs is nuclear if it is a
Np-space for some (all) 1 p < ∞, where Np denotes the ideal of p-nuclear operators.
Our versions of the nuclear spectral theorem are contained in Theorems 15 and 16,
which use the concepts of Vitali and separable spectral measure spaces introduced in Sec-
tion 4.
Theorem 15. Let H be a separable Hilbert space, Φ a dense subspace of H and τΦ a
nuclear topology on Φ such that the canonical injection I :Φ −→H is continuous. Then,
(Φ, τ) rigs any Vitali spectral measure space (Λ,A,H,P ) in the sense that its (anti)dual
space Φ× contains a complete family of generalized eigenvectors for P of the form (18)
verifying (19).
Proof. Since de embedding mapping I :Φ −→H is continuous, then there exists a posi-
tive constant C > 0 and an absolutely convex neighborhood of the origin on Φ such that
‖Iϕ‖H  CqU(ϕ). (27)
Therefore, Iϕ = 0 if ϕ ∈ NU and we can define a mapping IU :Φ(U) →H, which is con-
tinuous (due again to (27)) and such that I = IU ◦ φU .
The topological space (Φ, τΦ) is nuclear and, then, it is a Np-space for all 1 p < ∞.
Therefore, there exists an absolutely convex neighborhood V of the origin in Φ such that
V ⊂ U and the canonical mapping φUV :Φ(V ) → Φ(U) belongs to Np(Φ(V ),Φ(U)). Then,
the mapping IV = IU ◦ φUV is in Np(ΦV ,H) and there exists a orthonormal basis {hj } in
H and a sequence {ϕ′j } in the dual Banach space (Φ(V ))′ with (
∑
j ‖ϕ′j‖p−V )1/2 < ∞ (here
‖ · ‖−V denotes the norm on (Φ(V ))′) such that
IV (ϕ) = IU ◦ φUV (ϕ) =
∑
〈ϕ′j |ϕ〉hj .
j
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respect to P and, as in Theorem 11, let ρ be a positive measure on (Λ,A) equivalent to ug
and define the measure µ by:
µ(E) =
∫
E
√
dµg
dρ
dρ, ∀E ∈A.
The measure µ is equivalent to µg and then, for every ϕ ∈ Φ(V ), the measure µIV ϕ,g is
absolutely continuous with respect to µ. Moreover, for each E ∈ A with µ(E) = 0, we
have ∣∣∣∣µIV ϕ,g(E)µ(E)
∣∣∣∣= ∣∣∣∣
∑
j 〈ϕ′j |ϕ〉hj ,P (E)g)H
µ(E)
∣∣∣∣

(∑
j
∣∣〈ϕ′j |ϕ〉∣∣2)1/2
( ∫
E
dµg
dρ
dρ
)1/2∫
E
√
dµg
dρ
dρ
. (28)
Again the convexity of the function x → √x on (0,∞) and Jensen inequality show that the
last quotient in (28) is  1. Therefore, if we choose p = 2, for each E ∈A with µ(E) = 0,
we have∣∣∣∣µIV ϕ,g(E)µ(E)
∣∣∣∣ (∑
j
∣∣〈ϕ′j |ϕ〉∣∣2)1/2  (∑
j
‖ϕ‖2V ‖ϕ′j‖2−V
)1/2
 ‖ϕ‖V
(∑
j
‖ϕ′j‖2−V
)1/2
. (29)
This inequality shows that the family of linear forms FVE defined on the normed space Φ(V )
by
FVE :Φ(V ) →H→ C :ϕ → IV ϕ →
µIV ϕ,g(E)
µ(E)
,
where E runs over all sets in A with positive µ measure, is equibounded with common
bound not bigger than (
∑
j ‖ϕ′j‖2−V )1/2. Thus, the family of mappings FVE ◦φV is equicon-
tinuous on Φ because we define the topology on Φ so that φV be continuous.
Since I = IV ◦ φV , the mappings FVE ◦ φV just coincide with
FE :Φ →H→ C :ψ → Iψ → µIψ,g(E)
µ(E)
.
The mappings FE are also an equicontinuous family of Φ× as E runs out the sets in A
with positive µ measure.
Theorem 2 and Proposition 4 show that the spectral measure P has a complete family
of eigenfunctionals {|Fλ〉} of the form
〈ψ |F 〉 =
√
dµg
(λ)
dµIψ,g
(λ) =
√
dµ
(λ)
dµIψ,g
(λ), ∀ψ ∈ Φ. (30)λ
dµ dµg dµg dµ
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zero measure, and for each sequence of sets {Em} in A with positive µg measure and
converging regularly to λ, we have
lim
m→∞FEm(ψ) = limm→∞F
V
Em
◦ φV (ψ) = dµIψ,g
dµ
(λ), ∀ψ ∈ Φ. (31)
From (29), (30) and (31), we obtain the following inequality∣∣〈ψ |Fλ〉∣∣ ∥∥φV (ψ)∥∥V(∑
j
‖ϕ′j‖2−V
)1/2√
dµ
dµg
(λ),
valid save for a set Λψ with µ measure equal to zero.
Now, if the space Φ is separable, then there exists a sequence {ψn} which is dense in
Φ such that the set Λ0 =⋃n Λψn has zero µ measure and the family {|Fλ〉: λ ∈ Λ\Λ0}
belongs to Φ×.
On the other hand, if Φ is not separable, it is well known [34] that, since the canonical
injection I :Φ −→H is a nuclear operator, there exists a separable Banach space X and
two operators I1 :Φ −→ X and I2 :X −→H such that I1 is continuous, I2 is nuclear and
I = I2 ◦ I1. Then, we replace Φ(V ) by X in the preceding proof to extend it to this case.
If P were not simple, then we choose a generating system {gk} and use the above proof
for each cyclic subspace Hgk . 
Theorem 16. Let (Φ, τ) andH as in Theorem 15. Then (Φ, τ) rigs any separable spectral
measure space (Λ,A,H,P ).
Proof. As before, assume at first that P is simple, let g be a generating element of H
with respect to P and µ the measure on (Λ,A) defined in the proof of Theorem 15. Also,
consider the sequences of finite σ -algebras Am, finite partitions Πm of Λ and random
variables Xm given in the proof of Theorem 13.
Then, for each ψ ∈ Φ , the Radon–Nikodym derivative of the measure µIψ,g with re-
spect to µ and Am is given by
Xm(λ) =
∑
A∈Πm
µIψ,g(A)
µ(A)
χA(λ).
Thus, in the same way we obtain inequality (29), it follows∣∣Xm(λ)∣∣ ∥∥φV (ψ)∥∥V(∑
j
‖ϕ′j‖2−V
)1/2
, ∀m ∈ N,
and, except for a set Λψ of µ zero measure,∣∣〈ψ |Fλ|〉∣∣ ∥∥φV (ψ)∥∥V(∑
j
‖ϕ′j‖2−V
)1/2√
dµ
dµg
(λ).
Now we can conclude the proof as for Theorem 15. 
As before, from Theorems 15 and 16 we obtain the following result.
M. Gadella, F. Gómez / Bull. Sci. math. 129 (2005) 567–590 589Corollary 17. Let (Φ, τ) and H as in Theorem 15. Then (Φ, τ) rigs any standard spectral
measure space of the form (Cn,B,H,P ), except its non-Vitali and non-separable contin-
uous singular part.
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