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ABSTRACT 
Let L be a linear map on the space M,, of all n by n complex matrices. Let 
h(x,,..., q,) be a symmetric polynomial. If X is a matrix in M,, with eigenvalues 
x i,. ..,A,,, denote h(X,,.. . , A,,) by h(X). For a large class of polynomials h, we 
determine the structure of the linear maps L for which h(X) = h(L(X)), for all X in 
M,. 
INTRODUCTION 
Let L be a linear map on the space M,, of all n by n complex matrices. 
Let h(x,,..., x,,) be a symmetric function. If X is a matrix in M, with 
eigenvalues A,, . . . ,A,,, denote h(X,, . . . ,A,,) by h(X). The invariance problem 
is to determine the structure of the set of maps L on M,, such that 
for all matrices X in M,. 
Originally this problem was considered by Frobenius [4]. He showed that 
if 
determinant( X ) = determinant( L (X )), 
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for all X in M,,, then either 
L(X) = uxv for all X in M,, (1) 
or 
L(X)= uxv for all X in M,,, (2) 
for some non-singular matrices U and V with determinant( UV) = 1. (X’ 
stands for the transpose of X.) This corresponds to the selection of 
h(x l,...,xn)=xl...x”. Since then other authors have considered the cases 
where h (x1,. . . , x,) is the rth elementary symmetric polynomial [1,3] and the 
completely symmetric polynomial [2]. They showed that L has the form (1) 
or (2). 
In this paper we consider the case where h(x,, . . . ,x,,) is a polynomial of 
the following type. Let (.y=((~(l),..., o(m)) be a sequence of positive in- 
tegers of length m Q n. Define a polynomial [CY] by 
where the sum is taken over all permutations u in the symmetric group S,,. 
The polynomial [cu](x,, . . . ,x,J is symmetric in xi,. . .,x,, and it is homoge- 
neous of degree k = a (1) + . * . + a(m). For example, if (Y (1) = . * - = a(m) = 
1, then [a] is a constant multiple of the mth elementary symmetric poly- 
nomial. If m = 1 and (Y (1) = k, then [k] is a constant multiple of the kth 
power function x,” + . . . + x,“. Every symmetric polynomial is a linear combi- 
nation of {[a]:a(l),..., o(m) are positive integers}. 
RESULTS 
Throughout we assume that L and [a] are defined as above and that 
L(I) = 1. (Marcus and Holmes [2] also assume that L(I) = I, where I is the 
identity matrix.) 
THEOREM. Let (~=(o(l),..., (Y (m)) be a sequence of positive integers 
with a(l)+ . . . + a(m) = k > 3. For all but at most three values of n > m the 
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following statement is true: If 
for all X in M,,, then either 
L(X)=A-%A for all X in M,, 
L(X)=A-‘XTA, for all X in M,,, 
(3) 
(4) 
where A is a non-singular matrix. 
COROLLARY, lf k is an integer greater than 2, n > 3 and 
PI(X)= LIw(x)) 
for all X in M,,, then L has the form (3) or (4). 
PROOFS 
We employ a method similar to the one used by Marcus and Holmes in 
[2]. The proof d p d e en s on an operator D on the algebra of symmetric 
polynomials. Let h (x1,. . . , x,) be a symmetric polynomial. Define the poly- 
nomial Dh by 
Dh(x,,..., xJ= $[h(x+x,,...,r+r,)]( - 
x=0 
In other words Dh (x1,. . . , x,) is the coefficient of the linear term in the 
expansion of h (x + x1,. . . , x+ x,,) in powers of x. It is easy to see that if h is 
homogeneous of degree k, then Dh is homogeneous of degree k - 1. Also D is 
a linear derivation map. 
Now we compute D [a]. 
bl( X+X l,...,r+x,)=~(x+Xg(l))Oi(l)...(X+X,(,))a(m). 
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ThUS, 
a(l) a(m) 
$([a](x++.. x+xn))= c 2 a(q (x+xa(lJ 
0 i=l 
Xf;;;)+xo(‘.)) 
= 51qi![a(l)....9 a(i-l)&?(i)-l,a(i+l) )...) LY(m)](x+r, ,...) r+rJ. 
so 
D[a]= 2 Cx(i)[Cx(l) ,...) +-l),c+)-l,a(i+l) )..., Cx(m)]. (5) 
i=l 
In the above equation, whenever a(i) - 1 is zero, it should be deleted. For 
example, D [2, l] =2[1, l] + [2]. 
Proof of Theorem. Suppose that 
for all X in M,,. Let S be the subalgebra of symmetric polynomials h such 
that h(X)=h(L(X)) f or all X in M,. The idea of the proof is to show that 
[l, 1, l] is in S. Then by a result of Beasley [l] L has the form (3) or (4). 
We have [a] E S. Also Dh E S whenever h E S. In order to see the last 
statement, suppose that X has eigenvalues h,, . . . , A,, and L(X) has eigenval- 
ues pr,. . . , p,,. Then 
h(x+A,,..., x+A,,)=h(xZ+X) 
= h(L(xZ+ X)) 
= h(xZ+ L(X)) 
=h(x+p1,...>x+Pn). (6) 
[Recall that L(Z) = Z.] By differentiating both sides of (6) with respect to x 
and then setting x = 0, we get the equation 
Dh(h,,..., A,,)=D~(PL,>...,PJ. 
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Dh(X)=Dh(L(X)), 
for all X in M,,. Thus Dh E S. 
It follows that DP [a] E S for all positive integers p. In particular, 
Dk-‘[a]ES, where a(l)+ **a +a(m)= k. But Dk-‘[~] is a homogeneous 
polynomial of degree 1. Thus, 
Dk-‘[a]=u[l], 
for some integer a. 
According to 
[l] E S. Since S is 
we have 
the formula (5), a #O, since the OL (i) are positive. Thus 
closed under multiplication and 
[l]2=(“-l)!{(n-l)[1,1]+[2]}, 
(n-1)[1,1]+[2]ES. (7) 
Now Dkd2[a] is also in S, and it is a homogeneous polynomial of degree 2. 
The symmetric polynomials of degree 2 are spanned by the basis [l, 11, [2]. 
Thus 
Dk-‘[~]=b[l,l]+c[2]ES. (8) 
Again by (5), b and c depend only on (Y and not on n. Also (b, c) # (O,O), since 
the a(i) are positive. From (7) and (8) we have that [l, l] and [2] are in S 
except possibly when 
determinant[ nb1 :]=o. (9) 
Let n, be the solution to the linear equation (9). Then if n # r~ we have [l, l] 
and [2] in S. 
Next observe that Dkp3[ ] a is a homogeneous polynomial of degree 3, and 
so it is a linear combination of [l, 1, 11, [2, l] and [3]. That is, 
Dk-3[a]=dil,1,1] +e[2,1] +f[3] ES, PO) 
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where d,e,f are non-negative integers depending only on (Y and not on n. 
Also (d,e,f)#(O,O,O). S ince S is closed under multiplication and 
[l][l,l]=(n-l)!{(n-2)[1,1,1]+2[2,1]} 
and 
[1][2]=(n-l)!{(n-1)[2,1]+[3]}, 
we have 
(n-2)[1,1,1]+2[2,1] ES, 
(n- 1) [2,11+ [31 E s, 
and 
41, 1, 11 + e[2,1] + f [3] E S, 
unless n= n,. Thus we have that [l, l,l], [2, l] and [3] are in S except 
possibly when n = n, or 
determinant[ “4” n:l il=O. (11) 
There are at most two solutions to Eq. (ll), say n = n,, n3. Thus if n # 
nl, n2,n3, then [l, 1, l] E S. So L preserves the third elementary function, and 
by [l] L has the form (3) or (4). The proof of the theorem is complete. n 
Proof of c0r01lay. Suppose that k > 3 is an integer and that 
for all X in M,,. Then in (8) b = 0, and so the only solution to (9) is n = 1. In 
(10) d = e = 0, and the only solutions to (11) are n = 1 and n = 2. In order to 
seetbatb=d=e=O,noticethatD[r]=r[r-l],r=2,...,k. n 
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EXAMPLE OF AN EXCEPTIONAL CASE 
Consider [2,1]. Then k=3, so 
Dk-3[2,1]=[2,1]. 
Then for n = 2 Eq. (11) is satisfied. To show that this is in fact an exceptional 
case, consider the linear map defined by 
If the eigenvalues of 
are h,,h,, then 
[2,1](X)=X:X,+X,2h, 
= (A, + WV,) 
=trace(X)determinant(X). 
Thus 
[2,1](L(X))=trace(l(X))determinant(l(X)) 
= trace( X ) determinant( X ) 
= [21](X). 
However, L(X) does not have the form (3) or (4). In order to see this, 
suppose that L(X) has the form (3). Then 
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for some a, b, c, d. A simple computation shows that - cb = ad - bd # 0 and 
c2 = 0= b2. This is impossible, so L(X) does not have the form (3). Similarly 
L(X) does not have the form (4). 
REMARKS 
It is possible to apply the methods in this paper to the case where h is the 
completely symmetric polynomial. No exceptional values of n arise. 
Whenever the solutions to Eqs. (9) and (11) are not positive integers, 
there will be no exceptional values of n. For example, it is not difficult to 
show that there are no exceptional values of n > 4 when m = 2. 
It would be interesting to know whether or not the hypothesis L(Z) = Z 
can be eliminated. Also, how do the exceptional values of n depend on a? 
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