Abstract
Northern part of Norway (Hoseth and Fransson, 1999) . 42 (4) 117
Following Bergdahl and Wernersson (1978) , Cox (1984) chose n=3.7. 118
In this study stress was modeled stress as 119
120
where A, B, and n are temperature-independent constants. Constants m and T1 are as given by Cox 121 (1984) . However, three alternative formulations will be discussed, i.e., 122
accounting for the temperature dependence of the elastic modulus (2), and 126
assuming temperature-independence of all physical properties.example, the model was implemented as 132
where the sign(x) function evaluates to +1 for x>0, -1 for x<0 and 0 for x=0. 134
The model equations were solved using explicit time integration since ice temperature and stress 135 data were recorded at intervals as short as 5 minutes. Parameters A, B, and n were fitted by 136 minimizing the residual with a simplex algorithm (Nelder and Mead, 1965) . In cases where the 137 optimal common parameters for a group of stress cells has been determined (e.g., a common A and n 138 for a group of cells while each cell differs in B), the sum of the residuals of the individual cells was 139
minimized. 140
We chose as reference case Equation (9) with A=200 kPa/°C and n=3.7 (following Cox (1984) ) and B 141 fitted to measurements. Unless specified otherwise, parameters were fitted to measurements of the 142 combined period of 9 to 19 March and 26 March to 4 April as these were periods dominated by 143 compression and spanned a wide range of ice temperatures. 144
Results

145
Ice conditions
146
As common for reservoirs, the ice cover grew as congelation ice, snow-ice and superimposed ice 147 from flooding (e.g., Carter et al., 1998; Stander, 2006; Morse et al., 2011; Leppäranta, 2015) . were recorded at the end of the cold spells, i.e. in phase 1b and at the end of phase 3. 211
Using A and n as in Cox (1984) , parameter B of the model of Equation (9) was fitted to the data. The 212 model was driven with the representative ice temperature for the depth of the cell rather than the 213 locally observed stress cell temperature. The difference is illustrated in Figure 9 which shows that the 214 stresses measured during phase 4a were much better correlated with the representative ice 215 temperature than with the local stress cell temperature. This difference most likely resulted from a 216 thermally insulating snow drift in front of the maintenance hut, extending to Station 4. 217 to those of Cox (1984) , who used B=27 kPa/day in a setting that was laterally essentially 225 unconstraint. Hence, in addition to creep (which is spatially independent), B also includes (spatially 226 dependent) effects due to spatially varying boundary conditions, crack pattern, and possibly ice 227 thickness and texture. 228
Principal stresses
229
The principal stress direction varied systematically (by approximately 90°) at the beginning and end 230 of each cold spell lasting for about five days. Figure 10 shows the principal stresses and the stress 231 data of cells N, S, and W-top they were derived from. Periods of temperature increase (phases 2, 4, 232 5b, and 6) were associated with a counter-clockwise rotation of the principal stresses. Cold spells 233 (phases 1a, 3, 5a, and 5c) started with a clockwise rotation of typically 90° that aligned the first 234 principal stress in NW-SE direction. It is interesting to note that the first principle stress is generally 235 aligned parallel to the dam. This appears to be consistent with other observations (e.g., Cox, 1984 during times of compression, it still relies on a single, location-dependent parameter that, so far, 242 needs to be fitted to data. However, of most concern to design are maximum loads. In some cases 243 the model predicted peak magnitudes that were not observed in cells. If one assumes that this is dueto natural inhomogeneity of the ice then otherwise accurate models may need to include calibration 245 factors to down-correct average loads on dams. Another possibility that should be considered is that 246 measurements are at error, for example due to local changes in ice properties during the freeze-in 247 period of the cell. 248
Normal stresses
249
The model of Bergdahl (1978) has been shown to be successful for stresses normal to a dam or 250 shore. Ice stresses were investigated in one of the smallest reservoirs ever reported, and a 251 systematic dependence of one parameter on location was found. It is obvious that the model in its 252 current form cannot describe the biaxial stress field without additional considerations (e.g., Fransson, 253 1988) . At the same time, this failure is reassuring us that the stresses measured were indeed brought 254 about by the entire ice sheet rather than generated locally at the stress cells. However, it also serves 255 as a reminder that Equation (5) is first and foremost an empirical model, and that its applicability 256 appears to be limited to stresses normal to and close to a rigid boundary. 257
A striking observation of the fitted parameters of Equation (5) is that parameter B depends 258 systematically on the position of the cell. It was lowest at the center of the dam where the sensitivity 259 of load to temperature changes was highest and decreased toward either end of the dam (Figure 8) . 260
Based on the introduction of Equation (5) one would have expected B to be an intrinsic material 261 property of ice only. However, B depends obviously on measurement location with respect to the 262 boundary configuration. In addition, B may depend on the crack pattern and possibly systematic 263 variations in ice thickness and texture. Both would result from the reservoir shape (cracks as a result 264 of stresses, and thickness variations as a result of flooding through cracks), making it impossible to 265 determine the physical origin from the current data set. A general procedure to determine the 266 apparent parameters A, B, and n (e.g., from rigorous numerical modeling) would greatly facilitate 267 stress calculations. 268 cells, only determining B individually for each cell. In contrast, it is not possible to do the same with 271 common B and n, varying A. A lot of time can be spent on finding optimal parameters as the best fit 272 depends somewhat on the time interval used for fitting. In the current case, the mathematically most 273 optimal values for A and n common to all cells were determined to be A=179 kPa/°C and n=4.5. 274
Forcing n=3.7 and n=3, the optimal value would be A=156 kPa/°C and A=131 kPa/°C, respectively. predicted by (6) while the discrepancy in phase 4b of cells 3-top and 4 is larger. The latter is of 287 particular concern as it appears to indicate that the increase of the creep rate with temperature is 288 underestimated by (6) (note that this assessment assumes that n=3.7 is a valid assumption for both 289 equations). Using (7) instead of (5) further exaggerates the modeled peaks in phases 1b, 2a and at 290 the transition from phase 3 to 4a of cells 3-top, and 4 (not shown). Hence, we have no evidence that 291 accounting for a temperature dependence of the elastic modulus leads to practical improvements of 292 the model. It appears that more data both at low ice temperatures (i.e., <-10 °C) and close to themelting point of ice (i.e., >-1 °C) would be required to assess this further. Using temperatureindependent ice properties in (8), some features are fitted slightly better while other features are 295 fitted slightly worse than with (5) (Figure 9c) . The fit to cell 2 improves in every phase (not shown). 296
However, the most striking discrepancy appears in phase 4b with stresses systematically 297 overpredicted for cells 3-top, 4, and 5-top (Figure 9c ). Phase 4b was marked by ice temperatures 298 above -1 °C, suggesting that creep rate increase with temperature is an important feature for the 299 range of ice temperatures observed in this study. While this conclusion is not new, there seem to be 300 few examples of this effect in the literature. We conclude that equation (5) captures the most 301 significant processes required to reproduce thermal loads of our measurement: elasticity and 302 thermal expansion of the ice cover, creep relaxation, and temperature-dependence of the creep rate. 303
However, in the light of spatial variability of B, other effects could need to be included. 304 E=5 GPa) with boundaries fixed at three sides, representing a simplification of Taraldsvikfossen 311
Principal stresses
Reservoir (Figure 11 ). By design, the material was stress-free at -3 °C. The initial temperature of the 312 material was 0 °C, i.e. the material experienced compressive stress throughout the entire domain. 313
The stress field was calculated while the temperature of the upper-left hand side quadrant was 314 reduced to -4 °C. The development of the stress field is shown in Figure 11 . Initially, the material was 315 under compressive stress and the first principal stress at the marked location was aligned 316 approximately parallel to the direction of confinement (Figure 11a ). As the material warmed in the 317 upper left hand side quadrant (Figure 11b , temperature in the quadrant was -2.3 °C), reducing thestresses, the direction of the principal stress changed clockwise at the location marked below.
Eventually, the material in the upper left hand side quadrant experienced tensile stress (Figure 11c , 320 temperature -4 °C), imposing essentially no compressive forces on the remaining material in the 321 domain. The whole process resulted in a rotation of the principal stresses by approximately 90° in the 322 quadrant below (e.g. point circled in Figure 11a to c) . The direction of the first principal stress circled 323 in Figure 11 is shown in Figure 12 as a function of temperature in the upper left and side quadrant, 324 illustrating that the transition was continuous but non-linear. 325
The simple numerical model cannot describe the stress field in the ice cover of Taraldsvikfossen 326
Reservoir accurately. For example, the shape of the domain and boundary conditions are not 327 accurate, both temperature distribution and temperature evolution are oversimplified, material 328
properties are not temperature-dependent, creep of the material is ignored and cracks are not taken 329 into account. However, it illustrates that a significant rotation of the principal stresses may well be 330 due to differential temperature development in the ice and would be related to measurement 331 position with respect to the boundary. Hence, biaxial measurements in conjunction with a numerical 332 model could help specify the boundary conditions of a small reservoir. 333
Conclusions
334
In this study, spatially distributed ice stresses were measured in a small reservoir over the course of 335 several weeks and the simple model of Bergdahl (1978) was used to describe thermal stresses in the 336 ice cover of a small reservoir. The agreement between model and observations was surprisingly 337 good. The measurements showed that an uneven snow cover led to a spatially and temporally 338 varying stress field. Comparing measurements and model, evidence of opening and closing cracks 339 was found. The cracks did not seem to adversely affect the ability to model stresses normal to the 340 boundary except that the magnitude of stresses in tension was overpredicted.
One parameter used in the Bergdahl (1978) ice load model was found to vary systematically with 346 location (i.e., parameter B) with the lowest value observed at the center of the dam. This implies that 347 actual ice rheology can be difficult to determine from measurements in small reservoirs. Since the 348 stress field should be homogeneous in a completely confined ice sheet, the spatial dependence of 349 stresses registered in the ice and the systematic rotation of the principal stresses both point toward 350 the absence of confinement at some section of the boundary. However, the systematic dependence 351 of model parameters on location suggests that it should be possible to model spatial and temporal 352 variability of stresses in small reservoirs numerically. In particular, earlier work found encouraging 353 agreement between numerical models and field and laboratory measurements (Azarnejad and 354
Hrudey, 1998). Numerical models using intrinsic material properties and appropriate boundary 355 conditions may be used to estimate effective parameters of models such as Equation (5). In this 356 context one may also wish to consider the structure's ability to deform (CFBR, 2013 Figure 11 , markers a to c correspond to subplots of Figure 11 . 504
