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Abstract
The study of ambient solar wind, a continuous pressure-
driven plasma flow emanating from our Sun, is an im-
portant component of space weather research. The am-
bient solar wind flows in interplanetary space determine
how solar storms evolve through the heliosphere before
reaching Earth, and especially during solar minimum are
themselves a driver of activity in the Earth’s magnetic
field. Accurately forecasting the ambient solar wind flow
is therefore imperative to space weather awareness. Here
we present a novel machine learning approach in which so-
lutions from magnetic models of the solar corona are used
to output the solar wind conditions near the Earth. The
results are compared to observations and existing models
in a comprehensive validation analysis, and the new model
outperforms existing models in almost all measures. The
final model discussed here represents an extremely fast,
well-validated and open-source approach to the forecast-
ing of ambient solar wind at Earth.
1 Introduction
It was only in the 1970s, through the view of X-ray tele-
scopes on the NASA Skylab satellite, that the dark patches
in the Sun’s polar regions were identified as coronal holes.
Over the past decades, it has become clear that these are
areas of open magnetic field lines, along which the solar
plasma leaving the Sun in a continuous flow is acceler-
ated to supersonic speeds into the vast reaches of our so-
lar system. This fast component of the ambient solar wind
flow and the magnetic field embedded within it corotate
with the Sun in an ever expanding spiral, the Parker spi-
ral. Understanding of the ambient solar wind is impor-
tant in space weather forecasting to determine the evo-
lution and possible impact of solar storms, particularly
as they influence the evolution of transient events such
as coronal mass ejections (CMEs), the catalysts for the
strongest geomagnetic storms, on their path from Sun to
Earth [1, 2]. Ambient solar wind flows are themselves also
an important driver of recurrent geomagnetic activity at
Earth [3, 4, 5], determining critical properties in inter-
planetary space such as the solar wind speed, magnetic
field strength and orientation [6]. A clear picture and un-
derstanding and accurate modelling of the ambient solar
wind are therefore essential in all aspects of space weather
research.
In today’s ambient solar wind modelling approaches,
the solar surface, corona and inner heliosphere are treated
as a connected system to simulate the dynamics of the
ambient solar wind flow from the Sun to the vicinity of
Earth. These coupled modelling approaches commonly
span the range from 1 solar radius (R) to Earth at 1
AU, with the coronal model from 1 R to 5 R (or 30
R) and the heliospheric model spanning the range from
5-30 R to 1 AU. Despite the discovery of an empirical
relationship between the configuration of open magnetic
field lines on the Sun and the solar wind properties mea-
sured at the Sun-Earth Lagrange Point 1 (L1) near the
Earth [7], it still proves challenging to develop and op-
timize empirical techniques for specifying the solar wind
conditions at the inner boundary of the heliospheric do-
main [8, 9, 10]. Well-known empirical relationships in this
context are the Wang-Sheeley (WS) model [7], Distance
from the Coronal Hole Boundary (DCHB) model [9] and
the Wang-Sheeley-Arge (WSA) model [11]. More sophis-
ticated three-dimensional magnetohydrodynamic (MHD)
codes also exist, examples being the Magnetohydrodynam-
ics Algorithm outside a Sphere [12], Enlil [13], the Space
Weather Modeling Framework [14], and the recently devel-
oped European Heliospheric Forecasting Information As-
set [15]. Besides these MHD models, other modelling ap-
proaches based on empirical relationships, statistics, and
machine learning have also been developed [16].
From the available models, the WSA model approach
enjoys widespread use in the community and has applica-
tions with regards to many different scientific problems.
Examples include not only the operational prediction of
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high-speed solar wind streams at Earth [17, 18, 19, 20],
but also studies on the prediction of CME arrival time
and speed [21, 22, 23, 24], the evolution of CMEs in the
ambient solar wind flow [25, 26], the expected solar en-
ergetic particles [27, 28], and the understanding of how
the evolving ambient solar wind flow interacts with plan-
etary magnetospheres [29]. This highlights the fact that
the WSA model is important.
Many recent validation studies assessing the perfor-
mance of operational frameworks for predicting the ambi-
ent solar wind have reported typical uncertainties of about
one day in the arrival time of high-speed streams [30, 31,
32, 19, 33, 34]. Furthermore, it is now well-established
that the performance of ambient solar wind models is,
if at all, only slightly better than a 27-day persistence
model [35, 36], assuming that the near-Earth solar wind
conditions repeat after each Carrington rotation (CR).
One large source of uncertainty is in the modelling of the
topology of the coronal magnetic field, which the WSA
model takes as input, as we typically only have data for
one side of the Sun. This is tackled in one way using the
Air Force Data Assimilative Photospheric Flux Transport
or ADAPT model [37, 38, 39], which provides multiple
realizations of the possible magnetic field on the far side
of the Sun. Overall, these results highlight the fact that
forecasting the conditions in the ambient solar wind in
interplanetary space and the near-Earth environment is
challenging, even during times of low solar activity when
the large-scale interplanetary magnetic field configuration
evolves less rapidly and disturbances due to CMEs are in-
frequent.
Continued efforts are needed to improve our capabili-
ties for predicting conditions in the ambient solar wind.
Here we improve ambient solar wind forecasts by cou-
pling machine learning techniques to modelling results
from the outer boundary condition of coronal magnetic
models. Machine learning techniques are undergoing a re-
naissance and are growing in popularity among both the
public and the space weather community as a new tool for
current challenges, with promising results. An overview of
recent developments in machine learning methods applied
to the topics of space weather and the heliosphere can be
found for example in Camporeale [40], with studies tack-
ling problems such as forecasting geomagnetic indices and
automated solar image classification. So far, however, be-
side the application of statistical techniques [41, 42], there
have not been many studies on ambient solar wind fore-
casting using machine learning. This will be the first study
to couple machine learning with established solar wind
methods in combination with the ADAPT realizations.
The machine learning methods we apply in this study
are based on Gradient Boosting Regressors (GBRs), which
are a powerful technique that builds a single estimator
from a collection of weak learners called decision trees [43].
We use GBRs to predict the ambient solar wind bulk speed
at Earth using the magnetic topology solutions at the
outer boundary of the coronal magnetic model. Figure
1 shows a depiction of the WSA coronal model solutions
for one Carrington rotation and the variables extracted
for model training. The top part represents maps of the
entire solar surface with the variables flux tube expan-
sion factor fp and distance to the coronal hole boundary
d. The lower part shows each variable extracted from the
map along the sub-Earth track, which is the path along
which a projection of the Earth crosses the solar surface
during the Carrington rotation. All 12 ADAPT realiza-
tions can be included in the machine learning approach to
account for uncertainties in the magnetic modelling.
We present the application of machine learning tech-
niques to complement and inform established solar wind
modelling approaches. The machine learning model is
trained on 14 years of past data (1992 till 2006) and tested
on one full solar cycle length of 11 years (2006 till 2017)
from the recent Solar Cycle 24. We present a compre-
hensive validation analysis of the machine learning model
(GBR) solutions and compare the results to commonly
applied ambient solar wind models and reference baseline
models, including a 27-day persistence model, which uses
the approximation that the conditions in the ambient solar
wind flow repeat after each Carrington rotation. This is
followed by a discussion of the importance and then out-
line possible future investigations. This is the first study in
which all ADAPT realizations are coupled with a machine
learning approach.
2 Results
Model performance according to validation met-
rics. A validation of the machine learning model with
common metrics such as point-to-point measures shows
that the GBR outperforms both existing models and 27-
day persistence in almost all measures. The results of
the model are plotted alongside example input in Fig. 2
for five Carrington rotations in Solar Cycle 24, which the
model was tested on. Observed solar wind evolution is
plotted in black in the lower panel (with solar wind speed
determined by the WSA/HUX model in orange for com-
parison), and we see good agreement. Figure 3 shows the
output of the model over the full temporal range of the
test data as the development over all 146 Carrington ro-
tations. The good visual agreement between the observa-
tions (left) and predictions (right) shows that the model
approximates the ambient solar wind flows well. Shorter,
transient solar wind flows that are seen primarily around
solar maximum (middle of images) do not appear in the
model predictions, but this is as expected as the model
only predicts the evolving ambient solar wind.
Tables 1, 2 and 3 summarize the results obtained from
model validation in terms of point-to-point measures, skill
measures and event-based metrics, respectively. Multiple
machine learning models with different input variables are
considered, and the input variables are listed in the brack-
ets. Besides the flux tube expansion factor fp and distance
to the coronal hole boundary d, the solar wind speed from
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Figure 1: Example coronal magnetic model solutions as solar maps and extracted variables. The variables
flux tube expansion factor fp (left) and distance to the coronal hole boundary d (right) are shown for one Carrington
rotation (CR #2052). (a-b) Coronal model maps for each variable at the outer boundary of the coronal model (5 R)
with the sub-Earth track drawn in with a dashed white line. (c-d) The values extracted along the sub-Earth track.
Output from all 12 ADAPT realisations are shown in colour, while the black line depicts the mean. The log of fp
is shown so that the behaviour is more easily interpretable in the plot, but the value did not need to be scaled for
the model training. Note that, from a time perspective, time is running in the opposite direction with decreasing
Carrington Longitude as the Sun rotates from left to right according to the map.
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Figure 2: Input (a-b) and output (c) from ambient solar wind model.. Variation in flux tube expansion factor
fp (a) and distance to the coronal hole boundary d (b) over five Carrington Rotations (CR 2182-2187) at a time shift
of t− 4 days relative to the time step of the final solar wind speed prediction. Output from all 12 ADAPT realizations
are shown in colour, while the black line depicts the mean. (c) Solar wind speed predicted from the machine learning
model (teal) and the WSA/HUX model (orange) plotted against the observed solar wind speed (black). Predictions
are during solar minimum in solar cycle 24, on which the model was tested.
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Figure 3: The development of solar wind speed in observations and predictions over time. (a) and (b)
depict the change in solar wind speed per Carrington rotation (27 days) for the entirety of the testing dataset, 11 years
or 146 Carrington rotations. Time is increasing from top to bottom, and each line of the image is one Carrington
rotation. (a) shows the solar wind speed in the observations at L1, while (b) shows the predicted solar wind speed
from the machine learning model. As can be seen, recurrent patterns match well between observations and predictions,
although short-term signals as seen mostly around solar maximum (middle of images) are not reproduced by the model.
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27 days ago (vpers) was also included. We find that the
best results in terms of established error functions are ob-
tained with the GBR model based on fp, d and vpers with
an RMSE of 78.3 km s−1 and a PCC of 0.63. In com-
parison, the RMSE for the traditional WSA/HUX model
combination is 98.9 km s−1 and the PCC is 0.49. The re-
sults for the model of 27-day persistence with an RMSE
of 98.2 km s−1 and a PCC of 0.52 indicate that it provides
a strong benchmark. The persistence model greatly ben-
efits from having the same statistics as the observations
as indicated by the similar AM and SD, and the repeat-
ing nature of the ambient solar wind flow. We also find
that all the machine learning approaches investigated in
this study improve the results in comparison to the clima-
tological mean, as indicated by an SS of 0.02, and an SS
greater than 0.15 for all the GBRs.
In terms of the contingency table in Table 2, we find
that the application of the best machine learning approach
improves all the skill measures, and particularly that the
GBRs based on different feature combinations improve the
number of hits and decrease the number of misses. At the
same time, the machine learning techniques increase the
number of false alarms and decrease the number of correct
rejections. The TSS is greater than the value of 0.28 for the
WSA/HUX model for all the machine learning approaches.
This positive increase in the TSS indicates that the overall
performance of the machine learning techniques shows a
positive trend towards correctly predicted enhanced solar
wind predictions. While the traditional WSA/HUX model
combination tends to under-predict the number of periods
of enhanced solar wind speeds (BS=0.57), the machine
learning approaches much better resemble the number of
events in the solar wind observations.
Figure 4 shows the computed ROC curves for all the
solar wind modelling approaches investigated. We find
that the GBR based on fp, d and vpers outperforms the
WSA/HUX model combination for the full spectrum of
selected event thresholds. However, we also find that a
model of persistence outperforms all the other models for
nearly all the event thresholds.
The last evaluation was an event-based analysis, shown
in Table 3. We find that the machine learning model
slightly improves the results of the WSA/HUX model com-
bination. We also find that the number of correctly pre-
dicted events increases for all the machine learning tech-
niques and the number of misses decreases. However, the
number of false alarms increases for the machine learning
techniques. While the TS for the WSA/HUX model is
0.33, the TS for the GBR based on fp, d and vpers is 0.40.
This indicates that most machine learning approaches pro-
vide a reasonable improvement in comparison to the tradi-
tional approach. However, the model of persistence again
provides a challenging comparison in terms of an event-
based validation analysis.
A wide range of other considerations were tested but
then excluded from the analysis. An example is the in-
clusion of features related to the solar activity in model
training, with the F10.7 of MgII indices being prime ex-
amples of such a feature. We would have expected the
predictions to be improved when provided information on
the activity level on the Sun. Surprisingly, models trained
with either or both were found to perform no better on
new data, i.e. sufficient information with regards to solar
activity had already been provided via the variables used.
In the cases of F10.7, the models were more easily over-
trained. If the training were to be carried out on more
than one solar cycle where the differences in the F10.7 in-
dex per solar cycle can be identified by the model, this
may prove useful, but due to the overtraining effect it has
not been included in this work.
3 Discussion
In this study we have presented a novel approach for pre-
dicting the ambient solar wind conditions in the vicinity of
Earth. Specifically, we propose replacing the static WSA
relation at the inner boundary of the heliospheric model
domain by a machine learning technique, directly associ-
ating what is happening close to the Sun to what is hap-
pening near the Earth. We find that the features that are
commonly employed in empirical techniques for specify-
ing solar wind conditions near the Sun, namely the flux
tube expansion factor fp and the distance to the coronal
hole boundary d, are the most decisive features. While it
is possible to use all ADAPT realizations to predict the
ambient solar wind flow, we find that three specific mod-
els in combination provide the best results. This is the
first time a model has coupled numerical solutions with
machine learning and incorporated all possible ADAPT
solutions, thereby removing a large amount of uncertainty
from one section of the modelling.
The final model provides a forecast of the ambient solar
wind with a lead time of 4.5 days in an ideal case, in which
only data within 60 degrees west of the solar meridian
is taken to eliminate possible inaccuracies resulting from
lack of imaging and model projection at greater longitudes.
This lead time could be extended to 9 days with a mission
at the Sun-Earth Lagrange point 5 (−60◦ from the Earth)
or 14 days if one entire half of the solar magnetic map
from -180◦ to the meridian 0◦ is used.
There are some aspects to take into account when eval-
uating this work. First, the current modelling approach
does not include any effects from the complex dynamic
evolution of the ambient solar wind flow, and does there-
fore not consider any interactions between fast and slow
ambient solar wind. Hence, it does not provide a picture of
the solar wind conditions in the heliosphere and provides
no self-consistent way to propagate the solutions from the
Sun to the Earth. In order to account for the uncertainty
in the time series, we make use of features based on dif-
ferent time shifts from 2 to 6 days. During the process of
identifying the most important features, we find that those
between 3-4 days are most critical, as would be expected
from the typical transit time of ambient solar wind flows.
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Table 1: Classic point-to-point error measures for model comparison. Table of ambient solar wind prediction
error metrics in terms of arithmetic mean (AM), standard deviation (SD), mean error (ME), mean absolute error
(MAE), root mean square error (RMSE), the skill score (SS) relative to the climatological mean, and the Pearson
correlation coefficient (PCC).
Model AM SD ME MAE RMSE SS PCC
[km s−1] [km s−1] [km s−1] [km s−1] [km s−1]
WSA/HUX 386.1 80.5 34.9 72.3 98.9 0.02 0.49
GBR(d) 430.7 57.4 -9.7 70.6 89.4 0.20 0.47
GBR(fp) 429.1 49.6 -8.1 72.6 91.3 0.16 0.42
GBR(fp, d) 427.7 61.6 -6.7 66.8 85.0 0.28 0.54
GBR(fp, d, vpers). 422.3 71.6 -1.3 59.9 78.3 0.39 0.63
Persistence (27-days) 420.8 99.8 0.1 71.9 98.2 0.03 0.52
Observation 421.0 99.9 - - - - -
Table 2: Contingency table with skill measures of solar wind speed events. The event threshold is set at
v > 450 km s−1. The table shows the number of hits (true positives; TPs), false alarms (false positives; FPs), misses
(false negatives, FNs), correct rejections (true negatives, TNs), followed by metrics derived from these values: the true
positive rate (TPR) and false positive rate (FPR). The last three entries in each row show the threat score (TS), true
skill statistics (TSS), and bias (BS).
Model TP FP FN TN TPR FPR TS TSS BS
WSA/HUX 3106 1711 5306 16410 0.37 0.09 0.31 0.28 0.57
GBR(d) 4440 3722 3972 14399 0.53 0.21 0.37 0.32 0.97
GBR(fp) 3800 3118 4612 15003 0.45 0.17 0.33 0.28 0.82
GBR(fp, d) 4377 2969 4035 15152 0.52 0.16 0.38 0.36 0.87
GBR(fp, d, vpers) 4714 2368 3698 15753 0.56 0.13 0.44 0.43 0.84
Persistence (27-days) 4873 3464 3472 14546 0.58 0.19 0.41 0.39 1.00
Second, we note that the results in the present study
have been deduced from an operational perspective. This
means that magnetic features were computed once per day.
Since most of the published literature uses the magnetic
features computed only once per Carrington rotation, we
also tested this setting for all the investigated machine
learning models. We find that the model quality in terms
of the RMSE of the GBR using this new setting varies
only by about 5 percent. The knowledge of this variation
is important to put our results into context with exist-
ing studies. We note that the final model, which can be
accessed online on GitHub, can therefore also be directly
applied to operational numerical frameworks for predict-
ing the ambient solar wind. The final product available on
GitHub was tested on a whole solar cycle and the results
therefore reflect the expected performance on new data.
One point worth emphasizing is that we have strictly dif-
ferentiated between training, validation and testing data
sets. This means that we used a period covering the sec-
ond half of solar cycle 22 and most of solar cycle 23 for
training and validation to deduce the best parameters and
features for the specific machine learning technique. We
presented our validation analysis results on the test data
set, which covered a period lasting one average solar cycle
length (11 years), ranging from the end of solar cycle 23
and including most of solar cycle 24. None of the error es-
timates given refer to the output of the model on the data
it was trained on, as doing so would not give an accurate
estimate of the model’s predictive skill when provided with
new data. The results are therefore a reasonable estimate
of the true-world performance of the regressor presented.
In this context, we have also tried to exchange the roles
of solar cycle 23 and 24, and found that the results for a
model trained on solar cycle 24 and tested on solar cycle
23 are comparable, with no large variations in the error
metrics. As an example, the RMSE for the testing on so-
lar cycle 23 is 92.1 km/s. Solar cycle 23 was considerably
more active than cycle 24, and so a slightly higher RMSE
is to be expected. This highlights that the deduced regres-
sor is not only fast but also robust.
We note that a somewhat similar approach already ex-
ists in the scientific literature, that by Yang et al. [44]. The
study was carried out in the following way: 8 years of data
were randomly separated into training, validation and test
data set. This differs from our method, which has the test
data separated out completely in time, and this was cho-
sen in part because initial analyses on models trained and
tested on data from the same solar cycle had lower errors
but were found to not perform as well on new data. Yang
et al. [44] have also used similar input data, including a
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Figure 4: Receiver operator characteristic curves showing the true positive rate (TPR) versus the false positive rate
(FPR) for the investigated machine learning techniques and the reference models.
Table 3: Statistics on event-based error metrics. An evaluation on the detections of high-speed enhancements
was carried out in terms of event-based metrics including the number of observed (P) and forecast (PF) events, the
bias (BS), the number of hits (TPs), false alarms (FPs), and misses (FNs) together with the probability of detection
(POD), false negative rate (FNR), positive predictive value (PPV), false alarm ratio (FAR), and threat score (TS).
Model P PF BS TP FP FN POD FNR PPV FAR TS
WSA/HUX 451 223 0.49 167 56 284 0.37 0.63 0.75 0.25 0.33
GBR(d) 451 305 0.68 201 104 250 0.45 0.55 0.66 0.34 0.36
GBR(fp) 451 279 0.62 179 100 272 0.40 0.60 0.64 0.36 0.33
GBR(fp, d) 451 307 0.68 211 96 240 0.47 0.53 0.69 0.31 0.39
GBR(fp, d, vpers) 451 292 0.65 213 79 235 0.48 0.52 0.73 0.27 0.40
Persistence (27-days) 451 449 1.00 287 162 161 0.64 0.36 0.64 0.36 0.47
27-day persistence variable included as a feature. A direct
comparison of the results is primarily difficult because of
how the training and testing data sets have been defined
in this study. In comparison to their use of a more com-
plex neural network, we decided to use a GBR because of
the fast computation times and simpler implementation
paired with strong options for detailed model interpreta-
tion. In this way, it provides an efficient method that can
be easily adapted in the future, such as being trained on
new solar cycle data.
The machine learning approach presented here might
improve the results of the established models such as WSA,
but should not be considered a replacement for this mod-
elling approach. For example, model combinations based
on MHD include inherently important information on the
location, boundaries and dynamics of open magnetic field
lines along which high-speed solar wind streams accelerate
into interplanetary space. Such information is essential as
it ultimately improves our understanding of the underly-
ing physical processes. In contrast, the machine learning
approach discussed here provides an operational predic-
tion tool that is capable of assisting and informing exist-
ing solar wind models. We note that the machine learning
approach will also be made available to the space weather
community via the Ambient Solar Wind Validation Team
embedded within the COSPAR/ISWAT initiative1. The
computation time of the final machine learning product
is very fast, requiring around 100 µs (on a Macbook Pro
13” A1708) to provide a set of 4-day predictions from data
extracted from solar magnetic maps. This speed makes en-
semble runs possible, with 1 million runs requiring 100 s -
in an optimised setting on a dedicated server with multi-
processing it would only be a matter of seconds. One pos-
sible application could include uncertainties in the coronal
1https://iswat-cospar.org/H1-01
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field solutions in the solar wind speed predictions by run-
ning ensembles of all magnetic model features within ±3◦
of the sub-Earth track. In the future, we shall work on sev-
eral topics related to the improvement of the approach and
on the extension thereof to other physical properties such
as magnetic polarity, and magnetic sector boundary cross-
ings. Furthermore, we plan on computing the global solar
wind solutions near the Sun based on similar methodology.
With the presented results, we conclude that the open-
source machine learning technique enables a robust and
fast approach to predict the solar wind conditions near
the Earth. The algorithm is easily transferable to other
solar wind frameworks and is therefore an important con-
tribution to the space weather community, and can serve
as a benchmark for future development of numerical am-
bient solar wind models. In a broader context, this study
lays the foundation for future work on this subject, which
will look into improving the modelling of solar wind condi-
tions near the Sun and provide important input for MHD
codes.
4 Methods
Magnetic models of the Sun. In this section, we
present the numerical framework for reconstructing the
global magnetic field topology in the solar corona. Our
framework relies on magnetic maps of the photospheric
magnetic field from the Global Oscillation Network Group
from the National Solar Observatory. Specifically, we
make use of the ADAPT (Air Force Data Assimilative
Photospheric Flux Transport) [37, 38, 39] model. ADAPT
is a flux transport model (e.g., includes differential rota-
tion and meridional flows) to provide an ensemble of esti-
mates of the global spatial distribution of the solar photo-
spheric magnetic field. For this study, the ADAPT model
produced ensembles of twelve realizations representing the
uncertainty driven by supergranulation [45].
Based on the twelve different ADAPT realisations, we
reconstruct the global coronal magnetic field topology us-
ing the Potential Field Source Surface (PFSS) [46, 47] and
Schatten Current Sheet (SCS) [48] model combination.
The well-established PFSS model computes the potential
magnetic field solution in the solar corona with an outer
boundary condition that the magnetic field is radial at the
source surface at 2.5R. Similarly, the SCS model in the
modelling domain between 2.5 and 21.5 Rs accounts for
the latitudinal invariance of the radial field as observed by
the Ulysses mission [49].
We compute magnetic properties such as the areal ex-
pansion factor and the distance to the coronal hole bound-
ary from the modelled global magnetic field configuration.
The areal expansion factor fp is the rate at which the flux
tube expands between the photosphere and a reference
height in the corona [7]:
fp =
(
R
2.5 R
)2 |B(R, θ0, φ0)|
|B(2.5 R, θ1, φ1)| . (1)
θ is the longitude and φ the latitude, where the indices
0 and 1 represent the longitude/latitude at the solar sur-
face and 2.5 solar radii, respectively. The distance to the
coronal hole boundary d refers to the great circle distance
that an open-field footpoint in the photosphere lies from
the nearest coronal hole boundary. The basic underly-
ing idea of d is that the solar wind is slow near coronal
hole boundaries and fast inside regions of open field topol-
ogy [9]. From the ensemble solutions of ADAPT, we ob-
tain a set of twelve different results for all the magnetic
properties computed. Besides the expansion factor and
the distance to the nearest coronal hole boundary at the
sub-Earth point, we also study the usefulness of the mag-
netic field strength at the photospheric footpoint, Bphot,
and the outer boundary of the coronal model, Bcor.
As a reference baseline model, we use the traditional
WSA approach [11] for specifying the conditions in the
solar wind near the Sun. The WSA model used here is
a combination of the expansion factor and the distance
from the nearest coronal hole boundary [11]. Specifically,
the WSA relation used in this study is given by
vwsa(fp, d) = c1+
c2
(1 + fp)
c3
{
c4 − c5 exp
[
−
(
d
c6
)c7]}c8
,
(2)
where ci are the model coefficients, for which we use the
following settings: c1 = 250 km s
−1, c2 = 650 km s−1,
c3 = 0.19, c4 = 1, c5 = 0.8, c6 = 3
◦, c7 = 1.75 and
c8 = 3 [11].
To map the solar wind solutions near the Sun to the
Earth, we employ the Heliospheric Upwind eXtrapolation
model (HUX) [50], which simplifies the fluid momentum
equation as much as possible. Furthermore, the HUX
model solutions match the dynamical evolution explored
by global heliospheric MHD codes reasonably well while
having low computing requirements [16]. In this way, we
can efficiently study the results and implications of the
ensemble ADAPT realisations. For more details on the
HUX model, we would like to refer the reader to Riley
and Lionello [50] and Owens et al. [51].
Application of Machine Learning. We use a machine
learning approach to predict the solar wind speed at L1
from the output of the coronal magnetic model. The steps
worked through in order to train and finalise the machine
learning model can be summarised as follows. To begin
with, the coronal model data is extracted from the mag-
netic maps to produce a time series, which is adjusted
to provide more information to the model to be trained.
Next, this data set is split into training and testing data,
with 14.5 years being used to train the model, and one
full solar cycle length (11 years) is left to test the model
on. The model that will be trained is a Gradient Boosting
Regressor (GBR), and an initial iterative training through
sets of machine learning-specific parameters is carried out
on the data set to determine those best-suited for this
specific problem. With the model parameters determined,
the model is first trained on the full data set before fea-
ture selection is carried out to reduce the number of input
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features. This produces a set of trained models, which we
compare using validation metrics. The optimal model is
saved for later use.
The results extracted from the coronal magnetic model
are the properties fp, d, Bcor and Bphot calculated along
the sub-Earth track, i.e. the path the Earth traces through
the rotation projected along the solar surface. There were
12 coronal magnetic model solutions per day based on 12
different ADAPT solutions. The sub-Earth track was ex-
tracted from each of these, and all ADAPT solutions were
included. The data was extracted in a way equivalent to
an operational setting, in which the time series is updated
once per day with the newest coronal magnetic model re-
sults (this is equivalent to 6-7 time steps per day). In
order to compare the model solutions with observations,
the solar wind solutions were interpolated onto a periodic
time series corresponding to a longitudinal resolution of
2 degrees (3.64 hours). Figure 1 shows the full coronal
model maps and one path extracted along the sub-Earth
track, while Fig. 2 shows both variables extracted to form
a time series.
In machine learning language, the features are the mag-
netic model properties described above, and the target is
the solar wind speed vsw at the location of the Sun-Earth
L1 point. The model is trained to be able to produce the
target from any given set of features. The solar wind speed
is taken from the OMNI hourly data set. In models devel-
oped to forecast the ambient solar wind speed from mag-
netic model results, there is usually a heliospheric model
to account for expansion times from the outer boundary
of the coronal model to L1. In this approach, the use of a
singular defined time shift is avoided and instead the vari-
ables over the past 2-6 days are taken as input, meaning
that at a resolution of 3.64 hours, there are 29 time-shifted
values of four properties taken from 12 possible ADAPT
realisations, resulting in a total of 1,392 magnetic model
features. In addition to the magnetic properties, a solar
wind bulk speed persistence variable, vpers, was included,
under the assumption that the variation in the solar wind
speed repeats itself every 27.27 days. Three persistence
features were included: the solar wind speed 26, 27 and
28 days before the target forecast, totalling 1,395 features.
Contrary to other machine learning approaches, the fea-
tures do not need to be scaled for a GBR, so no further
feature engineering is carried out.
In order to test the accuracy of the final model, the in-
put data is split into training and testing data and in this
case is defined in a way specific to the data that should be
predicted. For the sake of fair testing and model valida-
tion, the test data set constitutes an entire average solar
cycle length, none of which has been seen by the model
in the training data set. Choosing the train/test split in
this way allows for the best training conditions possible
while keeping an entire set of new and varied solar cycle
conditions unseen and ensuring the model behaves well on
new data. The true strength of a model lies in its ability
to extrapolate well to new behaviour. Since the range of
the data set covers a total of 25.5 years (1992-05-24 until
2017-10-20), this allows for one full solar cycle for testing
and one and a third solar cycle for training, assuming a
defined solar cycle length of 11 years. The training data
set covers 14.5 years, most of solar cycle 23, and runs from
May 1992 till October 2006, while the test set covers the
11 years from October 2006 till October 2017, which is the
end of solar cycle 23 and a large part of 24.
The machine learning method chosen for this study re-
lies on Gradient Boosting Regressors (GBRs), and the spe-
cific implementation applied here is the Python version of
XGBoost [52]. GBRs are based on an ensemble of deci-
sion trees, which on their own are weak learners, but in
a forest can form a powerful prediction tool. The term
gradient boosting refers to the gradient descent technique
implemented for optimised fitting. For more details on the
algorithm, see Friedman [43]. A summary of the general
usage of GBRs can be found in Natekin and Knoll [53].
There are many benefits to GBRs, which include the ease
of use and interpretation coupled with fast computation
times.
In the first step of model training, a grid search is car-
ried out to evaluate the best combination of five GBR-
specific input parameters (number of estimators, learn-
ing rate, maximum depth of nodes and L1 regularisation
terms), which are optimised for this specific set of features.
This is done by exploring every point in the 4-D parame-
ter space within certain parameter ranges and training a
model on each. The combination with the best predictive
ability according to the selected scoring measure is used for
further training and feature selection. The training data
set is shuffled and provided to the model with an 80/20
split between train and validation data. Through strati-
fied 5-fold cross-validation, the validation data set is kept
aside and used during training to choose the best option
among five models.
Feature selection. In machine learning, feature selec-
tion describes the act of reducing or adjusting the input
features to optimise the final model, as well as reduce time
needed for training. Training the model on the full set of
1,395 features with around 60,000 data points each is com-
putationally heavy, and so the first step in feature selec-
tion is in finding a reduced set of variables that produces
a model with an equal level of accuracy. A straightfor-
ward approach, in which the input variables over time are
reduced so that only values at every -2, -3, -4, -5 and -6
days are taken, performs just as well or better than the
feature list with all possible time steps, and the number
of features drops to 288. More detailed feature selection
is carried out through different methods, firstly using an
evaluation of the feature importances, which the trained
model provides directly in terms of percentages for each
individual feature, and then through training of the model
on individual variables and different combinations thereof.
More details on feature importances in GBRs can be found
in [54].
Figure 5 shows an evaluation of all feature importances
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with the features divided into groups. This shows the im-
portance of each of the four variables to the model, fol-
lowed by the relative importance of each ADAPT model
realization, and lastly the importance each time shift
(grouped into days) has for the model training. This plot
largely follows expected patterns: d and fp are clearly the
most important properties as expected from the WSA ap-
proach, and among the ADAPT ensemble members some
are notably better at predicting than others. The other
two variables related to the coronal and photospheric mag-
netic fields clearly do not contain enough information to
carry an ambient solar wind model on their own merits
and can be excluded. Among the time-shifted variables,
the most important are around a shift of -4 days, which is
the average time it takes for solar wind leaving the corona
to reach the Earth, although data at other time shifts also
play into it. These feature importances were evaluated
without the influence of the vpers variable, which trained
alongside the others makes up almost 20% of the model
variance.
The best model, deduced from the feature importances,
is one that uses both fp and d with vpers, with input from
the three best ADAPT models (realization #s 2, 7 and 8)
and the number of time-shifted features reduced to only
one per day, a total of 33 features. Once the best selection
of features has been determined, the trained model is saved
as a Python pickle file for future use and applied to the
test data set for the validation analysis.
Validation analysis. Here we assess the correspondence
between the predicted and observed time series of solar
wind bulk speed in three different ways. Firstly, we present
the validation analysis in terms of a continuous variable
validation based on simple point-to-point comparison met-
rics. Secondly, we study the skill in terms of binary met-
rics, where we label each time step in the predicted and ob-
served timeline as an event/non-event based on a selected
threshold value. Thirdly, we complement the discussed
validation techniques with an event-based approach where
periods of enhanced solar wind speed in observations and
forecasts are automatically detected and compared against
each other. This validation analysis is based on previous
research as discussed in Owens [55] and Reiss et al. [56].
Point-to-point error functions. The predictive abili-
ties of ambient solar wind models are assessed most easily
by comparing the observed solar wind time series to am-
bient solar wind model solutions. A straightforward way
is to compare the underlying statistical distributions in
terms of standard measures such as mean, median, and
standard deviation. These basic statistical measures al-
ready contain essential information on the tendency of the
model to over- or underestimate the observed solar wind
conditions. We complement these basic measures with
established error functions. We compute different error
functions for continuous variables such as the mean error,
ME =
1
n
n∑
k=1
(fk − ok) = f¯ − o¯, (3)
where (fk, ok) is the k-th element of n total forecast and
observation pairs. Here the ME is simply the difference be-
tween the average prediction and the average observation.
Furthermore, we compute the mean absolute error,
MAE =
1
n
n∑
k=1
|fk − ok|. (4)
The MAE is the arithmetic mean of the absolute differ-
ences between the prediction and the observation pairs. It
represents the typical magnitude for the prediction error.
Similar to the MAE, the root-mean-square error,
RMSE =
√√√√ 1
n
n∑
k=1
(fk − ok)2, (5)
is the mean squared difference between prediction and ob-
servation value pairs. The RMSE is an estimate of the
magnitude of the forecast error being more sensitive to
outliers than the MAE. The last error measure is the skill
score:
SS = 1− MSEpred
MSEref
, (6)
which compares the mean-squared errors (MSE) between
the prediction and reference. These measures are equal to
zero in the case that the forecast errors are equal to zero
(that is fk = ok) and increase with increasing disagree-
ment between predictions and observations. Although
strictly not an error function per definition, we comple-
ment the error functions with the Pearson correlation co-
efficient.
Binary metrics. Aside from approaches assessing the
magnitude of the prediction error at every time step in
comparison to the observed value, we use another ap-
proach where each time step in the solar wind time series
is labelled in binary values as an event or non-event. A
threshold value is selected, and all values above the thresh-
old are defined as events while those below are non-events.
This method has some advantages over standard point-to-
point error metrics, which give equal measure to periods of
slow and fast solar wind [55]. Many end-users who need to
react when the solar wind speed exceeds a certain thresh-
old will be primarily interested in the accurate prediction
of fast solar wind streams while the detailed evolution of
the slow solar wind is of little importance. Another down-
side to standard error measures is that outliers in the solar
wind time series can have a significant impact and skew
the results while being largely irrelevant to an actual fore-
cast.
The definition of events and non-events in the solar wind
time series uses a selected threshold value [56] of 450 km/s.
We cross-check events and non-events in the predicted and
observed solar wind time series and count the number of
hits (true positives; TPs), false alarms (false positives;
FPs), misses (false negatives; FNs) and correct rejections
(true negatives; TNs), which are listed in a contingency
table. A hit is a correctly predicted event, while a miss is
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Figure 5: Importance of features when training the machine learning model. The feature importances of all
features according to either (a) the variable used, (b) the ADAPT model realization the variable was taken from, or
(c) the time shift applied to the variable.
an event that is observed but not predicted. In contrast, a
false alarm is a predicted event that was not observed and
a correct rejection is a correctly predicted non-event. The
total counts are summarised in the so-called contingency
table, and from these we compute a set of skill measures
such as the true positive rate TPR = TP/(TP+FN), false
positive rate FPR = FP/(FP + TN), threat score TS =
TP/(TP + FP + FN), bias BS = (TP + FP)/(TP + FN),
and true skill statistics TSS = TPR − FPR. The threat
score is a measure of the overall performance of a model
defined between 0 and 1 (best performance), while the bias
depicts how well the model tends towards overpredicting
(BS > 0) or underpredicting (BS < 0) events. A meaning-
ful skill measure is the true skill statistics (TSS), which is
defined in the range [−1, 1]. A perfect prediction model
would have a value of 1 (or -1 for perfectly inverse predic-
tions), and a TSS of 0 indicates no skill. The advantage of
the TSS is that it combines all elements of the contingency
table, and is unaffected by the proportion of predicted and
observed events [57, 58, 59].
The receiver operator characteristic (ROC) curve neatly
summarises the predictive capabilities for a range of differ-
ent event thresholds. The curves illustrate how the num-
ber of correctly predicted events (TPR) varies with the
number of incorrectly predicted non-events (FPR).
Event-based validation. The interpretation of simple
point-to-point comparisons as described above can be mis-
leading due to a lack of knowledge on the extent of uncer-
tainties related to timing errors [17, 60, 18]. In particular,
this is the case when large variations in the solar wind
time series are generally well predicted, but the arrival
times differ between prediction and observations. The use
of an event-based validation technique is commonly ap-
plied to account for the uncertainties in the arrival times.
More specifically, validation analysis on the example of
solar wind bulk speed is carried out in three steps. First,
events of enhanced solar wind speed, also called high-speed
enhancements (HSEs) in forecast and observation data are
defined as periods exceeding a certain threshold. Next,
HSEs detected in the solar wind measurements are paired
with HSEs in the predictions and each event pair is labelled
as a hit, false alarm, or miss. The predictive abilities of
the model are determined using the validation summary
variables. A more detailed description of the steps dis-
cussed above applied to solar wind speed measurements is
given in Reiss et al. [19] in Section 3.2.
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