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ABSTRACT
Sadasivam, Sridhar PhD, Purdue University, August 2016. Atomistic and Mesoscopic
Simulations of Heat Transfer Across Heterogeneous Material Interfaces. Major
Professor: Timothy S. Fisher, School of Mechanical Engineering.
The study of heat transfer and the associated thermal interface resistance at
heterogeneous material interfaces is over 70 years old since the first measurements
of thermal interface resistance by Kapitza in 1941. However, recent developments in
experimental metrology techniques that enable spectrally-resolved phonon transport
measurements at the nanoscale along with the development of high-fidelity simulation
methods have provided a renewed interest in the fundamental physics of heat transfer
across interfaces. Miniaturized electronic devices and nanostructured materials for
energy applications are among technologies that would benefit from a fundamental
understanding of interfacial thermal transport. This dissertation focuses on the study
of problems in interfacial heat transfer that span the atomistic and mesoscopic length
scales and have broad applications in electronic thermal management.
The first part of this dissertation develops a mesoscale simulation framework to
predict the mechanical and thermal performance of carbon nanotube (CNT) thermal
interface materials (TIMs). CNT arrays have been widely studied for use as TIMs
due to the high thermal conductivity and mechanical compliance of CNTs. However,
modeling of CNT TIMs has been largely limited to semi-empirical methods that lack
detailed consideration of CNT array microstructure. We develop a physics-based,
microstructure-sensitive, thermo-mechanical simulation framework that can be used
in the design and optimization of CNT TIMs. Coarse-grain mechanics simulations are
used to predict the CNT array microstructure and the finite volume method is used
to solve the Fourier conduction equations for CNTs embedded in a filler matrix. The
simulations provide insights on the sensitivity of thermal resistance of the CNT array
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to microscopic CNT-CNT and CNT-substrate contact resistances. Microstructural
parameters that are not readily accessible in experiments such as the contact areas
and the fraction of CNTs in contact with the opposing substrate are reported to
demonstrate the usefulness of the simulation approach.
The latter part of this dissertation deals with the development of a first-principles
atomistic simulation framework to study heat transfer across metal-semiconductor
heterojunctions which form an important class of interfaces used in electronic devices.
The silicides of transition metals such as titanium and cobalt (TiSi2, CoSi2) are
commonly used as metal contacts to silicon in transistors; hence, TiSi2-Si and CoSi2-
Si interfaces are chosen here as model metal-semiconductor junctions for studies of
thermal transport. All the atomistic simulations reported in this work use the atomistic
Green’s function (AGF) method that is analogous to the non-equilibrium Green’s
function (NEGF) method used in quantum transport calculations of electrons. We
propose the use of Bu¨ttiker probe scattering models to develop a phenomenological but
computationally efficient description of phonon-phonon and electron-phonon scattering
within the AGF framework.
First-principles calculations of electron-phonon coupling reveal that energy transfer
between metal electrons and lattice vibrations in the semiconductor is mediated by
interfacial phonon modes whose vibrational pattern is delocalized across the metal
and semiconductor regions, and the coupling of metal electrons with phonon modes
localized in the semiconductor is negligible. The transport simulations also help
identify the contributions of various scattering mechanisms such as elastic interfacial
scattering, inelastic phonon scattering, electron-phonon coupling within the metal, and
direct electron-phonon coupling across the interface to the total thermal conductance of
a CoSi2-Si interface. The inclusion of the various transport processes in the simulation
is found to be critical to obtain a good agreement with experimental data on thermal
conductance of an epitaxial CoSi2-Si interface.
The last part of this work develops an eigenspectrum formulation of the AGF
method that enables the prediction of polarization- or branch-resolved contributions to
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the phonon transmission function and the thermal interface conductance. Unlike prior
work in the literature, our approach makes a direct connection to the bulk phonon
dispersion of materials forming an interface and is also computationally efficient. The
essential idea behind the formulation is the use of bulk phonon eigenspectrum to
obtain the surface Green’s functions used in the AGF method instead of the more
commonly used Sancho-Rubio or decimation technique. The new approach is applied
to study phonon transport across a Si-Ge interface with atomic intermixing. The
computation of polarization-resolved transmission functions, which are not accessible
within the conventional AGF method that groups different phonon branches together,
provides insights on the microscopic mechanisms responsible for the increase in phonon
transmission due to interfacial disorder.
11. INTRODUCTION
1.1 Motivation and Applications
The focus of this dissertation is on the study of heat transfer across heterogeneous
material interfaces. This chapter provides a general introduction to interfacial heat
transfer along with the various theoretical formulations used to understand and predict
thermal interface resistance. A more focused literatre review is also provided in the
individual chapters for the specific problems studied in this work.
As device dimensions decrease, the performance and properties of the device
are influenced predominantly by the interfaces between materials than the bulk
characteristics of the materials itself. The importance of interfaces is succinctly
summarized in the quote ‘The interface is the device’ (from the Nobel laureate Herbert
Kroemer) which emphasizes the importance of interfacial properties in the engineering
of electronic devices. As an example, the transistor device length used in electronic
devices has reduced from 10 µm in 1970 to 10 nm in 2010 [1]. The three-order-of-
magnitude reduction in the device dimensions is the primary reason that thermal
management of electronic devices is becoming increasingly focused on the reduction
of thermal interface resistance which dominates over the bulk internal resistance.
Apart from thermal management of electronic devices, quantum cascade lasers
(QCLs) and thermoelectric devices are examples of other applications that would
benefit from a fundamental understanding of heat transfer across heterogeneous inter-
faces. QCLs involve short-period superlattice structures with multiple heterogeneous
interfaces that provide resistance to the removal of thermal energy generated by
electron-phonon scattering within the materials comprising the superlattice [2]. Effi-
cient removal of thermal energy is critical to the operation of QCLs whose performance
degrades with increase in the lattice temperature [3]. The primary interest in QCLs
2and thermal management of electronic devices is the reduction of thermal interface
resistance; however, nanostructured thermoelectric materials rely on interfaces that
are designed to act as scattering sites for phonons to reduce the thermal conductivity
of the material and improve the ZT factor [4]. While the overall objective of interface
design can vary depending on the specific application, a rigorous understanding of the
fundamental physics of interfacial thermal transport is critical for all such applications.
1.2 Theoretical Formulation and Simulation Methods
This section provides an overview of the theoretical framework and mathematical
models that have been used in prior literature to understand interfacial heat transport.
An interface between two materials is a region of abrupt change in the atomic structure
and vibrational properties. The abrupt change in properties across an interface results
in a resistance to heat transfer that is fundamentally different from the thermal
resistance that occurs inside the bulk region of a material. The basic theoretical
formulation for modeling thermal interface conductance follows the Landauer approach.
The energy flux from material 1 to 2 at an interface between the two materials is given








h¯ωq,p|vg,z(q, p)|f oBE(ωq,p, T1)T (q, p)d3q (1.1)
where the sum extends over all phonon branches p and the integral runs over all
phonon wavevectors q in the first Brillouin zone. f oBE(ω, T ) denotes the Bose-Einstein
distribution function, and vg,z(q, p) denotes the component of group velocity along the
transport direction. T (q, p) represents the phonon transmission probability and the
factor 1/2 ensures that only the phonons traveling towards the interface contribute
to the heat flux. An expression analogous to Eq. (1.1) can be written for the heat
flux from material 2 to 1. Invoking the principle of detailed balance, and for a small
3temperature difference across the interface (linear response), the thermal interface












T (q, p)d3q (1.2)
The inputs required to evaluate the foregoing equation include the phonon dispersion
relation ωq,p, the group velocity vg,z(q, p), and the transmission function T (q, p). Since
the phonon dispersion and the closely associated group velocity are relatively easier to
obtain (using empirical or first-principles force constants), the transmission function
T (q, p) is the central unknown quantity in modeling interfacial phonon transport.
Early theoretical models of thermal interface resistance were developed indepen-
dently by Khalatnikov [5] and Mazo [6]. Their models are broadly equivalent to the
acoustic mismatch model (AMM) developed by Little [7] for specular reflection and
transmission of phonons incident on the interface (see Figure 1.1). The mismatch in
acoustic impedance, given by the product of a material’s density and sound velocity,
is the primary quantity that determines the interface resistance in these models. The
following equation for the transmissivity is obtained from the assumption of specularity
along with stress and displacement continuity conditions at the interface [7, 8]:
TAMM = 4Z1Z2 cos θ1 cos θ2
(Z1 cos θ2 + Z2 cos θ1)2
(1.3)
Z1,2 denotes the acoustic impedance of the materials forming the interface, and
θ1, θ2 denote the incident and refraction angles respectively. Since the AMM as-
sumes a linear dispersion (i.e., constant group velocity), the transmission function is
frequency-independent. The AMM is strictly applicable for long-wavelength acoustic
phonon waves which dominate heat conduction at temperatures lower than the Debye
temperature of the material.
The specularity assumption in the AMM breaks down at high temperatures and
in rough interfaces. Roughness destroys the phase of phonon waves, and correlations
between the incident and reflected/refracted directions cease to exist. This was demon-
strated by Swartz and Pohl [9] who found that their experimental thermal interface

5detailed balance (i.e., no net energy transfer across the interface under equilibrium)




|vg2,z(q2, p2)|δ(ω − ωq2,p2)∑
q1,p1
|vg1,z(q1, p1)|δ(ω − ωq1,p1) +
∑
q2,p2
|vg2,z(q2, p2)|δ(ω − ωq2,p2)
(1.4)
where the summations are performed over phonon wavevectors and polarizations. The




From the above equation, the transmission function in the diffuse mismatch model
is directly proportional to the number of modes available for transmission. Eq. (1.4)
assumes elastic interfacial scattering, i.e., three-phonon processes such as two incident
phonons combining to transmit a phonon of higher energy are ignored. The DMM is
appropriate for rough interfaces at high temperatures where phase-breaking processes
destroy the phase of phonons incident on the interface.
The classical formulations of the AMM and DMM presented above have been
extended in the literature. Prasher and Phelan [11] proposed a modified AMM using
the damped wave equation to account for local scattering near the interface. The
effects of weak van der Waals bonding were also studied using an extension to the
conventional AMM that assumes a perfectly welded contact between the materials
forming the interface [11]. Duda et al. [12] proposed modifications to the conventional
DMM to account for partial diffuse scattering and inelastic scattering at the interface.
Reddy et al. [13] evaluated the accuracy of using the Debye phonon dispersion in DMM
by comparing the results with those obtained from the full phonon dispersion and
found that the Debye approximation could lead to significant errors in the transmission
function and the interface conductance.
In spite of the various extensions, the central fact remains that both the AMM
and DMM are heuristic models for thermal interface conductance. Both these models
are agnostic to the detailed atomic arrangement and bonding strength at the interface.
However, the strength of interfacial bonding is a critical parameter that determines the
6interfacial thermal resistance. For example, solder bonding of carbon nanotube arrays
with the opposing substrate results in an order-of-magnitude reduction in thermal
interface resistance as compared to a CNT array with weak van der Waals interactions
with the substrate [14]. Also, the microscopic mechanisms associated with interfacial
transport such as phonon mode conversion are not explicitly accounted for in these
models.
The limitations of the heuristic approaches point towards the need for atomistic
interfacial transport models that explicitly account for the detailed atomic structure
and interfacial bonding. Molecular dynamics (MD) and the atomistic Green’s function
(AGF) method are the popular atomistic techniques that have been used in the
literature to predict thermal resistance at solid-solid interfaces. Both these methods
require as input the inter-atomic potential whose accuracy is crucial to the predictive
capabilities of both the MD and AGF techniques. The use of first-principles density
functional theory calculations to determine the inputs to MD [15,16] and AGF [17–19]
is becoming increasingly common and has significantly enhanced the quantitative
accuracy of these methods.
With the tremendous increase in computational resources, molecular dynamics has
emerged as a powerful atomistic tool for studying thermal transport. Apart from its
use in interfacial thermal transport calculations, MD has also been extensively used
for studying the thermal conductivity of bulk and nanostructured materials. MD is
a real-space technique that essentially involves the application of Newton’s second
law for every atom and studying the time evolution of the system. Thermal interface
resistance in MD simulations is directly extracted from the temperature profile and
the net energy flux across the interface without invoking the Landauer formalism
of Eq. (1.2). Spectral and polarization-resolved transmission functions can also be
obtained using carefully controlled MD simulations that are known as wavepacket
simulations [20]. In wavepacket simulations, a particular phonon wavepacket with a
narrow frequency bandwidth is excited using a specific initial displacement pattern and
the phonon mode is allowed propagate towards the interface. Analysis of the reflected
7and transmitted wavepackets enables the computation of transmission functions for
a particular phonon frequency and polarization. However, the disadvantage of this
technique is that a separate MD simulation is required for every phonon branch and
frequency. Hence, wavepacket simulations can be computationally expensive to obtain
a fine spectral resolution in the transmission functions.
One of the primary advantages of using MD in interfacial thermal transport is
the natural inclusion of anharmonic phonon scattering. Modeling of anharmonic
phonon scattering is computationally expensive in other methods such as the Green’s
function approach. However, the classical nature of MD and the associated Boltzmann
occupation statistics prohibits the use of MD simulations at temperatures lower than
the Debye temperature where the quantum nature of phonon occupation statistics is
important to consider.
The atomistic Green’s function method for phonon transport is analogous to the
non-equilibrium Green’s function method that is widely used for electron transport
calculations. The AGF method has typically been used under the harmonic approxi-
mation, i.e., inelastic phonon scattering is not considered. Although the method can
be generalized to include phonon-phonon [21] and electron-phonon [22,23] scattering
processes, the inclusion of inelastic scattering requires significantly more computational
effort in comparison to the harmonic formulation. One of the primary advantages
of the AGF method lies in the ability to compute spectrally-resolved information on
phonon transport. Apart from the phonon transmission function, other information
such as the local phonon density of states (DOS) and number density can readily be
extracted from the Green’s functions of the system; the procedure to extract local
DOS in a non-equilibrium system is not as straightforward in other methods.
In summary, MD and AGF are complementary atomistic techniques for studying
interfacial thermal transport. AGF is appropriate at low temperatures where the
quantum occupation statistics is important and anharmonic scattering is negligible.
Also, the AGF method is preferred when spectral- and polarization-resolved phonon
transmission is desired. MD is more suitable at high temperatures where the classical
8occupation statistics is a good approximation to the exact Bose-Einstein distribution
and anharmonic scattering processes contribute significantly to thermal transport.
1.3 Contributions and Organization of the Thesis
In this dissertation, we develop a simulation framework to understand and predict
interfacial thermal resistance at two different length scales of technological interest.
Figure 1.2a shows an interface between two materials where the area of contact is
limited by the microscopic roughness of the two mating surfaces. The air pockets
sandwiched between the asperities on the two surfaces provide resistance to heat
transfer, and thermal interface materials (TIMs) are used to fill the air gaps and
contribute alternate paths for heat conduction across the interface. Carbon nanotube
(CNT) arrays are being explored for use as TIMs due to the high thermal conductivity
of an individual nanotube and the mechanical compliance of the CNT array. CNT
arrays contain multiple nanotubes with a wide spectrum of CNT-CNT and CNT-
substrate contact configurations. The approaches discussed in the previous section
enable the computation of thermal boundary resistance at a single CNT-CNT or
CNT-substrate contact. However, the connection between the microscopic contact
resistances at individual contacts and the total thermal performance of a CNT array
is unclear. This disparity is a consequence of widely different length scales involved
in the problem; atomistic length scales of individual CNT-CNT and CNT-substrate
contacts co-exist with the mesoscopic length scales of a CNT array.
In Chapter 2, we establish a connection between the microscopic mechanics and heat
transfer parameters of a CNT to the macroscopic mechanical and thermal performance
of the CNT array as a whole. This connection is achieved using a coarse-grain
simulation framework to model the contact mechanics and the associated thermal
performance of vertically-aligned CNT TIMs (see Figure 1.2b). The sensitivity of the
thermal performance of the CNT array on microscopic parameters such as CNT-CNT
and CNT-substrate contact resistances along with microstructural information such
9as the area of CNT tip contact with the opposing substrate are reported. A nanoHUB
web simulation tool is also made available for thermo-mechanical simulations of CNT
arrays with varying geometrical and structural parameters.
At an even smaller scale (see Figure 1.2c), without any microscopic roughness,
thermal interface resistance exists at an interface between two materials due to an
abrupt change in material properties such as atomic structure and vibrational spectrum
across the interface. In this dissertation, we explore the use of the AGF method
to model interfacial thermal transport using the detailed atomic structure at an
interface. As discussed in the previous section, limitations of the conventional AGF
method include the absence of computationally efficient methods to model inelastic
phonon scattering processes and to obtain branch- or polarization-resolved transmission
functions. We propose efficient extensions to the AGF framework that enable the
computation of polarization-resolved phonon transmission functions (Chapter 5) and
the inclusion of phonon-phonon scattering using a Bu¨ttiker probe approach (Chapter
4).
Another important limitation of the methods discussed in the previous section
is that they are primarily applicable for heat transfer through phonons or lattice
vibrations. However, electrons are the dominant carriers of thermal energy in a metal
and hence the techniques discussed in the previous section are not directly applicable
to heat transport across metal-semiconductor interfaces. We perform first-principles
calculations of electron-phonon coupling and provide useful insights on the strength of
coupling between metal electrons and interfacial phonon modes for metal silicide-silicon
interfaces (Chapters 3 and 4). Also, the contributions of various interfacial scattering
mechanisms, such as elastic, inelastic phonon scattering and electron-phonon coupling,
to the thermal conductance of metal silicide-silicon interfaces are extracted from
rigorous first-principles based atomistic transport simulations (Chapter 4).
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2. COMBINED MICROSTRUCTURE AND HEAT TRANSFER MODELING OF
CARBON NANOTUBE THERMAL INTERFACE MATERIALS1
2.1 Introduction
Heat dissipation in contemporary electronic devices can be limited more by interface
thermal resistance than by intrinsic bulk resistance. This circumstance is a direct
consequence of miniaturization of device sizes and the associated increase in the
density of heterogeneous interfaces. Much research in the last decade has attempted
to develop and optimize highly conducting and mechanically-reliable thermal interface
materials (TIMs) [25]. Vertically-aligned carbon nanotube (CNT) arrays are promising
TIMs because of the high thermal conductivity (∼ 1000 Wm−1K−1) of individual
pristine single-walled CNTs [26] and the mechanical compliance of the CNT array [27].
Innovative techniques have been developed to measure the thermal and mechanical
properties of individual nanotubes and of CNT arrays. Examples of thermal transport
measurements on the scale of individual nanotubes include the measurement of thermal
conductivity of an isolated multi-walled nanotube (MWCNT) by Kim et al. [28] and
the measurement of contact resistance between individual MWCNTs by Yang et al. [29].
Approaches such as the photoacoustic method [30] and the 3ω technique [31] have
been used to measure the contact and bulk effective resistances of CNT arrays. At the
same time, mechanical characterization of vertically-aligned CNT (VACNT) arrays
has been performed using nano-indentation [32] and non-contact techniques [33]. In
this chapter, we address the combination of mechanical and thermal characteristics of
CNT arrays and the development of an experimentally-validated mesoscopic modeling
approach.
1Content in this chapter reproduced from ref. [24] with permission from ASME.
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With a steady increase in computational power, the last decade has seen a tremen-
dous development in the atomistic modeling of CNTs and CNT interfaces. Berber et
al. [26] used molecular dynamics (MD) simulations to predict the thermal conductivity
of a single-walled carbon nanotube. The interface resistance between a CNT and
planar substrates such as Si and SiO2 have also been studied using MD [34,35]. The
interface resistance between contacting CNTs has been studied using the atomistic
Green’s function method [36,37] and MD simulations [38]. Such high-fidelity atomistic
calculations of thermal transport have, however, not yet developed into predictive
thermal modeling of macroscopic CNT arrays.
Heat transfer models of CNT arrays still involve simplified approaches such as effec-
tive medium approximations [39,40] that do not consider the detailed microstructure of
the CNT array. The dependence of thermal properties of a CNT array on the applied
load cannot be captured with effective medium theories. CNT-CNT and CNT-matrix
interface resistances are also difficult to incorporate in an effective medium approach.
This difficulty in extending results from high-fidelity atomistic simulations to mesoscale
transport calculations is primarily due to the computational expense involved in full
atomistic simulations at the mesoscale and due to uncertainties associated with the
microstructure. A compelling need thus exists for developing microstructure-accurate
transport models of CNT arrays [41]. Such models are expected to provide insights into
the large and growing set of experimental measurements being reported on CNT-based
TIMs and account for important microstructural features and results from the plethora
of atomistic transport calculations and experimental measurements reported in prior
literature.
Volkov and Zhigilei [42, 43] developed such mesoscale thermal transport models
for CNTs randomly distributed in a planar array. In this work, we focus on VACNT
arrays used as thermal interface materials. An earlier model for studying the thermal
interface resistance of VACNT arrays [44] used an analogy with the mechanics of wool
fibers to describe the contact mechanics of CNTs in an array. However the mechanics


























Figure 2.1. Schematic representation of the modeling approach used
to develop a microstructure-dependent heat transfer model of VACNT
thermal interface materials.
thickness that cannot readily be related to the mechanical properties of an individual
nanotube. Also, the model considers the CNT array as an effective medium, hence
making microstructural details such as variations in CNT height and spacing across
the array difficult to incorporate. Also, the model predicts only the CNT-substrate
contact resistance and does not consider the intrinsic or diffusive thermal resistance
of the CNT array. More recently, Barako et al. [14] used a combination of coarse-
grain simulations and thermal network models to predict the pressure-dependent
diffusive thermal resistance of compressed CNT arrays. However their thermal network
approach assumed the same thermal conductance for every pair of coarse-grain CNT
nodes in contact. In reality, the contact conductance should depend on the local
geometry and alignment of the CNT segments in contact. Also, their model predicts
only the diffusive resistance of the array while the CNT tip contact resistance was
not considered. The effect of matrix materials such as solder and wax cannot be
studied using a simple network model as it requires a full-field solution of the heat
diffusion equation with the incorporation of relevant contact resistances. Such full-field
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solutions become particularly important when thermal conductivities of the individual
CNTs and the matrix material are similar in an order-of-magnitude sense. Such a
circumstance could occur with defective MWCNT arrays in which individual CNTs
have thermal conductivities of the order of few tens of Wm−1K−1 [45]. Another
important distinction of the present work is the calibration of coarse-grain model
parameters with load-displacement curves obtained from nanoindentation experiments.
Figure 2.1 schematically describes the modeling approach in the present work. We
perform energy minimization on a coarse-grain CNT array model to predict the
microstructure of the CNTs. The predicted microstructure is then used as an input
to a finite volume thermal solver that incorporates results from atomistic calculations
reported in prior literature. The ovals in Figure 2.1 describe simulations performed in
this work while the CNT-CNT and CNT-substrate interface resistances (the rectangle
in Figure 2.1) are obtained from atomistic calculations and experiments reported in
prior literature.
2.2 Modeling Methodology
In this section, the methodologies for the coarse-grain mechanics solver and the
thermal transport solver are described.
2.2.1 Mechanics Modeling
Coarse-Grain Modeling: Atomistic modeling of CNTs is computationally expensive
for the micrometer-tall CNT arrays considered in the present work. However the
thermal transport model requires information on the microstructure of the CNT
array such as the contact configurations of the CNTs, both among themselves and
also with the opposing substrate. Thus a full continuum or an effective medium
description would also not be appropriate here. Mesoscale microstructure simulations
have employed abstracted representations of CNTs such as beam elements [46], coarse-
grain beads [47], stretchable cylindrical segments [48, 49], and spherical elements with
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anisotropic van der Waals interactions [50]. Among these, the bead-spring model of
ref. [47] is the most widely used due to its simplicity and ease of implementation with
molecular dynamics codes such as LAMMPS. This model has been used in various
applications such as the study of self-organization of large CNT arrays [51], and to
predict the mechanical properties of complex structures such as buckypaper [52,53]
and vertically-aligned CNT arrays [54, 55]. The primary deficiency of the bead-spring
model is its inability to produce long-range rearrangement of randomly oriented CNTs
into aligned CNT bundles [48]. This circumstance occurs due to the corrugated
potential energy surface of the bead-spring model that produces artificial energy
barriers for CNT alignment [50]. However, the present work considers the mechanical
compression of vertically oriented CNT arrays in which CNTs are generally aligned in
the initial microstructure. Hence the bead-spring model of ref. [47] is considered to
be suitable for simulating the microstructure of the present vertically oriented CNT
thermal interface materials. The concept of coarse-graining is very popular in the
polymer literature where the basic idea is to lump a group of atoms into a single entity
that is usually termed a ‘bead’. The parameters for interactions among beads are
chosen to match the strength of interactions among atoms in the original full-atomistic
model. The coarse-grain model is briefly described here, and the reader is referred to
ref. [47] for further details.
A CNT is represented as a string of beads or point masses as shown in Figure
2.2. The equilibrium bead spacing ro is chosen to include 20-25 beads per CNT in
all of the simulations reported here. The equilibrium angle θo between adjacent bead
segments is chosen as 180 degrees in the present study. The equilibrium angle could
however be changed to other values in order to simulate kinked or crimped CNTs.
The model considers three types of energy interactions among the coarse-grain beads:














(ri−1 − ri) · (ri+1 − ri)





LJ(|rj − ri|) (2.1)
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Figure 2.2. Schematic representation of the coarse-grain model.
where Us, Ub, and Uv represent the energies due to linear stretching/compression,
bending, and van der Waals interactions respectively. ks, kb denote the harmonic
stretching and bending spring constants respectively. |ri+1−ri| represents the distance
between adjacent beads in a CNT, and cos−1 (ri−1−ri)·(ri+1−ri)|ri−1−ri||ri+1−ri| is the angle between
adjacent segments in a CNT. LJ(|rj − ri|) denotes the Lennard Jones interaction
between beads i and j that belong to different CNTs. In the original formulation
of the coarse-grain model in ref. [47], the harmonic spring constants ks and kb were
obtained from molecular dynamics simulations of individual pristine single-walled
CNTs. However, CNT arrays grown in practice typically consist of defective multi-
walled nanotubes. Also, the CNTs are typically poly-dispersed with variations in
properties among different CNTs. Hence the use of atomistic simulations to determine
the stretching and bending stiffness constants is impractical for realistic MWCNT
arrays. In the present study, the stretching stiffness ks is obtained by approximating
the Young’s modulus of large-diameter (25 nm) multi-walled CNTs to be equal to
that of graphite. Such an approximation is justified from experimental measurements
showing that the Young’s modulus of MWCNTs converges to the in-plane modulus
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of graphite for large CNT diameters [56]. We also find that ks has a very small
effect on the stress-strain curves, thus enabling such approximations without resorting
to atomistic simulations. The weak dependence of simulation results on the tensile
stiffness ks is a consequence of the fact that individual CNTs are not perfectly aligned
in the vertical direction; bending of CNTs perpendicular to the growth axis is the
primary deformation mechanism on the scale of individual CNTs (see Figure 2.6).
Knowing the Young’s modulus E and the annular cross-sectional area A, ks is given





Although relatively insensitive to ks, the simulation results are found to be very
sensitive to the bending stiffness kb. In prior literature, kb for CNTs has been obtained
from MD simulations [47] as well as conventional continuum models such as shell
and thin beam theories [54, 57]. In the present work, kb is fitted to the tangential
modulus obtained from nanoindentation experiments on the CNT arrays considered
here. The van der Waals interactions between coarse-grain beads are modeled using a
12-6 Lennard-Jones (LJ) potential whose parameters  and σ are obtained from the
atomistic C-C LJ potential as explained in ref. [47].
CNT-Substrate Interaction: Mechanical loading of the CNT array is modeled
using a planar indenter force field; the basic approach is similar to that in ref. [58]
where a spherical indenter was used to simulate nanoindentation on buckypaper.




⎩ kind(z − zs)
2 if z ≥ zs
0 if z < zs
(2.3)
where kind is the indenter force constant, zs is the position of substrate or indenter,
and z is the position of the bead. The corresponding interaction energy is obtained






if z ≥ zs
0 if z < zs
(2.4)
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The value of kind is set to a large value (10
3 eV/A˚
3
) in all simulations; this condition
effectively constrains all beads to the region below the indenter. In practice, this
is a reasonable approximation because of the large difference in modulus between
the CNT and the indenter. The stress strain curves were found to be insensitive








to simulate a rigid indenter pressing down on the CNTs. The randomly generated
initial structure of the CNT array is first relaxed to a minimum energy configuration
before introducing the indenter. The indenter is then moved down into the array in
small steps (typically ∼ 50-100 A˚), and the positions of the beads are relaxed to a
minimum energy configuration for each position of the indenter.
The energy of interactions between the CNT beads and the indenter is added to
the total energy expression in Eq. (2.1), and this overall energy is minimized. The
force (and the stress) on the indenter is then calculated at each converged minimum
energy point. Thus the simulation procedure is effectively a strain-controlled axial
load test on the CNT array.
Energy Minimization: The problem of microstructure prediction under mechanical
loading is cast here as an energy minimization problem; the total energy of the system,
i.e., the interaction energy among the coarse-grain beads in Eq. (2.1) and the bead-
substrate interaction in Eq. (2.4), is minimized with respect to the coordinates of CNT
beads. Energy minimization is performed using the open source molecular dynamics
software LAMMPS [59]. The Hessian-free truncated Newton algorithm is used as the
minimization method with a relative energy tolerance of 10−13 and a force tolerance
of 10−3 eV/A˚, i.e., the minimization converges when the relative change in energy
between successive iterations is less than the energy tolerance or when the maximum
component of force on the beads becomes less than the force tolerance. We observed
in our simulations that the energy and force tolerance criteria were typically satisfied
simultaneously at convergence.
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Initial CNT Array Microstructure: The choice of initial CNT array microstruc-
ture (that is later relaxed to its energy minimum) is guided here by observations of
SEM images of arrays grown using the microwave plasma chemical vapor deposition
technique. The array structure is governed by three geometric parameters that are
assumed to follow a Gaussian distribution whose mean values were decided based on
SEM images of CNT arrays before mechanical nanoindentation tests were performed.
These parameters include the length of each CNT, the spacing between CNTs, and
the initial vertical alignment of individual CNT tips. CNT lengths of 3 µm, 5 µm
and 10 µm are considered in this study. All CNTs are assumed to have the same
length, i.e., the standard deviation among different CNT lengths is set to zero. This
assumption however does not require that all CNTs span the entire length from the
growth substrate to the opposing substrate because the vertical alignment varies
between CNTs.
The mean spacing between CNTs is chosen as 120 nm and corresponds to an areal
density of 6.9× 109 CNTs/cm2. This average value of the spacing between CNTs is
chosen based on measurements of the array mass density and from analysis of SEM
images of CNT arrays considered in this work. A standard deviation in spacing of
25 nm is used in all the simulations presented here. The initial mean tip inclination
is set to 30 degrees, i.e., the mean angle between the CNT tip and the vertical or
transport direction is set to 30 degrees. Table 2.1 summarizes the mean and standard
deviations of the various geometric parameters used in the present work. The initial
microstructure is relaxed to a local energy minimum using the coarse-grain energy
minimization technique described above.
2.2.2 Thermal Transport Modeling
The microstructures obtained from the coarse-grain simulations are used to evaluate
the thermal performance of the CNT arrays embedded in a filler material. One-
dimensional Fourier heat conduction is assumed in the CNTs, and three-dimensional
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Table 2.1. Mean and standard deviation of geometric parameters
used to generate the initial CNT array microstructure.
Parameter Mean Standard deviation
CNT height 3, 5, 10 µm 0 µm
CNT-CNT spacing 120 nm 25 nm
CNT tip vertical inclination 30 degrees 10 degrees
heat conduction is assumed in the filler matrix. The CNTs considered in this study
are defective and many microns long; hence the assumption of Fourier diffusion is
expected to be a reasonable approximation. The finite volume solution procedure
is adopted from ref. [60] where the Fourier heat conduction equations were solved
for CNTs randomly embedded in a two dimensional matrix. Here we use a similar
procedure for VACNT arrays in a three-dimensional filler matrix.
Figure 2.3 shows a schematic of five CNTs embedded in a three-dimensional filler
matrix. Figure 2.3 is considered only for the purposes of demonstration; the actual
simulation results presented here consider a periodic simulation box containing 400
CNTs, and the results are verified to be independent of the number of CNTs considered.












GccAi,k(Tk − Ti)︸ ︷︷ ︸
CNT-CNT heat flow
+GcmPli(Tm,i − Ti)︸ ︷︷ ︸
CNT-matrix heat flow
+ GcsAi,s(Ts − Ti)︸ ︷︷ ︸
CNT-opposing substrate heat flow
= 0 (2.5)
where kc, Ac denote the thermal conductivity and cross-sectional area of an individual
CNT. ζi,i+1(ζi,i−1) represents the distance between CNT nodes i and i + 1 (i − 1).
Gcc denotes the thermal conductance per unit area between two CNTs, and Ai,k
represents the contact area between CNT nodes i and k. Only the CNT nodes k that
belong to a different CNT are considered, as this term represents heat transfer across
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CNTs due to van der Waals interactions. Gcm represents the contact conductance
per unit area between the CNT and the surrounding matrix. P and li denote the
CNT perimeter and length of the control volume around node i respectively. Tm,i
represents the temperature of the filler matrix at the position of the CNT node i. This
temperature is obtained from the temperature of the surrounding matrix nodes using
linear interpolation. As an example, Tm,i in Figure 2.3 is obtained from the following
equation:
Tm,i = Tu,v,w +∇T · (ri − ru,v,w) (2.6)
where ri, ru,v,w denote the position vectors of the CNT and matrix nodes respectively.
Note that Tm,i = Tu,v,w when the CNT node coincides with the matrix node. The last
term in Eq. (2.5) represents the energy transfer between a CNT and the opposing
substrate where Gcs denotes the contact conductance per unit area between an
individual CNT and the opposing substrate. Ts is the temperature of the opposing
substrate, and Ai,s denotes the contact area between the CNT node i and the opposing
substrate. Only a small fraction of CNT nodes near the tips of the CNTs would
have a non-zero contact area with the substrate. The procedure for the calculation of
CNT-CNT and CNT-substrate contact areas (Ai,k and Ai,s in Eq. (2.5)) is explained
in the next section.


























GcmPli(Tm,i − Ti) = 0 (2.7)
where the first term represents heat diffusion within the filler matrix, and the second
term represents heat transfer between CNTs and the matrix material. The summation
in the second term runs over all CNTs that cross the control volume under consideration.
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Tm,i is interpolated from the temperatures of the surrounding nodes as explained
above.
Figure 2.3. Schematic of CNTs embedded in a filler matrix. One
dimensional discretization is performed along the length of the CNTs
and three dimensional rectangular cells are used in the discretization
of the filler matrix.
Calculation of CNT-CNT and CNT-Substrate Contact Areas: Each CNT
node conceptually represents a cylinder with a diameter of 25 nm and length given by
the distance between adjacent CNT nodes. The curved surfaces of these cylinders are
discretized into small area elements (400 elements along the circumference and a cell
size of 2 A˚ along the axis). For the determination of CNT-substrate contact area, the
number of area elements within a van der Waals radius of 10 A˚ from the opposing
substrate is determined. Similarly for the determination of CNT-CNT contact area,
the number of area elements in one CNT cylinder (node) within a van der Waals
radius from the other CNT cylinder (node) is determined. These computations are
used to obtain the contact areas Ai,s and Ai,k in Eq. (2.5).
Boundary Conditions: Constant-temperature boundary conditions are applied to
the CNT base nodes and the opposing substrate. The contact resistance between
23
CNTs and the growth substrate is assumed to be negligible in comparison to the
CNT-opposing substrate contact resistance because CNTs are covalently bonded to the
growth substrate while the interaction between CNT tips and the opposing substrate
is typically limited to weak van der Waals interactions [30]; hence the CNT base nodes
are assumed to be at the same temperature as the growth substrate. The CNT base
nodes are held at a temperature Tsource, and the opposing substrate is at a temperature
Tsink; such boundary conditions mimic the case when CNTs are embedded between a
heat source and a sink. The values of effective thermal resistances reported here are
independent of the specific values of Tsource and Tsink. Periodic boundary conditions
are applied on the lateral faces of the simulation box. All CNTs extending beyond
the simulation box are mapped back into the box.
2.3 Results
In this section, we report results from coarse-grain mechanics simulations and
predictions of thermal resistance obtained from the finite volume solver described
in the previous section. All results presented here are averaged over four random
realizations of the initial CNT array microstructure.
2.3.1 Mechanics
Coarse-grain CNT arrays of heights 3 µm, 5 µm, and 10 µm are considered in this
work. Figure 2.4a shows the experimentally obtained load-displacement curve of a
10 µm tall CNT array grown using the microwave plasma chemical vapor deposition
technique2. The tangential modulus E = S/D = 3 MPa is extracted from the slope
of the loading curve as shown in Figure 2.4a. The bending stiffness kb in the coarse-
grain simulations is chosen to obtain the same tangential modulus of 3 MPa for one
particular random realization of a 10 µm tall array. This value of kb (adjusted for
2CNT arrays were synthesized by Stephen L. Hodson at Purdue University and the nanoindentation
measurements were performed by Prof. Matthew R. Maschmann at the University of Missouri. The
details of the nanoindentation setup are available in ref. [24].
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variations in bead spacing) is then used in all further simulations. Table 2.2 shows
the coarse-grain simulation parameters for all the array heights considered in this
work. Note that the bending stiffness kb is not the same for all array heights as the
spacing between beads is different for the different array heights; the product kbro
that is equivalent to the bending stiffness EI in Euler-Bernoulli beam theory is held
constant among the different simulations. The value of bending stiffness EI = kbro
obtained by fitting to experimental data is 2.26 × 10−22 Jm for a 25 nm diameter
MWCNT with approximately 20 walls (from TEM images of CNTs considered in the
present work). No results from atomistic simulations exist for bending stiffness of
such large-diameter MWCNTs. However, Buehler [47] reported a bending stiffness of
6.65× 10−26 Jm for a (5,5) SWCNT of 0.68 nm diameter. Considering that bending
stiffness scales to the fourth power of the number of walls [61], the four orders of
magnitude difference between the experimentally fitted value for a MWCNT with
20 walls and the reported value for a SWCNT is reasonable. Figure 2.4b shows the
simulated stress-strain curves of CNT arrays averaged over four random realizations.
The tangential moduli of different random realizations are found to vary between 2.5
and 4 MPa which is close to the experimental modulus. Convergence studies with
respect to the equilibrium bead spacing ro and the system size N are provided in
Appendix A.
The bending stiffness of the coarse-grain CNTs was obtained by fitting the loading
tangential modulus from simulations to the experimental tangential modulus extracted
from the linear portion of the loading curve. However we note that it is more common
to extract the elastic modulus from the slope of the unloading curve using the Oliver
Pharr method [62]. Thus we also compare the unloading modulus obtained from the
coarse-grain simulations with that extracted from the initial slope of the unloading
curves in nanoindentation. Figure 2.5a shows the experimental unloading curves
obtained from nanoindentation where unloading is performed from indentation depths
of about 2 and 3 µm. Figure 2.5b shows the unloading curve obtained by retracting the
indenter away from the CNT array in small steps and minimizing the total energy for
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Figure 2.4. a) Experimental load-displacement curve obtained from
nanoindentation of a 10 µm tall CNT array. b) Simulated stress-strain
curves obtained from coarse-grain mechanics simulations.
each position of the indenter. Comparison of the unloading curves between simulation
and experiment shows that the coarse-grain simulation captures the hysteresis observed
in experiments, i.e., the array does not recover back to its original height when the
loading is removed. Although the bending stiffness kb is fitted only to the loading
modulus, this fitted value of kb produces an unloading modulus of 21 MPa that is also
in reasonable agreement with the experimental value considering that the unloading
modulus from nanoindentation varies depending on the indentation depth at which
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Table 2.2. Coarse-grain model parameters used in the microstructure
simulations of the 3, 5, and 10 µm tall arrays. The stretching stiffness
ks is obtained from the Young’s modulus of graphite (1 TPa) and
the bending stiffness kb is obtained by fitting to nanoindentation











3 1500 78.39 9442.4 1650.1 226 1000
5 2000 58.8 7081.8 2200.4 226 1000
10 4000 29.4 3540.9 4400.8 226 1000
unloading is performed. The mechanical hysteresis and plastic deformation of the CNT
array arises from the establishment of new van der Waals bonds between adjacent
CNTs during deformation. The bonds of the deformed forest change the internal
strain energy of the array and are sufficiently strong to remain in place after the load
is removed.
We note that the use of harmonic stretching and bending potentials may not be
quantitatively accurate at large deformations. However the simulations reproduce
typical features in the stress-strain curves such as an initial linear region followed by
a flattening of stress with further increase in strain (cf., [32, 63]). Figure 2.6 shows
the relaxed microstructures of a 5 µm tall array as a function of the applied load.
Comparison of Figures 2.4b and 2.6 reveals that flattening of the stress-strain curve
is accompanied by collective buckling of CNTs in the array. Figure 2.6 also shows
bundling of CNTs due to van der Waals interactions; similar bundling phenomena
were also observed in prior works that used coarse-grain models to describe the
CNT array microstructure [42, 52]. Bundling of CNTs occurs when a group of CNTs
form consecutive bead-bead contacts. Therefore, the distribution of the number of
consecutive bead-bead contacts among CNT pairs that have at least one bead-bead
contact is a useful measure of the extent of bundling in the CNT array. Figure 2.7
27















 ! " #$fffifl ffi" )*
+,- . / 01#
 ! 2fi" #$fffifl ffi" )* 3
+,- . 45 01#
 ! 2fi" #$fffifl ffi" )* 4
+,- . /6 01#
(a)
























Figure 2.5. a) Experimental load-displacement curve of a 10 µm
tall array with unloading at indentation depths of 2 and 3 µm. b)
Unloading stress-strain curve obtained from coarse-grain simulations
of 10 µm tall arrays (results averaged over four random realizations).
shows the cumulative distribution of the number of consecutive contacting beads
among contacting CNT pairs for a 5 µm tall array where bead-bead van der Waals
contacts were identified with a cutoff radius of 1.5σ. The cumulative distribution
function shows that almost 40% of the CNT-CNT contacts are point contacts, i.e., just
one bead-bead contact. The graph also shows that about 20% of CNT-CNT contacts
have eight or more consecutive bead-bead contacts (eight adjacent beads is equivalent
to one-third of the total CNT length). The cumulative distribution function also
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shows a weak dependence on the compressive strain imposed on the array. An increase
in the overall number of CNT-CNT contacts is observed with increasing strain. The
foregoing coarse-grain mechanics simulation procedure3 has been implemented into an
online nanoHUB tool with a user-friendly graphical user interface [64]. Stress-strain
curves for any particular set of geometric parameters governing the CNT array can be
obtained using this simulation tool.
2.3.2 Heat Conduction
In this section, the load-dependent microstructures obtained from the mechanics
simulations are used to analyze the heat transfer properties such as the contact and
diffusive resistances of the CNT arrays. We also study the effect of various parameters
such as CNT-CNT contact resistance and the effect of matrix fillers on the thermal
performance of CNT thermal interface materials. The microstructures also provide
access to rich geometric information that is difficult to obtain from direct imaging of
CNT arrays used in experiments.
Comparison with Experimental Data: In the present model, the total thermal
resistance (diffusive and contact) of the CNT array depends on three parameters:
the thermal conductivity of an individual CNT (kc), the area-normalized contact
conductance between two CNTs (Gcc), and the area-normalized contact conductance
between a CNT and the opposing substrate (Gcs). These parameters have been
reported in prior literature from experimental measurements as well as from atomistic
simulations (see refs. [26, 28] for estimates of kc, refs. [29, 36,37,65] for estimates of
Gcc, and refs. [34,35] for estimates of Gcs). While such studies offer important insights
and order-of-magnitude estimates for kc, Gcc and Gcs, it is difficult to use results from
these studies directly in our mesoscale model. This is partly due to the wide scatter
that exists among the different studies and also due to the fact that many of the
3The nanoHUB tool currently includes only the mechanics simulation features described in this work.
The prediction of thermal resistance in the nanoHUB tool follows a simple network approach and





Figure 2.6. Energy-relaxed configurations of a 5 µm tall CNT array
containing 400 CNTs in the simulation box. a) No load (point A in
Figure 2.4b). b) Strain = 0.014, Load = 75 kPa (point B in Figure
2.4b). c) Strain = 0.045, Load = 160 kPa (point C in Figure 2.4b). d)
Strain = 0.11, Load = 122 kPa (point D in Figure 2.4b). e) Strain =
0.14, Load = 119 kPa (point E in Figure 2.4b).
results from atomistic simulations consider only small-diameter single-walled CNTs,
while CNT arrays grown in practice typically consist of large-diameter multi-walled
CNTs.
30






















































Figure 2.7. Cumulative distribution of the number of consecutive
bead-bead contacts among CNT pairs having at least one van der
Waals contact.
Here we extract these parameters by fitting the results from our finite volume solver
to experimental data obtained from measurements using the photoacoustic technique4.
We show later in this section that the sensitivity of the total thermal resistance of
the CNT array to Gcc is significantly less than the sensitivity to kc and Gcs. Hence
the CNT-CNT contact conductance is set to 108 Wm−2K−1 and is not fitted to the
experimental data. This value is chosen based on the experimental measurements
in ref. [29] in which the contact conductance between two individual MWCNTs was
measured to be of the order of 108-109 Wm−2K−1. kc and Gcs are varied in the range
of 10-500 Wm−1K−1 and 107-108 Wm−2K−1 respectively. For each pair of kc and Gcs,
the least-square error from the experimental data is evaluated, and the parameters
that minimize the least square error are obtained using a simple brute-force search.
Also, the parameters are only fitted to the experimental data of a 10 µm tall array,
and the resulting fitted parameters are used to estimate the thermal resistance of 3
4Photoacoustic thermal characterization of the CNT arrays was performed by Stephen L. Hodson at
Purdue University. Details of the photoacoustic measurement setup are available in ref. [24].
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and 5 µm tall arrays. The fitted values were kc = 12 Wm−1K−1 (using cross-sectional
area as πd2o/4) and Gcs = 7 × 107 Wm−2K−1. Prior predictions of CNT-substrate
interface conductance from experiments as well as simulations are in the range of
107-108 Wm−2K−1. Hence the fitted value of Gcs compares well with prior studies in
the literature. The thermal conductivity of an individual CNT is typically assumed to
be of the order of 1000 Wm−1K−1. This is however true only for pristine single walled
nanotubes. Marconnet et al. [45] used effective medium theory to extract the thermal
conductivity of an individual CNT from different literature reports on the effective
thermal conductivity of the CNT array. Many of the extracted values were in the range
of 30-50 Wm−1K−1 which is reasonably close to the present prediction. Our results
show that although pristine single walled CNTs might have thermal conductivities of
the order of ∼1000 Wm−1K−1, defective MWCNTs grown in practice have thermal
conductivities that are of the order of ∼10 Wm−1K−1.
Figure 2.8a shows the simulation predictions compared with experimental data.
The predictions are obtained by averaging over four initial random realizations of
the array structure, and the error bars represent the standard deviations over these
random realizations. Since the parameters kc and Gcs are fitted to the experimental
data of the 10 µm tall array, the simulation predictions for the 10 µm array match very
well with the experimental data. However the same fitted parameters also produce a
reasonable match to the experimental data of a 3 µm tall array. This result illustrates
the usefulness of the present technique where a subset of experimental data could
be used to fit for the model parameters that are then used to predict the pressure-
dependent thermal resistance of CNT arrays with different heights. The convergence
of thermal results with respect to simulation parameters ro, N and the variations in
thermal resistance due to random variations in the initial microstructure are discussed
in Appendix A.
Figure 2.8b shows the diffusive resistance obtained by setting Gcs to an artificially
large value (1015 Wm−2K−1) so that the total resistance of the array has no contribu-
tion from CNT-substrate contact resistance. The diffusive resistance shows a weak
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dependence on applied pressure and increases with increase in height of the CNT arrays.
An effective thermal conductivity can be extracted using the pressure-dependent array
height and the diffusive thermal resistance. The diffusive resistances in Figure 2.8b
are equivalent to array thermal conductivities of 0.4 to 0.6 Wm−1K−1 (depending on
array height and applied load). Such low values for the effective thermal conductivity
are consistent with thermal conductivities extracted from experimental data reported
in prior literature on a large number of different CNT arrays (see ref. [45]).
The present simulations assume a constant thermal conductivity of each individual
CNT throughout the loading process; however prior atomistic simulation studies [49]
have shown that buckling kinks can contribute an additional resistance to heat
transport, decreasing the effective thermal conductivity of the buckled CNT. Models
of such higher-order effects to account for reduction in individual CNT thermal
conductivity due to buckling would be a welcome extension of the present work.
Effect of CNT-CNT Contact Conductance: The CNT-CNT contact conductance
for two MWCNTs in contact was measured to be 109 Wm−2K−1 by Yang et al. [29].
To investigate the effect of this parameter on the resistance of the CNT array, we
have varied the CNT-CNT contact conductance from 107-109 Wm−2K−1 (see Figure
2.9a). We also consider the extreme limit of zero contact conductance between CNTs,
thus neglecting all CNT-CNT interactions. The total resistance of the array with
no CNT-CNT interactions is about five-fold larger than the case with Gcc = 10
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Wm−2K−1. With no CNT interactions, only the small fraction of the CNTs that
make contact with the opposing substrate contribute to heat transfer. Although the
zero contact conductance limit leads to a high thermal resistance, Figure 2.9a shows
that the resistance of the array does not change significantly for the other contact
conductance values.
Figure 2.9b illustrates the sensitivity of the total thermal resistance of a 5 µm tall
array to the various parameters (Gcc, kc, Gcs) involved in the thermal model. The total
thermal resistance of the 5 µm tall array using the experimentally fitted parameters of
kc = 12 Wm
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Figure 2.8. a) Total thermal resistance of 3, 5, and 10 µm tall
CNT arrays compared with experimental measurements. b) Diffusive
thermal resistance of 3, 5, and 10 µm tall CNT arrays.
Figure 2.8a) is shown in Figure 2.9b along with three other thermal resistance curves
in which each of the three parameters have separately been decreased by a factor of 10
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from their experimentally fitted value. For example, the curve with kc = 1.2 Wm
−1K−1
corresponds to the case in which CNT thermal conductivity has been reduced by
a factor of 10 while the other two parameters Gcc and Gcs are maintained at their
experimentally fitted values. The curves indicate that the CNT-substrate contact
conductance is the most sensitive parameter affecting the total thermal resistance
of the CNT array while the CNT-CNT contact conductance is the least sensitive
parameter. This result follows from the observation that the fractional increase in
total thermal resistance is less than two for a ten-fold reduction in Gcc. However the
fractional increase in total thermal resistance is much higher (∼ 4-6) for a ten-fold
reduction in Gcs. These results further illustrate that CNT-substrate contact is the
primary bottleneck in reducing the total thermal resistance of VACNT TIMs.
CNT-Substrate Contact: In this section, we analyze statistical variations of the
CNT-opposing substrate contact geometry. The geometry of CNT tip contacts has a
strong influence on the contact resistance of the CNT array. Vertical tips produce
point contacts, whereas bent horizontal tips provide line contacts with relatively higher
contact area. Figure 2.10a shows the variation of mean tip angle with the vertical
(averaged over different CNTs making contact with the substrate). All the CNT arrays
(3, 5, and 10 µm) show an increase in the mean tip angle with applied pressure, i.e.,
the contact type changes from point to line contact with increasing load on the CNT
array.
Figures 2.10b and c indicate that the fraction of CNTs in contact with the substrate,
and hence the CNT-substrate contact area, is larger for taller arrays. This result
is likely due to the tendency of taller arrays to deform more easily than shorter
arrays. The larger CNT-substrate contact area also explains the surprising result
in Figure 2.8a where the 5 µm tall array has almost the same resistance as a 3 µm
tall array. However, we note that taller CNT arrays grown in practice typically have
more variation in height compared to shorter arrays, and such variations in CNT
heights within an array can lead to smaller CNT-substrate contact areas in practice.
The present results however illustrate the rich microstructural data (CNT-substrate
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Figure 2.9. a) Dependence of total thermal resistance of a 5 µm tall
CNT array on the CNT-CNT contact conductance. b) Sensitivity of
total thermal interface resistance to CNT-CNT contact conductance
(Gcc), CNT thermal conductivity (kc), and CNT-substrate contact
conductance (Gcs).
contact topologies and areas) that can be obtained from the analysis of results from
coarse-grain simulations.
Effect of Matrix Fillers: All results presented above assume that the matrix material
surrounding the CNTs is non-participating and does not contribute to heat conduction























































































































































Figure 2.10. a) Variation of mean CNT tip inclination with applied
load. b) Fraction of CNTs in contact with the substrate as function of
applied load. c) Variation of CNT-substrate contact area with applied
load. All the results in this figure are averaged over four random initial
realizations of the CNT array.
CNT arrays immersed in paraffin wax [66], we study the effect of matrix fillers on
the total thermal resistance of the CNT array. A matrix material can reduce the
thermal resistance of a CNT array through a combination of two factors: i) enhance
heat transfer between CNTs and reduce the diffusive thermal resistance. ii) creation
of additional heat transfer pathways for CNTs that do not make contact with the
opposing substrate by filling the gaps between the tips of such CNTs and the opposing
substrate. We explore the contributions of both factors in reducing the total thermal
resistance of the CNT array dipped in paraffin wax. Because no experimental data
exist on the contact conductance between CNT and wax, the CNT-wax conductance
is assumed to be the same as the CNT-CNT contact conductance (108 Wm−2K−1).
Figure 2.11 shows the total thermal resistance of a CNT array with and without
paraffin wax. For the CNT array with paraffin wax, we study two cases based on the
value of contact conductance between the matrix material and the opposing substrate
(Gms). When Gms = 0 Wm
−2K−1, the reduction in thermal resistance is only due to
the reduction in diffusive resistance of the array as there is no heat transfer between
37













































































Figure 2.11. Effect of paraffin wax on the total thermal resistance of
a 10 µm tall CNT array.
the matrix material and the opposing substrate. We also consider the case when
Gms = 10
6 Wm−2K−1, and in this case the reduction in total thermal resistance has
contributions from both factors i) and ii) above. When Gms = 10
6 Wm−2K−1, the
number of CNT-substrate contacts is not the bottleneck to heat transfer, as wax offers
an alternate pathway for heat conduction. Consequently, the pressure dependence of
thermal resistance greatly diminishes. We observe from Figure 2.11 that even though
wax has a relatively low thermal conductivity of 0.25 Wm−1K−1, it produces a 50%
reduction in the total thermal resistance of the CNT array. The magnitude of the
drop in resistance and the weak dependence on applied pressure are consistent with
experimental observations in ref. [66]. The present simulations consider the effect
of matrix materials only on the heat conduction through the CNT array; however
if the matrix material were introduced before the mechanical compression process,
it would likely affect the microstructural evolution significantly. Also, the effect of
matrix material on intrinsic thermal conductivity of individual CNTs is not considered
here; the matrix material could provide additional scattering of phonons in the CNT
and reduce its thermal conductivity.
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2.4 Conclusions
Theoretical modeling of mechanical and thermal transport properties of carbon
nanotubes (CNTs) typically occurs at the atomistic level while experimental measure-
ments are predominantly performed on micrometer-tall CNT arrays. A microstructure-
sensitive mesoscale simulation framework is required to bridge the gap between
theoretical results at the atomistic scale and experimental data at the macroscale.
In this work, a coarse-grain model for CNTs is used to predict pressure-dependent
and energy-relaxed microstructures of vertically-aligned CNT arrays used as ther-
mal interface materials. We predict the mechanical response of CNT arrays and
use experimental results from nanoindentation to calibrate the coarse-grain model
parameters. The microstructures obtained from coarse-grain energy minimization
are used as inputs to a finite volume heat conduction solver. Total and diffusive
thermal resistances are predicted for CNT arrays of varying heights, and comparisons
are made with experimental measurements using the photoacoustic technique. We
report various microstructural geometric details obtained from analysis of the relaxed
microstructures and also predict the thermal performance of CNT arrays immersed in
a matrix material. Such microstructural information is difficult to obtain from in situ
imaging of CNT arrays; hence the simulation tool is expected to aid experimentalists
in the design and optimization of CNT thermal interface materials.
The approach followed in this work uses experimental nanoindentation data to fit
for the coarse-grain model parameters and photoacoustic thermal measurements to fit
for individual CNT thermal conductivity and CNT-substrate contact conductance.
These parameters could also be determined directly from atomistic techniques such
as molecular dynamics, if detailed information on CNT array microstructure were
available such as the chirality and defect density of individual CNTs in the array.
Such information is often difficult to obtain in practice and poses an important
challenge to generalizing the current simulation approach as a completely predictive
thermo-mechanical model for CNT arrays. Apart from the uncertainties in individual
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CNT properties, random variations of the initial microstructure were also found to
produce a broad spread in the thermal results (see Appendix A). Such variations are
expected to diminish with increases in the number of CNTs in the simulation box
and in the number of random realizations considered for averaging of results. An
interesting possibility for future work would involve the use of statistical techniques
to rigorously quantify uncertainties in mechanical and thermal properties based on
stochastic variations in microstructural details and CNT properties.
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3. ELECTRON-PHONON COUPLING AND THERMAL CONDUCTANCE AT A
TiSi2-Si INTERFACE: FIRST-PRINCIPLES ANALYSIS
1
3.1 Introduction
Thermal transport considerations form an increasingly important element in the
design of miniaturized electronic devices. All semiconductor devices possess metal
contacts, and hence the study of transport through metal-semiconductor interfaces is
a technologically relevant problem. The study of fundamental mechanisms of heat
transfer across a metal-semiconductor interface has received significant attention
over the last two decades [68–70]. Stoner and Maris [68, 69] measured interfacial
thermal conductance between diamond and several metals (Ti, Au, Al, and Pb) using
picosecond optical techniques. They reported an anomalously high thermal interface
conductance that exceeded the maximum thermal conductance possible from harmonic
phonon transmission across the interface. Stevens et al. [70] measured the thermal
conductance of a series of metal-dielectric interfaces involving Cr, Al, Au and Pt on Si,
sapphire, GaN and AlN substrates. The experimental measurements were compared
with predictions of the diffuse mismatch model (DMM) [8], which under estimated
thermal conductance for impedance-mismatched interfaces while it over estimated the
thermal conductance of well matched interfaces.
Electrons are the primary heat carriers in a metal while phonons or lattice vibrations
are the primary carriers in a semiconductor. At the interface between a metal and a
semiconductor, an energy transfer channel from electrons in the metal to phonons in the
semiconductor must exist. Numerous theoretical models have been developed [71–76]
to predict the interfacial thermal conductance of a metal-semiconductor interface.
These models broadly fall into two categories as shown schematically in Figure 3.1.
1Content in this chapter reproduced from ref. [67] with permission from AIP.
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In Mechanism A (see Figure 3.1), electrons in a metal couple only with phonons
in the metal, and these phonons transfer energy to phonons in the semiconductor
across the interface. The total interfacial thermal resistance can be calculated using
a series resistance model as explained in Refs. [71, 72]. Majumdar and Reddy [71]
used a two-temperature model coupled with DMM to predict total interfacial thermal
conductance. The volumetric electron-phonon coupling constant G was estimated by
fitting to experimental data, and the inclusion of electron-phonon coupling resistance to
the DMM resistance improved the agreement of the theoretical model with experiments.
More recently, Singh et al. [72] obtained the electron-phonon coupling constant directly
from Fermi’s golden rule by assuming a deformation potential for electron-phonon
scattering. The magnitude of the deformation potential was obtained by fitting to the
electrical resistivity of bulk metal.
In Mechanism B (see Figure 3.1), a direct coupling exists between electrons in
the metal and phonons in the semiconductor. Huberman and Overhauser [73] were
among the first to propose such a mechanism to explain the anomalous high interface
conductance reported for a Pb - diamond interface [69]. They used a deformation
potential model to estimate the coupling between metal electrons and interfacial
phonon modes. Sergeev [74, 75] also modeled inelastic electron-phonon scattering
at the interface using an analogy with inelastic electron-impurity scattering. More
recently, Mahan [76] derived an analytical theory for predicting thermal conductance
between a metal and an ionic insulator. The scattering matrix elements were derived
taking into account the interaction between conduction electrons in metal and the
potential generated by images of ions in the insulator.
High-fidelity techniques such as the atomistic Green’s function (AGF) method
and molecular dynamics exist for determining the phonon-phonon coupling resistance
across an interface. However, models for electron-phonon coupling near a metal-
semiconductor interface assume a particular mechanism of transport (Mechanism A
or B as shown in Figure 3.1) and derive interface conductances using deformation
potentials as empirical parameters. Such models offer insights into the various heat
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Figure 3.1. Two mechanisms of heat transfer across a metal-
semiconductor interface. Mechanism A is a two-step energy cascade
where electrons in metal transfer energy to phonons in the metal
and only phonon-phonon energy transfer occurs across the interface.
In Mechanism B, electrons in metal couple directly with lattice vi-
brations in the semiconductor and this occurs in parallel with the
phonon-phonon energy transfer across the interface.
transfer mechanisms associated with electron-phonon coupling, but they do not
possess the fidelity to assess the different heat transfer pathways shown in Figure 1
quantitatively. A unified approach to obtain a quantitative estimate of the thermal
conductances associated with the various energy transfer pathways (electron-phonon
and phonon-phonon) in Figure 3.1 is missing in the existing literature.
In this work, the electron-phonon coupling strength is determined directly from
first-principles density functional theory (DFT) calculations. We obtain the strength
of electron-phonon coupling for a bulk metal and for a metal-semiconductor interface
using electron-phonon coupling linewidths derived from first-principles calculations.
Relevant limits of phonon transport across the interface are treated in a simplified
manner using the radiation limit and diffuse mismatch models. The radiation limit
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gives an upper limit of harmonic phonon interface conductance and enables us to
assess the contribution of electron-phonon coupling relative to the contribution of
phonons to the interface conductance.
Transition metal silicides are widely used as metal contacts in silicon integrated
circuits; titanium, nickel, cobalt and palladium silicides are common choices [77]. We
chose to study titanium silicide (TiSi2) because of its technological importance in VLSI
applications [78]. Titanium silicide (TiSi2) exists in three phases: an orthorhombic
base centered C49 phase, an orthorhombic face centered C54 phase and a hexagonal
C40 phase [79, 80]. TiSi2 is experimentally synthesized by evaporating a thin layer of
Ti on Si followed by annealing. The annealing temperature determines the structure
of TiSi2 phase; the C49 phase occurs when annealed at relatively low temperatures of
about 700-870 K while the C54 phase forms at temperatures beyond 900 K [81]. In
the present work, a C49 titanium silicide (metal)- silicon (semiconductor) interface is
chosen as a model metal-semiconductor interface to analyze thermal transport using
first-principles DFT calculations.
The remainder of the chapter is organized as follows: we describe computational
details in Section 3.2 followed by a brief description of the mathematical formulation
of electron-phonon coupling in Section 3.3. In Section 3.4, we present results from
DFT calculations on bulk TiSi2 and a TiSi2-Si interface. Complete spectral dispersion
of electrons and phonons along with results for electron-phonon coupling are presented
in Section 3.4. In Section 3.5, we analyse the DFT results and estimate electron-
phonon thermal conductances, and compare them with interfacial phonon conductance
obtained from simplified models.
3.2 Computational Methods
All first-principles calculations in this chapter are based on the DFT framework
as implemented in Quantum Espresso [82], which uses a planewave basis set and an
ultrasoft pseudopotential to model the potential of nucleus and core electrons. The
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exchange correlation energy is approximated with a generalized gradient approximation
(GGA) using the Perdew-Wang 91 functional form, which has been used and well-tested
in prior work on TiSi2 [83]. An energy cutoff of 680 eV (50 Ry) is used to truncate the
plane-wave expansion of the wavefunctions, and an energy cutoff of 6800 eV (500 Ry)
is imposed on the plane-wave basis used to represent charge density. The Brillouin
zone is sampled with a uniform 10× 10× 10 grid of k-points in calculations (for the
structural relaxation) of bulk TiSi2, and a grid of 10× 10× 1 is used in the interface
calculations. The cutoff energies and k-point grids are chosen to ensure that further
increase in cutoff energies or refinement of k-point grids changed the total energy of
the bulk and interface structures by less than 10 meV.
A full relaxation (of both internal atomic positions and cell parameters) is performed
for the bulk TiSi2 calculations while a more restricted relaxation (see Section 3.4.2)
is performed for the TiSi2-Si supercell. The relaxation process terminates when the
Hellmann-Feynman forces on each atom decrease below 0.025 eV/A˚, and when the
change in energy between successive relaxation iterations is less than 1 meV. The band
alignment and Schottky barrier height (SBH) are estimated using the electrostatic
potential method and the projected density of states method. Both methods are
found to give similar estimates of the SBH. The dynamical matrices (and phonons)
are obtained using density functional perturbation theory (DFPT) for which the
dynamical matrices are computed on a 2 × 2 × 2 grid for bulk C49 TiSi2 and on a
2× 2× 1 grid for the supercell consisting of the TiSi2-Si interface. Using this approach
with Fourier interpolation, dynamical matrices are obtained at arbitrary q-vectors.
3.3 Mathematical Formulation of Electron-Phonon Coupling
The definitions of electron-phonon coupling matrix elements, phonon linewidth
and the associated Eliashberg function are reviewed below for the sake of completeness
and clarity, and are discussed in Refs. [84–86] in more detail. The coupling matrix
element gqpkν,k+qν′ for the scattering of an electron with wavevector k in the band ν
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by a phonon of wavevector q and polarization p to a state with wavevector k + q in





〈ψkν |φqp · ∇Vscf |ψk+qν′〉 (3.1)
where ψ denotes the electron wavefunction and φ denotes the phonon eigenvector. The
matrix element of electron-phonon coupling is given by the dot product between the
phonon eigenvector and gradient of the self-consistent potential Vscf with respect to
atomic displacements. ωqp is the phonon frequency, and M denotes the mass of atom
(we first consider a case of mono-atomic unit cells). The formula for multi-atom unit
cells involves a summation over atoms in the unit cell, and is given in ref. [84]. The








|gqpkν,k+qν′ |2δ(Ekν − Ef )δ(Ek+qν′ − Ef ) (3.2)
where Ekν denotes the energy of electron in state kν, Ef is the Fermi energy and ΩBZ
is the volume of the Brillouin zone. The foregoing expression for phonon linewidth is
valid for low temperatures at which electron-phonon interactions are confined to a
narrow region around the Fermi surface (see ref. [87]). The electron wavefunctions
used to compute the coupling matrix elements are obtained on a 20× 20× 20 k-point
grid in bulk TiSi2 and on a 20× 20× 1 k-point grid for the TiSi2-Si interface supercell.
Such fine k-point grids are required for the convergence of the delta functions in
Eq. (3.2). The Eliashberg function α2F (ω) is defined in terms of a summation of the








δ(ω − ωqp) (3.3)
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where D(Ef) is the electron density of states (DOS) at the Fermi energy. We now











































where l denotes atomic index within a unit cell. α2Fl(ω) is the local Eliashberg
function projected onto the atom l, and the sum over all the local (atomic) Eliashberg
functions gives the conventional total Eliashberg function.
3.4 Electronic Structure and Phonons of Bulk TiSi2 and TiSi2-Si Interface
3.4.1 Bulk C49 TiSi2
C49 TiSi2 exists in an orthorhombic structure with six atoms (2 Ti and 4 Si) per












jˆ a3 = ckˆ (3.5)
Table 3.1 shows a comparison of the relaxed lattice parameters obtained from the
present calculation with experimental and first-principles calculations reported in prior
literature. The present results agree well with the GGA calculations of ref. [83], and
also fall within the typical DFT errors of experimental data. Our calculated electronic
structure and density of states (see Figure 3.2) agree very well with the results of
linear augmented-plane-wave calculations of Mattheiss and Hensel [79].
Figure 3.3a shows the phonon dispersion obtained from our DFPT calculations.
We are not aware of any prior reports on the phonon dispersion of C49 TiSi2. However
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Table 3.1. Comparison of equilibrium lattice parameters of TiSi2
in bulk C49 structure obtained from the present calculation with
first-principles and experimental data reported in prior literature.
The relaxed internal atomic positions (in the basis of the primitive
lattice vectors) obtained from the present calculation are Ti: (±0.1,±
0.1,±0.25) and Si: (±0.75,±0.75,±0.25), (±0.44,±0.44,±0.25). VASP
(LDA and GGA) values are obtained from ref. [83]. The range of
experimental data is also obtained from ref. [83] and other references
cited therein.
Method a (A˚) b (A˚) c (A˚)
Present (QE, GGA) 3.55 13.62 3.58
VASP, LDA 3.49 13.27 3.52
VASP, GGA 3.55 13.62 3.58














































Figure 3.2. Electron bandstructure and DOS of bulk C49 TiSi2.
reports on the Raman characterization of TiSi2 are available in the literature [81, 88].
We find excellent agreement (about 1% error) of the DFPT results with the experi-
mental Raman modes. These results for lattice structure and bandstructures of bulk
48
C49 TiSi2 validate the accuracy of calculational parameters, the exchange correlation








































































































Figure 3.3. a) Phonon dispersion of bulk C49 TiSi2. The squares
correspond to Raman-active modes predicted from DFPT calculations,
and the horizontal lines correspond to experimental Raman frequency
shifts characteristic of the C49 phase [88]. b) Phonon DOS and
Eliashberg function of bulk C49 TiSi2.
The range of the Eliashberg function of TiSi2 (see Figure 3.3b) is of the same order
as that for typical metals such as Al, Au and Na [86]. The peaks of the Eliashberg
function closely follow the peaks of the phonon DOS, as expected from the form of
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Eq. (3.3). Intuitively, the Eliashberg function can be visualized as the product of
phonon DOS and electron-phonon coupling linewidths.
3.4.2 C49 TiSi2-Si Interface
Structure and Stability: A number of experimental studies on the epitaxial growth
of C49 TiSi2 on Si have been reported in the literature [89–92], however with a wide
range of the Miller indices of TiSi2 and Si planes that form the interface. Multiple
possible epitaxial orientations have been reported within the same sample based on
detailed TEM and diffraction studies of the interface. Wang et al. [90] performed a
detailed study on the extent of in-plane lattice mismatch for different Miller indices
and relative orientations of the TiSi2 and Si planes forming the interface. Among
these, the epitaxy of the (0 1 0) TiSi2 plane parallel to the (0 0 1) Si plane with the [1
0 0] direction in TiSi2 parallel to the [1 1 0] direction in Si had the smallest lattice
mismatch in terms of superlattice area. Hence, this set of planes at the interface are
likely to be the most probable in terms of energy cost of lattice mismatch and has also
been reported to be the most prominent epitaxy observed [91, 92]. All further studies
in this work have been performed for this particular orientation at the interface. In
all DFT simulations of the interface, TiSi2 is stretched along the [1 0 0] and [0 0 1]
directions to match the bulk lattice constant of silicon. This condition mimics the
experimental synthesis process where a thin film of TiSi2 is typically grown on a bulk
or thick Si substrate. Hence, Si can be assumed to maintain its bulk in-plane lattice
constant while the thin film of TiSi2 stretches in the plane of the interface. Si has a
bulk lattice constant of 3.84 A˚ (acubic/
√
2) in the (0 0 1) plane while TiSi2 has bulk
lattice constants of 3.55 A˚ and 3.57 A˚ (see Table 3.1) along the (0 1 0) plane. Hence a
tensile strain of 7% is required in the (0 1 0) plane of TiSi2 to match the bulk lattice
constant of Si. Even though this is a significant strain, we chose to work with this
interface for the reasons explained above. Also, this particular epitaxial structure




Figure 3.4. Two interface configurations between (0 0 1) Si and (0
1 0) C49 TiSi2. Blue spheres are Si atoms and magenta spheres are
Ti atoms. a) Interface Configuration 1 with 28 atoms in the unit cell.
The red dotted boxed region are the atomic layers considered in the
calculation of Eliashberg function for interface modes in Section 3.5.
b) Interface Configuration 2 with 32 atoms in the unit cell.
needed to form the supercell. This feature is important for computational efficiency
in the subsequent phonon and electron-phonon coupling calculations.
Figure 3.4 shows unit cells of two interfacial configurations studied in the present
work. Each supercell has two Si-TiSi2 interfaces: one near the center and the other near
the right edge of the supercell. The supercells are constructed such that both interfaces
are structurally identical in the unrelaxed configuration. The atomic structures in
Figure 3.4 are relaxed by keeping the in-plane lattice constants fixed to the bulk lattice
constant of Si. All internal atomic positions and the length of the unit cell along the
transport (out-of-plane) direction are relaxed. A contraction in the length of the unit
cell along the transport direction is observed after relaxation to minimum energy for
both interfacial configurations, as expected from the tensile strain imposed on TiSi2
along the in-plane direction.
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The interface energies are determined (see Table 3.2) by subtracting the surface
energies of Si and TiSi2 slabs from that of the interface supercell:
Einterface =
Esupercell − EsSi − EsT iSi2
2
(3.6)
where Esupercell is the energy of the supercell shown in Figure 3.4 after relaxation. E
s
Si
is calculated by relaxation after removing all atoms belonging to TiSi2 in the supercell,
and EsT iSi2 is calculated after removing all atoms belonging to Si (the superscript s
indicates a surface). The factor of two accounts for the presence of two interfaces
within a supercell. Both supercells in Figure 3.4 are constructed such that the Si plane
of TiSi2 forms the interface with Si. TiSi2 in the C49 structure has two kinds of Si
atoms [79], and we obtain two configurations of the interface at the planes of these two
types of Si atoms. The area normalized interfacial energy is given as Einterface/A where
A is the cross-sectional area. Both interfacial configurations in Figure 3.4 have similar
interface energies of about 0.2 eV/A˚
2
. Table 3.2 also shows the normal stresses along
the Cartesian directions after relaxation. High negative stresses along the in-plane
directions (x and y) are expected due to the tensile strain imposed by stretching the
TiSi2 lattice. The stress along the transport direction vanishes upon relaxation of the
length of the supercell in the z-direction.
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Band Alignment: Table 3.2 also shows the p-type SBH of the two interface con-
figurations calculated using the band line-up method of ref. [93]. According to this
method, the p-type Schottky barrier ESBH is calculated using the following formula:
ESBH = (E
T iSi2
f − V T iSi2mac )− (ESiV BM − V Simac) + ΔV (3.7)
where ET iSi2f − V T iSi2mac = 7.62 eV is the difference between the Fermi energy and
the macroscopically averaged electrostatic potential in bulk TiSi2. E
T iSi2
f − V T iSi2mac
is computed for a strained bulk TiSi2 crystal with the same in-plane strain that is
used to construct the lattice-matched interface. The Fermi energy in Figure 3.5 is
located at an energy level of 7.62 eV above the macroscopically averaged electrostatic
potential on the TiSi2 side of the interface. The foregoing method of locating the
Fermi level gives almost the same result as that obtained directly from the analysis of
the self-consistent DFT solution of the relaxed supercell. ESiV BM − V Simac = 4.81 eV is
the valence band maximum (VBM) calculated with reference to the macroscopically
averaged electrostatic potential in the bulk Si crystal. Although DFT is known to
under-predict the band gap, the energy of VBM and its offset relative to Fermi energy
are expected to be quite accurate. Hence this value is used to locate the VBM on
the Si side of the interface in Figure 3.5. The conduction band minimum (CBM) is
located using the experimental [94] band gap (1.1 eV) of bulk Si. ΔV denotes the
height of the step in the total potential at the interface and is the difference between
macroscopically averaged electrostatic potentials on either side of the interface (see
Figure 3.5). In interface Configuration 1, the Fermi energy is found to lie between
the valence and conduction bands of Si, and a p-type Schottky barrier of 0.47 eV is
predicted. Our estimate of 0.47 eV is consistent with experimental SBH measurements
of 0.5 - 0.6 eV in ref. [95]. However in the interface Configuration 2, the Fermi energy
lies 0.29 eV below the VBM of Si, and hence it behaves as an ohmic contact. The
estimates of SBH using the electrostatic potential method are also confirmed using
the projected density of states (PDOS) method. Figure 3.6 shows the PDOS on a
Si atom that is farthest from the interfaces in the supercell. This PDOS is expected
to mimic the bulk DOS of Si. The VBM is located about 0.6 eV below the Fermi
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Figure 3.5. Planar average electrostatic potential (blue continuous)
and macroscopic average electrostatic potential (red dashed) plotted
along the transport direction of interface Configurations 1 and 2 shown
in Figure 3.4. The VBM in Si and Fermi energy in TiSi2 are located
with reference to the respective macroscopic electrostatic potentials
using separate calculations on bulk Si and bulk TiSi2.
energy of interface Configuration 1 while the VBM is located about 0.25 eV above
the Fermi energy of interface Configuration 2. These values are reasonably close to
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the SBH estimates obtained from the electrostatic potential line-up method. The
potential line-up estimates are however more reliable because the spatial convergence
of local DOS to the bulk value is slower than the spatial convergence of potentials
or charge density [93]. The foregoing results illustrate that the details of the atomic
scale structure of an interface decide the behavior of a metal-semiconductor contact.

















































Figure 3.6. PDOS on a Si atom farthest from the interfaces in the
supercell. Configurations 1 and 2 refer to the two interface structures
shown in Figure 3.4.
Phonons and Electron-Phonon Coupling: DFPT calculations are computation-
ally intensive, and hence we focus only on interface Configuration 1 (Schottky interface)
for further phonon and electron-phonon coupling calculations. Figure 3.7 shows the
phonon dispersion of the supercell with TiSi2-Si interface Configuration 1 calculated
in the two-dimensional Brillouin zone. Real vibrational frequencies suggest that the
interface configuration is stable in spite of the large tensile strain imposed on TiSi2 to
match its lattice with Si. We also observe the existence of many soft (low frequency and
dispersionless) interfacial modes that are expected to further stabilize the structure at
higher temperatures.
We now examine the phonon DOS of TiSi2-Si interface and compare it with that
































Figure 3.7. Phonon dispersion of interface supercell Configuration 1.
been scaled by factors of 2 and 8 respectively because the interface supercell (see
Figure 3.4a) contains 2 unit cells of TiSi2 (4 Ti and 8 Si atoms) and 8 unit cells of
Si (16 Si atoms). The bulk phonon DOS of TiSi2 is plotted both for the relaxed
unstrained crystal and for a structure with 7% tensile strain. We observe that the
peak DOS in bulk TiSi2 (both strained and unstrained) occurs at frequencies in the
range of 200-300 cm−1 while that of bulk Si occurs in the frequency range of 150-200
cm−1. The interfacial phonon DOS has a relatively broader peak between 150-300
cm−1 that encompasses both these frequency ranges. This result suggests that the
interfacial phonon DOS follows an average of the bulk structures forming the interface.
Similar shifts in the DOS of interfacial modes have been reported for In/Si interfaces
in ref. [96].
A comparison between the Eliashberg function (Figure 3.9) of the supercell with
interface Configuration 1 with that of strained and unstrained bulk TiSi2 indicates
that the average Eliashberg function for the interfacial structure is of the same order
of magnitude as that for bulk TiSi2. Since TiSi2 in the interfacial structure is strained
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Figure 3.8. Phonon DOS of the TiSi2-Si interface supercell Configu-
ration 1 compared with that of bulk TiSi2 and bulk Si.
by 7%, Eliashberg function of the interfacial configuration follows the Eliashberg
function of strained bulk TiSi2. The tensile strain in the structure also produces a
distinct red-shift in the low-frequency peaks of the Eliashberg function. The Eliashberg
function of the strained crystal peaks in the range of 150-200 cm−1 while that of
unstrained bulk TiSi2 peaks around 300 cm
−1.
The Eliashberg function can be decomposed spatially using the phonon eigenvectors
as shown in Eq. (3.4). Figure 3.10a shows the spatially decomposed Eliashberg function
for three different regions of the supercell: atoms belonging to Si that are farthest from
the interface, atoms belonging to TiSi2 that are farthest from the interface and atoms
near the interfacial region. The Eliashberg function is summed over 6 atomic layers in
each of these three regions. As expected, the strength of electron-phonon coupling is
strongest on the metal side of the interface and weakest on the semiconductor side. The
interfacial contribution to Eliashberg function is dominant in the 150-200 cm−1 range
of frequencies (the modes red-shifted due to the tensile strain). Figure 3.10b shows
the Eliashberg function projected on different atomic planes along the supercell for
two specific phonons with frequencies of 170 and 250 cm−1. The Eliashberg function
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Figure 3.9. Eliashberg function of the TiSi2-Si interface Configuration
1 compared with that of bulk TiSi2.
is weak on the Si side but increases sharply across the interface to approximately ten
times its value on the Si side. The decay in the Eliashberg function beyond layer
25 is due to the second interface (and the Si region beyond it) that exists because
of the translational periodicity used in the calculations. The Eliashberg function on
the Si side of the interface suggests that the phonon mode at 170 cm−1 couples more
strongly with the electronic states penetrating into the semiconductor than the mode
at 250 cm−1. As a result, this mode is expected to contribute more actively to the
cross-interface electron-phonon thermal conductance.
3.5 Thermal Conductance of the TiSi2-Si Interface
In this section, we report predictions of thermal conductance along the different
heat transfer pathways (electron-phonon, phonon-phonon) shown schematically in
Figure 3.1. The objective is to obtain a quantitative estimate of the contributions
of each of these pathways, which could help assess the validity of simplified models
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Figure 3.10. a) Spectral variation of the Eliashberg function over
three different regions of the supercell with interface Configuration 1.
b) Variation of the Eliashberg function along the transport direction
of the interface Configuration 1 for phonon frequencies of 170 and 250
cm−1.
such as those proposed in Refs. [71, 72]. We consider three different contributions to
thermal conductance (see Figure 3.1) in this section:
• Gep,b is the electron-phonon thermal conductance in the bulk region of the
metal and is obtained from the Eliashberg function of strained bulk TiSi2. This
conductance is used in the models of Refs. [71, 72] (Mechanism A in Figure 3.1).
• Gep,i is the cross-interface electron-phonon thermal conductance due to the
coupling of electrons in metal with the atomic vibrations in the semiconductor.
In this work, Gep,i is obtained from the local Eliashberg function on the Si side
of the interface. This conductance was proposed to be important in the thermal
conductance of a Pb/diamond interface [73] and was also considered in the
works of Sergeev [74, 75]. Direct coupling of metal electrons and phonons in the
semiconductor contributes a heat conduction path parallel to the phonon-phonon
heat transfer channel, but is often neglected with the assumption that electrons in
metal are thermally insulated from the semiconductor at the interface [71,72,97].
59
• Gpp is the phonon thermal conductance of the interface and can be evaluated
using advanced techniques such as the atomistic Green’s function method [98].
In this work, we adopt a simplified approach to estimate Gpp using the diffuse
mismatch model [8] and also obtain an upper bound from the radiation limit.
The energy transfer rate (per unit volume) Jep from electrons to phonons can be
expressed in terms of the Eliashberg function using the following expression (derived
by Allen in ref. [85]):
Jep = 2πD(Ef )
∞∫
0
(h¯ω)2α2F (ω)(f oBE(ω, Te)− f oBE(ω, Tl))dω (3.8)
where Te and Tl denote the electron and lattice temperatures respectively, and f
o
BE
denotes the Bose-Einstein distribution function. The volumetric electron-phonon
conductance Gep can be defined for a small difference between the electron and lattice
temperatures as:







This expression is used to compute the electron-phonon conductances Gep,b and Gep,i
where the first-principles Eliashberg function of bulk TiSi2 and the interface supercell
are used in the integrand. The latter (Gep,i) is computed by from the local Eliashberg
function projected on Si atoms on the semiconductor side of the interface. The local














where Vunitcell denotes the total volume of the interface supercell, and Vatom is the
local volume surrounding the atom whose projected local Eliashberg function α2Fl(ω)
is used in the integrand. From Figure 3.10b, the local Eliashberg function in Si is a
constant beyond a couple of atomic layers away from the interfaces. The projected
Eliashberg function from the central atom in the Si region of the interface supercell
is chosen to compute the volumetric electron-phonon coupling coefficient Gep,i. The
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electron-phonon conductance computed from Eqs. (3.9) & (3.10) has units of W/m3/K
and needs to be converted to W/m2/K to obtain an area-normalized conductance
that can be compared with Gpp. We do this by multiplying by a typical length scale
for electron-phonon energy transfer. A length scale of 3λep which corresponds to
95% energy loss was suggested in ref. [72] where λep is the electron mean free path
due to scattering from phonons in bulk TiSi2. Using the experimentally determined
electrical resistivity (ρ) and carrier concentration (n) of C49 TiSi2 in ref. [99], λep can
be estimated using the simple formula λep = mvf/ne
2ρ. The low-temperature residual
resistivity is subtracted from the actual resistivity at room temperature to obtain
the resistivity due to electron-phonon scattering alone, excluding other scattering
effects such as grain boundary and impurity scattering. The Fermi velocity of bulk
C49 TiSi2 is vf = 0.49× 106 m/s [79]. We obtain an electron mean free path due to
phonon scattering of about 4 nm at room temperature and use a length scale of 10
nm for converting the volumetric electron-phonon conductance to an area-normalized
conductance.
Although the bulk mean free path in TiSi2 provides a reasonable length scale for
the bulk electron-phonon coupling coefficient, the length scale associated with the
cross-interface electron-phonon coupling coefficient is unclear. The exact value for the
length scale of cross-interface electron-phonon coupling depends on the spatial extent
of joint interface phonon modes and is discussed in more detail in Chapter 4. Here,
we provide estimates for the cross-interface electron-phonon conductance using two
approaches to determine the length scale of joint interface modes. In the first approach,
the joint interface phonon modes are assumed to penetrate upto a distance that equals
the bulk phonon mean free path of Si. Such an approximation for the length scale of
interfacial phonon modes was proposed by Huberman and Overhauser [73] and results
in a length scale of 40 nm (average phonon mean free path in bulk Si [100]) for the
interfacial phonon modes. Lu et al. [101] proposed a length scale of 1-2 nm for the
length scale of interfacial phonon modes based on the non-linearity in the temperature
profiles obtained from molecular dynamics simulations. Hence, we also consider an
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alternate length scale of 2 nm for converting the volumetric electron-phonon coefficient
of Eq. (3.10) into an area-normalized cross-interface electron-phonon conductance.






































































































Figure 3.11. Thermal conductance due to electron-phonon coupling
for bulk TiSi2 (Gep,b) and the interface (Gep,i) along with interfacial
phonon-phonon thermal conductances from the radiation limit and
DMM. All electron-phonon conductances correspond to the left axis
while the phonon-phonon conductances correspond to the right axis.
Gep,i is estimated using two different length scales of 2 nm and 40 nm.













T (q, p)d3q (3.11)
where vg,z denotes the phonon group velocity along the transport direction. The
transmission function T (q, p) is estimated in the harmonic radiation limit (upper
limit for harmonic interface conductance) and also from the diffuse mismatch model
(DMM) using the calculated full phonon dispersions of strained bulk TiSi2 and bulk Si.
Ref. [69] provides details on the radiation limit of interface conductance, and ref. [13]
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describes implementation of DMM using full phonon dispersion rather than the more
common Debye approximation.
Figure 3.11 shows the variation of Gpp, Gep,b and Gep,i with temperature. As
discussed earlier, Gep,i is computed using two different length scales of 2 nm and 40
nm; further work on the anharmonicity of interfacial phonon modes is required for a
more rigorous prediction of the length scale of cross-interface electron-phonon coupling.
In the next chapter, we obtain an approximate estimate for this length scale using
comparisons to experimental data on thermal conductance of a CoSi2-Si interface.
While Gep,i far exceeds the radiation limit when the length scale of interfacial phonon
modes equals the bulk mean free path of Si, Gep,i is comparable to the phonon-phonon
conductance even for a length scale of 2 nm. A model of resistors in series such as
that used in Refs. [71, 72, 97] assumes electron-phonon coupling across the interface to
be insignificant compared to electron-phonon coupling in the bulk of the metal. Our
results however indicate that the coupling strength of electrons to the semiconductor
phonon modes at a TiSi2-Si interface is of the same order of magnitude as the phonon-
phonon coupling across the interface. Thus, a simple series resistor model may not
be a valid approximation in general to the thermal interface conductance. Moreover,
we note that the electron-phonon interaction across an interface provides a direct
coupling of the primary thermal carriers in the respective materials. Therefore, this
coupling process should be considered a parallel path to the all-phonon cross-interface
transport process.
Finally, we note that although the results on electron-phonon coupling have been
presented only for interface Configuration 1, the strength of cross-interface electron-
phonon coupling is expected to be even stronger for interface Configuration 2 because
the latter forms an ohmic contact and hence electrons from the metal experience no
energy barrier for coupling with phonons in the semiconductor.
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3.6 Conclusions
The contribution of electron-phonon coupling, especially the direct coupling of
electrons in a metal to phonons in a semiconductor, is often neglected in the study
of thermal transport across a metal-semiconductor interface. The present ab initio
studies on a technologically important TiSi2 (metal) - Si (semiconductor) interface
however indicate that the strength of coupling between electrons and semiconductor
phonon modes is of the same order of magnitude as the phonon-phonon conductance
across the interface. These results highlight the importance of considering the direct
coupling of electrons in metal to phonons in semiconductor as an alternate pathway for
interfacial thermal transport in addition to the conventional phonon (metal) - phonon
(semiconductor) energy transfer pathway.
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4. THERMAL TRANSPORT ACROSS CoSi2-Si INTERFACE: GREEN’S
FUNCTION TRANSPORT SIMULATIONS
4.1 Introduction
Interfaces between heterogeneous materials provide a plethora of possibilities for
the design of devices with engineered electronic and optical properties. This work
concerns the study of heat transport across metal-semiconductor heterojunctions that
form a technologically important class of interfaces used in electronic devices. The
understanding of charge and heat transport through metal contacts to semiconductor
channels is critical to ensure reliable operation of field effect transistors that form
the basic building block of high-power electronic devices. Understanding of thermal
transport through metal-semiconductor interfaces is also important in the design of
modern memory storage devices such as heat assisted magnetic recording devices [102]
and phase change memory [103]. Apart from their technological relevance, metal-
semiconductor interfaces also provide a material system in which various physical
mechanisms of heat transport such as elastic interfacial phonon scattering, inelastic
phonon scattering, and electron-phonon coupling co-exist. In this work, we provide
a rigorous modeling framework to understand the contribution of various interfacial
scattering mechanisms to thermal transport across cobalt silicide (CoSi2) - silicon
interfaces that are extensively used in microelectronic devices [104].
Elastic scattering of phonons at an interface is the most widely studied framework
to understand and predict thermal interface conductance at heterojunctions. Under
the elastic transport framework, a phonon of energy h¯ω incident from one side of an
interface is either transmitted across the interface or reflected back into the same
material. For elastic interfacial transport, the primary quantity of interest is the
phonon transmission function that represents the probability that a phonon incident
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from one side of the interface transmits to the other side. Anharmonic or three-
phonon scattering processes typically become important at room temperature and
above, in which a phonon of energy h¯ω incident on the interface could transmit or
reflect multiple phonons with appropriate energies to ensure energy conservation.
This mechanism has been postulated to be important in acoustically mismatched
interfaces such as Pb-diamond [105,106]. Electrons are the primary energy carriers
in metals while phonons are dominant in semiconductors. Hence, electron-phonon
coupling can be another important energy transfer mechanism that affects the thermal
interface conductance in metal-semiconductor interfaces. Electron-phonon coupling
within the metal provides an additional resistance to heat transfer [71]. However,
electron-phonon coupling across an interface, i.e., coupling between metal electrons
and semiconductor phonons, provides a parallel heat flow path in addition to phonon-
phonon heat transfer across the interface. Time domain thermoreflectance (TDTR)
experiments in the literature [107,108] suggest that direct electron-phonon coupling
can contribute significantly to heat transport across metal-semiconductor interfaces,
and models [73, 75, 76] have been developed to quantify its contribution. The different
mechanisms of heat transport at a metal-semiconductor interface are summarized in
Figure 4.1.
Simplified empirical models are commonly used to interpret experimental data on
thermal conductance of metal-semiconductor interfaces. Elastic interfacial phonon
scattering is commonly modeled using the acoustic [7] and diffuse [8] mismatch
models (AMM, DMM) which are heuristic approaches applicable for smooth and rough
interfaces respectively. Also, simplifying assumptions such as the Debye approximation
to phonon dispersion can compromise the quantitative accuracy of such models. Even
atomistic simulation approaches for elastic interfacial thermal transport such as the
atomistic Green’s function (AGF) method often involve empirical force constant models
that can produce significant discrepancies when compared to calculations that use
harmonic force constants obtained from ab initio approaches [17]. The contribution of
inelastic phonon scattering to thermal interface conductance has also been modeled
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predictive atomistic transport simulations that involve first-principles approaches are
typically limited to crystalline epitaxial interfaces due to the associated computational
tractability. This disparity between simulations and experimental studies often makes
quantitative comparisons difficult. To overcome this difficulty, we choose to work
with CoSi2 (metal) - Si (semiconductor) interfaces in the present work. Both CoSi2
and Si have FCC lattice structures with similar lattice constants of 5.36 A˚ and
5.43 A˚ respectively. We initiated a collaborative experimental effort to synthesize
heteroepitaxial CoSi2-Si interfaces, confirm their epitaxial character, and perform
measurements of thermal interface conductance1 that are compared to the simulation
predictions in this chapter.
Although the primary focus of the present work is the study of thermal transport
across metal-semiconductor interfaces, the methods developed in this work are also
expected to be useful for a broad class of problems that use the non-equilibrium Green’s
function method for atomistic transport simulations. From a methods standpoint,
we develop a framework that combines first-principles calculations of interatomic
force constants with the atomistic Green’s function method and evaluate the validity
of the ‘mixing rule’ that is commonly used to approximate interfacial bonding at a
heterojunction. The conventional AGF method that is suitable for elastic phonon
transport is extended to include anharmonic phonon scattering using a Bu¨ttiker probe
approach. Since the Bu¨ttiker probe approach is not directly compatible with the
conventional recursive Green’s function (RGF) method, we propose a modification
that enables use of the RGF method in simulations that involve Bu¨ttiker probe
scattering. The proposed RGF algorithm enables computationally efficient simulations
of phonon-phonon scattering using the Bu¨ttiker probe approach and is expected to be
applicable for a wide range of problems that require efficient simulations of dephasing
processes under the non-equilibrium Green’s function (NEGF) framework. Ab initio
1The synthesis of epitaxial CoSi2-Si interfaces and measurements of thermal interface conductance
using the TDTR technique were performed by Ning Ye and Prof. Joseph P. Feser at the University
of Delaware. The details of the synthesis process and the TDTR measurement setup are available in
ref. [112].
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calculations of electron-phonon coupling are also integrated into the AGF transport
simulations.
Apart from the development of new methods, the present work also provides useful
insights into the physics of thermal transport across metal-semiconductor junctions.
Rigorous first-principles calculations indicate that elastic phonon transport under-
predicts the experimental data over a wide temperature range. Analysis of the cross-
interface heat flux accumulation function provides useful insights on the microscopic
mechanisms responsible for increased interface conductance due to anharmonic phonon
scattering in the bulk materials forming the interface. First-principles calculations
of electron-phonon coupling on an interface supercell along with a detailed analysis
of the contribution from different kinds of phonon modes to the Eliashberg function
reveal that delocalized phonon modes mediate cross-interface energy transfer between
metal electrons and the semiconductor lattice. We also obtain an effective length
scale of electron-phonon interaction in the semiconductor by comparing simulation
predictions with experimental data and evaluate the accuracy of prior approximations
to the length scale of joint or interface phonon modes.
4.2 Methods
4.2.1 First-principles Calculations
All first-principles calculations in this work were performed under the framework
of density functional theory (DFT) using a planewave basis set as implemented
in the Quantum Espresso suite of codes [82]. Rappe-Rabe-Kaxiras-Joannopoulos
(RRKJ) [113] ultrasoft pseudopotentials were used for both Co and Si atoms, and
the exchange correlation energy was approximated under the generalized gradient
approximation (GGA) using the Perdew-Burke-Ernzerhof (PBE) [114] functional form.
Three sets of first-principles calculations are performed for the results reported in this
chapter; these involve calculations on bulk Si (6 atom non-primitive unit cell along
[111] direction), bulk strained CoSi2 (9 atom unit cell along [111] direction) where a
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tensile strain is applied along the (111) plane, and a Si (111)-CoSi2 (111) interface
supercell. The relaxed lattice constants of bulk Si and bulk CoSi2 are 5.44 A˚ and 5.36
A˚ respectively. For all simulations considered in this work, a tensile strain of 1.5% is
applied on CoSi2 along the (111) plane to match the lattice constants of Si and CoSi2.
Table 4.1 shows the cutoff energies and k-point grids used for DFT calculations on all
three systems. Structural relaxation is carried out to reduce the Hellmann-Feynman
forces on every atom below 10−3 eV/A˚. A full stress relaxation is carried out for bulk
Si while the stresses on bulk strained CoSi2 and the interface supercell are relaxed
only along the transport direction. CoSi2 is stretched along the in-plane direction to
match its lattice with Si, and hence the in-plane stresses are not relaxed.
Phonons are analyzed using density functional perturbation theory (DFPT) [115]
where the dynamical matrices are obtained on a 4 × 4 × 3 q-point grid for bulk Si
(6 atom unit cell along the [111] direction), bulk strained CoSi2 (9 atom unit cell
along the [111] direction) and a 4× 4× 1 q-point grid for the interface supercell. The
real-space inter-atomic force constants (IFCs) needed for Green’s function transport
calculations are obtained from a Fourier transform of the dynamical matrices.
Table 4.1. Parameters used for DFT, DFPT calculations on bulk Si,
bulk strained CoSi2, and the Si-CoSi2 interface supercell.







k-point grid 12× 12× 9 16× 16× 12 16× 16× 1
q-point grid 4× 4× 3 4× 4× 3 4× 4× 1
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4.2.2 Coherent Phonon Transport using the Atomistic Green’s Function
Method
The harmonic inter-atomic force constants obtained from DFPT calculations are
used in the atomistic Green’s function method to obtain the phonon transmission
function across the interface and the thermal interface conductance. The details of
the AGF method are available in prior reports [116, 117], and a brief description is
provided in this section. The basic conceptual framework for the AGF method is
a ‘device’ region that is connected to semi-infinite ‘contacts’. The device Green’s
function G is given by:
G(ω) = (ω2I −Hd − Σ1 − Σ2)−1 (4.1)
where Hd is the force constant matrix corresponding to the device region, and Σ1, Σ2
are the contact self-energies. The contact self-energies are obtained from the surface
Green’s functions g1, g2 as follows:
Σ1 = τ1g1τ
†
1 Σ2 = τ2g2τ
†
2 (4.2)
where τ1, τ2 represent the force constant matrices for interaction between atoms in the
device region and the semi-infinite contacts. g1 and g2 are the surface Green’s functions
of the contacts that are obtained using the Sancho-Rubio method [118, 119]. The
phonon transmission function across the device is obtained from the Caroli formula:
T (ω) = Tr(Γ1GΓ2G†); (4.3)
where Γ1,2 = i[Σ1,2 − Σ†1,2] denotes the imaginary part of the contact self-energies and
physically represents the phonon ‘escape rate’ [117] from the device into the respective
contacts. In all the above expressions, the dependence of the Green’s function, contact
self-energy, and the transmission function on the in-plane phonon wavevector q||
(for structures with periodicity in the transverse or in-plane direction) and phonon
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frequency ω is implicity assumed. After obtaining the transmission function, the













4.2.3 Inelastic Scattering using Bu¨ttiker Probe Approach
The AGF formulation presented in the previous section is applicable only for
elastic phonon transport, i.e., anharmonic scattering mechanisms such as Umklapp
scattering are not considered. The formulation for extension of AGF to include
anharmonic phonon scattering has been developed in ref. [21]; however, the approach
is computationally expensive, and we are not aware of its application to study phonon
transport through realistic three-dimensional crystals. The authors recently proposed
a phenomenological Bu¨ttiker probe approach to model anharmonic phonon scattering
within the AGF method [120]. The approach is an extension to phonons of the widely
used Bu¨ttiker probe method to model inelastic electron scattering processes in the
NEGF framework. Although the method is heuristic, it provides a computationally
efficient alternative to the self-consistent Born approximation (SCBA) [121] that is
not phenomenological but is computationally intensive in both memory and time. The
essence of the Bu¨ttiker probe approach involves attaching fictitious contact probes to
every atom in the device, and the temperatures of these fictitious contacts are then
iteratively solved to ensure energy conservation in the device region. The Bu¨ttiker
probes contribute an additional self-energy to the device Green’s function (in addition
to the self-energies due to the real contacts):
G = (ω2I −Hd − Σ1 − Σ2 − ΣBP )−1 (4.5)
In the present formulation, the Bu¨ttiker probe self-energy is assumed to be a diagonal
matrix whose diagonal elements are of the form:




where ΣBP (j,p) denotes the Bu¨ttiker probe self-energy at atom j and vibrational
direction p (x, y, z). Similar to the matrices Γ1, Γ2, we also define ΓBP = i(ΣBP −Σ†BP )
that represents the imaginary part of the Bu¨ttiker probe self-energy. τ (ω) denotes the
frequency dependent scattering time due to Umklapp scattering and is assumed to be
of the form τ−1(ω) = Aω2 for both Si and CoSi2. Quadratic frequency dependence of
the Umklapp scattering rate has been used in prior studies involving the BTE [122]
and Landauer approach [123,124]. The parameter A is chosen by fitting (see Appendix
C) to the experimental thermal conductivity of bulk Si (at different temperatures) and
bulk CoSi2 (at room temperature). Table C.1 shows the fitted values of the parameter
A for both Si and CoSi2. Due to lack of experimental data on the temperature
dependence of the lattice thermal conductivity of CoSi2, the scattering parameter A is
assumed to be independent of temperature for CoSi2. This assumption is acceptable
because the thermal conductivity of CoSi2 is dominated by electrons, and the interface
conductance is found to exhibit a weak dependence on the lattice thermal conductivity
of CoSi2 (see Appendix C).
Recursive Green’s Function Method for Solution of Bu¨ttiker Probe Tem-
peratures: Bu¨ttiker probes offer a heuristic but efficient method to implement
scattering in NEGF simulations. However, the popular recursive Green’s function
(RGF) method [125] that avoids full inversion in the calculation of the retarded Green’s
function G and the lesser Green’s function Gn = G(Γ1+Γ2+ΓBP )G
† is not compatible
with Bu¨ttiker probes. This incompatibility can be understood from the following












†) [f oBE(ω, Ti)− f oBE(ω, Tj)] dω = 0 (4.7)
where the summation in the variable j runs over all other Bu¨ttiker probes (i = j)
and the contacts. The computation of the transmission function matrix Tr(ΓiGΓjG
†)
between every pair of Bu¨ttiker probes requires calculation of the full Green’s function
matrix G. Hence, prior implementations [120,126,127] of the Bu¨ttiker probe formalism
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have employed direct matrix inversion instead of the RGF method to calculate the
full device Green’s function matrix.
Eq. (4.7) enforces the condition that the total integrated energy flux in each
Bu¨ttiker probe is zero, i.e., inelastic scattering between different energy levels is
allowed. Alternative implementations of the Bu¨ttiker probe approach invoke energy
flux conservation at each phonon frequency instead of the total integrated energy flux
over all phonon frequencies [126, 128]. Such an approach is suitable only for elastic
dephasing and is hence not adopted in this work.








Tr(Σini A− ΓiGn)dω = 0 (4.8)
where Σini = f
o
BE(ω, Ti)Γi and A = i(G − G†) denotes the spectral function. In the
above equation, the matrices Σini and Γi are block-diagonal. Hence, only the block-
diagonals of A and Gn need to be computed, and this can be done using the RGF
algorithm. However, the computation of Σini and G
n require knowledge of the Bu¨ttiker
probe temperatures. Hence the use of RGF with Bu¨ttiker probes requires that Σini
and Gn are recalculated during every Newton iteration of the solution for Bu¨ttiker
probe temperatures. Although this step is not needed in a conventional Bu¨ttiker probe
implementation with full matrix inversion, the computational advantage of RGF over
full inversion far outweighs the computational expense of repeated RGF calculations
in every Newton iteration. Also, the memory required to store and invert the full
Green’s function matrix can become prohibitively large with increase in the device
length.
Anantram et al. [125] provide a detailed discussion of the RGF methodology
for computation of the block diagonals of G and Gn. Here, we provide only the
modifications needed to combine RGF with the Bu¨ttiker probe formalism. The RGF
algorithm for computation of the block-diagonal elements of the retarded Green’s
function G remains unchanged. However, the RGF algorithm for computation of Gn
requires modification to also calculate the derivative of the diagonal elements of Gn
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with respect to the Bu¨ttiker probe temperatures. We also assume that all Bu¨ttiker
probes within a RGF ‘block’ have the same temperature, i.e., the number of Bu¨ttiker
probe temperatures that need to be solved is equal to the number of blocks in the
device region.














i,i+1, B = (ω
2I −Hd −Σ1 −Σ2 −ΣBP ). Our terminology
follows that of ref. [125] where gL denotes the left-connected retarded Green’s function,
and Σin denotes the lesser self-energy. The derivative of gnLi+1i+1,i+1 with respect to the



















, if j = i+ 1
0 , if j > i+ 1
(4.10)
























The derivative of Gni,i with respect to Bu¨ttiker probe temperatures can be computed























Overall, the RGF function for Gn needs to be modified to compute the derivatives
of Gn with respect to the Bu¨ttiker probe temperatures. The new RGF function’s
commutation involves the following steps:



















= 0 (j > 1)
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2. For i = 1, 2, . . . , N − 1 and j = 1, 2, . . . , N , compute Eqs. (4.9) & (4.10)








for j = 1, 2, . . . , N
4. For q = N − 1, N − 2, . . . , 1 and j = 1, 2, . . . , N , compute Eqs. (4.11) & (4.12).
The algorithm proceeds as follows.
• Start with an initial guess for the Bu¨ttiker probe temperatures.
• For each phonon frequency, compute GRii , Gnii, and
∂Gnii
∂Tj
using the RGF algorithm
described above.
• Compute energy current densities in each Bu¨ttiker probe using Eq. (4.8).






















where δij is the Kronecker Delta function.
• Update the temperature of Bu¨ttiker probes using the Newton equation:
Tnew = Told − J−1f (4.14)
• If ‖Tnew − Told‖ > , go back to Step 1.
An alternative to the Newton-Raphson method is the secant method in which the exact
Jacobian needs to be computed only in the first iteration. For further iterations, the
Jacobian could be updated using the Broyden’s update formula [129], and this method
was also found to give satisfactory convergence. With the secant method, the derivative
of the lesser Green’s function with respect to Bu¨ttiker probe temperatures need only
be computed in the first iteration. For the remaining iterations, the traditional RGF
function is sufficient.
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Figure 4.2 shows a comparison of the computational times for AGF simulations
of bulk silicon with Bu¨ttiker probe scattering using direct inversion and the RGF
algorithm described above. The computational times were obtained using MATLAB,
and both direct inversion and the RGF methods were parallelized over transverse
wavevectors. The computational time for full matrix inversion increases rapidly with
device length (matrix inversion scales as O(n3)) while that for the RGF algorithm
proposed above shows a more gradual scaling with device length (RGF scales as O(n)).
Apart from the computational speedup, another important advantage of the RGF
method over full inversion is the reduced memory needed to store and invert full
Green’s function matrices. The device sizes considered in the present work (see Section
4.4) are computationally intractable with direct matrix inversion. Hence, the extension
of the RGF algorithm to Bu¨ttiker probes is expected to be critical for application of
the Bu¨ttiker probe method to realistic device sizes. Also, the results in Figure 4.2
confirm that the computational expense of repeated AGF calculations of Gn(ω; q||) for
each RGF iteration is far less than the computational expense for a single calculation
of the full retarded Green’s function of the device G(ω; q||) through direct inversion.

























Figure 4.2. Comparison of computational times for different device
lengths obtained using direct inversion and the RGF algorithm.
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4.2.4 Fourier Diffusion of Electrons Coupled with Phonons
Electrons are the primary energy carriers in metals, and they transfer energy to
phonons near the interface between metal and semiconductor. Intrinsic Si is the
semiconductor of interest in this work, and hence the contribution of electrons in Si
to thermal transport is neglected. We neglect any cross-interface electron transport
through the CoSi2-Si interface and consider diffusive transport of electrons in CoSi2.





+Qep(x) = 0 (4.15)
where Qep(x) denotes the volumetric heat source term due to coupling between
electrons and phonons and is expressed in terms of the Eliashberg function as derived
by Allen in ref. [85]:
Qep(x) = 2πD(Ef )
∞∫
0
(h¯ω)2α2F (ω) [f oBE(Tp(x))− f oBE(Te(x))] dω (4.16)
In the above equation Te(x), Tp(x) denote the local electron and lattice temperatures
respectively at location x. The above term is also included as a source term in the
Bu¨ttiker probe at location x, i.e., the energy current conservation equation for the ith







Tr(Σini A− ΓiGn)dω +Qep,iΔxi = 0 (4.17)
where Δxi is the length that the Bu¨ttiker probe occupies along the transport direction.
In a phonon-only simulation, the total energy current in each Bu¨ttiker probe is set to
zero to ensure energy flux conservation (see Eq. (4.8)), i.e., Bu¨ttiker probes redistribute
the energy, but there exists no net loss or gain of energy from the fictitious Bu¨ttiker
contacts. When electrons are included in the transport calculation, the total energy
current in each Bu¨ttiker probe is set to the electron-phonon energy exchange given by
Eq. (4.16).
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The local lattice temperature Tp in Eq. (4.16) is obtained by equating the lo-
cal phonon energy density to the product of a local Bose-Einstein distribution at










ω2A(ω; q||)f oBE(ω, Tp)dω (4.18)
The above equation makes use of the following equations to express the local phonon
number density ρ(ω) and the local phonon DOS D(ω) in terms of the lesser Green’s












Eqs. (4.15), (4.17), (4.18) constitute a set of coupled non-linear equations that need to
be solved to obtain the electron temperature, the Bu¨ttiker probe temperature, and the
local device temperatures. Similar to the methodology for solution of Bu¨ttiker probe
temperatures in Section 4.2.3, the Newton-Raphson method is used for the solution of
the above equation and details of the algorithm are provided in Appendix B.
4.3 Coherent Phonon Transport
This section contains results for the phonon transmission function and thermal
interface conductance of Si-CoSi2 interface from ballistic phonon transport calculations
(i.e., Bu¨ttiker probe scattering turned off). Different interfacial atomic configurations
are possible for the Si-CoSi2 interface depending on the coordination number of the
Co atom closest to the interface (possible values of 5, 7, 8) and the relative crystal
orientation between the (111) surfaces of Si and CoSi2. The ‘A’ type orientation
occurs when the Si-CoSi2 stacking is continuous while the ‘B’ orientation occurs when
the CoSi2 crystal is rotated by 180
◦ about the [111] direction. Previous first-principles
calculations in the literature [130, 131] indicate that the 8A and 8B configurations
have the lowest interfacial energies and are hence the most probable interfacial atomic
structures. Both configurations are considered for the present phonon transport
calculations using AGF.
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While bulk IFCs are quite commonly obtained from first-principles calculations,
little work exists on the use of rigorous DFPT calculations to determine the force
constants between atoms belonging to different materials across a heterogeneous inter-
face. Force constants (in AGF) and inter-atomic potentials (in molecular dynamics)
between atoms belonging to different bulk materials are commonly represented using
simplifying approximations without rigorous calculations of the actual strength of
interfacial bonding [35, 132]. In the present work, both bulk and cross-interface IFCs
needed for AGF transport simulations are determined entirely from DFPT calculations.
Figures 4.3a-c show the various interface supercells considered for DFPT calcula-
tions in the present work. Each supercell contains two interfaces because of periodic
boundary conditions. The red dotted boxes enclose atoms around the interface for
which the force constants are obtained from the interface supercell DFPT calculation.
In the atomic structure considered for transport calculations, the IFCs for atoms
outside the red dotted box are assumed to equal the bulk IFCs of Si (left of the
box) and CoSi2 (right of the box). Results of DFPT calculations on a finite interface
supercell are transferred to transport simulations on single Si-CoSi2 interfaces formed
by semi-infinite Si and CoSi2 crystals.
Enforcement of the acoustic sum rules is an important consideration when IFCs
obtained from DFPT calculations are used in thermal transport simulations. Acoustic
sum rules constitute a set of translational invariance conditions on the IFCs to ensure
that long wavelength acoustic modes of a crystal have zero vibrational frequency:
∑
j
Hiα,jβ = 0 (4.20)
where i, j denote atom indices while α, β denote the directions. The spatial range
of inter-atomic interactions is artificially truncated in DFPT by the finite q-point
grid used in the calculations. Although the neglected long-range interactions are
typically small, this procedure results in small violations of the translational invariance
conditions. Hence, the raw force constants obtained from DFPT do not satisfy the
acoustic sum rules exactly and need to be enforced as a post-processing step on the
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IFCs [133]. Common DFT codes such as Quantum Espresso automatically enforce
translational invariance for the IFCs of the crystal on which DFPT calculations are
performed. However in the present calculations, the IFCs obtained for bulk Si and
bulk CoSi2 are combined with that obtained for the interface supercell. Hence the
IFCs for Si and CoSi2 unit cells nearest to the interface will require modifications to
ensure that the acoustic sum rules are satisfied. In the present work, the diagonal
blocks of the force constant matrix are modified to ensure that Eq. (4.20) is satisfied.
Cross-interface force constants between heterogeneous materials are commonly
approximated using simplifying assumptions due to the computational complexity of
performing direct DFPT calculations on an interface supercell with a large number of
atoms. If the materials on both sides of the interface have the same lattice structure
such as Si-Ge interfaces, a common approximation is to assume the same force constants
for both materials with the assumption that interfacial scattering is primarily affected
by the change in atomic mass across the interface [17]. Other approximations include
the use of empirical corrections to obtain the cross-interface force constants from the
bulk force constants [132]. Another common approximation involves the use of mixing
rules to obtain the strength of cross-interface interactions from an average of the bulk
material parameters [134, 135].
In order to evaluate the validity of a simple averaging approximation for the
cross-interface force constants, Figure 4.4a compares the phonon transmission function
at normal incidence (q|| = 0) when the cross interface IFCs are assumed to be a simple
arithmetic average of the bulk IFCs and when the cross-interface IFCs are obtained
from DFPT on the interface supercell shown in Figure 4.3a. In the averaging approach,
the cross-interface Co-Si and Si-Si IFCs are obtained by averaging the interactions in
bulk Si and bulk CoSi2. The averaging approximation is found to over-estimate the
transmission function for most of the frequency range except at very low frequencies
or long wavelengths (see inset in Figure 4.4a) where the predictions from both the
average and DFPT IFCs converge to the acoustic mismatch limit. Long wavelength
phonons are insensitive to the local details of interfacial bonding, and hence the
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transmission function at low phonon frequencies is expected to be insensitive to the
exact interfacial force constants. However, rigorous predictions of cross-interface force
constants are necessary for accurate prediction of transmission at higher frequencies
that are expected to dominate phonon transport at room temperature and beyond. The
thermal interface conductance computed directly from Eq. (4.4) includes contributions
from the ballistic contact conductances at the contact-device interfaces in addition
to the conductance of the Si-CoSi2 interface in the middle of the device region. To
obtain the conductance of the Si-CoSi2 interface alone, we use the following expression













where GQ(T ) is the interface conductance computed from Eq. (4.4), and G
′
Q(T ) is the
thermal interface conductance of a single Si-CoSi2 interface and plotted in Figure 4.4c.
GQ,Si(T ) and GQ,CoSi2(T ) are the ballistic conductances of homogeneous Si and CoSi2
slabs respectively. The use of a simple arithmetic average for cross-interface IFCs over-
estimates the thermal interface conductance (see Figure 4.4c) by almost 100% at room
temperature, and the errors increase at higher temperatures. Hence, the prediction
of phonon thermal interface conductance for temperatures beyond a few tens of K
requires the rigorous prediction of interfacial bonding strength, and simple averaging
approximations are not expected to be quantitatively accurate. Similar conclusions
on the over-estimation of interface conductance due to simple approximations that
neglect local changes in the force field near a heterogeneous interface were reported in
ref. [136].
Figure 4.3 shows the length range of cross-interface interactions (red dotted box)
considered for the different supercells. To test the convergence of interface conductance
with respect to the spatial range of cross-interface interactions considered, Figure 4.4b
shows the transmission function averaged over in-plane wavevectors for two different
supercell lengths. We observe that the transmission function and interface conductance
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Figure 4.4. Results from ballistic phonon transport calculations
for a Si-CoSi2 interface. a) Phonon transmission function at normal
incidence computed using average and DFPT force constants for the 8A
interface. The inset shows the same graph for small phonon frequencies
or long wavelengths. b) Phonon transmission function averaged over in-
plane wavevectors for the 8B interface. Cross-interface force constants
were obtained from DFPT calculations on supercells shown in Figure
4.3b,c. c) Thermal interface conductance for 8A and 8B Si-CoSi2
interfaces.
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(black and red curves in Figure 4.4c) are very similar for both supercells of the 8B
interface shown in Figures 4.3b,c. This result proves that the IFCs between Si and
CoSi2 atoms outside the red dotted box are small enough to contribute insignificantly
to the thermal interface conductance.
4.4 Effect of Anharmonic Scattering on Thermal Interface Conductance
In this section, the effect of anharmonic phonon scattering in Si and CoSi2 on
the thermal interface conductance is presented. This section contrasts with results
in the previous section where phonon transport in Si and CoSi2 is assumed to be
ballistic. The Bu¨ttiker probe scattering rates for both Si and CoSi2 are assumed to
be of the form τ−1(ω) = Aω2, and the parameter A was fitted to obtain the bulk
thermal conductivity of Si and CoSi2 (see Appendix C). Since Si has a relatively high
phonon thermal conductivity compared to CoSi2, this circumstance corresponds to a
low scattering rate on the Si side of the interface and a high scattering rate in CoSi2.
To understand the effect of bulk scattering rates on the interface conductance, we also
performed simulations in which the scattering rate in CoSi2 is reduced by a factor of
100 while the Si scattering rate is maintained the same (Case A) and the scattering
rate in Si is increased by a factor of 100 while that in CoSi2 is maintained the same
(Case C). Case B corresponds to the nominal scattering rate in both Si and CoSi2,
i.e., the scattering rate that reproduces the bulk thermal conductivity of Si and CoSi2.
The present simulations assume that all the Bu¨ttiker probes on the Si and CoSi2 sides
of the interface have scattering rates of bulk Si and bulk CoSi2 respsectively. However,
the local anharmonicity near the Si-CoSi2 interface is likely to differ from the bulk
anharmonicities of Si and CoSi2. Future work on determining the change in Umklapp
scattering rates near a heterogeneous interface is needed to improve the present model.
Figures 4.5a,b,c show the local device temperature profile corresponding to all three
cases and the associated thermal interface conductance. The interface conductance is
calculated from the net energy flux across the interface and the interfacial temperature
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drop obtained from a linear extrapolation of the temperature profiles in Si and CoSi2.
The interface conductance is enhanced with larger bulk scattering rates of the materials
comprising the interface. As expected from conventional scattering theory, the bulk
material conductances however decrease with increased scattering rates (shown by
the progressive rise in temperature drops within Si and CoSi2 in Figures 4.5a,b,c).
The foregoing results suggest that the inclusion of inelastic phonon scattering in
the AGF simulations produces contrasting effects on the interface and bulk material
conductances.
To further understand the microscopic mechanisms responsible for the enhancement
in interface conductance with inelastic scattering, Figures 4.5d,e,f show the spectral
variation of heat flux at the Si and CoSi2 contacts. For Case A with low scattering on
both sides of the interface, the spectral heat fluxes from the two contacts follow each
other, suggesting that ‘vertical transport’, i.e., mixing between different energy levels
is insignificant. However, higher scattering rates result in a shift of the frequencies
at which the spectral heat flux is a maximum. Also, the maximum allowed phonon
frequency in strained CoSi2 is about 7×1013 rad/s while that in Si is close to 1014 rad/s.
Hence the phonons in Si between 7× 1013 rad/s and 1014 rad/s do not contribute to
cross-interface heat transport in a ballistic simulation (see Figures 4.4a,b). Inelastic
scattering enables phonon scattering into the high energy optical modes of Si whose
contribution is enhanced with rise in the scattering rates of Si and CoSi2. The elevated
participation of high energy optical phonons in Si can also be observed in Figures
4.5g,h,i where phonons with frequencies larger than 7× 1013 rad/s contribute 8%, 10%,
and 18% of the total energy flux in Si for cases A, B, and C respectively. Although
the spectral heat flux shows spatial variation, the total energy flux integrated over all
phonon frequencies is independent of position. Similar conclusions on the enhancement
of thermal interface conductance due to inelastic scattering have been reported in
prior work [105,106,137].
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Figure 4.5. a,b,c) Device temperature profile for Cases A, B, C
where Case B corresponds to nominal scattering rates in Si and CoSi2
while Cases A and C correspond to artificially decreased and increased
scattering rates respectively. d,e,f) Spectral variation of the energy
flux from Si and CoSi2 contacts for Cases A, B, C respectively. g,h,i)
Accumulation of energy flux in the Si and CoSi2 contacts with respect
to phonon frequency for Cases A, B, C respectively.
4.5 Effect of Electron-Phonon Coupling on Thermal Interface Conduc-
tance
4.5.1 First-principles Calculations
The results from first-principles calculations of electron-phonon coupling, both
in bulk strained CoSi2 and Si-CoSi2 interface supercells, are reported in this section.
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The mathematical definitions of phonon linewidth γqp and the associated Eliashberg
function are provided in Chapter 3 (see Eqs. (3.2) & (3.3)). The procedure for
spatial projection of the Eliashberg function using phonon eigenvectors of the interface
supercell (see Eq. (3.4) and the use of the local Eliashberg function in defining a local
volumetric electron-phonon coupling coefficient (see Eq. (3.10)) are also explained in
Chapter 3.
The Eliashberg functions of bulk strained CoSi2 and the interface supercell are
shown in Appendix D along with a discussion on convergence with respect to k-
point grid and smearing parameters. Figure 4.6a shows the spatial variation of the
electron-phonon coupling coefficient at 300 K for three interface supercells (SC) of the
8B configuration considered in this work. SC1 and SC2 correspond to the interface
supercells in Figure 4.3b,c while SC3 (atomic structure not shown) also corresponds
to the 8B configuration but with different lengths of the Si and CoSi2 slabs. The local
coupling coefficient on the CoSi2 side of the interface is averaged over one Co and
two Si atoms to remove atomistic fluctuations in the local coupling coefficient. The
electron-phonon coupling coefficients for bulk strained CoSi2 and bulk intrinsic Si are
also shown in Figure 4.6a. The electron-phonon coupling in intrinsic bulk Si is zero
since the Fermi level lies in the middle of the bandgap, and the delta functions around
the Fermi surface in Eq. (3.2) are zero. An important observation from Figure 4.6a
is the appearance of a non-zero coupling coefficient on the Si side of the interface.
Also, the magnitude of this coupling is approximately constant in Si beyond two
atomic layers from the interface for all three supercells considered in Figure 4.6a. The
Si-CoSi2 interface forms a Schottky barrier with a p-type Schottky barrier height of
0.2 eV. Hence, the local electronic DOS at the Fermi level decays rapidly in Si away
from the Si-CoSi2 interface (see Figure 4.6b). However, such a two-order-of-magnitude
decay in local electronic DOS does not result in a commensurate reduction in the
local electron-phonon coupling coefficient shown in Figure 4.6a.
This unusual result can be understood by considering the relative contributions
of different types of phonon modes of the Si-CoSi2 interface supercell to the overall
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Figure 4.6. a) Spatial variation of the electron-phonon coupling
coefficientGep at 300 K across a Si-CoSi2 interface for different supercell
lengths. The coupling coefficient in bulk strained CoSi2 and bulk Si are
also shown for comparison. b) Spatial variation of the local electron
DOS at the Fermi energy across the Si-CoSi2 structure shown in Figure
4.3c.
Eliashberg function. The different phonon modes of the interface supercell are classified
into four kinds based on the spatial localization of the phonon eigenvector corresponding
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to the mode. The present approach is analogous to the classification of interface
modes in ref. [138]. The interface supercell (SC 2 in Figure 4.6a) shown in Figure 4.7a
is decomposed into three regions consisting of Si, CoSi2, and interfacial atoms. The













delocalized mode, if none of the above
(4.22)
where ‖φqp,Si‖, ‖φqp,CoSi2‖, and ‖φqp,int‖ denote the norm of the phonon eigenvector
within the Si, CoSi2 and interfacial regions respectively in Figure 4.7a. ‖φqp,tot‖
denotes the norm of the phonon eigenvector of the entire interface supercell and is
normalized to unity. The choice of spatial extent of the interfacial region and the value
0.85 in Eq. (4.22) are arbitrary and used only to provide a physical understanding of
the mechanism of cross-interface coupling between electrons in metal and phonons in
the semiconductor.
The contribution of the different types of phonon modes to the total phonon DOS
and the total Eliashberg function of the interface supercell are shown in Figures
4.7b,c respectively. Figure 4.7b indicates that phonon modes in the frequency range
of ω = (8 − 10) × 1013 rad/s are localized in the Si region of the interface. These
high-frequency modes correspond to optical modes of Si and are above the maximum
allowed phonon frequency of bulk CoSi2. Although the optical modes of Si contribute
to phonon DOS of the interface supercell, their contribution to the Eliashberg function
shown in Figure 4.7c is negligible. This result demonstrates that modes localized in
Si do not couple with metal electrons. However, the significant volumetric coupling
coefficient on the Si side of the interface in Figure 4.6a can be attributed to delocalized
modes whose vibrational energy is distributed across Si and CoSi2 atoms of the
interface supercell. Metal electrons transfer energy to delocalized phonon modes whose
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vibrational patterns dictate that a portion of the energy is transferred to silicon atoms
across the interface.
Hence, our results suggest that energy exchange between electrons in metal and
atomic vibrations in the semiconductor is enabled by the coupling between electrons
and delocalized interface modes whose vibrational energy is distributed across Si
and CoSi2 atoms. An important implication of this result is that strength of direct
electron-phonon coupling is intimately tied to the strength of interfacial bonding and
the phonon-phonon conductane across the interface. For an interface with weak or
van der Waals bonding, the contribution of such delocalized modes to phonon DOS is
expected to be much smaller, and the phonon modes will be localized on either side of
the interface.
Figure 4.7c also suggests a surprising result that the mechanism of energy transfer
from metal electrons to phonons in Si is mediated by acoustic delocalized phonon modes
rather than coupling between electrons and optical modes of Si. Electron-phonon
coupling is typically stronger for optical phonon modes as compared to acoustic modes.
However, in the interface supercell considered here, optical modes of Si are localized
to the Si side of the interface where the electron DOS at Fermi level is very small
(see Figure 4.6b). The acoustic modes in Si are delocalized with the acoustic modes
of CoSi2 which leads to their stronger coupling with electrons in CoSi2. Figure 4.7c
also indicates that coupling between metal electrons and CoSi2 optical phonon modes
contributes significantly to the Eliashberg function of the interface supercell. However,
such coupling is localized within the metal and does not contribute to energy transfer
across the interface. Localized interfacial modes, i.e., modes with vibrational energy
localized to a couple of atomic layers around the interface are observed to contribute
to the Eliashberg function in a small frequency range ω = (7− 8)× 1013 rad/s.
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Figure 4.7. a) Partitioning of different regions in the Si-CoSi2 interface
supercell used for the classification of phonon modes. b,c) Contribution
of Si, CoSi2, interfacial, and delocalized phonon modes to the total
DOS (b) and Eliashberg function (c) of the Si-CoSi2 interface supercell.
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4.5.2 Effect of Electron-Phonon Coupling on Thermal Interface Conduc-
tance
In this section, results from first-principles calculations of electron-phonon coupling
are incorporated into the AGF transport simulations. The details of the approach
are described in Section 4.2.4 and Appendix B. The primary difference between the
results presented here and those in Section 4.4 is the presence of non-zero energy
fluxes in the Bu¨ttiker probes to represent the energy exchanged between electrons and
phonons. Hence, the simulation results presented in this section include contributions
from both anharmonic phonon scattering and electron-phonon coupling.
We consider first the case where electrons exchange energy only through the
Bu¨ttiker probes in the metal, i.e., no direct coupling between metal electrons and
semiconductor phonons. The Eliashberg function of bulk strained CoSi2 is used to
calculate the energy exchange term Qep in Eq. (4.16). Figure 4.8a shows a typical
electron and lattice temperature profile obtained from such a simulation along with
the heat fluxes from the various Bu¨ttiker probes in Si and CoSi2 (see Figure 4.8c).
The heat fluxes in all the Bu¨ttiker probes on the Si side of the interface are zero while
the heat fluxes in the Bu¨ttiker probes of CoSi2 decrease away from the interface. This
decay in the electron-phonon energy transfer away from the interface is a consequence
of the equilibrium between electrons and phonons away from the interfacial region
(see temperature profile in Figure 4.8a).
Also, comparison of the lattice temperature profiles in Figure 4.5b with that in
Figure 4.8a shows that for the same scattering rates and applied temperature difference
across the Si and CoSi2 contacts, the lattice temperature drop in CoSi2 is reduced
when electrons are included in the simulation. The reduced lattice temperature drop
in CoSi2 is a consequence of electrons in metal providing a parallel heat flow path with
lower resistance compared to phonons (κe,CoSi2 = 46 W/m/K, κp,CoSi2 = 4.9 W/m/K).
Hence, a significant fraction of energy in CoSi2 is carried by electrons that transfer
energy to the lattice near the metal-semiconductor interface.
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The present simulation is conceptually similar to the analytical model developed
by Majumdar and Reddy [71] who suggested that electron-phonon coupling within
the metal effectively provides a resistance in series with the phonon-phonon resistance
across the interface. Hence the interface conductance in Figure 4.8a is smaller than
the phonon-only conductance in Figure 4.5b. Majumdar and Reddy’s model for the









where Gep is the effective electron-phonon coupling efficient in the metal, kp is the
lattice thermal conductivity of the metal, and Gpp is the phonon interfacial conductance.
The electron-phonon coupling coefficient in bulk CoSi2 is 3.1 × 1017 W/m3/K (see
Figure 4.6a), κp = 4.9 W/m/K, and Gpp = 5.2 × 108 W/m2/K (see Figure 4.5b).
Substituting these values in Eq. (4.23), we obtain GQ = 365 MW/m
2/K which is close
to the value from the simulation in Figure 4.8.
Although the temperature profiles presented so far in Figures 4.5 and 4.8 in-
volve conditions near room temperature, similar simulations were also performed
at temperatures of 150, 200, and 250 K to obtain the temperature dependence of
interface conductance. At each temperature, the Bu¨ttiker probe scattering rate in
Si was changed to match the bulk thermal conductivity corresponding to that tem-
perature (see Table C.1). Figure 4.9 shows a comparison of simulation predictions
with experimental measurements using the time-domain thermoreflectance (TDTR)
technique. Figure 4.3d is a TEM image of the Si-CoSi2 interface used in the TDTR
measurements2; the sharp contrast between the Si and CoSi2 crystals confirms the
crystallinity and epitaxial nature of the interface. Separate FFT imaging of the Si and
CoSi2 crystals revealed that the interface is of ‘B’ type, i.e., the relative orientations
of the two crystals are rotated by 180◦.
The simulation predictions using the various models are presented to provide a
quantitative understanding of the contributions from each heat transfer mechanism
2Sample preparation using the focussed ion beam (FIB) technique and TEM imaging were performed
by Dr. Rosa Diaz Rivas at Purdue University.
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Figure 4.8. a) Electron and lattice temperature profile across Si-CoSi2
interface with electron-phonon coupling inside the metal region only.
b) Electron and lattice temperature profile across Si-CoSi2 interface
with electron-phonon coupling inside the metal region and in two unit
cells of Si closest to the interface. In both a) and b), The red line
corresponds to a linear fit of the lattice temperature profile in Si and the
green line corresponds to a linear fit of the electron temperature profile
in CoSi2 away from the interface region. c) Heat flux distribution
in the Bu¨ttiker probes across the Si-CoSi2 interface corresponding to
the temperature profiles in a) and b). For the simulation with direct
electron-phonon coupling, the first Bu¨ttiker probe in Si closest to the
interface has a non-zero energy flux.
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to the thermal interface conductance. Ballistic AGF simulations with only coherent
interface scattering (black solid curve denoted by ‘A’ in Figure 4.9) under-predict the
thermal interface conductance for all temperatures with a 33% difference at room
temperature. Also, an elastic transport model does not capture the temperature
dependence of the interface conductance. Experimental data suggests that the thermal
interface conductance increases by 37% from 150 K to room temperature; however
the AGF simulation predicts a modest 15% increase in interface conductance for the
same change in temperature. The stronger dependence of the experimental data on
temperature suggests the importance of inelastic scattering processes in cross-interface
energy transport. The inclusion of inelastic phonon scattering (magenta curve with
circles denoted by ‘B’ in Figure 4.9) in the AGF simulations increases the interface
conductance by about 80% at room temperature, and the simulation predictions are
closer to experimental data. However, if electrons in metal are also considered in the
simulation with electron-phonon coupling limited to the metal region only (red curve
with pentagrams denoted by ‘C’ in Figure 4.9), the thermal interface conductance
reduces by about 30% at room temperature, and the simulation under-predicts the
experimental data. We note that this simulation considers the contributions from
both anharmonic phonon scattering and electron-phonon coupling within the metal.
The DFPT calculations of electron-phonon coupling presented in the previous
section do not consider anharmonicity of phonon modes in the interface supercell. In
a single Si-CoSi2 interface with semi-infinite Si and CoSi2 slabs on either side, the
interface phonon modes will be localized around the interface. The spatial extent of
these modes will depend on the anharmonic interaction strength with bulk Si and
bulk CoSi2 modes. The local electron-phonon coupling coefficient Gep is expected to
equal the bulk values for Si and CoSi2 beyond the spatial extent of these interface
modes. Different approximations for the extent of joint or interface phonon modes
have been proposed in the literature. Huberman and Overhauser [73] proposed that
the joint modes extend to a distance equal to the bulk mean free path of the materials
forming the interface. For Si, the average phonon mean free path is of the order of 40
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nm and the use of this length predicts a large contribution to thermal transport from
cross-interface electron-phonon coupling [67]. More recently, Lu et al. [101] argued
that the extent of interfacial phonon modes should equal the distance over which the
temperature profile obtained in molecular dynamics simulations is non-linear. This
length is typically of the order of 1-2 nm, and this model predicts a much smaller
contribution of cross-interface electron-phonon coupling to interface conductance. In
the present work, we obtain an approximate estimate of this length by fitting the
simulation predictions to experimental data.
With the assumption that cross-interface electron-phonon coupling is responsible
for the difference between experimental data and the simulation results represented
by the red curve in Figure 4.9, we use the coupling coefficient on the Si side of the
interface (see Figure 4.6a) to model energy transfer between electrons in metal and
the semiconductor lattice. Curve ‘D’ in Figure 4.9 represents the thermal interface
conductance obtained by coupling electrons in metal with two unit cells of Si closest
to the interface along the transport direction. Direct coupling with two unitcells of Si,
which represents a length of approximately 1.9 nm, is found to be sufficient to obtain
a close match with experimental data at various temperatures. The close match to
experimental data suggests that the extent of joint interface modes in Si is much
smaller than the bulk mean free path of Si. The small spatial extent of joint modes is
likely due to the increased anharmonicity of interfacial phonon modes as compared
to the bulk phonon modes. Similar conclusions on increased anharmonicity of the
interfacial region are discussed in ref. [139] by computing the anharmonic contribution
to potential energy of interfacial atoms in Si/Ge interfaces. The temperature profile
corresponding to the simulation with direct electron-phonon coupling (see Figure 4.8b)
is similar to that obtained from the simulation with electron-phonon coupling limited
to the metal region alone (see Figure 4.8a). However, the non-zero energy flux in the
Bu¨ttiker probe closest to the interface in Si (see Figure 4.8c) is indicative of direct
electron-phonon energy transfer, and this contributes to the enhancement in thermal
interface conductance.
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Figure 4.9. a) Comparison of simulation predictions with experimental
data (blue squares with error bars). A (black solid curve) - Phonon-
only simulation with elastic interface scattering. B (magenta circles) -
Phonon-only simulation with anharmonic phonon scattering in both Si
and CoSi2. C (red pentagrams) - Electrons and phonons considered in
the simulation with electron-phonon energy transfer inside the metal
region only. D (green diamonds) - Electrons and phonons considered
in the simulation with electron-phonon energy transfer included in two
(1.9 nm) unit cells of Si closest to the interface.
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4.6 Conclusions
In this chapter, we extend the first-principles calculations of Chapter 3 to a Si-
CoSi2 interface and compare simulation predictions of thermal interface conductance
to experimental measurements using the TDTR technique. TEM imaging of the
Si-CoSi2 interface confirms the epitaxial nature of the interface and thus enables a
one-to-one comparison between simulation and experiment. From a methods stand-
point, important contributions from the present work include the development of
computationally efficient methods to include inelastic phonon scattering in a Green’s
function transport simulation and the incorporation of results from first-principles
calculations of electron-phonon coupling into the AGF framework. We also evaluate
the validity of the ‘mixing rule’, a heuristic approximation to interfacial bonding at
heterojunctions, using comparisons to results obtained from rigorous first-principles
calculations of interfacial bonding, and find that simple averaging of interfacial force
constants can result in errors of the order of 100% in the thermal interface conductance
at room temperature.
Elastic scattering of phonons at an interface is the most widely used framework to
understand and predict the thermal interface conductance of heterojunctions, but the
need to include inelastic phonon and coupled electron-phonon processes has become
apparent, largely due to the lack of agreement between models and experiments. The
present work provides a rigorous evaluation of the contributions from various transport
processes for a Si-CoSi2 interface. Importantly, the experimental results, performed
across a wide temperature range, only agree well with predictions that include all
transport processes: elastic and inelastic phonon scattering, electron-phonon coupling
only in the metal, and electron-phonon coupling across interface.
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5. PHONON EIGENSPECTRUM-BASED FORMULATION OF THE ATOMISTIC
GREEN’S FUNCTION METHOD
5.1 Introduction
The ability to resolve details of heat conduction in solids to the level of individual
phonon polarizations, or branches, is becoming more important to the understanding
of thermal transport, particularly with the emergence of commensurate experimental
techniques that target coherent phonon behavior. Polarization-specific transport has
been postulated to dictate important phenomena such as the effects of boundary
roughness in dimensionally confined nanomaterials [140], transport across interfaces
[122], and thermoelectric devices [141], among others. At the same time, phonon
transport modeling beyond the historically common Debye approximation has become
much more accessible to researchers through the use of first-principles atomic structure
modeling [115]. Here, we report progress in the development of the atomistic Green’s
function method toward separating contributions from individual phonon branches in
a computationally efficient manner, with application to interfacial thermal transport.
Resolution of phonon contributions to thermal conductivity by frequency (energy)
and mean-free path has become more common in recent research. For example, the so-
called ‘thermal conductivity accumulation’ function provides insights into how domain
boundaries can affect the measured conductivity [142]. Similarly, frequency resolution
is particularly important for understanding phonon transport across interfaces [143].
For both frequency- and scattering-resolved transport, each non-degenerate phonon
polarization can produce markedly different behavior. Consequently, any such studies
would ideally distinguish among the phonon branches. Ultimately, high levels of
spectral and scattering resolution can be employed in general device-scale solvers,
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such as those based on the Boltzmann transport equation with complex scattering
processes [144].
The atomistic Green’s function (AGF) method has proven to be very effective
in simulating ballistic phonon transport in crystalline materials, beginning with the
early work by Mingo and Yang [145]. The approach is particularly well suited to
the study of phonon transport at interfaces, such as nanoscale contacts [146] and
interfaces [143]. The method has also been extended to include anharmonic scattering,
albeit with substantial computational complexity [21]. However, the basic AGF
methodology groups all active phonon branches together in the calculation of the
frequency-dependent transmission function, which forms the basis of thermal transport
calculations in the Landauer framework. Some prior studies have reported methods
to distinguish individual phonon branches within the transmission process [147, 148],
and a comparison of these approaches with that proposed in this work is provided in
Section 5.4.
The main virtue of the AGF method is associated with the high spectral fidelity of
its transport predictions, particularly when compared to alternatives such as molecular
dynamics with wave packets [20]. Here, we report a computationally efficient approach
to achieve polarization-specific AGF predictions of spectral phonon transport. The
subsequent sections describe the essential elements of the method, the treatment of
surface Green’s functions using Dyson’s equation, and the extraction of polarization-
specific transmission functions. The chapter ends with an example of a heterojunction
interface to demonstrate the efficacy of the method and general conclusions.
5.2 Atomistic Green’s Function Method: Review
This section provides a brief overview of the AGF method and the reader is referred
to prior literature [116,117] for a more detailed introduction to the method. The AGF
technique is ideally suited to perform transport calculations across a ‘device’ region
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connected to semi-infinite ‘contacts’. The central quantity of interest is the device
Green’s function Gd that is given by:
Gd(ω; q||) = [ω2I −Hd − Σ1 − Σ2]−1 (5.1)
where Hd denotes the force constant matrix corresponding to the device region, and Σ1,
Σ2 represent the self-energies due to the semi-infinite contacts. q|| denotes the in-plane
or transverse wavevector (perpendicular to transport direction). The self-energies are
obtained from the surface Green’s functions g1, g2 as follows:
Σ1(ω; q||) = τ1g1τ
†
1 Σ2(ω; q||) = τ2g2τ
†
2 (5.2)
where τ1, τ2 represent force constant matrices for bonding between atoms in the
device region with atoms in the left and right contacts respectively. The procedure
for obtaining the surface Green’s functions g1, g2 is discussed in the next section.
Additional matrices Γ1, Γ2 are obtained from the imaginary part of the self-energy
matrices Σ1, Σ2.
Γ1(ω; q||) = i(Σ1 − Σ†1) Γ2(ω; q||) = i(Σ2 − Σ†2) (5.3)
Γ1, Γ2 are termed ‘escape rates’ [117] since they physically represent the rate of transfer
of phonons between the contacts and the device. The transmission function T (ω)
from contact 1 to contact 2 is obtained from the Caroli formula:
T (ω; q||) = Tr[Γ1GdΓ2G†d] (5.4)
The total thermal conductance GQ across the device region is obtained by integration













5.3 Computation of Surface Green’s Functions
The surface Green’s functions g1, g2 are typically obtained using the Sancho-Rubio
technique that is also referred to as the decimation method in prior literature [118,119].
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the corresponding frequencies and eigenvectors are obtained by diagonalization of the
phonon dynamical matrix D(q):
ω2φ = (Hon(q||) + τl(q||) exp (−iqza) + τr(q||) exp (iqza))φ = D(q)φ (5.6)
where Hon denotes the on-site element of the dynamical matrix and τl, τr denote the
connections to the left and right nearest neighbors respectively. The term a denotes
the periodicity along transport direction and is chosen to be large enough to ensure
that only nearest neighbor interactions exist. The above equation corresponds to the
usual method of obtaining phonon dispersion and requires the solution of a normal
eigenvalue problem.
Now we consider the inverse problem of obtaining the phonon wavevector (in the
transport direction) and the eigenvector for a given phonon frequency ω and transverse
wavevector q||. This problem requires the solution of a generalized eigenvalue problem
of twice the size of the normal eigenvalue problem in Eq. (5.6) [149,150]:⎛



















The solution of the above equation could also generate complex wavevectors, in addition
to real wavevectors that are typically used in a phonon dispersion calculation. The real
wavevectors correspond to propagating Bloch waves while the complex wavevectors
physically represent evanescent waves that decay to the left or right depending on
the sign of the imaginary part of the wavevector. Such complex wavevectors always
occur in conjugate pairs, i.e., if qz is a complex wavevector that satisfies the above
equation, q∗z is also a solution of the above equation. After solving for the wavevectors
and eigenvectors that satisfy the generalized eigenvalue problem, the bulk Green’s
function is obtained from the following expression:






















The derivation of the above equation involves the use of contour integration in the
complex wavevector plane and is an extension to phonons of the Green’s function
expression for electrons derived in refs. [151,152]. The first (second) summation on
the right side of the above equation runs over all real wavevectors with a positive
(negative) group velocity along the z-direction and all imaginary wavevectors with
a positive (negative) imaginary part. φ denotes the normalized phonon eigenvector
corresponding to one repeating unit, and vg,z represents the phonon group velocity
along the transport direction. Θ(m) represents the Heaviside step function (Θ(0) is
taken to be 0.5) and is used to ensure that Bloch waves with positive (negative) group
velocity and evanescent waves with positive (negative) imaginary parts contribute to
the left (right) off-diagonal element of the Green’s function. The indices m, n denote
the block indices of the Green’s function, i.e., Gm,m corresponds to an on-site element
of the bulk Green’s function matrix while Gm,m−1, Gm,m+1 correspond to off-diagonal
elements of the Green’s function matrix. Translational symmetry along the z-direction
dictates that the matrices Gm,m, Gm,m−1, Gm,m+1 are independent of the value of










where ∂D(q||qz)/∂qz = −iaτl(q||) exp (−iqza) + iaτr(q||) exp (iqza) denotes the deriva-
tive of the dynamical matrix with respect to the wavevector along the transport
direction.
5.3.2 Surface Green’s Function from Dyson’s Equation
If Go corresponds to the Green’s function for a Hamiltonian Ho, Dyson’s equation
[146] can be used to obtain the Green’s function G of a modified Hamiltonian H where
H = Ho + V (V denotes the perturbation to the original Hamiltonian Ho):
G = Go +GoV G (5.10)
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The foregoing equation is applied to obtain the surface Green’s function g from the
bulk Green’s function G computed in the previous section. The relevant perturbation
to the force constant matrix is the removal of all bonds between two adjacent unit
cells as shown by the dotted line between the nth and (n + 1)th repeating units in
Figure 5.1. The only non-zero terms in the perturbation matrix V correspond to
Vn,n+1 = −τr and Vn+1,n = −τl. Application of Dyson’s equation leads to the following
expressions for the surface Green’s functions of the left and right contacts:
gn,n = (I +Gn,n+1τl)
−1Gn,n gn+1,n+1 = (I +Gn+1,nτr)−1Gn+1,n+1 (5.11)
When the left and right contacts constitute different materials, the corresponding bulk
Green’s functions and harmonic matrices of the left and right contacts need to be used
in the above equations, i.e., the left (right) surface Green’s function gn,n (gn+1,n+1)
will depend on the bulk Green’s functions and harmonic matrices of the left (right)
contact. The present procedure constitutes an alternative method to obtain surface
Green’s functions in which the phonon eigenvectors of the bulk contacts are explicity
used in the construction of bulk Green’s functions, and Dyson’s equation is invoked to
obtain the surface Green’s function from the bulk Green’s function.
5.4 Polarization-Resolved Surface Green’s Functions
The algorithm presented in the previous section involving the use of Dyson’s equa-
tion is useful to obtain the total surface Green’s function. However, the computation
of mode-resolved transmission functions requires the calculation of each bulk phonon
mode’s contribution. In this section, we present an algorithm involving the use of
the Lippmann-Schwinger equation to obtain the surface Green’s functions directly
from the bulk eigenvectors of the contacts. Analogous to the Dyson’s equation, the
Lippmann-Schwinger equation can be used to obtain the eigenvectors ψ corresponding
to a perturbed Hamiltonian H = Ho+V from the Green’s function G of the perturbed
Hamiltonian and eigenvectors φ of the original Hamiltonian [146]:
ψ = φ+GV φ (5.12)
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In the above equation, φ denotes the eigenvectors of the original Hamiltonian that
correspond to the bulk contact in our model, and ψ denotes the eigenvectors of the
modified Hamiltonian which corresponds to two semi-infinite surfaces. Similar to
the previous section, the only non-zero elements of the perturbation matrix V are
the connections between the nth and (n+ 1)th unit cells. Application of Lippmann-
Schwinger equation results in the following expressions for the surface eigenvectors ψn
and ψn+1 of the left and right semi-infinite contacts respectively:
ψn = φn − gn,nτrφn+1 ψn+1 = φn+1 − gn+1,n+1τlφn (5.13)
gn,n and gn+1,n+1 correspond to the total surface Green’s functions of the left and
right contacts respectively. Only eigenvectors with real wavevectors, i.e., propagating
Bloch waves, contribute to heat conduction across the interface. Hence, only the
surface eigenvectors corresponding to real wavevectors of the original unperturbed
Hamiltonian are computed. Since the eigenvectors of the unperturbed Hamiltonian
corresponding to real wavevectors are Bloch waves, φn+1 = φn exp (iqza) in the above
equation. The surface eigenvector corresponding to a propagating Bloch wave of the
bulk contact can be used to compute the contribution of that phonon mode to the
surface Green’s function. For instance, if ψn,α and ψn+1,β are the surface eigenvectors
corresponding to propagating eigenvectors φα and φβ of the left and right contacts
respectively, then the surface Green’s functions g1,α and g2,β corresponding to these
modes can be written as:














The foregoing equation assumes that the mode φα of the left contact propagates in the
positive z-direction (towards the device, vg,z(q||, qz,α) > 0), and the mode φβ of the
right contact contact propagates in the negative z-direction (towards the device region,
vg,z(q||, qz,β) < 0). Eq. (5.14) is analogous to Eq. (5.8) used to construct the bulk
Green’s function; the factor of 2 in the denominator of the above equations derives from
the Heaviside step function in Eq. (5.8) where Θ(0) = 1/2. Such polarization-resolved




1 , Σ2,β = τ2g2,βτ
†
2 and escape rate matrices Γ1,α = i(Σ1,α − Σ†1,α),
Γ2,β = i(Σ2,β − Σ†2,β). The transmission function from phonon mode φα of the left
contact to the phonon mode φβ of the right contact is given by the Caroli formula of
Eq. (5.4) but with mode-specific escape rate matrices Γ1,α and Γ2,β.
Tαβ(ω, q||) = Tr[Γ1,αGdΓ2,βG†d] (5.15)
The only difference between the present method and the conventional AGF technique
implemented in prior literature is the direct use of bulk phonon modes to compute
surface Green’s functions instead of the more commonly employed decimation technique.
Huang et al. [147] developed a method to compute polarization resolved transmission
functions in the AGF framework using eigendecomposition of the imaginary part
of the surface Green’s function matrix (a1,2 = i(g1,2 − g†1,2)). However, the surface
Green’s function must still be computed using the Sancho-Rubio method, and the
eigenvectors of the matrix a1,2 do not have an explicit relation with the bulk phonon
eigenmodes of the contacts. Ong and Zhang [148] proposed a mode-matching approach
to compute polarization-resolved transmission functions through a direct connection
between bulk phonon eigenvectors and the transmission function. However, their
approach involves the computation of the total surface Green’s function from the
Sancho-Rubio method that is then used to obtain the Bloch matrices whose eigenvalues
and eigenvectors give the phonon wavevectors and bulk eigenmodes respectively. In
contrast, the approach developed in this work involves the direct computation of
mode-resolved surface Green’s functions that are then employed in the same Caroli
formula used for computation of total transmission function. Also, efficient solution
techniques have been proposed in prior literature to convert the generalized eigenvalue
problem of Eq. (5.7) into a normal eigenvalue problem, making the present approach
computationally efficient in comparison to the iterative Sancho-Rubio method [150].
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5.5 Demonstration
In this section, the foregoing technique to compute mode-resolved transmission
functions is applied to phonon transport across Si-Ge interfaces with varying levels of
intermixing between Si and Ge atoms at the interface. This problem has previously
been studied [17] using the conventional AGF method, but we demonstrate that the
current mode-resolved approach presents further insights into the effects of atomic
intermixing on interfacial phonon scattering. Similar to ref. [17], we consider a
simplified description of the Si-Ge interface where the lattice constants of both Si and
Ge lattices are set to the bulk lattice constant of Si, i.e., the effect of lattice mismatch
on phonon transmission is not considered. Also, the present AGF formulation is
applicable for elastic phonon transport, and anharmonic scattering processes are not
modeled in this approach. Prior molecular dynamics simulations have shown that
anharmonic effects do not significantly affect the thermal interface conductance of
Si-Ge interfaces for temperatures less than 500 K [137].
Figure 5.2a shows the atomic structure of an ideal Si-Ge interface oriented along
the [111] direction. Apart from the ideal or smooth interface shown in Figure 5.2a,
Si-Ge interfaces with varying levels of random atomic intermixing are also considered in
the phonon transport simulations. The protocol for generating atomic structures with
random intermixing of Si and Ge atoms is similar to the approach adopted in ref. [17].
We define an intermixing length around the interface, and all atoms within this
region are randomly assigned the mass of Si or Ge with a uniform probability. As an
example, Figures 5.2b and 5.2c show an intermixed Si-Ge interface with an intermixing
length of four atomic layers (shaded rectangular box around the interface). All results
reported in this work are averaged over three random realizations of intermixed atomic
structures.
The interatomic force constants of Si are obtained from density functional pertur-
bation theory (DFPT) using Rappe-Rabe-Kaxiras-Joannopoulos (RRKJ) ultrasoft




effects of atomic intermixing on interfacial phonon mode conversion. Quantitatively
accurate calculations must consider the effect of changes in the local force field at the
interface due to atomic inter-mixing [136].
All simulations in this work consider a 4× 4 in-plane supercell within which atoms
are randomly intermixed, i.e., the in-plane lattice constants of the supercell are given
by 4a1, 4a2. Figure 5.4 shows the phonon transmission function for the in-plane or
transverse wavevector at the Γ point of the transverse Brillouin zone (BZ) of the 4× 4
supercell. Due to zone folding, the modes at the Γ point of the supercell Brillouin
zone include modes from multiple q-points (see orange circles in Figure 5.3) of the BZ
of the primitive unit cell (extended zone scheme). The transmission function obtained
from the conventional AGF approach provides only the total transmission probability
summed over all these different zone-folded modes. However, the present extension to
mode-resolved transmission functions enables a rigorous analysis of mode conversion
due to atomic intermixing at the interface. As an example, Figure 5.4 shows the total
transmission function from Si to Ge along with the transmission function between
modes of the same in-plane wavevector (termed as ‘specular’ in Figure 5.4) and the
transmission function between modes of different in-plane wavevectors (termed as
‘non-specular’ in Figure 5.4). The dissection of the total transmission function into
specular and non-specular parts be understood with a transmission matrix as follows:




0 ◦ ◦ ◦ ◦ ◦ ◦ ◦
b1 ◦ ◦ ◦ ◦ ◦ ◦ ◦
b1 +b2 ◦ ◦ ◦ ◦ ◦ ◦ ◦
b1 + 2b2 ◦ ◦ ◦ ◦ ◦ ◦ ◦
... ◦ ◦ ◦ ◦ ◦ ◦ ◦
... ◦ ◦ ◦ ◦ ◦ ◦ ◦
3b1 + 3b2 ◦ ◦ ◦ ◦ ◦ ◦ ◦
(5.17)
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b1, b2 denote the reciprocal lattice vectors of the supercell BZ, and the rows and
columns of the above matrix correspond to modes of Si and Ge at the Γ point of the
supercell BZ. Since the Γ point of the 4× 4 supercell BZ includes 16 different q-points
of the extended BZ, the above matrix gives the transmission probability for all these
different permutations of mode conversion. The transmission function obtained from
conventional AGF provides only the sum of all elements in the above matrix. The
diagonal elements of the transmission matrix produce no change in the transverse
wavevector while the off-diagonal elements correspond to non-specular transmission
with modification of the transverse wavevector.
Figure 5.4a confirms the intuition that phonon transmission is entirely specular
for a smooth interface where the total transmission function is given by the sum of
diagonal elements in the transmission matrix. However with intermixing between Si
and Ge atoms at the interface (see Figures 5.4b,c,d), the contribution from off-diagonal
elements of the transmission matrix, i.e., non-specular interface scattering, increases.
The low-frequency or long-wavelength phonons transmit in a specular fashion, since no
modes exist for non-zero wavevectors at this frequency. However, the higher frequency
modes (ω = (4− 6)× 1013 rad/s) are transmitted almost completely in a non-specular
manner for the structure with six layer atomic intermixing (Figure 5.4d). Also, the
total transmission function at these high frequencies decreases with increasing levels
of intermixing.
In the mid-frequency range, the transmission function is enhanced at certain
frequencies (ω = (2−3)×1013 rad/s) for the intermixed atomic structure in comparison
to the ideal interface. This enhancement in the transmission function can be understood
from a finer mode-resolved analysis of the transmission function corresponding to
one of the rows of the transmission matrix in Eq. (5.17). Each row or column of the
transmission matrix can be further decomposed into acoustic/optical modes, and the
present formulation enables the computation of transmission functions between each
pair of such modes.
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Figure 5.4. Transmission function across Si-Ge interface for the
transverse wavevector at Γ point of the supercell BZ. The black curve
gives the total transmission function, the blue curve gives the sum
of diagonal elements of the transmission matrix in Eq. (5.17) and
the red curve corresponds to the sum of off-diagonal elements of the
transmission matrix in Eq. (5.17). a) Smooth interface. b) Two atomic
layers of intermixing between Si and Ge atoms. c) Four atomic layers
of intermixing between Si and Ge atoms. d) Six atomic layers of
intermixing between Si and Ge atoms.
As an example, Figure 5.5 shows the phonon transmission function for transverse
acoustic (TA) and longitudinal acoustic (LA) Si modes incident normally (q|| = 0) on
the interface. At low frequencies, we observe a near-perfect transmission of normally
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incident TA and LA modes of Si into normally transmitted TA and LA modes of Ge.
For an ideal interface, the normally incident TA modes of Si have zero transmission
beyond the cutoff frequency of TA modes of Ge with q|| = 0 (ω ∼ 1.2× 1013 rad/s).
However for a two layer intermixed interface, the higher frequency TA modes of Si
with q|| = 0 show significant transmission into modes of Ge with non-zero transverse
wavevectors (see green curve in Figure 5.5b). Also, this transmission increases with
greater interfacial atomic mixing. Hence, we observe that atomic mixing at the
interface increases the number of available modes of Ge to which Si modes can
elastically transfer their energy. This increase in the number of allowed states in Ge
is a direct consequence of relaxation in the condition for conservation of transverse
momentum.
Similar to TA modes, intermixing also enhances the transmission of LA modes in
certain frequency ranges. For example, normally incident LA modes of Si have zero
transmission in the bandgap between LA and LO modes of Ge (ω = (4.2− 4.7)× 1013
rad/s) for a perfect interface with no intermixing (see Figure 5.5a). However, such
a bandgap exists only for q|| = 0 (normal transmission), and modes belonging to
this frequency range exist in Ge for other in-plane wavevectors which correspond to
oblique transmission. Intermixing of atoms at the interface allows the LA modes of Si
to transmit into these oblique modes (see black curves in Figure 5.5b,c,d).
Although intermixing of atoms increases the number of permitted mode conversions
across the interface, interfacial disorder also reduces the overall transmission function
at certain frequencies. Figure 5.6a shows the transmission function averaged over 100
transverse wavevectors in the BZ of the 4× 4 supercell. We observe that the overall
transmission function increases with greater intermixing of atoms for low frequencies
(ω = (1− 2)× 1013 rad/s) while the transmission function reduces with intermixing
for phonons in the frequency range of (3− 4)× 1013 rad/s. Figure 5.6a also reveals
that phonons in the frequency range of 4− 5× 1013 rad/s have higher transmission
(compared to the perfect interface) for the structure with two layers of intermixing
while the transmission function decreases with further mixing of atoms. A similar
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Figure 5.5. Transmission probabilities for transmission of normally
incident TA and LA modes of Si into normally transmitted acoustic and
optical modes of Ge along with non-specular transmission probabilities
(transmitting into non-zero transverse wavevectors of Ge). a) Smooth
interface. b) Two atomic layers of intermixing between Si and Ge
atoms. c) Four atomic layers of intermixing between Si and Ge atoms.
d) Six atomic layers of intermixing between Si and Ge atoms.
trend is observed in the total thermal interface conductance which is a maximum for
two atomic layers of intermixing while the six layer intermixed interface has nearly
the same conductance as the ideal interface.
Results in Figure 5.6b point to the existence of a certain optimum level of interfacial
mixing to maximize thermal interface conductance. The existence of such an optimum
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mixing length can be attributed to competing effects of enhancement in transmission
function due to higher number of phonon modes that are allowed to exchange energy
and a decrease in the total transmission function due to interfacial disorder. Similar
results were reported in ref. [17] where the enhancement in transmission was attributed
to a smooth transition in phonon DOS across an intermixed interface as compared to
an abrupt transition of phonon DOS in a smooth interface. The mode-resolved AGF
approach developed in this work however elucidates the mechanics of mode conversion
and the degrees of freedom available for interfacial scattering of each incident phonon
mode.
5.6 Conclusions
This chapter develops an extension to the conventional atomistic Green’s function
method that enables the computation of mode-resolved phonon transmission functions.
The Sancho-Rubio or decimation method is the commonly used technique for calcula-
tion of surface Green’s functions and contact self-energies. However the Sancho-Rubio
method does not enable the calculation of mode-resolved surface Green’s functions that
are needed to calculate mode-resolved phonon transmission functions. The alternative
approach developed in this work is based on the use of Lippmann-Schwinger equation
to obtain surface Green’s functions directly from bulk phonon eigenvectors. This
approach enables a straightforward calculation of each phonon mode’s contribution to
the surface Green’s function and contact self-energy. The only modification required
for the calculation of mode-resolved transmission functions is the use of an alterna-
tive mode-resolved technique to compute surface Green’s functions. The rest of the
algorithm remains the same as the conventional AGF method with the use of Caroli
formula to compute transmission functions; the self-energies used in the Caroli formula
are however mode-resolved self-energies computed with the technique proposed here.
We also demonstrate the proposed technique on Si-Ge interfaces with varying levels
of intermixing between atoms. Our results demonstrate that interfacial intermixing
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Figure 5.6. a) Average transmission function obtained by averaging
over 100 transverse wavevectors in the BZ of the 4×4 in-plane supercell.
b) Total thermal interface condutance of Si-Ge interface for varying
levels of interfacial intermixing of atoms.
relaxes the condition on conservation of transverse momentum and allows for increased
degrees of freedom for elastic transfer of energy between bulk Si and bulk Ge phonon
modes. The increased phase space for elastic scattering results in a higher transmission
function in certain phonon frequency ranges and leads to an increase in thermal
interface conductance for intermixed interfaces in comparison to ideal or smooth
interfaces. The example studied in this work demonstrates the usefulness of the
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proposed extension to conventional AGF since it sheds interesting insights on the
microscopic mechanisms of interfacial phonon scattering. More broadly, the present
approach can provide mode-resolved transmission inputs to multiscale models such as




Broadly, this dissertation deals with the study of heat transfer across heterogeneous
material interfaces. Interfacial heat transfer problems at two different length scales
are considered in this work:
• The first part of this dissertation concerns the study of carbon nanotube (CNT)
thermal interface materials (TIM) at mesoscopic length scales with a focus on
developing a thermo-mechanical simulation tool that can aid the design of CNT
TIMs.
• The second part of this work deals with the study of heat transfer across metal
silicide-silicon interfaces with a focus on elucidating the microscopic interfacial
scattering mechanisms near a metal-semiconductor interface.
The contributions from the present work can broadly be divided into three sections as
discussed below. In each section, directions for further research are also provided.
6.1 Thermo-Mechanical Modeling of CNT TIMs
This work develops a mesoscale thermo-mechanical simulation tool that can be used
to analyze the mechanical and thermal performance of CNT TIMs. The important
contributions from this work are summarized below:
• We report the development of an experimentally-validated simulation framework
to model the mechanical response of CNT arrays under uni-axial compression.
The approach involves a coarse-grain representation of CNTs whose parameters
are calibrated based on experimental nanoindentation data of CNT arrays
considered in this work. A nanoHUB web simulation tool is made available for
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studying the mechanical response of CNT arrays with varying geometric and
microscopic mechanical properties.
• This work also develops a full-field finite-volume heat diffusion solver for CNTs
embedded in a matrix material. Although the thermal solver is applied to
vertically aligned CNT arrays in this work, the tool is expected to be applicable
for any composite system with randomly oriented one-dimensional structures
embedded in a matrix medium (e.g., nanowire composites).
• Comparison of results from mechanics and thermal simulations of CNT TIMs with
experimental data reveal insights on the most sensitive microscopic parameters
that affect the overall performance of a CNT TIM. From a mechanics standpoint,
the bending stiffness of an individual CNT is found to be the most important
parameter that affects the mechanical response of the CNT array. From a heat
transfer perspective, the overall thermal performance of the CNT array is found
to be more sensitive to the CNT-substrate contact resistance in comparison to
CNT-CNT contact resistance.
• Thermal conductivity of an individual CNT in a multi-walled CNT (MWCNT)
array is extracted from comparisons of simulation predictions with experimental
data. We obtain a low thermal conductivity of 12 W/m/K for an individual
MWCNT which contrasts with prior measurements of high thermal conductiv-
ity (∼1000 W/m/K) of individual CNTs. Results demonstrate that defective
MWCNTs grown in practice have significantly lower thermal conductivities than
pristine single-walled CNTs.
CNT arrays fall under the general class of random heterogeneous materials with
inherent uncertainties in microstructure and material properties. The usefulness
of simulation studies could be significantly enhanced if property predictions are
accompanied by rigorous uncertainty quantification. For example, individual CNTs in
an array are expected to have a distribution in properties such as diameter, bending
stiffness, and thermal conductivity. The present simulations however assume a single
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average value for these parameters. Future work on propagating the uncertainty in
microscopic parameters to determine the resulting variation in macroscopic properties
of the CNT array is expected to significantly improve the practical utility of these
simulations.
6.2 Extensions to the Atomistic Green’s Function Method
The atomistic Green’s function (AGF) method is the primary simulation technique
used here in the study of interfacial thermal transport. Many extensions to the
conventional AGF method were developed and the methodologies are expected to
be broadly applicable to a wide variety of interfacial heat transfer problems. Our
contributions to the AGF method are summarized below:
• An efficient algorithm is proposed to obtain polarization- or branch-resolved
transmission functions in the AGF method. The essence of the proposed approach
involves substituting the commonly used decimation or Sancho-Rubio method
with an alternative technique that uses the bulk phonon eigenspectrum directly
in the evaluation of surface Green’s functions.
• A first-principles framework is developed for rigorous computation of cross-
interface force constants at a heterojunction. We evaluate the validity of the
commonly used ‘averaging’ approach to approximate interfacial force constants
at a heterogeneous material interface and find the approximation to significantly
over-predict the thermal interface conductance.
• Although the general AGF framework can include anharmonic phonon scattering,
the formulation that is widely used in the literature is typically limited to elastic
phonon transport. We propose a phenomenological but computationally efficient
Bu¨ttiker probe approach to model inelastic scattering processes in the AGF
method. The recursive Green’s function (RGF) algorithm is also extended to
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be compatible with Bu¨ttiker probe scattering, thus enabling computationally
efficient simulations of inelastic phonon scattering under the AGF framework.
• The AGF framework is extended to incorporate results from first-principles
calculations of electron-phonon coupling. Energy transfer between electrons
and phonons is quantified in terms of the Eliashberg function and the energy
exchange is included in the Bu¨ttiker probe simulation framework. An algorithm
for coupled solution of electron diffusion along with phonon transport using AGF
is demonstrated for thermal transport across a metal-semiconductor interface.
In the present work, the Bu¨ttiker probe scattering rates are assumed to depend
only on phonon frequency; however, different phonon branches, such as acoustic and
optical modes, at the same frequency could have different Umklapp scattering rates.
Extending the polarization-resolved AGF approach developed in this work to involve
polarization-resolved Bu¨ttiker probe scattering could be a useful contribution.
The Bu¨ttiker probe approach provides a computationally efficient method to
implement inelastic phonon scattering in interfacial transport simulations using the
AGF method. However, Bu¨ttiker probe scattering rates in this work are determined
by fitting to the bulk experimental thermal conductivity of the material. Recent
developments in first-principles calculations have enabled the computation of Umklapp
scattering rates directly from DFT calculations using the finite displacement method
[154]. Establishing a rigorous relation between the Bu¨ttiker probe scattering parameters
and third-order force constants obtained from ab initio calculations is expected to
improve the usefulness of the Bu¨ttiker probe approach.
6.3 Physics of Thermal Transport Across Metal-Semiconductor Inter-
faces
The contributions of the present work in elucidating the fundamental mechanisms
of energy transfer across a metal silicide-silicon interface are summarized below:
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• We report a framework for the analysis of results from first-principles DFPT
calculations of coupling between electrons and metal-semiconductor interfacial
phonon modes. The essence of the approach involves eigenvector projections of
the Eliashberg function to obtain the spatial variation of the electron-phonon
coupling coefficient across the interface.
• Joint interfacial phonon modes, i.e., phonon modes whose vibrations are delocal-
ized across metal and semiconductor regions around the interface, are identified
to be responsible for ‘direct coupling’ between metal electrons and lattice vibra-
tions in the semiconductor. First-principles calculations also reveal that phonon
modes localized in Si have insignificant coupling with electrons in the metal.
• We provide a direct comparison between first-principles transport simulations of
thermal interface conductance and experimental time domain thermoreflectance
measurements on an epitaxial CoSi2-Si interface. Our results reveal that the
various interfacial transport mechanisms such as elastic and inelastic phonon
scattering, electron-phonon coupling within the metal and across the interface
need to be considered to obtain agreement with experimental results over a wide
temperature range.
In the present work, the spatial extent of interfacial phonon modes is obtained using
comparisons to experimental data. The penetration length of joint phonon modes in
Si for a CoSi2-Si interface is identified to be of the order of 2 nm and is significantly
smaller than the bulk phonon mean free path in Si. Hence, the results indicate that
the interfacial phonon modes have large anharmonicities that limit their spatial extent.
A possibility for future work could involve the determination of the extent of joint
or interfacial phonon modes directly from first-principles calculations without fitting
to experiments. Such calculations are expected to reveal insights on the strength of
coupling between the bulk and the interfacial phonon modes. The extent of joint modes
is also a crucial parameter that determines the contribution of direct electron-phonon
coupling to the thermal interface conductance.
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The simulation predictions and experimental comparisons reported in this work
involve interfaces between Si and low atomic mass transition metal (Ti, Co) silicides.
The interfaces considered here involve a non-polar semiconductor, and the acoustic
properties of the metal silicides are reasonably matched to silicon. The relative contri-
butions of the various interfacial scattering mechanisms could however be significantly
different for a metal-semiconductor interface with fundamentally different properties
than that considered here. For example, electron-phonon coupling is known to be
stronger for coupling of electrons to polar optical phonons than to acoustic phonon
modes. Hence, interfaces between metals and polar dielectrics could involve larger
contributions to electron-phonon coupling [76]. Also, the contribution of inelastic
phonon scattering can be significantly higher for acoustically mismatched interfaces
such as Pb-diamond [105]. Application of the simulation framework reported in this
work to other metal-semiconductor interfaces with fundamentally different properties
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A. CONVERGENCE OF MECHANICS AND THERMAL RESULTS
The equilibrium bead spacing (ro) and the number of CNTs in the simulation box (N)
are arbitrary simulation parameters and hence it is important to ensure convergence
of mechanics and thermal results with respect to these parameters. The results are
expected to be more accurate for smaller values of ro as this is equivalent to higher
number of beads representing a CNT. Periodic boundary conditions for the simulation
box are expected to be more realistic for larger number of CNTs in the periodic cell.
Figures A.1a and A.2a show the dependence of stress-strain curves on ro and N for 3
and 5 µm tall arrays respectively. The stress-strain curves for different values of ro and
N exhibit similar tangential modulus and this shows the convergence of mechanical
results with respect to simulation parameters in the low strain regime. The stress at
which the stress-strain curve flattens shows a secondary dependence on ro. However,
to ensure the computational efficiency of the simulations, all the results reported in
this work use about 20-25 beads per CNT and this corresponds to ro = 150 nm for a
3 µm tall array and ro = 200 nm for a 5 µm tall array (see Table 2.2).
Figures A.1b and A.2b illustrate the convergence of total thermal resistance with
respect to ro and N . The thermal resistance at large pressures (post buckling) are
well converged for all the values of ro and N . However at lower pressures, the thermal
resistance exhibits relatively large standard deviations, especially for N = 100. The
standard deviation is expected to reduce with increase in the number of random
realizations of the CNT array considered for averaging of results.
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Figure A.1. Convergence of mechanics and thermal results of a 3 µm
tall array with respect to simulation parameters ro and N . a) Stress-
strain curves. b) Pressure dependence of total thermal resistance.
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Figure A.2. Convergence of mechanics and thermal results of a 5 µm
tall array with respect to simulation parameters ro and N . a) Stress-
strain curves. b) Pressure dependence of total thermal resistance.
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the metal (we have assumed for simplicity that the number of Bu¨ttiker probes or RGF
blocks is the same in both metal and the semiconductor).
The energy conservation requirement for any control volume i (2N+2 ≤ i ≤ 3N−1)
in the electron grid is given by:
ke





(h¯ω)2α2F (ω)[f oBE(Ti)− f oBE(Tp,i−N)]dω
(B.1)
Tp in the above equation denotes the local device temperature obtained using Eq. (4.18),
and this could in general be different from the local Bu¨ttiker probe temperature. The
above equation applies for all control volumes in the electron grid except for the
first (i = 2N + 1) and last (i = 3N) control volumes where the adiabatic boundary
condition (electrons are insulated at the metal-semiconductor interface) and the
Dirichlet boundary condition of the right contact apply. Δxm denotes the spacing
between grid points for the electron temperature in the metal and is same as the spacing
between Bu¨ttiker probes or the length of each ‘block’ used in the RGF algorithm. The







(h¯ω)2α2F (ω)[f oBE(Ti)− f oBE(Tp,i−N)]dω
ke





(h¯ω)2α2F (ω)[f oBE(Ti)− f oBE(Tp,i−N)]dω
(B.2)
where Tr denotes the temperature of the right (metal) contact. The energy current
conservation equation for a Bu¨ttiker probe i in the metal side of the interface (N +1 ≤











Tr(Σini A− ΓiGn)dω (B.3)
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Energy current conservation equation for a Bu¨ttiker probe i in the semiconductor side







Tr(Σini A− ΓiGn)dω = 0 (B.4)
The above equation assumes that electron-phonon energy transfer is zero for Bu¨ttiker
probes in the semiconductor. When direct coupling between metal electrons and the
semiconductor lattice is considered, the above equation would need to be modified to
include electron-phonon energy transfer for all the Bu¨ttiker probes that are within
the region of electron-phonon interaction in the semiconductor.
Next, we provide expressions for elements of the Jacobian matrix J that is needed






















dω if j ≤ 2N
0 if j > 2N
(B.5)










































δi+N,j if j > 2N
(B.6)














dω if j = i
ke
Δxm
if j = i+ 1
ke
Δxm











dω if j ≤ 2N
(B.7)
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Eqs. (B.6), (B.7) involve the term ∂Tp,i/∂Tj (1 ≤ i, j ≤ 2N) which denotes the
derivative of local device temperature with respect to the Bu¨ttiker probe temperature.



























The algorithm for iterative solution of the Bu¨ttiker probe, lattice, and electron
temperatures can be summarized as follows:
• Start with an initial guess for the Bu¨ttiker probe and electron temperatures.




• Compute the local lattice temperature using Eq. (4.18).
• Compute the net energy currents in each control volume of the electron grid,
Bu¨ttiker probes in the metal and semiconductor using Eqs. (B.1), (B.2), (B.3) &
(B.4).
• Compute the Jacobian matrix using Eqs. (B.5), (B.6) & (B.7).
• Update the temperature of Bu¨ttiker probes and electrons using the Newton
equation:
Tnew = Told − J−1f (B.9)
• If ‖Tnew − Told‖ > , go back to Step 1.
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C. FITTING OF BU¨TTIKER PROBE PARAMETERS TO BULK THERMAL
CONDUCTIVITY
The energy-dependent scattering times used in the Bu¨ttiker probe self-energy (see
Eq. (4.6)) are chosen to ensure that the AGF-Bu¨ttiker probe approach predicts the
correct bulk thermal conductivity of Si and CoSi2. We assume a quadratic dependence
of the Umklapp scattering rate, i.e., τ−1(ω) = Aω2 where the prefactor A is fitted to
reproduce the correct bulk thermal conductivity. A quadratic frequency dependence
of scattering rate is assumed based on prior studies in the literature for Si [122, 124].
The procedure to extract thermal conductivity from AGF simulations involves the
application of a temperature difference across a slab of the homoegeneous material,
and computing the temperature profiles and energy currents for varying device lengths.
For a specific length of the device, we extract the thermal conductivity from the
heat flux J and the slope of the temperature profile dT/dx as κ(L) = J/(dT/dx). T
denotes the local lattice temperature computed from Eq. (4.18) and not the Bu¨ttiker
probe temperature. The device lengths considered in the present work are much
shorter than the maximum mean free path of bulk Si (mean free paths in bulk Si span
four orders of magnitude [155]). Also, AGF simulations are computationally expensive
to simulate large device lengths of the order of microns.
In the present work, we adopt the linear extrapolation method that has been used
to mitigate size effects in direct molecular dyanmics simulations where the inverse of
thermal conductivity is plotted as a function of the inverse length, and a linear fit
to the data is extrapolated to infinite length [156]. Although this method has been
used in a number of prior studies [157–159], ref. [160] showed that a linear fit to data
of 1/κ and 1/L is strictly appropriate only when the sample length is comparable to
the maximum mean free path. In Si, the linear extrapolation technique was shown
to under-predict thermal conductivity at temperatures of 500 and 1000 K. However,
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the maximum mean free path in bulk Si is of the order of microns and such large
length scales are computationally intractable in AGF simulations. Also, no alternative
methods to extract thermal conductivity (such as the Green Kubo method in molecular
dynamics) exist to determine thermal conductivity in AGF simulations with inelastic
scattering. Hence, we adopt the simple linear extrapolation method to fit the Bu¨ttiker
probe scattering parameters in the present work. Thermal conductivity from the
extrapolation technique is also compared with that obtained from the inverse slope of
a linear fit to the variation of thermal resistance of the device with increasing device
length [121].
Figure C.1 shows the thermal conductivity at room temperature obtained from
the linear extrapolation technique and using a linear fit to thermal resistance of
the device region. For Si, the predictions from the two methods are within 10% of
each other while the two predictions show an excellent match for CoSi2 which has a
lower thermal conductivity with shorter mean free paths. The lattice contribution to
thermal conductivity of CoSi2 has been determined in prior literature by subtracting the
electronic contribution to thermal conductivity (estimated using the Wiedemann-Franz
law) from the total experimentally measured thermal conductivity. Ref. [161] estimated
the lattice thermal conductivity to be 4.8 W/m/K while ref. [162] estimated the lattice
thermal conductivity to be negligible since the total thermal conductivity showed an
excellent match with the electronic thermal conductivity from Wiedemann-Franz law.
In the present work, we fit the scattering parameter for CoSi2 to obtain a bulk thermal
conductivity of 4.9 W/m/K at room temperature (see Figures C.1b,c). When electrons
are included in the transport simulation, the thermal interface conductance is found to
exhibit a weak dependence on the exact lattice thermal conductivity of CoSi2. This is a
direct consequence of electrons dominating the thermal conductivity of CoSi2 (κe = 46
W/m/K) and even a ten-fold increase in the phonon-phonon scattering rate in CoSi2
is found change the interface conductance by less than 10%. Hence, the uncertainty
in the exact lattice thermal conductivity of CoSi2 does not have a significant influence
on the predictions of thermal interface conductance. The scattering rate in Si is fitted
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to its thermal conductivity at a few different temperatures and the corresponding
scattering parameters are shown in Table C.1.
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Figure C.1. a,b) Thermal conductivity of Si obtained from linear
extrapolation of the inverse length-dependent thermal conductivity
and from linear fits to length-dependent device thermal resistance. c,d)
Thermal conductivity of CoSi2 obtained from linear extrapolation of
the inverse length-dependent thermal conductivity and from linear fits
to length-dependent device thermal resistance. Blue circles represent
data extracted from the AGF simulations while the red lines are linear
fits to the data.
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Table C.1. Temperature-dependent Bu¨ttiker probe scattering prefactor
for Si and CoSi2.
Material 150 K 200 K 250 K 300 K
Si 10−19 s−1 2.4× 10−19 s−1 6.6× 10−19 s−1 1.1× 10−18 s−1
CoSi2 1.1× 10−16 s−1 1.1× 10−16 s−1 1.1× 10−16 s−1 1.1× 10−16 s−1
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D. DEPENDENCE OF ELIASHBERG FUNCTION ON SMEARING AND
WAVEVECTOR GRID
The computation of phonon linewidth and the associated Eliashberg function involves
the integration of a double-delta function around the Fermi surface (see Eq. (3.2).
Convergence of the integral in Eq. (3.2) requires a fine k-point grid and interpolation
techniques such as the Wannier-Fourier interpolation of electron-phonon matrix el-
ements have been proposed in the literature [163]. However, Wannierization of the
complicated electronic bandstructure associated with a metal-semiconductor interface
supercell is computationally expensive and disentanglement of the bands around Fermi
energy is expected to be difficult. Hence, we use a simple linear interpolation of
electron-phonon matrix elements in k-space while Fourier interpolation is used to
interpolate the phonon linewidths in q-space using the approach outlined in ref. [164].
Self-consistent calculations for bulk CoSi2 and the Si-CoSi2 interface supercell have
been performed on a fine k-point grid of 16× 16 × 12 and 16× 16 × 1 respectively
and the electron-phonon matrix elements computed on this k-point grid (for a given
phonon wavevector) are interpolated to finer k-point grids before the calculation of
phonon linewidths. To check the numerical convergence of phonon linewidths, we plot
the Eliashberg function of bulk CoSi2 and the interface supercell (see Figure D.1) for
different k-point grids used in the interpolation of electron-phonon matrix elements
and the smearing values used in the Gaussian approximation of delta functions in
Eq. (3.2). Figure D.1 shows that the Eliashberg function and the associated electron-
phonon coupling coefficient are well converged with respect to the k-point grid and the
smearing value except for small differences in the peaks of the Eliashberg function for
different smearing parameters which are expected to reduce with further refinement of
k-point grids.
148




















      
       
      
       
(a)






















!: !; % $ <=>
(b)






























VWX VWX GY @V Z[\
VWX VWX GY A?W Z[\
(c)
Figure D.1. Eliashberg function of bulk strained CoSi2 (a) and the
interface supercell (b,c). The legends correspond to different k-point
grids (for linear interpolation of electron-phonon matrix elements) and
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