Large-Area Picosecond Photo-Detectors (LAPPDs) show great potential for expanding the performance envelope of Micro-Channel Plates (MCPs) to areas of up to 20×20cm and larger. Such scaling introduces new challenges, including how to meet the electronics readout burden of ever larger area MCPs. One solution is to replace the traditional grid anode used for readout with a microwave stripline anode, thus allowing the channel count to scale with MCP width rather than area.
Introduction
In an LAPPD device, photoelectrons from a photocathode are amplified in a stack of Micro-channel Plates (MCP), and the resulting charge cloud is deposited on a stripline-array anode. On each of the affected striplines, the electric charge propagates from the origination point in two opposite directions to the ends of the striplines where the pulse waveforms are acquired with fast analog-to-digital converters (ADCs). The timing of the original charge-deposition event is found as the average of the two pulse-arrival times, and the position Figure 2 : LAPPD + PSEC4 [10] test setup at Argonne National Lab [9] . along the striplines is found by their difference, scaled with the signal propagation speed v (typically 0.6 c, where c is the vacuum speed of light, depending on the dielectric properties of the substrate). In the other direction, the position of the detection event is found by interpolating signal strengths between striplines. Stripline anodes and associated readout strategies have been discussed in the past works such as Lampton et al [1] and Jagutzki et al [2] , with early developments tracing back to work on proportional chambers (e.g., Rindi et al [3] and Grove et al [4] ). The anode geometry studied in this paper was developed specifically for the LAPPD project [5] and consists of 30 active striplines. In possible modifications to the original design, commercial LAPPD TM detectors might make use of the outermost striplines for high voltage control. The following work therefore assumes only 26 active delay lines, albeit with the same pitch and spacing.
The event time t and longitudinal position d of the arrival PE can be determined from the following set of equations:
where t L and t R are the left and right side arrival times of the charge cloud and D is the total strip length (20 cm in our LAPPD example). While this method works well for resolving single PEs, multiple pulses due to near-simultaneous PEs lead to multiple pulses arriving at the two sides of a stripline, and ambiguities about time and location may result.
For n left-side pulses and m right-side pulses, we create a likelihood matrix Λ to evaluate all possible left-right pair combinations Λ i j , where i = 1 . . . n and j = 1 . . . m:
Individual pair likelihoods Λ i j are the product of 3 component likelihoods: amplitude likelihood Λ a , time probability P t , and location likelihood Λ y :
The highest likelihood elements in each row (if there are less rows than columns) or column (if there are less columns than rows) are used to match up each left-side pulse with the most similar right side pulse. Pair likelihoods must exceed a certain threshold to reduce false positives. This threshold is determined a priori by Monte Carlo modeling of the LAPPD in it's intended target environment.
Our Test Setup
We assembled a laser test [9] at the Argonne National Lab (ANL) Advanced Photon Source (APS) to gather empirical data on LAPPD performance. The setup, pictured in Figure 2 , consists of a prototype LAPPD with a high gain photo-cathode attached to continuously operating vacuum pumps. The prototype LAPPD had two MCP layers with 20 µm pores at an 8
• bias angle, with 60 L/D ratio (1.2mm MCP thickness) and a 2.29mm gap between the second MCP and the anode [9] . The LAPPD voltages are set by the relative resistances in each stack:
• 5 MΩ across the photocathode gap A pulsed laser delivered photons to a targeted location on the LAPPD surface, and an external trigger fed 10 PSEC4 [10] chips, 5 on each side, which each recorded 256 samples along 6 channels of 12 bit digitized (10.5 Effective Number of Bits, (ENOB) [10] ) data covering all 26 anode-strips (both sides) on the LAPPD. The sampling rate was 10 Gs/s, or 100 ps between samples, for a total listening time of 25.6 ns. The noise level observed on the PSEC4 was about 1 mV with saturation occurring at +/-1.1 V, equivalent to 3 PEs. Each laser pulse produced 2×26 waveforms, each with 256 samples digitized at 10 bits.
We used multiple laser pulses to characterize the LAPPD Single Photon Response (SPR), including the distribution of the charge cloud signals (both along and across the anodes), amplitude distribution, propagation speed v down the strips (v ≈ 0.6c), and 20 µm MCP Transit Time Spread (TTS) of ∼60 ps [13] 1σ. We then modeled MonteCarlo (MC) SPRs from these distributions, and assumed analog linearity when extrapolating to a multiple photon response (single-PE charge clouds with average amplitudes of about 400 mV were linearly added if they overlapped, though our PSEC4 digitizer model ensured the total signal was clipped at +/-1.1 V, or about 3 PEs.). Our validated SPR is employed throughout this paper to model both single and multiple photons on an LAPPD. 
Signal Deconvolution and Interpolation
Before matching left and right side pulses one must first estimate amplitudes a The first part of this process is to perform a 2-dimensional deconvolution of the signal by the LAPPD Point Spread Function (PSF). The PSF shape we use corresponds directly to the average charge-cloud shape deposited on the anode surface as measured in the lab. The motive behind the deconvolution is to help separate overlapping pulses. Our simulation results show that single-PE performance remains unaffected by this deconvolution, while deconvolution of higher occupancy events generally provides for greater disambiguation efficiency and PE resolution when compared to non-deconvolved results.
For our LAPPD geometry our signal is mapped onto 256 time samples per each of 26 striplines, which we represent as a 26×256 signal matrix S on each side of the LAPPD. To deconvolve this noisy data we use a 2D Wiener [12] deconvolution. A typical Noise to Signal Ratio (NSR) in our example application is about (4mV) 2 /Var(S ), assuming a signal noise of 4 mV 1σ and a total signal S variance of Var(S ).
An example signal matrix, its associated PSF, and the resulting deconvolution using this PSF are shown in Figure 3 . The PSF is created from empirical measurements of charge cloud distributions from the APS test setup. The signal model S is constructed as the sum of 3 MonteCarlo PEs. This matrix is deconvolved and spline interpolated to resample the data by a factor of 10 in voltage and in time. We use the resulting 260×2560 data points to resolve local maxima with finer precision than the original deconvolved signal.
Disambiguation Methods

Pulse Time
Equation 6, a Normal Cumulative Distribution Function (CDF), defines the probability (from 0 to 1) that two pulses may have originated from the same source based solely on left-right pulse arrival times t L and t R , where D is the stripline length (20cm in this example), v is the pulse speed down the stripline (v≈ 0.6c), and σ = 15 ps is the assumed measurement resolution of each t. For the LAPPD we find that left-right pulses may only share a common source if t L and t R fall within about 1 ns of each other. This finding is based on an experimentally measured pulse propagation speed of about v ≈ 0.6c ≈ 180 mm/ns, and an anode-strip width of 200 mm. Longer time intervals indicate low likelihood the pair could have been created by the same PE. The σ = 15 ps smear in Equation 6 accounts for errors introduced when measuring t L and t R , and will vary based on the exact timing characteristics of the MCP being used.
Pulse Amplitude
We use Equation 7, a Normal Probability Density Function (PDF), to define the likelihood that two pulses originated from the same source based solely on the observed left and right pulse amplitudes a L and a R . Measured pulse amplitude differences are shown in Figure 5 for random pairs of single PEs on the LAPPD.
σ in Equation 7 represents the left-right amplitude-difference resolution for two pulses on the same strip (created by the same PE). This makes σ a tunable parameter, tunable to the resolutions encountered at different occupancies (higher occupancies incur charge cloud overlap which worsens this two-pulse amplitude difference resolution). Higher σ values will allow matching of left-right pulses with larger amplitude differences, thus higher σ values will be more suited to high occupancy environments where charge cloud overlap is more common, while lower σ values are better suited to low occupancy environments where charge cloud overlap is more rare. The value of σ is constrained at the lower end by two single PE amplitude resolutions (the best possible) added in quadrature. In this paper we assume σ = 75 mV, a compromise designed to help deconvolve occupancy levels of about 1 PE per LAPPD strip anode.
The pulse amplitudes themselves are measured as the local maximum of the Figure 3 spline. The threshold we use in declaring a local maxima in this example is ≥10% of the maximum signal value, or about 100 mV. Values below this are ignored as they may be caused by edge ringing from the Wiener deconvolution, visible in the lower plot of Figure 3. 
Pulse Location
Equation 8, a Normal PDF, defines the likelihood that two pulses originated from the same source based solely on the locations of the measured pulse centroids y L and y R across the strips:
These centroids are measured as the peaks of the spline matrix pulses. As the distance between y L and y R increases, the likelihood that they share a common source decreases. σ represents the assumed measurement resolution of the across-strip centroid solutions y L and y R . In this example we use σ = 4 mm, determined from empirical results. Our neutron scintillation detector example, shown in Figure 6 , is essentially a small ∼MeV neutron scatter camera made from a single piece of Eljen EJ-254 [8] plastic scintillator sandwiched between 2 LAPPDs. The detector is 25×25×15 cm. We model particle kinematics in GEANT4 [6] and photon, MCP and digitizer responses in MATLAB [7] .
In our example 3 MeV neutron event we see about 200 PEs on both LAPPDs. We examine one LAPPD on which 141 PEs are deposited. The left and right spline signal matrices S L and S R for the Figure 6 example event are shown in Figure 8 . Our disambiguation method located 73 left-side and 75 rightside spline maxima, and the amplitudes a, times t, and locations y of all these maxima are passed onto a full 73×75 Λ i j combination matrix. 59 suitable matches were made above threshold, with position and time resolutions of 14 mm and 80 ps. The efficiency of our disambiguation technique on this LAPPD was found to be 59 pairs out of 141 PEs, or 42%.
ANNIE -Water Cherenkov Detector
The Accelerator Neutrino Neutron Interaction Experiment [11] (ANNIE), shown in Figure 9 , is a large water-Cherenkov detector being deployed at the Fermilab beam line to search for neutron multiplicities in high energy interactions. Up to 100 LAPPDs deployed around the edge of the detector will measure Cherenkov light. We use our model to determine PE densities (shown in Figure 10 ) and disambiguation capabilities ( Figure  11 ) of the proposed design. 6. Disambiguation Trade Study: 1 to 100 PEs
Efficiency and Resolution Metrics
The information 'linking' a true PE to it's causal original 'true' PE is lost during our disambiguation process, and is unrecoverable at the higher occupancies as many times a 'reconstructed' PE is actually made up of several 'true PEs'. The alternative we use instead is free matching from each reconstructed PE to the nearest true PE. 'Nearest' in this case means the shortest 4D [dxdydzdt] distance, where dx is in mm and dt is converted from ns to mm at a rate of 180 mm/ns (c / scintillator refractive index of n ≈ 1.6). We do not enforce unique matches. Every reconstructed PE finds a match, but not every true PE is matched as the true PE count nearly always exceeds the reconstructed PE count (very few false positives).
Position resolution is measured as the 1σ of the euclidean 2D ranges between the true and reconstructed PEs on the surface of the LAPPD. Time resolution is measured as the 1σ of the dt between true and reconstructed PE pairs. Efficiency is simply the ratio to reconstructed to true PE counts. If a pulse is larger than twice the mean amplitude, it is broken down into a number of smaller pulses consistent with the total amplitude observed, each with identical position and time estimates. 1000 MCs are run for each table row.
Nominal LAPPD Anode
To see how PE resolutions and efficiencies are impacted by increased PE density on the LAPPD we run a Trade Study (TS) over PE count. We collect PE's on one of the scintillation detector LAPPDs from a centered, isotropic scintillating point source. Photon emission times are consistent with Eljen EJ-254 plastic scintillator (0.9 ns rise, 2.2 ns fall time). The point source is 7.5 cm distant from the LAPPD center.
We run 1000 Monte Carlo (MC) simulations at each TS point to determine the PE position x and time t resolutions, as well as the disambiguation efficiency. This efficiency is simply the number of matched left-right pulse pairs divided by the total number of PEs on the LAPPD. For example if 5 PEs land on the LAPPD and we resolve 3 matches, our disambiguation efficiency would be 0.60. Table 1 : 26-strip LAPPD PE position x and time t MC 1σ resolutions and efficiencies for a scintillating point source in the center of the neutron detector. 60 ps TTS [13] included in these numbers. Position resolution x combines the 2 along and across-strip resolutions into a single range resolution. Table 1 shows the result of our LAPPD scintillation PE count trade study. Measurement resolutions worsen and efficiencies drop as PE count increases. This drop in performance is probably due to mismatches in PE pairing in the Λ i j matrix, as well as inability to deconvolve heavily overlapping PEs in signal space S . Overall spatial and temporal resolutions seem to remain acceptable for many scintillator detector applications such as particle vertex tracking. Table 2 shows the performance of a hypothetical 52-strip LAPPD variant in comparison to the 26-strip LAPPD in Table 1. This 52-strip variant has twice the strip count, half the strip width, and half the charge cloud size (2 mm vs 4 mm). The charge cloud size may be manipulated by varying the gaps between the MCP layers and the anode strips. A shorter gap should reduce the charge cloud size, which should maximize the benefit of an increased strip count for the purposes of disambiguating higher occupancy events.
Double-Density LAPPD Anode
As expected, we find these modifications produce a dramatic improvement in performance when comparing Table 1  and Table 2 Table 2 : 52-strip LAPPD PE position x and time t MC 1σ resolutions and efficiencies for a scintillating point source in the center of the neutron detector. 60 ps TTS [13] included in these numbers. Position resolution x combines the 2 along and across-strip resolutions into a single range resolution.
Conclusion
In this paper we have established a method for solving multiple PE arrivals simultaneously on stripline-anode MCPs. Our disambiguation method relies on comparisons of left-right pulse amplitude similarity Λ a , time similarity P t , and location similarity Λ y .
We show modeled performance metrics for small scintillator detectors as well as large water-Cherenkov detectors. We note increased difficulties with Cherenkov disambiguation (Figs.  9, 11, A.12, A.13, A.14) vs. scintillation PE disambiguation (Figs. 6, 8 , A.15) due to the tighter arrival time distributions of the Cherenkov light. Our trade study results show reliable disambiguation of scintillation PEs at levels of up to 4 PEs/strip, and LAPPD time and position resolutions which should suffice for many real-world particle physics applications. We conclude that our disambiguation method is a reliable, practical way to expand the performance envelope of stripline anode MCPs such as the LAPPD into higher PE density territory than the single-PE occupancies they were initially conceived for. 
