The James Web Space Telescope (JWST) is a large, infrared-optimized space telescope scheduled for launch in 2014. System-level verification of critical performance requirements will rely on integrated observatory models that predict the wavefront error accurately enough to verify that allocated top-level wavefront error of 150 nm root-mean-squared (rms) through to the wave-front sensor focal plane is met. This paper describes the systems engineering approach used on the JWST through the detailed design phase.
illustrates the architecture of the observatory and its major assemblies and elements. The first of these is the Integrated Science Instrument Module (ISIM) which is provided by GSFC. This element consists of five infrared SI's, the meter structure that keeps them co-aligned and the electronics to processes their data. The four SI's are:
• The Near Infrared Camera (NIRCam), which provides imagery in the waveband from 0.6 to 5 microns.
• The Near Infrared Spectrograph (NIRSpec), which provides multi-object spectroscopy in the waveband from 0.6 to 5 microns.
• The Mid Infrared Instrument (MIRI), which provides imagery and spectroscopy in the waveband from 5 to 20 microns.
• A combined Tunable Filter Instrument (TFI), which provides adjustable narrow band imagery in the waveband from 1.6 to 4.9 microns and Fine Guidance Sensor (FGS), which provides fine guidance pointing error signals for the observatory Fine Guidance Control (FGC) loop.
L2 Transfer Trajectory
Ariane 5 The next element, the Optical Telescope Element (OTE), has a 6 meter diameter Primary Mirror (PM) made up of 18 individual controlled hexagonal Primary Mirror Segment Assemblies (PMSAs). Each has 7 degree of freedom (DOF) control to align and phase them so that they act as one coherent reflector. They are supported on the Backplane Structure. This is a critical metering structure that has very strict specifications on its allowable distortion as the observatory changes attitude and thermal conditions to slew to different targets. The OTE has its Secondary Mirror Assembly (SMA) supported on a deployable Secondary Mirror Support Structure (SMSS). This mirror has 6 DOF control. The Tertiary Mirror (TM) and Fine Steering Mirror (FSM) are housed in the Aft Optics Subsystem (AOS). The FSM is controlled by a Fine Guidance Control (FGC) loop at rate of about 1 Hz to correct for pointing errors by using data provided by the FGS in the ISIM. Finally, the OTE provides the cryogenic radiators that cool the SI's as part of the ISIM enclosure which surrounds the ISIM.
The final observatory element is the Spacecraft Element (SCE), which consists of two sub-elements; the Sunshield and the Spacecraft Bus. The Sunshield is a deployable structure with five specially coated kapton membranes which provides the thermal insulation necessary to allow the OTE and ISIM to radiatively cool. Figure 2 also illustrates thermal architecture of the Observatory. It is divided into three thermal regions. Region 1 contains the hardware that must operate at temperatures between 50K and lower and Region 3 contains the hardware that operates at normal spacecraft temperatures. These two regions are insulated from each other by the 5 layer sunshield, which effectively attenuates the roughly 91,000 watts of solar energy that impinges on it by a factor of 5 x 10 -6 such that less than 1 watt is allowed to leak thru to the cold side. The temperature on the hot side of the sunshield is roughly 400K while the temperatures on the cold side average 50K or below.
Region 2 is an intermediate thermal region on the cold side of the observatory that contains processing electronics for the SIs that must operate at temperatures typical of electronics boxes (i.e. at room temperature, 290K). These warm electronics must reside on the cold side of the sunshield to minimize the length the electrical signals traverse from the SI detectors to limit electrical noise. These electronics are housed in the ISIM Electronics Compartment (IEC), which dumps their 200 watts of dissipated heat thru a series of directional radiators to prevent this energy from impinging on the aft sunshield where it could be reflected and directed toward the ISIM cryogenic radiators resulting in a thermal back-load.
MASS AND RESOURCE CONTROL
JWST's large size and distant operational location challenge designers to obtain high mass efficiency in order to stay within the launch capabilities of the ESA-provided Ariane 5 Launcher, projected to be 6530 kg to the required direct inject transfer trajectory. The magnitude of this challenge is evident when one compares JWST to the HST and realizes that it must have over five times the light collecting area with roughly half the mass. The SE program addresses this mass challenge with three techniques: • Mass Descopes.
The first and most obvious of these is the optimization of the design for mass. This affects not only the observatory design but also on the SE process itself. It is almost axiomatic that mass efficient spacecraft design will generally compromise the so-called "cleanliness" of interfaces. Said another way, very modular spacecraft with very clean interfaces between their various constituents are almost always heavy. It quickly became evident to the JWST team that achieving a low-mass design by challenging each of the elements to individually reduce their masses was not enough. Instead, an inherently lightweight system had to be designed, where functions normally performed by one element or redundantly by many would be performed by the element in the best position to accomplish them for the least mass. Such transfers of functionality usually results in degradations in the cleanliness of the interfaces involved, and a more "coupled" system design.
As the observatory design becomes more coupled, the structure of the engineering organization, which usually mimics the hardware organization, must adapt to cope. In short, barriers between the elements of the organization must be minimized to facilitate the optimization of the system. These barriers are often referred to as "stove pipes". To some degree they are a necessary evil, since they reflect the allocation of funds, the lines of financial responsibility and reporting. But with some tactical considerations, participation of the element engineering in the system engineering process can work around "stovepiping" without subverting their basic need. This will be discussed further in the next section of this paper.
The second and perhaps most important SE method to address the mass challenge was to generate a Mass Control Plan, that established mass budgeting guidelines and conventions. Each element estimates their Current Best Estimate (CBE) mass and then applies a growth factor called contingency to that to form their Predicted Mass. This is the mass the element is predicted to have when it is finally delivered, and is the value that is compared to the mass allocations for evaluating compliance. The Mass Control Plan establishes common criteria for determining these contingencies as a function of the maturity of the element. These criteria were set by SE to be in family with established aerospace norms, such as AIAA-S-120-2006
i , yet be aggressive enough to instill mass consciousness into the product organizations. The goal was to have these teams take special care in determining accurate CBE masses and to seek design solutions that balance performance risks against mass savings. To compensate for the potential risks of these aggressive contingencies, the Project holds a pool of mass reserve to be dispersed for "unknown-unknown" system level problems. To make sure these reserves can be dispersed when needed, SE set requirements on the system structural elements to be capable of supporting the mass allocations of the observatory plus this reserve. A formal Mass Control Board (MCB) maintains the mass budgets and publishes the system level mass CBE, Predicted Mass and margins against allocations at monthly intervals.
Concomitant with this plan is a process of continuous mass risk management conducted by SE. Subsystems are constantly polled to maintain a set of mass risks, called "Pending and Potential Mass Changes". Pending changes are those with a very high likelihood of occurrence and Potential Changes are those with a "To Be Determined" (TBD) likelihood. SE keeps track of these lists and applies their own assessments of both the probability of occurrence and their consequence (consequence here is defined what mass savings and or performance degradation might have to occur in observatory subsystems to counteract such a mass increase). The MCB factors these risk assessments into decisions for all mass allocation changes, in order to avoid situations where subsystems with more mature development schedules consume an inordinate amount of mass reserve before subsystems on a slower development schedule finally mature.
Lastly, SE keeps a list of design descopes that can be implemented should the system mass evolve in a direction that cannot be corrected. These involve some loss of system capability, and would only be implemented after an Agencylevel review. A typical example of such a descope would be the reduction of on-board propellant, and therefore a reduction in the usable observatory lifetime. So far such system capability descopes have not been necessary, and mass margin performance to date indicates that they will not be needed. Figure 4 illustrates the effectiveness of the previously described mass control and risk management efforts. The green profile on this graph shows the evolution of mass reserve assuming all subsystems comply with margins required by the Goddard Open Learning Design (GOLD) Rules. This represents the target profile for the mass control effort. JWST actual mass margin, shown in blue on this graph, has remained close to the required profile since these methods were instituted shortly after Mission Systems Requirements Review (SRR).
Figure 4. Evolution of JWST Mass Margin
In addition to mass control, these techniques are also used for other critical observatory resources. Among them are cryogenic radiator margin and Region 1 thermal dissipation. SE uses rigorous budgeting, continuous risk management and "Threats and Liens Lists" to monitor radiator margin and thermal dissipation in much the same way as it does for mass.
INTERDISCIPLINARY TRADE STUDIES
JWST Mission SE (MSE) is organized into three groups: the lead systems engineers from the system segment and key elements, the lead systems engineers from inherently MSE functions which include Requirements, Verification and Systems Performance Modeling, and finally the lead discipline engineers such as optical, mechanical, electrical, etc. This is illustrated in Figure 5 . Many of the problems encountered by a system as novel as JWST do not fall conveniently into these categories and so necessitate MSE to form ad hoc working groups with the relevant stakeholders from this organization. The problem of Angular Momentum Management represents a perfect example of this. Early in the mission's development it was realized that the interaction of the large sunshield with the solar radiation produced relatively high torques that varied significantly with the observing attitude of the observatory over the required Field of Regard (FOR). These high torques result in rapid saturation of the Reaction Wheel Assemblies (RWAs), requiring frequent momentum unloads. Frequent unloading detracts from science observing time and thus reduce observational efficiency. It was also realized that the disturbances caused by the periodic unloading of this momentum degraded the accuracy of the orbit determination, which in turn required more propellant to compensate. Decreasing the frequency of the momentum unloading by using larger momentum wheels would improve this situation, but at the expense of the increased mass and cost of these wheels, which could also be sources of increased jitter sources. A special Momentum Management Working Group was assembled of personnel from the relevant the stakeholders by MSE. This group included:
• Flight dynamics to evaluate candidate orbit determination algorithms and Delta-V impacts.
• Ground and Operations to evaluate how observation planning could be used to decrease momentum accrual.
• Observatory and Sunshield Systems Engineering to trade physical sunshield configurations which would limit torque for the required FOR.
• Integrated Modeling to generate models to predict the torque imparted by solar radiation by performing detailed ray tracing and analyzing reflections and absorptions given the observatory geometry and attitude.
• Attitude Control Subsystem and Propulsion Subsystem Engineering to size the RWAs, develop momentum management algorithms, and size and locate thrusters to minimize the residual Delta-V imparted to the observatory from an angular momentum unload.
This group performed detailed studies and produced a very well balanced solution to this problem, which satisfied mission level requirements for observing efficiency, propellant life and FOR and kept the observatory elements within This solution involved the use of Kalman Filter methods for orbit determination, requirements on the deployed geometry and material properties of the sunshield, and center of mass of the observatory to limit the maximum possible solar torque, the selection of optimal momentum storage algorithms for the observatory's six RWAs, and methods for observation planning to minimize the frequency of momentum unloads between station-keeping maneuvers.
This example illustrates the need for an SE organization that is agile enough to form such working groups capable of finding truly optimal systems solutions. The phenomenon commonly referred to as "Stove-Piping" where individual organizations seek to optimize their specific products with minimal interactions with other product teams will rarely produce an optimal system. It is not realistic to believe that all the requirements can be identified sufficiently for these organizations to develop products completely independently, especially for systems as novel as JWST. Conversely, one must also be conscious of the tendency to overdo this and establish too many such working groups, producing an environment which compromises cost control, which is best implemented by Product Teams. A judicious balance between these two scenarios must be achieved.
INTEGRATED MODELING
The size and cryogenic nature of the JWST observatory is unprecedented, leaving SE without any significant historical database to use to determine goals for performance margins. Roughly 4000 of the observatory's 6530 kg must attain cryogenic temperatures at or below 50K. The total wavefront error (WFE) of the optical system operating at these temperatures must be less than 150 nm, which includes distortions due to changing thermal loads and gradients as the observatory changes attitude and as vibration disturbances propagate through structures with minimal damping. Building engineering development units and "breadboards" on the scales relevant to these phenomenon is not always practical and even when it is, the need for gravity offloading and other Ground Support Equipment (GSE) greatly affect the measurements. The previously described mass efficiency not only forces a highly coupled system, but one where complex interdisciplinary trades such as the momentum management must carefully balance performance against mass risks. All these factors drive SE's to develop detailed and accurate analytical models. Moreover since many of these mechanical, dynamic, thermal and optical phenomena can act in very complex ways, these analytic models must be coordinated or "integrated" such that the outputs of one can be input into the next to get consistent results. The specifics of the models themselves will be described in a separate paper of this conference. The SE methods to ensure this consistency will be discussed here.
An overview of the Integrated Modeling process is shown in Figure 6 . This figure shows the modeling process that takes as inputs the observatory mechanical, thermal, optical and control system designs as well as the known disturbances and runs the structural, thermal, optical and control systems models to compute the key performance metrics of the system. These metrics include the thermal and dynamic WFEs, Point Spread Functions (PSFs), temperature maps and cryogenic radiator margins, pointing control accuracies, observatory torque versus attitude tables, stray light and structural figures of merit.
Because of the size of the models involved, the overall process shown in Figure 6 takes between 3 and 6 months to complete. It is therefore necessary for SE to carefully coordinate the analysis effort with the overall design process, which often requires faster turn-around times. To do this, the integrated modeling process is run in formal cycles, much like the traditional coupled load cycles used to compute launch loads, while faster design trades are carried out in parallel. This is illustrated in Figure 6 . The cycle starts by establishing the specific goals and objectives of the cycle, followed by a determination of the specific system configurations that will be analyzed to achieve them. Following a review of these configurations by SE, detailed models are constructed. The models and the baseline system configuration for the cycle are then frozen and the analysis runs for the cycles progress. The results of the cycle are then formally reviewed. While the cycle is progressing, the design efforts proceed in parallel. Problems and trade studies identified as a result of this are used to generate the goals and objectives for the next cycle.
There has generally been two to three analysis cycles performed in preparation for each of the Projects major reviews, such the Systems Design Review (SDR) illustrated in Figure 7 . To date, ten such analysis cycles have been completed, and it is expected that at least two more will be completed before the end of the program. Modeling Cycle
SDR-4 Cycle
An important aspect of the Integrated Modeling Process is the rigorous configuration control of the models. This includes not only the careful recording of all changes to the models, but also the recording of all differences between the models and the actual hardware design. Lists of these differences, called Liens and Threats Lists, are maintained along with rough estimates of the impact these liens and threats represent to the computed performance. SE reviews these lists and updates the models to incorporate these liens and threats with each subsequent integrated modeling cycle. Since these models are a critical element of the system verification program, it is extremely important that the configuration management and pedigree of these models be meticulously monitored and tracked.
VERIFICATION
Verification is the bottoms-up process of ensuring that the as-built system constituents and the integrated system itself meet their documented requirements. This is normally a straight forward incremental process, consisting predominantly of tests, which follows the requirements documentation tree of the system. The size and cryogenic nature of the JWST Observatory significantly restricts the amount of testing that can be used for the verification. With a sunshield roughly the size of a tennis court and with thermal zones that span temperature ranges from 400K to 40K, JWST cannot be tested practically at the observatory level of assembly in a thermal vacuum chamber. SE must rely on the analytical models for verification to a much larger extent than many past missions. With this in mind many of the verification processes must take special care to insure the fidelity of these models is sufficient to represent the performance of the as-built hardware.
Test results at lower assembly levels are used to anchor / correlate analytical models to the hardware. These models are then used in system-level analyses to verify performance. It therefore becomes important to guarantee that lower assemblies are tested in a manner that not only verifies their individual requirements but also meet the needs of these higher-level analyses. For example, it is common practice to specify component performance for worst-case conditions for that device. However, the worst-case conditions for a component does not always ensure simulation of the worstcase conditions for the system, which can be a complex combination of many such components. In order to make these assessments, the JWST observatory verification program is broken down not only in terms of its constituent products, but also in terms of performance "threads". These threads include optical, thermal, mechanical, and electrical performance. Thread leads ensure that component and subsystem test results are properly coordinated and combined to satisfy the needs and conditions of the system verification, especially when this is by analysis. Figure 7 summarizes the verification of key JWST performance requirements using combinations of tests and analyses.
The test portions of the verification program are implemented as part of the JWST Integration and Test (I&T) Program which is illustrated in Figure 8 , color coded along product lines.
In addition to the tests shown on this flow, there are two key system level engineering unit tests that are used to correlate the analytic observatory thermal models. The first, illustrated in Figure 9 is a full-scale thermal test model of the observatory CORE region between the Spacecraft Bus and the OTE-ISIM. This is a thermal transition volume between the warm temperature spacecraft and the cryogenic OTE-ISIM where complex radiative couplings and conductive loads must be accurately modeled. This full-scale model was used for thermal balance testing to correlate the observatory thermal models for this region. The second unit, illustrated in Figure 11 , is a 1/3-scale thermal test model of the sunshield, which was also subjected to thermal balance testing to correlate the sunshield thermal model. Testing on both of these units has been completed and the data is being used for these correlation activities. 
