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Resumen
Las te´cnicas de especificacio´n formal de sistemas concurrentes pueden agruparse en
general en dos niveles; en el primero se incluyen las te´cnicas consistentes en el desarrollo
de modelos formales del sistema y en el segundo las te´cnicas que realizan la especificacio´n
del sistema mediante la definicio´n de propiedades abstractas del mismo.
El objetivo de esta tesis es proponer una metodolog´ıa de especificacio´n de sistemas que
cubra ambos niveles de especificacio´n mediante el uso de un marco matema´tico unifor-
me, proporcionado por la lo´gica de reescritura y su implementacio´n v´ıa el metalenguaje
Maude. La especificacio´n en el primer nivel se realizara´ directamente en el propio lengua-
je Maude, mientras que para realizar la especificacio´n de segundo nivel definiremos una
lo´gica modal para probar propiedades de sistemas especificados en Maude, en la cual las
transiciones definidas por las reglas de reescritura se capturan como acciones en la lo´gica.
La lo´gica definida puede utilizarse adema´s mediante la definicio´n de la interfaz apropiada
para probar propiedades especificadas en otras lo´gicas temporales o modales.
En la tesis se estudian en primer lugar las especificaciones en el lenguaje Maude.
Mediante el desarrollo de una especificacio´n de un modelo orientado a objetos para redes
de telecomunicacio´n de banda ancha se muestra el poder del lenguaje para especificar este
tipo de sistemas y en particular la relacio´n de herencia, la relacio´n de contenido y las
relaciones expl´ıcitas de grupo (ser-miembro-de, cliente-servidor, ...). Se estudia el uso de
la reflexio´n en el control de un proceso de modificacio´n de caracter´ısticas de la red. En
este sentido se combinan ideas del campo de la reflexio´n lo´gica con ideas provenientes del
campo de la reflexio´n orientada a objetos mediante el uso de un mediador, un metaobjeto
que vive en el metanivel y que tiene acceso a la configuracio´n de la red para su gestio´n.
En segundo lugar se procede a la definicio´n de la lo´gica modal Verification Logic for
Rewriting Logic (VLRL). La principal caracter´ıstica de esta lo´gica es que proporciona
dos modalidades, una de ellas una modalidad de accio´n que permite capturar las reglas
de reescritura como acciones de la lo´gica, y la otra una modalidad espacial que permite
definir propiedades sobre partes del sistema y relacionarlas con propiedades del sistema
completo as´ı como definir propiedades sobre acciones realizadas en partes del sistema.
La lo´gica VLRL permite adema´s probar propiedades definidas en otras lo´gicas modales o
temporales mediante la definicio´n de la interfaz apropiada. Se muestra el uso de la lo´gica
en la prueba de propiedades de seguridad de varios sistemas orientados a objetos: un
protocolo de exclusio´n mutua, el sistema del mundo de los bloques y el sistema Mobile
Maude como modelo de movilidad de objetos entre procesos.
vii
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Por u´ltimo se muestra otro medio de probar propiedades de sistemas especificados en
lo´gica de reescritura mediante un ejemplo en el que se realiza una prueba semi-formal por
induccio´n de propiedades de seguridad y vivacidad del protocolo para la eleccio´n de l´ıder
del bus en serie multimedia IEEE 1394.
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Cap´ıtulo 1
Introduccio´n
La especificacio´n formal de los sistemas reporta numerosas ventajas al desarrollo del
software, como es el forzar a los disen˜adores de programas a realizar decisiones precisas
sobre las principales funcionalidades del programa y a eliminar las ambigu¨edades de la
descripcio´n del comportamiento. Los primeros me´todos de especificacio´n formal fueron
me´todos basados en aserciones, con las que se defin´ıa la relacio´n existente entre la entrada
y la salida del programa. Estos me´todos estaban disen˜ados para especificar propiedades
de programas secuenciales que producen una serie de valores al finalizar su ejecucio´n, pero
no pueden ser aplicados a sistemas que no terminan en los que, por esi mismo, no existe
un estado final.
El desarrollo de sistemas concurrentes que producen resultados al interaccionar con el
entorno pero que carecen de estado final ha dado lugar al desarrollo de distintas te´cnicas de
especificacio´n formal. Estas te´cnicas pertenecen, en general, a dos niveles de especificacio´n;
en el primero se incluyen las te´cnicas consistentes en el desarrollo de modelos formales del
sistema y en el segundo las te´cnicas que realizan la especificacio´n del sistema mediante
la definicio´n de propiedades abstractas del mismo. Las especificaciones del primer nivel
pueden estar basadas en diversos formalismos, como por ejemplo, las ma´quinas de Turing,
las redes de Petri o los modelos algebraicos, y se caracterizan porque son ejecutables. Por
otro lado la especificacio´n de propiedades abstractas de un sistema se realiza utilizando
un formalismo lo´gico, que puede ser bien una lo´gica sencilla como la lo´gica proposicional,
o bien pueden utilizarse lo´gicas ma´s complejas pero que permitan expresar propiedades
sobre el avance en el co´mputo de un sistema o sobre partes del sistema, como las lo´gicas
modales y temporales. Ambos niveles de especificacio´n se complementan y pueden ser
utilizados conjuntamente como ocurre por ejemplo con la especificacio´n de a´lgebras de
procesos con CCS y la lo´gica de Hennessy-Milner [HM80, HM85, Sti01] o con el modelo
de computacio´n de UNITY y su lo´gica de especificacio´n [CM88].
Nuestro objetivo en esta tesis es proponer una metodolog´ıa de especificacio´n de siste-
mas que cubra ambos niveles de especificacio´n mediante el uso de un marco matema´tico
uniforme y que resulte adecuada para la especificacio´n de sistemas concurrentes y en par-
ticular sistemas con configuracio´n orientada a objetos dado el amplio uso dado a estos
sistemas actualmente. El marco utilizado sera´ el proporcionado por la lo´gica de reescri-
1
2 Cap´ıtulo 1. Introduccio´n
tura y su implementacio´n v´ıa el metalenguaje Maude. En esta l´ınea la especificacio´n de
primer nivel se realizara´ directamente en el propio lenguaje Maude, mientras que para
realizar la especificacio´n de segundo nivel definiremos una lo´gica modal adecuada para
probar propiedades de sistemas especificados en Maude, en la cual las transiciones defini-
das por las reglas de reescritura se capturan como acciones en la lo´gica. La lo´gica definida
puede utilizarse adema´s mediante la definicio´n de la interfaz apropiada para demostrar
propiedades especificadas en otras lo´gicas temporales o modales.
1.1. Contexto
1.1.1. Sistemas orientados a objetos
La orientacio´n a objetos esta´ ampliamente aceptada en el desarrollo del software: exis-
ten lenguajes de programacio´n orientaos a objetos, bases de datos orientadas a objetos
y me´todos de desarrollo de programas. Entre estos u´ltimos existen multitud de me´todos
de ana´lisis, modelado y disen˜o orientados a objetos, pero la mayor parte de ellos, aunque
u´tiles, son informales, o como mucho semi-formales.
Existen, adema´s, varias aproximaciones a la especificacio´n formal de sistemas orienta-
dos a objetos. Desde un punto de vista orientado a objetos, los sistemas computacionales
son colecciones dina´micas de objetos auto´nomos que interaccionan unos con otros por me-
dio de mensajes. Los objetos son auto´nomos en el sentido de que cada objeto encapsula
todas las caracter´ısticas necesarias para actuar como un agente de co´mputo independien-
te. Existen, por lo tanto, dos niveles de especificacio´n en los sistemas orientados a obje-
tos que deben ser abordados: por una parte, la especificacio´n de cada objeto individual
y por otra parte la especificacio´n de sistemas completos de objetos. Fiadeiro y Maibaum
[FM91c, FM91a] proponen especificar los objetos como teor´ıas en una lo´gica modal, donde
los operadores modales se utilizan para describir los efectos de los eventos en los atributos
de los objetos, mientras que las restricciones y requisitos para la ocurrencia de los eventos
se describen mediante el uso de dos predicados deo´nticos. La lo´gica deo´ntica es adecuada
para describir el comportamiento de entidades dina´micas y permite probar propiedades
de seguridad y de vivacidad de los objetos. Por otra parte, la especificacio´n del sistema
global se consigue componiendo la especificacio´n de sus componentes mediante morfismos
entre teor´ıas.
En una l´ınea semejante se encuentra el trabajo realizado por Ehrich, A. Sernadas y
C. Sernadas, entre otros, para dotar de fundamentos sema´nticos a la familia de lenguajes
Oblog y a los lenguajes acade´micos relacionados con ella como Troll [Ehr99]. Para la
especificacio´n de los objetos utilizan una lo´gica temporal lineal que les permite capturar
los aspectos dina´micos inherentes a los objetos. Sin embargo para especificar los sistemas
globales extienden esta lo´gica a una lo´gica temporal distribuida.
Existen otras aproximaciones a la especificacio´n formal de objetos. Cabe citar, por su
relacio´n con los me´todos de Ehrich, A. Sernadas y C. Sernadas el lenguaje Foops [GM87]
basado en OBJ3, y por lo tanto en lo´gica ecuacional, y el lenguaje Maude basado en lo´gica
de reescritura por ser el formalismo utilizado en esta tesis.
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1.1.2. La lo´gica de reescritura y el lenguaje Maude
La lo´gica de reescritura fue propuesta por Meseguer en 1990 [Mes90a, Mes92] como
marco de unificacio´n de modelos de computacio´n concurrentes. Desde entonces investiga-
dores de todo el mundo han llevado a cabo una gran cantidad de trabajo que ha contribuido
al desarrollo de diversos aspectos de la lo´gica y a sus aplicaciones en distintas a´reas de las
ciencias de la computacio´n [MOM02, Mes98b, Mes96, KK98, Fut00].
La lo´gica de reescritura es una lo´gica para representar sistemas concurrentes que tienen
estados y evolucionan por medio de transiciones. Es una lo´gica de cambio en la cual los
estados distribuidos del sistema se definen como estructuras de datos axiomatizadas alge-
braicamente, y los cambios locales elementales que pueden ocurrir concurrentemente en un
sistema se axiomatizan como reglas de reescritura. Las reglas de reescritura corresponden
a patrones locales, los cuales, cuando esta´n presentes en el estado de un sistema, pueden
convertirse en otros patrones.
La lo´gica de reescritura puede usarse directamente como un lenguaje de amplio es-
pectro que soporta la especificacio´n, el prototipado ra´pido y la programacio´n de sistemas
concurrentes por medio del lenguaje de especificacio´n Maude. Este lenguaje fue desa-
rrollado a finales de los an˜os noventa en el Computer Science Laboratory de SRI In-
ternational (EE.UU.) por un grupo de investigadores dirigidos por el propio Meseguer
[CDE+99a, CDE+00a]. El lenguaje esta´ fuertemente influenciado por el lenguaje ecua-
cional OBJ3 [GWM+00], el cual puede considerarse como un sublenguaje funcional de
Maude. Sin embargo, Maude utiliza a nivel ecuacional la lo´gica ecuacional de pertenencia
[Mes98a], que extiende la lo´gica ecuacional de tipos ordenados de OBJ3. Adema´s, Maude
integra la programacio´n ecuacional y orientada a objetos de una forma satisfactoria. Su
base lo´gica facilita una definicio´n clara de la sema´ntica orientada a objetos y hace de e´l
una buena eleccio´n para la especificacio´n formal de sistemas orientados a objetos.
Existen otros dos lenguajes de especificacio´n basados en la lo´gica de reescritura: ELAN
[BKKM02], desarrollado en Francia, y CafeOBJ [DF02], desarrollado en Japo´n. Una ca-
racter´ıstica importante de Maude frente a estos dos lenguajes, especialmente interesante
para nuestro trabajo, es la forma en que explota el hecho de que la lo´gica de reescritura es
reflexiva, realizando una implementacio´n muy eficiente de la reflexio´n. Esta implementa-
cio´n facilita su uso sistema´tico, y permite adema´s la definicio´n de lenguajes de estrategias
para controlar el proceso de reescritura, en el mismo lenguaje.
1.1.3. Reflexio´n
La reflexio´n entendida como la capacidad de un sistema de representarse a s´ı mismo;
es una propiedad muy u´til y potente utilizada dentro de las ciencias de la computacio´n
en temas como los lenguajes de programacio´n, demostradores de teoremas, compilacio´n,
entornos de programacio´n, sistemas operativos y bases de datos.
La lo´gica de reescritura es reflexiva, pero lo que realmente diferencia al lenguaje Maude
de otros formalismos reflexivos es que la reflexividad se puede utilizar de manera conve-
niente, gracias a la implementacio´n realizada (ver Seccio´n 2.2.5). Pra´cticamente desde que
se comenzo´ a desarrollar el lenguaje Maude una parte de la investigacio´n se ha centra-
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do en el estudio de propiedades reflexivas de la lo´gica de reescritura y sus aplicaciones
[Cla00, CDE+98]. Puesto que la reflexio´n permite a un sistema acceder a su propio meta-
nivel, en el caso de la lo´gica de reescritura esta proporciona un mecanismo potente para
controlar el proceso de reescritura. En este sentido, se han propuesto algunos lenguajes
de estrategias generales en Maude [CM96b, CELM96, Cla00] para definir estrategias ade-
cuadas para controlar la reescritura. La cuestio´n importante es que, gracias a la reflexio´n,
estos lenguajes esta´n basados en la reescritura y su sema´ntica e implementacio´n esta´n
descritos en la misma lo´gica. De esta forma, el control no es un an˜adido extra-lo´gico del
lenguaje sino que permanece dentro de la lo´gica.
La reflexio´n incrementa la modularidad de las especificaciones, permitiendo formular
especificaciones elegantes de los sistemas. En esta l´ınea Clavel muestra en [Cla00] co´mo
utilizar las propiedades reflexivas de Maude para definir y ejecutar representaciones de una
lo´gica determinada en el marco lo´gico de la lo´gica de reescritura; co´mo definir y ejecutar
diferentes lenguajes y modelos de computacio´n dentro del marco sema´ntico de la lo´gica de
reescritura utilizando estrategias; y un me´todo general de construccio´n de demostradores
de teoremas.
1.1.4. Lo´gicas modales
La lo´gica modal es la lo´gica de la posibilidad y de la necesidad. Esta lo´gica es es-
pecialmente adecuada para razonar en situaciones en las que el valor de verdad de una
afirmacio´n no es fijo, sino que depende del estado en el que se evalu´a.
Sin embargo, lo que se entiende por lo´gica modal no es una u´nica lo´gica sino un
conjunto de ellas. Esta clase de lo´gicas fue desarrollada originariamente por filo´sofos para
estudiar diferentes modos de verdad; por ejemplo, una cierta asercio´n puede ser falsa en
este mundo pero puede ser cierta en un mundo diferente. Pero fueron los trabajos de
S. Kripke, A. Prior y J. Hintikka, entre otros, los que a principios de los an˜os 60 dieron
fama a esta clase de lo´gicas al aplicarlas a la computacio´n. Una buena referencia histo´rica
de estas lo´gicas se puede encontrar en [LS77, BS84].
Aplicada a las ciencias de la computacio´n, la lo´gica modal se ocupa de la relacio´n entre
el estado presente y otros estados posibles del co´mputo. Por lo tanto el universo de una
lo´gica modal esta´ formado por un conjunto de estados y una relacio´n de accesibilidad entre
ellos. Esta relacio´n puede ser una relacio´n temporal antes/despue´s, lo que permite hablar
de estados pasados y futuros en relacio´n a la ejecucio´n de las instrucciones del programa,
o bien puede ser una relacio´n espacial ser parte de, lo que nos permite hablar de estados
y partes de estados.
Hay dos formas de razonar en una lo´gica: por un lado, el denominado nivel no inter-
pretado que permite expresar propiedades en la lo´gica que son independientes del dominio
de interpretacio´n, esto es, no se realiza ninguna suposicio´n sobre las propiedades de la
estructura del sistema; y por otro lado, el denominado nivel interpretado que utiliza la
lo´gica para razonar acerca de los co´mputos sobre un dominio particular. En general, en
este caso el conjunto de estados esta´ dado por el conjunto de posibles ejecuciones del sis-
tema, y la relacio´n de accesibilidad proporciona los estados accesibles desde uno dado al
ejecutar una instruccio´n (o conjunto de instrucciones) del programa o al descomponer un
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estado en partes.
La lo´gica modal ma´s ba´sica es la lo´gica modal proposicional, la cual extiende la lo´gica
proposicional con dos operadores: el operador de necesidad, 2, y el operador de posibilidad,
3. De esta forma, si ϕ es una propiedad de un sistema, 2ϕ es la propiedad que afirma
que ϕ se cumple en todos los estados posibles. El significado dado a los estados posibles
depende de la definicio´n de la relacio´n de accesibilidad; as´ı si la relacio´n es temporal 2ϕ
significa en todos los estados futuros o bien en todos los estados pasados, mientras que si
la relacio´n es espacial, la propiedad se leera´ como en todas las partes del sistema.
Si en lugar de aumentar la lo´gica proposicional con una modalidad, le an˜adimos un
conjunto de modalidades indizado sobre un conjunto A obtenemos la lo´gica multimodal
[Gol92, HKT00]. El operador de necesidad se expresa entonces como [a] y el operador de
posibilidad como 〈a〉 con a ∈ A.
Las lo´gicas multimodales parecieron en un principio demasiado generales para ser apli-
cadas a la especificacio´n formal de programas, por lo que se desarrollo´ la lo´gica dina´mica
como una extensio´n de la lo´gica multimodal en la cual los operadores modales esta´n pa-
rametrizados por los programas [HKT00]. Entonces, si α es un programa, la propiedad
[α]ϕ afirma que si el programa α termina, lo hara´ en un estado que satisfara´ la propiedad
ϕ, mientras que la propiedad 〈α〉ϕ afirma que es posible ejecutar α y que termine en un
estado que satisfaga ϕ. Sin embargo, esta lo´gica solo es apropiada para la especificacio´n de
programas terminantes, al igual que ocurr´ıa con las especificaciones basadas en aserciones,
aunque esta lo´gica es ma´s flexible y expresiva que aquellas.
Buscando una lo´gica ma´s potente que la lo´gica dina´mica, se derivo´ de e´sta el µ-ca´lculo,
que utiliza adema´s de los operadores t´ıpicos [ ] y 〈 〉, un operador de punto fijo sobre
fo´rmulas que captura las nociones de iteracio´n y recursio´n [Koz83].
Otra lo´gica multimodal, pero aplicable en este caso a programas que no terminan, y
por ello ma´s cercana a nuestro trabajo, es la lo´gica de Hennessy-Milner que se utiliza para
definir capacidades locales de procesos en CCS [HM80, HM85, Sti96]. En esta lo´gica el
conjunto de modalidades esta´ indizado por el conjunto de acciones de los procesos.
Algunas lo´gicas modales/temporales ma´s recientes se aplican a la especificacio´n de
sistemas desarrollados en entornos distribuidos [ECSD98]. Destacan los trabajos sobre
lo´gicas de especificacio´n para sistemas concurrentes orientados a objetos realizados por
Fiadeiro y Maibaum [FM91b, FM91a, FM91c, FM92] que cubren tanto el a´mbito local
al objeto como el a´mbito global del sistema. En lo concerniente al a´mbito local al objeto
describen el efecto de los eventos en los atributos y las restricciones y requisitos para
la ocurrencia de los eventos. En cuanto al a´mbito global lo consiguen componiendo las
especificaciones locales. En el marco de la lo´gica de reescritura, este enfoque ha sido
aplicado en un trabajo de Denker [Den98] para la especificacio´n de sistemas distribuidos
orientados a objetos. En este mismo contexto de sistemas orientados a objetos especificados
en Maude, los trabajos de Lechner [Lec97, Lec98] utilizan una variante del µ-ca´lculo.
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1.1.5. Operadores espaciales
La primera interpretacio´n dada al operador modal al aplicar la lo´gica modal a la
especificacio´n de sistemas computacionales fue la de una relacio´n de tiempo, esto es, co´mo
se modifica el sistema al avanzar el co´mputo. Sin embargo, al aplicar la lo´gica modal a
la definicio´n de propiedades de sistemas distribuidos, aparece una nueva interpretacio´n
del operador modal, relacionada con el espacio, esto es, el operador modal se utiliza para
relacionar las propiedades del sistema con las propiedades de sus partes.
Una de las lo´gicas modales ma´s conocidas que utilizan este tipo de operador modal ma´s
conocida es la desarrollada por Cardelli y Gordon [CG98, CG00]. El modelo que utilizan
es el ca´lculo de ambientes, un ca´lculo de procesos en el que los procesos residen en una
jerarqu´ıa de localidades y pueden modificarlas. La estructura espacial de los estados es
fija, y esta´ representada por a´rboles no ordenados con arcos etiquetados, en los que las
etiquetas de los arcos se corresponden con nombres de sublocalidades y los suba´rboles se
corresponden con sublocalidades.
Por el contrario, en la lo´gica que se define en este trabajo, la configuracio´n del sistema
no esta´ fija, sino que se define mediante las operaciones que especifican la estructura
del sistema y que son dadas por el usuario. Adema´s, en la lo´gica de Cardelli y Gordon el
conjunto de operadores lo´gicos esta´ fijado (como en la lo´gica de primer orden), mientras que
en nuestra lo´gica los operadores son definidos por el usuario (como en la lo´gica ecuacional
o en la propia lo´gica de reescritura).
La lo´gica de ambientes proporciona tres operadores: n[ϕ], que representa un paso en el
espacio, lo que permite hablar sobre un lugar dentro de n; 3ϕ, que permite hablar sobre
un nu´mero arbitrario de pasos en el espacio, y su operador dual 2ϕ, que permite hablar
sobre cualquier sublocalidad. Estos operadores son semejantes a los de la lo´gica temporal
lineal que se explica a continuacio´n. Un aspecto central en esta lo´gica modal es el nombre
de los ambientes. Cada ambiente tiene un nombre que se utiliza para controlar el acceso
(entrada de procesos, salida, comunicaciones, etc.).
El trabajo anterior ha sido adaptado por Caires y Cardelli [CC01, CC02] con el fin de
considerar propiedades espaciales que cubren si un sistema esta´ compuesto de dos o ma´s
subsistemas identificables y sobre si un sistema restringe el uso de ciertos recursos a ciertos
subsistemas. En este caso no utilizan los operadores espaciales ba´sicos sino que definen
un operador de punto fijo ma´ximo, semejante al utilizado en el µ-ca´lculo y simplifican el
ca´lculo de procesos ba´sico y utilizan el pi-ca´lculo as´ıncrono.
1.1.6. Lo´gicas temporales
Algunos autores, como Fisher y Barringer derivan las lo´gicas temporales de la lo´gica
de tiempo [FB86], desarrollada como su nombre indica para modelar el uso de tiempos en
el lenguaje natural. Otros, como Emerson [Eme90], derivan la lo´gica temporal a partir de
la lo´gica modal, siendo los operadores temporales un tipo de modalidad que nos permite
razonar sobre co´mo se modifican los valores de verdad de ciertas aserciones a lo largo del
tiempo.
En ambos casos, los operadores temporales ba´sicos son: alguna vez, para expresar que
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una asercio´n es cierta si existe algu´n momento futuro en el cual es cierta; siempre, para
expresar que una asercio´n es cierta si lo es en todos los momentos futuros; y siguiente, para
razonar sobre el momento siguiente en la secuencia de estados. Esta lo´gica es apropiada
para razonar acerca de la ejecucio´n detallada de un programa, aunque no es apropiada
para razonar sobre mu´ltiples programas, como la lo´gica dina´mica.
Como ocurre con las lo´gicas modales, existen tambie´n muchas lo´gicas temporales. Es-
tas pueden clasificarse siguiendo varios criterios [Eme90]: lo´gica proposicional o de primer
orden, dependiendo de la lo´gica sobre la que se esta´ definiendo la lo´gica temporal; lo´gica
global, en la que los operadores se interpretan en un u´nico universo, o lo´gica composicio-
nal, que permite expresar propiedades de diversos universos; lo´gica de tiempo ramificado,
en la que cada momento de tiempo puede estar seguido de distintos momentos que re-
presentan diferentes futuros posibles, y lo´gica de tiempo lineal, en la que cada momento
tiene un u´nico momento siguiente; lo´gica de puntos, en la que los operadores temporales
se evalu´an en algu´n punto del tiempo, y lo´gica de intervalos, en la que los operadores se
evalu´an en intervalos de tiempo; lo´gica de tiempo discreto, en la que el momento presente
se corresponde con el estado actual del programa y el momento siguiente se corresponde
con el estado sucesor del programa, y la lo´gica de tiempo continuo, en la que la estructura
de tiempo es densa; y por u´ltimo, la lo´gica de tiempo pasado frente a la lo´gica de tiempo
futuro. An˜adir a la lo´gica operadores de tiempo pasado no incrementa la capacidad expre-
siva de la lo´gica en aplicaciones informa´ticas ya que la ejecucio´n de los programas siempre
tiene un punto de comienzo; sin embargo, el uso de estos operadores puede resultar muy
u´til para la formulacio´n de propiedades de forma ma´s natural.
Si se consideran cuantificadores sobre los operadores temporales, entonces la lo´gica se
denomina lo´gica temporal cuantificada [KP95]. Este tipo de lo´gicas son ma´s expresivas
que las lo´gicas temporales sin cuantificar, esto es, permiten expresar propiedades que no
se pueden expresar en las lo´gicas temporales sin cuantificar. Sin embargo la lo´gica no es
completa, aunque pueden imponerse restricciones en la interaccio´n de los cuantificadores
con los operadores temporales de forma que la lo´gica resultante s´ı lo sea.
Los tipos de lo´gicas temporales que han sido ma´s estudiados son las lo´gicas discretas
lineales y las lo´gicas discretas de tiempo ramificado. Entre las primeras destacan los tra-
bajos de Manna y Pnueli [MP92, MP95] sobre lo´gicas de tiempo futuro y pasado. Esta
lo´gica considera ba´sicamente cuatro operadores de tiempo futuro: ©, 3, 2, y U , con el
significado de siguiente, alguna vez, siempre y hasta que, y los correspondiente operadores
de tiempo pasado.
Por otro lado, en las lo´gicas discretas de tiempo ramificado cabe citar los trabajos
de Emerson y Clarke sobre la lo´gica CTL (Computation Tree Logic) [CE81] que extiende
la lo´gica UB (Unified Branching Time Logic) de Ben-Ari, Manna y Pnueli [BAPM83]
an˜adie´ndole un operador hasta que, y la extension de CTL por Emerson y Halpern dando
lugar a la lo´gica CTL* [EH86, EH85]. En este tipo de lo´gicas se consideran adema´s de los
operadores ba´sicos de las lo´gicas temporales lineales, denominados en este caso X, G y F,
unos operadores de cuantificacio´n sobre las ramas del co´mputo: A y E. De esta forma AGϕ
expresa que la propiedad ϕ se cumple en todas las ramas del co´mputo (operador A) y en
todos los estados (operador G), mientras que EGϕ expresa que la propiedad se cumple en
una rama del co´mputo (operador E) y en todos los estados de esta rama.
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Los dema´s operadores utilizados por estas lo´gicas son:
AX : en todas las ramas en el siguiente estado,
EX : en una rama en el siguiente estado,
AF : en todas las ramas en algu´n estado,
EF : en alguna rama en algu´n estado,
A U : en todas las ramas se cumple una propiedad hasta que se cumple otra,
E U : en alguna rama se cumple una propiedad hasta que se cumple otra.
Se utiliza tambie´n una versio´n de´bil de los dos u´ltimos operadores, A W y E W , en la
que no se pide que la segunda propiedad llegue necesariamente a cumplirse. Equivalencias
e implicaciones entre los diversos operadores, tanto de la lo´gica temporal lineal como de
la ramificada pueden encontrarse en [Eme90].
Ambas lo´gicas temporales no son comparables desde el punto de vista de la expresividad
de la lo´gica ya que utilizan diferentes modelos temporales. Cada una tiene sus ventajas
y desventajas y el debate sobre sus respectivos me´ritos continua abierto en la actualidad
[Var01]. La seleccio´n entre una lo´gica de tiempo lineal o una lo´gica de tiempo ramificado
debe hacerse por lo tanto en base al tipo de propiedades que se desean probar, siendo la
segunda ma´s apropiada para sistemas no deterministas.
1.1.7. Clasificacio´n de propiedades
Las propiedades que pueden expresarse en una lo´gica temporal se clasifican general-
mente en propiedades de seguridad, formuladas con el operador temporal 2, y propiedades
de vivacidad, formuladas con el operador temporal 3. Las primeras se utilizan principal-
mente para expresar propiedades invariantes sobre todos los estados del co´mputo, esto es,
algo malo no ocurre, mientras que las segundas se utilizan para asegurar que algu´n evento
ocurrira´, esto es, algo bueno ha de ocurrir.
Esta clasificacio´n ha sido refinada y formalizada por Manna y Pnueli en [MP92] para la
lo´gica temporal lineal atendiendo a la interaccio´n de varios operadores temporales. Cada
clase de propiedades considerada se caracteriza por un esquema. Las dos clases ba´sicas,
propiedades de seguridad y propiedades de garant´ıa, se corresponden aproximadamente
con las propiedades de seguridad y vivacidad expresadas anteriormente, y se caracterizan
por los esquemas 2ϕ y 3ϕ respectivamente. Ambas clases son disjuntas salvo por la
fo´rmula trivial true.
Algunas propiedades, sin embargo, no pueden ser expresadas utilizando u´nicamente
alguno de los dos esquemas anteriores, es necesario por lo tanto utilizar una combinacio´n
lo´gica de ellos. Se definen entonces las siguientes clases:
propiedades de obligacio´n, utilizadas para expresar que o bien la propiedad ϕ se
cumple en todos los estados del co´mputo, o bien la propiedad ψ se cumple en algu´n
1.2 Decisiones de disen˜o de la lo´gica modal 9
estado. Estas propiedades esta´n representadas por el esquema
∧n
i=1(2ϕi ∨ 3ψi).
Aunque quiza´ resulta ma´s intuitivo el esquema equivalente
∧n
i=1(3ϕi → 3ψi), esto
es, si en algu´n momento se satisface una propiedad entonces en algu´n momento
posterior se satisfara´ otra. Esta clase incluye a la clase de propiedades de seguridad
y de garant´ıa.
propiedades de respuesta, utilizadas para expresar que existen infinitas posiciones en
el co´mputo que verifican la propiedad ϕ. Estas propiedades esta´n representadas por
el esquema 23ϕ. Una propiedad muy importante perteneciente a esta clase es la
propiedad de justicia, la cual, referida, por ejemplo, a las transiciones de un sistema
expresa que o bien la transicio´n no puede tener lugar un nu´mero infinito de veces
o bien tendra´ lugar un nu´mero infinito de veces. Esta clase incluye a la clase de
propiedades de obligacio´n.
propiedades persistentes, utilizadas para expresar que todos los estados a partir de
un momento dado cumplira´n una determinada propiedad ϕ. Estas propiedades esta´n
representadas por el esquema 32ϕ. Esta clase incluye a la clase de propiedades de
obligacio´n y es una clase dual a la clase de propiedades de respuesta.
propiedades reactivas, utilizadas para expresar que si la propiedad ϕ se satisface en
infinitos estados del co´mputo, entonces la propiedad ψ debe satisfacerse tambie´n
en infinitos estados. Estas propiedades esta´n representadas mediante el esquema∧n
i=1(23ϕi ∨ 32ψi). Un tipo importante de propiedades que pertenecen a esta
clase son las propiedades que expresan compasio´n, esto es, si una transicio´n puede
realizarse en infinitos estados, entonces se realizara´ infinitas veces. Esta clase incluye
a las clases de propiedades de respuesta y de propiedades persistentes.
Dentro de esta clasificacio´n esta´n consideradas todas las posibles propiedades tempo-
rales que pueden expresarse sin utilizar cuantificadores. En este sentido Manna y Pnueli
prueban en [MP92, pa´gina 296] que toda fo´rmula temporal libre de cuantificadores es
equivalente a una fo´rmula reactiva.
Esta clasificacio´n de propiedades, aunque ha sido realizada para una lo´gica temporal
lineal, podr´ıa aplicarse a una lo´gica de tiempo ramificado, considera´ndola bien en una
u´nica rama del co´mputo o bien en todas las ramas.
1.2. Decisiones de disen˜o de la lo´gica modal
Como ya se ha mencionado, uno de nuestros objetivos es definir mecanismos lo´gicos
que soporten el desarrollo de sistemas software usando la lo´gica de reescritura. La idea
es que estos mecanismos lo´gicos deben permitir definir y probar propiedades sobre los
co´mputos generados por una teor´ıa de reescritura. Al elegir nuestra lo´gica tuvimos dos
opciones principales:
1. Elegir una clase espec´ıfica de configuraciones de estado dadas por la signatura de una
teor´ıa de reescritura, y desarrollar una lo´gica para estas configuraciones. Por ejem-
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plo, podr´ıamos haber elegido restringir nuestra lo´gica a configuraciones de estado
orientadas a objetos formadas por multiconjuntos de objetos y mensajes.
2. Intentar ser lo ma´s generales posible, es decir, realizar los menos compromisos posi-
bles sobre propiedades espec´ıficas del estado como sea posible.
Una eleccio´n natural sobre la primera opcio´n habr´ıan sido las configuraciones multi-
conjunto orientadas a objetos, utilizadas por Grit Denker en sus trabajos sobre una lo´gica
modal distribuida localmente [Den98]. Existe tambie´n el trabajo previo de Ulrike Lechner
sobre el uso del µ-ca´lculo para especificaciones orientadas a objetos en Maude [Lec97]. En
ambos casos, lo´gicas ya existentes se adaptan a las configuraciones orientadas a objetos
de Maude, estudiando las relaciones de refinamiento entre las especificaciones a ambos
niveles.
Nosotros hemos favorecido la segunda opcio´n, motivados por el deseo de investigar
cua´nto puede decirse a nivel de especificacio´n sobre los diferentes modelos de concurrencia
de las teor´ıas de reescritura. Una vez tomada esta decisio´n, decidimos desarrollar y explorar
una nueva lo´gica modal de acciones en la cual solo las reglas de reescritura son consideradas
como acciones, y definir otra lo´gica para los co´mputos y las correspondientes interfaces
con ella. Una situacio´n similar aparece en la lo´gica temporal de Stirling definida sobre los
co´mputos generados por un sistema de transiciones [Sti92], o en la relacio´n entre la lo´gica
temporal y la lo´gica deo´ntica desarrollada por Fiadeiro y Maibaum [FM91b].
El principal beneficio de nuestro me´todo es que no nos restringimos a un tipo especial de
configuracio´n de estado como se hace en [Den98, Lec97]. Ma´s au´n, comparado con la lo´gica
modal distribuida localmente del trabajo de Denker, estamos interesados en propiedades
globales del sistema, orientado a objetos o no, en lugar de propiedades vistas por un objeto
local; y comparado con el trabajo de Lechner, nuestras fo´rmulas son ma´s generales que
simples proposiciones afirmando la presencia de mensajes y/o objetos. Esta es la principal
razo´n que motiva la introduccio´n de las observaciones para expresar propiedades ma´s
interesantes del sistema.
1.3. Aportaciones de la tesis
El trabajo mostrado en esta tesis proporciona un marco matema´tico de especificacio´n
de sistemas concurrentes basado en lo´gica de reescritura. Este marco de especificacio´n es
especialmente adecuado para la especificacio´n de sistemas orientados a objetos al permitir
realizar la especificacio´n del modelo en el lenguaje Maude y la especificacio´n de propiedades
abstractas en una lo´gica modal o temporal capturando de esta forma las propiedades
dina´micas del sistema.
Los Cap´ıtulos 2 y 3, esta´n dedicados a las especificaciones en el lenguaje Maude. En el
primero de ellos se presentan los aspectos ba´sicos de la lo´gica de reescritura y del lenguaje
Maude que sera´n utilizados en la tesis. Cabe destacar el uso de las facilidades propor-
cionadas por el lenguaje para la especificacio´n de sistemas orientados a objetos y de las
te´cnicas de reflexio´n. En el segundo cap´ıtulo se desarrolla una especificacio´n en Maude
de un modelo orientado a objetos para redes de telecomunicacio´n de banda ancha que
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muestra el poder del lenguaje para especificar este tipo de sistemas, y en particular la
conocida relacio´n de herencia y otras relaciones entre objetos como la relacio´n de conteni-
do o las relaciones expl´ıcitas de grupo (ser-miembro-de, cliente-servidor, etc.). Nos hemos
centrado en el impacto de estas relaciones en los procesos de creacio´n y borrado de obje-
tos, proporcionando un me´todo general para su especificacio´n. En particular, proponemos
utilizar subobjetos contenidos en otros objetos [Mes93a] para especificar la relacio´n de
contenido y comparamos esta aproximacio´n con el uso del identificador del objeto para
representar al objeto contenido. La aplicacio´n elegida de modelar redes de telecomunica-
ciones de banda ancha es una buena eleccio´n para mostrar las relaciones de contenido y
las relaciones expl´ıcitas de grupo porque estas aparecen de forma natural entre los objetos
de las diferentes capas del modelo de red y entre los objetos de la misma capa.
La reflexio´n se utiliza en la especificacio´n de la red de telecomunicaciones para explotar
mejor los recursos en los diferentes niveles. Combinamos ideas del campo de la reflexio´n
lo´gica con ideas provenientes del campo de la reflexio´n orientada a objetos [Mes93a] me-
diante el uso de un mediador, un metaobjeto que vive en el metanivel y que tiene acceso
a la configuracio´n de la red, para su gestio´n. La aplicacio´n de las propiedades reflexivas
de la lo´gica de reescritura se ilustra mediante un proceso que modifica la demanda de un
servicio entre dos nodos en una red. El lenguaje de estrategias usado para controlar el
proceso esta´ basado en el lenguaje presentado en [CELM96], adaptando la sintaxis a la
u´ltima versio´n del lenguaje disponible en el momento de escribir esta tesis [CDE+00b]. A
continuacio´n se compara la especificacio´n obtenida sin utilizar reflexio´n con la especifica-
cio´n utilizando reflexio´n y se muestra que la segunda especificacio´n es ma´s sencilla que la
primera.
En los Cap´ıtulos 4 y 5 se tratan las especificaciones, como expresio´n de las propieda-
des que debe cumplir el sistema, formuladas en lo´gicas modales y temporales. Para ello
se desarrolla una lo´gica modal, llamada Verification Logic for Rewriting logic (VLRL),
que captura las reglas de reescritura como acciones. Esta lo´gica proporciona adema´s de
la modalidad temporal una modalidad espacial1 que permite definir propiedades sobre
partes del sistema y relacionarlas con propiedades del sistema completo as´ı como definir
propiedades sobre acciones realizadas en partes del sistema.
En esta tesis nos centramos en las propiedades de seguridad aplicadas sobre una rama
o sobre todas las ramas posibles del co´mputo, ya que esta clase de propiedades incluye
muchas de las propiedades fundamentales de los sistemas concurrentes como la ausencia
de bloqueo o la exclusio´n mutua en secciones cr´ıticas, adema´s de propiedades invariantes
que garantizan la correccio´n parcial del sistema. Para formular este tipo de propiedades
definimos, por encima de la lo´gica modal, una lo´gica temporal de tiempo ramificado con
tres operadores ba´sicos: AX, que expresa que una propiedad se cumple en todos los estados
sucesores posibles, A( W ), que expresa que una propiedad se cumplira´ hasta que se cumpla
otra o bien se cumplira´ siempre, y EX, que expresa que una propiedad se cumple en algu´n
estado sucesor. Para cada uno de estos operadores se proporciona la regla de inferencia
1En trabajos previos a esta tesis se denomino´ a estos operadores topolo´gicos atendiendo a que se
utilizaban para definir propiedades sobre la topolog´ıa del sistema. Sin embargo este te´rmino puede resultar
confuso y por ello se ha preferido pasar a denominar a estos operadores espaciales, ya que este es el te´rmino
que se esta´ utilizando recientemente para ellos en la literatura.
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que nos permiten derivar las propiedades temporales a partir de propiedades en VLRL,
proba´ndose que son correctas y completas. El uso de una lo´gica temporal nos permite
especificar, en particular, las propiedades dina´micas de los sistemas orientados a objetos.
Los sistemas seleccionados en el Cap´ıtulo 5 muestran la aplicacio´n de la lo´gica VLRL
y de la lo´gica temporal seleccionada en sistemas con configuracio´n orientada a objetos. La
configuracio´n orientada a objetos es especialmente adecuada para las especificaciones en
VLRL ya que la nocio´n de estado viene dada por la propia configuracio´n del sistema o
por una restriccio´n de ella, y los elementos a observar son caracter´ısticas de los objetos,
pudiendo ser una caracter´ıstica de un grupo de ellos o bien una caracter´ıstica de un objeto
en particular.
La lo´gica VLRL nos permite tambie´n definir de forma natural propiedades espaciales,
permitiendo de esta forma estudiar el uso de las modalidades espaciales y de accio´n,
en particular co´mo derivar propiedades espaciales ba´sicas a partir de la sintaxis de los
programas y co´mo utilizar a continuacio´n estas propiedades en los pasos de verificacio´n
de las propiedades temporales. El caso de la derivacio´n de propiedades espaciales ba´sicas
se ve tambie´n beneficiado por el uso de configuraciones orientadas a objetos ya que varios
de los me´todos definidos tratan observaciones sobre elementos u´nicos del sistema, y estos
quedan bien definidos en las configuraciones orientadas a objetos.
La lo´gica VLRL permite asimismo la utilizacio´n de variables en la formulacio´n de
propiedades, as´ı como el uso de familias de observaciones, esto es, observaciones realizadas
sobre un conjunto de elementos del sistema.
Por u´ltimo en el Cap´ıtulo 6 se muestra un mecanismo de verificacio´n de propiedades de
sistemas escritos en lo´gica de reescritura basado en te´cnicas inductivas. Las propiedades
seleccionadas en este caso son tanto propiedades de seguridad como propiedades de viva-
cidad. Se ilustran estas ideas por medio de la especificacio´n del protocolo de eleccio´n de
l´ıder del bus en serie multimedia IEEE 1394 y la verificacio´n de su correccio´n: el protocolo
termina y se elige un u´nico l´ıder.
Cap´ıtulo 2
La lo´gica de reescritura y el
lenguaje Maude
La lo´gica de reescritura es una lo´gica para especificar sistemas concurrentes que tie-
nen estados y evolucionan por medio de transiciones. Es una lo´gica de cambio que puede
ser utilizada directamente como un lenguaje que soporta la especificacio´n, el prototipa-
do ra´pido y la programacio´n de sistemas concurrentes [LMOM94]. Las partes dina´micas
del sistema se especifican por medio de reglas de reescritura condicionales etiquetadas,
mientras que la estructura y las partes esta´ticas se especifican por medio de ecuaciones.
La especificacio´n se expresa en el lenguaje multiparadigma Maude, basado en dicha
lo´gica, el cual integra la programacio´n ecuacional y orientada a objetos de una forma satis-
factoria. Su base lo´gica facilita una definicio´n clara de la sema´ntica orientada a objetos y
hace de e´l una buena eleccio´n para la especificacio´n formal de sistemas concurrentes orien-
tados a objetos. El lenguaje Maude esta´ completamente descrito en el manual [CDE+99a]
y pueden encontrarse ejemplos de su utilizacio´n en el tutorial [CDE+00a].
2.1. La lo´gica de reescritura
En esta seccio´n se resumen los conceptos principales de la lo´gica de reescritura. Para
ma´s informacio´n se puede consultar [Mes92, Mes93a].
2.1.1. Reglas de inferencia
Una teor´ıa de reescritura R se define como una 4-tupla R = (Σ, E, L,R) donde (Σ, E)
es una teor´ıa ecuacional, L es un conjunto de etiquetas, y R es un conjunto de reglas de
reescritura de la forma1 l : [t]E −→ [t
′]E , donde l ∈ L, t y t
′ son Σ-te´rminos posiblemente
1Para simplificar la exposicio´n mostramos las reglas de la lo´gica solo para el caso de reglas de reescritura
no condicionales. Sin embargo, todos los conceptos que se presentan aqu´ı han sido extendidos en [Mes92]
al caso de reglas condicionales de la forma
l : [t]→ [t′] if [u1]→ [v1] ∧ . . . ∧ [uk]→ [vk].
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con algunas variables, y [t]E denota la clase de equivalencia de te´rminos t mo´dulo las
ecuaciones E.
Intuitivamente, la teor´ıa (Σ, E) de una teor´ıa de reescritura describe una estructura
particular para los estados del sistema, y las reglas de reescritura describen que´ transi-
ciones elementales son posibles en el estado distribuido mediante transformaciones locales
concurrentes. Alternativamente, se puede adoptar un punto de vista lo´gico y considerar
las reglas de reescritura como reglas de deduccio´n en un sistema lo´gico y cada paso de
reescritura como una derivacio´n lo´gica en un sistema formal.
Estas dos interpretaciones se pueden resumir en el siguiente diagrama:
Estado ↔ Te´rmino ↔ Proposicio´n
Transicio´n ↔ Reescritura ↔ Deduccio´n
Estruc. Distribuida ↔ Estruc. Algebraica ↔ Estruc. Proposicional
Informalmente, la u´ltima l´ınea de equivalencias expresa el hecho de que un estado
puede transformarse de forma concurrente solamente en caso de que este´ compuesto por
partes ma´s pequen˜as que puedan transformarse de forma independiante. En la lo´gica
de reescritura, el hecho de que un estado este´ compuesto por varias partes se especifica
mediante las operaciones de la signatura Σ de la teor´ıa de reescritura R que axiomatiza
el sistema. Desde el punto de vista lo´gico, estas operaciones se pueden considerar como
conectivas proposicionales definibles por el usuario que definen la estructura particular de
un estado.
Dada una teor´ıa de reescritura R, decimos que de R se deriva un secuente [t]→ [t′] y lo
escribimos como R ` [t]→ [t′] si y solo si [t]→ [t′] se puede obtener mediante la aplicacio´n
finita de las siguientes reglas de deduccio´n donde suponemos que todos los te´rminos esta´n
bien formados y t(w/x) denota la sustitucio´n simulta´nea de wi en el lugar de xi en t:
1. Reflexividad : para cada [t] ∈ TΣ,E(X), [t] −→ [t]
,
2. Congruencia: para cada f ∈ Σn, n ∈ N,
[t1] −→ [t
′
1] . . . [tn] −→ [t
′
n]
[f(t1, . . . , tn)] −→ [f(t
′




3. Reemplazamiento2: para cada regla de reescritura r : [t(x)] −→ [t′(x)] en R,
[w1] −→ [w
′






[t1] −→ [t2] [t2] −→ [t3]
[t1]→ [t3]
.
2Aqu´ı y en el resto de la tesis, utilizamos una l´ınea superior para abreviar secuencias de expresiones;
por ejemplo, f(x) denota f(x1, . . . , xn).
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Un secuente [t] → [t′] en R se denomina una reescritura en un paso si y solo si se
puede derivar de R mediante la aplicacio´n de las reglas (1)-(3) un nu´mero finito de veces,
y aplicando al menos una vez la regla (3). Si la regla (3) se aplica exactamente una vez
entonces decimos que el secuente es una reescritura secuencial en un paso.
2.1.2. Modelos de la lo´gica de reescritura
A continuacio´n se esboza la construccio´n de los modelos inicial y libre para una teor´ıa
de reescritura R [Mes92]. Estos modelos capturan la idea intuitiva de un sistema de rees-
critura, en el sentido de que son sistemas cuyos estados son clases de equivalencia de
te´rminos, y cuyas transiciones son reescrituras concurrentes que utilizan las reglas de R.
La estructura de estos sistemas es una categor´ıa en la que los objetos se corresponden
con los estados, los morfismos con las transiciones, y la composicio´n de morfismos con la
composicio´n secuencial.
Un modelo para una teor´ıa de reescritura R = (Σ, E, L,R), en la que suponemos
que las reglas diferentes tiene etiquetas diferentes, es una categor´ıa TR(X) cuyos objetos
son clases de equivalencia de te´rminos [t] ∈ TΣ,E(X) y cuyos morfismos son clases de
equivalencia de te´rminos de prueba que representan reescrituras concurrentes. Las reglas
para generar estos te´rminos de prueba, con la especificacio´n de sus respectivos dominios
y codominios es la siguiente3:
1. Identidades: para cada [t] ∈ TΣ,E(X), [t] : [t] −→ [t]
,
2. Σ-Estructura: para cada f ∈ Σn, n ∈ N,
α1 : [t1] −→ [t
′
1] . . . αn : [tn] −→ [t
′
n]
f(α1, . . . , αn) : [f(t1, . . . , tn)] −→ [f(t
′




3. Reemplazamiento: para cada regla de reescritura r : [t(x)] −→ [t′(x)] en R,
α1 : [w1] −→ [w
′
1] . . . αn : [wn] −→ [w
′
n]




α : [t1] −→ [t2] β : [t2] −→ [t3]
α;β : [t1]→ [t3]
.
Las reglas coinciden con las reglas de la lo´gica de reescritura, salvo en el uso de los te´rminos
de prueba. Cada una de ellas define una operacio´n diferente que toma como argumentos
una serie de te´rminos de prueba y devuelve el te´rmino de prueba resultante. Esto es, los
te´rminos de prueba forman una estructura algebraica PR(X) consistente en un grafo con
nodos TΣ,E(X), con flechas identidad y con operaciones f (para cada f ∈ Σ), r (para cada
regla de reescritura), y ; (para componer flechas). El modelo TR(X) es el cociente de
PR(X) mo´dulo las siguientes ecuaciones:
3En las reglas siguientes, α; β significa siempre la composicio´n de α seguida de β.
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1. Categor´ıa
a) Asociatividad. Para todos α, β, γ, (α;β); γ = α; (β; γ).
b) Identidades. Para cada α : [t]→ [t′], α; [t′] = α y [t];α = α.
2. Funtorialidad de la estructura algebraica. Para cada f ∈ Σn,
a) Composicio´n. Para todos α1, . . . , αn, β1, . . . , βn
f(α1;β1, . . . , αn;βn) = f(α1, . . . , αn); f(β1, . . . , βn).
b) Identidades. f([t1], . . . , [tn]) = [f(t1, . . . , tn)].
3. Axiomas en E. Para cada axioma t(x1, . . . , xn) = t
′(x1, . . . , xn) en E, para todos
α1, . . . , αn, t(α1, . . . , αn) = t
′(α1, . . . , αn).
4. Intercambio. Para cada regla de reescritura r : [t(x)]→ [t′(x)] en R
α : [w1]→ [w
′
1] . . . αn : [wn]→ [w
′
n]
r(α) = r([w]); t′(α) = t(α); r([w′])
.
En particular, las ecuaciones 1 hacen que TR(X) sea una categor´ıa, las ecuaciones 2 hacen
que cada f ∈ Σ sea un funtor, y la ecuacio´n 3 fuerza los axiomas de E. Por u´ltimo, la
ecuacio´n 4 afirma que la reescritura simulta´nea de un te´rmino y de sus subte´rminos es
equivalente a la reescritura del te´rmino seguida secuencialmente por la reescritura de sus
subte´rminos, as´ı como a la reescritura de los subte´rminos seguida por la reescritura del
te´rmino.
Los modelos TR = TR(∅) y TR(X) son, respectivamente, el modelo inicial y el modelo
libre sobre el conjunto de generadores X de una categor´ıa general de modelos, R-Sys,
que puede definirse de la siguiente forma, donde ∗ denota la composicio´n horizontal de
transformaciones naturales:
Dada una teor´ıa de reescritura R = (Σ, E, L,R), un R-sistema S es una categor´ıa S
junto con:
una estructura de (Σ, E)-a´lgebra, dada por una familia de funtores
{fS : S
n → S | f ∈ Σn, n ∈ N}
que satisfacen las ecuaciones E, es decir, para todo t(x1, . . . , xn) = t
′(x1, . . . , xn) en
E tenemos una identidad de funtores tS = t
′
S , donde el funtor tS se define de forma
inductiva a partir de los funtores fS de forma obvia.
Para cada regla de reescritura r : [t(x)] → [t′(x)] en R, una transformacio´n natural
rS : tS ⇒ t
′
S .
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Un R-homomorfismo F : S → S ′ entre dos R-sistemas es un funtor F : S → S ′ tal que F
es un homomorfismo de Σ-a´lgebras, es decir, fS ∗F = F
n ∗ fS′ , para cada f en Σn, n ∈ N,
y tal que F “preserva” R, es decir, para cada regla de reescritura r : [t(x)] → [t′(x)] en
R tenemos la identidad de transformaciones naturales rS ∗ F = F
n ∗ rS′ , donde n es el
nu´mero de variables que aparecen en la regla. Esto define una categor´ıa R-Sys de forma
obvia.
La existencia de modelos iniciales y libres para el caso ma´s general de teor´ıas de
reescritura condicionales aparece en [Mes90b], donde tambie´n se prueba que la lo´gica de
reescritura es correcta y completa para estos modelos.
2.1.3. Caracter´ısticas reflexivas de la lo´gica de reescritura
Una caracter´ıstica muy importante de la lo´gica de reescritura es que es reflexiva [Cla00,
CMP02]. La reflexio´n permite obtener soluciones elegantes de problemas t´ıpicos de lo´gica
y computacio´n, como por ejemplo las aplicaciones que se presentan en [Cla00] sobre la
representacio´n de una lo´gica dada en el marco general proporcionado por la lo´gica de
reescritura, la definicio´n y ejecucio´n de CCS en el marco general de la lo´gica de reescritura
y la construccio´n de demostradores de teoremas. En esta tesis se utilizan las caracter´ısticas
reflexivas de la lo´gica para definir un lenguaje de estrategias que permite controlar el
proceso de reescritura del sistema que se presenta en el Cap´ıtulo 3. La aplicacio´n concreta
de estrategias en Maude se explica en la Seccio´n 2.2.5.
Al ser la lo´gica de reescritura reflexiva, existe una teor´ıa de reescritura universal U
con un nu´mero finito de operaciones, ecuaciones y reglas que puede simular cualquier otra
teor´ıa de reescritura R representable de forma finita en el sentido siguiente: dados dos
te´rminos cualquiera t, t′ en R, existen te´rminos correspondientes 〈R, t〉 y 〈R, t′〉 en U tales
que
R ` t −→ t′ ⇐⇒ U ` 〈R, t〉 −→ 〈R, t′〉.
Dado que U es a su vez representable obtenemos una torre reflexiva, con un nu´mero
arbitrario de niveles de reflexio´n
R ` t→ t′ ⇔ U ` 〈R, t〉 → 〈R, t′〉 ⇔ U ` 〈U , 〈R, t〉〉 → 〈U, 〈R, t′〉〉 . . . .
Denotaremos la representacio´n de un te´rmino del nivel objeto ot en el metanivel por
ot (ver [CM96a, Cla00] para los detalles de la correspondiente definicio´n).
2.1.4. Especificaciones de sistemas de tiempo real en lo´gica de reescri-
tura
Los sistemas de tiempo real pueden ser especificados de una forma natural en lo´gi-
ca de reescritura. Una primera aproximacio´n a este tipo de especificaciones se debe a
Kosiuczenko y Wirsing [KW97] con su trabajo sobre lo´gica de reescritura con tiempo.
La segunda aproximacio´n se debe a Olveczky y Meseguer [O¨lv00], con sus trabajos
sobre teor´ıas de reescritura de tiempo real y es la que se aplicara´ en la especificacio´n de
los aspectos temporales del protocolo IEEE 1394 del Cap´ıtulo 6.
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Una teor´ıa de reescritura de tiempo real es una tupla (R, φ, τ), donde R = (Σ, E, L,R)
es una teor´ıa de reescritura tal que:
φ es un morfismo de teor´ıas ecuacionales φ : TIME → (Σ, E), donde TIME es una
teor´ıa en la que se define el tipo Time como un monoide conmutativo (Time,+, 0),
con las operaciones adicionales de ≤, < y la diferencia,
El dominio de tiempo es funcional, esto es, si α : r → r′ es una prueba de reescritura
en R y r es un te´rmino de tipo φ(Time), entonces r = r′ y α es equivalente a la
prueba identidad r,
(Σ, E) contiene un tipo designado State y un tipo espec´ıfico System, sin subtipos o
supertipos y con una sola operacio´n { } : State → System que no satisface ninguna
ecuacio´n no trivial; ma´s au´n, para cualquier operacio´n f : s1, . . . , sn → s en Σ el
tipo System no aparece entre los s1, . . . , sn,
τ es una asignacio´n de un te´rmino τl(x1, . . . , xn) de tipo φ(Time) a cada regla de
reescritura en R de la forma
[l] : u(x1, . . . , xn)→ u
′(x1, . . . , xn) if C(x1, . . . , xn) (2.1)
donde u y u′ son te´rminos de tipo System.
Las reglas de la forma (2.1) se denominan reglas globales y pueden ser reglas tick si su
duracio´n τl(x1, . . . , xn) es diferente de φ(0) para alguna instanciacio´n de sus variables, y
reglas instanta´neas en otro caso. Las reglas que no son de la forma (2.1) se denominan reglas
locales ya que no actu´an en el sistema completo sino solo en alguna de sus componentes y
se consideran siempre como reglas instanta´neas.
Las teor´ıas de reescritura de tiempo real se pueden transformar en teor´ıas de reescritura
ordinarias an˜adiendo un reloj al estado. Un estado en este sistema ampliado tendra´ la
forma 〈t, r〉, donde t es el estado global de tipo System y r es un valor de tipo φ(Time),
que denota el tiempo de co´mputo si en el estado inicial el reloj ten´ıa el valor φ(0). La
formalizacio´n de esta transformacio´n puede encontrarse en [O¨lv00] y no es relevante para
el trabajo desarrollado en esta tesis.
Las reglas tick sera´n normalmente de la forma
[tick ] : {t} →xr {t′(xr)} if xr ≤ mte(t) and C(t)
donde xr es una variable que denota el tiempo avanzado por la regla, mte(t) calcula el
espacio de tiempo ma´ximo permitido para asegurar las acciones cr´ıticas (acciones que
deben ocurrir en un especio de tiempo determinado), y la condicio´n xr ≤ mte(t) asegura
que el espacio de tiempo transcurrido puede temporalmente ser interrumpido para una
posible aplicacio´n de una regla no cr´ıtica, esto es una regla que modela una accio´n que
puede ocurrir en algu´n momento arbitrario del tiempo.
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2.2. El lenguaje Maude
El lenguaje de especificacio´n Maude fue desarrollado a finales de los an˜os noventa
en el Computer Science Laboratory de SRI International por un grupo de investigadores
dirigidos por Meseguer [CDE+02, CDE+99a, CDE+00a]. Se trata de un lenguaje lo´gico
basado en la lo´gica de reescritura. El lenguaje esta´ fuertemente influenciado por el lenguaje
ecuacional OBJ3 [GKK+88, GWM+00], el cual puede considerarse como un sublenguaje
funcional de Maude. Con todo, Maude utiliza a nivel ecuacional la lo´gica ecuacional de
pertenencia [Mes98a], que extiende la lo´gica ecuacional de tipos ordenados de OBJ3.
Los sistemas en Maude se construyen a partir de elementos ba´sicos llamados mo´dulos.
2.2.1. Mo´dulos funcionales
Los mo´dulos funcionales se utilizan para la definicio´n de tipos de datos algebraicos, y
tienen la forma fmod (Σ, E) endfm, donde E = E ′ ∪A, siendo A un conjunto de axiomas
ecuacionales de ciertos operadores de la signatura Σ y E ′ un conjunto de ecuaciones que
deben ser Church-Rosser y terminantes mo´dulo los axiomas de A.
Un modelo matema´tico de los datos y las funciones viene dado por el a´lgebra inicial
definida por la teor´ıa, cuyos elementos consisten en clases de equivalencia de te´rminos
ba´sicos mo´dulo las ecuaciones.




op 0 : -> Nat [ctor] .
op s : Nat -> Nat [ctor] .
op _+_ : Nat Nat -> Nat .
vars N M : Nat .
eq 0 + N = N .
eq s(M) + N = s(M + N) .
endfm
Un mo´dulo semejante se utiliza en la especificacio´n del modelo de red de comunicaciones
desarrollado en el Cap´ıtulo 3.
Los mo´dulos funcionales comienzan con la palabra reservada fmod, a continuacio´n
aparece el identificador del mo´dulo, en este caso BASIC-NAT, y la palabra reservada is.
Despue´s de la cabecera, se declaran los mo´dulos importados. Por ejemplo el mo´dulo
siguiente importa el mo´dulo en que se definen los nu´meros naturales:
fmod NAT+ is
protecting BASIC-NAT .
op _*_ : Nat Nat -> Nat .
vars N M : Nat .
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eq 0 * N = 0 .
eq s(M) * N = (M * N) + N .
endfm
Maude proporciona dos formas de importacio´n de mo´dulos. La forma ma´s restrictiva
va precedida de la palabra reservada protecting o bien su forma abreviada pr, seguida
del identificador del mo´dulo importado. Esta forma de importacio´n afirma que los tipos
del mo´dulo importado no se modifican, en el sentido de que no se an˜aden nuevos elementos
al tipo, ni las nuevas ecuaciones identifican elementos ya existentes. Los mo´dulos pueden
tambie´n ser importados utilizando la palabra reservada including o su abreviatura inc,
con la que no se imponen las restricciones anteriores. S´ı se imponen, sin embargo, ciertas
restricciones, en el sentido de que si la teor´ıa importada importa a su vez en modo protegido
otra teor´ıa, esta se mantiene protegida.
La declaracio´n de tipos comienza con la palabra reservada sort en el caso de tratarse
de un solo tipo o sorts en el caso de tratarse de varios tipos, seguida del identificador del
tipo, en nuestro ejemplo Nat. Las relaciones entre los tipos se indican mediante la palabra
reservada subsort y deben entenderse como que los datos del tipo que aparece en el lado
izquierdo del s´ımbolo de operacio´n relacional < esta´n incluidos en el tipo que se menciona
a la derecha de dicho s´ımbolo. Se permite la definicio´n de varios subtipos en una sola
declaracio´n.
Las operaciones sobre los tipos del mo´dulo se declaran precedidas de la palabra re-
servada op seguida del identificador de la operacio´n y de los tipos de sus argumentos y
del resultado. Los operadores pueden declararse en forma prefija si se declaran como una
cadena de caracteres en la que no aparece el s´ımbolo de subrayado, o bien en forma mixfija
en la cual la posicio´n de los argumentos en la cadena de caracteres se indica mediante un
s´ımbolo subrayado. Entre corchetes se indican los axiomas ecuacionales de los operadores
que pueden ser: asociativo, mediante la palabra reservada assoc, conmutativo, mediante la
palabra reservada comm, y con elemento neutro, mediante la palabra reservada id seguida
del elemento neutro que se considere. La palabra reservada ctor indica que la operacio´n
es una constructora del tipo.
En la primera versio´n de Maude, las ecuaciones que definen las operaciones iban pre-
cedidas de una declaracio´n de variables, dada por la palabra reservada var o vars seguida
del identificador de la (o las) variables y su tipo. En la nueva versio´n de Maude, Maude
2.0 [CDE+00b], las variables aparecen directamente en los te´rminos, como el identificador
seguido de su tipo. Se mantiene, sin embargo, la posibilidad de hacer una declaracio´n de
variables, que se entiende en este caso como un alias, que permite utilizar en los te´rminos
u´nicamente el identificador de la variable, sin ser necesario especificar su tipo.
Las ecuaciones van precedidas de la palabra reservada eq o ceq si la ecuacio´n es con-
dicional. Todas las variables utilizadas en el lado derecho de una ecuacio´n deben aparecer
en el lado izquierdo.
Debido a que la lo´gica utilizada por Maude es la lo´gica ecuacional de pertenencia, pue-
den definirse en los mo´dulos axiomas de pertenencia, introducidos por la palabra reservada
mb o cmb si el axioma es condicional, en los cuales se afirma que un te´rmino tiene un cierto
tipo si se satisface una condicio´n.
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Tanto en el caso de ecuaciones condicionales como en el caso de los axiomas de per-
tenencia condicionales, las condiciones se forman como la conjuncio´n de ecuaciones y
axiomas de pertenencia. En ambos casos las variables que aparecen en la parte derecha de
la condicio´n deben aparecer tambie´n en la parte izquierda.
En Maude 2.0 se permiten un tipo especial de ecuaciones, denominadas ecuaciones
de encaje de patrones, en las que se permiten variables nuevas en el lado izquierdo de la
ecuacio´n. Estas ecuaciones se interpretan matema´ticamente como ecuaciones ordinarias;
sin embargo, en su ejecucio´n las nuevas variables se instancian encajando el patro´n del
lado izquierdo de la condicio´n con el lado derecho.
Mo´dulos funcionales predefinidos. Maude 2.0 proporciona mo´dulos funcionales pre-
definidos para la definicio´n de los nu´meros naturales, enteros, racionales y reales en los
mo´dulos NAT, INT, RAT y FLOAT, respectivamente. La implementacio´n de las operaciones
en estos mo´dulos se realiza de forma muy eficiente.
Se proporcionan tambie´n mo´dulos para el tratamiento de los valores booleanos, BOOL,
los identificadores con comilla, QID, y las cadenas de caracteres, STRING.
Por u´ltimo, el mo´dulo META-LEVEL proporciona las operaciones ba´sicas para manejar
la reflexio´n (ver Seccio´n 2.2.5).
2.2.2. Mo´dulos de sistema
El tipo de reescritura de los mo´dulos funcionales es un reemplazamiento de iguales
por iguales hasta que se alcanza un u´nico valor final, ya que estos mo´dulos deben ser
terminantes y confluentes. Sin embargo, en general, el conjunto de reglas de reescritura
no tiene por que´ ser ni terminante ni confluente. Para especificar este tipo de sistemas
se utilizan los mo´dulos de sistema, que son los mo´dulos ma´s generales que se permiten
en Maude. En estos mo´dulos, los te´rminos t dejan de ser expresiones funcionales para ser
estados del sistema, y las reglas de reescritura t → t′ no se interpretan como ecuaciones,
sino como transiciones locales de estado, las cuales afirman que si una parte del estado del
sistema se corresponde con un cierto patro´n dado por el te´rmino t entonces esta parte del
sistema puede cambiar a t′. Ma´s au´n, las transiciones pueden ocurrir concurrentemente,
siempre y cuando la parte del sistema que tratan no se solape con otra transicio´n.
Estos mo´dulos especifican el modelo inicial TR de una teor´ıa de reescritura R. Este
modelo inicial es un sistema de transiciones cuyos estados son clases de equivalencia [t]
de te´rminos ba´sicos mo´dulo las ecuaciones E de R, y cuyas transiciones son pruebas
α : [t]→ [t′] en lo´gica de reescritura, esto es, co´mputos concurrentes del sistema (ve´ase la
Seccio´n 2.1.2).
Estructura de un mo´dulo de sistema. Estos mo´dulos se declaran como mod R endm
siendo R una teor´ıa de reescritura, cuyas ecuaciones E deben cumplir las mismas restric-
ciones que en el caso de los mo´dulos funcionales.
Por ejemplo, el siguiente mo´dulo especifica una ma´quina expendedora que permite
comprar bizcochos y manzanas [MOM99]. Un bizcocho vale un do´lar y una manzana tres
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cuartos. La ma´quina solo acepta do´lares y devuelve un cuarto cuando el usuario compra
una manzana. Tambie´n ofrece la posibilidad de cambiar cuatro cuartos en un do´lar. Este
mo´dulo se utiliza en la Seccio´n 4.2.2 para la prueba de propiedades modales y temporales
con la lo´gica VLRL.
mod VENDING-MACHINE is
sort State .
ops $ q a c : -> State .
op __ : State State -> State [assoc comm] .
rl [buy-c] : $ => c .
rl [buy-a] : $ => a q .
rl [change] : q q q q => $ .
endm
La declaracio´n de los mo´dulos importados, los tipos y subtipos, y las operaciones se
realiza igual que en los mo´dulos funcionales. La declaracio´n de las reglas de reescritura,
se introduce por la palabra reservada rl, o crl en el caso de reglas condicinales, seguida
de una etiqueta que identifica la regla entre corchetes y a continuacio´n los te´rminos t y
t′ de la regla de reescritura separados por el s´ımbolo =>, en u´ltimo lugar se escriben las
condiciones de la regla cuando esta es condicional.
Las reglas de reescritura pueden tener variables en su parte derecha que no aparezcan
en la parte izquierda. Como en el caso de las ecuaciones, las condiciones pueden tener
ecuaciones, que pueden ser de encaje de patrones, y axiomas de pertenencia. En Maude
2.0 se permite adema´s que las condiciones contengan reglas de reescritura [CDE+00b].
2.2.3. Mo´dulos orientados a objetos
Los mo´dulos orientados a objetos son un tipo especial de mo´dulos de sistema, que se
utilizan para la definicio´n de clases orientadas a objetos, facilitando una notacio´n conve-
niente para ello.
Estructura de un mo´dulo orientado a objetos. Un mo´dulo orientado a objetos
consiste en una lista de importacio´n de mo´dulos, una declaracio´n de clases, una declaracio´n
de mensajes, y unas reglas de reescritura. Opcionalmente puede incluir declaraciones de
tipos y de operaciones de forma similar a las declaraciones de los mo´dulos de sistema.
Por ejemplo, el siguiente mo´dulo especifica una versio´n orientada a objetos del mundo
de los bloques [CDE+00a, Seccio´n 9.5]. Un bloque se representa por medio de un objeto
con dos atributos, under, que indica si el bloque esta´ debajo de otro bloque o si esta´ libre,
y on, que indica si el bloque esta´ sobre otro bloque o si esta´ sobre la mesa. Un robot se
representa por medio de otro objeto con un atributo hold, que indica si el robot esta´ vac´ıo
o si sostiene un bloque. Las acciones se representan por medio de mensajes. El sistema
se utilizara´ en la Seccio´n 5.2 para probar propiedades modales y temporales de sistemas
orientados a objetos en VLRL.
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(omod OO-BLOCKSWORLD is
protecting QID .
sorts BlockId RobotId Up Down Hold .
subsorts Qid < BlockId RobotId < Oid .
subsorts BlockId < Up Down Hold .
op clear : -> Up . *** block is clear
op catchup : -> Up . *** block is caught by the robot arm
op table : -> Down . *** block is on the table
op catchd : -> Down . *** block is caught by the robot arm
op empty : -> Hold . *** robot arm is empty
class Block | under : Up, on : Down .
class Robot | hold : Hold .
msgs pickup putdown : RobotId BlockId -> Msg .
msgs unstack stack : RobotId BlockId BlockId -> Msg .
vars X Y : BlockId .
var R : RobotId .
rl [pickup] : pickup(R,X) < R : Robot | hold : empty >
< X : Block | under : clear, on : table >
=> < R : Robot | hold : X >
< X : Block | under : catchup, on : catchd > .
rl [putdown] : putdown(R,X) < R : Robot | hold : X >
< X : Block | under : catchup, on : catchd >
=> < R : Robot | hold : empty >
< X : Block | under : clear, on : table > .
rl [unstack] : unstack(R,X,Y) < R : Robot | hold : empty >
< X : Block | under : clear, on : Y >
< Y : Block | under : X >
=> < R : Robot | hold : X >
< X : Block | under : catchup, on : catchd >
< Y : Block | under : clear > .
rl [stack] : stack(R,X,Y) < R : Robot | hold : X >
< X : Block | under : catchup, on : catchd >
< Y : Block | under : clear >
=> < R : Robot | hold : empty >
< X : Block | under : clear, on : Y >
< Y : Block | under : X > .
endom)
Una declaracio´n de clases se introduce con la palabra reservada class e incluye el
identificador de la clase, en nuestro caso Block y Robot; los identificadores de los atributos,
under y on en la clase Block, y hold en la clase Robot; y el tipo de cada atributo, Up,
Down y Hold respectivamente. El tipo puede ser un tipo de datos algebraico definido en
un mo´dulo funcional, o una configuracio´n completa definida en otro mo´dulo orientado a
objetos o en un mo´dulo de sistema como ocurre por ejemplo con el atributo EqConm en la
Seccio´n 3.2.2.
La declaracio´n de mensajes se introduce con la palabra reservada msg, o msgs en caso
de tratarse de una declaracio´n de varios mensajes, seguida de los identificadores de los
mensajes y de sus tipos. Como en el caso de las operaciones, los mensajes pueden definirse
24 Cap´ıtulo 2. La lo´gica de reescritura y el lenguaje Maude
utilizando una notacio´n prefija o una notacio´n mixfija.
Representacio´n de los objetos y me´todos. Un objeto se representa como un te´rmino
< O : C | a1 : v1, . . . , an : vn >, donde O es el nombre del objeto perteneciente a un
conjunto Oid de identificadores de objetos, C es el identificador de la clase, ai son los
nombres de los atributos del objeto y vi son sus valores respectivos, que deben pertenecer
al tipo asociado con el atributo. Por ejemplo, en la primera regla de reescritura del mo´dulo
OO-BLOCKSWORLD se utilizan las variables R y X de clase Robot y Block respectivamente.
El atributo hold del robot R tiene valor empty, el atributo under del bloque X tiene valor
clear y el atributo on tiene valor table.
Las reglas de reescritura representan el co´digo real del mo´dulo, esto es, la implemen-
tacio´n del me´todo asociado a un mensaje recibido por un objeto. En general una regla de
reescritura tiene la forma
crl [l] : M1 . . .Mn < O1 : C1 | atts1 > . . . < Om : Cm | attsm >
=⇒ < Oi1 : C
′
i1
| atts ′i1 > . . . < Oik : C
′
ik
| atts ′ik >
< Q1 : D1 | atts
′′
1 > . . . < Qp : Dp | atts
′′
p >




donde k, p, q, n,m ≥ 0, los Ms son expresiones de mensajes, i1, . . . , ik son nu´meros dife-
rentes entre los originales 1, . . . ,m, C es la condicio´n de la regla y l es una etiqueta. El
resultado de aplicar una regla de reescritura como esta es que
los mensajes M1, . . . ,Mn desaparecen;
el estado y posiblemente la clase de los objetos Oi1 , . . . , Oik cambia;
todos los dema´s objetos Oj desaparecen;
se crean nuevos objetos Q1, . . . , Qp ;
se env´ıan nuevos mensajes M ′1, . . . ,M
′
q.
Por ejemplo, al ejecutar la primera regla de reescritura del mo´dulo OO-BLOCKSWORLD
desaparece el mensaje pickup(R,X) y cambia el valor de los atributos de los objetos. En
este caso no se crea ni destruye ningu´n objeto, ni tampoco se env´ıa ningu´n mensaje nuevo.
Debido a que la regla anterior involucra a varios objetos y mensajes en su lado izquierdo,
decimos que es una regla s´ıncrona. Todas las reglas del mo´dulo OO-BLOCKSWORLD son
s´ıncronas Es importante desde el punto de vista conceptual distinguir el caso especial de
las reglas que involucran como mucho un objeto y un mensaje en su lado izquierdo. Estas
2.2 El lenguaje Maude 25
reglas se llaman as´ıncronas y tienen la forma
crl [l] : M < O : C | atts >
=⇒ < O : C ′ | atts ′ >
< Q1 : D1 | atts
′′
1 > . . . < Qp : Dp | atts
′′
p >




Por ejemplo, en la implementacio´n del sistema Mobile Maude (Seccio´n 2.2.6), se utiliza
la regla de reescritura as´ıncrona
rl [message-out-move] :
< M : MO | s : ’_&_[T,’go[T’]], mode : active >
=> go(downPid(T’),
< M : MO | s : ’’_&_[T,’none’MsgSet], mode : idle >) .
Por convenio, los u´nicos atributos de objeto que se hacen expl´ıcitos en una regla son
aquellos relevantes para esa regla. En particular, los atributos mencionados solo en la
parte izquierda de la regla no cambian, los valores originales de los atributos mencionados
solamente en el lado derecho de la regla no importan, y todos los atributos no mencionados
expl´ıcitamente no se modifican.
Los mo´dulos orientados a objetos como mo´dulos de sistema. Todo mo´dulo orien-
tado a objetos puede ser traducido a un mo´dulo de sistema haciendo expl´ıcita la estruc-
tura completa del mo´dulo que queda oculta bajo las convenciones sinta´cticas adoptadas
[CDE+99a]; esta estructura completa se utiliza en el proceso de verificacio´n de algunas
propiedades temporales (ver, por ejemplo, la Seccio´n 5.1.2). En el proceso de traduccio´n,
la estructura ma´s ba´sica compartida por todos los mo´dulos orientados a objetos se hace
expl´ıcita en el mo´dulo funcional CONFIGURATION
fmod CONFIGURATION is
sort Oid Cid Attribute AttributeSet
Object Message Configuration .
subsort Object Message < Configuration .
subsort Attribute < AttributeSet .
op none : -> AttributeSet .
op _,_ : AttributeSet AttributeSet -> AttributeSet [assoc comm id: none] .
op <_:_| > : Oid Cid -> Object .
op <_:_|_> : Oid Cid AttributeSet -> Object .
op none : -> Configuration .
op __ : Configuration Configuration -> Configuration [assoc comm id: none] .
endfm
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La traduccio´n de un determinado mo´dulo extiende esta estructura con las clases, men-
sajes y reglas del mo´dulo [Mes93a, Dur99]:
Para cada declaracio´n de clase class C | a1: S1, . . . ,an: Sn, se introduce un
subtipo C del tipo Cid, una constante C de tipo C, y una operacio´n (ai : ) :
Si ->Attribute para cada atributo ai,
Para cada declaracio´n de mensaje msg M:S1 . . . Sn ->Msg . se introduce una ope-
racio´n op M:S1 . . . Sn ->Msg .,
Para cada relacio´n de subclase C < C ′ se introduce una declaracio´n de subtipo
subsort C < C ′ . y el conjunto de atributos de los objetos de la clase C se com-
pletan con los de la clase C ′ y,
Las reglas de reescritura se modifican para hacerlas aplicables a todos los objetos de
una clase y de sus subclases. Tambie´n se hacen expl´ıcitos todos los atributos de los
objetos que aparecen en las reglas.
Relacio´n de herencia. Con respecto a la relacio´n de herencia, en Maude se distinguen
dos tipos de herencia: herencia de clases y herencia de mo´dulos.
La herencia de clases esta´ soportada directamente por la estructura de tipos ordenados
de Maude. El efecto de una declaracio´n de subclase es que los atributos, mensajes y reglas
de todas las superclases contribuyen a la estructura y comportamiento de los objetos en
la subclase, y no pueden ser modificados en la subclase; adema´s, la subclase puede tener
nuevos atributos y mensajes.
Por ejemplo, podemos refinar el mundo de los bloques definido antes en OO-BLOCKSWORLD
de forma que los bloques puedan tener color. Sin embargo, las reglas que manipulan los
bloques deben permanecer exactamente como en el mo´dulo anterior, lo que se consigue




ops red blue yellow : -> Color [ctor] .
class ColoredBlock | color : Color .
subclass ColoredBlock < Block .
endom)
Por otra parte, la herencia de mo´dulos se utiliza para reutilizar co´digo, permitiendo la
modificacio´n del co´digo original de diversas formas. Esta herencia se implementa por medio
de la importacio´n de mo´dulos explicada en la Seccio´n 2.2.1. Si en la relacio´n de herencia
se quieren an˜adir nuevos objetos a la clase o identificar objetos de la clase ya existente
entonces debe utilizarse una importacio´n no protegida mediante la palabra reservada inc;
en caso contrario puede utilizarse la importacio´n protegida utilizando la palabra reservada
pr.
2.2 El lenguaje Maude 27
2.2.4. Mo´dulos parametrizados
Los mo´dulos pueden estar parametrizados por teor´ıas, en las que se declaran los requi-
sitos de la interfaz, esto es, la estructura y propiedades que se requieren para el para´metro
real. La instanciacio´n del para´metro formal de un mo´dulo parametrizado con el mo´dulo del
para´metro real requiere una vista desde la teor´ıa de la interfaz formal al correspondiente
mo´dulo actual. Esto es, las vistas proporcionan la interpretacio´n de los para´metros reales.
Definicio´n de las teor´ıas. Las teor´ıas son teor´ıas de la lo´gica de reescritura con una
interpretacio´n laxa.
Maude soporta tres tipos de teor´ıas: teor´ıas funcionales, teor´ıas de sistema y teor´ıas
orientadas a objetos. La estructura de cada una de ellas es la misma que la estructura
de los diferentes tipos de mo´dulos, pudiendo importar otras teor´ıas o mo´dulos y contener
declaraciones de tipos, de relaciones de subtipo entre tipos, operaciones, ecuaciones, reglas
de reescritura, declaraciones de clases, etc. Las teor´ıas funcionales se declaran con las
palabras reservadas fth ... endfth, las teor´ıas de sistema con las palabras reservadas
th ... endth, y las teor´ıas orientadas a objetos con oth ... endoth.





Definicio´n de los mo´dulos parametrizados. Los mo´dulos pueden estar parametri-
zados por una o ma´s teor´ıas, pudiendo existir varios para´metros declarados con la misma
teor´ıa. Por ejemplo, el siguiente mo´dulo se utiliza para definir conjuntos de elementos.
fmod SET[X :: TRIV] is
sort Set[X] .
subsort Elt.X < Set[X] .
op empty-set : -> Set[X] [ctor] .
op : Set[X] Set[X] -> Set[X] [ctor assoc comm id: empty-set] .
vars N N’ : Elt.X .
vars S S’ : Set[X] .
eq N N = N .
endfm
La implementacio´n del mo´dulo se ha tomado de [CDE+00a, pa´gina 48], donde se
definen tambie´n operaciones para comprobar la pertenencia de un elemento al conjunto,
eliminar un elemento, calcular el cardinal, y obtener el conjunto diferencia.
Todas las teor´ıas que aparezcan en la interfaz deben estar etiquetadas, de forma que sus
tipos se identifiquen de forma u´nica. En el co´digo del mo´dulo todos los tipos definidos en las
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teor´ıas deben cualificarse con su etiqueta, aunque no exista ambigu¨edad en su identificador.
Por ejemplo, en el mo´dulo SET el tipo Elt de la teor´ıa se ha cualificado con la etiqueta X
en la declaracio´n subsort Elt.X <Set[X]. Debido a problemas de ambigu¨edad, los tipos
deben ser desambiguados con el nombre de la vista (o vistas) usado en la instanciacio´n del
mo´dulo parametrizado. As´ı, por ejemplo, en el mo´dulo anterior aparece la declaracio´n de
tipos sort Set[X], la cual se convierte en Set[V] cuando el mo´dulo es instanciado con
una vista V.
Definicio´n de las vistas. Se utilizan las vistas para indicar co´mo un mo´dulo o teor´ıa
satisface los requisitos de una teor´ıa dada como para´metro de un mo´dulo parametrizado.
En la versio´n actual de Maude, todas las vistas deben ser definidas y todas ellas deben de
tener un nombre.
La definicio´n de una vista comienza con la palabra reservada view seguida del identi-
ficador de la vista; a continuacio´n la palabra reservada from seguida del identificador de
la teor´ıa que define el para´metro, seguida de la palabra reservada to y del identificador
del mo´dulo o teor´ıa con el que se quiere instanciar el para´metro, seguido de la palabra
reservada is. A continuacio´n de la cabecera debe declararse la correspondencia existente
entre cada tipo, operacio´n, clase y mensaje de la teor´ıa que define el para´metro. Esta co-
mienza con la palabra reservada sort (op, class, o msg) seguida del identificador del tipo
(operacio´n, clase, o mensaje) en la teor´ıa que define el para´metro, seguida de la palabra
reservada to y del identificador del tipo (operacio´n, clase o mensaje) en el mo´dulo o teor´ıa
con el que queremos instanciar el para´metro. Aunque es necesario dar la correspondencia
para todos los tipos, aun en el caso de identidades, no es necesario dar la correspondencia
de operaciones, clases y mensajes cuando se trata de identidades.
Por ejemplo, la siguiente vista instancia el para´metro del mo´dulo SET con el mo´dulo
que proporciona el sistema para la definicio´n de los nu´meros enteros.
view Nat from TRIV to NAT is
sort Elt to Nat .
endv
La instanciacio´n es el proceso por el cual se asignan para´metros actuales a los para´me-
tros de un mo´dulo parametrizado, creando como resultado un nuevo mo´dulo. La instancia-
cio´n requiere una vista desde cada para´metro formal al correspondiente para´metro actual.
La instanciacio´n de un mo´dulo parametrizado tiene que hacerse con vistas definidas expl´ıci-
tamente con anterioridad. Por ejemplo, podemos obtener los conjuntos de enteros con la
expresio´n de mo´dulo SET[Nat].
2.2.5. Reflexio´n y lenguajes de estrategias
Maude explota de forma eficiente la funcionalidad que le proporciona el hecho de que
la lo´gica de reescritura sea reflexiva, soportando adema´s un nu´mero arbitrario de niveles
de reflexio´n. En este sentido, el mo´dulo predefinido META-LEVEL [CDE+99a, Ape´ndice D]
proporciona la funcionalidad ba´sica en la teor´ıa universal U de la lo´gica de reescritura,
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esto es, la capacidad de representar teor´ıas como datos y la capacidad de reducir te´rminos
de estas teor´ıas y aplicar sus reglas de reescritura.
Definicio´n del mo´dulo META-LEVEL. Los te´rminos de Maude son elementos del tipo
de datos Term y los mo´dulos son te´rminos del tipo Module.
El proceso de reducir un te´rmino a su forma normal en un mo´dulo funcional se lleva a
cabo por medio de la funcio´n:
metaReduce : Module Term -> [ResultPair] .
la cual toma como primer argumento la meta-representacio´n de un mo´dulo R y como
segundo argumento la meta-representacio´n de un te´rmino t en R, y devuelve la meta-
representacio´n del te´rmino t reducido a forma normal usando las ecuaciones de R junto
con su tipo.
La operacio´n
metaRewrite : Module Term Bound -> [ResultPair] .
es ana´loga a la anterior, pero en lugar de utilizar u´nicamente la parte ecuacional del mo´dulo
utiliza tambie´n las reglas de reescritura para reescribir el te´rmino utilizando la estrategia
por defecto de Maude.
El proceso de aplicar una regla de un mo´dulo de sistema a un te´rmino se realiza con
la operacio´n
metaApply : Module Term Qid Substitution Nat -> [ResultTriple] .
Los cuatro primeros argumentos de esta operacio´n deben ser las meta-representaciones
de un mo´duloR, un te´rmino t en R, una etiqueta l de algunas reglas4 en R y una sustitucio´n
σ para las variables de estas reglas. El u´ltimo argumento es un nu´mero natural n. La
operacio´n metaApply se evalu´a de la forma siguiente:
1. Se reduce el te´rmino t completamente utilizando las ecuaciones en R.
2. El te´rmino resultado se intenta encajar con los lados izquierdos de todas las reglas con
etiqueta l en el mo´dulo, parcialmente instanciadas con la sustitucio´n σ, descartando
aquellos encajes que no satisfagan la condicio´n de la regla.
3. Se descartan los n primeros encajes que hayan tenido e´xito; si existe un encaje n+1
se aplica su regla usando este encaje realiza´ndose a continuacio´n los pasos siguientes.
En otro caso se devuelve failure.
4. El te´rmino resultado de aplicar la regla dada con el (n+1) encaje, se reduce utilizando
las ecuaciones de R.
5. Se devuelve una terna cuyo primer elemento es la representacio´n del te´rmino resul-
tante reducido, el segundo elemento es el tipo de este te´rmino, y cuyo tercer elemento
es la representacio´n del encaje utilizado en el proceso de reduccio´n.
4No´tese que en general varias reglas de reescritura pueden tener la misma etiqueta.
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Lenguajes de estrategias. Las estrategias se utilizan para controlar el proceso de rees-
critura, que en principio puede dirigirse en cualquier direccio´n. Debido a las propiedades
reflexivas de la lo´gica de reescritura, es posible definir el lenguaje de estrategias dentro
de la lo´gica, por medio de reglas de reescritura. De hecho, hay una gran libertad para
definir diferentes lenguajes de estrategias dentro de Maude [CM96b, Cla00, CELM96].
Como metodolog´ıa general cada usuario puede definir su propio lenguaje de estrategias
extendiendo las operaciones ba´sicas metaReduce y metaApply del mo´dulo META-LEVEL
para definir operaciones ma´s complejas.
En la especificacio´n del modelo de red de telecomunicaciones que se presenta en el
Cap´ıtulo 3 se utiliza y ampl´ıa el lenguaje de estrategias STRAT definido por Clavel y otros en
[CELM96]. El lenguaje STRAT define los tipos Strategy y StrategyExp para las estrategias
de reescritura y las expresiones de estrategias, respectivamente, y extiende el mo´dulo
META-LEVEL con operaciones para componer estrategias. En la aplicacio´n del Cap´ıtulo 3,
sin embargo, no usaremos su estructura de a´rbol de soluciones, y hemos adaptado la
sintaxis de las operaciones y ecuaciones a la u´ltima versio´n disponible del lenguaje en este
momento [CDE+00b]. En particular, las operaciones que usaremos en nuestra aplicacio´n
son:
operaciones que definen estrategias ba´sicas:
op idle : -> Strategy .
op apply : Label -> Strategy .
op rew_in_with_ : Term Module Strategy -> StrategyExp .
op failure : -> StrategyExp .
operaciones que componen estrategias:
op _;_ : Strategy Strategy -> Strategy .
op _;;_orelse_ : Strategy Strategy Strategy -> Strategy .
op _andthen_ : StrategyExp Strategy -> StrategyExp .
Estas operaciones satisfacen las siguientes ecuaciones:
eq rew T in M with (S ; S’) = (rew T in M with S) andthen S’ .
eq (rew T in M with idle) andthen S = rew T in M with S .
eq failure andthen S = failure .
ceq rew T in M with apply(L) =
if metaApply(M,T,L,none,0)) :: ResultTriple then
rew getTerm(metaApply(M,T,L,none,0)) in M with idle
else failure .
ceq rew T in M with (S ;; S’’ orelse S’) =
if rew T in M with S == failure then rew T in M with S’
else (rew T in M with S) andthen S’’ .
Una expresio´n de estrategia tiene inicialmente la forma rew T in M with S, lo que
significa que tenemos que aplicar la estrategia S al meta-te´rmino T en el mo´dulo M. Esta
2.2 El lenguaje Maude 31
expresio´n de estrategia se reduce entonces por medio de las ecuaciones del mo´dulo STRAT
a una expresio´n de la forma rew T’ in M with S’, donde T’ es el te´rmino calculado al
aplicar la estrategia S al meta-te´rmino T y S’ es la estrategia restante. Si el proceso de
reduccio´n tiene e´xito, se alcanza una expresio´n de estrategia de la forma rew T’’ in M
with idle, donde T’’ es un te´rmino que representa la solucio´n obtenida; en otro caso, se
genera la expresio´n de estrategia failure.
Controlar el orden en el que una transaccio´n consistente en una secuencia de pasos de
reescritura tendra´ lugar en el nivel objeto requiere el uso de la operacio´n de concatenacio´n
de estrategias y de la operacio´n que aplica una regla en el nivel objeto. La idea es que la
estrategia concatene las reglas de reescritura en el orden en que deben ser usadas en el
proceso por medio de la operacio´n ; . Obse´rvese que las reglas se aplican en el nivel objeto
segu´n van siendo requeridas por la estrategia, y que la estrategia controla las situaciones
de fallo cuando no existe ninguna regla que aplicar por medio de la ecuacio´n que define la
operacio´n apply usando metaApply.
An˜adimos una nueva operacio´n sobre estrategias al lenguaje STRAT de [CELM96] con
el fin de aplicar una estrategia sobre una lista de objetos:
op Iterate : Strategy -> Strategy .
eq Iterate(S) = S ;; Iterate(S) orelse idle .
Intuitivamente, la estrategia Iterate(S) es muy general y simplemente aplica varias
veces una estrategia S, finalizando cuando esta estrategia no puede aplicarse ma´s. Siguiendo
la definicio´n original de las operaciones en el lenguaje de estrategias STRAT [CELM96],
hemos definido la operacio´n Iterate por medio de una ecuacio´n; sin embargo, dado que
las ecuaciones deben ser terminantes el usuario debe asegurar que para su aplicacio´n
concreta el proceso de reduccio´n finaliza. En el ejemplo del Cap´ıtulo 3, queremos aplicar
una regla dada a una lista de objetos, aplicando la misma estrategia pero a un objeto
diferente cada vez. Esto es, queremos iterar sobre la lista dada. Si la estrategia no puede
aplicarse ma´s de una vez a un objeto (por ejemplo, cuando uno de sus efectos es eliminar
al objeto de la lista) no hay que considerar nada ma´s. Sin embargo, si este no es el caso,
debemos asegurarnos de que cada objeto de la lista se trata exactamente una vez.
Una posibilidad diferente es llevar el control de la lista de objetos en el nivel del
lenguaje de estrategias, en lugar de hacerlo en el nivel objeto. Esto puede conseguirse, por
ejemplo, en el lenguaje de estrategias que Clavel y Meseguer describen en [Cla00, CM96b],
donde usan sustituciones y ligaduras para pasar informacio´n de un nivel a otro. Nosotros
hemos decidido no hacerlo con el fin de mantener el lenguaje de estrategias lo ma´s simple
posible, y reutilizar en lo posible las reglas de la aplicacio´n no reflexiva.
2.2.6. El sistema Mobile Maude
El sistemaMobile Maude desarrollado por Dura´n y otros en [DELM00] proporciona una
especificacio´n en Maude de un modelo de movilidad de objetos entre procesos. En Mobile
Maude hay dos entidades principales: los procesos y los objetos mo´viles que pueden moverse
de un proceso a otro e intercambian mensajes con otros objetos, en el mismo proceso o en
otro diferente.
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La clase P de procesos en Mobile Maude se declara como:
class P |
cnt : Nat, *** contador para generar nuevos identificadores
*** de objetos mo´viles
cf : Configuration, *** configuracio´n del proceso
guests : Set[Mid], *** objetos en el proceso
forward : PFun[Nat, Tuple[Pid, Nat]] .
*** informacio´n sobre la localizacio´n de los objetos del proceso
donde los identificadores de los procesos son de tipo Pid y los identificadores de los objetos
mo´viles son de tipo Mid y tienen la forma o(PI,N) donde PI es el nombre del proceso en
el que el objeto fue creado y N es un nu´mero. PFun es una tabla que almacena informacio´n
sobre donde se encuentran los objetos mo´viles que fueron creados en el proceso.
Los objetos mo´viles se especifican como objetos de clase MO:
class MO |
mod : Module, *** reglas de reescritura del objeto
s : Term, *** estado actual
p : Pid, *** localizacio´n actual
gas : Nat, *** lı´mite de recursos
hops : Nat, *** nu´mero de saltos
mode : Mode . *** modo del objeto (ocioso/activo)
donde el mo´dulo del objeto mo´vil debe ser orientado a objetos y el estado debe ser la meta-
representacio´n de un par de configuraciones de la forma C & C’ con C’ un multiconjunto
de mensajes de salida que deben ser enviados y C un multiconjunto de mensajes de entrada
todav´ıa no procesados y un objeto que debe tener el mismo identificador que el objeto
mo´vil que lo contiene. El modo sera´ active cuando el objeto este´ dentro de un proceso e
idle cuando se este´ moviendo.
Un objeto comienza a moverse a partir del objeto interno al objeto mo´vil, que pone
la meta-representacio´n ’go[T’] como segunda componente (es decir, como mensaje de
salida) del estado. El te´rmino T’ es la meta-representacio´n del nombre del proceso donde
el objeto quiere ir. Esto permite que se aplique la regla
rl [message-out-move] :
< M : MO | s : ’_&_[T,’go[T’]], mode : active >
=> go(downPid(T’),
< M : MO | s : ’’_&_[T,’none’MsgSet], mode : idle >) .
que inicia el movimiento de un objeto cambiando el modo del objeto de active a idle y
enviando un mensaje go.
El proceso de movilidad continu´a con la regla
rl [go-proc] : < PI : P | cf : C go(PI’, < M : MO | >), guests : M . SMO >
=> if PI =/= PI’ then
< PI : P | cf : C, guests : SMO > go(PI’, < M : MO >)
else < PI : P | cf : C < M : MO | p : PI, mode : active > >
fi .
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que manda el mensaje go fuera del proceso en el que estaba el objeto mo´vil.
Por u´ltimo, la regla
rl [arrive-proc] : go(PI, < o(PI’, N) : MO | hops : N’ >)
< PI : P | cf : C, guests : SMO, forward : F >
=> if PI == PI’ then
< PI : P | cf : C < o(PI’, N) : MO | p : PI, hops : N’ + 1, mode : active >,
guests : o(PI’, N) . SMO, forward : F [ N -> (PI, N’ + 1) ] >
else
< PI : P | cf : C < o(PI’, N) : MO | p : PI, hops : N’ + 1, mode : active >,
guests : o(PI’, N) . SMO >
to PI’ @ (PI, N’ + 1) N
fi .
introduce el objeto mo´vil en el proceso de destino.
Los mensajes en la configuracio´n de un proceso o en el mo´dulo de un objeto pueden
ser de cualquier forma, pero los mensajes entre procesos deben ser de la forma to : , go o
newo. Para enviar un mensaje entre dos procesos se emplean las reglas: message-out-to,
msg-send, msg-arrive-to-proc y msg-in.
La especificacio´n completa del sistema se encuentra en [DELM00].
Cap´ıtulo 3
Especificacio´n de un modelo de
red de telecomunicaciones
En este cap´ıtulo se muestran muchas de las facilidades que proporciona el lenguaje
Maude para la especificacio´n de sistemas complejos. Para ello se presenta una especificacio´n
de un modelo orientado a objetos de una red de telecomunicaciones de banda ancha. Este
trabajo fue la primera aplicacio´n de la lo´gica de reescritura y Maude a sistemas reales, ya
que el modelo puede utilizarse tanto para la gestio´n de la red como para su planificacio´n
[PMO02]. La especificacio´n en Maude puede entonces utilizarse para simular y analizar
los protocolos y aplicaciones de estos sistemas.
En el desarrollo de la especificacio´n se comparan diversas opciones que proporciona el
lenguaje, como por ejemplo el uso de identificadores de objetos como valor de un atributo
o bien el uso del objeto en s´ı mismo, comentando los aspectos positivos y negativos de
cada una de ellas en la especificacio´n de este modelo concreto. Se muestra tambie´n co´mo
el uso de la reflexio´n permite simplificar la especificacio´n de los sistemas, al mismo tiempo
que se resaltan algunas facilidades que ser´ıa interesante introducir en el lenguaje.
La especificacio´n desarrollada en este cap´ıtulo se presento´ en primer lugar en la confe-
rencia First International Workshop on Rewriting Logic and its Applications (Asilomar,
California, EE.UU.) publica´ndose en [PMO96]. Posteriormente se amplio´ el trabajo con
la especificacio´n de la red usando reflexio´n y se presento´ en las conferencias APPIA-
GULP-PRODE’97, Joint Conference on Declarative Programming (Grado, Italia) y Recent
Trends in Algebraic Development Techniques, WADT’98 (Lisboa, Portugal) publica´ndose
en [PMO97, PMO99]. Un compendio de todo el trabajo se ha publicado en la revista
Theoretical Computer Science [PMO02].
3.1. Descripcio´n del modelo
El modelo seleccionado se basa en la estructura de capas de las redes de banda ancha
con modo de transferencia as´ıncrono (ATM), que dividen la red en tres capas lo´gicas: capa
f´ısica, capa de caminos virtuales (VP), y capa de canales virtuales (VC), cada una de ellas
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Figura 3.1: Estructura de la red
relacionada con funciones diferentes de la red (Figura 3.1).
3.1.1. Objetos de la red
Los objetos ba´sicos del modelo son los nodos, los enlaces, y las conexiones, cada uno
de los cuales aparece en cada una de las tres capas de la red. Los nodos representan los
puntos de la red donde se manejan las sen˜ales de comunicacio´n. Se distinguen dos clases
de nodos:
Nodos de transmisio´n, que tienen funciones f´ısicas y de transmisio´n y esta´n definidos
en el nivel f´ısico.
Nodos de conmutacio´n, que tienen funciones de conexio´n y conmutacio´n y esta´n
definidos en las capas superiores.
Los enlaces se definen entre los nodos de una misma capa como entidades manejables
que transportan informacio´n que puede ser accedida en sus dos extremos.
Las conexiones se definen como secuencias configurables de enlaces de una misma capa.
Se utilizan para soportar los servicios de comunicaciones entre una pareja de usuarios,
estando cada usuario relacionado con un u´nico nodo. Los enlaces de las capas superiores
esta´n soportados por las conexiones de la capa inferior, y los enlaces f´ısicos esta´n soportados
por el medio de transmisio´n.
Adema´s de los tres objetos ba´sicos utilizados para definir la estructura topolo´gica de
la red, existen otros componentes en la red:
Los nodos esta´n formados por piezas de equipo, entre las que cabe destacar los
puertos, que representan las caracter´ısticas f´ısicas (nu´mero de puertos en una unidad





Figura 3.2: Relacio´n de herencia entre clases de la red
de terminacio´n, capacidad del puerto, . . . ) y el coste de los elementos definidos en
el nodo. El equipo de un nodo de la capa f´ısica se denomina equipo de transmisio´n,
mientras que el equipo de un nodo de las capas VP y CV se denomina equipo de
conmutacio´n.
Los servicios representan las caracter´ısticas en cuanto a ancho de banda demandada
de los servicios de comunicacio´n (fax, tele´fono, correo electro´nico, etc.) proporciona-
dos por la red.
Una red esta´ formada por un conjunto de enlaces junto con el conjunto de nodos defi-
nidos como sus extremos y las correspondientes conexiones entre los nodos. Se define una
red diferente para cada capa del modelo: red f´ısica, red VP, y red VC. Los enlaces definidos
en cada capa se denominan enlaces f´ısicos, enlaces VP, y enlaces VC, respectivamente, y
ana´logamente para los nodos y las conexiones.
3.1.2. Relaciones entre los objetos de la red
En la recomendacio´n X.720 de la Unio´n Internacional de Telecomunicaciones (ITU) se
definen tres tipos de relaciones entre los objetos de una red: relacio´n de herencia, relacio´n
de contenido, y relaciones expl´ıcitas de grupo [ISO90, ZP92].
La relacio´n de herencia captura las propiedades comunes de un conjunto de clases
definiendo un orden taxono´mico ente ellas. La herencia aparece en el modelo entre las
clases gene´ricas y las respectivas clases especializadas de cada capa. Por ejemplo, la Figu-
ra 3.2 muestra una clase gene´rica Network que tiene tres subclases: Physical-Network,
VP-Network y VC-Network. Se definen relaciones similares entre las clases gene´ricas co-
rrespondientes a los nodos, enlaces y conexiones, y las clases especializadas respectivas de
cada capa.
La relacio´n de contenido, tambie´n llamada composicio´n de objetos, captura la sema´nti-
ca asociada con la relacio´n “es-parte-de” entre objetos. En su sentido ma´s fuerte, la com-
posicio´n de objetos implica que una parte no puede existir sin su propietario, ni puede ser
compartida con otro propietario. Esto es, las partes deben ser destruidas cuando el objeto
propietario es destruido, y solo deben ser creadas como parte del proceso de creacio´n del
objeto propietario.
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En las redes de telecomunicaciones es una pra´ctica comu´n aplicar la relacio´n de con-
tenido al proceso de construccio´n del identificador del objeto. Los identificadores de los
objetos se forman como la concatenacio´n del identificador del objeto propietario con un
identificador u´nico del objeto miembro. La unicidad de los identificadores de los objetos
para objetos miembros se aplica solo dentro del dominio del objeto propietario. Nosotros
aplicaremos esta relacio´n a los nodos con las piezas de equipo que lo componen. Tambie´n
puede utilizarse esta relacio´n para modelar la relacio´n entre la red y sus elementos (nodos,
enlaces, y conexiones), y entre objetos de diferentes capas, pero, debido a las fuertes res-
tricciones que impone en el modelo, hemos preferido utilizar relaciones expl´ıcitas de grupo
para modelarlas.
Las relaciones expl´ıcitas de grupo son relaciones entre objetos que no implican la exis-
tencia de ningu´n v´ınculo ni asociacio´n permanente, esto es, no involucran a las operaciones
de creado y borrado, al tiempo que permiten que un objeto tenga muchos propietarios.
Estas relaciones pueden ser de diferentes tipos: cliente-servidor, ser-miembro-de, copia-de-
seguridad, etc. La relacio´n cliente-servidor se utiliza para representar la relacio´n entre los
objetos de las distintas capas. La relacio´n ser-miembro-de se define de forma natural entre
los enlaces y las conexiones de una misma capa, y entre la red y el conjunto de nodos,
enlaces y conexiones que la forman. Las relaciones de copia-de-seguridad se definen entre
los enlaces de una misma capa y entre conexiones de una misma capa.
3.2. La especificacio´n de la red
El modelo del sistema lo forman los objetos de la red y las relaciones entre ellos.
El sistema evoluciona debido a las peticiones de los usuarios (preguntas, modificaciones,
creaciones y eliminaciones) que producen una cadena de mensajes entre los objetos de la
red hasta que se alcanza una nueva configuracio´n estable correspondiente a la peticio´n.
3.2.1. Las clases orientadas a objetos
En general, cada objeto de la red descrito en la Seccio´n 3.1.1 da lugar a una clase en la
especificacio´n orientada a objetos, y de hecho cada clase se especifica en un mo´dulo orien-
tado a objetos de Maude. Adema´s, necesitamos varios mo´dulos funcionales parame´tricos
para especificar los tipos de datos algebraicos tales como listas, conjuntos, tuplas, etc., los
cuales son posteriormente instanciados, por ejemplo, como conjuntos de identificadores de
nodos.
La clase principal del modelo es la clase C-Network que toma el papel de un meta-
objeto tal como se describe en [Mes93a], cuya funcio´n es difundir los mensajes de usuario
que llegan al sistema, ya que esta clase tiene informacio´n sobre todos los objetos actuales
del sistema. La clase C-Network actu´a como la clase ra´ız del modelo, esto es, todos los
accesos al sistema se realizan a trave´s de esta clase o de sus subclases. La clase se especializa
para cada una de las capas de la red en subclases C-Physical-Network, C-VP-Network y
C-VC-Network, como se ha explicado anteriormente.
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Cada objeto de la clase C-Network se caracteriza por todos los nodos, enlaces y cone-
xiones que pertenecen a la red.
class C-Network | NodeSet : NodeOidSet,
LinkSet : LinkOidSet,
ConnectionSet : ConnectionOidSet .
Debido a que el orden de los elementos no es importante, los tipos de los atributos que
los definen son conjuntos de identificadores de objetos en lugar de listas de estos identifica-
dores. Declarar conjuntos de identificadores de objetos es suficiente en el modelo propuesto,
ya que la relacio´n entre estos elementos y la red es una relacio´n ser-miembro-de. Si hu-
bie´ramos definido una relacio´n de contenido, hubiese sido mejor representar estos elementos
como conjuntos de objetos y definirlos como subconfiguraciones [Mes93a, LLNW96], tal
como se discute en la Seccio´n 3.2.2.
Los mensajes asociados a la clase C-Network representan las preguntas, modificaciones,
creaciones y eliminaciones que los usuarios pueden hacer en el sistema.
3.2.2. Implementacio´n de las relaciones entre objetos
Se consideran tres relaciones en el modelo: la relacio´n de herencia, la relacio´n de con-
tenido y las relaciones expl´ıcitas de grupo. La relacio´n de herencia esta´ soportada directa-
mente por la herencia de clases en Maude (ver Seccio´n 2.2.3); por el contrario, la relacio´n
de contenido y las relaciones expl´ıcitas de grupo no esta´n directamente soportadas por el
lenguaje, aunque pueden ser especificadas de forma natural en e´l.
Relacio´n de herencia.
La herencia de clases se define entre las clases gene´ricas C-Network, C-Node, C-Link
y C-Connection, y las clases especializadas para cada capa.
En el caso de los nodos, se define una nueva clase C-ATM-Node para capturar el compor-
tamiento comu´n de las clases C-VP-Node y C-VC-Node. Ba´sicamente, esta clase implementa
los mensajes relacionados con el coste del equipo del nodo, el cual se calcula de forma di-
ferente en la capa f´ısica y en las otras dos capas debido a las diferencias existentes entre
el equipo de transmisio´n y el equipo de conmutacio´n. La relacio´n de herencia entre estas
clases esta´ representada en la Figura 3.3.
Como los mensajes relacionados con el coste de los nodos deben ser implementados
tambie´n en el mo´dulo correspondiente a la clase C-Physical-Node, podr´ıamos utilizar la
herencia de mo´dulos proporcionada por Maude para redefinirlos a partir del mo´dulo que
define la clase C-ATM-Node. Sin embargo, hemos preferido no hacerlo, ya que casi todos
los mensajes originales deben ser redefinidos, contraviniendo el objetivo de la reutiliza-
cio´n del co´digo. Lo que hacemos es, simplemente, proporcionar las nuevas reglas para los
correspondientes mensajes en el mo´dulo que define la clase C-Physical-Node.
A partir de nuestra experiencia en esta aplicacio´n, concluimos con respecto al disen˜o del
lenguaje Maude que ser´ıa conveniente tener la posibilidad de definir operaciones abstractas



















Figura 3.3: Relacio´n de herencia entre clases relacionadas con los nodos
en las superclases de forma que se forzase la implementacio´n de estas operaciones en las
subclases.
Relacio´n de contenido.
Comparamos dos enfoques para la implementacio´n de la relacio´n de contenido. El
primero considera los identificadores de objeto de los objetos miembro como atributos
del objeto propietario. El segundo define un atributo del objeto propietario como una
subconfiguracio´n de los objetos miembro [Mes93a, LLNW96]. En ambos casos, la relacio´n
de contenido impacta en las reglas de creacio´n y borrado de objetos en Maude. La creacio´n
de objetos debe no solo asegurar la unicidad de la identidad de los objetos, sino que debe
adema´s asegurar las dos propiedades de la relacio´n de contenido:
El objeto miembro debe tener un u´nico objeto propietario.
El objeto miembro no puede existir si su objeto propietario no existe.
La creacio´n de objetos se define en [Mes93a] por medio del mensaje new(C | Atts)
donde C es el identificador de la clase y Atts son los atributos. Para conseguir la unicidad de
la identidad de los objetos, se asume que en la configuracio´n inicial tenemos una coleccio´n
de objetos diferentes de clase ProtoObject la cual tiene un atributo counter, cuyo valor
es un nu´mero natural que se utiliza como parte del nuevo nombre del objeto. Las regla
para crear objetos es la siguiente:
rl [New] : new(C | Atts) < O : ProtoObject | counter : N >
=> < O : ProtoObject | counter : N+1 > < O.N : C | Atts > .
Este esquema ha sido ligeramente modificado en [Mes93b] para forzar que algunos atri-
butos del objeto tengan siempre un cierto valor inicial fijo. Esto se consigue introduciendo
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una instruccio´n initially en la definicio´n de la clase, la cual declara los atributos que
tienen un valor inicial y su correspondiente valor. Por ejemplo, podemos tener la siguiente
declaracio´n de clase:
class C | a1 : t1, a2 : t2, a3 : t3, a4 : t4 .
initially a1 : v1, a2 : v2 .
donde ai son los identificadores de los atributos, ti son sus respectivos tipos, y vi sus
valores. Las reglas para crear objetos tiene ahora la forma:
rl [New-ival1] : new(C | a3 : v3, a4 : v4)
< O : ProtoObject | counter : N >
=> < O : ProtoObject | counter : N+1 >
< O.N : C | a1 : v1, a2 : v2, a3 : v3, a4 : v4 > .
El primer enfoque para la implementacio´n de la relacio´n de contenido declara los
identificadores de los objetos miembro como atributos del objeto propietario y, siguiendo
el esquema previo, podemos forzar que tengan un valor inicial en el proceso de creacio´n.
Por ejemplo, las reglas de creacio´n para una clase X con clases miembro Y1 y Y2 podr´ıan
ser las siguientes:
class Y1 | b1 : t1, b2 : t2 .
initially b1 : v1, b2 : v2 .
class Y2 | c1 : t1’, c2 : t2’ .
initially c1 : w1, c2 : w2 .
class X | a1 : Oid, a2 : Oid, a3 : t3, a4 : t4 .
initially a1 : Y1, a2 : Y2 .
rl [New-ival2] : new(X | a3 : v3, a4 : v4)
< O : ProtoObject | counter : N >
=> < O : ProtoObject | counter : N+1 >
< O.N : X | a1 : O.N.1, a2 : O.N.2, a3 : v3, a4 : v4 >
< O.N.1 : Y1 | b1 : v1, b2 : v2 >
< O.N.2 : Y2 | c1 : w1, c2 : w2 > .
El resultado de aplicar esta regla es que el mensaje new desaparece, el atributo counter
del objeto ProtoObject se incrementa, y se crean tres nuevos objetos en el sistema: un
objeto de la clase declarada en el mensaje new, cuyo identificador es u´nico en el sistema
ya que se forma de manera automa´tica con el identificador del objeto ProtoObject y el
valor del atributo counter, y con dos atributos que son identificadores de objetos. Estos
dos identificadores de objetos son tambie´n u´nicos en el sistema ya que esta´n formados
con el identificador del objeto propietario. Los otros dos objetos corresponden a los ob-
jetos miembro. Este tipo de regla garantiza que los objetos miembro son creados con el
objeto propietario, y el proceso de construccio´n del identificador del objeto es el usado
normalmente en las redes de telecomunicaciones.
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Las principales diferencias introducidas en este proceso de creacio´n de objetos con
respecto al esquema presentado por Meseguer [Mes93b] y explicado anteriormente son:
La instruccio´n initially define como valor inicial del atributo el identificador de
la clase de los objetos miembro. El valor asignado al atributo es el identificador
del objeto proporcionado automa´ticamente por la regla de creacio´n mediante la
combinacio´n del identificador del objeto propietario y un identificador dado a cada
objeto miembro por el objeto propietario (en el ejemplo anterior, un nu´mero asociado
con el nombre del atributo).
La regla para el mensaje new crea el nuevo objeto as´ı como los objetos miembro.
Crear los objetos miembro directamente en lugar de mandar nuevos mensajes new
nos permite nombrar a los objetos miembro usando el nombre del objeto propietario
como es usual en las redes de telecomunicaciones. Mandando nuevos mensajes new,
el objeto miembro ser´ıa creado usando la clase ProtoObject y tendr´ıa por lo tanto
un identificador general.
No se proporcionan mensajes new para los objetos miembro, porque no pueden ser
creados fuera del proceso de creacio´n de sus objetos propietarios.
El enfoque que se presenta en [Mes93a] al borrado de objetos utiliza un mensaje
delete(A), con una regla
rl [Delete] : delete(A) < A : X | Atts > => null .
Para mantener la relacio´n de contenido, los objetos miembro deben ser borrados al
mismo tiempo que el objeto propietario. Esto se consigue simplemente enviando mensajes
de borrado a todos los objetos miembro en la regla de borrado del objeto propietario.
El segundo enfoque, que trata los subobjetos como parte del estado del objeto propie-
tario, es ma´s simple. La regla de creacio´n anterior se define en este caso como:
class Y1 | b1 : t1, b2 : t2 .
initially b1 : v1, b2 : v2 .
class Y2 | c1 : t1’, c2 : t2’ .
initially c1 : w1, c2 : w2 .
class X | conf : Subconfiguration of Y1 Y2, a3 : t3, a4 : t4 .
rl [New-subconfiguration] : new(X | a3 : v3, a4 : v4)
< O : ProtoObject | counter : N >
=> < O : ProtoObject | counter : N+1 >
< O.N : X | conf : < O.N.1 : Y1 | b1 : v1, b2 : v2 >
< O.N.2 : Y2 | c1 : w1, c2 : w2 >,
a3 : v3, a4 : v4 > .
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Este enfoque enfatiza el hecho de que un objeto es parte de otro. Sin embargo, el
primero puede resultar ma´s elegante cuando se consideran cadenas de relaciones de conte-
nido entre los objetos de la red ya que el segundo puede dar lugar a una implementacio´n
confusa. La eleccio´n entre ambas estara´ basada principalmente en las caracter´ısticas del
lenguaje. En nuestro modelo, hemos seleccionado la segunda, tal como fue propuesta en
[Mes93a]. Como se ha mencionado anteriormente, la clase C-ATM-Node define una relacio´n
de contenido entre el nodo y su equipo:
class C-ATM-Node | EqConm : C-Eq-Conm, UtilL : EQCUtilList .
donde C-Eq-Conm es una clase que define el equipo de conmutacio´n del nodo.
Relaciones expl´ıcitas de grupo.
Las relaciones expl´ıcitas de grupo se modelan directamente definiendo un conjunto de
identificadores de objetos como el valor de un atributo. La u´nica restriccio´n que se impone
en el proceso de creacio´n del objeto es que los objetos que aparecen como valor del atributo
deben existir en el sistema. Siguiendo esta idea, un objeto de red, relacionado mediante una
relacio´n de es-miembro-de con el conjunto de nodos, enlaces y conexiones que lo forman, se
crea inicialmente con un conjunto vac´ıo de estos elementos. Entonces, los nodos, enlaces y
conexiones se an˜aden a la red utilizando mensajes AddNodeTo , AddLinkTo Between and
y AddConnectionTo Between and . Las reglas que implementan estos mensajes crean los
objetos al mismo tiempo que se introducen como elementos del objeto red.
rl [Add-node] : AddNodeTo N
=> (new C-Node ack N req X) AddNodeToNetwork(N,X) .
rl [Add-node] : (to N:X is No) AddNodeToNetwork(N,X)
< N : C-Network | NodeSet : Ns >
=> < N : C-Network | NodeSet : No Ns > .
El objeto nodo se crea utilizando el mensaje new, porque el identificador del nodo lo
proporciona el objeto de clase ProtoObject, ya que las relaciones expl´ıcitas de grupo no
crean un espacio de construccio´n de identificadores de objetos propio como ocurre con
las relaciones de contenido. Utilizamos el mensaje new con acuse de recibo [Mes93a] que
devuelve el mensaje (to N:X is No) cuando es atendido, donde X es un identificador
de mensaje que se genera cuando se env´ıa el mensaje y No es el identificador de objeto
asignado al nuevo objeto. Una vez que el objeto nodo se ha creado en el sistema, la segunda
regla se utiliza para introducirlo en la red correspondiente.
En el caso de los enlaces y las conexiones, que tienen relaciones de grupo adicionales
declaradas con otros objetos, las reglas deben comprobar tambie´n que se satisfacen estos
requisitos. Por ejemplo, las reglas que implementan el mensaje (AddLinkTo N Between
No1 and No2) que an˜ade un enlace a una red f´ısica debe comprobar que los dos nodos
asociados ya han sido an˜adidos anteriormente a la red.
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rl [Add-link] : (AddLinkTo N Between No1 and No2)
< N : C-Physical-Network | NodeSet : No1 No2 Ns >
=> < N : C-Physical-Network | > (new C-Physical-Link ack N req X)
AddLinkToNetwork(N,X,No1,No2) .
rl [Add-link] : (to N:X is L) AddLinkToNetwork(N,X,No1,No2)
< N : C-Physical-Network | LinkSet : Ls >
< L : C-Physical-Link | >
=> < N : C-Physical-Network | LinkSet : L Ls >
< L : C-Physical-Link | Nodes : << No1;No2 >> > .
Usando este proceso de creacio´n de objetos esta´ garantizado que la topolog´ıa de red
resultante es consistente, y no existira´n valores de atributos relacionados con objetos que
no existan. La consistencia debe mantenerse en el proceso de borrado imponiendo que los
objetos relacionados con otros objetos no pueden ser eliminados sin eliminar previamente
el valor del atributo en el objeto relacionado. Obse´rvese que en las relaciones expl´ıcitas de
grupo es suficiente con eliminar el valor de un atributo y no es necesario eliminar el objeto
completo como en la relacio´n de contenido.
3.2.3. Mensajes de acceso a la informacio´n
Se muestran dos mensajes para acceder a la informacio´n del sistema: el primero obtiene
el valor de un atributo que esta´ definido en el modelo, y el segundo calcula el valor requerido
a partir de valores existentes de los atributos. En ambos casos, la pregunta es enviada a un
objeto de clase C-Network, como ra´ız del sistema, que env´ıa mensajes a los componentes
apropiados de la red para obtener el valor requerido. A continuacio´n, el nodo ra´ız recapitula
la informacio´n contenida en los mensajes de retorno con el fin de enviar un u´nico mensaje
al objeto externo que realizo´ la pregunta original.
El mensaje LinkLoad?(O,N,L) obtiene la carga de un enlace seleccionado L en una red
N y responde al objeto externo O. Se utilizan dos reglas para implementar este mensaje:
rl [Link-load] : LinkLoad?(O,N,L) < N : C-Network | LinkSet : L Ls >
=> < N : C-Network | > (L.Load reply to N and O) .
rl [Link-load] : (to N and O, L.Load is Ld)
< N : C-Network | LinkSet : L Ls >
=> < N : C-Network | > (To O LinkLoad L is Ld in N) .
donde las variables usadas se declaran como
var O : Oid .
var L : LinkOid .
var Ld : Nat .
var Ls : LinkOidSet .
var N : NetworkOid .
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La primera regla env´ıa la pregunta al objeto de clase C-Link apropiado. Esta regla
solo se aplica cuando el enlace L aparece en el conjunto de enlaces de la red, dado por el
atributo LinkSet, tal como se requiere en el lado izquierdo de la regla al declarar el valor
del atributo LinkSet como el conjunto L Ls, donde L es el enlace definido en el mensaje
y Ls es un conjunto de identificadores de objetos de la clase C-Link. La segunda regla
recibe los acuses de recibo de los enlaces indicando el valor Ld del atributo Load, y env´ıa
el correspondiente acuse de recibo al objeto externo que realizo´ la pregunta original. De
esta forma los u´nicos objetos del sistema que interaccionan con los objetos externos son
los objetos de clase C-Network.
Los mensajes (L.Load reply to N and O) y (to N and O, L.Load is Ld) obtie-
nen el valor de un atributo definido en una clase y que no esta´ oculto —en este caso el
valor del atributo Load de un enlace L— y lo env´ıan a la red N de la forma descrita en
[Mes93a], aunque todav´ıa no implementada en Maude. El objeto externo O es necesario en
el mensaje para identificar la direccio´n de retorno apropiada.
El mensaje NodeLinks?(O,N,No) obtiene todos los enlaces de la red N que tienen un
nodo dado No como origen o como destino. Para obtener esta informacio´n debe investigarse
el sistema completo. Se difunde un mensaje a todos los enlaces de la red N, se recopilan
aquellos enlaces que tienen un extremo en el nodo No y se env´ıan al objeto externo O. Las
reglas correspondientes son
vars No M1 M2 : NodeOid .
var Ns : NodeOidSet .
var Ls1 : LinkOidSet .
rl [Node-links] : NodeLinks?(O,N,No)
< N : C-Network | NodeSet : No Ns, LinkSet : Ls >
=> FindLink(O,N,No,Ls,null) < N : C-Network | > .
crl [Find-link] : FindLink(O,N,No,L Ls,Ls1)
< L : C-Link | Nodes : << M1;M2 >> >
=> < L : C-Link | > FindLink(O,N,No,Ls,L Ls1)
if (M1 == No) or (M2 == No) .
crl [Find-link] : FindLink(O,N,No,L Ls,Ls1)
< L : C-Link | Nodes : << M1;M2 >> >
=> < L : C-Link | > FindLink(O,N,No,Ls,Ls1)
if (M1 =/= No) and (M2 =/= No) .
rl [Find-link] : FindLink(O,N,No,null,Ls)
=> (To N and O NodeLinks No are Ls) .
rl [Node-links] : (To N and O NodeLinks No are Ls) < N : C-Network | >
=> < N : C-Network | > (To O in N Node No Links Ls) .
La primera y la u´ltima regla esta´n implementadas en el mo´dulo orientado a objetos que
define la clase C-Network. Se utilizan dos atributos de la clase C-Network en la primera
regla: NodeSet, que declara el conjunto de nodos que pertenecen a la red y cuyo valor para
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la red N incluye el identificador No del objeto de clase C-Node dado en el mensaje y un con-
junto de identificadores de objetos de clase C-Node Ns; y LinkSet, que declara el conjunto
de enlaces que pertenecen a la red y esta´ definido como el conjunto de identificadores de
objetos de clase C-Link Ls.
Las tres reglas que implementan el mensaje FindLink pertenecen al mo´dulo orientado
a objetos que define la clase C-Link. Una vez que la red N difunde la pregunta a todos sus
enlaces, las reglas FindLink recopilan los enlaces que tienen el nodo dado como uno de sus
extremos an˜adie´ndolos de uno en uno al conjunto de identificadores de enlaces definido en
el u´ltimo para´metro del mensaje FindLink(O,N,No,Ls,Ls1), y env´ıan un nuevo mensaje
a los restantes enlaces en el conjunto Ls hasta que no hay ma´s enlaces en este conjunto.
Cuando se han tratado todos los enlaces de la red, se env´ıa un mensaje (To N and O
NodeLinks No are Ls) con el conjunto Ls de todos los enlaces que cumplen la condicio´n
dada al objeto de red N, que a continuacio´n responde al objeto externo O.
3.2.4. Mensajes de modificacio´n
El mensaje ChDemand(O,N,No1,No2,(( S;D ))) cambia la demanda de ancho de banda
de la conexio´n entre los nodos No1 y No2 en la red N, an˜adiendo el ancho de banda D del
servicio S (expresado mediante el par (( S;D ))) a la demanda existente en la conexio´n.
Si la modificacio´n se realiza, se env´ıa el mensaje (To O AckChDemand No1 and No2 in
N) al objeto externo; en otro caso, se env´ıa un mensaje indicando la razo´n por la que el
cambio no ha tenido lugar.
Asumiendo que
la topolog´ıa de la red es correcta, esto es, los nodos definidos como puntos de ter-
minacio´n de los enlaces y los enlaces definidos en una conexio´n forman parte de la
configuracio´n de la red, y que la aplicacio´n de las reglas de reescritura en el nivel
objeto garantiza la correccio´n de la topolog´ıa de la red, y que
no existe ninguna restriccio´n en an˜adir puertos a un nodo si la capacidad del puerto
esta´ soportada por el nodo,
solo se utilizan dos mensajes de error: (To O NoConnectionBetween No1 and No2 in
N) para el caso en que no exista una conexio´n definida entre los nodos dados, y (To O
ServiceCapacityNoSupported) para el caso en que no existe un puerto de la capacidad
requerida en alguno de los nodos por los que pasa la conexio´n. Por simplicidad asumimos
que si hay puertos de una cierta capacidad en un nodo de una capa superior, entonces hay
puertos de esta capacidad o de capacidad superior en los nodos de las capas inferiores.
La Figura 3.4 muestra el protocolo que sigue el proceso de modificacio´n en una capa.
Primero, se env´ıan mensajes a la conexio´n, enlaces y nodos relacionados con el cambio
requerido, para verificar si la modificacio´n es posible. Si el mensaje de retorno indica que la
modificacio´n puede en efecto ser realizada, entonces el proceso de modificacio´n comienza
cambiando la demanda de servicio en la conexio´n, el ancho de banda requerido en los
enlaces que soportan la conexio´n, y el nu´mero de puertos en los nodos que se atraviesan;
en otro caso, se env´ıa al objeto externo O a trave´s del objeto de red el correspondiente

















































No hay capacidad en los puertos
Figura 3.4: Proceso de modificacio´n
mensaje de error. En esta versio´n del proceso de modificacio´n, las operaciones ChDemand
se ejecutan u´nicamente en serie, esto es, el objeto de red no acepta una nueva peticio´n
hasta que la u´ltima haya sido contestada.
El objeto de red N env´ıa la pregunta a su conjunto de conexiones, usando el mensaje
ComMod(O,N,No1,No2,Cs,(( S;D ))), por medio de la regla:
var D : Nat .
var S : ServiceOid .
vars No1 No2 : NodeOid .
var Cs : ConnectionOidSet .
rl [Ch-demand] : ChDemand(O,N,No1,No2,<< S;D >>)
< N : C-Network | NodeSet : No1 No2 Ns, ConnectionSet : Cs >
=> < N : C-Network | > ComMod(O,N,No1,No2,Cs,<< S;D >>) .
El conjunto de conexiones se explora conexio´n a conexio´n. Si se encuentra una conexio´n
entre los nodos requeridos No1 y No2, entonces se env´ıa un nuevo mensaje a la lista de
enlaces que forman la conexio´n para verificar si la modificacio´n es posible; en otro caso,
se env´ıa un mensaje de error al objeto de red N, el cual lo reenv´ıa al objeto externo
O. Una versio´n diferente y ma´s compleja ser´ıa crear la conexio´n cuando no exista. Las
correspondientes reglas son las siguientes:
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vars M1 M2 : NodeOid .
var Ll : LinkOidList .
crl [Com-mod1] : ComMod(O,N,No1,No2,C Cs,<< S;D >>)
< C : C-Connection | Nodes : << M1;M2 >>, LinkList : Ll >
=> < C : C-Connection | > LinkListLoadReq(O,N,C,<< S;D >>,Ll )
if ((M1 == No1) and (M2 == No2)) or ((M2 == No1) and (M1 == No2)) .
crl [Com-mod1] : ComMod(O,N,No1,No2,C Cs,<< S;D >>)
< C : C-Connection | Nodes: << M1;M2 >> >
=> < C : C-Connection | > ComMod(O,N,No1,No2,Cs,<< S;D >>)
if ((M1 =/= No1) or (M2 =/= No2)) and ((M2 =/= No1) or (M1 =/= No2)) .
rl [Com-mod1] : ComMod(O,N,No1,No2,null,<< S;D >>)
=> (To N and O NoConnectionBetween No1 to No2) .
rl [error] : (To N and O NoConnectionBetween No1 to No2)
< N : C-Network | >
=> < N : C-Network | > (To O NoConnectionBetween No1 to No2 in N) .
Si se encuentra la conexio´n entre los nodos requeridos en la red, el proceso de verifica-
cio´n continu´a con el mensaje LinkListLoadReq(O,N,C,(( S;D )),Ll), que recorre la lista
de enlaces que forman la conexio´n, enviando mensajes a los nodos que forman sus puntos
de terminacio´n para verificar la capacidad de sus puertos. Las reglas son como sigue:
vars L L1 : LinkOid .
rl [Link-list-req] : LinkListLoadReq(O,N,C,<< S;D >>,L Ll)
< L : C-Link | Nodes : << No1;No2 >> >
=> < L : C-Link | > PortNodeReq(O,N,C,L,<< S;D >>,No1)
PortNodeReq(O,N,C,L,<< S;D >>,No2)
LinkListLoadReq2(O,N,C,<< S;D >>,Ll,L,No1,No2) .
rl [Link-list-req] : LinkListLoadReq2(O,N,C,<< S;D >>,L Ll,L1,No1,No2)
(To L1 and O and N and C and << S;D >> PortInNode No1)
(To L1 and O and N and C and << S;D >> PortInNode No2)
< L : C-Link | Nodes : << M1;M2 >> >
=> < L : C-Link | > PortNodeReq(O,N,C,L,<< S;D >>,M1)
PortNodeReq(O,N,C,L,<< S;D >>,M2)
LinkListLoadReq2(O,N,C,<< S;D >>,Ll,L,M1,M2) .
rl [Link-list-req] : LinkListLoadReq2(O,N,C,<< S;D >>,nil,L,No1,No2)
(To L and O and N and C and << S;D >> PortInNode No1)
(To L and O and N and C and << S;D >> PortInNode No2)
=> (To C and O and N and << S;D >> LinksVerified) .
Se utiliza un nuevo mensaje LinkListLoadReq2 para recorrer la lista y recopilar los
mensajes de respuesta de los nodos. Este mensaje auxiliar se utiliza u´nicamente para la
implementacio´n de este proceso y no sera´ invocado por ningu´n otro objeto. En este caso,
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ser´ıa de gran utilidad un mecanismo de encapsulamiento, ya que evitar´ıa un posible uso
erro´neo de este mensaje por cualquier otro objeto. Es posible construir un iterador en el
meta-nivel, como hacemos posteriormente en la Seccio´n 3.3, que recorre listas gene´ricas
y simplifica las reglas en el nivel objeto, pero el lenguaje no proporciona esta clase de
operador en el nivel objeto.
Finalmente, el mensaje PortNodeReq(O,N,C,L,(( S;D )),No) se env´ıa al nodo No para
verificar si tiene puertos para transportar por lo menos el ancho de banda requerido por el
servicio S, y de este modo terminar el proceso de verificacio´n. La implementacio´n de esta
regla en la capa f´ısica es diferente de la implementacio´n en las otras dos capas, debido a que
el equipo de los nodos de transmisio´n es diferente del equipo de los nodos de conmutacio´n.
Las reglas para los nodos de la capa f´ısica son:
vars Cap Cp : Nat .
var E : EquipmentOid .
crl [Port-node-req] : PortNodeReq(O,N,C,L,<< S;D >>,No)
< No : C-Physical-Node | EqTrans : < E : C-Eq-Trans | Capacity: Cp > >
< S : C-Service | Capacity : Cap >
=> < No : C-Physical-Node | > < S : C-Service | >
(To L and O and N and C and << S;D >> PortInNode No)
if (Cap <= Cp) .
crl [Port-node-req] : PortNodeReq(O,N,C,L,<< S;D >>,No)
< No : C-Physical-Node | EqTrans: < E : C-Eq-Trans | Capacity: Cp > >
< S : C-Service | Capacity : Cap >
=> < No : C-Physical-Node | > < S : C-Service | >
(To N and O NoPortCapacity Cp Node No)
if (Cap > Cp) .
Las reglas comprueban que la capacidad del puerto Cp es suficiente para transportar
una comunicacio´n. Obse´rvese que el valor del atributo EqTrans es una configuracio´n que
consta de un objeto de clase C-Eq-Trans que define el equipo de transmisio´n en lugar de
un identificador de un objeto de esta clase. La razo´n es que se ha declarado una relacio´n
de contenido entre los nodos y el equipo asociado, y esta relacio´n se implementa usando
configuraciones como el valor de los correspondientes atributos como se explico´ en la
Seccio´n 3.2.2.
Una vez que se ha verificado que todos los enlaces y nodos de la conexio´n pueden
soportar el cambio de demanda, el objeto de clase C-Connection comienza el proceso de
modificacio´n por medio del mensaje ComMod2(O,N,C,(( S;D )),Dl), como indica la siguien-
te regla
rl [Links-verified] : (To C and O and N and << S;D >> LinksVerified)
< C : C-Connection | DemandList : Dl >
=> < C : C-Connection | > ComMod2(C,<< S;D >>,Dl)
(To N and O ConnectionModified C) .
donde Dl denota una lista de tuplas, cada una formada por un identificador del objeto
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correspondiente al servicio que se desea modificar y el nu´mero de comunicaciones de este
servicio que deben an˜adirse a la conexio´n.
El mensaje ComMod2 recorre la lista de demanda Dl buscando una tupla cuyo identi-
ficador de servicio sea el utilizado en el mensaje. Si este identificador existe se modifica
la demanda; en otro caso, se an˜ade el servicio a la lista de demanda. En ambos casos se
env´ıa un mensaje para modificar los enlaces.
vars S S1 S2 : ServiceOid .
vars D1 D2 : Nat .
vars Dl1 Dl2 : DemandList .
rl [Com-mod2] : ComMod2(C,<< S;D1 >>,<< S;D2 >> Dl)
< C : C-Connection | DemandList: Dl1 << S;D2 >> Dl2, LinkList: Ll >
< S : C-Service | Capacity : Cp >
=> < C : C-Connection | DemandList : Dl1 << S;D1 + D2 >> Dl2 >
< S : C-Service | > ChLinkListLoad(Ll,D1 * Cp) .
crl [Com-mod2] : ComMod2(C,<< S1;D1 >>,<< S2;D2 >> Dl)
< C : C-Connection | >
=> < C : C-Connection | > ComMod2(C,<< S1;D1 >>,Dl)
if (S1 =/= S2) .
rl [Com-mod2] : ComMod2(C,<< S;D1 >>,nil)
< C : C-Connection | DemandList : Dl, LinkList : Ll >
< S : C-Service | Capacity : Cp >
=> < C : C-Connection | DemandList : Dl << S;D1 >> >
< S : C-Service | > ChLinkListLoad(Ll,D1 * Cp) .
El mensaje ChLinkListLoad(Ll,R) modifica la carga de los enlaces de la lista Ll
an˜adie´ndoles el ancho de banda R. Como en el caso del mensaje PortNodeReq, las reglas
que implementan este mensaje son diferentes en la capa f´ısica y en las otras dos capas.
Las reglas correspondientes a la capa f´ısica son:
vars Ld R : Nat .
rl [ChLinkListLoad] : ChLinkListLoad(L Ll,R)
< L : C-Physical-Link | Nodes : << No1;No2 >>, Load : Ld >
=> < L : C-Physical-Link | Load : Ld + R >
ChPortNode(No1,R) ChPortNode(No2,R) ChLinkListLoad(Ll,R) .
rl [ChLinkListLoad] : ChLinkListLoad(nil,R) => nil .
Finalmente, el mensaje ChPortNode(No,R) modifica el nu´mero de puertos que se uti-
lizan en el nodo No de acuerdo con el nuevo ancho de banda R. Una vez ma´s, las reglas
para la capa f´ısica son diferentes de las reglas para las otras dos capas.
rl [ChPortNode] : ChPortNode(No,R) < No : C-Physical-Node |
EqTrans : < E : C-Eq-Trans | Capacity : Cp >, Used : U >
=> < No : C-Physical-Node | Used : U + R div Cp > .





























Figura 3.5: Mediador del meta-nivel para una red
3.3. Especificacio´n de la red usando reflexio´n
En esta seccio´n usamos reflexio´n para especificar el proceso de modificacio´n esbozado
en la Figura 3.4. El proceso de reescritura se controla mediante el lenguaje de estrategias
presentado en la Seccio´n 2.2.5. Las operaciones apply e Iterate nos permiten definir la
secuencia de acciones que tiene lugar en el proceso de modificacio´n.
Todos los objetos que constituyen una red forman una configuracio´n en el sentido que
se describe en [Mes93a], esto es, forman un estado distribuido de un sistema concurrente
orientado a objetos en el nivel objeto. Para controlar una red, definimos en el meta-nivel
una clase de meta-objetos denominados mediadores:
class Mediator | Config : Network-Configuration .
donde Network-Configuration es un subtipo del tipo predefinido de Maude Term, esto
es, el valor del atributo Config es un meta-te´rmino representando en el meta-nivel el
multiconjunto de objetos que constituyen la red.
Un mediador tiene como valor de su atributo Config un meta-te´rmino de la forma C,
donde C denota la configuracio´n de la red gestionada por el mediador. Asumimos que todo
el control de la red se realiza a trave´s de su mediador, que toma el papel de la red en el
nivel objeto. Esto es, los mensajes dirigidos a la red desde el objeto externo son procesados
por el mediador, que tambie´n es el encargado de devolver la correspondiente respuesta.
Esta situacio´n se muestra en la Figura 3.5, y constituye una aplicacio´n novedosa de las
ideas de la reflexio´n lo´gica a la descripcio´n de la reflexio´n de grupo orientada a objetos
esbozada ya por Meseguer en [Mes93a].
3.3.1. Estrategias y reglas para el proceso de modificacio´n utilizando
reflexio´n
Un primer enfoque para controlar el proceso de modificacio´n a trave´s del mediador
sigue el protocolo descrito en la Figura 3.4. Definimos dos reglas adicionales en el meta-
nivel. La primera se aplica cuando la modificacio´n es posible, mientras que la otra trata
los casos de error. La idea es reducir la expresio´n de estrategia que modifica la demanda
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en la configuracio´n de red tanto como sea posible, encajando la expresio´n de estrategia
resultante con el lado izquierdo de la ecuacio´n de encaje de patrones de las reglas siguientes.
Las ecuaciones de encaje de patrones se interpretan matema´ticamente como ecuaciones
ordinarias; sin embargo, pueden tener nuevas variables que no aparecen en el lado izquierdo
de la correspondiente regla (ver Seccio´n 2.2.1). En la ejecucio´n de una ecuacio´n de encaje
de patrones, estas nuevas variables se instancian encajando el lado izquierdo de la ecuacio´n
de encaje de patrones con el lado derecho. La configuracio´n se cambia entonces de acuerdo
con el encaje dado o se env´ıa un mensaje de error al objeto externo.
crl [ChDemand1] : ChDemand(O,N,No1,No2,<< S;D >>)
< N : Mediator | Config : T >
=> < N : Mediator | Config : T’ > (To O AckChDemand No1 and No2 in N)
if rew T’ in M-NET with idle := rew Tc in M-NET with stratChDemand1 .
crl [ChDemand1] : ChDemand(O,N,No1,No2,<< S;D >>)
< N : Mediator | Config : T >
=> < N : Mediator | > (To O NoChDemand No1 and No2 in N)
if rew Tc in M-NET with stratChDemand1 == failure .
donde el meta-te´rmino T representa un estado correcto de la red, Tc denota la configuracio´n
[T,ConnectionReq(O,N,No1,No2,(( S;D ))), M-NET es el mo´dulo que define la red, y




Iterate(apply(ChLinkListLoad); apply(ChPortNode); apply(ChPortNode)) .
Las constantes ConnectionReq, LinkListLoadReq, ChConnection, ChLinkListLoad,
PortNodeReq, y ChPortNode son las etiquetas de las reglas definidas en el nivel objeto,
que se describen a continuacio´n para el caso reflexivo.
Cuando el mediador de la red recibe un mensaje ChDemand se evalu´a la condicio´n de
la regla, para poder aplicar una de las reglas ChDemand1 anteriores. Esto requiere reducir
la expresio´n de estrategia
rew Tc in M-NET with stratChDemand1 . (1)
usando las ecuaciones del lenguaje de estrategias. Primero, se intenta aplicar la regla
ConnectionReq en el nivel objeto, la cual verifica la existencia de una conexio´n entre los
nodos No1 y No2 en la red N.
crl [ConnectionReq] : ConnectionReq(O,N,No1,No2,<< S;D >>)
< C : C-Connection | Nodes : << M1;M2 >>, LinkList : Ll > (2)
=> < C : C-Connection | > LinkListLoadReq(O,N,C,<< S;D >> ,Ll)
if ((M1 == No1) and (M2 == No2)) or ((M2 == No1) and (M1 == No2)) .
Si la conexio´n existe entonces la expresio´n de estrategia inicial (1) se reduce a
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En otro caso, la expresio´n (1) se reduce a failure, porque la regla ConnectionReq no
puede aplicarse, y el fallo se propaga a trave´s del resto de la expresio´n. En este caso, se
satisface la condicio´n de la segunda regla y se env´ıa el mensaje (To O NoChDemand No1
and No2 in N) al objeto externo O.
Si no hay error, la expresio´n de estrategia (3) se reduce a1:





Iterate(apply(ChLinkListLoad); apply(ChPortNode); apply(ChPortNode)) .
Las reglas LinkListLoadReq env´ıan mensajes a los nodos del enlace para verificar si
soportan la capacidad pedida por medio de la regla PortNodeReq. Con el fin de tratar to-
dos los enlaces, se utiliza la operacio´n Iterate definida en la Seccio´n 2.2.5. Sin embargo,
dado que las reglas LinkListLoadReq puede aplicarse ma´s de una vez a un objeto, hay
que asegurarse de que cada enlace de la lista se trata exactamente una vez. Para conse-
guirlo, usamos un para´metro de tipo lista en las reglas de reescritura LinkListLoadReq
que controla la lista de enlaces que todav´ıa no ha sido tratada. Cuando todos los enlaces
se han encajado con la regla y la lista de enlaces no tratados se encuentra vac´ıa, la estrategia
Iterate(apply(PortNodeReq); apply(PortNodeReq);apply(LinkListLoadReq)) fallara´ al
aplicarse y la operacio´n ;; orelse finalizara´ con la estrategia idle.
rl [LinkListLoadReq] : LinkListLoadReq(O,N,C,<< S;D >>,L Ll)
< L : C-Link | Nodes : << No1;No2 >> >
=> < L : C-Link | > PortNodeReq(S,No1) (4)
PortNodeReq(S,No2) LinkListLoadReq(O,N,C,<< S;D >>,Ll) .
rl [LinkListLoadReq] : LinkListLoadReq(O,N,C,<< S;D >>,nil)
< C : C-Connection | DemandList : Dl >
=> < C : C-Connection | > ChConnection(C,<< S;D >>,Dl) .
crl [PortNodeReq] : PortNodeReq(S,No)
< No : C-Node | Eq : < Et : C-Eq-Trans | Capacity : Cap > >
< S : C-Service | Capacity : Cp >
=> < No : C-Node | > < S : C-Service | >
if (Cp <= Cap) .
1↑LinkListLoadReq(O,N,C,(( S;D )),Ll) denota el te´rmino LinkListLoadReq(O,N,C,(( S;D )),Ll).
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La aplicacio´n de la ecuacio´n recursiva Iterate continu´a hasta que´ bien algu´n nodo
produce un error o bien se hayan tratado todos los enlaces de la conexio´n.
En el primer caso, la expresio´n de estrategia se reduce a failure ya que la operacio´n
Iterate termina sin enviar un mensaje ChConnection en el nivel objeto y entonces la
regla ChConnection no puede aplicarse. En otro caso, se termina la parte de modificacio´n
del proceso utilizando el resto de la estrategia
apply(ChConnection);Iterate(apply(ChConnection));
Iterate(apply(ChLinkListLoad); apply(ChPortNode); apply(ChPortNode))
que no puede fallar, porque la parte de verificacio´n garantiza que la modificacio´n es posible.
El mensaje ChConnection recorre la lista de demanda buscando una tupla cuyo iden-
tificador del objeto de clase C-Service es el usado en el mensaje. La operacio´n Iterate
se utiliza hasta que se encuentra el servicio en la lista de demanda o la lista de demanda
es nil. La operacio´n Iterate se reduce en este caso a idle y la regla ChLinkListLoad se
puede aplicar. Es equivalente al mensaje ComMod2 del caso no reflexivo.
rl [ChConnection] : ChConnection(C,<< S;D1 >>,<< S;D2 >> Dl)
< C : C-Connection | DemandList : Dl1 << S;D2 >> Dl2,
LinkList : Ll >
< S : C-Service | Capacity : Cp >
=> < C : C-Connection | DemandList : Dl1 << S;D1 + D2 >> Dl2 >
< S : C-Service | > ChLinkListLoad(Ll,D1 * Cp) .
crl [ChConnection] : ChConnection(C,<< S1;D1 >>,<< S2;D2 >> Dl)
< C : C-Connection | >
=> < C : C-Connection | > ChConnection(C,<< S1;D1 >>,Dl)
if (S1 =/= S2) .
rl [ChConnection] : ChConnection(C,<< S;D1 >>,nil)
< C : C-Connection | DemandList : Dl, LinkList : Ll >
< S : C-Service | Capacity : Cp >
=> < C : C-Connection | DemandList : Dl << S;D1 >> >
< S : C-Service | > ChLinkListLoad(Ll,D1 * Cp) .
La regla ChLinkListLoad se modifica ligeramente respecto al caso no reflexivo. Ahora
el mensaje ChLinkListLoad no se genera para la lista vac´ıa.
crl [ChLinkListLoad] : ChLinkListLoad(L Ll,R)
< L : C-Physical-Link | Nodes : << No1;No2 >>, Load : Ld >
=> < L : C-Physical-Link | Load : Ld + R > ChPortNode(No1,R)
ChPortNode(No2,R) ChLinkListLoad(Ll,R)
if (Ll =/= nil) .
crl [ChLinkListLoad] : ChLinkListLoad(L Ll,R)
< L : C-Physical-Link | Nodes : << No1;No2 >>, Load : Ld >
=> < L : C-Physical-Link | Load : Ld + R >
ChPortNode(No1,R) ChPortNode(No2,R)
if (Ll == nil) .
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Finalmente la regla ChPortNode no cambia respecto al caso no reflexivo y queda como
se describe al final de la Seccio´n 3.2.4.
Las reglas se aplican por medio de la operacio´n Iterate hasta que la lista de enlaces
esta´ vac´ıa y la operacio´n finaliza con idle. La expresio´n de estrategia se reduce as´ı com-
pletamente produciendo un meta-te´rmino T’ que representa la configuracio´n de la red
con la demanda modificada. Se satisface entonces la condicio´n de la primera regla y la
configuracio´n de la red se cambia por T’.
3.3.2. Comparacio´n de las dos especificaciones
El uso de la reflexio´n simplifica las reglas en el nivel objeto, principalmente debido al
control ejercido por el meta-nivel sobre las situaciones de error y el orden de aplicacio´n de
las reglas.
La regla ConnectionReq (2), usada para verificar la existencia de conexio´n entre dos
nodos, sustituye a las tres reglas Com-mod1 definidas en la Seccio´n 3.2.4.
Estas reglas necesitan un para´metro extra, el conjunto de conexiones de la red, que
se utiliza para recorrer las conexiones de la red hasta que se encuentra la conexio´n entre
los dos nodos dados, o se verifica que la conexio´n no existe. La primera regla trata la
existencia de una conexio´n entre los nodos dados, la segunda regla se utiliza para recorrer
el conjunto de conexiones obviando aquellas no definidas entre los nodos dados, y la tercera
regla se utiliza para enviar el mensaje de error una vez que todas las conexiones han sido
comprobadas y no se ha encontrado ninguna entre los nodos dados.
Por otra parte, usando la reflexio´n una u´nica regla es suficiente para tratar la existencia
de una conexio´n. Si la condicio´n de esta regla no encaja con los nodos dados, la estrategia
en el meta-nivel es la encargada de enviar el mensaje de fallo al objeto externo. De esta
forma se evitan gran cantidad de mensajes, porque no hay necesidad de recorrer el conjunto
de todas las conexiones de la red.
El conjunto de reglas LinkListLoadReq es otro ejemplo de simplificacio´n de las reglas
usando reflexio´n. Las dos reglas (4) sustituyen a las tres reglas definidas en la Seccio´n 3.2.4.
Mantener el control en el nivel objeto requiere el mensaje adicional LinkListLoadReq2
que se utiliza u´nicamente de forma interna para la implementacio´n. La segunda y la tercera
reglas (Seccio´n 3.2.4) definen el comportamiento de este mensaje. Se utilizan para recorrer
la lista de enlaces que soportan la conexio´n, enviando el mensaje apropiado a sus nodos
para verificar si pueden soportar la capacidad pedida. Al mismo tiempo, las reglas recopilan
los mensajes de retorno satisfactorios de los nodos del enlace anterior de la lista. Solo en el
caso de que todos los nodos de los enlaces de la lista puedan soportar la capacidad pedida,
se env´ıa un mensaje de e´xito por medio de la tercera regla al objeto conexio´n.
Usando reflexio´n, se evita este mensaje extra, manteniendo la especificacio´n libre de
estas cuestiones de implementacio´n. La regla LinkListLoadReq se utiliza para recorrer
la lista de enlaces. Si un nodo no puede soportar la capacidad pedida, entonces la regla
PortNodeReq no encajara´ y la estrategia generara´ de forma automa´tica un fallo en el meta-
nivel, eliminando la necesidad de recopilar los mensajes de retorno de los nodos. Como en
el caso anterior, esto evita el uso de una gran cantidad de mensajes.
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3.3.3. Mejorando el control al cambiar las estrategias
El lenguaje de estrategias nos permite simplificar no solo las reglas sino tambie´n el
protocolo llevando a cabo simulta´neamente los procesos de verificacio´n y de modificacio´n.
Tambie´n es posible diferenciar las dos situaciones de fallo y enviar mensajes diferentes al
objeto externo como en el caso no reflexivo. Conside´rense las tres reglas siguientes:
crl [ChDemand2] : ChDemand(O,N,No1,No2,<< S;D >>)
< N : Mediator | Config : T >
=> < N : Mediator | Config : T’ >
(To O AckChDemand No1 and No2 in N)
if rew T’ in M-NET with idle := rew T’c in M-NET with stratChDemand2 .
crl [ChDemand2] : ChDemand(O,N,No1,No2,<< S;D >>)
< N : Mediator | Config : T >
=> < N : Mediator | > (To O NoConnectionBetween No1 and No2 in N)
if rew T’ in M-NET with NoConnection :=
rew T’c in M-NET with stratChDemand2 .
crl [ChDemand2] : ChDemand(O,N,No1,No2,<< S;D >>)
< N : Mediator | Config : T >
=> < N : Mediator | > (To O ServiceCapacityNoSupported)
if rew T’ in M-NET with NoPortCapacity :=
rew T’c in M-NET with stratChDemand2 .
donde el meta-te´rmino T’c denota la configuracio´n [T,MCom(O,N,No1,No2,(( S;D )))]
y stratChDemand2 denota la estrategia
(apply(MCom) ;; Iterate(apply(LinkListLoad);
(apply(PortNode) ;; idle orelse NoPortCapacity);
(apply(PortNode) ;; idle orelse NoPortCapacity))
orelse (apply(MComNS) ;; Iterate(apply(LinkListLoad);
(apply(PortNode) ;; idle orelse NoPortCapacity);
(apply(PortNode) ;; idle orelse NoPortCapacity))
orelse NoConnection)) .
La idea principal es usar la operacio´n ;; orelse , que nos permite verificar si las
reglas apropiadas se pueden aplicar en el nivel objeto. En el caso de que el proceso tenga
e´xito, la estrategia finaliza con idle; en otro caso, se genera una estrategia especial (bien
NoConnection o bien NoPortCapacity), y el proceso de reduccio´n finaliza con la operacio´n
;; orelse o aplicando una de las siguientes ecuaciones:
eq NoConnection andthen S = NoConnection .
eq (rew T in M with NoPortCapacity) andthen S =
rew T in M with NoPortCapacity .
En el nivel objeto las reglas MCom y MComNS integran las reglas Com-mod1 y Com-mod2
definidas en la Seccio´n 3.2.4. Estas reglas verifican la existencia de una conexio´n entre
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los nodos dados y cambian el atributo DemandList del objeto conexio´n. Si el servicio ya
esta´ definido, se aplica la regla MCom y se incrementa la demanda del servicio; en otro caso,
no se puede encajar la regla MCom y se aplica MComNS, an˜adiendo el nuevo servicio a la lista
de demanda.
crl [MCom] : MCom(O,N,No1,No2,<< S;D >>)
< C : C-Connection | Nodes : << M1;M2 >>,
DemandList : Dl1 << S;D1 >> Dl2, LinkList : Ll >
< S : C-Service | Capacity : Cp >
=> < C : C-Connection | DemandList : Dl1 << S;D1 + D >> Dl2 >
< S : C-Service | > LinkListLoad(S,Ll,D * Cp)
if ((M1 == No1) and (M2 == No2)) or ((M1 == No2) and (M2 == No1)) .
crl [MComNS] : MCom(O,N,No1,No2,<< S;D >>)
< C : C-Connection | Nodes : << M1;M2 >>, DemandList : Dl1,
LinkList : Ll >
< S : C-Service | Capacity : Cp >
=> < C : C-Connection | DemandList : Dl1 << S;D >> >
< S : C-Service | > LinkListLoad(S,Ll,D * Cp)
if ((M1 == No1) and (M2 == No2)) or ((M1 == No2) and (M2 == No1)) .
La regla LinkListLoad modifica el ancho de banda del primer enlace de la lista y env´ıa
mensajes para cambiar el nu´mero de puertos de sus dos nodos terminales.
crl [LinkListLoad] : LinkListLoad(S,L Ll,B)
< L : C-Link | Nodes : << No1;No2 >>, Load : Ld >
=> < L : C-Link | Load : Ld + B > LinkListLoad(S,Ll,B)
PortNode(S,No1,B) PortNode(S,No2,B)
if Ll =/= nil .
crl [LinkListLoad] : LinkListLoad(S,L Ll,B)
< L : C-Link | Nodes : << No1;No2 >>, Load : Ld >
=> < L : C-Link | Load : Ld + B >
PortNode(S,No1,B) PortNode(S,No2,B)
if Ll == nil .
Finalmente, la regla que verifica si un nodo soporta una capacidad dada y, si es posible,
cambia el nu´mero de puertos del nodo es
crl [PortNode] : PortNodes(S,No,B) < S : C-Service | Capacity : Cp >
< No : C-Node | Eq : < Et : C-Eq-Trans | Capacity : Cap >, Used : U >
=> < No : C-Node | Used : U + B DIV Cap > < S : C-Service | >
if (Cp <= Cap) .
Cuando el mediador de la red recibe un mensaje ChDemand, la condicio´n de la regla se
evalu´a reduciendo la expresio´n de estrategia
rew T’c in M-NET with stratChDemand2 . (5)
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Si existe la conexio´n entre los nodos No1 y No2 en la configuracio´n representada por
T’c, entonces se puede aplicar bien la regla MCom o la regla MComNS en el nivel objeto, y la
expresio´n de estrategia se reduce en ambos casos, por medio de las ecuaciones que definen
la operacio´n ;; orelse , a la expresio´n siguiente:
rew T’’c in M-NET with Iterate(apply(LinkListLoad);
(apply(PortNode) ;; idle orelse NoPortCapacity);
(apply(PortNode) ;; idle orelse NoPortCapacity)) .
A continuacio´n, se aplica la estrategia recursiva y si los nodos pueden tratar la ca-
pacidad pedida, el proceso de reduccio´n continua. Cuando ya no haya ma´s enlaces en la
conexio´n, la regla LinkListLoad no se puede encajar y produce un fallo en la estrategia
Iterate, que termina la aplicacio´n de la estrategia recursiva. El proceso de reduccio´n
termina con la reduccio´n de la expresio´n de estrategia a la forma rew T’ in M-NET with
idle usando la operacio´n metaApply. Se satisface entonces la condicio´n de la primera regla
y se aplica la regla cambiando la configuracio´n de la red y enviando el mensaje de e´xito
al objeto externo.
Si la conexio´n no existe, entonces la expresio´n de estrategia (5) se reduce al te´rmino
rew T’’ in M-NET with NoConnection que satisface la condicio´n de la segunda regla. El
caso en el cual un nodo no puede soportar la capacidad pedida se trata de forma similar
generando el mensaje de error NoPortCapacity.
Obse´rvese que este enfoque reduce todav´ıa ma´s el nu´mero de mensajes intercambiados
en el sistema, debido a la integracio´n de los procesos de verificacio´n y modificacio´n.
3.4. Conclusiones
La lo´gica de reescritura y el lenguaje Maude son muy apropiados para la especificacio´n
de sistemas orientados a objetos al integrar los tipos de datos algebraicos con las clases de
objetos, y permitir la definicio´n de aspectos esta´ticos y dina´micos de un sistema dentro del
mismo lenguaje. Resultan asimismo adecuados para la especificacio´n de las relaciones entre
los objetos, especialmente la relacio´n de contenido que puede ser especificada de forma muy
elegante usando subobjetos contenidos en otros objetos y las reglas de creacio´n y borrado
propuestas. Hemos mostrado en este cap´ıtulo co´mo el concepto de subconfiguracio´n tal
como se introduce en [Mes93a] ayuda a la creacio´n de especificaciones claras y puede ser
incorporado en futuras versiones de Maude.
La reflexio´n separa de forma clara el comportamiento del nivel objeto de los aspectos
de control y gestio´n, incrementando la modularidad de la aplicacio´n. De esta forma el
nivel objeto se simplifica mucho, debido a que las reglas de reescritura se controlan en
el metanivel eliminando la necesidad de reglas extra en el nivel objeto. Como hemos
explicado, las estrategias internas nos permiten controlar en el metanivel
el orden en que se aplican las reglas de reescritura,
la gestio´n de situaciones de fallo, bien en general o distinguiendo diferentes tipos de
fallos,
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la aplicacio´n sucesiva de una estrategia, por medio de la operacio´n Iterate, que nos
proporciona un patro´n gene´rico para recorrer listas, eliminando por tanto el control
de las listas espec´ıficas,
la integracio´n de los procesos de verificacio´n y modificacio´n,
los requisitos de atomicidad de algunas secuencias de transiciones que deben ejecu-
tarse en orden y sin interrupciones por parte de otras ejecuciones.
En particular, hemos mostrado co´mo la reflexio´n de la lo´gica de reescritura puede
utilizarse para monitorizar funcionalidad que es intr´ınsecamente reflexiva en el sentido
orientado a objetos como es el caso del mediador de la red.
Otra ventaja es la adaptabilidad. El mismo nivel objeto puede gestionarse de distintas
formas cambiando la estrategia que lo controla.
Desde luego, el precio que pagamos por estas ventajas es la necesidad de ir al meta-
nivel. Sin embargo, ya hemos hecho notar que Maude proporciona este acceso en general
(debido a que la lo´gica de reescritura es reflexiva) as´ı como a trave´s del lenguaje interno
de estrategias. Solo necesitamos escribir las estrategias espec´ıficas requeridas para nuestra
aplicacio´n, lo que es considerablemente ma´s simple que complicar las reglas de reescritura
del nivel objeto debido a cuestiones de control.
Otro beneficio importante proporcionado por las especificaciones en Maude es que la
estructura reflexiva facilita un entorno distribuido. Se pueden definir redes distintas, que
intercambien datos en el metanivel, controlando cada una de ellas su propio nivel objeto.
Entonces, es fa´cil definir una metared que controle todas las redes definidas.
Con respecto al disen˜o del lenguaje Maude, en nuestra opinio´n existen algunos aspec-
tos que requieren ma´s atencio´n. Por ejemplo, como ya hemos remarcado, algunas veces es
necesario definir mensajes internos a una clase que no deben ser vistos desde el exterior de
la clase. Esto no es posible en el disen˜o actual del lenguaje, ya que todos los mensajes reci-
ben el mismo tratamiento. Con mayor generalidad, es necesario un estudio ma´s detallado
del tema de la encapsulacio´n en el contexto de Maude.
Desde un punto de vista semejante, la distincio´n en Maude entre la herencia de clases
y la herencia de mo´dulos no es completamente satisfactoria, debido a la imposibilidad
de redefinir atributos o mensajes en las subclases. Por una parte, esto fuerza la creacio´n
de subclases adicionales, como por ejemplo la clase C-ATM-Node en nuestra aplicacio´n, y
por otra parte crea relaciones de herencia entre mo´dulos que en principio no tienen razo´n
para existir. Ma´s au´n, desde el punto de vista del modelado, no permite la existencia en
una subclase de especializaciones de me´todos que son consistentes con clasificaciones de
herencia de la vida real. Como hemos hecho notar para la especificacio´n de los mensajes
de coste, de la Seccio´n 3.2.2, ser´ıa u´til tener una abstraccio´n. Entonces todas las subcla-
ses exhibir´ıan un conjunto comu´n de operaciones, aunque cada una de ellas tendr´ıa un
comportamiento diferente.
Cap´ıtulo 4
Propiedades modales y temporales
La lo´gica de reescritura es principalmente una lo´gica de cambio, donde la deduccio´n se
corresponde directamente con la computacio´n, y no una lo´gica para hablar sobre el cambio
de una forma ma´s global e indirecta, tal como las distintas lo´gicas modales y temporales
que se pueden encontrar en la literatura.
Empezamos definiendo una lo´gica de accio´n modal (VLRL) que captura las reglas de
reescritura como acciones. La novedad principal de esta lo´gica es una modalidad espacial
asociada con los constructores de estados que nos permite razonar sobre la estructura de
estos, manifestando que el estado actual se puede descomponer en regiones que satisfacen
ciertas propiedades. A continuacio´n, definimos una lo´gica temporal para razonar sobre
propiedades de los co´mputos generados por teor´ıas de reescritura y las reglas que nos
permiten verificar estas propiedades a partir de propiedades especificadas en VLRL.
La definicio´n de la lo´gica y el ejemplo desarrollado de la ma´quina expendedora se pre-
sentaron en la conferencia Recent Trends in Algebraic Development Techniques, WADT’99
(Chateau de Bonas, Francia) y se publicaron en [FMMO+00]. La definicio´n de las tran-
siciones en contexto se ha presentado en APPIA-GULP-PRODE’01 Joint Conference on
Declarative Programming (E´vora, Portugal) publica´ndose en [PMO01]. Por u´ltimo, el de-
sarrollo de la modalidad espacial y en particular la definicio´n de las propiedades espa-
ciales ba´sicas se han presentado en la conferencia PROLE 2002 (El Escorial, Madrid)
publica´ndose en [Pit02]. Un compendio con todo el trabajo ha sido enviado para su publi-
cacio´n en una revista [FMMO+03].
4.1. Programas, especificaciones y verificacio´n
Una nocio´n fundamental en los desarrollos que vamos a describir es la nocio´n de pro-
grama (o sistema software) para la lo´gica de reescritura. Los formalismos modales que
vamos a presentar pretenden soportar la especificacio´n y verificacio´n de esos programas.
Por lo tanto, debemos dejar claro lo que entendemos por programas, sus especificaciones
y su verificacio´n.
Los programas en lo´gica de reescritura manipulan clases de equivalencia de te´rminos.
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Estas clases de equivalencia esta´n fijadas por la signatura de reescritura 〈Σ, E〉. Por consi-
guiente, una signatura, entre otras cosas, define el universo de objetos sobre los que opera
un programa.
Los programas introducen la nocio´n de cambio en este universo. Con el fin de definir el
punto de referencia con respecto al cual se produce el cambio, los programas deben precisar
que´ objetos del universo corresponden a estados. Por lo tanto, asumimos que un programa
determina un tipo espec´ıfico State en Σ. Es ma´s, un programa determina la forma en
que se producen los cambios de estado. Estos vienen dados por las reglas etiquetadas,
posiblemente condicionales, r(x) : [t(x)]E → [t
′(x)]E donde t y t
′ son Σ-te´rminos de
tipo State y x denota el conjunto de variables que aparecen en t o en t′. Formalmente,
consideramos un programa sobre una signatura 〈Σ, E〉 como una terna 〈State, L,R〉 donde
State es un tipo determinado de Σ, L es un conjunto de etiquetas con una aridad asociada,
y R es un conjunto de reglas con etiquetas en L. Esta es la nocio´n de teor´ıa de reescritura
usada normalmente en lo´gica de reescritura, excepto en lo referente a sen˜alar el tipo de
los estados, que es necesario para definir las nociones de co´mputo y observacio´n sobre las
que se escribira´n las especificaciones.
Las reglas de reescritura que constituyen el programa no reescriben necesariamente el
estado directamente, esto es, no denotan por s´ı mismas transiciones de estado. En cambio,
proporcionan los componentes a partir de los cuales se forman las transiciones de estado,
las cuales aplican una o ma´s reglas de reescritura en el contexto de un estado dado. Nos
interesan las transiciones de estado que pueden considerarse ato´micas, en el sentido de
que, aun en el caso de que ma´s de una reescritura pueda tener lugar durante la transicio´n,
esto sucede porque la estructura del estado permite realizar estas reescrituras de forma
concurrente.
Consideramos una especificacio´n como la expresio´n de las propiedades que debe cum-
plir un sistema. Con el fin de expresar estas propiedades debemos determinar de que´ modo
vamos a observar el comportamiento del sistema. Estas observaciones estara´n determi-
nadas por una familia At de atributos sobre los estados, cada uno de los cuales tiene un
tipo asociado s. Las observaciones en que estamos interesados pueden requerir la extensio´n
del universo fijado por la signatura, para tener disponibles tipos y operaciones auxiliares
relacionadas con las observaciones, pero que no forman parte del programa original. Por
lo tanto, consideramos que una especificacio´n requiere una extensio´n 〈Σ+, E+〉 de la sig-
natura 〈Σ, E〉 y la familia At de atributos. No´tese que las observaciones no forman parte
de la extensio´n de la signatura, de forma que podemos distinguir las operaciones intere-
santes desde el punto de vista de las observaciones de otras operaciones auxiliares (pero
u´tiles), dado que en la lo´gica de especificacio´n que proponemos las observaciones tienen
un tratamiento especial debido a la naturaleza impl´ıcita de los estados, esto es, el estado
no figura como argumento de la observacio´n. Solo se admiten extensiones conservativas
de la signatura original, con el fin de proteger el universo sobre el que se desarrollan los
programas (ver el ejemplo de la Seccio´n 4.2.2).
Como hemos mencionado anteriormente, la lo´gica de reescritura es esencialmente una
lo´gica de cambio. Desde el punto de vista computacional, cada paso de reescritura es una
transicio´n local, posiblemente paralela, en un sistema concurrente, y desde el punto de
vista lo´gico, cada paso de reescritura es una derivacio´n lo´gica en un sistema formal. De
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esta forma, un paso de reescritura define una propiedad de un u´nico paso en un co´mputo.
Adema´s, queremos definir propiedades del co´mputo completo (puede ser infinito), como
por ejemplo invariantes. Estas son las propiedades de seguridad (safety) y de vivacidad
(liveness) expresadas en las lo´gicas modales y temporales. Por lo tanto, las propiedades
de seguridad y vivacidad de una especificacio´n se escriben en una lo´gica diferente de la
de los programas; concretamente, consideraremos una lo´gica temporal. El problema ma´s
interesante es precisamente determinar la relacio´n que debe establecerse entre programas
y especificaciones, de forma que los programas puedan ser verificados respecto a las es-
pecificaciones. Con este propo´sito, hemos desarrollado una lo´gica, Verification Logic for
Rewriting Logic (VLRL), que toma los programas como modelos y permite derivar pro-
piedades de observaciones a trave´s de reglas de inferencia que relacionan el programa y la
lo´gica (o lo´gicas) de especificacio´n. En este escenario, dados un programa P y una especi-
ficacio´n S, verificar que P satisface S consiste en determinar un conjunto V de sentencias
en VLRL tales que P es un modelo de V y de V se deriva S.
En los apartados siguientes, presentamos la lo´gica VLRL empezando por la signatura
de verificacio´n y la definicio´n del lenguaje de acciones que permite capturar las reglas de
reescritura como acciones de la lo´gica, los modelos para una signatura de verificacio´n, el
lenguaje modal y la relacio´n de satisfaccio´n. A continuacio´n presentamos un procedimiento
de decisio´n que permite comprobar si una fo´rmula VLRL es satisfactible en un modelo
dado. Despue´s proporcionamos la teor´ıa de demostracio´n utilizada en los ejemplos del
Cap´ıtulo 5, discutimos algunos aspectos a tener en cuenta respecto a la completitud de la
lo´gica y proporcionamos una serie de reglas para derivar propiedades espaciales ba´sicas.
A continuacio´n presentamos una nueva modalidad que captura la idea de transicio´n en
contexto. Por u´ltimo se define una lo´gica temporal y se proporciona un sistema de inferencia
interfaz de esta lo´gica temporal con la lo´gica VLRL en forma de un conjunto de reglas que
nos permiten derivar propiedades en lo´gica temporal a partir de propiedades en VLRL.
4.2. La lo´gica de verificacio´n VLRL
4.2.1. Signaturas de verificacio´n
Dada una signatura de reescritura 〈Σ, E〉, una signatura de verificacio´n consta de
un tipo determinado State de Σ;
tipos y operaciones adicionales que definen una extensio´n Σ+ de Σ, junto con un
conjunto E+ de ecuaciones que axiomatizan la extensio´n de forma que se protege1
la signatura original, es decir, tal que TΣ+,E+ |Σ ' TΣ,E ;
una familia At de observaciones, cada una de las cuales tiene un tipo asociado s de
Σ+;
1Para una teor´ıa 〈Σ, E〉 en lo´gica ecuacional de pertenencia, que es la versio´n de lo´gica ecuacional
utilizada en Maude, la extensio´n que protege 〈Σ+, E+〉 debe entenderse que da lugar a una biyeccio´n en el
nivel de tipos [BJM00]. Sin embargo, los ejemplos que aqu´ı se presentan solo implican teor´ıas ecuacionales
con tipos ordenados 〈Σ, E〉 para las cuales tenemos un isomorfismo real de las a´lgebras iniciales.
64 Cap´ıtulo 4. Propiedades modales y temporales
una coleccio´n L (de etiquetas) indexada sobre cadenas de tipos en Σ. El ı´ndice
corresponde a la secuencia de tipos de las variables que aparecen en la regla que
define la accio´n asociada con la etiqueta (ver Seccio´n 4.2.3).
La idea es definir una signatura en el sentido de otros enfoques de especificacio´n y disen˜o
de programas como CommUnity [FM97], es decir, tenemos observaciones del estado del
sistema y s´ımbolos de accio´n para dar cuenta de los cambios de estado elementales.
Nos sera´n u´tiles dos nociones de signatura relacionadas. Denotamos por Σ+c la extensio´n
de Σ+ con cada observacio´n de tipo s vista como una constante de tipo s, y por Σ+f la
extensio´n de Σ+ con cada observacio´n de tipo s vista como un s´ımbolo de funcio´n de
tipo State → s, donde s es el tipo asociado con el atributo. La primera signatura es u´til
en la definicio´n de la lo´gica donde, como es usual en las lo´gicas temporales y modales,
el estado esta´ impl´ıcito, mientras que la segunda signatura es u´til cuando se presenta la
especificacio´n algebraica de las operaciones, donde el estado aparece como un argumento
adicional entre otros.
Normalmente consideramos conjuntos de ecuaciones en Σ+f que definen o restringen los
valores que toman los atributos en los estados, dando lugar a teor´ıas ecuacionales 〈Σ+f , E
+
f 〉
que extienden y protegen 〈Σ+, E+〉.
4.2.2. Ejemplo: una ma´quina expendedora
Ilustraremos nuestro me´todo usando como ejemplo la ma´quina expendedora que per-
mite comprar bizcochos y manzanas [MOM99] que se mostro´ como ejemplo de mo´dulo de
sistemas en la Seccio´n 2.2.2. Un bizcocho vale un do´lar y una manzana tres cuartos. La
ma´quina solo acepta do´lares y devuelve un cuarto cuando el usuario compra una manzana.
Tambie´n ofrece la posibilidad de cambiar cuatro cuartos en un do´lar.
La teor´ıa de reescritura 〈Σ, E, L,R〉 que especifica la ma´quina expendedora viene dada
por el siguiente mo´dulo de sistema de Maude:
mod VENDING-MACHINE is
sort State .
ops $ q a c : -> State .
op : State State -> State [assoc comm] .
rl [buy-c] : $ => c .
rl [buy-a] : $ => a q .
rl [change] : q q q q => $ .
endm
Los posibles estados de la ma´quina expendedora se representan mediante clases de
equivalencia de te´rminos de tipo State en Σ, los cuales se corresponden con multiconjuntos
no vac´ıos de recursos construidos a partir de las cuatro constantes $, q, a, c por medio del
operador binario asociativo y conmutativo , escrito en notacio´n (vac´ıa) infija. Las tres
reglas de reescritura etiquetadas definen las acciones posibles de la ma´quina expendedora,
permitie´ndose a varias transiciones concurrentes tener lugar de forma simulta´nea.
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Para obtener Σ+, an˜adimos a la signatura de reescritura el tipo Nat de los nu´meros
naturales, junto con las operaciones y ecuaciones que lo axiomatizan. Esto se denota por
medio de la instruccio´n de importacio´n de mo´dulos protecting.
En Σ+c las observaciones de intere´s para nosotros son #$,#q,#c y #a, las cuales
representan el nu´mero de do´lares, cuartos, bizcochos y manzanas, respectivamente, en un
estado de la ma´quina, y wealth, representando el valor total de un estado, medido en
cuartos.
La siguiente teor´ıa de reescritura 〈Σ+f , E
+
f , L,R〉 extiende 〈Σ, E, L,R〉 an˜adiendo los
nu´meros naturales, declarando las observaciones como funciones sobre los estados y an˜adien-
do ecuaciones que definen estas funciones mediante induccio´n estructural, con la excepcio´n
de la observacio´n wealth, que se define en te´rminos de las otras observaciones por medio




ops #$ #q #c #a : State -> Nat .
op wealth : State -> Nat .
vars P1 P2 : State .
eq #$($) = 1 . eq #$(q) = 0 . eq #$(c) = 0 . eq #$(a) = 0 .
eq #q(q) = 1 . eq #q($) = 0 . eq #q(c) = 0 . eq #q(a) = 0 .
eq #c(c) = 1 . eq #c($) = 0 . eq #c(q) = 0 . eq #c(a) = 0 .
eq #a(a) = 1 . eq #a($) = 0 . eq #a(q) = 0 . eq #a(c) = 0 .
eq #$(P1 P2) = #$(P1) + #$(P2) .
eq #q(P1 P2) = #q(P1) + #q(P2) .
eq #c(P1 P2) = #c(P1) + #c(P2) .
eq #a(P1 P2) = #a(P1) + #a(P2) .
eq wealth(P1) = 4*#$(P1)+#q(P1)+4*#c(P1)+3*#a(P1) .
endm
4.2.3. El lenguaje de acciones
Como ya se ha mencionado, las reglas de reescritura no pueden ser siempre consideradas
como acciones per se. Pueden requerir que se haga expl´ıcito el contexto en el que se aplican.
Esto es posible gracias al lenguaje de acciones definido a continuacio´n, el cual define un
subconjunto de todas las reescrituras concurrentes que se realizan en un paso [Mes92]
(ve´ase la Seccio´n 2.1.1).
Empezamos definiendo las pre-acciones, α. Estas se corresponden con el cociente del
conjunto de te´rminos de pruebas obtenido a partir de las siguientes reglas de deduccio´n:
Identidades2: para cada [t] ∈ TΣ,E(X), [t] : [t]→ [t]
,
2Obse´rvese que [t] denota tanto el estado como la correspondiente transicio´n identidad para ese estado;
esta notacio´n resulta muy u´til para distinguir el contexto en una transicio´n.
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Σ-estructura: para cada f ∈ Σ,
α1 : [t1] −→ [t
′
1] . . . αn : [tn] −→ [t
′
n]
f(α1, . . . , αn) : [f(t1, . . . , tn)] −→ [f(t
′




Reemplazamiento: para cada regla de reescritura
r : [t(x1, . . . , xn)] −→ [t
′(x1, . . . , xn)] en R,
r(w) : [t(w/x)]→ [t′(w/x)]
,
mo´dulo las siguientes ecuaciones:
Identidades: f([t1], . . . , [tn]) = [f(t1, . . . , tn)],
Axiomas en E: t(α) = t′(α), para cada ecuacio´n t(x) = t′(x) en E.
Las acciones son las pre-acciones que reescriben te´rminos de tipo State.
Obse´rvese tambie´n que la definicio´n anterior de acciones supone que las reglas en R son
incondicionales. La extensio´n a reglas condicionales es directa, reflejo de la correspondiente
extensio´n del lenguaje de te´rminos de pruebas tal como esta´ definido en [Mes92].
Con respecto al lenguaje de los te´rminos de pruebas asociado con la lo´gica de reescritu-
ra [Mes92, Seccio´n 3.1] (ver Seccio´n 2.1.2), hemos omitido la regla de transitividad y hemos
restringido la regla de reemplazamiento a transiciones identidad. El reemplazamiento total
se puede obtener como la composicio´n secuencial de una aplicacio´n de la regla de reempla-
zamiento restringido anterior y una regla de Σ-estructura para reescribir dentro. Nuestra
intencio´n es considerar el modelo inicial de una teor´ıa de reescritura (ver la construccio´n
de TR(X) en [Mes92], resumida en la Seccion 2.1.2) como un sistema de transiciones, pero
necesitamos tener una nocio´n de atomicidad para poder hablar del sucesor de un estado
o de un estado siguiente.
Por lo tanto, intuitivamente, las acciones ato´micas se corresponden con la aplicacio´n
paralela de reglas, pero no existe composicio´n secuencial (debido a la falta de transitividad)
ni anidamiento (porque no permitimos aplicaciones anidadas de la regla de reemplazamien-
to). Estas restricciones no cambian esencialmente las transiciones posibles en el sistema,
ya que un resultado ba´sico en [Mes92] demuestra que para cada prueba [α] : [t] −→ [t′] en
TR(X) bien [t] = [t
′] y [α] es la identidad, o bien existe una secuencia de morfismos [αi],








tales que [α] = [α0; . . . ;αn].
Este resultado afirma en particular que cualquier transicio´n en el modelo inicial aso-
ciado con un programa en la lo´gica de reescritura se puede escribir como una secuencia de
pre-acciones en nuestro sentido.
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4.2.4. Modelos
Los modelos para una signatura de verificacio´n 〈Σ+, E+,State,At, L〉 sobre una sig-
natura de reescritura 〈Σ, E〉 se obtienen a partir de programas (teor´ıas de reescritura)
〈Σ, E, L,R〉, es decir, a partir de asignaciones de reglas de reescritura R a etiquetas L3.
Cada una de estas teor´ıas define una estructura de Kripke de la siguiente forma:
el conjunto de estados (mundos posibles) es el conjunto cociente TΣ,E,State de clases
de equivalencia de te´rminos ba´sicos de tipo State mo´dulo las ecuaciones E;
la familia de transiciones entre estados viene dada por las acciones ba´sicas, esto
es, clases de equivalencia de te´rminos ba´sicos de pruebas apropiados que reescriben
estados.
Como se ha explicado anteriormente, este sistema de transiciones se obtiene a partir del
modelo inicial TR de una teor´ıa de reescritura R olvidando parte de la estructura de este
modelo, como por ejemplo la composicio´n secuencial que corresponde a la transitividad.
Para obtener los modelos de una signatura de verificacio´n, todav´ıa debemos proporcio-
nar una interpretacio´n para las observaciones: para cada tipo s, una interpretacio´n de las
observaciones I lleva observaciones de tipo s en funciones de tipo TΣ,E,State → TΣ+,E+,s.
Obse´rvese que, como la signatura de reescritura esta´ protegida por la extensio´n a la sig-
natura de verificacio´n, TΣ,E,State es el mismo conjunto que TΣ+,E+,State. Por otra parte,
no podemos escribir TΣ,E,s como el codominio de la funcio´n ya que el tipo s puede no ser
un tipo del programa. Por ejemplo, Nat es el tipo de todas las observaciones que hemos
definido en el ejemplo de la ma´quina expendedora en la Seccio´n 4.2.2, pero Nat no es un
tipo del programa de la ma´quina expendedora VENDING-MACHINE.
Cada interpretacio´n de las observaciones I se puede ver como una extensio´n de TΣ+,E+
a una Σ+f -algebra. Por lo tanto, las interpretaciones de observaciones se pueden definir
axioma´ticamente a trave´s de conjuntos de ecuaciones E+f sobre la signatura extendida
Σ+f , como ya hemos mencionado en la Seccio´n 4.2.1. De hecho, podemos querer reducir el
conjunto de interpretaciones de observaciones que queremos admitir para la verificacio´n a
aquellas que satisfagan algunas propiedades.
Por lo tanto, debemos tomar los modelos como estructuras de Kripke asociadas a las
teor´ıas de reescritura o programas sobre una signatura extendida 〈Σ+f , E
+
f 〉. Llamamos a
estos programas programas observados, ya que incluyen junto con el programa original
toda la informacio´n sobre las observaciones.
En nuestro ejemplo de la ma´quina expendedora, la teor´ıa de reescritura asociada al
mo´dulo de sistema VENDING-MACHINE-OBSERVED define el programa observado adema´s de
proporcionar una interpretacio´n u´nica para las observaciones. Esto va a ocurrir en todos
3Obse´rvese que las etiquetas coinciden en ambos sitios; la u´nica diferencia es que hemos asociado una
aridad con cada etiqueta en la verificacio´n debido a que las utilizamos como operaciones para construir
las acciones. Tambie´n, en general, en un programa la misma etiqueta se puede utilizar para diferentes
reglas pero asumiremos como en [Mes92, Seccio´n 3.1] que las etiquetas se han desambiguado segu´n ha sido
necesario.
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los ejemplos que se proponen, pero en general es posible dar en el programa observado
solamente algunas restricciones para las observaciones que no determinen las posibles
interpretaciones de forma u´nica; por tanto, simplemente asumiremos que la interpretacio´n
de las observaciones I satisface las ecuaciones en E+f .
4.2.5. El lenguaje modal
El lenguaje de te´rminos asociado con una signatura de verificacio´n 〈Σ+, E+,State,At, L〉
es el a´lgebra de te´rminos TΣ+c (X), es decir, la extensio´n de Σ
+ con atributos como constan-
tes (ya que en el lenguaje modal el estado esta´ impl´ıcito), donde X contiene un conjunto
infinito de variables para cada tipo en Σ+c .
El lenguaje modal asociado con una signatura de verificacio´n viene dado por la siguiente
grama´tica:
ϕ ::= true | t1 = t2 | ¬ϕ | ϕ1 ⊃ ϕ2 | [α]ϕ | fd[ϕ1, . . . , ϕn]
donde t1, t2 ∈ TΣ+c (X) son dos te´rminos del mismo tipo, α es una accio´n, f : s1 . . . sm →
State ∈ Σ, d es una secuencia de datos correspondientes a los argumentos de f que no son
de tipo State, y los ϕi esta´n en correspondencia uno a uno con los argumentos de f que
son de tipo State.
Aplicamos el mismo convenio de notacio´n a las acciones y a los te´rminos que represen-
tan estados. Dados f : s1 . . . sm → State ∈ Σ, una secuencia d de datos correspondientes
a los argumentos de f que no son de tipo State, y las acciones αi en correspondencia una
a una con los argumentos de f que son de tipo State, denotamos por fd(α1, . . . , αn) la
accio´n que resulta de la aplicacio´n de f a la mezcla de d y α dada por s1, . . . , sm. De
forma ana´loga, fd(t1, . . . , tn), donde cada ti es un te´rmino de tipo State y ninguno de los
di es de tipo State, denota el te´rmino obtenido al aplicar f a la mezcla de d y t de acuerdo
con la secuencia de tipos s1, . . . , sm.
Por ejemplo, si f es una funcio´n de tipo State s1 State s2 → State, di es de tipo
si, ti es de tipo State, αi son acciones y ϕi son fo´rmulas (i = 1, 2), entonces tenemos
que fd1d2(t1, t2) coincide con el te´rmino f(t1, d1, t2, d2) de tipo State, fd1d2(α1, α2) es una
accio´n, y fd1d2 [ϕ1, ϕ2] es una fo´rmula.
Dada una accio´n α, [α] es la modalidad usual que captura las transiciones de estado
realizadas por la accio´n. Adema´s, el lenguaje que se propone presenta una nueva moda-
lidad fd[ ] asociada a la construccio´n de estados. Como se formaliza a continuacio´n, esta
modalidad espacial nos permite razonar sobre la estructura de los estados, esto es, sobre
el hecho de que el estado actual del sistema se puede descomponer en componentes que sa-
tisfacen ciertas propiedades (obse´rvese que esta descomposicio´n puede no ser u´nica debido
a las ecuaciones en la signatura de reescritura).
Usaremos las conectivas proposicionales usuales para la conjuncio´n (∧), disyuncio´n (∨)
y equivalencia lo´gica (≡).
En los ejemplos, permitiremos tambie´n cuantificacio´n sobre variables r´ıgidas, esto es,
variables que permanecen constantes en el modelo y sirven para conectar el valor de
diferentes variables. Esta clase de cuantificacio´n no incrementa el poder expresivo de la
lo´gica y se utiliza u´nicamente para facilitar la lectura de las fo´rmulas.
4.2 La lo´gica de verificacio´n VLRL 69
4.2.6. La relacio´n de satisfaccio´n
La relacio´n de satisfaccio´n se define para un estado, una interpretacio´n de los atribu-
tos y una sustitucio´n de Σ+-te´rminos ba´sicos por variables. Para simplificar la notacio´n
omitiremos la referencia al conjunto E+ de ecuaciones sobre el que se forman los estados
como clases de equivalencia de te´rminos. El lenguaje de te´rminos TΣ+c (X) se interpreta en
TΣ+,E+ de la siguiente forma, donde [[t
′]]I,σ[t] es el valor (un elemento de TΣ+,E+) de t
′ en
el estado [t], para la interpretacio´n de los atributos I y la sustitucio´n ba´sica σ:
[[x]]I,σ[t] = σ(x) ,
[[obs]]I,σ[t] = I(obs)([t]) ,
[[f(t1, . . . , tm)]]
I,σ[t] = f([[t1]]
I,σ[t], . . . , [[tm]]
I,σ[t]),
para cada operacio´n f : s1 . . . sm → s en Σ
+ .
Las acciones esta´n sujetas tambie´n a interpretacio´n, ya que pueden contener variables.
Denotamos por [[α]]I,σ la transicio´n de estado dada por la accio´n ba´sica obtenida al aplicar
la sustitucio´n σ a la accio´n α.
La satisfaccio´n de una fo´rmula en un estado dado [t] se define entonces como sigue:
[t], I, σ |= true ,
[t], I, σ |= t1 = t2 si y solo si [[t1]]
I,σ[t] = [[t2]]
I,σ[t] ,
[t], I, σ |= ¬ϕ si y solo si no es el caso que [t], I, σ |= ϕ ,
[t], I, σ |= ϕ1 ⊃ ϕ2 si y solo si [t], I, σ |= ϕ1 implica [t], I, σ |= ϕ2 ,
[t], I, σ |= [α]ϕ si y solo si [[α]]I,σ : [t]→ [t′] implica [t′], I, σ |= ϕ ,
[t], I, σ |= fd[ϕ1, . . . , ϕn] si y solo si para cada fw(t1, . . . , tn) ∈ [t], donde w = [[d]]
I,σ[t],
existe algu´n i ∈ {1, . . . , n} tal que [ti], I, σ |= ϕi .
Como es usual, la modalidad de accio´n captura propiedades que se cumplen despue´s
de que se realice la transicio´n. Obse´rvese que, para una interpretacio´n de atributos y una
sustitucio´n dadas, las acciones son deterministas pero parciales, es decir, no se aplican
a todos los estados. De hecho, una vez instanciada una accio´n solo se puede aplicar a
un estado. Esto es debido al hecho explicado en la Seccio´n 4.2.3 de que una accio´n lleva
consigo toda la informacio´n del contexto en el que se aplican las reglas de reescritura.
La modalidad de accio´n tiene una modalidad dual con la siguiente interpretacio´n:
[t], I, σ |= 〈α〉ϕ si y solo si [[α]]I,σ : [t]→ [t′] y [t′], I, σ |= ϕ .
Obse´rvese que esta operacio´n de cara´cter existencial requiere que la accio´n denote
una transicio´n existente desde el estado actual. Por otra parte, la modalidad de cara´cter
universal [α] no impone el requisito de que la transicio´n exista realmente. Por lo tanto,
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[α]ϕ se cumple de forma trivial si, para una sustitucio´n dada, α no puede reescribir el
estado actual.
El operador espacial nos permite hablar sobre la estructura de los estados. Su dual es
quiza´ ma´s intuitivo:
[t], I, σ |= fd〈ϕ1, . . . , ϕn〉 si y solo si existe un te´rmino fw(t1, . . . , tn) ∈ [t] con w =
[[d]]I,σ[t] tal que [ti], I, σ |= ϕi para todo i = 1, . . . , n.
Esta fo´rmula nos permite decir que el estado actual es descomponible de acuerdo con la
estructura f en componentes que satisfacen las fo´rmulas ϕi. La modalidad fd[ϕ1, . . . , ϕn]
introducida anteriormente utiliza en cambio la condicio´n si el estado es descomponible en
la forma especificada, entonces para cada posible descomposicio´n uno de los subestados
cumple una propiedad dada. Desde este punto de vista de descomposicio´n, obse´rvese de
nuevo el cara´cter existencial de la construccio´n fd〈ϕ1, . . . , ϕn〉, en contra del cara´cter
universal de la construccio´n fd[ϕ1, . . . , ϕn].
Finalmente, decimos que una fo´rmula es va´lida en un modelo si y solo si se satisface en
todos los estados para cualquier interpretacio´n de los atributos y para cualquier sustitucio´n
ba´sica de las variables. Escribiremos Φ ` ϕ para denotar que si Φ es un conjunto de
fo´rmulas va´lidas, entonces ϕ es tambie´n una fo´rmula va´lida.
Algunos ejemplos de satisfaccio´n de fo´rmulas para el programa VENDING-MACHINE visto
en la Seccio´n 4.2.2 son:
El estado $qq satisface la propiedad 〈#$ = 0,#$ = 1〉, que expresa que el estado se
puede descomponer en dos subestados, el primero de los cuales no contiene ningu´n
do´lar y el segundo contiene un do´lar. Se satisfacen tambie´n las propiedades: 〈#$ =
1,#q = 2〉 que expresa que el estado se puede descomponer en dos subestados el
primero de los cuales tiene un do´lar y el segundo dos cuartos, y 〈#$ = 1 ∧ #q =
1,#q = 1〉 que expresa que el estado se puede descomponer en dos subestados el
primero de los cuales tiene un do´lar y un cuarto, y el segundo un cuarto .
En el estado qqqq, se satisfacen las fo´rmulas [change](#q = 0), que expresa que si
se puede realizar la accio´n change el estado al que se llega no tendra´ ningu´n cuarto,
y 〈change〉(#q = 0) que expresa que la accio´n change puede tener lugar y el estado
al que se llega no tendra´ ningu´n cuarto. Pero no se satisface 〈buy-c〉(#q = 0) ya que
la accio´n buy-c no puede aplicarse a este estado.
El estado $q no satisface la fo´rmula 〈buy-c〉true que expresa que la accio´n buy-c
puede tener lugar, ya que para que esta accio´n pueda tener lugar el estado debe estar
formado u´nicamente por un do´lar.
4.3. Un procedimiento de decisio´n para la lo´gica VLRL
En esta seccio´n se muestra la existencia de un algoritmo de decisio´n para las fo´rmulas
VLRL. El algoritmo parte de la existencia para un modelo VLRL de un modelo filtrado
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con un nu´mero finito de estados. El modelo filtrado se obtiene para una fo´rmula dada
ϕ. En nuestro caso, la fo´rmula ϕ utilizada es la fo´rmula que queremos comprobar si es
satisfactible. El modelo filtrado cumple que cualquier fo´rmula de la clausura de ϕ es
satisfactible en e´l si y solo si es satisfactible en el modelo VLRL [HKT00, Gol92].
El modelo filtrado proporciona de forma inmediata un sencillo procedimiento de de-
cisio´n. Para determinar si una fo´rmula ϕ es satisfactible comprobamos si ϕ se satisface
en algu´n estado del modelo filtrado. Dado que la fo´rmula ϕ puede ser compleja, buscare-
mos un procedimiento de decisio´n que una vez obtenido el modelo filtrado sea fa´cilmente
automatizable.
El algoritmo que proponemos a continuacio´n se basa en etiquetar los estados del modelo
filtrado con el conjunto de fo´rmulas que se verifican en ese estado. El procedimiento ha
sido adaptado del algoritmo utilizado por Fisher en [Fis92].
4.3.1. Definicio´n del modelo filtrado
Para obtener el modelo filtrado para una fo´rmula dada ϕ, identificamos los estados del
modelo VLRL que no son distinguibles por ninguna fo´rmula de la clausura de ϕ.
Formalmente, sea ϕ una VLRL-formula. La clausura de ϕ, CL(ϕ), es el menor conjunto
de fo´rmulas tal que:
ϕ ∈ CL(ϕ)
true ∈ CL(ϕ).
¬ψ ∈ CL(ϕ) si y solo si ψ ∈ CL(ϕ) (con ϕ ≡ ¬¬ϕ y true ≡ ¬false).
si fd[ψ1, . . . , ψn] ∈ CL(ϕ) entonces ψi ∈ CL(ϕ) para todo i = 1, . . . , n.
si ψ1 ⊃ ψ2 ∈ CL(ϕ) entonces ψ1, ψ2 ∈ CL(ϕ).
si [α]ψ ∈ CL(ϕ) entonces ψ ∈ CL(ϕ).
El cardinal del conjunto CL(ϕ) es finito ya que CL(ϕ) contiene todas las subfo´rmulas de
ϕ y sus negaciones.
Definimos el conjunto de acciones de una fo´rmula ϕ, AT (ϕ), como el conjunto de
acciones que aparecen en alguna modalidad de accio´n de ϕ, esto es, si [α]ψ ∈ CL(ϕ)
entonces α ∈ AT (ϕ).
Dado un VLRL-modelo4, M, una sustitucio´n ba´sica de variables, σ, y una VLRL-
formula, ϕ, obtenemos un modelo finito para ϕ, identificando los estados que no son
distinguibles por ninguna fo´rmula de CL(ϕ).
Sea ≡CL(ϕ) la relacio´n de equivalencia en TΣ,E,State definida por
[t]E ≡CL(ϕ) [t
′]E si para todo ψ ∈ CL(ϕ), [t]E, I, σ |= ψ si y solo si [t
′]E, I, σ |= ψ.
Utilizamos [t]CL(ϕ) para denotar la clase de equivalencia {[t
′]E | [t]E ≡CL(ϕ) [t
′]E}.
4Recue´rdese que el modelo incluye una interpretacio´n de observaciones I.
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Definimos el modelo filtrado de M por ϕ para una sustitucio´n ba´sica dada σ como
MCL(ϕ) = (SCL(ϕ), {α ∈ AT (ϕ)}, ICL(ϕ), σ)
donde
SCL(ϕ) = {[t]CL(ϕ) | [t]E ∈ TΣ,E,State}.
[α] : [t]CL(ϕ) → [t
′]CL(ϕ) si y solo si existe un [t]E ∈ [t]CL(ϕ) y un [t
′]E ∈ [t
′]CL(ϕ) tales
que [[α]] : [t]E → [t
′]E.
La interpretacio´n de las observaciones ICL(ϕ) proyecta observaciones de tipo s en
funciones de tipo
TΣ,E,State/≡CL(ϕ)→ TΣ+,E+,s.
Para cada clase de equivalencia [t]CL(ϕ) de TΣ,E,State/≡CL(ϕ) se selecciona un re-
presentante [t′]E ; entonces, dada una observacio´n a, su interpretacio´n en un estado
[t]CL(ϕ) es a([t]CL(ϕ)) = v si y solo si la interpretacio´n de la observacio´n en M es
a([t′]E) = v para [t
′]E ∈ [t]CL(ϕ) el representante seleccionado para la clase [t]CL(ϕ).
Obse´rvese que, aunque la interpretacio´n de las observaciones depende del represen-
tante seleccionado (es posible que a([q]E) 6= a([q
′]E) para [q]E, [q
′]E ∈ [t]CL(ϕ)), el
valor de verdad de la fo´rmula ψ ∈ CL(ϕ) no depende del representante seleccionado
[t′]E, ya que si [t
′]E , [t
′′]E ∈ [t]CL(ϕ) tenemos que para todo ψ ∈ CL(ϕ) [t
′]E , I, σ |= ψ
si y solo si [t′′]E, I, σ |= ψ.
La satisfaccio´n de una fo´rmula ψ ∈ CL(ϕ) se define como
[t]CL(ϕ) |= ψ si y solo si [t]E, I, σ |= ψ para todo [t]E ∈ [t]CL(ϕ) .
Obse´rvese que debido a la definicio´n de la clase de equivalencia [t]CL(ϕ), [t]E, I, σ |= ψ para
todo [t]E ∈ [t]CL(ϕ) si [t]E, I, σ |= ψ para algu´n [t]E ∈ [t]CL(ϕ).
La satisfaccio´n de las combinaciones proposicionales de fo´rmulas de CL(ϕ) se define
de la forma usual
[t]CL(ϕ) |= ψ ⊃ ψ
′ si y solo si [t]CL(ϕ) |= ψ implica [t]CL(ϕ) |= ψ
′ ,
[t]CL(ϕ) |= ¬ψ si y solo si no es el caso [t]CL(ϕ) |= ψ .
Utilizaremos las conectivas derivadas ∧ y ∨.
Lema 1 El nu´mero de estados de MCL(ϕ) es menor o igual que 2n, donde n denota el
nu´mero de fo´rmulas en CL(ϕ).
Demostracio´n. SCL(ϕ) no puede tener ma´s conjuntos que el nu´mero de asignaciones posibles
de valores de verdad a las fo´rmulas en CL(ϕ).
Lema 2 ψ ∈ CL(ϕ) es satisfactible en M para una sustitucio´n ba´sica dada σ si y solo si
es satisfactible en MCL(ϕ).
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Demostracio´n. Supo´ngase que ψ es satisfactible enM; entonces existe [t]E tal que [t]E, I, σ |=
ψ. Conside´rese [t]CL(ϕ), entonces por la definicio´n de la relacio´n de satisfaccio´n [t]CL(ϕ) |= ψ.
Rec´ıprocamente, supo´ngase que ψ es satisfactible en MCL(ϕ); entonces existe [t]CL(ϕ)
tal que [t]CL(ϕ) |= ψ. Por la definicio´n de la relacio´n de satisfaccio´n [t
′]E, I, σ |= ψ para
todo [t′]E ∈ [t]CL(ϕ). Por lo tanto ψ es satisfactible en M para la sustitucio´n σ.
4.3.2. Procedimiento de decisio´n
El algoritmo que se define en esta seccio´n comprueba si una VLRL-formula ϕ es satis-
factible en MCL(ϕ).
Primero definimos dos relaciones entre los estados de MCL(ϕ).
[t′]CL(ϕ) es un α-sucesor de [t]CL(ϕ) si existe una accio´n [α] : [t]CL(ϕ) → [t
′]CL(ϕ) en
MCL(ϕ).
([t1]CL(ϕ), . . . , [tn]CL(ϕ)) es un sucesor-espacial de [t]CL(ϕ) si existe [fd(t1, . . . , tn)]E ∈
[t]CL(ϕ) con [ti]E ∈ [ti]CL(ϕ) para todo i = 1, . . . , n.
La idea es asociar a cada estado del modelo filtrado un conjunto de etiquetas que
denominamos label([t]CL(ϕ)), con las fo´rmulas de la clausura de la fo´rmula ϕ, que que-
remos comprobar si es satisfactible, que cumplen una serie de propiedades. Como se de-
mostrara´ en el Teorema 1 estas propiedades hacen que cada estado [t]CL(ϕ) satisfaga las
fo´rmulas de label([t]CL(ϕ)).
El algoritmo realiza un ma´ximo de n pasadas, siendo n el cardinal del conjunto CL(ϕ).
En cada pasada, cada estado se reetiqueta con nuevas fo´rmulas de CL(ϕ) que cumplen las
propiedades requeridas.
Algoritmo
1. An˜adimos las fo´rmulas ba´sicas a los estados que las satisfacen.
• si t1 = t2 ∈ CL(ϕ) y [t]CL(ϕ) |= t1 = t2, entonces an˜adir
t1 = t2 a label([t]CL(ϕ)), (4.1)
• si ¬(t1 = t2) ∈ CL(ϕ) y [t]CL(ϕ) 6|= t1 = t2, entonces an˜adir
¬(t1 = t2) a label([t]CL(ϕ)). (4.2)
2. Conside´rense las fo´rmulas φ1 ⊃ φ2 ∈ CL(ϕ) y ¬(φ1 ⊃ φ2) ∈ CL(ϕ).
• si φ1 ⊃ φ2 ∈ CL(ϕ) y ¬φ1 ∈ label([t]CL(ϕ)), entonces an˜adir
φ1 ⊃ φ2 a label([t]CL(ϕ)), (4.3)
• si φ1 ⊃ φ2 ∈ CL(ϕ) y φ2 ∈ label([t]CL(ϕ)), entonces an˜adir
φ1 ⊃ φ2 a label([t]CL(ϕ)), (4.4)
• si ¬(φ1 ⊃ φ2) ∈ CL(ϕ) y φ1 ∈ label([t]CL(ϕ)) y ¬φ2 ∈ label([t]CL(ϕ)),
entonces an˜adir ¬(φ1 ⊃ φ2) a label([t]CL(ϕ)). (4.5)
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3. Conside´rense las fo´rmulas con modalidad de accio´n [α]φ y 〈α〉φ.
• si [α]φ ∈ CL(ϕ) y [t]CL(ϕ) no tiene α-sucesor,
entonces an˜adir [α]φ a label([t]CL(ϕ)), (4.6)
• si [α]φ ∈ CL(ϕ) y φ ∈ label([t′]CL(ϕ)) para [t
′]CL(ϕ) un
α-sucesor de [t]CL(ϕ), entonces an˜adir [α]φ a label([t]CL(ϕ)), (4.7)
• si 〈α〉φ ∈ CL(ϕ) y [t]CL(ϕ) tiene un α-sucesor [t
′]CL(ϕ)
y φ ∈ label([t′]CL(ϕ)), entonces an˜adir 〈α〉φ a label([t]CL(ϕ)). (4.8)
4. Conside´rense las fo´rmulas con modalidad espacial fd[φ1, . . . , φn] y fd〈φ1, . . . , φn〉.
• si fd[φ1, . . . , φn] ∈ CL(ϕ) y para cada sucesor-espacial de [t]CL(ϕ)
existe un i ∈ {1, . . . , n} tal que φi ∈ label([ti]CL(ϕ)),
entonces an˜adir fd[φ1, . . . , φn] a label([t]CL(ϕ)), (4.9)
• si fd〈φ1, . . . , φn〉 ∈ CL(ϕ) y existe un sucesor-espacial de [t]CL(ϕ)
tal que φi ∈ label([ti]CL(ϕ)) para todo i ∈ {1, . . . , n},
entonces an˜adir fd〈φ1, . . . , φn〉 a label([t]CL(ϕ)). (4.10)
5. Repetir los pasos 2, 3 y 4 hasta que no se an˜adan nuevas fo´rmulas a ningu´n conjunto
label([t]CL(ϕ)).
4.3.3. Correccio´n y complejidad del algoritmo
Lema 3 El algoritmo termina y en el peor caso la complejidad del algoritmo es del orden
de O(n2 ∗ t) donde n es el cardinal del conjunto CL(ϕ) y t es el nu´mero de estados en
SCL(ϕ).
Demostracio´n. Cada paso del algoritmo termina ya que el nu´mero de estados es finito y
el nu´mero de fo´rmulas en CL(ϕ) es finito. El proceso de repeticio´n termina, ya que el
nu´mero de fo´rmulas es finito y por lo tanto en algu´n momento ya no se podra´n an˜adir ma´s
fo´rmulas a los conjuntos de etiquetas.
Los pasos 2, 3, 4 se repiten como mucho n veces, ya que en cada pasada si se an˜ade
una fo´rmula a la etiqueta de un estado esta fo´rmula ya no se volvera´ a an˜adir a la etiqueta
de este estado. De esta forma en cada pasada disminuye el nu´mero de formulas que hay
que tratar para cada estado. Adema´s si en una pasada no se an˜ade ninguna formula a la
etiqueta de un estado, ya no se an˜adiran ma´s fo´rmulas a la etiqueta de este estado.
Cada vez que el algoritmo realiza los pasos 2, 3, 4, cada fo´rmula no ba´sica de CL(ϕ)
se comprueba en todos los conjuntos label([t]CL(ϕ)).
Teorema 1 Sea φ ∈ CL(ϕ) y [t]CL(ϕ) ∈ S
CL(ϕ); entonces, φ ∈ label([t]CL(ϕ)) si y solo si
[t]CL(ϕ) |= φ.
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Demostracio´n. La demostracio´n se realiza por induccio´n sobre la estructura de las fo´rmulas.
Distinguimos los mismos casos que en el algoritmo de la Seccio´n 4.3.2.
Caso φ ≡ t1 = t2.
t1 = t2 ∈ label([t]CL(ϕ))
⇔ t1 = t2 satisface la condicio´n (4.1)
⇔ [t]CL(ϕ) |= t1 = t2.
Case φ ≡ ¬(t1 = t2).
¬(t1 = t2) ∈ label([t]CL(ϕ))
⇔ ¬(t1 = t2) satisface la condicio´n (4.2)
⇔ [t]CL(ϕ) 6|= (t1 = t2)
⇔ [t]CL(ϕ) |= ¬(t1 = t2).
Caso φ ≡ φ1 ⊃ φ2.
φ1 ⊃ φ2 ∈ label([t]CL(ϕ))
⇔ φ1 ⊃ φ2 satisface la condicio´n (4.3) o la condicio´n (4.4)
⇔ ¬φ1 ∈ label([t]CL(ϕ)) o φ2 ∈ label([t]CL(ϕ))
⇔ [t]CL(ϕ) |= ¬φ1 o [t]CL(ϕ) |= φ2, por hipo´tesis de induccio´n,
⇔ [t]CL(ϕ) |= φ1 ⊃ φ2, por lo´gica proposicional.
Caso φ ≡ ¬(φ1 ⊃ φ2).
¬(φ1 ⊃ φ2) ∈ label([t]CL(ϕ))
⇔ ¬(φ1 ⊃ φ2) satisface la condicio´n (4.5)
⇔ φ1 ∈ label([t]CL(ϕ)) y ¬φ2 ∈ label([t]CL(ϕ))
⇔ [t]CL(ϕ) |= φ1 y [t]CL(ϕ) |= ¬φ2, por hipo´tesis de induccio´n,
⇔ [t]CL(ϕ) |= ¬(φ1 ⊃ φ2), por lo´gica proposicional.
Caso φ ≡ [α]φ′.
[α]φ′ ∈ label([t]CL(ϕ))
⇔ [α]φ′ satisface la condicio´n (4.6) o la condicio´n (4.7)
⇔ [t]CL(ϕ) no tiene α-sucesor o φ
′ ∈ label([t′]CL(ϕ)) para [t
′]CL(ϕ) un α-sucesor de
[t]CL(ϕ)
⇔ no existe [α] : [t]CL(ϕ) → [t
′]CL(ϕ) o existe [α] : [t]CL(ϕ) → [t
′]CL(ϕ) y φ
′ ∈
label([t′]CL(ϕ)), por la definicio´n de la relacio´n α-sucesor,
⇔ no existe [α] : [t]CL(ϕ) → [t
′]CL(ϕ) o existe [α] : [t]CL(ϕ) → [t
′]CL(ϕ) y [t
′]CL(ϕ) |=
φ′, por hipo´tesis de induccio´n,
⇔ [t]CL(ϕ) |= [α]φ
′, por la definicio´n de la relacio´n de satisfaccio´n.
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Case φ ≡ 〈α〉φ′.
〈α〉φ′ ∈ label([t]CL(ϕ))
⇔ 〈α〉φ′ satisface la condicio´n (4.8)
⇔ [t]CL(ϕ) tiene un α-sucesor [t
′]CL(ϕ) y φ
′ ∈ label([t′]CL(ϕ))
⇔ existe [α] : [t]CL(ϕ) → [t
′]CL(ϕ) y [t
′]CL(ϕ) |= φ
′, por hipo´tesis de induccio´n,
⇔ [t]CL(ϕ) |= 〈α〉φ
′, por la definicio´n de la relacio´n de satisfaccio´n.
Caso φ ≡ fd[φ1, . . . , φn].
fd[φ1, . . . , φn] ∈ label([t]CL(ϕ))
⇔ fd[φ1, . . . , φn] satisface la condicio´n (4.9)
⇔ para cada sucesor-espacial de [t]CL(ϕ) existe algu´n i ∈ {1, . . . , n} tal que φi ∈
label([ti]CL(ϕ))
⇔ para cada [fd(t1, . . . , tn)]E ∈ [t]CL(ϕ) existe algu´n i ∈ {1, . . . , n} tal que φi ∈
label([ti]CL(ϕ)), por la definicio´n de la relacio´n sucesor-espacial,
⇔ para cada [fd(t1, . . . , tn)]E ∈ [t]CL(ϕ) existe algu´n i ∈ {1, . . . , n} tal que [ti]CL(ϕ) |=
φi, por hipo´tesis de induccio´n,
⇔ [t]CL(ϕ) |= fd[φ1, . . . , φn], por la definicio´n de la relacio´n de satisfaccio´n.
Case φ ≡ fd〈φ1, . . . , φn〉.
fd〈φ1, . . . , φn〉 ∈ label([t]CL(ϕ))
⇔ fd〈φ1, . . . , φn〉 satisface la condicio´n (4.10)
⇔ existe un sucesor-espacial de [t]CL(ϕ) tal que φi ∈ label([ti]CL(ϕ)) para todo
i ∈ {1, . . . , n}
⇔ existe [fd(t1, . . . , tn)]E ∈ [t]CL(ϕ) tal que φi ∈ label([ti]CL(ϕ)) para todo i ∈
{1, . . . , n}, por la definicio´n de la relacio´n sucesor-espacial,
⇔ existe [fd(t1, . . . , tn)]E ∈ [t]CL(ϕ) tal que [ti]CL(ϕ) |= φi para todo i ∈ {1, . . . , n},
por hipo´tesis de induccio´n,
⇔ [t]CL(ϕ) |= fd〈φ1, . . . , φn〉, por la definicio´n de la relacio´n de satisfaccio´n.
4.3.4. Ejemplo de aplicacio´n del algoritmo de decisio´n
Conside´rese la siguiente especificacio´n de cadenas de caracteres,
sorts Alpha String .
subsort Alpha < String .
ops a b : -> Alpha .
op __ : String String -> String [assoc] .
rl [ch1] : a => b .
rl [ch2] : b => a .
4.3 Un procedimiento de decisio´n para la lo´gica VLRL 77
con una observacio´n first que devuelve el primer cara´cter de una cadena.
Queremos comprobar si se satisface la fo´rmula
ϕ ≡ 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉.
El modelo filtrado
La clausura de ϕ es el conjunto:
CL(ϕ) = {true, false,first = a,¬(first = a),first = b,¬(first = b), 〈first = a,first = b〉,
¬( 〈first = a,first = b〉), 〈 (ch1, ch2)〉 〈first = b,first = a〉,
¬(〈 (ch1, ch2)〉 〈first = b,first = a〉), 〈first = b,first = a〉,¬( 〈first = b,first = a〉),
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉,
¬( 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉)}
El modelo filtrado no depende en este caso de la sustitucio´n σ ya que el programa
observado no tiene variables.
Para construir los estados del modelo filtrado, consideramos las distintas combinaciones
de las fo´rmulas de CL(ϕ), teniendo en cuenta que en cada combinacio´n solo consideramos
una fo´rmula o su negacio´n.
El modelo filtrado tiene cinco estados:
[ab]CL(ϕ), con la cadena ab. El conjunto de fo´rmulas que se verifican en este estado
es:
{true,first = a,¬(first = b), 〈first = a,first = b〉,
〈 (ch1, ch2)〉 〈first = b,first = a〉,¬( 〈first = b,first = a〉),
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉}.
[aba]CL(ϕ) con las cadenas de longitud mayor que dos, cuyo primer cara´cter es a y
cuyo segundo cara´cter es b. El conjunto de fo´rmulas que se verifican en este estado
es:
{true,first = a,¬(first = b), 〈first = a,first = b〉,
¬(〈 (ch1, ch2)〉 〈first = b,first = a〉),¬( 〈first = b,first = a〉),
¬( 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉)}.
Obse´rvese que la accio´n (ch1, ch2) no puede tener lugar en este estado ya que las
cadenas de caracteres tienen longitud mayor que 2.
Obse´rvese tambie´n que este estado verifica la propiedad 〈first = a,first = b〉 ya que
por ejemplo, [ (a, ba)]E ∈ [aba]CL(ϕ) y [ (a, ba)]E, I, σ |= 〈first = a,first = b〉 para
la interpretacio´n de las observaciones proporcionada y para cualquier sustitucio´n σ
ya que los te´rminos utilizados no tienen variables.
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[ba]CL(ϕ), con las cadenas cuyo primer cara´cter es b y cuyo segundo cara´cter es a.
El conjunto de fo´rmulas que se verifican en este estado es:
{true,¬(first = a),first = b,¬( 〈first = a,first = b〉),
¬(〈 (ch1, ch2)〉 〈first = b,first = a〉),¬( 〈first = b,first = a〉),
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉}.
[aa]CL(ϕ) con la constante a y las cadenas cuyo primer cara´cter es a y cuyo segundo
cara´cter es a. El conjunto de fo´rmulas que se verifican en este estado es:
{true,first = a,¬(first = b),¬( 〈first = a,first = b〉),
¬(〈 (ch1, ch2)〉 〈first = b,first = a〉),¬( 〈first = b,first = a〉),
¬( 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉)}.
[bb]CL(ϕ) con la constante b y las cadenas cuyo primer cara´cter es b y cuyo segundo
cara´cter es b. El conjunto de fo´rmulas que se verifican en este estado es:
{true,¬(first = a),first = b,¬( 〈first = a,first = b〉),
¬(〈 (ch1, ch2)〉 〈first = b,first = a〉),¬( 〈first = b,first = a〉),
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉}.
La u´nica transicio´n del modelo filtrado es [ (ch1, ch2)] : [ab]CL(ϕ) → [ba]CL(ϕ) ya que
el conjunto de acciones de la fo´rmula ϕ considerada tiene un u´nico elemento { (ch1, ch2)}.
Definicio´n de las relaciones
Encontramos las relaciones α-sucesor y sucesor-espacial.
Como solo existe una transicio´n en el modelo filtrado, solo tenemos una relacio´n del
tipo α-sucesor: [ab]CL(ϕ) tiene un (ch1, ch2)-sucesor [ba]CL(ϕ).
Los sucesores-espaciales se obtienen de las posibles descomposiciones de los elementos
de cada clase. De esta forma, la clase [ab]CL(ϕ) solo contiene la cadena ab y esta cadena
solo admite una descomposicio´n cuyo primer elemento es a y cuyo segundo elemento es b.
Como [a]E ∈ [aa]CL(ϕ) y [b]E ∈ [bb]CL(ϕ) el sucesor espacial es ([aa]CL(ϕ), [bb]CL(ϕ)).
Si consideramos la clase [aba]CL(ϕ), que contiene las cadenas de longitud mayor que 2
cuyo primer elemento es a y cuyo segundo elemento es b, vemos que los elementos de esta
clase admiten numerosas descomposiciones. As´ı , las cadenas pueden descomponerse en
una primera cadena formada por la constante a y una segunda cadena cuyo u´nico requisito
es que empiece por b. Tenemos que [a]E ∈ [aa]CL(ϕ), pero las cadenas que empiezan por
b pueden estar en la clase [ba]CL(ϕ) o en la clase [bb]CL(ϕ). De esta forma tenemos que
([aa]CL(ϕ), [ba]CL(ϕ)) y ([aa]CL(ϕ), [bb]CL(ϕ)) son sucesores-espaciales de [aba]CL(ϕ). Pero
las cadenas pueden descomponerse de otras formas, por ejemplo una primera cadena ab
y una segunda cadena a la que no se le impone ningu´n requisito. Aparecen entonces
los sucesores-espaciales ([ab]CL(ϕ), [ab]CL(ϕ)), ([ab]CL(ϕ), [aba]CL(ϕ)), ([ab]CL(ϕ), [ba]CL(ϕ)),
etc.
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([ab]CL(ϕ), [ab]CL(ϕ)), ([ab]CL(ϕ), [aba]CL(ϕ)), ([ab]CL(ϕ), [ba]CL(ϕ)),
([ab]CL(ϕ), [aa]CL(ϕ)), ([ab]CL(ϕ), [bb]CL(ϕ)), ([aba]CL(ϕ), [ab]CL(ϕ)),
([aba]CL(ϕ), [aba]CL(ϕ)), ([aba]CL(ϕ), [ba]CL(ϕ)), ([aba]CL(ϕ), [aa]CL(ϕ)),
([aba]CL(ϕ), [bb]CL(ϕ)), ([aa]CL(ϕ), [ba]CL(ϕ)), ([aa]CL(ϕ), [bb]CL(ϕ))
[ba]CL(ϕ)
([ba]CL(ϕ), [ab]CL(ϕ)), ([ba]CL(ϕ), [aba]CL(ϕ)), ([ba]CL(ϕ), [ba]CL(ϕ)),
([ba]CL(ϕ), [aa]CL(ϕ)), ([ba]CL(ϕ), [bb]CL(ϕ)), ([bb]CL(ϕ), [ab]CL(ϕ)),
([bb]CL(ϕ), [aba]CL(ϕ)), ([bb]CL(ϕ), [aa]CL(ϕ))
[aa]CL(ϕ)
([aa]CL(ϕ), [ab]CL(ϕ)), ([aa]CL(ϕ), [aba]CL(ϕ)), ([aa]CL(ϕ), [ba]CL(ϕ)),
([aa]CL(ϕ), [aa]CL(ϕ)), ([aa]CL(ϕ), [bb]CL(ϕ)),
[bb]CL(ϕ)
([bb]CL(ϕ), [ab]CL(ϕ)), ([bb]CL(ϕ), [aba]CL(ϕ)), ([bb]CL(ϕ), [ba]CL(ϕ)),
([bb]CL(ϕ), [aa]CL(ϕ)), ([bb]CL(ϕ), [bb]CL(ϕ)),
Ejecucio´n del algoritmo
Paso 1
Consideramos las fo´rmulas ba´sicas first = a, ¬(first = a), first = b, ¬first = b y las
an˜adimos al conjunto label de aquellos estados que las satisfacen. El conjunto label de cada
estado se muestra en la tabla siguiente.
Estado label([t]CL(ϕ))
[ab]CL(ϕ) first = a; ¬(first = b)
[aba]CL(ϕ) first = a; ¬(first = b)
[ba]CL(ϕ) ¬(first = a); first = b
[aa]CL(ϕ) first = a; ¬(first = b)
[bb]CL(ϕ) ¬(first = a); first = b
Paso 2.1
Consideramos las fo´rmulas 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first =
a〉 y ¬( 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉) y comprobamos las
condiciones para an˜adirlas a los conjuntos label de estados.
Dado que ¬( 〈first = a,first = b〉) 6∈ label([t]CL(ϕ)) y 〈first = b,first = a〉 6∈
label([t]CL(ϕ)) para ningu´n [t]CL(ϕ), 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first =
b,first = a〉 no se an˜ade a ningu´n conjunto.
Dado que 〈first = a,first = b〉 6∈ label([t]CL(ϕ)) y ¬( 〈first = b,first = a〉) 6∈
label([t]CL(ϕ)) para ningu´n [t]CL(ϕ), ¬( 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first =
b,first = a〉) no se an˜ade a ningu´n conjunto.
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Paso 3.1
Consideramos las fo´rmulas 〈 (ch1, ch2)〉 〈first = b,first = a〉 y ¬(〈 (ch1, ch2)〉
〈first = b,first = a〉) y comprobamos las condiciones respectivas para an˜adirlas
al conjunto label de los estados. Obse´rvese que ¬(〈 (ch1, ch2)〉 〈first = b,first = a〉) ≡
[ (ch1, ch2)]¬ 〈first = b,first = a〉.
Tenemos que [ba]CL(ϕ) es un (ch1, ch2)-sucesor de [ab]CL(ϕ). Entonces, la condi-
cio´n (4.6) es satisfecha por los estados [aba]CL(ϕ), [ba]CL(ϕ), [aa]CL(ϕ), y [bb]CL(ϕ), y las
condiciones (4.7) y (4.8) no se satisfacen ya que ni 〈first = b,first = a〉 ni ¬ 〈first =
b,first = a〉 pertenecen a label([ba]CL(ϕ)).
Los conjuntos de fo´rmulas son los siguientes:
Estado label([t]CL(ϕ))
[ab]CL(ϕ) first = a; ¬(first = b)
[aba]CL(ϕ) first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉
[ba]CL(ϕ) ¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉
[aa]CL(ϕ) first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉
[bb]CL(ϕ) ¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉
Paso 4.1
Consideramos la fo´rmula 〈first = a,first = b〉 y el estado [ab]CL(ϕ). Este estado
tiene un solo sucesor-espacial ([aa]CL(ϕ), [bb]CL(ϕ)); como first = a ∈ label([aa]CL(ϕ)) y
first = b ∈ label([bb]CL(ϕ)), an˜adimos 〈first = a,first = b〉 a label([ab]CL(ϕ)).
Comprobamos todos los estados y las otras tres fo´rmulas con modalidad espacial y
obtenemos los siguientes conjuntos. Obse´rvese que ¬( 〈first = a,first = b〉 ≡ [¬(first =
a),¬(first = b)].
Estado label([t]CL(ϕ))
[ab]CL(ϕ) first = a; ¬(first = b); 〈first = a,first = b〉; [¬(first = b),¬(first = a)]
[aba]CL(ϕ)
first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉;
〈first = a,first = b〉; [¬(first = b),¬(first = a)]
[ba]CL(ϕ)
¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉;
〈first = b,first = a〉; [¬(first = a),¬(first = b)]
[aa]CL(ϕ)
first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉;
[¬(first = a),¬(first = b)]; [¬(first = b),¬(first = a)]
[bb]CL(ϕ)
¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉;
[¬(first = a),¬(first = b)]; [¬(first = b),¬(first = a)]
Paso 2.2
Consideramos las fo´rmulas 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first =
a〉 y ¬( 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉) y comprobamos
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las respectivas condiciones para an˜adirlas a los conjuntos label de los estados. La con-
dicio´n (4.3) se satisface para los estados [ba]CL(ϕ), [aa]CL(ϕ) y [bb]CL(ϕ). Las condiciones
(4.4) y (4.5) no se satisfacen para ningu´n estado.
Los conjuntos de fo´rmulas son ahora los siguientes:
estado label([t]CL(ϕ))
[ab]CL(ϕ) first = a; ¬(first = b); 〈first = a,first = b〉; [¬(first = b),¬(first = a)]
[aba]CL(ϕ)
first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉;
〈first = a,first = b〉; [¬(first = b),¬(first = a)]
[ba]CL(ϕ)
¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉;
〈first = b,first = a〉; [¬(first = a),¬(first = b)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
[aa]CL(ϕ)
first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉;
[¬(first = a),¬(first = b)]; [¬(first = b),¬(first = a)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
[bb]CL(ϕ)
¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉;
[¬(first = a),¬(first = b)]; [¬(first = b),¬(first = a)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
Paso 3.2
Consideramos las fo´rmulas 〈 (ch1, ch2)〉 〈first = b,first = a〉 y ¬(〈 (ch1, ch2)〉
〈first = b,first = a〉) y comprobamos las respectivas condiciones para an˜adirlas
a los conjuntos label de los estados. No an˜adimos las fo´rmulas que ya han sido an˜adidas
en algu´n paso previo.
El conjunto [ab]CL(ϕ) satisface la condicio´n (4.8) por lo que an˜adimos la fo´rmula
〈 (ch1, ch2)〉 〈first = b,first = a〉 a su conjunto de etiquetas.
Los conjuntos de fo´rmulas son ahora los siguientes:
Estado label([t]CL(ϕ))
[ab]CL(ϕ)
first = a; ¬(first = b); 〈first = a,first = b〉; [¬(first = b),¬(first = a)];
〈 (ch1, ch2)〉 〈first = b,first = a〉
[aba]CL(ϕ)
first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉;
〈first = a,first = b〉; [¬(first = b),¬(first = a)]
[ba]CL(ϕ)
¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉;
〈first = b,first = a〉; [¬(first = a),¬(first = b)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
[aa]CL(ϕ)
first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉;
[¬(first = a),¬(first = b)]; [¬(first = b),¬(first = a)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
[bb]CL(ϕ)
¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉;
[¬(first = a),¬(first = b)]; [¬(first = b),¬(first = a)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
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Paso 4.2
Las dos fo´rmulas con modalidad espacial y sus negaciones ya han sido an˜adidas a todos
los conjuntos de todos los estados, por lo tanto no es necesario volver a tratarlas.
Paso 2.3
Consideramos las fo´rmulas 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first =
a〉 y ¬( 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉) y comprobamos
las respectivas condiciones para an˜adirlas a los conjuntos label de los estados. La condi-
cio´n (4.4) es satisfecha por [ab]CL(ϕ) y la condicio´n (4.5) es satisfecha por [aba]CL(ϕ).
Los conjuntos de fo´rmulas son ahora los siguientes:
Estado label([t]CL(ϕ))
[ab]CL(ϕ)
first = a; ¬(first = b); 〈first = a,first = b〉;
[¬(first = b),¬(first = a)]; 〈 (ch1, ch2)〉 〈first = b,first = a〉;
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
[aba]CL(ϕ)
first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉;
〈first = a,first = b〉; [¬(first = b),¬(first = a)];
¬( 〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉)
[ba]CL(ϕ)
¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉;
〈first = b,first = a〉; [¬(first = a),¬(first = b)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
[aa]CL(ϕ)
first = a; ¬(first = b); [ (ch1, ch2)]¬ 〈first = b,first = a〉;
[¬(first = a),¬(first = b)]; [¬(first = b),¬(first = a)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
[bb]CL(ϕ)
¬(first = a); first = b; [ (ch1, ch2)]¬ 〈first = b,first = a〉;
[¬(first = a),¬(first = b)]; [¬(first = b),¬(first = a)];
〈first = a,first = b〉 ⊃ 〈 (ch1, ch2)〉 〈first = b,first = a〉
Como todas las fo´rmulas ya han sido tratadas para todos los estados, no se an˜aden ma´s
fo´rmulas a ningu´n conjunto en los pasos 3.3, 4.3, 2.4, 3.4, y 4.4. Por lo tanto el algoritmo
termina, ya que no se an˜ade ninguna fo´rmula en los pasos 2.4, 3.4 y 4.4.
Como la fo´rmula ϕ pertenece a label([ab]CL(ϕ)), es satisfactible.
4.4. Teor´ıa de demostracio´n para la lo´gica VLRL
4.4.1. Modalidad de accio´n
Los modelos de Kripke que hemos adoptado tienen propiedades esta´ndar en lo que se
refiere a la modalidad de accio´n. La correccio´n de todas ellas se prueba de forma inmediata.
La primera regla se suele denotar como K [Gol92]:
` [α](ϕ ⊃ ψ) ⊃ ([α]ϕ ⊃ [α]ψ) . (4.11)
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Debido a que las acciones son deterministas, como se ha explicado anteriormente, la
propiedad es posible hacer α en el estado actual y en el estado resultante se obtendra´ la
propiedad ϕ es equivalente a la afirmacio´n despue´s de realizar α el estado resultante tiene
la propiedad ϕ y es posible realizar α:
` 〈α〉ϕ ≡ [α]ϕ ∧ 〈α〉true . (4.12)
La modalidad tambie´n actu´a sobre la conjuncio´n5:
` [α](ϕ ∧ ψ) ⊃ ([α]ϕ ∧ [α]ψ) . (4.13)
La inevitabilidad tambie´n se cumple:
ϕ ` [α]ϕ . (4.14)
Hay formas ma´s fuertes de inevitabilidad que se aplican a propiedades que no incluyen
observaciones de estado. Respecto a la modalidad de accio´n, en la regla siguiente, sean t1
y t2 te´rminos en TΣ+(X):
` t1 = t2 ⊃ [α](t1 = t2) . (4.15)
La cuantificacio´n sobre variables que no sean de estado (r´ıgidas) conmuta con las
modalidades de accio´n:
` ∃X.[α]ϕ ≡ [α]∃X.ϕ . (4.16)
La siguiente regla define la dualidad entre los dos operadores:
` 〈α〉ϕ ≡ ¬[α]¬ϕ . (4.17)
A partir de estas reglas se pueden derivar las siguientes:
` [α]true (4.18)
se deriva directamente de (4.14).
ϕ ⊃ ψ ` [α]ϕ ⊃ [α]ψ (4.19)
se deriva directamente de (4.14) y (4.11).
ϕ ⊃ ψ ` 〈α〉ϕ ⊃ 〈α〉ψ (4.20)
La derivacio´n es como sigue:
` ϕ ⊃ ψ
` ¬ψ ⊃ ¬ϕ por lo´gica proposicional
` [α]¬ψ ⊃ [α]¬ϕ por (4.11)
` ¬〈α〉ψ ⊃ ¬〈α〉ϕ por (4.17)
` 〈α〉ϕ ⊃ 〈α〉ψ por lo´gica proposicional
5La conjuncio´n se define a partir de la implicacio´n como en la lo´gica proposicional.
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` (〈α〉ϕ ∨ 〈α〉ψ) ⊃ 〈α〉(ϕ ∨ ψ) (4.21)
La derivacio´n es como sigue:
` [α](¬ϕ ∧ ¬ψ) ⊃ ([α]¬ϕ ∧ [α]¬ψ) por (4.13)
` ¬〈α〉¬(¬ϕ ∧ ¬ψ) ⊃ (¬〈α〉ϕ ∧ ¬〈α〉ψ) por (4.17)
` ¬〈α〉(ϕ ∨ ψ) ⊃ ¬(〈α〉ϕ ∨ 〈α〉ψ) por lo´gica proposicional
` (〈α〉ϕ ∨ 〈α〉ψ) ⊃ 〈α〉(ϕ ∨ ψ) por lo´gica proposicional
` (〈α〉ϕ ∧ [α]ψ) ⊃ 〈α〉(ϕ ∧ ψ) (4.22)
La derivacio´n es como sigue:
` [α](ψ ⊃ ¬ϕ) ⊃ ([α]ψ ⊃ [α]¬ϕ) por (4.11)
` [α](ϕ ⊃ ¬ψ) ⊃ ([α]ψ ⊃ [α]¬ϕ) por lo´gica proposicional
` [α](¬ϕ ∨ ¬ψ) ⊃ (¬[α]ψ ∨ [α]¬ϕ) por lo´gica proposicional
` ¬〈α〉¬(¬ϕ ∨ ¬ψ) ⊃ (¬[α]ψ ∨ [α]¬ϕ) por (4.17)
` ¬〈α〉(ϕ ∧ ψ) ⊃ ¬([α]ψ ∧ ¬[α]¬ϕ) por lo´gica proposicional
` ([α]ψ ∧ ¬[α]¬ϕ) ⊃ 〈α〉(ϕ ∧ ψ) por lo´gica proposicional
` ([α]ψ ∧ 〈α〉ϕ) ⊃ 〈α〉(ϕ ∧ ψ) por (4.17)
` (〈α〉ϕ ∧ [α]ψ) ⊃ 〈α〉(ϕ ∧ ψ) por lo´gica proposicional
` (〈α〉ϕ ∧ 〈α〉ψ) ⊃ 〈α〉(ϕ ∧ ψ) (4.23)
Como consecuencia de (4.22) y (4.12) tenemos:
` [α](ϕ ∨ ψ) ⊃ (〈α〉ϕ ∨ [α]ψ) (4.24)
Se deriva de (4.22) aplicando la regla (4.17) y lo´gica proposicional.
` (〈α〉(ϕ ∨ ψ) ⊃ (〈α〉ϕ ∨ 〈α〉ψ) (4.25)
La derivacio´n es como sigue:
` [α](ϕ ∨ ψ) ⊃ (〈α〉ϕ ∨ [α]ψ) por (4.24)
` [α](ψ ∨ ϕ) ⊃ (〈α〉ψ ∨ [α]ϕ) por (4.24)
` [α](ψ ∨ ϕ) ⊃ (〈α〉ψ ∨ 〈α〉ϕ) por lo´gica proposicional
` 〈α〉(ψ ∨ ϕ) ⊃ (〈α〉ψ ∨ 〈α〉ϕ) por lo´gica proposicional
` ([α]ϕ ∧ [α]ψ) ⊃ [α](ϕ ∧ ψ) (4.26)
La derivacio´n es como sigue:
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` 〈α〉(¬ϕ ∨ ¬ψ) ⊃ (〈α〉¬ϕ ∨ 〈α〉¬ψ) por (4.25)
` 〈α〉¬(ϕ ∧ ψ) ⊃ (¬[α]ϕ ∨ ¬[α]ψ) por lo´gica proposicional y (4.17)
` ¬[α](ϕ ∧ ψ) ⊃ ¬([α]ϕ ∧ [α]ψ) por lo´gica proposicional y (4.17)
` ([α]ϕ ∧ [α]ψ) ⊃ [α](ϕ ∧ ψ) por lo´gica proposicional
4.4.2. Modalidad espacial
El operador espacial satisface una versio´n generalizada del axioma K de las lo´gicas
modales:
{ϕi ⊃ ψi | i ∈ {1, . . . , n}} ` fd[ϕ1, . . . , ϕn] ⊃ fd[ψ1, . . . , ψn] . (4.27)
El operador dual tambie´n la satisface
{ϕi ⊃ ψi | i ∈ {1, . . . , n}} ` fd〈ϕ1, . . . , ϕn〉 ⊃ fd〈ψ1, . . . , ψn〉 . (4.28)
A partir de estas reglas podemos derivar:
` fd[false] ⊃ fd[ϕ1, . . . , ϕn] (4.29)
ϕ1, . . . , ϕn ` fd〈true〉 ⊃ fd〈ϕ1, . . . , ϕn〉 . (4.30)
Tambie´n podemos derivar los resultados siguientes para la conjuncio´n y la disyuncio´n:
` fd〈ϕ1, . . . , ψ1 ∧ ψ2, . . . ϕn〉 ⊃
fd〈ϕ1, . . . , ψ1, . . . , ϕn〉 ∧ fd〈ϕ1, . . . , ψ2, . . . , ϕn〉 (4.31)
` fd〈ϕ1, . . . , ψ1, . . . ϕn〉 ⊃ fd〈ϕ1, . . . , ψ1 ∨ ψ2, . . . , ϕn〉 . (4.32)
Las propiedades ma´s interesantes son las relativas a la interaccio´n entre la modalidad
espacial y la modalidad de accio´n:
{ϕi ⊃ [αi]ψi | i ∈ {1, . . . , n}}
` fd〈ϕ1, . . . , ϕn〉 ⊃ [fd(α1, . . . , αn)]fd〈ψ1, . . . , ψn〉 (4.33)
{ϕi ⊃ 〈αi〉true | i ∈ {1, . . . , n}}
` fd〈ϕ1, . . . , ϕn〉 ⊃ 〈fd(α1, . . . , αn)〉true (4.34)
` 〈fd(α1, . . . , αn)〉true ⊃ fd〈〈α1〉true, . . . , 〈αn〉true〉 (4.35)
La primera regla relaciona los efectos de una ejecucio´n concurrente con los efectos de
las acciones individuales. La segunda refleja el hecho de que una reescritura concurrente
puede tener lugar siempre que las acciones que la componen puedan tener lugar. La tercera
proporciona un interesante puente entre los operadores espaciales y de accio´n, reflejando
la doble naturaleza de la Σ-estructura actuando al mismo tiempo en estados y en acciones.
Tenemos una versio´n de (4.33) para la modalidad espacial dual:
{ϕi ⊃ 〈αi〉ψi | i ∈ {1, . . . , n}}
` fd〈ϕ1, . . . , ϕn〉 ⊃ 〈fd(α1, . . . , αn)〉fd〈ψ1, . . . , ψn〉 . (4.36)
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Las reglas siguientes se derivan directamente de las reglas de inferencia (4.33) y (4.34)
` fd〈[α1]ψ1, . . . , [αn]ψn〉 ⊃ [fd(α1, . . . , αn)]fd〈ψ1, . . . , ψn〉 (4.37)
` fd〈〈α1〉true, . . . , 〈αn〉true〉 ⊃ 〈fd(α1, . . . , αn)〉true . (4.38)
Como consecuencia tenemos
` fd〈〈α1〉ψ1, . . . , 〈αn〉ψn〉 ⊃ 〈fd(α1, . . . , αn)〉fd〈ψ1, . . . , ψn〉 . (4.39)
Finalmente, tenemos una regla que establece que si un estado se puede descomponer
entonces uno de los subestados verifica true.
` fd[ϕ1, . . . , true, . . . , ϕn] , (4.40)
y tenemos tambie´n una regla que refleja la dualidad entre los dos operadores espaciales:
` fd[ϕ1, . . . , ϕn] ≡ ¬fd〈¬ϕ1, . . . ,¬ϕn〉 . (4.41)
Al igual que ocurre con la modalidad de accio´n, hay formas ma´s fuertes de inevitabili-
dad que se aplican a propiedades que no incluyen atributos de estado. En la regla siguiente,
sean ti y t
′
i te´rminos en TΣ+(X):
` fd〈true〉 ⊃ (t1 = t
′
1 ∧ . . . ∧ tn = t
′
n ⊃ fd〈t1 = t
′
1, . . . , tn = t
′
n〉) . (4.42)
4.4.3. Algunas consideraciones sobre la completitud de la lo´gica
Una lo´gica es completa si todas las fo´rmulas va´lidas se pueden probar usando los
axiomas y reglas de la lo´gica. En VLRL una fo´rmula es va´lida en un modelo si se satisface
en todos los estados, para cualquier interpretacio´n de las observaciones y para cualquier
sustitucio´n ba´sica de las variables.
La lo´gica VLRL se utiliza para razonar sobre programas concretos, por lo tanto, la com-
pletitud de la lo´gica sera´ relativa a las propiedades va´lidas que dependen de la estructura
del sistema.
Por ejemplo, en la especificacio´n de cadenas de caracteres formadas por dos constantes
a y b, dada en la Seccio´n 4.3.4, la propiedad first = a ≡ ¬first = b es va´lida. Pero esta
propiedad es va´lida porque el alfabeto utilizado tiene solo dos constantes. Por lo tanto,
en principio, la completitud de la lo´gica que podemos esperar es una completitud relativa
al razonamiento de primer orden, esto es, esta´ limitada a los razonamientos modales por
encima de la lo´gica de primer orden.
Sin embargo, existen tambie´n propiedades espaciales y de accio´n que dependen del
programa que se este´ considerando. Estas propiedades tienen que ver principalmente con
las condiciones que permiten realizar las acciones as´ı como las condiciones para la des-
composicio´n de los estados en subestados. Como veremos en detalle en los ejemplos del
Cap´ıtulo 5, este tipo de propiedades, tomados como axiomas en demostraciones de pro-
piedades temporales, se pueden dividir en tres grupos.
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Las propiedades relativas a las transiciones del sistema, que expresan los cambios
que tienen lugar sobre las observaciones cuando la transicio´n asociada a una regla
de reescritura tiene lugar.
Por ejemplo, en la especificacio´n de las cadenas de caracteres la propiedad [ch1](first =
b) que expresa que, si la regla ch1 puede tener lugar entonces la cadena resultante
empezara´ por la constante b, es va´lida.
Estas propiedades pueden obtenerse analizando las propiedades ba´sicas que cumplen
las observaciones en el estado representado por la parte derecha de una regla de
reescritura.
Las propiedades sobre las condiciones que permiten realizar las acciones.
Por ejemplo, en la especificacio´n de las cadenas de caracteres la propiedad a〈〉 ⊃
〈ch1〉true que expresa que, en un estado formado por la constante a la accio´n ch1
puede tener lugar es va´lida.
Estas propiedades pueden obtenerse analizando las propiedades ba´sicas que cumplen
las observaciones en el estado representado por la parte izquierda de una regla de
reescritura.
Las propiedades espaciales que expresan cua´ndo un estado puede descomponerse en
subestados, y las propiedades que se satisfacen en cada subestado.
Por ejemplo, en la especificacio´n de las cadenas de caracteres la propiedad first =
a ⊃ 〈first = a, true〉 es va´lida.
Adema´s la interaccio´n entre los operadores espacial y de accio´n es muy general, per-
mitiendo realizar acciones bien en el sistema global o en las partes del sistema.
Por ejemplo, consideremos la especificacio´n anterior de las cadenas de caracteres junto
con la regla de reescritura adicional
var S : String .
rl [Addb] : aS => abS .
Entonces la propiedad
first = a ⊃ 〈Addb〉〈first = a,first = b〉
es va´lida, pero no es derivable usando el conjunto de axiomas y reglas del Ape´ndice A ya
que estas reglas no nos permiten relacionar acciones en el sistema global con propiedades
de las partes del sistema.
A pesar de que hemos intentado capturar este tipo de propiedades mediante reglas
adicionales, hasta el momento no hemos sido capaces de demostrar un resultado de com-
pletitud relativa. Este tema queda por lo tanto abierto para trabajo futuro.
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4.4.4. Propiedades espaciales ba´sicas
En esta seccio´n se definen me´todos para derivar propiedades espaciales de forma au-
toma´tica a partir de la definicio´n de las observaciones y de la sintaxis del programa.
Los me´todos se basan en la signatura de las observaciones y en su axiomatizacio´n. No se
intenta proporcionar me´todos que deriven todas las posibles propiedades, sino simplemente
aquellas ma´s comunes en los procesos de verificacio´n de propiedades ma´s complejas.
Observaciones de tipo Nat. Supongamos que la observacio´n puede definirse como la
suma de las observaciones de las partes del sistema
f : t1 . . . tm → State
obs : State → Nat
obs(f(V1, . . . , Vm)) = obs(C1) + . . .+ obs(Cn)
donde T1, . . . , Tm son tipos, V1, . . . , Vm son variables y C1, . . . , Cn son las variables de tipo
State de entre V1, . . . , Vm.
Entonces, tenemos las siguientes reglas:
` fd〈obs = N1, . . . , obs = Nn〉 ⊃ obs = N1 + . . .+Nn (4.43)
` fd〈true〉 ⊃ (obs = N ⊃ (4.44)
∃N1, . . . , Nn.(fd〈obs = N1, . . . , obs = Nn〉 ∧N = N1 + . . .+Nn)) .
Obse´rvese que en la primera regla (4.43) el resultado se deriva para todos los nu´meros na-
turales N1, . . . , Nn, pero en la segunda (4.44) so´lo se requiere una posible descomposicio´n.
Por ejemplo, en el caso de la ma´quina expendedora, tenemos
` 〈#$ = N1,#$ = N2〉 ⊃ #$ = N1 +N2
` 〈true, true〉 ⊃ (#$ = N ⊃
∃N1, N2.( 〈#$ = N1,#$ = N2〉 ∧N = N1 +N2)) .
Las reglas (4.43) y (4.44) son tambie´n correctas para los operadores relacionales ≥,
>,≤, y <.
Las reglas se pueden generalizar para el caso en que existan varias observaciones de
este tipo
` fd〈obs1 = N1,1 ∧ . . . ∧ obsk = N1,k, . . . , obs1 = Nn,1 ∧ . . . ∧ obsk = Nn,k〉
⊃ obs1 = N1,1 + . . .+Nn,1 ∧ . . . ∧ obsk = N1,k + . . .+Nn,k (4.45)
` fd〈true〉 ⊃ (obs1 = N1 ∧ . . . ∧ obsk = Nk ⊃ ∃N1,1, . . . , N1,k, . . . , Nn,1, . . . , Nn,k.
(fd〈obs1 = N1,1 ∧ . . . ∧ obsk = N1,k, . . . , obs1 = Nn,1 ∧ . . . ∧ obsk = Nn,k〉 ∧
N1 = N1,1 + . . .+Nn,1 ∧ . . . ∧Nk = N1,k + . . .+Nn,k)) (4.46)
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Observaciones de tipo Set y Bool. Si observamos una propiedad sobre un conjunto
de elementos
obs : State → Set [X]
obs(f(V1, . . . , Vm)) = obs(C1) ∪ ... ∪ obs(Cn)
entonces las reglas son








Si ∧ fd〈obs = S1, . . . , obs = Sn〉) . (4.48)
Tenemos un resultado similar para las observaciones de tipo lo´gico:
obs : State → Bool
obs(f(V1, . . . , Vm)) = obs(C1) ∨ . . . ∨ obs(Cn)
` fd〈obs = V1, . . . , obs = Vn〉 ⊃ obs = V1 ∨ . . . ∨ Vn (4.49)
` fd〈true〉 ⊃ (obs = V ⊃ ∃V1, . . . , Vn.
(V = V1 ∨ . . . ∨ Vn ∧ fd〈obs = V1, . . . , obs = Vn〉)) . (4.50)
Configuraciones con estados vac´ıos. Si la estructura proporcionada por la funcio´n
f admite estados vac´ıos, lo que se define como un axioma estructural en la signatura de
la funcio´n, entonces el estado siempre puede descomponerse y tenemos:
` ϕ ⊃ fd〈ϕ, true, . . . , true〉 . (4.51)
La implicacio´n contraria puede no ser cierta, como ocurre en el ejemplo de la Sec-
cio´n 5.5.2.
Se comprueba tambie´n que (4.51) no es va´lida si la funcio´n no permite estados vac´ıos.
To´mese, por ejemplo, el estado q q q formado por tres cuartos de do´lar; entonces se
tiene que #q ≥ 3 se verifica, pero 〈#q ≥ 3, true〉 no.
Configuraciones conmutativas y asociativas. Si la estructura proporcionada por la
funcio´n f tiene la propiedad conmutativa, lo que se define, como en el caso de las estruc-
turas con estados vac´ıos, mediante un axioma estructural en la signatura de la funcio´n,
entonces, si el estado se puede descomponer en partes que cumplen unas ciertas propieda-
des, tambien se podra´ descomponer de forma que los subestados cumplan una permutacio´n
de las propiedades iniciales. La regla se expresa como:
` f〈ϕ1, ϕ2〉 ≡ f〈ϕ2, ϕ1〉 . (4.52)
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De forma similar, si la estructura tiene la propiedad asociativa, lo que se detecta
as´ı mismo mediante un axioma estructural en la signatura de la funcio´n, entonces tenemos
` fd〈fd〈ψ1, . . . , ψn〉, ϕ2, . . . , ϕn〉 ≡ fd〈ψ1, fd〈ψ2, . . . , ψn, ϕ2〉, . . . , ϕn〉
≡ . . . ≡ fd〈ψ1, . . . , ψn−1, fd〈ψn, ϕ2, . . . , ϕn〉〉 . (4.53)
Observaciones sobre un elemento u´nico del sistema. Conside´rense ahora obser-
vaciones que identifiquen de forma u´nica un elemento del sistema, de forma que si una
propiedad ϕ relacionada con dicha observacio´n es cierta en un subestado de un estado no
puede ser cierta en ningu´n otro subestado de dicho estado.
Entonces si la propiedad ϕ relacionada con la observacio´n es va´lida en un subestado
lo sera´ tambie´n en el sistema:
` fd〈ϕ, true, . . . , true〉 ⊃ ϕ . (4.54)
Se tiene tambie´n la seguridad de que una propiedad ϕ sobre una observacio´n u´nica no
se cumple en los subestados en los que el elemento observado no se encuentra:
` ϕ ⊃ fd〈ϕ,¬ϕ, . . . ,¬ϕ〉 . (4.55)
Cuando tenemos una propiedad u´nica ϕ que no se cumple en el sistema, entonces
tampoco se cumplira´ en ninguna de las partes del sistema:
` ¬ϕ ⊃ fd〈¬ϕ, . . . ,¬ϕ〉 . (4.56)
Si tenemos propiedades u´nicas diferentes en cada subestado, ϕ1, . . . , ϕn, entonces po-
demos derivar su conjuncio´n,
` fd〈ϕ1, . . . , ϕn〉 ⊃ ϕ1 ∧ . . . ∧ ϕn , (4.57)
pero el rec´ıproco no siempre se satisface.
Pero estas reglas se diferencian de las anteriores en que no podemos identificar estas
observaciones de forma automa´tica a partir de la signatura del programa.
Acciones. Con respecto a las acciones, tenemos que si una transicio´n puede realizarse
en un estado, entonces no puede realizarse en ningu´n otro estado, ya que una transicio´n
so´lo puede tener lugar en un estado. Por lo tanto, en el caso de que la configuracio´n del
sistema no admita estados vac´ıos podemos derivar:
` fd〈true〉 ⊃ (〈α〉true ⊃ fd〈¬〈α〉true, . . . ,¬〈α〉true〉) . (4.58)
Si la estructura admite estados vac´ıos, entonces la regla no se cumple, ya que el sistema
puede descomponerse en e´l mismo y estados vac´ıos.
Por otra parte, si una transicio´n puede realizarse en un subestado, no puede realizarse
en el sistema completo (en configuraciones sin estados vac´ıos):
` fd〈true, . . . , 〈α〉true, . . . , true〉 ⊃ ¬〈α〉true (4.59)
4.5 Transiciones en contexto 91
obs: ` fd〈obs = N1, . . . , obs = Nn〉 ⊃ obs = N1 + . . .+Nn *
State->Nat ` fd〈true〉 ⊃ (obs = N ⊃ ∃N1, . . . , Nn.
(fd〈obs = N1, . . . , obs = Nn〉 ∧N = N1 + . . .+Nn)) *
obs: ` fd〈obs = S1, . . . , obs = Sn〉 ⊃ obs =
⋃
i=1,...,n Si
State->Set[X] ` fd〈true〉 ⊃ (obs = S ⊃ ∃S1, . . . , Sn.
(S =
⋃
i=1,...,n Si ∧ fd〈obs = S1, . . . , obs = Sn〉))
obs: ` fd〈obs = V1, . . . , obs = Vn〉 ⊃ obs = V1 ∨ . . . ∨ Vn
State->Bool ` fd〈true〉 ⊃ (obs = V ⊃ ∃V1, . . . , Vn.
(V = V1 ∨ . . . ∨ Vn ∧ fd〈obs = V1, . . . , obs = Vn〉)
Configuraciones con ` ϕ ⊃ fd〈ϕ, true, . . . , true〉
estados vac´ıos
Conf. conmutativas ` fd〈ϕ1, . . . , ϕn〉 ≡ fd〈perm(ϕ)〉
Conf. asociativas ` fd〈fd〈ψ1, . . . , ψn〉, ϕ2, . . . , ϕn〉 ≡ fd〈ψ1, fd〈ψ2, . . . , ψn, ϕ2〉, . . . , ϕn〉
≡ . . . ,≡ fd〈ψ1, . . . , ψn−1, fd〈ψn, ϕ2, . . . , ϕn〉〉
Observaciones ` fd〈obs, true, . . . , true〉 ⊃ obs
de un elemento ` fd〈obs1, . . . , obsn〉 ⊃ obs1 ∧ . . . ∧ obsn
u´nico ` obs ⊃ fd〈obs,¬obs , . . . ,¬obs〉
` ¬obs ⊃ fd〈¬obs, . . . ,¬obs〉
Acciones ` fd〈true〉 ⊃ (〈α〉true ⊃ fd〈¬〈α〉true, . . . ,¬〈α〉true〉)**
` fd〈〈α〉true, true, . . . , true〉 ⊃ ¬〈α〉true **
* Estos resultados se cumplen tambie´n para los operadores relacionales ≥, >, ≤, <.
** Solo en configuraciones sin estados vac´ıos.
Figura 4.1: Resumen de las reglas espaciales ba´sicas
La Figura 4.1 resume todas las posibilidades discutidas en esta seccio´n.
Ejemplos sobre la aplicacio´n de estos me´todos se muestran en la Seccio´n 5.5 al demos-
trar propiedades temporales del sistema Mobile Maude.
4.5. Transiciones en contexto
En el ejemplo de la ma´quina expendedora de la Seccio´n 4.2.2, podemos querer esta-
blecer propiedades como las siguientes:
〈buy-c〉true ≡ #$ ≥ 1,
〈buy-a〉true ≡ #$ ≥ 1,
〈change〉true ≡ #q ≥ 4,
(#$ =M) ⊃ [buy-c](#$ =M − 1),
(#q =M) ⊃ [buy-c](#q =M),
tratando de caracterizar por medio de algunas fo´rmulas las condiciones que permiten
realizar las acciones y sus efectos en un estado con respecto a las observaciones.
92 Cap´ıtulo 4. Propiedades modales y temporales
Pero desafortunadamente o bien no se cumplen, como las tres primeras, o bien son
de escasa utilidad, como las dos u´ltimas. El problema es que una accio´n como buy-c
solo tiene lugar en el estado global con lo cual solo puede ocurrir cuando el estado es
exactamente $, y por lo tanto la variable M de las dos u´ltimas fo´rmulas no tiene utilidad
porque necesariamente #$ = 1 y #q = 0. As´ı pues, una fo´rmula correcta pero no tan
interesante, ser´ıa
〈buy-c〉true ≡ #$ = 1 ∧#q = 0 ∧#a = 0 ∧#c = 0 .
Una extensio´n natural del lenguaje modal es considerar nuevas modalidades que sim-
plifiquen el tratamiento de las transiciones identidad. Para ello, diremos que una accio´n
β(α) pone a otra accio´n α en contexto si β(α) esta´ construida solo mediante las reglas de
identidad y Σ-estructura encima de α.
Dado un estado [t], una interpretacio´n de las observaciones I y una sustitucio´n ba´sica
σ:
[t], I, σ |= [[α]]ϕ si y solo si [t], I, σ |= [α]ϕ y [t], I, σ |= [β(α)]ϕ, para todas las
acciones β(α) que ponen α en contexto.
[t], I, σ |= 〈〈α〉〉ϕ si y solo si o bien [t], I, σ |= 〈α〉ϕ o bien existe una accio´n β(α) que
pone α en contexto tal que [t], I, σ |= 〈β(α)〉ϕ.
Las nuevas modalidades nos permiten formular propiedades sobre partes del sistema en
un contexto ma´s amplio sin complicar la notacio´n por la necesidad de hacer expl´ıcitas las
transiciones identidad. La modalidad de accio´n [[α]] captura las propiedades que se cum-
plen despue´s de reescribir cualquier subte´rmino del te´rmino que representa el estado. Por
ejemplo, la Figura 4.2 representa un sistema que tiene solo una funcio´n, f , con tres argu-
mentos de tipo State: t1, t2 y t3, y varios argumentos w que no tienen tipo State. El primer
caso representa la propiedad [α]ϕ, esto es, dado un estado [t], si la transicio´n α tiene lugar,
obtenemos un estado [t′] que cumple ϕ. El segundo caso representa [fw(α, [t2], [t3])]ϕ, esto
es, si el estado se descompone utilizando fw(t1, t2, t3) y [[α]]
I,σ : [t1]→ [t
′
1], entonces despue´s
de que la transicio´n fw(α, [t2], [t3]) tenga lugar, el estado satisface ϕ. Los casos tercero y
cuarto representan los casos para [[α]]I,σ : [t2]→ [t
′
2] y [[α]]
I,σ : [t3]→ [t
′
3], respectivamente.
Si algu´n subte´rmino, t1, t2 o t3, se puede a su vez descomponer, entonces tendr´ıamos que
considerar tambie´n la aplicacio´n de la accio´n α a los subte´rminos resultantes.
La modalidad de accio´n [[α]] no requiere que la transicio´n α tenga lugar, pero, si tiene
lugar, el estado resultante debe satisfacer la fo´rmula dada.
La idea de la modalidad de accio´n 〈〈α〉〉 es que podemos realizar una accio´n en contexto
si o bien podemos realizar la accio´n en el estado global o bien podemos realizar la accio´n
en un subestado realizando transiciones identidad en el resto de los subestados en los que
se descompone el estado global. En este caso se requiere que una de las transiciones pueda
tener lugar. Por ejemplo, la Figura 4.2 representa 〈〈α〉〉ϕ cuando al menos una de las
cuatro transiciones posibles tiene lugar.






































































































































































Figura 4.2: Ejemplo de transiciones en contexto
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Consideramos las siguientes propiedades sobre las nuevas modalidades. Primero, tene-
mos una versio´n de (4.12) para las nuevas modalidades:
` [[α]]ϕ ∧ 〈〈α〉〉true ⊃ 〈〈α〉〉ϕ . (4.60)
La principal diferencia con (4.12) es que, si reescribimos dentro de un estado, el hecho
de que una transicio´n tenga lugar en un subestado dando lugar a una propiedad no ga-
rantiza que la transicio´n no pueda tener lugar en un subestado diferente dando lugar a
una propiedad diferente. Debido a esto, el rec´ıproco no siempre es cierto. Conside´rese, por
ejemplo, un alfabeto con dos constantes a y b; dos operaciones para construir cadenas: la
constante nil, y la operacio´n de concatenacio´n, que se declara asociativa y con identidad
nil; y reglas para cambiar una constante del alfabeto en la otra.
sorts Alpha String .
subsort Alpha < String .
ops a b : -> Alpha .
op nil : String .
op __ : String String -> String [assoc id:nil] .
rl [ch1] : a => b .
rl [ch2] : b => a .
Consideramos una observacio´n first que devuelve el primer cara´cter de una cadena.
Entonces, por ejemplo, en el estado abaab, la propiedad 〈〈ch1〉〉(first = b) se satisface,
dado que podemos aplicar la regla ch1 en contexto al primer cara´cter de la cadena. Sin
embargo, la propiedad [[ch1]](first = b) no se satisface, ya que podemos aplicar la regla de
reescritura a la segunda o tercera a de la cadena.
Las siguientes reglas se justifican directamente a partir de la definicio´n:
` 〈α〉ϕ ⊃ 〈〈α〉〉ϕ (4.61)
` [[α]]ϕ ⊃ [α]ϕ . (4.62)
La siguiente propiedad expresa cuando una accio´n puede realizarse en contexto,
ϕi ⊃ 〈α〉ψ ` fd〈ϕ1, . . . , ϕn〉 ⊃ 〈〈α〉〉fd〈ϕ1, . . . , ϕi−1, ψ, ϕi+1, . . . , ϕn〉
para cualquier i ∈ {1, . . . , n} . (4.63)
4.6. Especificacio´n de propiedades temporales
Como se ha explicado en el Cap´ıtulo 1, consideramos que las especificaciones de los
sistemas de reescritura pueden declararse en una lo´gica diferente a la lo´gica de reescritura.
En este nivel solo tratamos con propiedades abstractas del comportamiento que pueden
ser observadas a trave´s de las observaciones, sin necesidad de considerar la existencia de
estados espec´ıficos o de transiciones espec´ıficas (reglas de reescritura).
Se pueden definir diferentes lo´gicas dependiendo de la naturaleza de las propiedades
sobre las que se quiere razonar. Para cada lo´gica, debe darse una interfaz para soportar
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la verificacio´n de los programas sobre las especificaciones. Esta interfaz toma la forma de
una coleccio´n de reglas de inferencia que permite inferir propiedades dadas en la lo´gica
de especificacio´n a partir de propiedades de los programas dadas en VLRL. La correccio´n
del sistema de inferencia de la interfaz para una lo´gica de especificacio´n dada se basa en
una proyeccio´n que abstrae los modelos (comportamientos) de la lo´gica de especificacio´n
a partir de los programas.
Para verificar que un programa P (de hecho, un programa observado, en el sentido de
que el programa se toma sobre una extensio´n de la signatura de reescritura original que
define co´mo se interpretan los atributos, tal como se explica en la Seccio´n 4.2.4) satisface
una especificacio´n S, uno debe encontrar un conjunto de propiedades V en VLRL que se
satisfacen en P y del cual se deriva S. Idealmente, podriamos ser capaces de generar V de
forma sistema´tica a partir de P , de forma que la verificacio´n se puede reducir a la prueba
de que de V se deriva S.
4.6.1. Lo´gica temporal sobre VLRL
Para ilustrar estas ideas, utilizaremos una lo´gica temporal de tiempo ramificado pa-
ra escribir las especificaciones6. Se proporcionan tres operadores lo´gicos con el siguiente
significado:
AXϕ: la propiedad ϕ se cumple en todos los posibles estados sucesores,
A(ϕWψ): en cualquier co´mputo, ϕ se cumplira´ hasta que se cumpla ψ (weak until),
EXϕ: la propiedad ϕ se cumple en algu´n estado sucesor.
Obse´rvese que AGϕ (la propiedad ϕ se cumple en todos los posibles estados futuros) es
equivalente a A(ϕWfalse).
Dado que estamos interesados en fo´rmulas temporales que expresen propiedades que se
cumplen en estados que pueden ser alcanzados desde estados que cumplen algunas buenas
propiedades, en los ejemplos siguientes usamos fo´rmulas temporales de la forma
Ψ ::= ϕ ⊃ AXψ | ϕ ⊃ A(ϕWψ) | ϕ ⊃ EXψ ,
donde ϕ y ψ son fo´rmulas modales en VLRL.
Los modelos de la lo´gica temporal son los a´rboles de computacio´n generados por el
sistema de transiciones asociado con el modelo inicial del programa. Una rama del a´rbol
es una secuencia infinita de estados [t0], [t1], . . . donde para cada par de estados [ti] y [ti+1]
existe alguna accio´n αi tal que αi : [ti]→ [ti+1].
La satisfaccio´n de una fo´rmula en un estado dado se define de la forma usual:
[t], I, σ |= ϕ ⊃ AXψ si y solo si [t], I, σ |= ϕ implica que para toda accio´n α, si
[[α]]I,σ : [t]→ [t′] entonces [t′], I, σ |= ψ ,
6Remitimos al lector a [Gol92, MP92, Sti92], entre muchos otros textos, para ma´s informacio´n sobre
lo´gicas temporales.
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[t], I, σ |= ϕ ⊃ A(ϕWψ) si y solo si [t], I, σ |= ϕ implica que para toda rama
[t0], [t1], . . . con [t] = [t0], o bien [ti], I, σ |= ϕ para todo i, o bien existe algu´n
k ≥ 0 tal que [tk], I, σ |= ψ y [tj], I, σ |= ϕ para todo 0 ≤ j < k ,
[t], I, σ |= ϕ ⊃ EXψ si y solo si [t], I, σ |= ϕ implica que para alguna accio´n α,
[[α]]I,σ : [t]→ [t′] y [t′], I, σ |= ψ .
Para definir la interfaz de VLRL con esta lo´gica temporal usamos el hecho de que los
modelos del programa y de la especificacio´n se construyen sobre las mismas estructuras
sema´nticas. Las reglas de inferencia de la interfaz son:
ϕ ⊃ ψ, {ϕ ⊃ [α]ψ | α accio´n} ` ϕ ⊃ AXψ (4.64)
{ϕ ∧ ¬ψ ⊃ [α](ϕ ∨ ψ) | α accio´n} ` ϕ ⊃ A(ϕWψ) (4.65)
ϕ ⊃ 〈α〉ψ ` ϕ ⊃ EXψ donde α es una accio´n. (4.66)
La primera regla dice que si ϕ implica ψ y ϕ implica que en el estado que resulta despue´s de
hacer cualquier accio´n α se satisface ψ, entonces para cualquier estado en el que se satisfaga
ϕ, el estado siguiente en cualquier co´mputo satisfara´ ψ. Las otras reglas se explican de
forma similar.
Obse´rvese que el lado izquierdo de estas reglas esta´ formado por fo´rmulas de la lo´gica de
accio´n modal VLRL, mientras que las del lado derecho son fo´rmulas temporales. Obse´rvese
tambie´n que, como α puede ser de la forma β(α′) donde β pone a α′ en contexto, por la
definicio´n de la modalidad 〈〈α′〉〉, (4.66) se puede expresar tambie´n como:
ϕ ⊃ 〈〈α〉〉ψ ` ϕ ⊃ EXψ . (4.67)
La correccio´n de las reglas de inferencia es inmediata porque, como se ha hecho notar
anteriormente, usamos las mismas estructuras de Kripke como modelos para VLRL y para
la lo´gica temporal.
Uso de las reglas de inferencia con conjuntos de acciones infinitos. ¿Co´mo
podemos demostrar el lado izquierdo de cualquiera de las dos primeras reglas de inferencia
de la interfaz anterior cuando el conjunto de acciones es infinito? Sea P (α) la propiedad
que hay que probar sobre α; P (α) = (ϕ ⊃ [α]ψ) en el primer caso, y P (α) = (ϕ ∧ ¬ψ ⊃
[α](ϕ∨ψ)) en el segundo. Proponemos utilizar induccio´n estructural sobre las acciones de
la forma siguiente:
para cada f : s1 . . . sm → State en Σ, con State 6∈ {s1, . . . , sm}, probar
fx〈〉 ⊃ P ([fx()]);
para cada etiqueta r, probar P (α(r)) para cada mı´nimo α(r) que pone a r en con-
texto, como se explica a continuacio´n;
para cada f : s1 . . . sm → State en Σ, con State ∈ {s1, . . . , sm}, probar
{P (αij ) | j ∈ {1, . . . , k}} ` fx〈true〉 ⊃ P (fx(α)),
donde αij son acciones que se corresponden una a una con los argumentos de f de
tipo State.
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Una accio´n pone una etiqueta r en contexto si contiene r(x) como un subte´rmino. La
idea es que, cuando r no reescribe estados pero reescribe dentro de ellos, tenemos que
considerar los posibles contextos en los que se puede aplicar la regla de reescritura. Sin
embargo, como puede haber un nu´mero infinito de contextos, queremos restringir la prueba
a los contextos mı´nimos en el sentido de que la informacio´n que se pone en el contexto
sea lo menor posible. Por ejemplo, si f : s1s2s3 → State y r es una regla que reescribe
te´rminos de tipo s2, un α(r) mı´nimo es f(x, r, y) donde x y y son variables nuevas de tipo
s1 y s3, respectivamente.
En el ejemplo de la ma´quina expendedora as´ı como en todos los que se consideran en
el Cap´ıtulo 5 todas las reglas reescriben estados, y en este caso un α(r) mı´nimo para r es
el mismo r. De hecho, como las reglas de reescritura se aplican a estados, no es necesario
considerar contextos ma´s amplios.
4.6.2. Completitud de las reglas de inferencia de la interfaz de la lo´gica
temporal con VLRL
Como se indicaba en la seccio´n anterior, los modelos de la lo´gica temporal son los
a´rboles de computacio´n generados por el sistema de transiciones asociado con el modelo
inicial del programa y una rama del a´rbol es una secuencia infinita de estados [t0], [t1], . . .
donde para cada par de estados [ti] y [ti+1] existe alguna accio´n αi tal que αi : [ti]→ [ti+1].
Para probar la completitud de las reglas nos centramos en el razonamiento temporal
siguiendo la aproximacio´n dada en [MP95, pa´gina 221]. Asumimos que la parte temporal
de las reglas es va´lida y mostraremos que la respectiva parte modal es tambie´n va´lida.
Completitud de la regla AX
La regla de inferencia AX de la interfaz es:
ϕ ⊃ ψ, {ϕ ⊃ [α]ψ | α accio´n} ` ϕ ⊃ AXψ .
Debemos probar que si [t], I, σ |= ϕ ⊃ AXψ entonces [t], I, σ |= ϕ ⊃ ψ y [t], I, σ |= ϕ ⊃ [α]ψ
para toda accio´n α.
Si [t], I, σ |= ϕ ⊃ AXψ entonces, por la definicio´n de la relacio´n de satisfaccio´n de
los operadores de la lo´gica temporal, [t], I, σ |= ϕ implica que para toda accio´n α, si
[[α]]I,σ : [t]→ [t′] entonces [t′], I, σ |= ψ.
Tomamos en primer lugar α = [t], la transicio´n identidad relacionada con el estado
[t]. Al ser α la transicion identidad, el estado [t] coincide con el estado [t′] y por lo tanto
[t], I, σ |= ϕ implica [t], I, σ |= ψ. Entonces por la definicio´n de la relacio´n de satisfaccio´n
para el operador de implicacio´n [t], I, σ |= ϕ ⊃ ψ.
En segundo lugar, por la definicio´n de la relacio´n de satisfaccio´n de la modalidad de
accio´n [t], I, σ |= ϕ implica que [t], I, σ |= [α]ψ. Por lo tanto, por la definicio´n de la relacio´n
de satisfaccio´n del operador de implicacio´n, [t], I, σ |= ϕ ⊃ [α]ψ.
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Completitud de la regla AW
La regla de inferencia AW de la interfaz viene dada por:
{ϕ ∧ ¬ψ ⊃ [α](ϕ ∨ ψ) | α accio´n} ` ϕ ⊃ A(ϕWψ) .
Debemos probar que si ϕ ⊃ A(ϕWψ) es va´lida, entonces ϕ ∧ ¬ψ ⊃ [α](ϕ ∨ ψ) es tambie´n
va´lida para toda accio´n α.
Supongamos ϕ ⊃ A(ϕWψ) es va´lida. Por la definicio´n de la relacio´n de satisfaccio´n,
[t], I, σ |= ϕ implica que para toda rama [t0], [t1], . . . con [t] = [t0], o bien [ti], I, σ |= ϕ para
todo i, o bien existe algu´n k ≥ 0 tal que [tk], I, σ |= ψ y [tj], I, σ |= ϕ para todo 0 ≤ j < k.
Debemos probar que ϕ ∧ ¬ψ ⊃ [α](ϕ ∨ ψ) es va´lida para toda accio´n α. Supongamos
[t], I, σ |= ϕ ∧ ¬ψ entonces:
En el caso de que no exista α : [t]→ [t′], por la definicio´n de la relacio´n de satisfaccio´n
de la modalidad de accio´n se obtiene directamente [t], I, σ |= [α](ϕ ∨ ψ).
En el caso de que exista α : [t]→ [t′], hay una rama [t], [t′], . . . entonces:
• Si [ti], I, σ |= ϕ para todo i, en particular [t
′], I, σ |= ϕ. Por la definicio´n de la
relacio´n de satisfaccio´n de los operadores de la lo´gica proposicional [t′], I, σ |=
ϕ ∨ ψ. Aplicando la definicio´n de la relacio´n de satisfaccio´n para la modalidad
de accio´n tenemos que [t], I, σ |= [α](ϕ ∨ ψ).
• Si existe algu´n k ≥ 0 tal que [tk], I, σ |= ψ y [tj ], I, σ |= ϕ para todo 0 ≤ j < k.
Entonces:
◦ k 6= 0 ya que por hipo´tesis [t], I, σ |= ¬ψ.
◦ Si k = 1 entonces [t′], I, σ |= ψ y por la definicio´n de la relacio´n de satis-
faccio´n de la lo´gica proposicional [t′], I, σ |= ϕ ∨ ψ. Por la definicio´n de la
relacio´n de satisfaccio´n de la modalidad de accio´n [t], I, σ |= [α](ϕ ∨ ψ).
◦ Si k > 1 entonces [t′], I, σ |= ϕ y por la definicio´n de la relacio´n de satis-
faccio´n de la lo´gica proposicional [t′], I, σ |= ϕ ∨ ψ. Por la definicio´n de la
relacio´n de satisfaccio´n de la modalidad de accio´n [t], I, σ |= [α](ϕ ∨ ψ).
Completitud de la regla EX
La regla de inferencia EX de la interfaz esta´ dada por:
ϕ ⊃ 〈α〉ψ ` ϕ ⊃ EXψ donde α es una accio´n.
Debemos probar que si la fo´rmula ϕ ⊃ EXψ es va´lida entonces existe una accio´n α tal
que ϕ ⊃ 〈α〉ψ.
Por la definicio´n de la relacio´n de satisfaccio´n para el operador temporal EX, tenemos
que [t], I, σ |= ϕ implica que para alguna accio´n α, [[α]]I,σ : [t] → [t′] y [t′], I, σ |= ψ. Por
la definicio´n de la relacio´n de satisfaccio´n de la modalidad de accio´n, [t], I, σ |= ϕ implica
[t], I, σ |= 〈α〉ψ. Por tanto, [t], I, σ |= ϕ ⊃ 〈α〉ψ.
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4.6.3. Ejemplo: Propiedades temporales de la ma´quina expendedora
Vamos a ilustrar la aplicacio´n de las reglas de inferencia de la lo´gica temporal con la
lo´gica VLRLmediante la prueba de propiedades temporales del programa VENDING-MACHINE
para una ma´quina expendedora (Seccio´n 4.2.2).
Primero, podemos obtener fa´cilmente las siguientes 12 fo´rmulas considerando sistema´ti-
camente la forma en que cada una de las 3 reglas de reescritura modifica el valor de cada
una de las 4 observaciones ba´sicas. Estas propiedades se derivan de la axiomatizacio´n de
las interpretaciones de las observaciones que deben proporcionarse junto al programa para
formar un programa observado. Estamos investigando la posibilidad de derivar automa´ti-
camente estas propiedades a partir del programa. En nuestro ejemplo, la axiomatizacio´n
VENDING-MACHINE-OBSERVED se dio´ en la Seccio´n 4.2.2.
(#$ =M) ⊃ [[buy-c]](#$ =M − 1)
(#q =M) ⊃ [[buy-c]](#q =M)
(#c =M) ⊃ [[buy-c]](#c =M + 1) (4.68)
(#a =M) ⊃ [[buy-c]](#a =M) (4.69)
(#$ =M) ⊃ [[buy-a]](#$ =M − 1)
(#q =M) ⊃ [[buy-a]](#q =M + 1)
(#c =M) ⊃ [[buy-a]](#c =M) (4.70)
(#a =M) ⊃ [[buy-a]](#a =M + 1) (4.71)
(#$ =M) ⊃ [[change]](#$ =M + 1)
(#q =M) ⊃ [[change]](#q =M − 4)
(#c =M) ⊃ [[change]](#c =M)
(#a =M) ⊃ [[change]](#a =M) .
Las siguientes fo´rmulas caracterizan las condiciones que permiten realizar las acciones
en el programa VENDING-MACHINE.
〈buy-c〉true ≡ $〈〉 (4.72)
〈buy-a〉true ≡ $〈〉 (4.73)
〈change〉true ≡ 〈q q q q〉
〈〈buy-c〉〉true ≡ #$ ≥ 1 (4.74)
〈〈buy-a〉〉true ≡ #$ ≥ 1 (4.75)
〈〈change〉〉true ≡ #q ≥ 4
donde
$〈〉 ≡ #$ = 1 ∧#a = 0 ∧#c = 0 ∧#q = 0
〈q q q q〉 ≡ #$ = 0 ∧#a = 0 ∧#c = 0 ∧#q = 4 .
Ahora probamos algunas propiedades temporales sobre la ma´quina expendedora.
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Comprando un bizcocho
Si el nu´mero de do´lares es mayor que 0, entonces es posible comprar un bizcocho:
(#$ > 0 ∧#c = N) ⊃ EX(#c = N + 1) .
Usando la regla de inferencia de la interfaz (4.67), necesitamos probar que para alguna
accio´n α
(#$ > 0 ∧#c = N) ⊃ 〈〈α〉〉(#c = N + 1) .
Uniendo las fo´rmulas (4.68) y (4.74), obtenemos
(#c = N ∧#$ > 0) ⊃ [[buy-c]](#c = N + 1) ∧ 〈〈buy-c〉〉true .
Aplicando (4.60) al consecuente anterior obtenemos el resultado:
(#c = N ∧#$ > 0) ⊃ 〈〈buy-c〉〉(#c = N + 1) .
El valor total es un invariante
El valor total de la ma´quina es un invariante:
wealth = N ⊃ AG(wealth = N) .
Por la definicio´n de la conectiva temporal AG, AGϕ ≡ A(ϕWfalse), y aplicando la
regla de inferencia de la interfaz de la lo´gica temporal y VLRL (4.65), es suficiente con
probar
{wealth = N ⊃ [α](wealth = N) | α accio´n} .
Usando induccio´n estructural (ver Seccio´n 4.6.1), tenemos que probar:
constantes:
1. $〈〉 ⊃ (wealth = N ⊃ [[$]](wealth = N))
2. q〈〉 ⊃ (wealth = N ⊃ [[q]](wealth = N))
3. c〈〉 ⊃ (wealth = N ⊃ [[c]](wealth = N))
4. a〈〉 ⊃ (wealth = N ⊃ [[a]](wealth = N))
reglas:
5. wealth = N ⊃ [buy-c](wealth = N)
6. wealth = N ⊃ [buy-a](wealth = N)
7. wealth = N ⊃ [change](wealth = N)
operaciones sobre estados (en este caso, solo ):
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8. (wealth = N1 ⊃ [α1](wealth = N1)),
(wealth = N2 ⊃ [α2](wealth = N2))
` 〈true, true〉 ⊃ (wealth = N ⊃ [ (α1, α2)](wealth = N)) .
La demostracio´n de las siete primeras propiedades es inmediata. Probamos la u´ltima
propiedad de la siguiente forma. Asu´manse las hipo´tesis; usando la regla de inferencia de
VLRL (4.33), obtenemos
〈wealth = N1,wealth = N2〉 ⊃ [ (α1, α2)] 〈wealth = N1,wealth = N2〉 .
A partir de aqu´ı y con la siguiente propiedad de la observacio´n wealth derivada de aplicar
la regla (4.43) para obtener propiedades espaciales ba´sicas de observaciones de tipo Nat
(Seccio´n 4.4.4)
〈true, true〉 ⊃ (wealth = N ⊃
∃N1, N2. 〈wealth = N1,wealth = N2〉 ∧N = N1 +N2) ,
obtenemos
〈true, true〉 ⊃ (wealth = N ⊃
∃N1, N2.[ (α1, α2)] 〈wealth = N1,wealth = N2〉 ∧N = N1 +N2) .
Dado que N,N1, N2 no son variables de tipo estado, podemos aplicar (4.15):
〈true, true〉 ⊃ (wealth = N ⊃
∃N1, N2.[ (α1, α2)] 〈wealth = N1,wealth = N2〉
∧ [ (α1, α2)](N = N1 +N2)) .
Aplicando ahora (4.26) y (4.16), obtenemos
〈true, true〉 ⊃ (wealth = N ⊃
[ (α1, α2)]∃N1, N2. 〈wealth = N1,wealth = N2〉 ∧ (N = N1 +N2)) .
Finalmente, usando la propiedad de los atributos
〈wealth = N1,wealth = N2〉 ∧N = N1 +N2 ⊃ wealth = N ,
derivada de aplicar la regla (4.44) para obtener propiedades espaciales ba´sicas de obser-
vaciones de tipo Nat, llegamos a la conclusio´n deseada
〈true, true〉 ⊃ (wealth = N ⊃ [ (α1, α2)](wealth = N)) .
Comprando un bizcocho y una manzana
En un estado con al menos dos do´lares, es posible comprar concurrentemente un biz-
cocho y una manzana:
(#$ ≥ 2 ∧#c =M ∧#a = N) ⊃ EX(#c =M + 1 ∧#a = N + 1) .
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Usamos la regla de inferencia de la interfaz (4.67), y probamos
(#$ ≥ 2 ∧#c =M ∧#a = N) ⊃ 〈〈α〉〉(#c =M + 1 ∧#a = N + 1)
para alguna accio´n α.
Por aritme´tica, obtenemos
(#$ ≥ 2 ∧#c =M ∧#a = N ∧#q = S) ⊃
(∃K.#$ = 2 +K ∧K ≥ 0 ∧#c =M ∧#a = N ∧#q = S) (4.76)
Ahora distinguimos dos casos.
Caso (i) El estado esta´ compuesto solo por dos do´lares,
K = 0 ∧M = 0 ∧N = 0 ∧ S = 0 .
Aplicando a la fo´rmula (4.76) la propiedad estructural derivada mediante la regla (4.46)
para obtener propiedades espaciales ba´sicas, que afirma que un estado con solo dos do´lares
se puede descomponer en dos subestados no vac´ıos con un do´lar en cada uno de ellos,
obtenemos
(#$ = 2 ∧#c = 0 ∧#a = 0 ∧#q = 0) ⊃
〈#$ = 1 ∧#c = 0 ∧#a = 0 ∧#q = 0, (4.77)
#$ = 1 ∧#c = 0 ∧#a = 0 ∧#q = 0〉 .
Las reglas de inferencia de VLRL (4.33) y (4.62) aplicadas a las propiedades de las
observaciones (4.68), (4.69), (4.70) y (4.71) nos dan
〈#c = 0 ∧#a = 0,#c = 0 ∧#a = 0〉 ⊃
[ (buy-c, buy-a)] 〈#c = 1 ∧#a = 0,#c = 0 ∧#a = 1〉 . (4.78)
Por otra parte, la regla de inferencia de VLRL (4.34) aplicada a las propiedades de las
observaciones (4.72) y (4.73) nos da
〈#$ = 1 ∧#c = 0 ∧#a = 0 ∧#q = 0,
#$ = 1 ∧#c = 0 ∧#a = 0 ∧#q = 0〉 ⊃ (4.79)
〈 (buy-c, buy-a)〉true .
Uniendo las fo´rmulas (4.78) y (4.79), y usando la equivalencia (4.12), obtenemos
〈#$ = 1 ∧#c = 0 ∧#a = 0 ∧#q = 0,
#$ = 1 ∧#c = 0 ∧#a = 0 ∧#q = 0〉 ⊃ (4.80)
〈 (buy-c, buy-a)〉 〈#c = 1 ∧#a = 0,#c = 0 ∧#a = 1〉 .
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Finalmente, encadenando las fo´rmulas (4.77) y (4.80), y la siguiente propiedad es-
tructural de las observaciones derivada mediante la regla (4.45) para obtener propiedades
espaciales ba´sicas
〈#c =M ∧#a = 0,#c = 0 ∧#a = N〉 ⊃ #c =M ∧#a = N ,
obtenemos
(#$ = 2 ∧#c = 0 ∧#a = 0 ∧#q = 0) ⊃
〈 (buy-c, buy-a)〉(#c = 1 ∧#a = 1) , (4.81)
que nos proporciona la conclusio´n deseada para el caso (i), despue´s de aplicar (4.61), con
la accio´n α = (buy-c, buy-a).
Caso (ii) El estado no esta´ compuesto u´nicamente por dos do´lares,
K > 0 ∨M > 0 ∨N > 0 ∨ S > 0 .
Aplicando a la fo´rmula (4.76) la propiedad estructural
(#$ = N1 +N2 ∧#c =M ∧#a = N ∧#q = S
∧ N1 > 0 ∧ (N2 > 0 ∨M > 0 ∨N > 0 ∨ S > 0)) ⊃
〈#$ = N1 ∧#c = 0 ∧#a = 0 ∧#q = 0,
#$ = N2 ∧#c =M ∧#a = N ∧#q = S〉
que afirma que un estado con suficientes do´lares se puede descomponer en dos subestados
no vac´ıos con algunos do´lares en cada uno de ellos, y todas las manzanas, bizcochos y los
cuartos en uno de los subestados, obtenemos
∃K.(#$ = 2 +K ∧K ≥ 0 ∧#c =M ∧#a = N ∧#q = S) ⊃
∃K. 〈#$ = 2 ∧#c = 0 ∧#a = 0 ∧#q = 0, (4.82)
#$ = K ∧#c =M ∧#a = N ∧#q = S〉 .
Ahora aplicamos (4.63) a (4.81), y lo encadenamos con (4.82) para obtener
∃K.(#$ = 2 +K ∧K ≥ 0 ∧#c =M ∧#a = N ∧#q = S) ⊃
∃K.〈〈 (buy-c, buy-a)〉〉 〈#c = 1 ∧#a = 1, (4.83)
#$ = K ∧#c =M ∧#a = N ∧#q = S〉 .
Aplicamos la siguiente propiedad estructural
〈#c = 1 ∧#a = 1,#$ = K ∧#c =M ∧#a = N ∧#q = S〉 ⊃
#c =M + 1 ∧#a = N + 1
al consecuente de (4.83), obteniendo
∃K.(#$ = 2 +K ∧K ≥ 0 ∧#c =M ∧#a = N ∧#q = S) ⊃
∃K.〈〈 (buy-c, buy-a)〉〉(#c =M + 1 ∧#a = N + 1) .
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Encadenando (4.76) con la fo´rmula anterior y despue´s con la implicacio´n
∃K.〈〈 (buy-c, buy-a)〉〉(#c =M + 1 ∧#a = N + 1) ⊃
〈〈 (buy-c, buy-a)〉〉(#c =M + 1 ∧#a = N + 1) .
derivamos el resultado esperado para el caso (ii).
4.7. Conclusiones
La lo´gica de verificacio´n para la lo´gica de reescritura nos permite verificar programas,
esto es sistemas de software, contra sus especificaciones en un nivel ma´s abstracto. Los
principales beneficios del uso de VLRL son:
1. Las propiedades que constituyen la especificacio´n se definen en una lo´gica ma´s abs-
tracta sobre la lo´gica ejecutable de los programas.
2. Mediante el uso de reglas de interfaz con otras lo´gicas modales y temporales permite
la demostracio´n de propiedades expresadas en estas lo´gicas a partir de la lo´gica
VLRL. De esta forma facilita la especificacio´n del sistema al permitir formular las
propiedades en la lo´gica ma´s apropiada.
3. Se integra bien con la lo´gica de reescritura, que es la lo´gica usada para la ejecucio´n
concurrente.
4. Se aplica a las teor´ıas de reescritura en toda su generalidad, acomoda´ndose por lo
tanto a muchos tipos diferentes de sistemas concurrentes.
5. Se adapta bien a aplicaciones de programacio´n pra´cticas en te´rminos de poder ex-
presivo y facilidad de demostracio´n, y soporta razonar sobre estas aplicaciones a un
alto nivel de abstraccio´n.
El operador espacial es una de las principales innovaciones de la lo´gica VLRL y resulta
muy u´til en la especificacio´n de sistemas concurrentes sobre todo cuando se combina con
el operador de accio´n.
Cap´ıtulo 5
Especificacio´n de sistemas
orientados a objetos en VLRL
Las configuraciones orientadas a objetos son unas de las ma´s utilizadas en el actual
modelado de los sistemas. En este cap´ıtulo se utilizan la lo´gica VLRL y la lo´gica temporal
introducidas en el cap´ıtulo anterior para definir y verificar propiedades de diversos sistemas
orientados a objetos.
El lenguaje Maude proporciona muchas facilidades para la especificacio´n de sistemas
orientados a objetos, como la posibilidad de definir clases, mensajes, y la relacio´n de he-
rencia entre las clases (ver Seccio´n 2.2.3). En el ejemplo sobre la especificacio´n de un
modelo de red de telecomunicaciones desarrollado en el Cap´ıtulo 3 se muestra la definicio´n
de varias clases y mensajes, as´ı como la implementacio´n de los me´todos asociados a los
mensajes mediante reglas de reescritura. El lenguaje permite definir un objeto como valor
de un atributo de otro objeto, lo que se utiliza en la especificacio´n de la red de telecomu-
nicaciones para definir la relacio´n de contenido entre objetos. Facilita adema´s el proceso
de creacio´n de objetos mediante el uso de objetos de clase ProtoObject que proporcionan
identificadores u´nicos a los objetos del sistema.
Por otra parte, la lo´gica VLRL, aunque permite la especificacio´n de propiedades so-
bre sistemas con cualquier estructura, se beneficia de las facilidades proporcionadas por
Maude para la especificacio´n de sistemas orientados a objetos, tanto en la definicio´n de
las observaciones del sistema como en la posterior verificacio´n de las propiedades.
En Maude, el estado de un sistema concurrente orientado a objetos se denomina confi-
guracio´n y tiene la estructura de un multiconjunto compuesto por objetos y mensajes que
evoluciona mediante reescrituras concurrentes usando las reglas que describen los efectos
de los eventos de comunicacio´n entre algunos objetos y mensajes de la configuracio´n. El
tipo State definido en la lo´gica VLRL coincidira´ en estos sistemas con la configuracio´n,
o bien con una restriccio´n de ella. Obse´rvese que como la construccio´n de multiconjuntos
es asociativa, conmutativa y con elemento neutro, los estados siempre se pueden descom-
poner. Esta propiedad se mantiene cuando restringimos la nocio´n de configuracio´n para
definir el tipo State siempre que se mantenga la estructura de multiconjunto con elemento
neutro.
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Los tres ejemplos desarrollados en este cap´ıtulo han sido presentados en distintas confe-
rencias. El protocolo sencillo de exclusio´n mutua (Seccio´n 5.1) se presento´ en la conferencia
Recent Trends in Algebraic Development Techniques, WADT’99 (Chateau de Bonas, Fran-
cia) junto con la definicio´n de la lo´gica VLRL y se publico´ en [FMMO+00]. El mundo de
bloques (Seccio´n 5.2) se presento´ en la APPIA-GULP-PRODE’01 Joint Conference on
Declarative Programming (E´vora, Portugal) junto con la definicio´n de las transiciones en
contexto, publica´ndose en [PMO01]. Por u´ltimo, el sistema Mobile Maude (Seccio´n 5.5) se
ha presentado en la conferencia PROLE 2002 (El Escorial, Madrid) junto con las reglas
de derivacio´n de las propiedades espaciales ba´sicas, publica´ndose en [Pit02].
5.1. Un ejemplo sencillo de exclusio´n mutua
En primer lugar, desarrollamos un ejemplo basado en un sencillo protocolo de exclusio´n
mutua. El mo´dulo Maude que especifica el sistema es:
(omod MUTUAL-EXCLUSION-PROTOCOL is
sort Status .
op bcs : -> Status . *** objeto puede entrar en seccio´n crı´tica
op ics : -> Status . *** objeto esta´ en seccio´n crı´tica
op acs : -> Status . *** objeto no esta´ listo para entrar en secc. crit.
class obj | status : Status .
msg token : -> Msg .
var X : Oid .
rl [enter] : < X : obj | status : bcs > token => < X : obj | status : ics > .
rl [exit] : < X : obj | status : ics > => < X : obj | status : acs > token .
rl [ready] : < X : obj | status : acs > => < X : obj | status : bcs > .
endom)
Las observaciones de intere´s son #cs, #tk : Nat que devuelven el nu´mero de objetos en
la seccio´n cr´ıtica (esto es, aquellos cuyo atributo status tiene el valor ics) y el nu´mero
de tokens en el sistema, respectivamente.
El programa observado viene dado por la siguiente teor´ıa de reescritura, donde hemos
an˜adido el tipo Nat y sus operaciones a la signatura de reescritura del sistema y definimos




ops #cs #tk : Configuration -> Nat .
var C : Configuration .
var S : Status .
eq #cs(< X : obj | status : ics > C) = 1 + #cs(C) .
eq #cs(< X : obj | status : bcs > C) = #cs(C) .
eq #cs(< X : obj | status : acs > C) = #cs(C) .
1Obse´rvese que algunas ecuaciones son condicionales para evitar problemas de ejecucio´n como la no
terminacio´n debido a la identidad none, aunque son matema´ticamente correctas sin la condicio´n.
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eq #cs(token C) = #cs(C) .
eq #cs(none) = 0 .
eq #tk(< X : obj | status : S > C) = #tk(C) .
eq #tk(token C) = 1 + #tk(C) .
eq #tk(none) = 0 .
endom)
Algunas fo´rmulas que modelan las acciones del sistema son
(#cs = N ∧#tk =M) ⊃ [[enter(a)]](#cs = N + 1 ∧#tk =M − 1)
(#cs = N ∧#tk =M) ⊃ [[exit(a)]](#cs = N − 1 ∧#tk =M + 1)
(#cs = N ∧#tk =M) ⊃ [[ready(a)]](#cs = N ∧#tk =M)
〈〈enter(a)〉〉true ⊃ #tk > 0
〈enter(a)〉true ⊃ #tk = 1 (5.1)
donde las acciones, como enter(a), se construyen usando la regla de reemplazamiento, con
etiqueta enter y una sustitucio´n de la variable X de la regla por el te´rmino a.
La siguiente propiedad estructural se obtiene a partir de la regla (4.44) para derivar
propiedades espaciales ba´sicas de observaciones de tipo Nat, en la que se considera que los
estados siempre se pueden descomponer:
#tk = N ≡ ∃N1, N2. 〈#tk = N1,#tk = N2〉 ∧N = N1 +N2 . (5.2)
5.1.1. Probando la exclusio´n mutua
Probamos la siguiente propiedad, que afirma que en un estado con un u´nico “token”,
no es posible que dos objetos a y b entren simulta´neamente en la seccio´n cr´ıtica.
#tk = 1 ⊃ [ (enter(a), enter(b))]false .
Asu´mase el antecedente #tk = 1. Por la propiedad estructural (5.2),
∃N1, N2. 〈#tk = N1,#tk = N2〉 ∧ 1 = N1 +N2 ,
y por aritme´tica
〈#tk = 1,#tk = 0〉 ∨ 〈#tk = 0,#tk = 1〉 . (5.3)
En el primer caso, a partir de la propiedad (5.1) para modelar las acciones del sistema
obtenemos por contraposicio´n de la lo´gica proposicional y aplicando la regla (4.17) de
dualidad de la modalidad de accio´n
#tk = 0 ⊃ [enter(b)]false . (5.4)
Por medio de la regla de inferencia de VLRL (4.33) aplicada a (5.4) y a la tautolog´ıa
#tk = 1 ⊃ [enter(a)]true obtenemos
〈#tk = 1,#tk = 0〉 ⊃ [ (enter(a), enter(b))] 〈true, false〉 ,
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y a partir de aqu´ı aplicando contraposicio´n y la regla (4.41) de dualidad topolo´gica a la
regla de inferencia (4.40) se sigue
〈#tk = 1,#tk = 0〉 ⊃ [ (enter(a), enter(b))]false .
De forma ana´loga, en el segundo caso, podemos probar
〈#tk = 0,#tk = 1〉 ⊃ [ (enter(a), enter(b))]false .
5.1.2. Probando un invariante
Consideremos ahora la demostracio´n de que la suma #cs+#tk es invariante:
#cs+#tk = N ⊃ AG(#cs+#tk = N) .
Utilizando la te´cnica de induccio´n estructural descrita en la Seccio´n 4.6.1, es suficiente
con probar:
constantes2:
1. none〈〉 ⊃ (#cs+#tk = N ⊃ [[none]](#cs+#tk = N))
2. token〈〉 ⊃ (#cs+#tk = N ⊃ [[token]](#cs+#tk = N))
3. <_:_|>x1,x2〈〉 ⊃ (#cs+#tk = N ⊃
[[<_:_|>x1,x2]](#cs+#tk = N))
4. <_:_|_>x1,x2,x3〈〉 ⊃ (#cs+#tk = N ⊃
[[<_:_|_>x1,x2,x3]](#cs+#tk = N))
reglas:
5. #cs+#tk = N ⊃ [enter(a)](#cs+#tk = N)
6. #cs+#tk = N ⊃ [exit(a)](#cs+#tk = N)
7. #cs+#tk = N ⊃ [ready(a)](#cs+#tk = N)
operaciones sobre estados (en este caso, solo ):
8. (#cs+#tk = N1 ⊃ [α1](#cs+#tk = N1)),
(#cs+#tk = N2 ⊃ [α2](#cs+#tk = N2))
` 〈true, true〉 ⊃ (#cs+#tk = N ⊃ [ (α1, α2)](#cs+#tk = N)) .
2Algunas constantes de tipo State se obtienen del mo´dulo CONFIGURATION, importado en el proceso
de transformacio´n de un mo´dulo orientado a objetos en un mo´dulo de sistema (ver Seccio´n 2.2.3). En el
proceso de transformacio´n an˜adimos una constante por cada identificador de mensaje. No ponemos las
operaciones constantes derivadas de los identificadores de las clases y de los atributos ya que no son de
tipo State.
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La demostracio´n de las siete primeras propiedades es inmediata. Consideremos la prue-
ba del paso de induccio´n. Asu´manse las hipo´tesis; usando la regla de inferencia de VLRL
(4.33) derivamos
〈#cs+#tk = N1,#cs+#tk = N2〉 ⊃
[ (α1, α2)] 〈#cs+#tk = N1,#cs+#tk = N2〉 . (5.5)
Aplicando la siguiente propiedad estructural de las configuraciones derivada de las
reglas (4.43) y (4.44)
#cs+#tk = N ≡ ∃N1, N2. 〈#cs+#tk = N1,#cs+#tk = N2〉 ∧N = N1 +N2 ,
al antecedente (#cs+#tk = N), y teniendo en cuenta la fo´rmula (5.5), obtenemos
[ (α1, α2)] 〈#cs+#tk = N1,#cs+#tk = N2〉 ,
y es suficiente con aplicar la misma propiedad estructural en el otro sentido para concluir
que [ (α1, α2)](#cs+#tk = N) .
5.2. Un mundo de bloques
En este ejemplo, ilustramos el uso de la modalidad espacial y de la modalidad de accio´n,
e introducimos el uso de variables en la definicio´n de propiedades. El ejemplo esta´ basado
en una versio´n orientada a objetos del mundo de los bloques [CDE+00a, Seccio´n 9.5] que
se mostro´ en la Seccio´n 2.2.3 como ejemplo de sistema orientado a objetos en Maude.
Repetimos a continuacio´n el co´digo mostrado en dicha seccio´n. Un bloque se representa
por medio de un objeto con dos atributos, under, que indica si el bloque esta´ debajo de
otro bloque o si esta´ libre, y on, que indica si el bloque esta´ sobre otro bloque o si esta´ sobre
la mesa. Un robot se representa por medio de otro objeto con un atributo hold, que indica
si el robot esta´ vac´ıo o si sostiene un bloque. Las acciones se representan por medio de
mensajes.
Primero presentamos el sistema en Maude, y a continuacio´n probamos algunas propie-
dades sobre el nu´mero de bloques en el sistema; por u´ltimo, introducimos observaciones
para probar propiedades sobre la posicio´n ocupada por los bloques en el sistema.
(omod OO-BLOCKSWORLD is
protecting QID .
sorts BlockId RobotId Up Down Hold .
subsorts Qid < BlockId RobotId < Oid .
subsorts BlockId < Up Down Hold .
op clear : -> Up . *** el bloque no tiene nada encima
op catchup : -> Up . *** el bloque esta´ cogido por el robot
op table : -> Down . *** el bloque esta´ en la mesa
op catchd : -> Down . *** el bloque esta´ cogido por el robot
op empty : -> Hold . *** el robot esta´ vacı´o
class Block | under : Up, on : Down .
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class Robot | hold : Hold .
msgs pickup putdown : RobotId BlockId -> Msg .
msgs unstack stack : RobotId BlockId BlockId -> Msg .
vars X Y : BlockId .
var R : RobotId .
rl [pickup] : pickup(R,X) < R : Robot | hold : empty >
< X : Block | under : clear, on : table >
=> < R : Robot | hold : X >
< X : Block | under : catchup, on : catchd > .
rl [putdown] : putdown(R,X) < R : Robot | hold : X >
< X : Block | under : catchup, on : catchd >
=> < R : Robot | hold : empty >
< X : Block | under : clear, on : table > .
rl [unstack] : unstack(R,X,Y) < R : Robot | hold : empty >
< X : Block | under : clear, on : Y >
< Y : Block | under : X >
=> < R : Robot | hold : X >
< X : Block | under : catchup, on : catchd >
< Y : Block | under : clear > .
rl [stack] : stack(R,X,Y) < R : Robot | hold : X >
< X : Block | under : catchup, on : catchd >
< Y : Block | under : clear >
=> < R : Robot | hold : empty >
< X : Block | under : clear, on : Y >
< Y : Block | under : X > .
endom)
5.3. Observando el nu´mero de bloques
5.3.1. Definicio´n de las observaciones
Definimos las siguientes observaciones para formular propiedades sobre el nu´mero de
bloques en el sistema:
#blTable, nu´mero de bloques sobre la mesa,
#blOnBl, nu´mero de bloques que esta´n sobre otros bloques,
#blHold, nu´mero de bloques que esta´n sostenidos por robots,
#blocks, nu´mero total de bloques en el sistema,
#empty, nu´mero de robots vac´ıos,
#robots, nu´mero total de robots.
El programa observado viene dado por la siguiente teor´ıa de reescritura:




op #blTable : Configuration -> Nat .
op #blOnBl : Configuration -> Nat .
op #blHold : Configuration -> Nat .
op #blocks : Configuration -> Nat .
op #empty : Configuration -> Nat .
op #robots : Configuration -> Nat .
var C : Configuration .
vars X Y : BlockId .
var R : RobotId .
var M : Msg .
eq #blTable(< X : Block | on : table > C) = 1 + #blTable(C) .
eq #blTable(< X : Block | on : catchd > C) = #blTable(C) .
eq #blTable(< X : Block | on : Y > C) = #blTable(C) .
eq #blTable(< R : Robot | > C) = #blTable(C) .
eq #blTable(none) = 0 .
eq #blTable(M C) = #blTable(C) .
eq #blOnBl(< X : Block | on : table > C) = #blOnBl(C) .
eq #blOnBl(< X : Block | on : catchd > C) = #blOnBl(C) .
eq #blOnBl(< X : Block | on : Y > C) = 1 + #blOnBl(C) .
eq #blOnBl(< R : Robot | > C) = #blOnBl(C) .
eq #blOnBl(none) = 0 .
eq #blOnBl(M C) = #blOnBl(C) .
eq #blHold(< X : Block | > C) = #blHold(C) .
eq #blHold(< R : Robot | hold : empty > C) = #blHold(C) .
eq #blHold(< R : Robot | hold : X > C) = 1 + #blHold(C) .
eq #blHold(none) = 0 .
eq #blHold(M C) = #blHold(C) .
eq #blocks(C) = #blTable(C) + #blOnBl(C) + #blHold(C) .
eq #empty(< X : Block | > C) = #empty(C) .
eq #empty(< R : Robot | hold : X > C) = #empty(C) .
eq #empty(< R : Robot | hold : empty > C) = 1 + #empty(C) .
eq #empty(none) = 0 .
eq #empty(M C) = #empty(C) .
eq #robots(C) = #blHold(C) + #empty(C) .
endom)
Podemos tener, por ejemplo, un estado con tres bloques y dos robots, en el que el
bloque a esta´ sobre la mesa y bajo el bloque c, el bloque b esta´ libre y sobre la mesa, y
el bloque c esta´ sobre el bloque a y libre. Los dos robots esta´n vac´ıos. El estado queda
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descrito por la siguiente configuracio´n.
< ’a : Block | under : ’c, on : table >
< ’c : Block | under : clear, on : ’a >
< ’b : Block | under : clear, on : table >
< ’r : Robot | hold : empty >
< ’s : Robot | hold : empty >
En lo que sigue consideraremos u´nicamente configuraciones consistentes, en el sentido
de que describan situaciones reales posibles del mundo de los bloques; por ejemplo, los
bloques no pueden estar duplicados, si un bloque esta´ sobre otro, entonces el primero
esta´ debajo del segundo, no puede haber dos bloques encima de uno dado, etce´tera.
5.3.2. Ejemplos de modalidad espacial y modalidad de accio´n
En esta seccio´n presentamos varios ejemplos sobre el uso de la modalidad espacial y la
modalidad de accio´n en la especificacio´n de propiedades. En la configuracio´n anterior de
la Seccio´n 5.3.1 se satisfacen las siguientes fo´rmulas:
El estado se puede descomponer en un subestado con dos bloques, uno sobre el otro,
y un robot, y otro subestado con un bloque sobre la mesa y el otro robot:
〈#blocks = 2 ∧#blOnBl = 1 ∧#robots = 1,
#blocks = 1 ∧#blTable = 1 ∧#robots = 1〉 .
El estado tambie´n puede descomponerse en un subestado con todos los bloques y
otro con todos los robots:
〈#blocks = 3 ∧#robots = 0,#blocks = 0 ∧#robots = 2〉 .
Con respecto a la modalidad de accio´n, en el estado
< ’a : Block | under : catchup, on : catchd >
< ’c : Block | under : ’b, on : table >
< ’b : Block | under : clear, on : ’c >
< ’r : Robot | hold : empty > < ’s : Robot | hold : ’a >
putdown(’s,’a) unstack(’r,’b,’c)
se satisfacen las siguientes fo´rmulas:
La regla putdown se puede aplicar al robot s y al bloque a:
〈〈putdown(s, a)〉〉true .
Obse´rvese que utilizamos la modalidad 〈〈 〉〉 en lugar de la modalidad simple 〈 〉
dado que queremos aplicar la transicio´n en contexto al subte´rmino
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< ’a : Block | under : catchup, on : catchd >
< ’s : Robot | hold : ’a > putdown(’s,’a)
Las reglas unstack y putdown pueden aplicarse concurrentemente:
〈 (unstack(r, b, c), putdown(s, a))〉true .
Aqu´ı podemos usar la modalidad simple 〈 〉 dado que aplicamos la accio´n a la con-
figuracio´n completa.
Las reglas unstack y putdown pueden aplicarse concurrentemente, y despue´s de
realizarse la transicio´n, un subestado tendra´ un bloque sostenido por un robot y el
otro subestado tendra´ un bloque sobre la mesa:
〈 (unstack(r, b, c), putdown(s, a))〉 〈#blHold = 1,#blTable = 1〉 .
Si las reglas unstack y putdown se aplican concurrentemente, despue´s de realizarse
la transicio´n un subestado tendra´ dos bloques, uno de ellos sostenido por un robot
y un robot, y el otro subestado tendra´ un robot vac´ıo y un bloque sobre la mesa:
[ (unstack(r, b, c), putdown(s, a))]
〈#blHold = 1 ∧#blocks = 2 ∧#robots = 1,
#empty = 1 ∧#blTable = 1〉 .
Si las reglas pickup y putdown se aplican concurrentemente en contexto, entonces,
despue´s de realizarse la transicio´n, un subestado tendra´ uno o ma´s bloques sobre la
mesa y el otro subestado tendra´ uno o ma´s bloques sostenidos por los robots:
[[ (pickup(r, b), putdown(s, a))]] 〈#blHold ≥ 1,#blTable ≥ 1〉 .
En todos los subestados posibles, si aplicamos la regla putdown al robot s y al bloque
a, entonces el nu´mero de bloques sobre la mesa en ese subestado sera´ mayor o igual
que uno:
[[putdown(s, a)]#blTable ≥ 1, false] .
Obse´rvese que al ser false la propiedad que debe cumplir el segundo subestado se
fuerza el que en cualquier descomposicio´n del estado, el primer subestado cumpla
la propiedad [putdown(s, a)]#blTable ≥ 1. De esta forma como la operacio´n es
conmutativa obtenemos que la propiedad se cumple en todos los subestados posibles.
5.3.3. Propiedades ba´sicas sobre el nu´mero de bloques
En esta seccio´n, presentamos algunas propiedades ba´sicas que se cumplen en el sistema
OO-BLOCKSWORLD y que pueden probarse directamente a partir de la relacio´n de satisfac-
cio´n.
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Propiedades relativas a las transiciones del sistema
Para cada regla de reescritura expresamos los cambios que tienen lugar sobre cada
observacio´n cuando la transicio´n asociada a la regla se realiza. Por ejemplo, si considera-
mos la regla de reescritura pickup y la correspondiente accio´n pickup(u, a), donde u y a
representan una sustitucio´n de las variables de la regla, podemos formular las siguientes
propiedades sobre el nu´mero de bloques:
#blHold = N ⊃ [[pickup(u, a)]](#blHold = N + 1)
#blTable = N ⊃ [[pickup(u, a)]](#blTable = N − 1)
#blOnBl = N ⊃ [[pickup(u, a)]](#blOnBl = N)
#empty = N ⊃ [[pickup(u, a)]](#empty = N − 1)
#blocks = N ⊃ [[pickup(u, a)]](#blocks = N)
#robots = N ⊃ [[pickup(u, a)]](#robots = N) .
Propiedades sobre las condiciones que permiten realizar las acciones
Si observamos el lado izquierdo de cada regla de reescritura, podemos definir las si-
guientes propiedades:
〈〈pickup(u, a)〉〉true ⊃ #blTable ≥ 1 ∧#empty ≥ 1
〈〈putdown(u, a)〉〉true ⊃ #blHold ≥ 1
〈〈unstack(u, a, b)〉〉true ⊃ #blOnBl ≥ 1 ∧#empty ≥ 1
〈〈stack(u, a, b)〉〉true ⊃ #blHold ≥ 1 .
Obse´rvese que las correspondientes equivalencias no se cumplen dado que no conocemos
ni la posicio´n del bloque a, ni la situacio´n del robot.
Propiedades espaciales sobre el nu´mero de bloques
Estas propiedades expresan cua´ndo un estado puede descomponerse en subestados, y
las propiedades que se satisfacen en cada subestado. En el caso del nu´mero de bloques se
derivan de las reglas (4.43) y (4.44) de obtencio´n de propiedades espaciales ba´sicas para
observaciones de tipo Nat, teniendo en cuenta que como la configuracio´n es orientada a
objetos los estados siempre se pueden descomponer; por ejemplo, tenemos
#blocks = N ≡ ∃N1, N2. 〈#blocks = N1,#blocks = N2〉 ∧ (N = N1 +N2) . (5.6)
5.3.4. Una propiedad temporal sobre el nu´mero de bloques
El nu´mero de bloques en el sistema es invariante:
#blocks = N ⊃ AG(#blocks = N) .
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Dada la definicio´n de la conectiva temporal AG, AGϕ ≡ A(ϕWfalse) y aplicando la segun-
da regla de inferencia de la interfaz entre la lo´gica temporal y VLRL (4.65), es suficiente
con probar
{#blocks = N ⊃ [α](#blocks = N) | α accio´n} .
Usando la induccio´n estructural sobre las acciones (ver Seccio´n 4.6.1), debemos probar:
constantes:
1. <_:_|>x1,x2〈〉 ⊃ (#blocks = N) ⊃ [[<_:_|>x1,x2]](#blocks = N)
2. <_:_|_>x1,x2,x3〈〉 ⊃ (#blocks = N) ⊃ [[<_:_|_>x1,x2,x3]](#blocks = N)
3. none〈〉 ⊃ (#blocks = N) ⊃ [[none]](#blocks = N)
4. pickupu,a〈〉 ⊃ (#blocks = N) ⊃ [[pickupu,a]](#blocks = N)
5. putdownu,a〈〉 ⊃ (#blocks = N) ⊃ [[putdownu,a]](#blocks = N)
6. unstacku,a,b〈〉 ⊃ (#blocks = N) ⊃ [[unstacku,a,b]](#blocks = N)
7. stacku,a,b〈〉 ⊃ (#blocks = N) ⊃ [[stacku,a,b]](#blocks = N)
reglas:
8. (#blocks = N) ⊃ [pickup(u, x)](#blocks = N)
9. (#blocks = N) ⊃ [putdown(u, x)](#blocks = N)
10. (#blocks = N) ⊃ [unstack(u, x, y)](#blocks = N)
11. (#blocks = N) ⊃ [stack(u, x, y)](#blocks = N)
operaciones sobre estados (en este caso, solo ):
12. ((#blocks = N1) ⊃ [α1](#blocks = N1)),
((#blocks = N2) ⊃ [α2](#blocks = N2))
` 〈true, true〉 ⊃ (#blocks = N ⊃ [ (α1, α2)](#blocks = N)) .
La demostracio´n de las siete primeras propiedades es inmediata. La demostracio´n de
las propiedades 8–11 se basa en las propiedades sobre las transiciones del sistema, y en la
propiedad (4.62).
Probamos la fo´rmula del u´ltimo caso de la siguiente forma. Asumiendo las hipo´tesis,
derivamos mediante la regla de inferencia (4.33) de VLRL
〈#blocks = N1,#blocks = N2〉 ⊃ [ (α1, α2)] 〈#blocks = N1,#blocks = N2〉 .
Aplicando este resultado a la propiedad espacial (5.6), obtenemos
#blocks = N ⊃ ∃N1, N2.([ (α1, α2)] 〈#blocks = N1,#blocks = N2〉)
∧ (N = N1 +N2) .
Dado que N,N1, N2 no son variables de estado, podemos aplicar (4.15):
#blocks = N ⊃ ∃N1, N2.[ (α1, α2)] 〈#blocks = N1,#blocks = N2〉
∧ [ (α1, α2)](N = N1 +N2) .
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Aplicando ahora (4.26) y (4.16), obtenemos
#blocks = N ⊃ [ (α1, α2)]∃N1, N2. 〈#blocks = N1,#blocks = N2〉
∧(N = N1 +N2) .
Finalmente, usando de nuevo la propiedad espacial (5.6) en el otro sentido obtenemos
el resultado:
#blocks = N ⊃ [ (α1, α2)](#blocks = N) .
5.4. Observando la posicio´n de los bloques
5.4.1. Definicio´n de las observaciones
Para formular propiedades sobre la posicio´n de los bloques en el sistema necesitamos
tener en cuenta cada bloque de forma individual. Generalizamos la definicio´n de las ob-
servaciones dada en la Seccio´n 4.2 y consideramos familias de observaciones, una por cada
bloque o robot en el sistema. En particular, consideramos las siguientes observaciones:
blTablex, es cierto si y solo si el bloque x esta´ sobre la mesa,
blClearx, es cierto si y solo si no hay ningu´n bloque sobre el bloque x,
blOnBlx,y, es cierto si y solo si el bloque x esta´ sobre el bloque y,
blHoldr,x, es cierto si y solo si el bloque x esta´ sostenido por el robot r,
blHoldx, es cierto si y solo si el bloque x esta´ sostenido por algu´n robot,
emptyr, es cierto si y solo si el robot r esta´ vac´ıo.
El programa observado en Maude es el siguiente.
(omod OO-BLOCKSWORLD-POSITION-OBSERVED is
protecting OO-BLOCKSWORLD .
op blTable : Configuration Oid -> Bool .
op blClear : Configuration Oid -> Bool .
op blOnBl : Configuration Oid Oid -> Bool .
op blHold : Configuration Oid Oid -> Bool .
op blHold : Configuration Oid -> Bool .
op empty : Configuration Oid -> Bool .
var C : Configuration .
vars X Y Z : BlockId .
vars R S : RobotId .
var M : Msg .
eq blTable(< X : Block | on : table > C,X) = true .
5.4 Observando la posicio´n de los bloques 117
eq blTable(< X : Block | on : Y > C,X) = blTable(C,X) .
ceq blTable(< Y : Block | > C,X) = blTable(C,X) if X =/= Y .
eq blTable(< R : Robot | > C,X) = blTable(C,X) .
eq blTable(none,X) = false .
eq blTable(M C,X) = blTable(C,X) .
eq blClear(< X : Block | under : clear > C,X) = true .
eq blClear(< X : Block | under : Y > C,X) = blClear(C,X) .
ceq blClear(< Y : Block | > C,X) = blClear(C,X) if X =/= Y .
eq blClear(< R : Robot | > C,X) = blClear(C,X) .
eq blClear(none,X) = false .
eq blClear(M C,X) = blClear(C,X) .
eq blOnBl(< X : Block | on : table > C,X,Y) = blOnBl(C,X,Y) .
eq blOnBl(< X : Block | on : Z > C,X,Y) = Y == Z or blOnBl(C,X,Y) .
ceq blOnBl(< Z : Block | > C,X,Y) = blOnBl(C,X,Y) if X =/= Z .
eq blOnBl(< R : Robot | > C,X,Y) = blOnBl(C,X,Y) .
eq blOnBl(none,X,Y) = false .
eq blOnBl(M C,X,Y) = blOnBl(C,X,Y) .
eq blHold(< X : Block | > C,R,Y) = blHold(C,R,Y) .
eq blHold(< R : Robot | hold : empty > C,S,Y) = blHold(C,S,Y) .
eq blHold(< R : Robot | hold : X > C,S,Y) =
(X == Y and R == S) or blHold(C,S,Y) .
eq blHold(none,R,Y) = false .
eq blHold(M C,R,Y) = blHold(C,R,Y) .
eq blHold(< X : Block | > C,Y) = blHold(C,Y) .
eq blHold(< R : Robot | hold : empty > C,Y) = blHold(C,Y) .
eq blHold(< R : Robot | hold : X > C,Y) = (X == Y) or blHold(C,Y) .
eq blHold(none,Y) = false .
eq blHold(M C,Y) = blHold(C,Y) .
eq empty(< X : Block | > C,R) = empty(C,R) .
eq empty(< R : Robot | hold : empty > C,S) = (R == S) or empty(C,S) .
eq empty(< R : Robot | hold : X > C,S) = empty(C,S) .
eq empty(none,R) = false .
eq empty(M C,R) = empty(C,R) .
endom)
5.4.2. Propiedades ba´sicas sobre la posicio´n de los bloques
En lo que sigue, a, b, c, y d denotan cuatro bloques diferentes, y u y v son dos robots
diferentes3.
3Algunas propiedades se cumplen tambie´n cuando las constantes denotan el mismo objeto.
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Propiedades relativas a las transiciones del sistema
blTablea ∧ blCleara ∧ emptyu ⊃ [[pickup(u, a)]]blHoldu,a
blOnBla,b ⊃ [[pickup(u, c)]]blOnBla,b (5.7)
blHoldu,a ⊃ [[putdown(u, a)]](emptyu ∧ blCleara ∧ blTablea)
blOnBla,b ⊃ [[putdown(u, c)]]blOnBla,b (5.8)
emptyu ∧ blCleara ∧ blOnBla,b ⊃
[[unstack(u, a, b)]](blHoldu,a ∧ blClearb) (5.9)
blHoldu,a ∧ blClearb ⊃
[[stack(u, a, b)]](emptyu ∧ blCleara ∧ blOnBla,b)
blOnBla,b ⊃ [[stack(u, c, d)]]blOnBla,b (5.10)
Propiedades sobre las condiciones que permiten realizar las acciones
Definimos una propiedad por cada regla de reescritura en el sistema.
〈〈pickup(u, a)〉〉true ⊃ blTablea ∧ blCleara ∧ emptyu
〈〈putdown(u, a)〉〉true ⊃ blHoldu,a
〈〈unstack(u, a, b)〉〉true ⊃ blOnBla,b ∧ blCleara ∧ emptyu (5.11)
〈〈stack(u, a, b)〉〉true ⊃ blHoldu,a ∧ blClearb
Propiedades de observaciones derivadas
En el conjunto de observaciones que hemos definido, hay algunas relaciones entre atri-
butos que pueden expresarse por medio de las siguientes fo´rmulas:
blCleara ⊃ ¬blOnBlb,a ∧ ¬blHoldu,a (5.12)
blOnBla,b ⊃ ¬blTablea ∧ ¬blClearb ∧ ¬blHolda ∧ ¬blHoldb (5.13)
blHoldu,a ⊃ blHolda (5.14)
Propiedades espaciales sobre la posicio´n de los bloques
Todas las observaciones declaradas son observaciones de un u´nico elemento del sistema
en el sentido de la Seccio´n 4.4.4, y podemos por lo tanto aplicar las reglas all´ı definidas
para obtener propiedades espaciales ba´sicas.
blOnBla,b ∧ emptyu ≡
〈(blOnBla,b ∧ emptyu), (¬blHolda ∧ ¬blOnBla,b ∧ ¬blTablea)〉 (5.15)
¬blHoldu,a ≡ 〈¬blHoldu,a,¬blHoldu,a〉 (5.16)
blOnBla,b ≡ 〈blOnBla,b, true〉 (5.17)
blOnBla,b ∨ blHolda ≡ 〈blOnBla,b ∨ blHolda, true〉 (5.18)
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5.4.3. Una propiedad temporal sobre la posicio´n de los bloques
Si un bloque esta´ bajo otro bloque entonces no puede ser cogido por ningu´n robot
vac´ıo:
blOnBlx,y ∧ emptyr ⊃ AX(¬blHoldr,y) .
Aplicando la primera regla de inferencia de la interfaz de la lo´gica temporal y VLRL
(4.64) es suficiente con probar
blOnBlx,y ∧ emptyr ⊃ ¬blHoldr,y ,
{blOnBlx,y ∧ emptyr ⊃ [α](¬blHoldr,y) | α accio´n} .
Para la primera fo´rmula, obtenemos de (5.13) y (5.14)
blOnBlx,y ∧ emptyr ⊃ blOnBlx,y ⊃ ¬blHoldr,y .
Para la segunda fo´rmula, usando la induccio´n estructural sobre las acciones, debemos
probar:
constantes (las demostraciones son inmediatas):
1. <_:_|>x1,x2〈〉 ⊃ (blOnBlx,y ∧ emptyr) ⊃ [[<_:_|>x1,x2]](¬blHoldr,y)
2. <_:_|_>x1,x2,x3〈〉 ⊃ (blOnBlx,y ∧ emptyr) ⊃
[[<_:_|_>x1,x2,x3]](¬blHoldr,y)
3. none〈〉 ⊃ (blOnBlx,y ∧ emptyr) ⊃ [[none]](¬blHoldr,y)
4. pickupu,a〈〉 ⊃ (blOnBlx,y ∧ emptyr) ⊃ [[pickupu,a]](¬blHoldr,y)
5. putdownu,a〈〉 ⊃ (blOnBlx,y ∧ emptyr) ⊃ [[putdownu,a]](¬blHoldr,y)
6. unstacku,a,b〈〉 ⊃ (blOnBlx,y ∧ emptyr) ⊃ [[unstacku,a,b]](¬blHoldr,y)
7. stacku,a,b〈〉 ⊃ (blOnBlx,y ∧ emptyr) ⊃ [[stacku,a,b]](¬blHoldr,y) .
reglas:
8. (blOnBlx,y ∧ emptyr) ⊃ [pickup(u, z)](¬blHoldr,y) .
Aplicar las propiedades (5.7), (5.13), (5.14) y (4.62) para obtener el resultado.
9. (blOnBlx,y ∧ emptyr) ⊃ [putdown(u, z)](¬blHoldr,y) .
Aplicar las propiedades (5.8), (5.13), (5.14) y (4.62) para obtener el resultado.
10. (blOnBlx,y ∧ emptyr) ⊃ [unstack(u, z1, z2)](¬blHoldr,y) .
Distinguimos dos casos:
(i) Si blClearx, entonces aplicar (5.9), y despue´s (5.12) y (4.62) para obtener el
resultado.
(ii) Si ¬blClearx, entonces aplicar el contrarrec´ıproco de (5.11) y (4.62).
11. (blOnBlx,y ∧ emptyr) ⊃ [stack(u, z1, z2)](¬blHoldr,y) .
Aplicar las propiedades (5.10), (5.13), (5.14) y (4.62) para obtener el resultado.
operaciones sobre estados (en este caso, solo ):
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12. ((blOnBlx,y ∧ emptyr) ⊃ [α1](¬blHoldr,y)),
((blOnBlx,y ∧ emptyr) ⊃ [α2](¬blHoldr,y))
` 〈true, true〉 ⊃ (blOnBlx,y ∧ emptyr) ⊃ [ (α1, α2)](¬blHoldr,y) .
Usamos la siguiente propiedad modal de las observaciones, que dice que si un bloque
no existe, despue´s de la ejecucio´n de cualquier transicio´n tampoco existira´.
¬blHolda ∧ ¬blOnBla,b ∧ ¬blTablea ⊃ [α](¬blHolda ∧ ¬blOnBla,b ∧ ¬blTablea) .
Aplicando la propiedad derivada de las observaciones (5.14) y la lo´gica proposicional
obtenemos:
¬blHolda ∧ ¬blOnBla,b ∧ ¬blTablea ⊃ [α](¬blHoldu,a) .
Combinamos este resultado con la primera hipo´tesis:
(blOnBlx,y ∧ emptyr) ∨ (¬blHoldy ∧ ¬blOnBly,z ∧ ¬blTabley) ⊃
[α1](¬blHoldr,y) .
De la segunda hipo´tesis, usando la regla de inferencia (4.33) de VLRL, derivamos
〈(blOnBlx,y ∧ emptyr) ∨ (¬blHoldy ∧ ¬blOnBly,z ∧ ¬blTabley),
(blOnBlx,y ∧ emptyr)〉 ⊃
[ (α1, α2)]( 〈¬blHoldr,y,¬blHoldr,y〉) .
Usando la propiedad estructural (5.15):
(blOnBlx,y ∧ emptyr) ⊃ [ (α1, α2)]( 〈¬blHoldr,y,¬blHoldr,y〉) .
Finalmente, usando la propiedad estructural (5.16) obtenemos el resultado.
5.4.4. Otra propiedad temporal sobre la posicio´n de los bloques
Si un bloque esta´ debajo de otro, permanecera´ bajo e´l hasta que el bloque que esta´ en-
cima sea cogido por un robot:
blOnBlx,y ⊃ A(blOnBlx,y W blHoldx) .
Aplicando la segunda regla de inferencia de la interfaz de la lo´gica temporal con VLRL
(4.65), es suficiente con probar
{blOnBlx,y ∧ ¬blHoldx ⊃ [α](blOnBlx,y ∨ blHoldx) | α accio´n} .
Usando induccio´n estructural, debemos probar:
constantes (las demostraciones son inmediatas):
1. <_:_|>x1,x2〈〉 ⊃ (blOnBlx,y ∧ ¬blHoldx) ⊃
[[<_:_|>x1,x2]](blOnBlx,y ∨ blHoldx)
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2. <_:_|_>x1,x2,x3〈〉 ⊃ (blOnBlx,y ∧ ¬blHoldx) ⊃
[[<_:_|_>x1,x2,x3]](blOnBlx,y ∨ blHoldx)
3. none〈〉 ⊃ (blOnBlx,y ∧ ¬blHoldx) ⊃ [[none]](blOnBlx,y ∨ blHoldx)
4. pickupu,a〈〉 ⊃ (blOnBlx,y ∧ ¬blHoldx) ⊃
[[pickupu,a]](blOnBlx,y ∨ blHoldx)
5. putdownu,a〈〉 ⊃ (blOnBlx,y ∧ ¬blHoldx) ⊃
[[putdownu,a]](blOnBlx,y ∨ blHoldx)
6. unstacku,a,b〈〉 ⊃ (blOnBlx,y ∧ ¬blHoldx) ⊃
[[unstacku,a,b]](blOnBlx,y ∨ blHoldx)
7. stacku,a,b〈〉 ⊃ (blOnBlx,y ∧ ¬blHoldx) ⊃
[[stacku,a,b]](blOnBlx,y ∨ blHoldx) .
reglas:
8. (blOnBlx,y ∧ ¬blHoldx) ⊃ [pickup(u, z)](blOnBlx,y ∨ blHoldx) .
La propiedad se deriva directamente de (5.7) y (4.62).
9. (blOnBlx,y ∧ ¬blHoldx) ⊃ [putdown(u, z)](blOnBlx,y ∨ blHoldx) .
La propiedad se deriva directamente de (5.8) y (4.62).
10. (blOnBlx,y ∧ ¬blHoldx) ⊃ [unstack(u, z1, z2)](blOnBlx,y ∨ blHoldx) .
Distinguimos dos casos:
(i) Si emptyu∧blClearx, entonces basta aplicar (5.9), (5.14) y (4.62) para obtener
el resultado.
(ii) Si ¬emptyu∨¬blClearx, entonces basta aplicar el contrarrec´ıproco de (5.11)
y (4.62).
11. (blOnBlx,y ∧ ¬blHoldx) ⊃ [stack(u, z1, z2)](blOnBlx,y ∨ blHoldx) .
La propiedad se deriva directamente de (5.10) y (4.62).
operaciones sobre estados:
12. ((blOnBlx,y ∧ ¬blHoldx) ⊃ [α1](blOnBlx,y ∨ blHoldx),
(blOnBlx,y ∧ ¬blHoldx) ⊃ [α2](blOnBlx,y ∨ blHoldx)
` 〈true, true〉 ⊃ (blOnBlx,y ∧ ¬blHoldx) ⊃
[ (α1, α2)](blOnBlx,y ∨ blHoldx)
De la primera hipo´tesis y la tautolog´ıa true ⊃ [α]true, usando la regla de inferencia
(4.33) de VLRL, derivamos
〈(blOnBlx,y ∧ ¬blHoldx), true〉 ⊃ [ (α1, α2)]( 〈(blOnBlx,y ∨ blHoldx), true〉) .
Ahora no´tese que, por la propiedad derivada de las observaciones (5.13) tenemos
blOnBla,b ⊃ ¬blHolda por lo que blOnBla,b ≡ blOnBla,b ∧ ¬blHolda.
Entonces, usando la propiedad estructural (5.17),
blOnBlx,y ⊃ [ (α1, α2)]( 〈(blOnBlx,y ∨ blHoldx), true〉) .
Finalmente, obtenemos el resultado deseado usando la propiedad estructural (5.18).
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5.5. El sistema Mobile Maude
En este ejemplo profundizamos en el uso de la modalidad espacial, especialmente en
la definicio´n de propiedades espaciales ba´sicas utilizando las reglas definidas en la Sec-
cio´n 4.4.4.
El sistema Mobile Maude proporciona una especificacio´n de un modelo de movilidad
de objetos entre procesos (Seccio´n 2.2.6). En Mobile Maude hay dos entidades principales:
los procesos y los objetos mo´viles que pueden moverse de un proceso a otro e intercambian
mensajes con otros objetos, en el mismo proceso o en otro diferente.
Con el fin de probar propiedades en VLRL definimos el estado como un multiconjunto
de procesos y mensajes. Debemos restringir la nocio´n general de configuracio´n en sistemas
orientados a objetos como multiconjunto de objetos y mensajes, ya que los objetos mo´viles
se encuentran en los procesos y cuando se mueven de un proceso a otro se encapsulan en
un mensaje, por lo que nunca aparecen al nivel de los procesos
5.5.1. Definicio´n de las observaciones
Primero observamos el nu´mero de objetos mo´viles en el sistema. Para ello se define la
observacio´n #mo como el nu´mero total de objetos mo´viles en un estado
op #mo : State -> Nat .
var C : State .
var PI : Pid .
var S : Set[Mid] .
var M : Message .
var PO : Mid .
eq #mo(< PI : P | guests : S > C) = size(S) + #mo(C) .
eq #mo(none) = 0 .
eq #mo(go(PI,< PO : MO | >) C) = 1 + #mo(C) .
ceq #mo(M C) = #mo(C) if M =/= go(PI,< PO : MO | >) .
donde none representa el multiconjunto vac´ıo y go es el mensaje que cambia el proceso en
el que se esta´ ejecutando un objeto. El mensaje es generado por el objeto mo´vil mediante
la regla message-out-move, a continuacio´n, la regla go-proc env´ıa el mensaje al estado,
y por u´ltimo la regla arrive-proc permite que el proceso al que se dirige el objeto mo´vil
lo capture (ver Seccio´n 2.2.6).
Para observar si existe algu´n objeto activo en un estado definimos una observacio´n act,
y para observar si un objeto mo´vil dado esta´ en modo active definimos la observacio´n
acto. Esta nocio´n de observacio´n parametrizada, que ya se utilizo´ al observar la posicio´n
de los bloques en la Seccio´n 5.4, se utiliza para considerar familias de observaciones, una
por cada objeto mo´vil en el sistema:
op act : State -> Bool .
op act : State Mid -> Bool .
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vars S : State .
var PI : Pid .
var C : Configuration .
var M : Message .
vars MI MI’ : Mid .
var MD : Mode .
eq act(none) = false .
eq act(M S) = act(S) .
eq act(< PI : P | cf : C < MI : MO | mode : active > > S) = true .
eq act(< PI : P | cf : C < MI : MO | mode : idle > > S) =
act(< PI : P | cf : C > S) .
eq act(< PI : P | cf : none > S) = act(S) .
eq act(none,MI) = false .
eq act(M S,MI) = act(S, MI) .
eq act(< PI : P | cf : C < MI : MO | mode : MD > > S,MI) =
(MD == active) or act(S,MI) .
ceq act(< PI : P | cf : C <MI’ : MO | > S,MI) =
act(< PI : P | cf : C > S,MI) if MI =/= MI’ .
eq act(< PI : P | cf : none > S,MI) = act(S,MI) .
5.5.2. Propiedades espaciales ba´sicas de Mobile Maude
Observaciones de tipo Nat
La observacio´n #mo es de tipo Nat, por lo que se pueden utilizar las reglas (4.43) y
(4.44) para derivar las siguientes propiedades espaciales ba´sicas:
` 〈#mo = N1,#mo = N2〉 ⊃ #mo = N1 +N2
` 〈true, true〉 ⊃ (#mo = N ⊃
∃N1, N2.( 〈#mo = N1,#mo = N2〉 ∧N = N1 +N2)) (5.19)
donde la operacio´n de concatenacio´n es la u´nica operacio´n definida que construye esta-
dos, y se declara como asociativa, conmutativa y con identidad none.
En este caso la propiedad (5.19) no se verifica para todos los valores de N1 y N2 tales
que N = N1 +N2, ya que los objetos mo´viles se encuentran en los procesos y el estado se
descompone en procesos y mensajes. En la configuracio´n4
< P1 : P | cf : < O1 : MO | > < O2 : MO | > < O3 : MO | > >
< P2 : P | cf : < O4 : MO | > < O5 : MO | > >
< P3 : P | cf : < O6 : MO | > < O7 : MO | > >
no es posible dividir el estado en dos subestados tales que: 〈#mo = 3,#mo = 4〉 ya que
un proceso no puede dividirse entre dos subestados.
4Omitimos los atributos de los objetos que no son relevantes para el ejemplo.
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Configuraciones con estados vac´ıos
Dado que la operacio´n de construccio´n de estados admite el estado vac´ıo podemos
derivar a partir de la regla (4.51)
#mo < N ⊃ 〈#mo < N, true〉 .
El rec´ıproco no siempre se cumple. Podemos considerar, por ejemplo, la propiedad:
〈#mo < N, true〉 .
Claramente podemos tener ma´s de N objetos mo´viles en el sistema completo, pues es
suficiente con tenerlos en el segundo subestado.
Se comprueba tambie´n que (4.51) no se cumple si la funcio´n no permite estados vac´ıos.
To´mese, por ejemplo, el estado formado por tres procesos y ningu´n mensaje definido
previamente y supo´ngase que | es una operacio´n asociativa y conmutativa y sin elemento
neutro que concatena multiconjuntos, se tiene que #mo > 6 se verifica, pero | 〈#mo >
6, true〉 no.
Observaciones sobre un elemento u´nico del sistema
Conside´rense ahora observaciones relativas a un u´nico objeto del sistema, como por
ejemplo acto que observa el modo de un objeto mo´vil, identificado por su nombre o.
Utilizando la regla (4.54) derivamos que si un objeto esta´ activo en un subestado, entonces
se encuentra activo en el estado global 〈acto, true〉 ⊃ acto.
La regla (4.55) nos dice que si un objeto se encuentra activo en un subestado, entonces
no se encuentra en ningu´n otro subestado: acto ⊃ 〈acto,¬acto〉. Si tenemos propiedades
diferentes en cada subestado, entonces la regla (4.57) nos permite derivar su conjuncio´n:
〈acto, acto’〉 ⊃ acto ∧ acto’, pero el rec´ıproco no se cumple siempre.
La regla (4.56) nos permite afirmar que si tenemos una propiedad no se cumple en
un sistema entonces no se cumple en ningu´n subestado, suponiendo que la propiedad
no es va´lida en el estado vac´ıo; por ejemplo, ¬acto ⊃ 〈¬acto,¬acto〉. De nuevo esta
propiedad no se cumple en general si la observacio´n no es u´nica: ¬#mo < N 6⊃ 〈¬#mo <
N,¬#mo < N〉, aunque puede ser cierta en algu´n caso: ¬act ⊃ 〈¬act ,¬act〉.
5.5.3. Combinando acciones con propiedades espaciales
La combinacio´n de la modalidad espacial y la modalidad de accio´n nos permite definir
de forma natural propiedades sobre la ejecucio´n concurrente de acciones.
Por ejemplo, supongamos que dos objetos mo´viles o1 y o2 comienzan a moverse de un
proceso a otro.
La regla message-out-move encapsula los objetos en mensajes que son enviados por
el sistema al proceso correspondiente. En lo que sigue se utiliza la abreviatura mom para
esta regla de reescritura para mejorar la legibilidad de las propiedades.
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rl [message-out-move] :
< M : MO | s : ’_&_[T,’go[T’]], mode : active >
=> go(downPid(T’),
< M : MO | s : ’’_&_[T,’none’MsgSet], mode : idle >) .
El objeto es capturado por el proceso receptor al aplicar la regla arrive-proc (ver
Seccio´n 2.2.6).
Usando la regla de inferencia (4.38) podemos derivar que si las acciones pueden realizar-
se, entonces pueden realizarse de forma concurrente, y obtenemos la equivalencia usando
la regla de inferencia (4.35):
〈〈mom(o1,T,P2)〉true, 〈mom(o2,T’,P1)〉true〉 ≡
〈 (mom(o1,T,P2),mom(o2,T’,P1))〉true
donde o, T y T’ son una sustitucio´n dada de las variables de la regla de reescritura mom.
Usando la regla de inferencia (4.39) obtenemos que el resultado de ejecutar las acciones
en cada subestado es el mismo que el resultado de ejecutarlas concurrentemente.
〈〈mom(o1,T,P2)〉(¬acto1), 〈mom(o2,T’,P1)〉(¬acto2)〉 ⊃
〈 (mom(o1,T,P2), mom(o2,T,P1))〉 〈¬acto1,¬acto2〉 .
Tambie´n podemos combinar propiedades sobre las transiciones del sistema como:
[mom(o,T,P)]¬acto
y derivar por medio de la regla de inferencia (4.33):
〈true, true〉 ⊃ [ (mom(o1,T,P2), mom(o2,T,P1))] 〈¬acto1,¬acto2〉 .
5.5.4. Uso de propiedades espaciales para probar propiedades tempora-
les
Ahora podemos probar propiedades tales como el nu´mero de objetos mo´viles en el
sistema es siempre mayor o igual que cero
#mo ≥ 0 ⊃ AG(#mo ≥ 0) .
Por la definicio´n de la conectiva temporal, AGϕ ≡ A(ϕWfalse), y aplicando la regla
de inferencia (4.65), es suficiente con probar
{#mo ≥ 0 ⊃ [α](#mo ≥ 0) | α action} .
Como el nu´mero de acciones puede ser infinito, aplicamos induccio´n estructural. Entonces
tenemos que probar que la propiedad se cumple para las acciones constantes, para las
acciones derivadas de las etiquetas de las reglas, y para las acciones formadas a partir
de operaciones sobre los estados, tal como se ha hecho, por ejemplo, en la Seccio´n 5.1.2.
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Ilustramos co´mo probar la propiedad para las acciones formadas a partir de operaciones
sobre estados, ya que es aqu´ı donde se utilizan las propiedades espaciales.
La u´nica operacio´n de estado que tenemos es , para la cual debemos probar que:
(#mo ≥ 0 ⊃ [α1](#mo ≥ 0)), (#mo ≥ 0 ⊃ [α2](#mo ≥ 0))
` 〈true, true〉 ⊃ (#mo ≥ 0 ⊃ [ (α1, α2)](#mo ≥ 0)) .
Suponiendo las hipo´tesis y usando la regla de inferencia (4.33) de VLRL, tenemos
〈#mo ≥ 0,#mo ≥ 0〉 ⊃ [ (α1, α2)] 〈#mo ≥ 0,#mo ≥ 0〉 .
Ahora se aplica la propiedad espacial ba´sica (4.44) para derivar
〈true, true〉 ⊃ (#mo ≥ 0 ⊃
∃N1, N2 ≥ 0.([ (α1, α2)] 〈#mo ≥ 0,#mo ≥ 0〉 ∧N = N1 +N2) .
Dado que N1 y N2 no son variables de estado podemos aplicar la regla de inferencia (4.15)
para introducir la modalidad de accio´n en el te´rmino N = N1 +N2:
〈true, true〉 ⊃ (#mo ≥ 0 ⊃
∃N1, N2 ≥ 0.([ (α1, α2)] 〈#mo ≥ 0,#mo ≥ 0〉 ∧ [ (α1, α2)](N = N1 +N2)) .
Entonces, aplicando (4.26) y (4.16) obtenemos:
〈true, true〉 ⊃ (#mo ≥ 0 ⊃
[ (α1, α2)]∃N1, N2. 〈#mo ≥ 0,#mo ≥ 0〉 ∧N = N1 +N2)) .
Finalmente, aplicando la propiedad espacial ba´sica (4.43) llegamos a la conclusio´n deseada:
〈true, true〉 ⊃ (#mo ≥ 0 ⊃ [ (α1, α2)](#mo ≥ 0)) .
5.6. Conclusiones
La lo´gica VLRL permite la demostracio´n formal de propiedades modales y temporales
de sistemas, siendo especialmente adecuada en sistemas con configuraciones orientadas
a objetos, ya que en estos casos la definicio´n del estado del sistema viene dada por la
propia configuracio´n de este. Por otra parte, en las configuraciones orientadas a objetos,
el operador espacial de la lo´gica resulta de gran utilidad al permitir definir propiedades
solo sobre una serie de objetos y mensajes existentes en la configuracio´n total.
La definicio´n de propiedades esta´ completamente definida por el usuario a trave´s de
las observaciones, como se muestra en todos los ejemplos. Esta definicio´n adema´s no es
restrictiva, ya que permite no solo observaciones constantes co´mo las utilizadas en los
dos primeros ejemplos, sino tambie´n el observar objetos o mensajes concretos del sistema
mediante el uso de variables en las observaciones, como ocurre en el segundo ejemplo sobre
el mundo de los bloques.
Se comprueba adema´s que la demostracio´n de las propiedades invariantes de los siste-




En este cap´ıtulo mostramos co´mo puede realizarse una prueba semi-formal de la co-
rreccio´n total, que incluye propiedades de seguridad y propiedades de vivacidad, de un
algoritmo especificado en Maude.
Consideramos tres especificaciones, a diferentes niveles de abstraccio´n, del protocolo
de eleccio´n de l´ıder del bus en serie multimedia IEEE 1394. La especificacio´n del protocolo
se da en el lenguaje Maude y se prueba su correccio´n razonando por induccio´n sobre las
reglas de reescritura que el protocolo elige un u´nico lider.
La descripcio´n del protocolo en Maude se debe a Alberto Verdejo. En las secciones
siguientes se muestra solamente el co´digo necesario para realizar la prueba semi-formal del
algoritmo; la descripcio´n completa y una detallada explicacio´n del mismo puede encon-
trarse en [VPMO02, Ver03].
El trabajo contenido en este cap´ıtulo se presento´ por primera vez en el Third In-
ternational Workshop on Rewriting Logic and its Applications, WRLA 2000 (Kanaza-
wa, Japo´n), y fue publicado en [VPMO00]. Tambie´n se presento´ en el International
Workshop on Application of Formal Methods to IEEE 1394 Standard (Berl´ın, Alema-
nia) [VPMO01b, VPMO01a] en 2001, evento que ha dado lugar a un volumen especial de
la revista Formal Aspects of Computing, donde se ha incluido una versio´n extendida de
nuestro trabajo [VPMO02].
6.1. Descripcio´n informal del protocolo
El bus en serie multimedia IEEE 1394 [IEE95] permite transportar todas las formas
de v´ıdeo digitalizado y audio entre sistemas y dispositivos. El IEEE 1394 completo es
complejo, abarcando diferentes subprotocolos, cada uno de los cuales tiene que ver con
tareas diferentes (transferencia de datos entre nodos de la red, eleccio´n del l´ıder, etc.). El
esta´ndar esta´ descrito en capas y cada capa se divide en diferentes fases [IEE95]. En esta
seccio´n solo se trata la fase de identificacio´n del a´rbol (eleccio´n del l´ıder) de la capa f´ısica.
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Informalmente, la fase de identificacio´n del a´rbol del IEEE 1394 es un protocolo de
eleccio´n de l´ıder que tiene lugar despue´s de un reajuste del bus en la red (es decir, cuando
se an˜ade o se elimina un nodo). Inmediatamente despue´s del reajuste del bus, todos los
nodos tiene la misma condicio´n y solo conocen a que nodos esta´n conectados; debe entonces
seleccionarse un l´ıder que sirva como gestor del bus para las otras fases del protocolo. El
protocolo solo termina con e´xito si la red inicial es conexa y sin ciclos.
Cada nodo lleva a cabo una serie de negociaciones con sus vecinos para establecer el
sentido de la relacio´n padre-hijo entre ellos. Concretamente, si un nodo tiene n conexiones
entonces recibe peticiones “se´ mi padre” de todas o de todas menos una de ellas.
Suponiendo que se han realizado n o n − 1 peticiones, el nodo se mueve a una fase
de reconocimiento, donde manda mensajes de acuse de recibo “tu´ eres mi hijo” a todos
los nodos que mandaron una peticio´n “se´ mi padre” en la fase anterior. Cuando todos los
acuses de recibo se han mandado, bien el nodo tiene n hijos y es el nodo ra´ız, o bien el
nodo env´ıa una peticio´n “se´ mi padre” en la conexio´n que todav´ıa no se ha utilizado y
espera un acuse de recibo del padre.
La comunicacio´n entre los nodos es as´ıncrona, por lo que es posible que dos nodos
pidan simulta´neamente el uno al otro que sea su padre, dando lugar a un conflicto. Para
resolverlo, cada nodo selecciona un valor booleano al azar. El valor booleano especifica
una espera larga o corta antes de reenviar la peticio´n “se´ mi padre”. Esto puede dar lugar
a un nuevo conflicto, pero los principios de justicia garantizan que eventualmente un nodo
llegara´ a ser la ra´ız.
6.2. Primera especificacio´n del protocolo (con comunicacio´n
s´ıncrona)
Comenzamos con una especificacio´n simple del protocolo, sin consideraciones de tiem-
po, y donde la comunicacio´n entre los nodos se supone s´ıncrona, es decir, un mensaje se
env´ıa y recibe simulta´neamente, y por lo tanto no hay necesidad de acuse de recibo y el
conflicto no puede darse.
En esta primera especificacio´n los nodos se representan mediante objetos de clase Node
con los siguientes atributos:
neig : SetIden, conjunto de identificadores de los nodos vecinos con los que el
nodo todav´ıa no se ha comunicado, y
done : Bool, una bandera que se coloca cuando esta fase del protocolo ha finalizado
para este nodo.
El mo´dulo orientado a objetos que describe el protocolo es el siguiente.
(omod FIREWIRE-SYNC is
protecting IDENTIFIERS .
subsort Iden < Oid .
class Node | neig : SetIden, done : Bool .
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msg leader_ : Iden -> Msg .
vars I J : Iden . var NEs : SetIden .
rl [rec] :
< I : Node | neig : J NEs, done : false >
< J : Node | neig : I, done : false >
=> < I : Node | neig : NEs > < J : Node | done : true > .
rl [leader] :
< I : Node | neig : empty, done : false >
=> < I : Node | done : true > (leader I) .
endom)
6.3. Especificacio´n con comunicacio´n as´ıncrona y con tiem-
po
La especificacio´n anterior es muy simple, pero no es una descripcio´n exacta del proto-
colo real donde la comunicacio´n es as´ıncrona debido al retardo introducido por los enlaces.
Este retardo hace que sea necesario considerar una nocio´n de tiempo en la especificacio´n
y aplicar por lo tanto los conceptos introducidos en la Seccio´n 2.1.4.
En esta segunda especificacio´n del protocolo [Ver03, VPMO02] cada nodo pasa por
una serie de fases diferentes, como se explica en la Seccio´n 6.1. Las fases esta´n declaradas
en el siguiente mo´dulo:
(fmod PHASES is
sort Phase .
ops rec ack waitParent contention self : -> Phase .
endfm)
Cuando un nodo esta´ en la fase rec, esta´ recibiendo peticiones “se´ mi padre” de sus
vecinos. En la fase ack, el nodo env´ıa acuses de recibo “tu´ eres mi hijo” a todos los nodos
que enviaron una peticio´n “se´ mi padre” en la fase anterior. En la fase waitParent, el
nodo espera el acuse de recibo de su padre. En la fase contention, el nodo espera un
tiempo largo o corto antes de reenviar la peticio´n “se´ mi padre”. El nodo esta´ en la fase
self o bien cuando ha sido seleccionado como l´ıder, o bien cuando ha recibido un acuse
de recibo de su padre.
Los atributos de la clase Node, definidos en el mo´dulo FIREWIRE-ASYNC que extiende
el mo´dulo TIMED-OO-SYSTEM, mo´dulo que especifica como el tiempo afecta a los objetos y
mensajes (ve´ase fin de la seccio´n y explicaciones en [Ver03, VPMO02]), son los siguientes:
class Node | neig : SetIden, children : SetIden,
phase : Phase, rootConDelay : DefTime .
El atributo children representa el conjunto de hijos que deben ser respondidos; phase
representa la fase en que se encuentra el nodo, y rootConDelay es una alarma que se
utiliza en la fase contention. El tipo DefTime extiende Time, que representa los valores
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del tiempo [O¨M02], con una nueva constante noTimeValue utilizada cuando el reloj no
esta´ operativo.
sort DefTime . subsort Time < DefTime .
op noTimeValue : -> DefTime .
Se introducen dos nuevos mensajes:
msg from_to_be‘my‘parent‘with‘delay_ : Iden Iden Time -> Msg .
msg from_to_acknowledgement‘with‘delay_ : Iden Iden Time -> Msg .
Por ejemplo, el mensaje from I to J be my parent with delay T indica que el no-
do I ha enviado una peticio´n “se´ mi padre” al nodo J, y esta peticio´n llegara´ al nodo J
en T unidades de tiempo. Un mensaje con retardo 0 es urgente, en el sentido de que debe
ser atendido antes de que pase ninguna unidad de tiempo. La operacio´n mte, definida en
el mo´dulo TIMED-OO-SYSTEM asegura que se cumple este requisito.
La primera regla1 afirma que un nodo I en la fase rec, con ma´s de un vecino, puede
recibir una peticio´n “se´ mi padre” con retardo 0 de su vecino J:
vars I J K : Iden . vars NEs CHs : SetIden .
crl [rec] :
(from J to I be my parent with delay 0)
< I : Node | neig : J NEs, children : CHs, phase : rec >
=> < I : Node | neig : NEs, children : J CHs >
if NEs =/= empty .
Cuando un nodo esta´ en la fase rec y solo tiene una conexio´n sin utilizar, bien puede
moverse a la fase ack, o bien puede recibir la u´ltima peticio´n antes de ir a esa fase:
rl [recN-1] :
< I : Node | neig : J, children : CHs, phase : rec >
=> < I : Node | phase : ack > .
rl [recLeader] :
(from J to I be my parent with delay 0)
< I : Node | neig : J, children : CHs, phase : rec >
=> < I : Node | neig : empty, children : J CHs, phase : ack > .
En la fase de reconocimiento el nodo env´ıa acuses de recibo “tu´ eres mi hijo” a todos
los nodos que le enviaron peticiones “se´ mi padre”:
rl [ack] :
< I : Node | children : J CHs, phase : ack >
=> < I : Node | children : CHs >
(from I to J acknowledgement with delay timeLink(I,J)) .
1Aunque por simplicidad presentamos reglas locales que reescriben te´rminos de tipo Configuration,
de hecho en la especificacio´n completa se utilizan reglas globales que reescriben te´rminos de tipo
ClockedSystem.
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La operacio´n timeLink : Iden Iden ->Time representa una tabla con los valores de
los retardos entre los nodos.
Cuando se han enviado todos los acuses de recibo, bien el conjunto neig esta´ vac´ıo y
este es el nodo ra´ız, o bien env´ıa una peticio´n “se´ mi padre” a la conexio´n que todav´ıa no
se ha utilizado. Obse´rvese que los nodos hojas se mueven directamente a este punto.
rl [ackLeader] :
< I : Node | neig : empty, children : empty, phase : ack >
=> < I : Node | phase : self > (leader I) .
rl [ackParent] :
< I : Node | neig : J, children : empty, phase : ack >
=> < I : Node | phase : waitParent >
(from I to J be my parent with delay timeLink(I,J)) .
rl [wait1] :
(from J to I acknowledgement with delay 0)
< I : Node | neig : J, phase : waitParent >
=> < I : Node | phase : self > .
Si se ha enviado una peticio´n de padre a un nodo, el nodo espera su respuesta. Si en
lugar de esta, llega una peticio´n de padre del nodo, entonces ambos nodos entran en un
conflicto.
rl [wait2] :
(from J to I be my parent with delay 0)
< I : Node | neig : J, phase : waitParent >
< RAN : RandomNGen | seed : N >
=> < I : Node | phase : contention,
rootConDelay : if (N % 2 == 0) then ROOT-CONT-FAST
else ROOT-CONT-SLOW fi >
< RAN : RandomNGen | seed : random(N) > .
rl [contenReceive] :
(from J to I be my parent with delay 0)
< I : Node | neig : J, phase : contention >
=> < I : Node | neig : empty, children : J, phase : ack,
rootConDelay : noTimeValue > .
rl [contenSend] :
< I : Node | neig : J, phase : contention, rootConDelay : 0 >
=> < I : Node | phase : waitParent, rootConDelay : noTimeValue >
(from I to J be my parent with delay timeLink(I,J)) .
Los objetos de clase RandomNGen son generadores de nu´meros pseudoaleatorios:
class RandomNGen | seed : MachineInt .
op random : MachineInt -> MachineInt . *** siguiente numero aleatorio
var N : MachineInt .
eq random(N) = ((104 * N) + 7921) % 10609 .
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Falta por definir co´mo el tiempo afecta a los objetos y mensajes. Primero se define un
mo´dulo general:
(omod TIMED-OO-SYSTEM is protecting TIMEDOMAIN .
sorts State ClockedSystem .
subsort Configuration < State .
op ‘_|_‘ : State Time -> ClockedSystem .
op delta : Configuration Time -> Configuration .
vars CF CF’ : Configuration . var T : Time .
eq delta(none, T) = none .
ceq delta(CF CF’, T) = delta(CF, T) delta(CF’, T)
if CF =/= none and CF’ =/= none .
op mte : Configuration -> TimeInf .
eq mte(none) = INF .
ceq mte(CF CF’) = min(mte(CF), mte(CF’))
if CF =/= none and CF’ =/= none .
endom)
luego se an˜aden las ecuaciones espec´ıficas de nuestro sistema:
vars T T’ : Time . var DT : DefTime .
eq delta(< I : Node | rootConDelay : DT >, T) =
if DT == noTimeValue then < I : Node | >
else < I : Node | rootConDelay : DT monus T > fi .
eq delta(< RAN : RandomNGen | >, T) = < RAN : RandomNGen | > .
eq delta(leader I, T) = leader I .
eq delta(from I to J be my parent with delay T, T’) =
from I to J be my parent with delay (T monus T’) .
eq delta(from I to J acknowledgement with delay T, T’) =
from I to J acknowledgement with delay (T monus T’) .
eq mte(< I : Node | neig : J K NEs, phase : rec >) = INF .
eq mte(< I : Node | neig : J, phase : rec >) = 0 .
eq mte(< I : Node | phase : ack >) = 0 .
eq mte(< I : Node | phase : waitParent >) = INF .
eq mte(< I : Node | phase : contention, rootConDelay : T >) = T .
eq mte(< I : Node | phase : self >) = INF .
eq mte(< RAN : RandomNGen | >) = INF .
eq mte( from I to J be my parent with delay T ) = T .
eq mte( from I to J acknowledgement with delay T ) = T .
eq mte( leader I ) = INF .
La regla tick permite pasar el tiempo si no existe ninguna regla que pueda aplicarse
de forma inmediata:
var C : Configuration .
crl [tick] : C | T => delta(C, mte(C)) | T plus mte(C)
if mte(C) =/= INF and mte(C) =/= 0 .
Debido a la definicio´n de la operacio´n mte, esta regla so´lo puede aplicarse cuando no
se puede aplicar ninguna otra.
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6.4. Tercera descripcio´n del protocolo
Hay dos consideraciones de tiempo que no se han tenido en cuenta en la segunda
descripcio´n. La primera de ellas es si el valor CONFIG-TIMEOUT se ha sobrepasado. Esto
indica que la red se ha configurado incorrectamente y contiene un ciclo y en este caso se
debe generar un mensaje de error. La segunda cuestio´n trata el para´metro ra´ız forzada,
fr. Normalmente un nodo puede pasar a la fase ack cuando se han realizado n − 1 co-
municaciones, sin embargo el para´metro fr fuerza al nodo a esperar un poco ma´s, con la
esperanza de que se realicen las n comunicaciones y el nodo se convierta en l´ıder. Estas
dos consideraciones afectan solo a la primera fase del protocolo.
Se an˜aden tres nuevos atributos a la clase Node:
class Node | neig : SetIden, children : SetIden,
phase : Phase, rootConDelay : DefTime,
CONFIG-TIMEOUTalarm : DefTime,
fr : Bool, FORCE-ROOTalarm : DefTime .
El atributo CONFIG-TIMEOUTalarm es una alarma que se inicializa al valor constante
CONFIG-TIMEOUT, que decrece cada vez que pasa el tiempo. Si alcanza el valor 0, la red
tiene un ciclo y se genera el siguiente mensaje de error:
msg error : -> Msg .
y el atributo phase del nodo se pone al nuevo valor error.
El atributo fr se pone a true cuando el nodo pretende ser el l´ıder. En este caso, el
atributo FORCE-ROOTalarm se inicializa a la constante de tiempo FRTIME, que determina
cua´nto esperara´ el nodo antes de pasar a la siguiente fase.
Se an˜aden dos reglas, que controlan cua´ndo las alarmas notifican que se ha alcanzado
el valor 0:
rl [error] :
< I : Node | phase : rec, CONFIG-TIMEOUTalarm : 0 >
=> < I : Node | phase : error > error .
rl [stopAlarm] :
< I : Node | phase : rec, fr : true, FORCE-ROOTalarm : 0 >
=> < I : Node | fr : false, FORCE-ROOTalarm : noTimeValue > .
La regla recN-1 se modifica ya que ahora un nodo en la fase rec pasa a la siguiente
fase solo si su atributo fr tiene el valor false:
rl [recN-1] :
< I : Node | neig : J, children : CHs, fr : false, phase : rec >
=> < I : Node | phase : ack, CONFIG-TIMEOUTalarm : noTimeValue,
FORCE-ROOTalarm : noTimeValue > .
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Las alarmas se desactivan cuando se recibe la u´ltima peticio´n “se´ mi padre” con el
nodo en la fase rec:
rl [recLeader] :
(from J to I be my parent with delay 0)
< I : Node | neig : J, children : CHs, phase : rec >
=> < I : Node | neig : empty, children : J CHs, phase : ack, fr : false,
FORCE-ROOTalarm : noTimeValue,
CONFIG-TIMEOUTalarm : noTimeValue > .
El resto de la reglas no se modifica. Sin embargo, es necesario redefinir las operaciones
delta y mte:
eq delta(< A : Node | phase : rec, CONFIG-TIMEOUTalarm : DT,
FORCE-ROOTalarm : DT’ >, T) =
if DT == noTimeValue then
(if DT’ == noTimeValue then < A : Node | >
else < A : Node | FORCE-ROOTalarm : DT’ monus T >
fi)
else
(if DT’ == noTimeValue then
< A : Node | CONFIG-TIMEOUTalarm : DT monus T >
else < A : Node | CONFIG-TIMEOUTalarm : DT monus T,
FORCE-ROOTalarm : DT’ monus T >
fi)
fi .
eq delta(< A : Node | phase : contention, rootConDelay : DT >, T) =
if DT == noTimeValue then < A : Node | >
else < A : Node | rootConDelay : DT monus T > fi .
ceq delta(< A : Node | phase : PH >, T) = < A : Node | >
if (PH == ack or PH == waitParent or PH == self or PH == error) .
eq delta( leader I, T ) = leader I .
eq delta( error, T ) = error .
eq delta( from I to J be my parent with delay T, T’) =
from I to J be my parent with delay (T monus T’) .
eq delta( from I to J acknowledgement with delay T, T’) =
from I to J acknowledgement with delay (T monus T’) .
eq mte( from I to J be my parent with delay T ) = T .
eq mte( from I to J acknowledgement with delay T ) = T .
eq mte( leader I ) = INF .
eq mte( error ) = INF .
eq mte(< A : Node | neig : I J NEs, phase : rec, CONFIG-TIMEOUTalarm : DT,
FORCE-ROOTalarm : DT’ >) =
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if DT == noTimeValue then
(if DT’ == noTimeValue then INF else DT’ fi)
else
(if DT’ == noTimeValue then DT else min(DT, DT’) fi)
fi .
eq mte(< A : Node | neig : J, phase : rec, fr : true,
FORCE-ROOTalarm : T >) = T .
eq mte(< A : Node | neig : J, phase : rec, fr : false >) = 0 .
eq mte(< A : Node | phase : ack >) = 0 .
eq mte(< A : Node | phase : waitParent >) = INF .
eq mte(< A : Node | phase : contention, rootConDelay : T >) = T .
eq mte(< A : Node | phase : self >) = INF .
eq mte(< A : Node | phase : error >) = INF .
6.5. Verificacio´n de propiedades
Las propiedades deseables para este protocolo son que se elija un u´nico l´ıder, y que
este l´ıder se elija en algu´n momento. Para probarlas, definimos las observaciones que nos
permiten formular estas propiedades a partir de una configuracio´n del sistema y observa-
mos los cambios producidos por las reglas de reescritura en las configuraciones hasta que
se elige el l´ıder.
6.5.1. Verificacio´n de la especificacio´n s´ıncrona
Para el caso s´ıncrono, definimos la siguiente observacio´n:
nodes es un conjunto de pares 〈A;S〉 donde A es el identificador de un nodo de la red
y S es el conjunto de nodos tales que B ∈ S si y solo si <A : Node | neig : B NEs,
done : false > y <B : Node | done : false > aparecen en la configuracio´n.
Si consideramos la segunda componente de cada par 〈A;S〉 como la lista de adyacencia
de los nodos representados en la primera componente, entonces nodes representa una red
(grafo dirigido) con los nodos de la configuracio´n inicial para los cuales el protocolo todav´ıa
no ha finalizado.
Suponemos en la demostracio´n que la red es inicialmente correcta, en el sentido de
que el conjunto nodes representa una red sime´trica (esto es, los enlaces son bidirecciona-
les), conexa y sin ciclos. Se comprueba que si estas condiciones se satisfacen inicialmente,
entonces siempre se satisfacen.
Las propiedades deseables del protocolo se derivan a partir de las siguientes:
1. Si hay al menos dos pares en el conjunto nodes, entonces se puede aplicar la regla
rec. Sabemos que si |nodes| ≥ 2, entonces existen A y B tales que <A ; B > esta´ en
nodes, ya que este es conexo y sin ciclos. Debido a que la red es sime´trica, sabemos
que existe NEs tal que <B ; A NEs > esta´ en nodes. Por lo tanto, se puede aplicar
la regla rec.
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2. El cardinal de nodes siempre decrece en una unidad cuando se aplica una regla. La
demostracio´n es inmediata a partir de las reglas que modelan el sistema.
3. Como nodes es sime´trico, si solo hay un par <A ; S > en nodes, su conjunto de
vecinos S es empty.
4. Como nodes es conexo, puede haber como mucho un elemento en nodes tal que su
conjunto de vecinos es empty.
Propiedad de seguridad: Se elige un u´nico l´ıder. Para que un nodo sea elegido
l´ıder el valor de su atributo neig debe ser empty. Por la propiedad (4) solo puede haber un
elemento en nodes tal que su conjunto de vecinos sea empty y por la propiedad (1) dicho
elemento puede no ser eliminado del conjunto nodes mientras existan otros elementos en
el conjunto.
Propiedad de vivacidad: El l´ıder se elige en algu´n momento. La propiedad se
deriva por induccio´n sobre el nu´mero de elementos del conjunto nodes.
Si nodes tiene un u´nico elemento, entonces por la propiedad (3) su conjunto de vecinos
es empty. Se aplica entonces la regla de reescritura leader al nodo del conjunto nodes y
se obtiene el l´ıder.
Si nodes tiene ma´s de un elemento entonces por la propiedad (1) se puede aplicar la
regla rec y por la propiedad (2) el cardinal del conjunto nodes decrece.
6.5.2. Verificacio´n de la segunda especificacio´n
Extendemos el me´todo anterior para probar la correccio´n de la especificacio´n con tiem-
po. La idea principal es tener observaciones diferentes para el conjunto de nodos en cada
fase y buscar conjuntos de nodos que representen redes sime´tricas, conexas y sin ciclos.
Probaremos que si los conjuntos no esta´n vac´ıos entonces puede producirse alguna accio´n,
y el nu´mero de elementos en los conjuntos decrece hasta que todos los conjuntos esta´n
vac´ıos.
Dada una configuracio´n de objetos y mensajes, consideramos las siguientes observacio-
nes definidas mediante conjuntos de pares:
Recn : < A ; B NEs CHs > en Recn, n > 0 si
< A : Node | neig : B NEs, children : CHs, phase : rec >,
donde n es el nu´mero de identificadores de nodos en el atributo neig.
Ackc : < A ; B CHs> en Ackc, c > 0 si
< A : Node | neig : B, children : CHs, phase : ack > o
< A : Node | neig : empty, children : B CHs, phase : ack >
donde c es el nu´mero de identificadores de nodos en el atributo children.
Ack0 : < A ; B > en Ack0 si
< A : Node | neig : B, children : empty, phase : ack >,
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< A ; empty > en Ack0 si
< A : Node | neig : empty, children : empty, phase : ack >
Wait : < A ; B > en Wait si < A : Node | neig : B, phase : waitParent >
y no hay ningu´n mensaje from B to A acknowledgement with delay T
en el sistema.
Contentiont : < A ; B > en Contentiont si
< A : Node | neig : B, phase : contention, rootConDelay : T >
donde t es el valor del atributo rootConDelay.
Todos los conjuntos son disjuntos, ya que un nodo no puede estar en dos fases al mismo
tiempo.
Propiedades de la red











No hay dos pares en Nodes con la primera componente igual; entonces, si consideramos
la segunda componente de cada par como la lista de adyacencia del nodo representado en
la primera componente, Nodes representa una red (grafo dirigido), e inicialmente Nodes =⋃
nRecn, porque todos los otros subconjuntos esta´n vac´ıos. Obse´rvese que el conjunto que
contiene solo el par <A ; empty > representa una red con un u´nico nodo.
Si
⋃
nRecn representa, inicialmente, una red sime´trica, conexa y sin ciclos, entonces
Nodes representara´ siempre una red sime´trica, conexa y sin ciclos.
Nodes es sime´trico. Si el conjunto Nodes representa inicialmente una red sime´trica, en
el sentido de que si hay un enlace entre los nodos A y B tambie´n hay un enlace entre
los nodos B y A, entonces siempre representara´ una red sime´trica. Se comprueba que
cuando aplicamos una regla de reescritura, bien se elimina un par de un subconjunto
pero es an˜adido en otro, o bien se eliminan tanto <A ; B NEs CHs> como <B ; A
NEs’ CHs’> del conjunto Nodes, o bien se le an˜aden ambos.
Nodes es conexo. Probamos que, si Nodes representa inicialmente una red conexa, siem-
pre representara´ una red conexa, comprobando que cuando se elimina un par del con-
junto Nodes, es de la forma <A ; B > o <A ; empty > y esto significa que representa
una hoja de la red, esto es, esta´ conectado como mucho a otro nodo. Entonces, elimi-
nando solo hojas, la red permanece conexa. Los estados en los que se han eliminado
pares del conjunto Nodes se alcanzan aplicando alguna de las reglas de reescritura
siguientes:
ackLeader. Mirando al lado izquierdo de la regla, se requiere que el nodo este´ en
fase ack y los atributos neig y children sean ambos empty; por lo tanto, el
par que representa la observacio´n es de la forma <A ; empty >.
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ack. Cuando se aplica esta regla el mensaje from A to B acknowledgement
with delay T se an˜ade al sistema; entonces el par <B ; A > se elimina del
conjunto Nodes ya que debe estar en el subconjunto Wait. Si se aplica esta
regla, es porque B esta´ en el atributo children de A, y esto significa que se
hab´ıa enviado previamente un mensaje “se´ mi padre” desde B a A. Por lo tanto,
el nodo B ha estado en la fase waitParent, y debe estar todav´ıa en esta fase, ya
que no puede haber ma´s mensajes de acuse de recibo en el sistema. As´ı pues,
cuando se aplica ack, paramos de observar el nodo B, porque estamos seguros
de que la regla wait1 sera´ aplicada y el nodo B alcanzara´ la fase self.
Nodes no tiene ciclos. Si Nodes representa inicialmente una red sin ciclos, entonces
representara´ siempre una red sin ciclos. Dado que ninguna de las reglas de reescritura
introduce nuevos pares en el conjunto Nodes y como al comienzo este representa una
red sin ciclos, estos no se pueden crear.
Propiedad de seguridad: Se elige un u´nico l´ıder
Se prueba que se elige un u´nico l´ıder comprobando que si se aplica una regla de
reescritura en el sistema, por lo menos se elimina un nodo de la red representada por el
conjunto Nodes. Entonces si el algoritmo acaba, esto es, si el conjunto Nodes llega a estar
vac´ıo, al final la red representada por Nodes tendra´ un u´nico nodo que estara´ representado
por un par de la forma <A ; empty >. Por lo tanto se podra´ aplicar la regla ackLeader y
se declarara´ un l´ıder. No puede haber ma´s de un l´ıder, ya que la red es conexa.
Si el conjunto Nodes se vac´ıa, tiene que haber un l´ıder. Hay dos reglas que elimi-
nan pares de Nodes:
ack. Si observamos el estado que se alcanza cuando aplicamos esta regla, se ha
eliminado un identificador de nodo B de la segunda componente del par <A ; B
CHs >, y un par de la forma <B ; A >. En la red representada por Nodes esto
significa que hemos eliminado el nodo B de la red.
ackLeader. Si observamos el estado alcanzado cuando aplicamos esta regla,
se ha eliminado un par de la forma <A ; empty > del conjunto Nodes, y esto
significa que hemos eliminado el nodo A de la red.
En ambos casos se elimina un solo nodo de la red representada por Nodes cada vez
que aplicamos una regla de reescritura. Si Nodes llega a estar vac´ıo, al final la red
debe tener solo un nodo que es de la forma <A ; empty >. Entonces podemos aplicar
la regla ackLeader y se elige un l´ıder.
Existe solo un l´ıder. Dado que la red representada por Nodes es siempre conexa, solo
puede haber un par de la forma <A ; empty > en Nodes si la red tiene solo un nodo.
Como no an˜adimos nodos a la red, solo podemos tener un l´ıder.
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Propiedades de vivacidad
Probamos que si hay pares en Nodes entonces podemos aplicar alguna regla de rees-
critura en el sistema, y si aplicamos una regla, un cierto nu´mero positivo que depende
de los pares en Nodes decrece, y se hace cero cuando ya no hay ma´s pares en Nodes.
Entonces Nodes debe llegar a ser vac´ıo, lo que significa que el algoritmo ha terminado.
La fase contention presenta algunos problemas, ya que la funcio´n en algunos casos no
decrece cuando se aplican las reglas que tratan el conflicto. En esta parte probamos que el
algoritmo termina usando la suposicio´n de que estamos en un sistema justo y el conflicto
no puede ocurrir siempre.
Propiedad 1: Si hay pares en Nodes, entonces se puede aplicar por lo menos
una regla en el sistema.
Dado que la red representada por los pares en Nodes es ac´ıclica, o bien la red tiene solo
un nodo, o bien la red tiene al menos una hoja, esto es, hay un par de la forma <A ; B CHs
> en Nodes con B el u´nico valor en el atributo neig del nodo A. En el primer caso podemos
aplicar la regla ackLeader. En el segundo caso, y como la red es sime´trica, hay un par
<B ; A NEs CHs’ > en Nodes. La Tabla 6.1 muestra las reglas de reescritura que pueden
aplicarse para cada par de nodos. Cuando no se presenta el segundo par, significa que no
importa el subconjunto en el que se encuentra. En los casos de la regla de reescritura tick,
queremos expresar que esta regla se puede aplicar si no hay ninguna otra regla que pueda
aplicarse.
Propiedad 2: Un nodo puede entrar en la fase contention solo un nu´mero finito
de veces.
Ahora probamos que en un sistema justo, y suponiendo que
ROOT-CONT-FASTÀ max{I,J}(timeLink(I,J)) (6.1)
ROOT-CONT-SLOWÀ max{I,J}(timeLink(I,J)) (6.2)
ROOT-CONT-FAST − ROOT-CONT-SLOWÀ max{I,J}(timeLink(I,J)) (6.3)
un nodo no puede estar siempre cambiando entre las fases contention y waitParent
aplicando las reglas wait2 y contenSend; o lo que es lo mismo, en algu´n momento se
aplicara´ la regla de reescritura contenReceive.
Entendemos por justicia que todas las reglas de reescritura que pueden ser aplicadas
sera´n aplicadas en algu´n momento, y que el generador de nu´meros aleatorios produce tanto
nu´meros pares como impares y por lo tanto el atributo rootConDelay de un nodo en la fase
contention puede ser ROOT-CONT-FAST o ROOT-CONT-SLOW. Las ecuaciones (6.1), (6.2),
y (6.3) expresan que ambas constantes son mucho mayores que el retardo ma´ximo de los
enlaces entre los nodos, y que su diferencia es tambie´n mucho mayor [IEE95].
Las configuraciones que podemos tener cuando un conflicto tiene lugar son las siguien-
tes:
1. Ambos nodos esta´n en fase contention. Entonces,
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Primer par Segundo par Regla de reescritura
< A ; B CHs > ∈ Rec1 recN-1
< A ; B CHs > ∈ Ackc ack
< A ; B > ∈ Ack0 ackParent
< A ; B > ∈Wait < B ; A NEs CHs > ∈ Recn rec
A to B be my parent delay 0
< B ; A NEs CHs > ∈ Recn tick
A to B be my parent delay T
< B ; A CHs > ∈ Rec1 recN-1
< B ; A CHs > ∈ Ackc ack
< B ; A CHs > ∈ Ack0 ackParent
< B ; A CHs > ∈Wait wait2
A to B be my parent delay 0
< B ; A CHs > ∈Wait tick
A to B be my parent delay T
< B ; A CHs > ∈Wait wait2
B to A be my parent delay 0
< B ; A CHs > ∈Wait tick
B to A be my parent delay T
< B ; A CHs > ∈ Contentiont tick
< B ; A CHs > ∈ Contention0 contenSend
< A ; B > ∈ Contentiont tick
< A ; B > ∈ Contention0 contenSend
Tabla 6.1: Reglas que pueden aplicarse en el sistema




















from A to B delay T1
from B to A delay T2
Figura 6.2: Conflicto 1 con RA = RB
Si RA < RB , donde RA es la constante rootConDelay seleccionada por el nodo
A, el sistema alcanza el momento en el tiempo RA y, por medio de la regla
contenSend, A pasa a la fase waitParent y se env´ıa un mensaje from A to
B be my parent with delay T1. Entonces por la suposicio´n (6.3), ocurre el
momento en el tiempo T1 antes que RB y este mensaje llega al nodo B cuando
esta´ todav´ıa en la fase contention. Entonces el nodo B entrara´ en la fase ack por
medio de la regla contenReceive. Esta situacio´n corresponde a la Figura 6.1.
Si RB < RA, la situacio´n es sime´trica a la anterior, y el nodo A llegara´ a la fase
ack.
Si RA = RB, entonces RA y RB ocurren de forma simulta´nea, y el siste-
ma aplicara´ la regla contenSend a ambos nodos antes de que se consuma
el tiempo del mensaje “se´ mi padre” del primer nodo que aplica la regla
contenSend. Esto significa que ambos nodos llegara´n a la fase waitParent
y los dos mensajes from A to B be my parent with delay T1 y from B to
A be my parent with delay T2 estara´n en el sistema. Ahora estamos en la
configuracio´n inicial 4 (ver ma´s abajo) y ambos nodos ira´n de nuevo a la fase
contention. Esta situacio´n se muestra en la Figura 6.2, donde suponemos que
el sistema aplica la regla contenSend antes al nodo A.
En este caso, hacemos uso del hecho de que estamos en un sistema justo y las
constantes seleccionadas por A y B sera´n en algu´n momento diferentes y por lo
tanto no se producira´ este caso siempre.
2. El nodo A esta´ en la fase contention, el nodo B esta´ en la fase waitParent, y hay
un mensaje from A to B be my parent with delay T1 en el sistema. Entonces,
por las suposiciones (6.1) y (6.2), T1 ocurre antes que RA, y por medio de la regla
wait2, B llega a la fase contention, y estamos en el caso 1. Ver Figura 6.3.
3. El nodo A esta´ en fase waitParent, el nodo B esta´ en fase contention, y hay un
mensaje from B to A be my parent with delay T2 en el sistema. Esta situacio´n
es sime´trica al caso 2.
142 Cap´ıtulo 6. Verificacio´n semi-formal del protocolo IEEE 1394
A contention
B waitParent




Figura 6.3: Conflicto 2
A waitParent
B waitParent
from A to B delay T1








Figura 6.4: Conflicto 4
4. Ambos nodos esta´n en la fase waitParent, y hay dos mensaje from A to B be my
parent with delay T1 y from B to A be my parent with delay T2 en el siste-
ma. Entonces, por las suposiciones (6.1) y (6.2), tanto T1 como T2 ocurren antes que
ninguno de los RA y RB puedan tener lugar. Esto significa que tanto A como B llegan
a la fase contention, y estamos de nuevo en el primer caso. Ver Figura 6.4.
Si un nodo sale de la fase contention por medio de la regla contenReceive, no
volvera´ a la fase contention ya que estara´ en la fase ack sin vecinos. Entonces, las u´nicas
reglas que se le pueden aplicar son primero ack, y despue´s ackLeader.
Propiedad 3: Al aplicar las reglas decrece f(Configuration).




5 ∗N ∗ T ∗ n si < I ; NEs > ∈ Recn
0 en otro caso
ack(I) =
{
4 ∗ T ∗ (n+ 1) si < I ; J CHs > ∈ Ackn
0 en otro caso
wait(I) =
{
1 si < I ; J > ∈Wait
0 en otro caso
nm(C) = nu´mero de mensajes con tiempo en la configuracio´n C







+ nm(C) + times(C) .
En la Tabla 6.2 mostramos el valor de la funcio´n f en una configuracio´n y el valor de la
misma funcio´n despue´s de que hayamos aplicado una regla de reescritura en el sistema.
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Antes de la regla Regla Despue´s de la regla
5 ∗N ∗ T ∗ n rec 5 ∗N ∗ T ∗ (n− 1)− 1
5 ∗N ∗ T recN-1 4 ∗ T ∗ (n+ 1) ≤ 4 ∗ T ∗N
5 ∗N ∗ T recLeader 4 ∗ T ∗ (n+ 1)− 1 < 4 ∗ T ∗N
4 ∗ T ∗ (n+ 1) ack ≤ 4 ∗ T ∗ n+ T + 1
4 ∗ T ackLeader 0
4 ∗ T ackParent ≤ 2 + T
1 wait1 0
2 wait2 0
f(C) tick f(C)− mte(C) ∗ nm(C)
Tabla 6.2: Valores de la funcio´n f en la segunda especificacio´n
Todos los valores son relativos, en el sentido de que solo representan el valor del subestado
que cambia cuando se aplica la regla de reescritura. Se observa que en todos los casos el
valor de la funcio´n decrece.
Las reglas contenReceive y contenSend no se representan en la tabla porque no
decrementan el valor de la funcio´n, sino que, por el contrario, lo incrementan. Esto no
importa ya que hemos probado anteriormente que estas reglas no pueden ser aplicadas
siempre para un par de nodos, y que si dos nodos resuelven su conflicto no tendra´n otro.
Dado que f(C) ≥ 0 y decrece cuando aplicamos las reglas de reescritura, entonces,
aunque puede ser incrementado en una cantidad finita, concluimos que no podemos aplicar
reglas de reescritura siempre en el sistema.
Correccio´n total
Dado que no podemos aplicar reglas siempre en el sistema (Propiedad 3), el conjunto
Nodes, llegara´ a estar vac´ıo (Propiedad 1), y si este conjunto se vac´ıa debe haber un y solo
un lider (Seccio´n 6.5.2).
6.5.3. Verificacio´n de la tercera especificacio´n
Primero probamos que usando esta descripcio´n del protocolo se detectan los ciclos.
Despue´s mostraremos co´mo las nuevas reglas afectan a la prueba de correccio´n dada para
la descripcio´n as´ıncrona con tiempo sin deteccio´n de ciclos en la Seccio´n 6.5.2.
Si hay un ciclo en la red, se genera un mensaje de error.
Propiedad 1: Si un nodo esta´ en un ciclo, entonces no cambia de la fase rec
hasta que se genera un mensaje de error.
Si un nodo esta´ en un ciclo tiene por lo menos dos vecinos. Las reglas que cambian un
nodo de la fase rec son recN-1 y recLeader, que no pueden ser aplicadas ya que el nodo
tiene ma´s de un vecino, y la regla error, que genera el mensaje de error.
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Propiedad 2: Si la red tiene un ciclo, entonces el atributo CONFIG-TIMEOUTalarm
de algu´n nodo que esta´ en el ciclo se pone a cero.
Dividimos el conjunto de nodos en dos subconjuntos: uno con los nodos que esta´n en
un ciclo, y el otro con los nodos que no esta´n en un ciclo. Si un nodo no esta´ en un ciclo,
hay un nu´mero finito de reescrituras que pueden ocurrir antes de que alcance la fase self.
Si un nodo esta´ en un ciclo, se puede aplicar la regla rec como mucho tantas veces como
el nu´mero de nodos en la red que esta´n conectados a este nodo pero no esta´n en el ciclo.
Una vez que no se puede aplicar ninguna regla de reescritura diferente de tick, solo puede
pasar el tiempo cambiando el atributo CONFIG-TIMEOUTalarm. Este atributo decrecera´ en
los nodos del ciclo hasta que alguno de ellos sea cero.
Propiedad 3: Si el atributo CONFIG-TIMEOUTalarm de un nodo se pone a cero y
el nodo no cambia de la fase rec, el valor del atributo CONFIG-TIMEOUTalarm no
se modifica.
Las reglas que cambian el valor del atributo CONFIG-TIMEOUTalarm son:
recN-1 y recLeader, que cambian la fase del nodo a la fase ack.
tick, que decrece el valor del atributo. Pero esta regla no puede aplicarse si el
atributo CONFIG-TIMEOUTalarm es cero, ya que en este caso la operacio´n mte se
evalu´a a cero.
error, que cambia la fase del nodo a la fase error.
Propiedad 4: Si hay un ciclo en la red entonces se genera un error.
Por las propiedades 2 y 3, hay un nodo cuyo atributo CONFIG-TIMEOUTalarm se pone
a cero, y este valor no puede cambiar, y por la propiedad 1, el nodo debe estar en la fase
rec. Mirando al lado izquierdo de la regla de reescritura error comprobamos que puede
ser aplicada, y como suponemos que estamos en un sistema justo el mensaje de error se
generara´.
Correccio´n total
Probamos que, si no hay un error, se elige un u´nico l´ıder y que este l´ıder en algu´n
momento se elige. Podemos extender el me´todo usado en la demostracio´n anterior de la
Seccio´n 6.5.2 con el fin de que se consideren las reglas nuevas y las modificadas.
Consideramos las mismas observaciones que en el caso sin deteccio´n de ciclos, ya que
aunque hemos introducido una nueva fase, error, esta es una fase final en el sentido de
que una vez que un nodo la alcanza no existe ninguna regla de reescritura en el sistema
que se le pueda aplicar.
Dado que suponemos que no hay ningu´n error, tambie´n tenemos que la red representada
por el conjunto Nodes es sime´trica, conexa, y sin ciclos.
La demostracio´n de las propiedades de seguridad no cambia, ya que suponemos que no
hay ningu´n error, y por lo tanto no introducimos ninguna regla de reescritura que elimine
pares del conjunto Nodes.
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Antes de la regla Regla Despue´s de la regla
5 ∗N ∗ T ∗ n+ 1 error 0
5 ∗N ∗ T ∗ n+ 1 stopAlarm 5 ∗N ∗ T ∗ n
5 ∗N ∗ T recN-1 4 ∗ T ∗ (n+ 1)
5 ∗N ∗ T + 1 recLeader 4 ∗ T ∗ (n+ 1)
Tabla 6.3: Valores de la funcio´n f en la tercera especificacio´n
La demostracio´n de las propiedades de vivacidad se modifica ligeramente. Primero, la
propiedad 1 de la Seccio´n 6.5.2 necesita considerar la nueva definicio´n de la regla de rees-
critura recN-1. Si el primer par es < A ; B Chs > ∈ Rec1 entonces tenemos los siguientes
casos adicionales en la Tabla 6.1:
si fr es false, entonces aplicar la regla recN-1;
si FORCE-ROOTalarm es 0 y fr es true, entonces aplicar la regla stopAlarm;
si FORCE-ROOTalarm es mayor que 0 y fr es true, entonces aplicar la regla tick.
La demostracio´n de la propiedad 2 no cambia, ya que las nuevas reglas no afectan a la
fase contention.
Para la propiedad 3, se muestra en la Tabla 6.3 co´mo las nuevas reglas decrementan
el valor de la funcio´n, con la siguiente definicio´n de la funcio´n f para los casos nm(C) y
times(C) de forma que se tengan en cuenta tambie´n objetos con valores de tiempo:
nm(C) = nu´mero de objetos y mensajes con el tiempo diferente a noTimeValue
en la configuracio´n C
times(C) = suma de tiempos en objetos y mensajes en la configuracio´n C
Dado que se verifican las tres propiedades, la propiedad de vivacidad se satisface y por
lo tanto tenemos la correccio´n total, como en el caso anterior.
6.6. Conclusiones
En este cap´ıtulo se ha mostrado un me´todo semi-formal de verificar propiedades tem-
porales de sistemas especificados en lo´gica de reescritura. Este me´todo tiene la ventaja
de poderse aplicar tanto a propiedades de seguridad como a propiedades de vivacidad y
de permitir la demostracio´n de propiedades ma´s complejas que las que por el momento
pueden verificarse con la lo´gica VLRL.
Sin embargo, la definicio´n de las observaciones como conjuntos de objetos que cumplen
una serie de propiedades ha sido realizada de forma espec´ıfica para esta aplicacio´n con el
fin de demostrar la correccio´n total del sistema, basa´ndonos en que el nu´mero de objetos
en los conjuntos decrece y por lo tanto el algoritmo termina en algu´n momento, y no
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se trata por lo tanto de un me´todo aplicable a cualquier sistema o a cualquier tipo de
propiedad. Ma´s general es, en cambio, el tipo de demostracio´n aplicado al probar que un
nodo puede entrar en la fase contention solo un nu´mero finito de veces (Seccio´n 6.5.2) ya
que esta demostracio´n se basa en comprobar los casos en que pueden aplicarse las reglas
de reescritura.
Cap´ıtulo 7
Temas de trabajo futuro
La lo´gica modal VLRL propuesta en esta tesis completa el marco matema´tico de espe-
cificacio´n de sistemas computacionales basado en lo´gica de reescritura. Este marco cubre
las especificaciones basadas en la definicio´n de un modelo del sistema a trave´s del len-
guaje Maude, mientras que las propiedades abstractas del segundo nivel de especificacio´n
se definen bien en la propia lo´gica modal VLRL, o bien en otra lo´gica modal o temporal
utiliza´ndose en este u´ltimo caso la lo´gica VLRL en la demostracio´n de las propiedades
mediante interfaces que conectan ambas lo´gicas.
Este me´todo de especificacio´n es especialmente adecuado para configuraciones orien-
tadas a objetos como se ha demostrado en los ejemplos desarrollados en el Cap´ıtulo 5, ya
que Maude captura de forma clara la sema´ntica de estos sistemas, mientras que las lo´gicas
temporales y modales permiten expresar las propiedades dina´micas inherentes en ellos.
Existe todav´ıa mucho trabajo por hacer tanto en el desarrollo del lenguaje Maude y
especialmente Mobile Maude, como en el desarrollo de la lo´gica VLRL.
En el a´rea del lenguaje Maude y en relacio´n con los sistemas orientados a objetos, tal
como se hizo notar en el Cap´ıtulo 3, ser´ıa conveniente refinar los mecanismos de creacio´n
de objetos, permitiendo asignar valores iniciales a los atributos que tengan como tipo una
configuracio´n, y los mecanismos de herencia de clases y herencia de mo´dulos posibilitan-
do el refinar atributos y me´todos en las subclases, as´ı como permitir la ocultacio´n de
informacio´n mejorando el mecanismo de encapsulacio´n.
En cuanto al uso de reflexio´n en las especificaciones, actualmente cada usuario tiene que
escribirse sus propias estrategias, bien partiendo de cero o bien adaptando y extendiendo
las estrategias propuestas por otros investigadores, como ocurre en la especificacio´n de la
red de telecomunicaciones (Cap´ıtulo 3). Para solventar esta situacio´n ser´ıa conveniente
disen˜ar un lenguaje ba´sico de estrategias para el usuario, integrado en el sistema Maude,
que sea suficientemente expresivo para cubrir gran parte de los casos de uso esencial de
estrategias que se precisan en la pra´ctica. El que Maude sea reflexivo nos permitira´ realizar
un prototipo de implementacio´n del lenguaje de estrategias en el propio metanivel de
Maude, mediante te´cnicas de reflexio´n y metaprogramacio´n.
Relacionado con el desarrollo de aplicaciones reflexivas, ser´ıa interesante complementar
la aplicacio´n desarrollada en el Cap´ıtulo 3 con la especificacio´n de otras redes y la defini-
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cio´n de una meta-red que las gestionara permitiendo el intercambio de datos entre ellas.
Utilizando una definicio´n reflexiva de las redes, esta aplicacio´n requerir´ıa el uso de dos
niveles de reflexio´n. En esta l´ınea ser´ıa interesante explotar ma´s el uso de subconfiguracio-
nes en la especificacio´n de la red sin utilizar reflexio´n, de forma que la propia red pudiese
controlar los distintos procesos. La comparacio´n de estas opciones ser´ıa de intere´s en el
desarrollo de especificaciones reflexivas. Todos estos temas tienen relacio´n con el marco de
la reflexio´n para objetos distribuidos propuesto recientemente por Meseguer y Talcott en
[MT02].
En el a´rea de la lo´gica VLRL es necesaria la implementacio´n de herramientas automa´ti-
cas de ayuda a la verificacio´n de propiedades. Estas herramientas deben proporcionar:
La derivacio´n de propiedades VLRL ba´sicas a partir de la signatura del programa.
Para ello deben estudiarse las condiciones que nos permiten derivar las propiedades
relativas a las transiciones del sistema y las propiedades sobre las condiciones que
permiten realizar las acciones, a partir del lado derecho e izquierdo de las reglas de
reescritura, respectivamente. Las propiedades espaciales ba´sicas pueden ser derivadas
a partir de las reglas dadas en la Seccio´n 4.4.4. Sin embargo estas reglas no son
completas y se requiere el estudio de nuevas reglas para observaciones ma´s complejas.
La demostracio´n de propiedades VLRL utilizando las reglas de inferencia proporcio-
nadas en esta tesis.
La demostracio´n de propiedades modales y temporales expresadas en otras lo´gicas.
Para ello debe implementarse el interfaz que se proporciona en esta tesis as´ı como
estudiar nuevos interfaces.
Las herramientas que se desarrollen deben estar incluidas dentro del marco lo´gico que pro-
porciona la lo´gica de reescritura. En este sentido, su implementacio´n debe seguir la meto-
dolog´ıa general propuesta en [Cla00, CDE+99b]. Al igual que el asistente ITP (Inductive
Theorem Prover), desarrollado por Clavel [Cla01] para demostrar propiedades inductivas
de programas funcionales en Maude, las herramientas que automaticen la lo´gica VLRL,
utilizara´n tres niveles de reflexio´n. En el nivel objeto se situ´a el programa. En el meta-nivel
se encuentran las reglas de inferencia de la lo´gica, que sera´n implementadas como reglas
de reescritura en una teor´ıa de Maude. Esta teor´ıa, sin embargo, se define al meta-nivel,
puesto que sus reglas implementan reglas de inferencia que actu´an sobre teor´ıas objeto.
En el meta-meta-nivel se implementan las estrategias que controlan la aplicacio´n de las
reglas de inferencia.
Utilizar el mismo esquema de desarrollo que el ITP facilitara´ la integracio´n de las dos
herramientas y la reutilizacio´n, por ejemplo, del mo´dulo de estrategias o del propio entorno
de demostracio´n.
En un aspecto ma´s teo´rico ser´ıa conveniente avanzar en los estudios sobre la comple-
titud de la lo´gica, formalizando los axiomas necesarios sobre el operador de accio´n y el
operador espacial que hacen que la lo´gica sea completa respecto a los axiomas proporcio-
nados en el Ape´ndice A.
Una vez se posea la capacidad de realizar demostraciones automa´ticas ser´ıa muy inte-
resante proceder al desarrollo de aplicaciones pra´cticas que validen el potencial de la lo´gica
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en la verificacio´n de sistemas reales, especialmente el potencial del operador espacial en
la declaracio´n de propiedades de aplicaciones distribuidas. Entre estos sistemas destacan
por su actualidad los sistemas de agentes y los de objetos mo´viles. En esta u´ltima l´ınea
tenemos los trabajos desarrollados por Dura´n y Verdejo entre otros [DV02, BLMO+02]
para formalizar varios sistemas en el lenguaje Mobile Maude. La lo´gica VLRL puede ser
utilizada para definir y probar no solo propiedades del propio sistema Mobile Maude,
como se muestra en la Seccio´n 5.5, sino tambie´n propiedades abstractas de los sistemas
especificados en Mobile Maude.
El e´nfasis actual en sistemas distribuidos y mo´viles ha favorecido la introduccio´n de
nuevas lo´gicas modales y temporales (DTL, Mob-adtl, KLAIM, etc.), adaptadas a las
nuevas caracter´ısticas de estos sistemas, sean estas distribucio´n, movilidad o ambas. Tiene
intere´s, por lo tanto, estudiar una posible extensio´n de la lo´gica VLRL con operaciones
extraidas de las lo´gicas modales y temporales para la especificacio´n de sistemas mo´viles
que hemos mencionado. En esta misma l´ınea de investigacio´n es interesante completar
las reglas de interfaz de la Seccio´n 4.6.1 de la lo´gica temporal de tiempo ramificado para
cubrir los operadores AF y A U lo que nos permitir´ıa expresar propiedades de vivacidad.
En cuanto a las lo´gicas espaciales y de ambientes merece la pena realizar un estudio
de la relacio´n entre estas lo´gicas y la lo´gica VLRL, ma´s detallado que la somera compa-
racio´n realizada en la Seccio´n 1.1.5. El estudio debe comenzar por definir una sema´ntica
operacional ejecutable del ca´lculo de ambientes en Maude, a trave´s de la cual obtendremos
los mecanismos adecuados para introducir dentro de Mobile Maude elementos del ca´lculo
de ambientes. La inmersio´n opuesta resulta ma´s problema´tica al ser Maude un marco en
exceso flexible. Definiendo entonces las apropiadas reglas de interfaz de los operadores
de la lo´gica de ambientes con VLRL podr´ıamos realizar demostraciones de propiedades
especificadas en lo´gica de ambientes en el propio marco de Maude.
Con el nombre de model checking en general se denominan diversas te´cnicas que persi-
guen la implementacio´n eficiente de algoritmos que comprueban si un sistema especificado
en un cierto lenguaje (no necesariamente ejecutable) de modelado satisface una propie-
dad definida mediante otro lenguaje de especificacio´n (normalmente una versio´n de lo´gica
temporal). Tales te´cnicas son ma´s u´tiles en la practica si en el caso de respuesta negativa
son capaces de devolver informacio´n en forma de contraejemplo que permita depurar el
modelo original. Ser´ıa interesante estudiar la aplicacio´n de te´cnicas de model checking para
la lo´gica VLRL. En particular debe estudiarse la posible aplicacio´n del procedimiento de
decisio´n propuesto en la Seccio´n 4.3, como base del procedimiento de model checking.
Recientemente se ha integrado en Maude 2.0 un model checker para comprobar propie-
dades expresadas en lo´gica temporal lineal sobre sistemas de reescritura en Maude. Algunas
de las propiedades que hemos mostrado en esta tesis se pueden expresar en esta lo´gica y
ser´ıa interesante comparar el uso del model checker para probarlas automa´ticamente.
En el caso de ana´lisis de propiedades inductivas, como las demostradas en el Cap´ıtulo 6,
que dan lugar a demostraciones por induccio´n estructural sobre las reglas que determinan
la evolucio´n dina´mica del mismo, ser´ıa necesario contar con un demostrador de teoremas
adecuado al tipo de induccio´n que se quiere realizar. El ITP mencionado anteriormente es
precisamente un asistente especializado en la demostracio´n de propiedades por induccio´n.
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Sin embargo, si queremos tratar nuevas formas de induccio´n, como la induccio´n sobre
reglas, resulta necesario extender la versio´n actual del asistente. Es necesario as´ı mismo el
estudio de ma´s sistemas que faciliten las direcciones de extensio´n oportunas.
Ape´ndice A
Recopilacio´n de las reglas de
inferencia de la lo´gica VLRL
Axiomas de la lo´gica
` [α](ϕ ⊃ ψ) ⊃ ([α]ϕ ⊃ [α]ψ) (4.11)
` 〈α〉ϕ ≡ [α]ϕ ∧ 〈α〉true (4.12)
` [α](ϕ ∧ ψ) ⊃ ([α]ϕ ∧ [α]ψ) (4.13)
ϕ ` [α]ϕ (4.14)
` [α]ϕ ≡ ¬〈α〉ϕ (4.17)
{(ϕi ⊃ ψi) | i ∈ {1, . . . , n}} ` fd[ϕ1, . . . , ϕn] ⊃ fd[ψ1, . . . , ψn] (4.27)
` fd[ϕ1, . . . , true, . . . , ϕn] (4.40)
` fd[ϕ1, . . . , ϕn] ≡ ¬fd〈¬ϕ1, . . . ,¬ϕn〉 (4.41)
` ∃X.[α]ϕ ≡ [α]∃X.ϕ (4.16)
ϕ ` ϕ(w/x)
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Reglas de inferencia derivadas
` t1 = t2 ⊃ [α](t1 = t2) (4.15)
` fd〈true〉 ⊃ (t1 = t
′
1 ∧ . . . ∧ tn = t
′
n ⊃ fd〈t1 = t
′




(ϕ ⊃ ψ) ` ([α]ϕ ⊃ [α]ψ) (4.19)
(ϕ ⊃ ψ) ` (〈α〉ϕ ⊃ 〈α〉ψ) (4.20)
` (〈α〉ϕ ∨ 〈α〉ψ) ⊃ 〈α〉(ϕ ∨ ψ) (4.21)
` (〈α〉ϕ ∧ [α]ψ) ⊃ 〈α〉(ϕ ∧ ψ) (4.22)
` (〈α〉ϕ ∧ 〈α〉ψ) ⊃ 〈α〉(ϕ ∧ ψ) (4.23)
` [α](ϕ ∨ ψ) ⊃ (〈α〉ϕ ∨ [α]ψ) (4.24)
` (〈α〉(ϕ ∨ ψ) ⊃ (〈α〉ϕ ∨ 〈α〉ψ) (4.25)
` ([α]ϕ ∧ [α]ψ) ⊃ [α](ϕ ∧ ψ) (4.26)
{(ϕi ⊃ ψi) | i ∈ {1, . . . , n}} ` fd〈ϕ1, . . . , ϕn〉 ⊃ fd〈ψ1, . . . , ψn〉 (4.28)
` fd[false] ⊃ fd[ϕ1, . . . , ϕn] (4.29)
ϕ1, . . . , ϕn ` fd〈true〉 ⊃ fd〈ϕ1, . . . , ϕn〉 (4.30)
` fd〈ϕ1, . . . , ψ1 ∧ ψ2, . . . ϕn〉 ⊃ fd〈ϕ1, . . . , ψ1, . . . , ϕn〉 ∧ fd〈ϕ1, . . . , ψ2, . . . , ϕn〉 (4.31)
` fd〈ϕ1, . . . , ψ1, . . . ϕn〉 ⊃ fd〈ϕ1, . . . , ψ1 ∨ ψ2, . . . , ϕn〉 (4.32)
{ϕi ⊃ [αi]ψi | i ∈ {1, . . . , n}} ` fd〈ϕ1, . . . , ϕn〉 ⊃ [fd(α1, . . . , αn)]fd〈ψ1, . . . , ψn〉 (4.33)
{ϕi ⊃ 〈αi〉true | i ∈ {1, . . . , n}} ` fd〈ϕ1, . . . , ϕn〉 ⊃ 〈fd(α1, . . . , αn)〉true (4.34)
` 〈fd(α1, . . . , αn)〉true ⊃ fd〈〈α1〉true, . . . , 〈αn〉true〉 (4.35)
{ϕi ⊃ 〈αi〉ψi | i ∈ {1, . . . , n}} ` fd〈ϕ1, . . . , ϕn〉 ⊃ 〈fd(α1, . . . , αn)〉fd〈ψ1, . . . , ψn〉 (4.36)
` fd〈[α1]ψ1, . . . , [αn]ψn〉 ⊃ [fd(α1, . . . , αn)]fd〈ψ1, . . . , ψn〉 (4.37)
` fd〈〈α1〉true, . . . , 〈αn〉true〉 ⊃ 〈fd(α1, . . . , αn)〉true (4.38)
` fd〈〈α1〉ψ1, . . . , 〈αn〉ψn〉 ⊃ 〈fd(α1, . . . , αn)〉fd〈ψ1, . . . , ψn〉 (4.39)
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` fd〈obs = N1, . . . , obs = Nn〉 ⊃ obs = N1 + . . .+Nn * (4.43)
` fd〈true〉 ⊃ (obs = N ⊃ ∃N1, . . . , Nn.
(fd〈obs = N1, . . . , obs = Nn〉 ∧N = N1 + . . .+Nn)) * (4.44)
` fd〈obs = S1, . . . , obs = Sn〉 ⊃ obs =
⋃
i=1,...,n Si (4.47)
` fd〈true〉 ⊃ (obs = S ⊃ ∃S1, . . . , Sn.
(S =
⋃
i=1,...,n Si ∧ fd〈obs = S1, . . . , obs = Sn〉)) (4.48)
` fd〈obs = V1, . . . , obs = Vn〉 ⊃ obs = V1 ∨ . . . ∨ Vn (4.49)
` fd〈true〉 ⊃ (obs = V ⊃ ∃V1, . . . , Vn.
(V = V1 ∨ . . . ∨ Vn ∧ fd〈obs = V1, . . . , obs = Vn〉) (4.50)
` ϕ ⊃ fd〈ϕ, true, . . . , true〉 (4.51)
` fd〈ϕ1, . . . , ϕn〉 ≡ fd〈perm(ϕ)〉 (4.52)
` fd〈fd〈ψ1, . . . , ψn〉, ϕ2, . . . , ϕn〉 ≡ fd〈ψ1, fd〈ψ2, . . . , ψn, ϕ2〉, . . . , ϕn〉
≡ . . . ,≡ fd〈ψ1, . . . , ψn−1, fd〈ψn, ϕ2, . . . , ϕn〉〉 (4.53)
` fd〈obs, true, . . . , true〉 ⊃ obs (4.54)
` fd〈obs1, . . . , obsn〉 ⊃ obs1 ∧ . . . ∧ obsn (4.57)
` obs ⊃ fd〈obs,¬obs, . . . ,¬obs〉 (4.55)
` ¬obs ⊃ fd〈¬obs, . . . ,¬obs〉 (4.56)
` fd〈true〉 ⊃ (〈α〉true ⊃ fd〈¬〈α〉true, . . . ,¬〈α〉true〉) ** (4.58)
` fd〈〈α〉true, true, . . . , true〉 ⊃ ¬〈α〉true ** (4.59)
* Estos resultados se cumplen tambie´n para los operadores relacionales ≥, >, ≤, <.
** So´lo en configuraciones sin estados vac´ıos.
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