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 Введение 
 Как известно [9,14,21] для решения линейно квадратичной задачи оптимизации с 
неразделенными краевыми условиями в непрерывном случае [7,8,12,21] существуют 
разные методы – метод, повышающий размерности исходной системы [19,20], метод 
прогонки [10,18], метод Мощинского [4,6] и т.д. Однако, каждый из этих методов 
сталкивается с трудностями [1,5] при определенных случаях: например, обобщение 
метода [10] к многоточечному случаю с неразделенными краевыми условиями, переход 
через узловые точки сталкивается с серьезными трудностями из-за не единственности 
переходов и т.п. Поэтому, в данном случае предлагается новый метод, не требующий 
решения матричных уравнений Риккати, линейных матричных уравнений и др. Далее, для 
построения соответствующих фундаментальных матриц приводится алгоритм, 
требующий решения матричных дифференциальных уравнений гораздо меньшей 
размерности. Результаты иллюстрируются на примере стационарной ЛКЗ оптимизации с 
минимальным управляющим воздействием.  
 2. Постановка задачи 
 Пусть движение описывается системой линейных дифференциальных уравнений 
)()()()( tutGtxtFx +=                                              (1) 
с неразделенными краевыми условиями 
qxtx =Φ−Φ )()( 201 τ                                                    (2) 
где x  - n  мерный фазовый вектор, )(tu  - m мерный вектор управляющих воздействий, )(tF , 
)(tG  - известные кусочно-непрерывные функции-матрицы nn× , mn×  размерности, 1Φ , 
2Φ   -постоянные матрицы nk ×  размерности, q  - постоянный 1×k  мерный вектор, время 
τ  заданные числа. Предполагается, что пара ))(),(( tGtF , управляемая в каждой точке 
отрезка времени ),( 0 τt  [13] , а [ ]q,, 21 ΦΦ  матрица, которая удовлетворяет условию 
Кронеккера-Капелли [2,3,11].  
 Требуется найти управляющие воздействия )(tu  так, чтобы  с соответствующим 
)(tx  из (1), (2) минимизировали квадратичный критерий качества 
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τ
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Здесь 0)()( ≥′= tRtR , 0)()( >′= tCtC , соответственно nn× , mm×  размерные, тоже кусочно-
непрерывные функции-матрицы, а штрих означает операцию транспонирования.  
 3. Метод, повышающий размерности исходной системы 
 Как известно [15], решение задачи (1)-(3) сводится к нахождению  решения 
следующей системы уравнений Эйлера-Лагранжа  
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с дополнительными краевыми условиями 
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где )(tλ  и ν  соответствующие сопряженные векторы Лагранжа оптимизационной задачи 
(1) - (3). 
 Пусть ),( 0ttΦ  является фундаментальной матрицей системы (4), т.е. 
),()(),( 00 tttHtt Φ=Φ ,   Ett =Φ ),( 00                           (6) 
где E  - nn×  единичная матрица. Обозначая 
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решение системы (4) представим в виде 
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Пусть из (8) ),( 0
1
22 tt
−Φ  существует, тогда из второго уравнения  находим )( 0tλ  и, подставив 
в первое уравнение, получим 
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При τ=t  , решив системы линейно алгебраических уравнений (9), (5), (2), находим )0(x , 
)0(λ , )(τx , )(τλ  и ν . Далее из (8) находим текущие значения )(tx , )(tλ  из (8). А 
управляющие воздействие определяются из соотношений. 
)()()()( 1 ttGtCtu λ−−= .                                              (10) 
Такой подход является методом, повышающий размерность исходной системы (1). 
Поэтому, попытаемся уменьшить размерность в процессе решения задачи (1)-(3). 
 4. Новый метод прогонки 
 Для уменьшения вычислений используем соотношение (5) при τ=t  в уравнениях 
(9), т.е. напишем (9) при τ=t  
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Далее, учитывая (5) в (10), имеем  
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Подставляя из (12) )(τx  в (2) и объединяя со вторым уравнением (12) для определения 
)( 0tx  и ν  имеем следующую систему алгебраических уравнений 
( )
[ ]






=Φ′ΦΦΦ+
+ΦΦΦ−ΦΦ−Φ−
=Φ′+Φ′Φ−+ΦΦ
−
−
−−
qtt
txtttt
ttxtt
νττ
ττττ
ντττ
20
1
220122
00210
1
2201201121
120
1
2200210
1
22
),(),(
)()),(),(),(),((
0),()(),(),(
         (13) 
Теперь докажем симметричность главной матрицы (13), т.е. из (13) 
( )′ΦΦ′=ΦΦ −− ),(),(),(),( 01220210210122 tttt ττττ                             (14) 
[ ]′Φ′ΦΦ−ΦΦ−Φ=Φ′−Φ′Φ −− ),(),(),(),(),( 021012201201121120122 ttttt τττττ         (15) 
( ) 201201222201220122 ),(),(),(),( Φ′Φ′′ΦΦ=Φ′ΦΦΦ −− tttt ττττ         (16) 
Используя симметричность системы (4), из [14] 
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легко доказывается, что при помощи соотношений из EtJtJ =Φ′′Φ )()(  получаем  
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Из условий (18) верхнюю вне диагональную  подматрицу напишем как 
0),(),(),(),( 022021021022 =Φ′Φ−Φ′Φ tttt ττττ .                             (19) 
Умножая с правой стороны (19) на ( ) 1022 ),( −Φ′ tτ , а с левой стороны на ( )),( 0122 tτ−Φ , получим 
соотношение (14). Таким образом доказана следующая Лемма. 
 Лемма 1. Из системы линейных матричных алгебраических уравнений (13) 
подматрицы ),(),( 0210
1
22 tt ττ ΦΦ
− - симметричные подматрицы. 
 Теперь покажем, что из (13) матрица ),(),( 012201 tt ττ −Φ⋅Φ  -симметричная, т.е. 
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Тогда нижняя диагональная подматрица в (13) тоже будет симметричной. На самом деле 
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Теперь докажем равенство (20). Из (18) следует, что 
Etttt =Φ′Φ−Φ′Φ ),(),(),(),( 012021011022 ττττ                    (21) 
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0),(),(),(),( 011012012011 =Φ′Φ−Φ′Φ tttt ττττ                     (23) 
    Etttt =Φ′Φ−Φ′Φ ),(),(),(),( 021012022011 ττττ                            (24) 
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Далее, транспонируя обе части полученного последнего выражения,  будем иметь 
( )′ΦΦ′Φ=Φ − ),(),(),(),( 0122021022021 tttt ττττ  
Умножим полученное равенство с левой стороны на  ),( 0122 tτ−Φ  
( )′ΦΦ′=ΦΦ −− ),(),(),(),( 01220210210122 tttt ττττ .                         (25) 
Сейчас, умножая (21) с левой стороны на ),( 0122 tτ−Φ  , получим 
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Учитывая здесь (25), получим 
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Таким образом, доказана следующая 
Лемма 2. В системе линейных матричных алгебраических уравнений (13) матрица 
2Φ ),( 012 tτΦ ),( 0
1
22 tτ
−Φ  2Φ′  является симметричной. 
 Теперь докажем, что вне диагональные матрицы уравнения (13) являются 
симметричными, т.е. 
( )[ ] ( ) .),(),(),(),(),( 120122021012201201121 ′Φ′+Φ′Φ−=ΦΦΦ−ΦΦ−Φ −− ttttt τττττ        (27) 
Для выполнения (26) достаточно показать, что 
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Действительно из (28) и (21)-(24) можно показать, что 
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т.е. удовлетворяется условие симметричности (28). 
 Таким образом доказана следующая 
 Лемма 3. В системе линейных матричных уравнений (13) удовлетворяется условие 
симметричности (27). 
 Результаты Лемм 1-3 позволяют нам делать вывод, что главная матрица системы 
алгебраических уравнений (13) является симметричной. Для этого сначала уравнение 
запишем в матричном виде, т.е., обозначая  
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напишем (13) в следующем более компактном виде 
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Имеем следующую теорему. 
Теорема. Матрица D  из алгебраических уравнений (13), (30) является 
симметричной. 
 Поскольку в выражениях (9) и (10) для определения )(tx  и )(tu  содержится )(tλ , 
попытаемся получить выражения для )(tx  и )(tu  без использования )(tλ . Для этого, 
выражение )(tλ  из (8) поставим в первое выражение (9), а для определения )(tx  и )(tu  
учитываем νλ 10 )( Φ′−=t . Тогда для )(tx  получим 
νττ 10120011 ),()(),()( Φ′Φ−Φ= ttxttx                           (31) 
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Таким образом имеется следующий  
Алгоритм. 
 1. Формируются матрицы )(tF , )(tG , 1Φ , 2Φ , )(tR , )(tC   из (1)-(3) 
 2. Формируется матрица )(tH  из (4) 
 3. Решается матричное уравнение (6) и находится ),( 0ttΦ   из (7) 
 4. Восстанавливается матрица DD ′=  и вектор W~  согласно (29), и решается 
матричное алгебраическое уравнение (30),  находятся )( 0tx , ν . 
 5. По формуле (31), (32) вычисляются )(tx  и )(tu  через )( 0tx  и ν . 
Теперь приведем формулы для )(tu  через фазовые координаты )(tx . Для этого напишем в 
(8) первое соотношение из (5) 
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Тогда при предположении существования ),( 0111 tt−Φ находим  )( 0tx  из первого 
соотношения (33) в виде  
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Подставив (34) в последнее соотношение (33) получим 
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который является выражением )(tλ  через фазовые состояния )(tx . Подставив выражение  
)(tλ из (35) в (10) получим для управляющих воздействий следующее выражение   
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которое является обратной связью для решения задачи (1)-(3).   
Подставляя (36) в (1) для нахождения )(tx имеем следующую систему дифференциальных 
уравнений    
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с начальными условиями )( 0tx , найденными из системы линейных алгебраических  
уравнений (30).  В этом случае в вышеизложенном алгоритме пункт 5 заменяется 
следующим   пунктом 
 5. По формуле (36) определяется )(tu , а )(tx  находится из решения  
дифференциальных уравнений (37) с начальным условием )( 0tx . 
 
 5. Построение фундаментальных матриц (6) 
 Таким образом, решение задачи (1)-(3) сводится к нахождению фундаментальной 
матрицы системы (4), т.е. к решению задачи (6). Однако, решение задачи (6) в общем 
случае представляется возможным с трудностями (из-за размерности плохой 
обусловленности матриц H  и т.д.). Поэтому для нахождения ),( 0tτΦ  воспользуемся 
методом Захар-Иткина [16]. Действительно из [16,17] 

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                                      (38) 
где ψ , W , V  матрицы, которые удовлетворяют следующим дифференциальным 
уравнениям и начальным условиям: 
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Приводя некоторые преобразования из (33) получим
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(40) 
Отсюда следует, что фундаментальная матрица (7), образованная через ),( 011 ttΦ , ),( 012 ttΦ , 
),( 021 ttΦ , ),( 022 ttΦ  определяется как 
),()),((),(),(),( 0
1
000011 ttVttttWtttt
−′⋅+=Φ ψψ , 
1
00012 )),((),(),(
−′⋅−=Φ ttttWtt ψ , 
                                          ),()),((),( 0
1
0021 ttVtttt
−′−=Φ ψ ,                                   (41) 
1
0022 )),((),(
−′=Φ tttt ψ . 
 
Приведем следующий алгоритм программ на основе вышесказанных результатов. 
Иллюстрируем вышеизложенный алгоритм на следующем примере. 
 Пример 
Пусть в (1)-(3) ( ) ( ) ( ) ( ) CtCtRGtGFtF ==== ,0,,  постоянные матрицы с 
соответствующими размерностями. Для начала восстанавливаем фундаментальную 
матрицу ),( 0ttΦ  через матричные    дифференциальные уравнения (39) и формулы (40)- 
(41). На самом деле, в данном случае  (39) упрощается и переходит  к более простому виду   
EtF == )(, 0ψψψ  
0)(, 0
1 =′−′+= − tWGGQFWFWW                                 (42) 
( ) 00 0 == tVV  
где решение  (42) в аналитическом виде представляется как 
 
( ) ,, )(0 0ttFett −=ψ  
( ) ( ) )(110 00, ttFttF eWeWttW −′−−=                                      (43) 
0),( 0 =ttV  
где 1W  является решением следующего матричного уравнения Ляпунова    
 
0111 =′+′−−
− GGQFWFW                                       (44) 
 
Отметим, что уравнение Ляпунова имеет решение в следующем виде [13] 
 
dteCQGeW tFFt ′−
∞
′−= ∫ 111
0
1                                          (45) 
Теперь формируем фундаментальную матрицу ),( 0ttΦ  через решения уравнений (42) 
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022
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Подставляя (46) в (36) имеем для управления следующее выражение 
 
ν1
)(1 0)()()( Φ′= −−− ttFetGtCtu  
 
а фазовая координата  )(tx  определяется из следующего дифференциального уравнения 
ν1
)(1 0)()()()()()( Φ′+= −−− ttFetGtCtGtxtFtx  
где )( 0tx и ν  определяются как решение системы линейных алгебраических уравнений 
(30). Здесь матрица D  формируется через (46) в следующем виде 
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NEW SWEEP ALGORITHM FOR SOLVING A CONTINUOUS LINEAR-
QUADRATIC OPTIMIZATION PROBLEM WITH UNSEPTABLE BOUNDARY 
CONDITIONS 
Abstract. A new algorithm for solving the solution of the linear-quadratic optimization 
problem (LQP) with unseparated boundary conditions in the continuous case is given. 
Using the properties of symmetry of the corresponding Hamiltonian matrix, the Euler-
Lagrange equations, it is shown that linear algebraic equations for determining the 
missing initial data of the system being solved have a symmetric principal matrix. The 
results are illustrated by the example of LQP optimization (stationary case) with minimal 
control actions.  
Keywords: optimization, sweep method, Riccati differensial equation, linear algebraic 
systems equations. 
 
