It is well known that the hypercube has a rich set of good properties, and consequently it has been recognized an ideal structure for parallel computation. Nevertheless, according to the current VLSI technology, the implementation feasibility of the hypercube remains questionable when the size of the hypercube becomes large. Recent research efforts have been concentrated on finding good alternatives to the hypercube. The star graph was shown having many desirable properties of the hypercube, and in several aspects, the star graph is better than the hypercube. However, we observe that the star graph as a network has several disadvantages, compared with the hypercube. In this paper, we propose a class of new networks, the star-hypercube hybrid networks (or the SH networks). The SH network is a simple combination of both the star graph and the hypercube. This class of networks contains the star graph and the hypercube as subclasses. We show that the SH network is an efficient and versatile network for parallel computation, since it shares properties of both the hypercube and the star graph, and remedies several major disadvantages of the hypercube and the star graph. This class of networks provide more flexibility in choosing the size, degree, number of vertices, degree of fault tolerance, etc. in designing massively parallel computing structures feasible for VLSI implementations.
INTRODUCTION
t is well known that the hypercube has a rich set of good properties, and consequently it has been recognized an ideal structure for parallel computation [9] . Many efficient parallel algorithms for the hypercube computers have been developed. Nevertheless, according to the current VLSI technology, its implementation feasibility remains questionable when the size of the hypercube becomes large. This is because that the degree and the number of edges in the hypercube grow rapidly as the number of vertices increases. Recent research efforts have been concentrated on finding good alternatives to the hypercube (e.g. [1, 2, 8] ). The star graph was shown having many desirable properties of the hypercube [1, 2, 3] . For example, as the hypercube, the star graph is a recursively defined regular graph, it is vertex and edge symmetric, and it admits high faulttolerance. The major advantage of the star graph both the star graph and the hypercube. This class of networks contains the star graph and the hypercube as subclasses. We show that the SH network is an efficient and versatile network for parallel computation, since it shares properties of both the hypercube and the star graph, and remedies several major disadvantages of both. This class of networks provide us more flexibility in choosing the.size, degree, number of vertices, degree of fault tolerance, etc. in designing massively parallel computer systems.
THE HYPERCUBE AND THE STAR GRAPH
The n-dimensional hypercube, denoted by Q,, is a graph of 2 vertices, each is labeled by an n-bit binary number. Two vertices u and v of Qn are connected by an edge if and only their binary labels differ in exactly one bit position. An alternative definition of hypercubes is as follows. Q is a graph of two vertices, labeled by 0 and 1 respectively, connected by an edge. For n > 1, Qn consists of two copies of Q_, Q,O_ whose vertex labels are prefixed by a 0, and Q,_, whose vertex labels are prefixed by a 1. Two vertices u Ou,,_u,,_3 Uo QO,_ and A rich set of symmetry properties make the hypercube an ideal structure for parallel computation [9, 14] . The n-dimensional hypercube is a regular graph of degree n. Used as an interconnection network, the hypercube has high bandwidth Another major disadvantage of the star multiprocessor system is that the parallel algorithms on the star structure may not be as efficient as those on the hypercube structure. We observed that all known algorithms on S, are no more efficient but more complicated than their counterparts on Q (e.g. [4, 12] ).
While the investigation on the computational aspects of the star graph has just begun, it is reasonable to believe that in general it is more difficult to use the star network for parallel computing, and the algorithms on the star network are less efficient than their counterparts on the hypercube. This is because that, compared with the hypercube, the decompositions of the star network into subnetworks are less regular, and the bandwidth between the subnetworks of S is smaller.
All known results indicate that the ability of the star network in simulating other useful networks is not as good as the hypercube (e.g. [5] [6] [7] ). This is another disadvantage of the star graph. Again, one can observe that this is because all useful networks (including the hypercube) have constant incremental factors, but the star graph has a linear incremental factor, and furthermore, the hypercube has more edges than the star graph.
STRUCTURE OF THE SH NETWORK
As discussed in the previous section, several advantageous features of the hypercube are the disadvantageous features of the star graph, and vice versa. It is desirable to design a network which possesses good properties of both and remedy the disadvantages of both. Finding trade-offs between these two networks is the simple idea behind our design of the star-hypercube hybrid network (or the SH network).
The SH(x, y) network consists of x!2 y vertices. (ii) p(u) p(v) and b(u) and b(o) differ in exactly one bit position. We call an edge that connects two vertices satisfying condition (i) an s-type edge, and an edge that connects two vertices satisfying condition (ii) an h-type edge. SH(3, 2) is shown in Figure 3 and Figure 4 , in which each vertex is labeled by a pair (p, b), where p and b are the permutation label and the binary label of the vertex, respectively.
Conceptually, SH(x, y) can be viewed as a twolevel network. Its edges can be partitioned into two sets. Edges in the first set are used to connect vertices into clusters, each is a subnetwork of the same structure. These edges are used for intracluster data communications. The second set contains the edges connecting vertices from different clusters, and used for intercluster data communication. SH(x, y) can be considered as obtained by connecting x! copies of ydimensional hypercubes by the x-star graphs in such a way that the set of all vertices with the same binary label in these x! y-dimensional hypercubes are connected by an x-star graph. In this sense, the SH network can be considered as a star-connected-cube network. Then, each cluster is a y-dimensional hypercube. Also, SH(x, y) can be considered as obtained by connecting 2 y copies of x-star graphs by ydimensional hypercubes in such a way that the set of all vertices with the same permutation label in these 2 y x-star graphs are connected by a y-dimensional hypercube. In this sense, the SH network can be considered as cube-connected-star network. Then, each cluster is an x-star network. If x! is much greater than 2y, then SH(x, y) is close to a star graph, and if 2 y is much greater than x!, the hypercube structure dominates. In Figure 3 , SH(3, 2) is shown as a star-connected-cube. In this figure, a cycle of four vertices connected by thick edges is a Q2. In Figure 4 , SH(3, 2) is shown as a cube-connectedstar.
The SH network can be defined recursively, as the hypercube and the star graph. Clearly, SH(O, y) is the y-dimensional hypercube, and SH(x, 0) is the x-star graph. Hence, the class of SH networks contains the hypercube and the star graph as subclasses. SH(x, y) can be constructed using two copies of SH(x, y 1), SH(x, y 1) whose binary labels e prefixed by a 0, and SH(x, y 1), whose binary labels are prefixed by 1. The new binary bit for each node u is denoted by by(u). Two nodes, u SH(x, y 1) and o SH(x, y 1) are connected by an edge if and only if p(u) p(o) and b(u) bi(v for 1 < -< y 1. Similarly, SH(x, y) can be constructed by combining x copies of SH(x 1, y). Therefore, SH(x, y) has an incremental factor either 2 or x. The SH networks combine the features of the hypercube and the star graph, and they preserve many properties of both, as illustrated in the next section. This class of networks provide us more flexibility in choosing the size, degree, number of vertices, degree of fault tolerance, etc. in designing massively parallel computer systems. 4 For SH(x, y), if we choose x and y properly, say letting x y n, then the degree and diameter of are sublogarithmic as functions of the number of vertices in SH(n, n). In general, if y < O(x log x), the diameter of SH(x, y), the ratio between the number of edges and the number of vertices in SH(x, y), and the average distance between vertices in SH(x, y) are sublogarithmic as functions of the number of vertices and the number of edges in SH(x, y), as the star graph. In contrast, these parameters for Q, are logarithmic with respect to the number of vertices and the number of edges. Since (x + y 1) is the degree of SH(x, y), this property further indicates another optimal fault tolerance feature of SH(x, y). In fact, all these paths can be computed efficiently using the existing algorithms for the star graph and the hypercube [6, 13, 14] . In similar ways, many other properties of the SH network can be derived from the properties of the star graph and the hypercube.
ALGORITHMS ON THE SH NETWORK
By the structure of the SH network, it is natural to believe that the algorithm design techniques for the SH-network based computer system should be a combination of those used for the star based and hypercube based systems. To demonstrate this, let us consider two problems" the data broadcasting problem and the sorting problem. Broadcasting a message from any vertex u to all vertices of SH(x, y) can be carried out as follows. First, use the data broadcasting algorithm for the x-star to broadcast the message from u to all vertices in S {rib(o) b(u))}. of data broadcasting in G. Clearly, the efficiency of data broadcasting in SH is no worse than that in the star graph, but no better than that in the hypercube.
The time complexity of best known sorting algorithms on the S network for sorting a set of elements, at most one in each processor, is O(n 3 log n) [4, 12] . By slightly modifying these algorithms and using the hypercube Bitonic sorting algorithm as a subalgorithm, one can obtain a sorting algorithm on SH(x, y) with time complexity O(x 3 log x + y log 3 y). Clearly, such an algorithm is more efficient than currently best known sorting algorithms on the star network.
Let EH(P), Es(P), and EsI(P) be the efficiencies of best parallel algorithms of the same type (such as SIMD or MIMD) for solving a problem P on the hypercube, the star and the SH networks, respectively.. Since the SH network is a combination of the hypercube and the star networks, for all problems P, min EI(P), Es(P) <-Es(P) <-max E(P), Es(P) }.
In general, we believe that EI(P) <-Esn(P) <-Es(P). [10, 11] . Since the SH network contains hypercube clusters as subgraphs, it is quite obvious to expect the performance of simulating the hypercube by the SH network to be improved, compared with simulating the hypercube by the star network. Indeed, using any previous results on embedding the hypercube into the star graph, we can obtain embeddings of the hypercube into the SH network with smaller dilations and/or smaller expansions. The following argument illustrates a simple and general method of obtaining hypercube-into-SH embeddings that preserve the dilation, but achieve significant improvement in expansions, compared with the hypercube-into-star embeddings.
SIMULATING OTHER NETWORKS BY THE SH NETWORK
Theorem 1: If Qn can be embedded into Sj(n) with dilation k, then Q can be embedded into SH(f(n p), p), 1 -< p -< n 1, with dilation at most k.
The idea of the proof of this theorem is as follows. For p n/2, rexp,(n log n + cn, n, (n/2, n/2)) -< 2/2!/(2/2!2n/2). The Theorem 2: S, can be embedded into SH(p, (N p)(n 1)) with dilation at most 4. The expansion of this embedding is p!2(n-p)(n-l)[ n!. The best known constant dilation embedding of the star into the hypercube has expansion 2"/n !. The improvement in the expansion of constant-dilation star-into-SH embedding over the constant-dilation star-into-hypercube embedding is significant. Now, consider the embedding of star network into the SH network with small expansion. We have Theorem 3: S, can be embedded into SH(p, (n 1) + [log(n p)q!) with dilation at most [log(n p)]! + 2.
When p n/2, the dilation is log(n/2)]! + 2, and expansion is n/2. The known smallest dilation of (n/2)-expansion embedding of the star graph into the hypercube is n(log n 2) [5] . Therefore [2] . The pancake graph has properties similar to those of the star graph. As a simple generalization of our approach, we can define a new class of networks, which may be named the pancake-hypercube hybrid network (or the PH network) in a way similar to the definition of the SH network. The PH network is a regular graph, and it shares properties of both the pancake graph and the hypercube. By an analysis similar to the one given in this paper, one can show that trade-offs of different aspects can be made in constructing a multiprocessor systems using the PH network.
