We provide various norm-based definitions of different types of cross-sectional dependence and the relations between them. These definitions facilitate to comprehend and to characterize the various forms of cross-sectional dependence, such as strong, semi-strong, and weak dependence. Then we examine the asymptotic properties of parameter estimators both for fixed (within) effect estimator and random effect (pooled) estimator for linear panel data models incorporating various forms of cross-sectional dependence. The asymptotic properties are also derived when both cross-sectional and temporal dependence are present. Subsequently, we develop consistent and robust standard error of the parameter estimators both for fixed effect and random effect model separately. Robust standard errors are developed (i) for pure cross-sectional dependence; and (ii) also for cross-sectional and time series dependence. Under strong or semi-strong cross-sectional dependence, it is established that when the time dependence comes through the idiosyncratic errors, such time dependence does not have any influence in the asymptotic variance of (β F E/RE ). Hence, it is argued that in estimating V ar(β F E/RE ), Newey-West kind of correction injects bias in the variance estimate. Furthermore, this article lay down conditions under which t, F and the W ald statistics based on the robust covariance matrix estimator give valid inference.
Introduction
Over the past few years there has been a growing literature on the problem of error cross section dependence in panel regressions. Such dependence may come due to a number of counts ; viz., selecting individuals non-randomly, unobserved common shocks, due to a single currency, due to common aggro-climatic environment; and policies adopted by the central authority and so on. Stephan (1934) argues that "in dealing with social data, we know that by virtue of their very social character, persons, groups and their characteristics are interrelated and not independent."
In the presence of spatial dependence, Baltagi and Pirotte (2010) show that the test of hypothesis based on the standard panel data estimators that ignore spatial dependence can lead to misleading inference. Correlation across units in panels has also serious drawbacks (O'Connell, 1998) on commonly used panel unit root tests, since several of the existing tests assume independence (Levin, Lin and Chu, 2002; Im, Pesaran and Shin, 2003) . Such dependence has serious implication in testing for convergence hypothesis (Banerjee et al., 2005) . Basak and Das (2017) showed that Chow type F-test are severely oversized when such dependence is present in panel data. Moreover, they also evidenced that Hausman test is quite unstable across various type of cross-sectional dependence.
In this paper, we first attempt to define various forms of dependence across units in a comprehensive way. Previously, several researchers have attempted to characterize cross-sectional dependence based on either cross-sectional or both cross-sectional and time average series ; and may be in a scatter way. Forni and Lippi (2001) define two different type of cross-sectional dependence, viz., idiosyncratic (weak dependence) and common factor (strong dependence). Anderson et al. (2009) propose definitions of weak and strong cross-sectional dependence based on eigenvalues of spectral density. The purpose of these work was to propose method for dimension reduction; not to study large sample properties of slope parameters in panel data models. Chudik et al (2011) defines various forms of cross-sectional dependence based on the cross-sectional weighted average where weights satisfy some technical conditions called 'granularity condition'. This granularity condition facilitates greatly to derive the asymptotic properties; but its physical interpretation remains unclear. This kind of transformation certainly advantageous for the derivation of the asymptotic properties though it looses the cross-sectional information. Moreover, the kind of assumptions made on the cross-sectionally averaged single time series put restrictions on the form of cross-sectional dependence (Vogelsang, 2012) , are generally not met in many practical situations. Further, the choice of weights corresponding to granularity condition is somewhat arbitrary, and subsequently the quality of parameter estimators may substantially depend on the choice of the weights. Under this backdrop, we feel that there is a need to define various forms of cross-sectional dependence across units in a comprehensive way. It is shown that our definition of cross-sectional dependence includes spatial dependence (Anselin, 2001) ; error factor structure of Bai (2009) and Pesaran (2006) ; Chudik et al (2011) 's strong factor, semi-strong factor, weak factors; and also other kind of dependence. We provide several real life examples which help to comprehend various forms of dependence.
We then attempt to find answer to a few practical and relevant questions. Are the fixed effect and random effect estimators consistent under various forms of cross-sectional and time series dependence? Can we find CLT for such estimators? Is it possible to find a robust standard error; robust for both cross-sectional and time series dependence? Finding answer of these questions are very important as applied researchers are using these estimators on regular basis. Here it may be mentioned that some of these asymptotic results are, at best, partly known. The area is quite wide open; the literature does not have a satisfactory theoretical foundation. The work of Driscoll and Kraay (1998) is the first attempt to find a proper robust standard error. They considered random effect model and a particular kind of dependence which may be termed as strong dependence. Vogelsang (2012) study the properties of fixed effect model under finite N or under the case which may be termed as weak dependence. Gonçalves (2011) proposed moving block bootstrap method to find robust standard error assuming CLT. Our asymptotic results for fixed and random effect slope estimators cover separately for (i) cross-sectional dependence of all forms; and (ii) cross-sectional and time series dependence. Separate study for (i) and (ii) gives more insights on the asymptotic behaviour of the estimators. For example, we argue in this paper that Newey-West kind of correction as used in Driscoll and Kraay (1998) is irrelevant in many practical situations when cross-sectional dependence is strong or semistrong. Hence, in estimating V ar(β RE ), Newey-West kind of correction as considered in Driscoll and Kraay (1998) injects bias in the variance estimate.
The remainder of the paper is organized as follows. The model and various kinds of cross-sectional dependence in error are provided in Section 2. Several examples are given to comprehend the broad scope of such definitions. Results are given to show how different forms of dependence are interconnected. Section 3 has two subsections. Here asymptotic results are presented (i) for pure cross-sectional dependence; and (ii) also for cross-sectional and time series dependence. Subsection 3.1 provides asymptotic results for fixed and random effect slope estimators under the presence of pure cross-sectional dependence. Subsection 3.2 obtains asymptotic results for fixed and random effect slope estimators under both for cross-sectional and time series dependence. The paper concludes in Section 4. An appendix provides the proofs of the asymptotic results.
Defining Cross-sectional Dependence
Let y it be the observation on the i-th cross-section unit at time t and x it be a k × 1 vector of observed individual-specific regressors on the i-th cross-section unit at time t for i = 1, 2, ..., N, t = 1, 2, ..., T . Consider a very general panel data model as
This regression is as general as possible and it considers non-stationary variables as well. The error vector
′ is assumed to be i.i.d. with E(ε .t ) = 0 and E(ε .t ε ′ .t ) = Ω. Let λ 1 , λ 1 , . . . , λ N are N eigenvalues, in ascending order, of Ω.
Weak Cross-sectional Dependence: Dependence across individuals is said to be weak
Therefore, weak dependence implies all eigenvalues of Ω are finite. Independence is regarded as weak dependence Example 1: Any diagonal Ω matrix necessarily implies weak dependence.
Example 2: Any band Ω matrix of finite width necessarily implies weak dependence.
Example 3: Any block diagonal Ω matrix with bounded (fixed-finite) block size necessarily implies weak dependence. One possible way of dependence arises when individuals are correlated within a cluster but uncorrelated (or independent) outside the cluster. Here we are assuming cluster size does not increase but number of cluster increases with N.
Example 4: Weak dependence can also hold for dependence that decays sufficiently fast as observations become more distant according to some measure. Consider a correlation matrix (R) corresponding to Ω. Note that λ max Ω ≤ max i ω ii λ max R. As for example, if r i,j decays faster than 1 |i−j|log|i−j| p , p > 1 for large |i − j|, dependence will be weak. Example 5: Consider any spatial weight matrix with both row and column summability. Spatial dependence in AR, MA, ARMA structure with such weight matrices is an example of weak dependence.
Intermediate or Moderate Cross-sectional Dependence: Dependence across individuals is said to be moderate when following condition holds:
Example 6: As compared to Example 4 above, here r i,j must go to zero as |i − j| → ∞ at a slower rate; e.g., p ≤ 1. Example 8: Any block diagonal Ω matrix with largest block size h N where dependence within the largest block may be maximum (e.g., contant diagonal entry, say 1, and a positive constant off-diagonal entry, say b(< 1)) implies intermediate dependence. Here we are assuming that cluster size increases with N, so is the number of clusters.
Strong Cross-sectional Dependence: Dependence across individuals is said to be strong when following condition holds: λ N = O(N).
Example 9: As compared to Example 4 above, here r i,j does not go to zero as |i−j| → ∞.
Example 10: Any block diagonal Ω matrix with fixed (say m ) number of blocks may give strong dependence (e.g., elements within the blocks are as in Example 8). Here we are assuming that number of cluster is fixed, but the each cluster size increases with N.
Example 11: Consider the factor representation ( see for example, Pesaran, 2006; Bai, 2009) 
′ is an N × 1 vector of i.i.d. errors with E(u .t ) = 0 and E(u .t u ′ .t ) = Σ; a finite with positive entity diagonal matrix. It is easy to see that if lim N →∞ (
) is a positive definite matrix, then λ N = O(N), hence the dependence is strong.
Note for Example 11: Σ does not need to be a diagonal matrix. The idiosyncratic error, u .t does not need to be independent across t, any stationary AR structure may be applicable.
Proposition 1: The dependence across individuals is strong iff ε .t contains factor structure as ε .t = Λf t + u .t , Λ is an N × m matrix of factor loadings with lim N →∞ (
Proof of if part is somewhat available in the literature. However, for completeness purpose, a proof is given below. Note that Ω = Cov(ε .t ) = ΛΛ ′ + Σ. Since (ΛΛ ′ ) and Σ both are non-negative definite matrices,
Note that λ max (Σ) is O(1), and λ max (ΛΛ
Proof of only if part: Suppose there are m eigenvalues, λ N −i , i = 0, 1, . . . , m − 1 which are O(N) and others are o(N). Consider the spectral decomposition of Ω as 
) is a finite positive definite matrix. Here m i , for some or for all i, may tend to infinity as N ↑ ∞. Chudik et al (2011) defines such factors as semi-weak or semi strong, although in a very restrictive sense. Similarly, corresponding to bounded eigenvalues, one can define factor structure with absolutely summeable factor loadings. Such factors are termed as weak factors (Chudik et al, 2011) .
Other Ways of Defining Cross-sectional Dependence
In the previous section, we have defined various forms of dependence in terms of the maximum eigenvalue of Ω. We have considered eigenvalues as these are special implicit (continuous) functions of the elements of Ω = {ω i,j } and hence properties of {ω ij } are embedded in eigenvalues. Moreover, eigenvalue theory is extremely developed. It may be interesting to define various forms of dependence in some other form of functions of {ω ij }. Some such functions may be (i) max j (
1 N |ω ij |. Similar to the above definitions of dependence, we can define various dependence structure by using these three measures (related to norms). These popularly known norms (without the divisor N) are called maximum absolute row sum norm, Euclidean norm and taxicab norm, respectively (Lewis, 1991) . Some other norms,viz., the Cartesian norm may also be considered.
Weak Cross-sectional Dependence: Dependence across individuals is said to be weak when either of these three following conditions holds:
Intermediate or Moderate Cross-sectional Dependence: Dependence across individuals is said to be moderate when either of these three following conditions holds:
Strong Cross-sectional Dependence: Dependence across individuals is said to be strong when either of these three following conditions holds:
It may be worthy to discuss the relationship among these three norms along with the maximum eigenvalue norm at this time.
Hence the first inequality. The second inequality i.e., λ N ≤ max i ( N j=1 |ω ij |) may be found in Lewis(1991, Corollary 4.4.2) . Equivalence holds except for few pathological but interesting cases. Examples may be counted as below:
Example 12: Consider a matrix whose one row and one column, say, the first one is such that all the elements except the diagonals are same as
Elements of all other rows and columns are zeros except the diagonal elements. Whereas, all the diagonal elements are a fixed constant. Clearly, the maximum absolute row sum norm is unbounded and O( √ N) but the maximum eigenvalue is finite. Therefore, the maximum absolute row sum norm implies the dependence as moderate whereas weak dependence is implied by maximum eigenvalue norm.
Note that the above example is not difficult to construct. For example, let {ε t } is a sequence of i.i.d random variables with finite second moments. Construct a sequence of new random variables as
This example may look pathological in nature. However, this example show that maximum eigenvalues norm is more logical and appropriate.
Example 13: Consider a matrix whose all the diagonal elements are same (say, a < ∞) and all the off-diagonal elements are also same (say, b, 0 < b < a < ∞). It is easy to see that maximum eigenvalue norm implies strong dependence. On the other hand, the euclidean norm suggests dependence as moderate.
Example 14: Consider a matrix whose all the diagonal elements are same (say, a < ∞) and all the off-diagonal elements are also same (say,
It is easy to see that maximum eigenvalue norm implies moderate dependence. On the other hand, the euclidean norm suggests dependence as weak. also of the same order. By Jensen's inequality
Hence
Note that the second inequality is due to the fact that
(ii) For other way, let (1/N)
Note that
. This is due to the following fact:
This implies that
Hence there must be another eigenvalue of order h 2 (N)
. Continue like these till one exhausts all N eigenvalues. Thus, one
Thus, contradiction! Hence the order of the largest eigenvalue h 1 (N) must be N, i.e.,
(iii) For the last part, assume that ω
, imply that the largest eigenvalue λ N must be of order N. Thus, ω
Hence the proof of Proposition 3 is complete.
Linear Panel Data Models
Here we will consider two popularly used linear models, viz., fixed effect model and random effect (pooled) model. All these models are considered under one-way error component structure. Here we intend to derive asymptotic properties of two omnipresent parameter estimators, viz., the pooled estimator and the fixed effect estimator. We consider two different situations separately: viz., (1) only cross-sectional dependence, no time dependence; and (2) both cross-sectional and time series dependence. Separate treatment is important to get more insight.
3.1
Only Cross-Sectional Dependence, No Time Dependence: Fixed and Random Effect Models
Let y it be the observation on the i-th cross-section unit at time t for i = 1, 2, ..., N, t = 1, 2, ..., T, and suppose that it is generated according to the linear heterogeneous panel data model as
where x it is a k×1 vector of observed individual-specific regressors on the i-th cross-section unit at time t.
′ we can write (1) in matrix notation as
Further, defining (2) in matrix notation as
where I N is an identity matrix and ⊗ denote the Kronecker product. Another matrix form of the equation (1) by stacking N observations for each time point instead of the above form may be helpful for our purpose.
Define Y .t = (y 1t , y 2t , . . . , y N t ) ′ , X .t = (x 1t , x 2t , . . . , x N t ) ′ , and ε .t = (ε 1t , . . . , ε N t ) ′ and write (1) in matrix notation as
Further, defining
and D = 1 T ⊗ I N we can rewrite (4) in matrix notation as
Consider now the following assumptions 2 . We will use two norms,viz., maximum eigenvalue norm and the trace norm. The maximum eigenvalue norm for any positive definite matrix is defined as ||A|| e = max l l ′ Al. The trace norm is defined as
Assumption A1: We assume that
converges to Q in mean, where Q = plim N,T (
) is a finite and non-singular matrix.
We also assume that 1 N T X it converges in mean square. Furthermore, we assume that both the matrices,
converge to finite nonsingular matrices in probability. Also,
converges to a finite and non-singular matrix.The matrices M t , M andM are defined below.
Assumption A2: We further assume that µ i and x i1 , x i2 , . . . , x iT are strictly exogenous with respect to ε it ; that is,
for any i and t. This assumption rules out the possibility of inclusion of any lag dependent variables or any predetermined regressors. Though this strict exogeneity assumption is overly restrictive, it facilitates the derivations greatly. However, this kind of assumption is not uncommon in the literature, see for example, Gonçalves (2011) .
Assumption A3: The unobserved heterogeneity parameter µ i is assumed to be bounded.
Assumption A4: sup i,t E|ε it | 2r < ∞, for some r ≥ 2, need not be an integer.
3 with E ε .t = 0 and with variance Ω.
Depending upon whether E(µ i |X it ) is zero or not, we have two known models; random effect and fixed effect models, respectively. For fixed effect model we consider the fixed effect or the within estimator. On the other hand, OLS estimator as opposed to GLS estimator is considered for random effect model. We consider two popular estimators of β as:
Similarly,
We can defineM similar to M by definingD =D. Thus, it is easy to see thatM =M .
β F E may be written asβ
The i.i.d. assumption is for simplicity. In Section 3.2, we will allow various forms of time dependence.
where
Here it may be noted that
It is also easy to see that
Similarly,β ols may be written aŝ
To visualize the elements of b t , consider a single regressor( for simplicity). In the single regressor case, the i-th element of b t looks like
. This is also true that E(c t c
Following theorem provides the properties of these two estimators.
Theorem 1: Under all the assumptions stated above, from A1 to A5, both the estimators, β F E andβ ols are consistent.
Remark 2:
The proof of this theorem shows that,β F E andβ ols are √ T consistent when the dependence is strong and are √ NT consistent for weak dependence. It may be interesting to examine consistency of the estimators when T is finite, say T = 1. It is easy to see that bothβ F E andβ ols are inconsistent when dependence is strong. Even though error-factors do not have any relationship with the included regressors, both the estimators are inconsistent, in general.
Remark 3: In some situations, even when T is finite,β F E andβ ols are consistent under strong dependence. For simplicity, consider the case when T = 1 and considerβ ols . Let us concentrate on the term (
, where Z i = P i X, P is the matrix of eigenvectors coming from the spectral decomposition of Ω. Assume, as earlier, there are m (finite) eigenvalues; λ N ≥ λ N −1 ≥, . . . , λ N −m+1 , which are of O(N). Note that, lim
, is a finite non-singular matrix. Now assume that lim
. Under this assumption, it is easy to see that both the terms, It is straight forward to see thatβ ols is inconsistent, in general. However,β ols is consistent when
h N N → 0, since the eigenvector corresponding to the largest eigenvalue is the normalized form of (1, 1, . . . , 1) . One interesting real-life situation is when X is centered at 0.
The following theorem provides the asymptotic distribution of the estimators:
Theorem 2: Consider the model in (1) along with all the five assumptions. Further assume that, (i) for strong dependence, an eigenvector corresponding to the largest eigenvalue of Ω belongs to the row-space of ( b ′ t b t ); or ( c ′ t c t ), for fixed and random effect model, respectively and (ii) for weak dependence, the largest eigenvalue of Different rate of convergence to asymptotic normality across various dependence may be possible under several situations. Let us consider one such situation. Let Ω c is a matrix whose (i, j)−th element is E(ε it ε jt |ε kt ε lt ), k, l = i, j. Assume that (l ′ Ω c l) ≤ C l ′ l λ N = Cλ N , C is independent of k, l, and assuming l ′ l = 1. This assumption holds, for example, for normal distribution of ε it . Then it is easy to check that
The following corollary provides the asymptotic distribution of the estimators under the above situation:
Corollary 1: Consider the above situation along with all the assumptions as in Theorem 2. Then (a) V Remark 4: Unconditional central limit theorems hold under the additional assumption of
This can also be achieved if the convergence of (b t Ωb ′ t ) to the E( b t Ωb ′ t ) holds in probability with appropriate scaling of N and T . Similarly, unconditional CLT can be derived forβ ols by replacing b t by c t .
easy to see that the theorem holds as Remark 6: Define a matrix based on fourth moments and cross moments whose dimension is
whereas, for weak dependence, in general, O(λ max (V F )) ≥ O(N). Under this condition, Theorem 2 holds when
Remark 7: For strong dependence with λ min (Ω) = O(1), however, we may be able to achieve the rate of (
whenever Z (an N dimensional vector) ∈ col(Λ), column space of Λ, and
, the null space of Λ ′ , which is orthogonal to the column space of Λ. Every vector Z can be decomposed into two parts Z 1 and Z 2 such that Z 1 ∈ col(Λ), and
, which is of O(N s ), for some s < 1. Since, for T > N, with probability 1, one expects b t not to lie in the column space of Λ (of fixed dimension m) for all t.
). Therefore, one expects to get the rate of (
.
Estimation of Variance Under Pure Cross-sectional: Fixed and Random Effect Models
It is to note that the above asymptotic distributions are not implementable in practice as the matrix V F E and V ols are unknown. For fixed X, one needs only the estimate of Ω. One natural estimator of Ω is
where e t is the estimated residual obtained by using the corresponding residuals. This estimator of Ω is quite general in nature. For fixed N, it is not difficult to prove consistency of Ω. Therefore, for fixed N, natural estimator of V F E or V ols may be obtained by replacing Ω by Ω. The problem with this estimator is that, even when T is sufficiently large relative to N for the estimator to be feasible, its finite sample properties may be quite poor in situations where N and T are of comparable orders of magnitude. This is so because the many elements of the cross-sectional covariance matrix will be poorly estimated.
In this paper we propose a simple modification of the covariance matrix estimator which remedies the deficiencies of techniques which rely on large T asymptotic. A closer look into the construction of V F E and V ols suggest that both the variances are k × k matrices. So, at least theoretically, it is possible to estimate V F E and V ols without the restriction of fixed N. Moreover, it is invertible for any combination of N and T , including the case when N > T .
We propose an estimator of V F E as
Similarly, we propose an estimator of V ols as
Theorem 3: Under all the assumptions stated above, from A1 to A5, both the estimators, V F E andV ols are consistent as T → ∞.
The following theorem provides the asymptotic distribution of the parameter estimators with estimated variance covariance matrices:
Theorem 4: Consider the model in (1) along with all the five assumptions. Further assume that, (i) for strong dependence, an eigenvector corresponding to the largest eigenvalue of Ω belongs to the row-space of ( b ′ t b t ); or ( c ′ t c t ), for fixed and random effect model, respectively and (ii) for weak dependence, the largest eigenvalue of Consider testing linear hypotheses about β of the form H 0 : Rβ = r, where R is a q × k matrix of known constants with full rank with q ≤ k and r is a q × 1 vector of known constants. Define the Wald statistics as
and
The following theorem provides the distribution of the above wald statistics under the null hypothesis.
Theorem 5: Consider the model in (1) along with all the five assumptions. Further assume that, (i) for strong dependence, an eigenvector corresponding to the largest eigenvalue of Ω belongs to the row-space of ( b ′ t b t ); or ( c ′ t c t ), for fixed and random effect model, respectively and (ii) for weak dependence, the largest eigenvalue of 
Both Cross-sectional and Time Series Dependence: Fixed and Random Effect Models
Theorem 1, in the previous sub-section, considers consistency of both fixed effect and pooled estimator. Consistency is derived by considering both time and cross-sectional dependence. So far asymptotic normality is derived only under the cross-sectional dependence without the time dependence. In this sub-section, we present asymptotic normality under various pragmatic situations. We consider three different kind of situations with error factor structure 4 . The error factor structure is quite general to accommodate various kinds of dependence, viz,; strong, semi-strong, weak etc; as it follows from the Proposition 1 and the subsequent remark (Remark 1 ). In this section, for simplicity, for all kinds of dependence, viz,; strong, semi-strong, weak, we use a common notation of h N .
In vector form, the above model is ε .t = Λf t +u .t , Λ is an N ×m matrix of factor loadings with lim N →∞ (
5 is a positive definite matrix. The
vector of errors with E(u .t ) = 0 and E(u .t u
where (ΛΛ ′ ) and Σ both are non-negative definite matrices. The further assumptions on f t , u it will be made as we proceed 6 .
CASE 1a:
Consider the model in (6) along with assumptions A1 to A4. Further assume that u it does not have any cross-sectional dependence but have finite time memory (say of order q), or covariance summability property. Also, assume f t is independent over time and
Remark 8: Note that here cross-sectional dependence in ε it is either strong or semi-strong and Cov(ε t , ε t−k ) = Cov(u t , u t−k ) = Ω k for k = 0 and Cov(ε t , ε t ) = Ω 0 = ΛΛ ′ + Σ. Closer look at A 0 shows that it does not involve Σ and other cross-covariances of u t . It is due to the fact that,
In the limit, the second and the third terms vanish. Note: It is interesting to observe that time dependence in ε it coming through u it does not have any influence in the asymptotic variance of (β F E ). Hence, in estimating V ar(β F E ), Newey-West kind of correction injects bias in the variance estimate.
CASE 1b: Consider the model in (6) along with assumptions A1 to A4. Further assume that ε it is having weak cross-sectional dependence but have finite time memory, say of order q. Then
6 for brevity, proofs of following theorems are ignored CASE 1c: Consider the model in (6) along with assumptions A1 to A4. Further assume that ε it is having weak cross-sectional dependence but have ergodic time memory. In this case, when CLT holds for
−1 NT, and
Remark 9: The assumption of CLT holds for
0 Ω t || < ∞. CASE 2: Consider the model in (6) along with assumptions A1 to A4. Further assume that u it does not have any cross-sectional dependence but have finite time memory (say of order q), or covariance summability property; f t has finite time memory; and h N → ∞.
Remark 10: Covariance summability of u t includes V ar(u t ) = ∆ 0 , a diagonal matrix. Let Cov(u t , u t+k ) = ∆ k . Then Covariance summability implies ||∆
Consider the model in (6) along with assumptions A1 to A4. Further assume that u it does not have any cross-sectional dependence but have finite (say q) or covariance summable time memory; f t is ergodic and has covariance summable with CLT property; and
where 
Estimation of Variance Under Both Cross-sectional and Time Series Dependence: Fixed and Random Effect Models
Here again, it is to be noted that the matrices A 0 , A 1 , . . . A 4 are unknown in practice and hence need to be estimated. The estimator of such matrices can be found easily in line of Newey and West (1987) or its various versions. Here it is worthwhile to mention that if various forms of time dependence, as depicted in this sub-section, is known a priori, kernel weight function may be chosen more appropriately. Moreover, the closer look of of the Newey-West type estimator suggests that kernel weights excessively injects biases in the variance estimator when dependence is pure cross-sectional; no time dependence is present in the data, even when time series dependence is of short memory type as given in CASE (1A). Such penalization certainly costs the performance of the test based on such estimator, at least in small sample.
c t e t e ′ t−j c
) is an appropriately chosen kernel depending on the nature of time dependence. At this stage, the appropriate choice of K(., .) is an empirical issue. Similarly, C(.) is an appropriately chosen truncation lag. For example, C(.) will be zero for strong or semistrong cross-sectional dependence with finite time memory as in CASE 1A; and C(.) will be q for weak cross-sectional dependence with MA(q) time memory.
Remark 11: Results of Theorem 3, 4, 5 of the previous section 3.1.1 will also hold with respect to the above variance estimators ofβ F E andβ ols 7 .
Conclusions
Many panel data sets encountered in economics and social sciences are characterized by cross-sectional dependence. Spatial correlation based on a known weight matrix and error factor structure have been quite familiar in the literature to characterize such dependence. In this paper we formally have defined various forms of error cross-sectional dependence in Future research may commence in several directions. First, common shocks are allowed to affect dependent variable only. It may be useful to study the effect of common shocks influencing regressors as well. The models considered by Pesaran (2006) and Bai(2009) may be of interest in this context. Second, dynamic model with GMM framework may be very useful. Third, revisiting the estimators in GLS framework would be important. Fourth, it may be very useful to find tests for various kinds of dependence. Work is in progress in this direction.
PROOF OF THEOREM 1:
Here we will use maximum eigenvalue norm.
RESULT 1: Consider the fixed-effect model.β F E is consistent.
Proof:
Case A: Only with cross-sectional dependencê
from Assumption 1, we claim that plim(X ′ MX)/NT = R, i.e., we claim that the second order moment of MX exists. Now note that,
Hence the matrix R is a finite matrix.
is a linear combination of the columns of D and hence belongs to the column space of D and we know that MD = 0. Hence,β
Now we take plim on both sides and we have
Now limE(X ′ Mǫ/NT ) = 0 by Assumption 2. Again, by Assumption 5,
Here it may be noted that, for any two n.n.d. matrices A and B; ||A⊗B|| ≤ ||A||×||B||. Thus ||I T ⊗ Ω|| ≤ ||Ω||.
Hence for weak dependence, (V (X ′ Mǫ/NT )) → 0 as T and / or N → ∞. Hence, plim(X ′ Mǫ/NT ) = 0. So we have plimβ F E = β for fixed effect model .
Case B: with both cross-sectional and time dependence
Let Ω t 1 ,t 2 = Ω t 1 −t 2 = Cov(ǫ t 1 , ǫ t 2 ). Assume that
Therefore, the consistency rate is determined by the ||Ω 0 ||. Hence the result.
RESULT 2: Consider the random-effect model.β ols is consistent. Case A: Only with cross-sectional dependence Proof:β ols = (X ′M X) plimβ ols = β + plim(X ′M X) −1 X ′M ǫ = β + plim(X ′M X/NT ) −1 (X ′M ǫ/NT ) = β + W −1 plim(X ′M ǫ/NT ).
Now limE(X ′M ǫ/NT ) = 0, by Assumption 2. Again, by Assumption 5, Hence, plim(X ′M ǫ/NT ) = 0. So we have plimβ ols = β for random effect model .
Case B: with both cross-sectional and time dependence As in Result 1.
PROOF OF THEOREM 2:
Lemma 1: Define a matrix V F = E((ε t ε
PROOF OF Lemma 1:
Note that V F is based on fourth moments and cross moments whose dimension is N 2 × N 2 .
Note, A 1 A 2 ⊗ B 1 B 2 = (A 1 ⊗ B 1 )(A 2 ⊗ B 2 ) (see C.R.Rao, Linear Statistical Inference and Its Applications, p.29) whenever their orders are compatible for multiplication. Hence
For two symmetric non-negative definite (n.n.d.) matrices A and B with A ≥ B, i.e., A − B non-negative definite, one has λ max (A) ≥ λ max (B). Now note,
is an n.n.d. matrix and it is equal to
Thus,
Hence for strong dependence λ max (V F ) = O(N 2 ). This is because λ max (V F ) ≤ O(N 2 ), but for strong dependence, λ max (Ω) = O(N). For weak dependence, in general, O(λ max (V F )) ≥ O(N). This is because T race(Ω 2 ) ≥ O(N).
Proof of Theorem 2 (contd.):
Treating X as constants, we apply Liapounav CLT on the sequence of independent random variables {W t = l ′ b t ε t : 1 ≤ t ≤ T }. Thus we prove, E(|W t | 2+δ )/( V ar(W t )) 1+δ/2 → 0 as T → ∞.
For δ = 2, consider the quantity,
2 , and l ′ l = 1. This expectation is conditional on X.
For strong dependence, if the eigenvector corresponding to the largest eigenvalue of Ω belongs to the row-space of ( b
and hence,
For weak dependence,
since λ min (Ω) = O(1). Therefore,
as λ max (V F ) = O(N).
PROOF OF THEOREM 4:
Proof is exactly similar to that of Theorem 2.
PROOF OF THEOREM 3 and 5:
Proof of Theorem 3 and 5 is avoided for brevity. Proof of Theorem 3 is similar to that of Basak and Das (2017) .
