ABSTRACT. It is proved that the Continuum Hypothesis implies that any sequence of rapid P-points of length < c + which is increasing with respect to the Rudin-Keisler ordering is bounded above by a rapid P-point. This is an improvement of a result from [7] . It is also proved that the notion of a δ-generic sequence is equivalent to an apparently much weaker notion. This allows the central definition used in the construction in [7] to be considerably simplified.
INTRODUCTION
The Rudin-Keisler ordering on ultrafilters, introduced in the late sixties ( [6] ; see also [15] and [16] ), turned out to be a very useful tool for studying properties of ultrafilters. A variant of this ordering, the Rudin-Frolík ordering, was used by Frolík ([4] ) to prove, in ZFC, that the space of non-principal ultrafilters on ω is non-homogeneous. Many combinatorial properties can be characterized in terms of the ordering, e.g. selective (or Ramsey) ultrafilters are precisely those which are minimal in the Rudin-Keisler ordering, Q-points are those that are minimal in the Rudin-Blass ordering, P-points are those where the Rudin-Keisler and Rudin-Blass orderings coincide.
The first comprehensive study of the Rudin-Keisler order was done by A. Blass in his thesis [1] . A. Blass continued his investigations by considering the lower part of the ordering viz. the ordering of P-points [2] . He showed that, under suitable assumptions, the ordering can be very rich. Assuming Martin's Axiom (MA), he showed that
• there are 2 c many minimal P-points • there are no maximal P-points • the ordering of P-points is σ-closed, both downwards and upwards • the real line as well as ω 1 can be embedded into the P-points These results were later extended by several authors (e.g. [14] , [8] , [12] ). The results that motivated the research that went into this paper were obtained by B. Kuzeljević and D. Raghavan [7] . They showed Theorem (Kuzeljević and Raghavan). Assume MA. The ordinal c + can be embedded into the ordering of (rapid) P-points.
Since any ultrafilter has at most c-many RK-predecessors, the above is the best possible result as far as embedding of ordinals is concerned. The authors of [7] used the notion of a δ-generic sequence of P-points (see Definition 5.2) which allowed them to carry through an inductive construction of length c + .
and where ∀ ∞ n is a shortcut for "for all but finitely many n".
Finally, to eliminate some extraneous brackets, we will use the convenient standard shorthand f −1 (n) to denote the preimage of {n} instead of the formally more correct f −1 [{n}] . In the rest of the paper we assume CH through-out. In particular we will talk about ω 2 instead of c + .
THERE IS NO SHORT UNBOUNDED CHAIN OF RAPID P-POINTS
We aim to show that each RK-increasing chain of rapid P-points of length < ω 2 has a rapid P-point on top. We do this by taking the chain and recursively constructing the future projections (called g in the following proposition) from the top to each ultrafilter in the sequence. If these projections commute with each of the maps witnessing the RK-relations in the chain, then the inverse images of the chain by these projections will generate a P-filter. By a relatively easy argument we can guarantee that it will be an ultrafilter (making sure that at each step we decide one set). To make it rapid we have to work more. For this purpose, we will also build a tower on the side (the Ts in the following proposition), which will generate a rapid P-point and, moreover, this P-point will be compatible with the final P-filter.
We start with a few simple observations. Below we use P ol y to denote the following set of polynomial functions 1 : {n k : k < ω}.
Observation. If f : ω → ω dominates P ol y then so does f (n) = f (n) 2n − n 2 .
It is easy to see that the function n in Fact 2.1 could as well have been replaced by any function tending to infinity:
3.1. Observation. If s : ω → ω is a function tending to infinity (i.e. lim inf s(n) = ∞), π : ω → ω is a finite to one function, and U is a rapid ultrafilter then there is X ∈ U such that (∀n < ω)(|π
The following proposition is our main tool which we use to build the RK-maps (the g α s) from the future upper bound of our ω 1 -length sequence (the U α s). The upper bound will be generated by a tower (the T α s) so that it will be a P-filter. The set A in the assumption will be later used to make sure that the top filter is both an ultrafilter and rapid. The key property that will keep the induction going will be the fact that the g α s are finite to one but not bounded-to-one in a very strong sense: the size of the preimages of points (we will call this somewhat imprecisely the growth rate of g) will dominate a function s which will in turn dominate the set P ol y (conditions (1&2)). Moreover the first part of condition (4) will guarantee that the maps g α will not be bijections on some large set (otherwise our supposed upper bound would be RK-equivalent to some U α ).
Because a lot of maps between (different copies of) ω are involved we will use the following convention to hopefully make it easier for the reader to see what is going on. We imagine each U α lives on a separate copy of ω (a level). We will use the letter m to denote numbers on the first level (i.e. where U 0 lives), the letter n will denote numbers living on some level 0 < α < δ, the letter l will denote numbers living on the final level (i.e. where the top ultrafilter we will be constructing lives) and the letter k will denote numbers living on level δ. The letters i and j will be used as unrelated natural numbers.
Proposition. Assume δ < ω 1 and 〈U α : α ≤ δ〉 is an RK-increasing sequence of rapid P-points as witnessed by finite-to-one maps Π = {π αβ : β ≤ α ≤ δ} with π αα = I d for each α ≤ δ. Also, lets = 〈s α : α < δ〉 be a sequence of maps, each dominating P ol y,ḡ = 〈g α : α < δ〉 a sequence of finite-to-one maps, T = 〈T α : α < δ〉 a ⊆ * -decreasing sequence of subsets of ω, A ⊆ ω. Suppose, moreover, that the following conditions are satisfied:
(1) the growth rate of g α dominates s α , i.e. (∀α)(∀ ∞ n)(|g
2) the sequences is < * decreasing in the following (stronger) sense:
; and (4) for each α < δ there is X ∈ U α such that
Then we can extend the sequenceḡ,s,T by constructing the maps g δ and s δ and a set T δ so that (corresponding modifications of) (1-4) are still satisfied and, moreover, (∀i)(T δ (i) ≥ A(i)) (recall that when X is a set, X (i) denotes the i-th element of X ) and T δ decides A (i.e. T δ ⊆ A or T δ ∩ A = ).
Proof. We first introduce some notation. Fix D ⊆ δ a cofinal subset of δ of order type ω such that 0 ∈ D. In our construction we will only deal with α ∈ D. Given α ∈ D we write
for the successor of α in D. We also let #α = |D ∩ α|,
i.e. α is the #α-th element of D. Next we use D to enumerate P ol y in an increasing sequence:
Since U δ is rapid we can use Fact 2.1 to find X α ∈ U δ such that |X α ∩ c α n | ≤ n for each n < ω. We can also assume that 2 ( * ) |g
2 otherwise throw finitely many elements of X α away to get the first requirement and for the second intersect it with the set π −1
δα
[X ], where X is the set guaranteed to exist by condition (4) above.
commute on Y α ; more precisely, for every β ≤ γ ≤ α + all in D and every k ∈ Y α and any l ∈ g
Finally, since g α and T α satisfy the first part of (4), we can use Observation 3.1 to find Z α ∈ U δ such that
i.e. Z α is #α-times more sparse then T α . (Just apply Observation 3.1 to π = π δα , U = U δ , and
Recursively construct a partition {K α : α ∈ D} of X into finite sets and s δ : ω → ω such that
This is not hard to do: first find an increasing sequence {k α : α ∈ D} of natural numbers such that
and
(Formally, this won't be a partition, since it will not cover X ∩[0, k 0 ); we can just throw these finitely many elements out of X ).
Fix n and let m = π α0 (n). Then, since K α ⊆ X α , by ( * ) and (5) we have |b
by ( §) and ( †) we have
δα (n)| ≤ m, and also
It follows that we can partition b α n into pieces {e ] = k and extend g δ to all of ω arbitrarily so that the new values are outside of X and that the requirements on g δ are satisfied (i.e. that it is finite-to-one, its growth rate is bounded below by s δ , etc.). This finishes the construction of g δ . For future reference, let us note that g δ T α ∩ l is at most |A ∩ l|-to-one for any l < ω.
so (3) is satisfied for g δ . That condition (2) for s δ is satisfied follows from (5). That condition (1) is satisfied for s δ and g δ follows from the construction (|d
(Formally, we have only checked the conditions for β, α ∈ D, but this is clearly enough, since D is cofinal in δ.)
Finally we must construct T δ . Without loss of generality we may assume that T α ⊆ T β for β < α ∈ D (otherwise we could have carried out the construction for some finite modifications of T α s and the resulting T δ would still work for the original T α s). Let
Then T is a pseudointersection of {T α : α ∈ D}. Moreover g δ was constructed so that (see ( ¶))
for each k ∈ K α and m = π δ0 (k). It follows that T and g δ satisfy (4) . Consider now the map π which sends g δ [l] to l and define s(l) = |A ∩ l|. Then by Observation 3.1 there is X ∈ U δ contained in X and such that
[X ]. Now, since g δ T ∩ l is at most |A ∩ l|-to-1, we have
so, since U δ is an ultrafilter we can choose T δ ⊆ T which decides A and still satisfies (4). This finishes the proof.
Theorem. Assume CH. Every RK-increasing chain of rapid P-points of length ω 1 has a top.
Proof. Let 〈U α : α < ω 1 〉 be an RK-increasing chain of rapid P-points as witnessed by finite-to-one maps Π = {π αβ : β ≤ α < ω 1 }. Without loss of generality we may assume that the maps commute in the sense of (3) in the previous proposition. Enumerate [ω] ω as {A α : α < ω 1 }. Recursively build a sequence of finite-to-one maps 〈g α : α < ω 1 〉 and a decreasing tower 〈T α : α < ω 1 〉 so that T α decides A α and |T α ∩ n| ≤ |A ∩ n|. This can be done by repeatedly applying the previous proposition at each step. In the end 〈T α : α < ω 1 〉 generates a rapid P-point and the map g α witnesses that this P-point is above U α .
It is likely that the above proof generalizes to the case when CH is replaced by MA. The method of proof also suggest that it might even be weakened to b = c, however, we have not investigated this in detail and leave it as a question for further research 
A SHORT UNBOUNDED CHAIN OF P-POINTS
In this section we show, assuming 3, that there is an RK-chain of P-points which has no P-point RK-above. We assume 3 only for simplicity; a more involved argument using the Devlin-Shelah weak diamond can be used to construct the chain, e.g., under CH.
Definition. LetŪ = 〈U α : α < δ〉 be a sequence of ultrafilters and Π = {π αβ : β ≤ α ≤ δ} an indexed family of maps from ω to ω. We say that Π commutes with respect toŪ , if
. When the sequenceŪ is clear from the context, we just say that Π commutes. Moreover, given two indexed families Π 0 , Π 1 of maps we will write f : Π 0 → Π 1 to indicate that f is a map from ω to ω and for each α < δ we have π
Definition. Given two indexed families of maps
Moreover, if π 0 , π 1 are two maps, U is an ultrafilter, and X ∈ [ω] ω , we write
if there is a Y ∈ U and s : ω → ω tending to infinity such that
4.1. Observation. AssumeŪ = 〈U α : α < δ〉 is an RK-increasing chain of P-points of length δ < ω 1 as witnessed by a family of finite-to-one maps Π. Suppose, moreover, that we are given a family of finiteto-one maps Π 0 = 〈π
Proof. Fix an arbitrary finite-to-one π such that |π −1 (n)]| ≥ n and let π
Definition. Given an RK-increasing chain of P-pointsŪ of length δ for some limit δ < ω 1 a witnessing indexed family of maps Π and two indexed families Π 1 ≺ Π 0 of finite-to-one maps such that Π ∪ Π i commutes for i < 2, we define the forcing
Proof. Let 〈X n : n < ω〉 be a descending sequence of conditions and, without loss of generality, assume X n+1 ⊆ X n for all n < ω. Fix a cofinal subset D ⊆ δ of order type ω and, as before,
We also choose each m α large enough to make sure that
Next, for i < 2, let D i = {α +i : α ∈ D} and choose a cofinal D ⊆ D and i < 2 so that
Finally, define
By ( * ) it is clear that
for each α ∈ D i , β < α, and j < 2. It is clear that X is a pseudointersection of the X n s. We need to show that X ∈ P(Ū , Π 0 , Π 1 ), i.e. that for each α < δ we have
This, together with ( †), shows ( ‡). Finally notice that if α < β < α and
δβ . Since D was cofinal in δ this finishes the proof of ( ‡) for all α < δ.
Proposition. If A ⊆ ω then the set
δα . This follows from the fact that either
2 for U α -many ms and that if s tends to infinity then so does s/2. The result then immediately follows because one of the two cases has to happen for cofinally many α < δ.
. We may also assume that π
Notice that for each n ∈ Y α \ n α we have
By the choice of Y α we also have
Putting this together gives:
Since s α tends to infinity so does s α − 1. This shows that s α − 1 and Y α \ n α witness the fact that X ∈ P(Ū , Π 0 , Π 1 ).
We now put the previous things together and prove:
Theorem. Assume 3. There is an RK-increasing sequence of P-points with no P-point on top.
Proof. Let 〈Π α 0 : α < ω 1 〉 be a diamond sequence guessing sequences of functions from ω to ω, i.e. such that for every sequence of such functions Π = 〈π ω 1 α : α < ω 1 〉 the set
is stationary. We recursively construct an RK-increasing sequence 〈U α : α < ω 1 〉 of P-points and witnessing maps Π α 1 so that
At successor steps construct an arbitrary P-point above the previous one. At limit steps first use Observation 4.1 to guarantee (1) and then recursively construct a P-filter U δ on P(Ū , Π 0 , Π 1 ) which hits each of ω 1 -many dense sets {D A ,
This can be done since the forcing is σ-closed by Proposition 4.2.
Finally notice that the chain of P-points cannot have a P-point on top. Otherwise if U is RK-above the chain as witnessed by finite-to-one maps Π 0 , there is a limit δ < ω 1 such that
contradicting the fact that π δ witnesses that U is above U δ .
GENERIC IS EQUIVALENT TO WEAKLY GENERIC
It was proved in Section 3 that given a Rudin-Keisler increasing chain of rapid P-points 〈U α : α < ω 1 〉 together with a commuting sequence of finite-to-one witnessing maps 〈π β,α : α ≤ β < ω 1 〉, it is possible to find a sequence of finite-to-one maps 〈g α : α < ω 1 〉 together with a rapid P-point V such that g α is a witness to U α ≤ RK V . However the argument in Section 3 does not guarantee that any of the g α will be nondecreasing even when it is given that each of the maps π βα is nondecreasing. In other words, the rapid P-point V may not be an ≤ It appears that one must fall back on the construction given in [7] if one wants a chain of P-points of length c + which is increasing in the ≤ + RB ordering. The ideas from Section 3 can nevertheless be used to simplify several aspects of the construction of [7] . In this section we show that the central definition used in [7] can be replaced with a significantly simpler definition. Indeed the two definitions define the same notion as we will show below that they are equivalent.
Definition. P denotes the collection of all functions
<ω \ {0} with the property that ∀n ∈ ω [|c(n)| < |c(n + 1)| ∧ max(c(n)) < min(c(n + 1))]. We define a partial order on P as follows. For c, d
We borrow the following notational conventions from [7] . These conventions will be used through out for infinite subsets of ω and for elements of P.
Definition. For any A ∈ [ω]
ω and m ∈ ω, A(m) denotes the mth element of A in its increasing enumeration, and
For a sequence c = 〈c(n) : n ∈ ω〉, let set(c) = n∈ω c(n). If m ∈ ω, then set(c) m = m≤n<ω c(n).
infinite, c ∈ P, and ∀l ∈ ω π c(l) = {ψ(l)} while ∀n ∈ ω \ set(c) [π(n) = 0].
The chains of P-points constructed in [7] under MA were all strictly increasing with respect to ≤ + RB . The chains of P-points in [7] were also constructed to be strictly increasing with respect to the Tukey ordering. The notion of a δ-generic sequence was introduced in [7] and it played a crucial role in the construction of the chains there. We will repeat the definition here for the convenience of the reader. (1) for every α < δ, 〈c α i : i < c〉 is a decreasing sequence of conditions in P; for every α ≤ β < δ,
(2) for every α < δ, U α = {a ∈ P (ω) : ∃i < c set(c α i
) ⊆ * a } is a rapid P-point on ω; (3) for every α < β < δ, every normal triple 〈π 1 , ψ 1 ,
for every α < δ, π α,α = id and:
(c) for α < β < δ there are i < c, b β,α ∈ P, and ψ β,α ∈ ω ω such that 〈π β,α , ψ β,α , b β,α 〉 is a normal triple and c β i
≤ b β,α ; (6) let µ < δ be a limit ordinal such that cf(µ) = ω; fix a countable set X ⊆ µ with sup(X ) = µ, a decreasing sequence 〈d j : j < ω〉 of conditions in P, and a sequence of maps
(c) for all α ∈ X , there are j < ω, b α ∈ P, and ψ α ∈ ω ω such that 〈π α , ψ α , b α 〉 is a normal triple and d j ≤ b α ; then the collection of all i * < c such that there are d * ∈ P and π, ψ ∈ ω ω satisfying:
is cofinal in c.
In a context where c > ℵ 1 and MA holds, Definition 5.2 would be naturally modified by replacing the condition δ ≤ ω 2 with the condition that δ ≤ c + , and by requiring Clause (6) to hold for any limit ordinal µ with cf(µ) < c, for any X ⊆ µ with |X | < c and sup(X ) = µ, and for any decreasing sequence of conditions in P of length cf(µ) that satisfies conditions (6)(a)-(6)(c). The reader can find an explanation of the intuition behind Clauses (1)-(6) in [7] . In [7] , it was proved that any δ-generic sequence can be extended to an ω 2 -generic sequence, for any δ ≤ ω 2 .
The main result of this section is that the notion of a δ-generic sequence is equivalent to an apparently much weaker notion to be introduced below. We begin with a lemma that is really a consequence of Fact 2.1.
5.3.
Lemma. Let U and V be rapid P-points on ω. Suppose that π ∈ ω ω and that ∀b ∈ V π b ∈ U .
Then for every a ∈ U there exists b ∈ V such that
Proof. Since V is a P-point, there exists c ∈ V such that π is either finite-to-one or constant on c. By hypothesis, π c ∈ U , and since U is a non-principal ultrafilter, it follows that π must be finite-to-one on c. Now define a function g ∈ ω ω by induction as follows. g(0) = 0 and suppose that g(n) ∈ ω is given for some n ∈ ω. For each l ∈ ω, I l = {x ∈ c : π(x) = l} is finite. Define g(n
. So in particular, g(n) ≥ n, for every n ∈ ω. Now c ∩ π −1 (a) ∈ V and by the rapidity of V there exists
]. Note that (1) is satisfied by definition. For (2), fix any l ∈ ω and let x ∈ b be such that π(x) = a(l). Let n ∈ ω be unique so that b(n) = x. We have that x ∈ I a(l) and that l ≤ g(l).
Since g is strictly increasing, we conclude that n ≤ l + 1. Therefore, {x ∈ b : π(x) = a(l)} ⊆ {b(n) : n ≤ l + 1}. Since |{b(n) : n ≤ l + 1}| = l + 2, we are done.
The next definition is an apparent weakening of the notion of a δ-generic sequence, where the key Clauses (3) and (6) are omitted from Definition 5.2. It will be proved however that this apparent weakening is equivalent to Definition 5.2. So the main result here is that the other clauses of Definition 5.2 automatically imply Clauses (3) and (6).
5.4.
Definition. Let δ ≤ ω 2 be any ordinal. We call a pair of sequences (1) for every α < δ, 〈c α i
: i < c〉 is a decreasing sequence of conditions in P; for every α ≤ β < δ,
) ⊆ * a } is a rapid P-point on ω;
(c) for α < β < δ there are i < c, b β,α ∈ P, and ψ β,α ∈ ω ω such that 〈π β,α , ψ β,α , b β,α 〉 is a normal triple and c
Then there exists an interval partition I = 〈i n : n ∈ ω〉 such that for each n ∈ ω, π {a(i) :
Proof. Note that condition (2) and the fact that a is infinite imply that
Now define an interval partition I as follows. Let i 0 = 0. Fix n ∈ ω and assume that i n ∈ ω is given.
, which by (1) implies a(i n+1 ) > a(i n ), which in turn implies i n+1 > i n . This completes the definition of I.
We check that I is as required. Fix n ∈ ω. If i n ≤ i < i n+1 , then by (1) and by the definition of i n+1 ,
and so it suffices to show that π(a(i n )) = b(n), for all n ∈ ω. To this end, define a function e : ω → b by stipulating that e(n) = π(a(i n )), for every n ∈ ω. Then for every n ∈ ω, e(n) = π(a(i n )) < π(a(i n+1 )) = e(n + 1). We claim that e is onto. To see this, consider b(m), for some m ∈ ω. There exists i ∈ ω such that b(m) = π(a(i)). Since I is an interval partition, there is a unique n ∈ ω with i n ≤ i < i n+1 . By the above remarks, e(n) = π(a(i n )) = π(a(i)) = b(m). Therefore, e is onto. Since e is order-preserving and onto, it follows that for each n ∈ ω, b(n) = e(n) = π(a(i n )). This concludes the proof. 
is finite-to-one on a * and ∀x, y ∈ a * x ≤ y =⇒ π β,α (x) ≤ π β,α (y) . Define two functions from ω to ω as follows. Set S(0) = 0. Fix l ∈ ω and assume that S(l) ∈ ω is given. Define S(l + 1) = S(l) + l + 2. Note that S(l + 1) > S(l). This completes the definition of S : ω → ω. Next, set Σ(0) = 0. Fix n ∈ ω and assume that Σ(n) ∈ ω is given. Define Σ(n+1) = Σ(n)+ n+1. Note that Σ(n+1) > Σ(n). This completes the definition of Σ : ω → ω. Now define f : ω → ω by stipulating that for each l ∈ ω, f (l) = Σ(S(l + 1)). Since U α is rapid, there exists A ∈ U α such that A ⊆ π 1 set(d) N and such that for each i ∈ ω,
. Apply Lemma 5.3 to U α , U β , π β,α , and A ∈ U α to find a * * ∈ U β such that π β,α a * * ⊆ A and for each l ∈ ω,
, there is an interval partition I = 〈i n : n ∈ ω〉 such that for all n ∈ ω, π β,α {b(i) :
By Lemma 2.9 of [7] ,
It is clear that n ≤ K n . Now by choice of A, for each n ∈ ω, there exists j n ∈ ω such that j n ≥ f (L n ) and
Construct a sequence 〈d * (i) : i ∈ ω〉 such that for each n ∈ ω, the following hold:
To show that this can be done, it suffices to show that for each n ∈ ω,
To this end, we first argue that for each n ∈ ω, i n+1 ≤ S(L n + 1). Observe that for each n ∈ ω,
Using this observation, we show by induction on n ∈ ω that i n+1 ≤ S(L n + 1). Indeed, when n = 0, we have that
Putting these observation together, we have
. This concludes the proof that for each n ∈ ω, i n+1 ≤ S(L n + 1). Now by the definition of Σ and of f , we have that for each n ∈ ω,
This shows that it is possible to construct a sequence 〈d * (i) : i ∈ ω〉 satisfying (1)-(2) above.
Since I is an interval partition, for each i ∈ ω, there exists a unique n ∈ ω with i n ≤ i < i n+1 . So by
Hence K j n < K j n+1 , whence max(d
). Therefore d * ∈ P. Next fix n ∈ ω and i n ≤ i < i n+1 . Then by combining some of the above established inequalities, we have that
It is clear from the definitions that 〈π, ψ, d * 〉 is a normal triple. Finally fix any k ∈ set(d * ). Let
. This concludes the verification that b, d * , π, and ψ are as needed.
Thus Lemma 5.6 shows that a weakly δ-generic sequence automatically satisfies Clause (3) of Definition 5.2. The next lemma shows the same for Clause (6) as well. The argument is quite close to the proof of Lemma 3.4 in [7] .
5.7. Lemma. Let δ ≤ ω 2 and suppose S = 〈〈c α i
: i < c∧α < δ〉, 〈π β,α : α ≤ β < δ〉〉 is weakly δ-generic. Let µ < δ be a limit ordinal such that cf(µ) = ω. Fix a countable set X ⊆ µ with sup(X ) = µ, a decreasing sequence 〈d j : j < ω〉 of conditions in P, and a sequence of maps 〈π α : α ∈ X 〉 ⊆ ω ω such that:
(3) for all α ∈ X , there are j < ω, b α ∈ P, and ψ α ∈ ω ω such that 〈π α , ψ α , b α 〉 is a normal triple
Then the collection of all i * < c such that there are d * ∈ P and π, ψ ∈ ω ω satisfying:
Proof. Choose a strictly increasing sequence 〈δ n : n ∈ ω〉 ⊆ X which is cofinal in µ. For each m ≤ n < ω use clause (2) to choose j m,n , L m,n ∈ ω such that
For each n < ω, use clause (3) to choose j * n < ω, b δ n ∈ P, and ψ δ n ∈ ω ω such that 〈π δ n , ψ δ n , b δ n 〉 is a normal triple and
Define a sequence 〈 j n : n ∈ ω〉 by induction on n ∈ ω as follows. Suppose n ∈ ω and suppose that j m ∈ ω has been defined for all m < n. Then set j n = max (A n ), where
Note that j n+1 > j n , for all n ∈ ω. Choose R n ∈ ω so that for all j ≤ j n , d j n ≤ R n d j . In particular, d j n ≤ R n d j , for all j ∈ A n . Finally define a sequence 〈M n : n ∈ ω〉 by induction on n ∈ ω as follows. Suppose n ∈ ω and suppose that M l ∈ ω has been defined for all l < n. Then set M n = max (B n ), where
Note that M n+1 > M n . The following claim is easy to prove and is left to the reader. Claim 1. For each n ∈ ω the following hold:
It is also easy to see that for each n ∈ ω, ∀x * , y * ∈ E n x * ≤ y * =⇒ π δ n ,δ 0 (x * ) ≤ π δ n ,δ 0 (y * ) . Let the function S, Σ ∈ ω ω be defined exactly as in the proof of Lemma 5.6. Define f : ω → ω by setting f (l) = Σ(S(2l)), for each l ∈ ω. Using the rapidity of U δ 0 choose for each n ∈ ω, a set D n ⊆ F n such that D n ∈ U δ 0 and
. Now apply Lemma 5.3 with U as U δ 0 , V as U µ and π as
given. We need to find i ≤ i * < c such that there exist d * ∈ P and π, ψ ∈ ω ω satisfying (4)-(6). Let
and ψ µ,δ n ∈ ω ω such that 〈π µ,δ n , ψ µ,δ n , b µ,δ n 〉 is a normal triple and c
. Now define i * = sup (I), where
I is a countable subset of c because X is countable. So i ≤ i * < c. Note that {i(m, n) : m ≤ n < ω} ⊆ I.
Let C = set c µ i * . Now for each n ∈ ω, observe that the following inequalities hold:
, and c
≤ b µ,δ n . Therefore we can find T n ∈ ω such that the following statements hold:
It follows that π µ,δ n must be finite-to-one on C[T n ] because otherwise G n would be finite. So applying Lemma 5.5, there exists an interval partition Z n = 〈z n,k : k ∈ ω〉 such that for each k ∈ ω,
In particular, we have that H n ⊆ E n and that
Therefore, z 0,t+1 − z 0,t ≤ X t + 2. We will prove the following claim.
Proof. It is easy to see by induction on t that T 0 + z 0,t +1 ≤ V 0 + S(X t + 1) ≤ S(V 0 + X t + 1). Moreover it is also clear that X t − X t ≤ X t − Q 0 ≤ Y t . Therefore X t + V 0 + 1 ≤ 2X t − 2X t ≤ 2Y t . Since for each l < ω, max(Φ 0,l ) < max(Φ 0,l+1 ), it follows that max(Φ 0,Z t ) ≥ Z t ≥ f (Y t ) ≥ Σ(S(2X t − 2X t )) ≥ Σ(S(X t + V 0 + 1)) ≥ Σ(T 0 + z 0,t +1 ), as needed.
Next observe that for each n, w ∈ ω, if w ≥ T n , then there are k(n, w) ∈ ω and l(n, w) ∈ ω such that T n + z n,k(n,w) ≤ w < T n + z n,k(n,w)+1 and E n (l(n, w)) = π µ,δ n (C(w)) = G n (k(n, w)). This is because of the choice of the interval partition Z n and because C [T n ] ⊆ π −1 µ,δ n (E n ) for each n ∈ ω. Note that for each n ∈ ω, if T n ≤ w ≤ w < ω, then k(n, w) ≤ k(n, w ) and l(n, w) ≤ l(n, w ).
We next make some observations that will be useful in the construction of d * , π, and ψ. Let t ∈ ω be such that t > 0 and t ≥ Q 0 . Write w = T 0 + z 0,t . Fix n ∈ ω and suppose that w ≥ T n . Write w = T n + z n,k(n,w) . Clearly, w ≤ w. We claim that w = w. Suppose for a contradiction that w < w. By the definition of k(n, w) and of z n,k(n,w) , we have π µ,δ n (C(w )) = G n (k(n, w)) = π µ,δ n (C(w)). Also π µ,δ 0 (C(w )) = π δ n ,δ 0 (π µ,δ n (C(w ))) = π δ n ,δ 0 (π µ,δ n (C(w))) = π µ,δ 0 (C(w)) = G 0 (t). Write w = w − 1. Clearly, π µ,δ n (C(w)) = π µ,δ n (C(w )), and so π µ,δ 0 (C(w )) = π δ n ,δ 0 (π µ,δ n (C(w ))) = π δ n ,δ 0 (π µ,δ n (C(w))) = π µ,δ 0 (C(w)) = G 0 (t). However, z 0,t−1 ≤ (z 0,t ) − 1 < z 0,t , and so π µ,δ 0 (C(w )) = π µ,δ 0 (C [T 0 ] ((z 0,t ) − 1)) = G 0 (t − 1). This is a contradiction, which shows that w = w.
A simple corollary of the above observation is that if t ∈ ω is such that t ≥ Q 0 , and if w ∈ ω is such that T 0 + z 0,t ≤ w < T 0 + z 0,t+1 , then for any n ∈ ω with w ≥ T n , T n + z n,k(n,w)+1 ≤ T 0 + z 0,t+1 .
Next, fix n ∈ ω, and suppose w ∈ ω is such that w ≥ T n . Let ζ n,w denote max Λ n,l(n,w) . Suppose x ∈ d j n (ζ n,w ). Then it is not hard to see that for any m ∈ ω with m ≤ n, π δ m (x) = π δ n ,δ m (π δ n (x)) = π µ,δ m (C(w)).
This last observation can be used to prove the following useful fact. Fix n, m ∈ ω with m < n. Let w, w ∈ ω be so that w ≥ T m and w ≥ T n . Let t, t ∈ ω be so that t, t ≥ Q 0 . Assume that t < t and that T 0 + z 0,t ≤ w < T 0 + z 0,t+1 ≤ T 0 + z 0,t ≤ w < T 0 + z 0,t +1 . Then for any x ∈ d j m (ζ m,w ) and any y ∈ d j n (ζ n,w ), x < y. For if not, then G 0 (t ) = π µ,δ 0 (C(w )) = π δ 0 (y) ≤ π δ 0 (x) = π µ,δ 0 (C(w)) = G 0 (t) < G 0 (t ), which is impossible.
Next suppose that n, k, w ∈ ω and that T n + z n,k ≤ w < T n + z n,k+1 . Then k = k(n, w). Moreover for any w ∈ ω with T n + z n,k ≤ w < T n + z n,k+1 , l(n, w ) = l(n, w) and ζ n,w = ζ n,w . Note also that for any n, w, w ∈ ω, if w, w ≥ T n and k(n, w) < k(n, w ), then l(n, w) < l(n, w ).
The following observations will help us establish an analogue of Claim 2 for all values of n ∈ ω. It is easy to see that for any n, l, t ∈ ω, if π δ n ,δ 0 (E n (l)) = F n (t), then l ≥ t. Now fix n ∈ ω. Suppose t ∈ ω with t ≥ Q 0 and t ≥ Q n . Then X t ≥ Q n and there existȲ n,t ∈ ω andZ n,t ∈ ω such thatZ n,t ≥ f (Ȳ n,t ) and G 0 (t) = D n (Ȳ n,t ) = F n (Z n,t ). Moreover it is not hard to see that X t − Q n ≤Ȳ n,t . Finally suppose n, t ∈ ω, t ≥ Q 0 , t ≥ Q n , w ∈ ω, T 0 + z 0,t ≤ w < T 0 + z 0,t+1 , and that w ≥ T n . Then we have that π µ,δ 0 (C(w)) = π δ n ,δ 0 (E n (l(n, w))) = F n (Z n,t ), whence l(n, w) ≥Z n,t . Now we establish the following version of Claim 2.
Claim 3. Fix n ∈ ω. Let t, t ∈ ω and assume that t, t ≥ Q 0 and t, t ≥ Q n . Assume that X t ≥ 2X t +V 0 +1 and that T 0 + z 0,t ≥ T n . Then if T 0 + z 0,t ≤ w < T 0 + z 0,t +1 , then ζ n,w ≥ Σ(T 0 + z 0,t +1 ).
