




その他のタイトル A study on dependent-failure detection for




























This thesis proposes a statistical test method for 2-unit parallel systems, which discriminates
whether the units(e.g. components, devices, etc.) failed independently or dependently. The method
which makes a system redundant by combining several units is often used in order to construct a
highly-reliable system. However, if the units break down dependently, the reliability of the system
would decrease. We present the statistical test scheme based on the failure occurrence times of the
units. It is assumed that the life time distribution of the survival unit changes if one unit fails. There-
fore our scheme can find dependent failure occurrences by identifying the change of the distribution.
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他のモデリングとして，例えば Malhotra et al.[6] は，マルコフモデルによって従属故障を表現
し，そのシステムの稼働率を導出した．ハザードレートによる従属故障のモデルは影山 [7]によっ






















2.1 ハザードレート (hazard rate)
ハザードレートとは，時刻 tまで稼働していたユニットが，その後わずかな時間で故障が起こる
かの度合いを表す関数である．確率変数 T の分布関数を FT (t)，密度関数を fT (t) としたとき，T
のハザードレート h(t)は
h(t) = fT (t)









レートが IFR(increasing failure rate)；tに関して単調減少のとき，ハザードレートがDFR(decreasing
failure rate)；tに依らず，h(t)が定数のとき，ハザードレートが CFR(constant failrue rate)という．
2.2 ワイブル分布 (Weibull distribution)
ワイブル分布は非負確率変数を表す連続型の確率分布の１つである．その分布関数は，位置パラ
メータを考慮しないとき，２つのパラメータ ;mを持ち，次のように定義される．
F(t) = 1   e tm ( > 0;m > 0): (2.2)
またワイブル分布の密度関数 f (t)とハザードレート h(t)はそれぞれ以下のようになる．
f (t) = mtm 1e tm ; (2.3)
h(t) = mtm 1: (2.4)
図 1はワイブル分布のハザードレートを表している．mの値によって関数 h(t)の形状が変わる
ことから，一般に m を「形状パラメータ」と呼ぶ．ワイブル分布のハザードレートは，m > 1 の
とき IFR；m = 1のとき CFR（このときワイブル分布は指数分布と一致する）；0 < m < 1のとき
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図 1 : ワイブル分布のハザードレートの振る舞い（ = 1）．
DFRである．また のことを「尺度パラメータ」と呼ぶ．ワイブル分布は，圧力や温度などの外
的要因が働くことによってユニットが故障する現象のモデリングに応用されている．
並列システムの平均故障時間を計算する上では，順序統計量の最小値 Xmin = Min(X1; X2; : : : ; Xn)
の分布や，最大値 Xmax = Max(X1; X2; : : : ; Xn)の分布が必要となる．X1; X2; : : : ; Xn を独立で同一の
ワイブル分布に従う n個の確率変数とする．その分布関数を F(t) = 1   e tm とすると，
Pr[Xmin  x] = 1   e nxm ; (2.5)
Pr[Xmax  x] = (1   e xm )n; (2.6)
である．










定理：１標本 K-S検定における K-S統計量の分布関数 




jF(x)   S n(x)j: (2.7)
このとき任意の x > 0に対して，n ! 1のとき，Pr[pnDn  x] ! L(x)が成り立つ．ここで
L(x)は連続な分布関数で，x > 0に対して
L(x) = 1   2
1X
j=1









帰無仮説 H0：標本が確率分布 F に従っている
対立仮説 H1：標本が確率分布 F に従っていない
手順２： 有意水準 の設定（一般に， = 0:5もしくは  = 0:01）
手順３： K-S統計量 Dn の計算．Dn = sup0<x<1 jF(x)   S n(x)j．
手順４： 有意性の判定p
nDn > 1:36であれば有意水準 5%で H0 を棄却し H1 を採用する．p












仮定 I ： 同じ処理を行うユニット２つが並列に配置されたシステムである．図 2はその模式図を
示す．
仮定 II： ユニットのハザードレートは DFR，CFRまたは IFRである．
仮定 III： 両ユニットが稼働状態ならば，ユニットが故障するまでの時間のハザードレートは
h1(t) = 1m1tm1 1 (1;m1 > 0); (3.1)
とする．これは寿命分布がワイブル分布に従うと同義である．この寿命分布関数を F(t)と
すると，ハザードレートの定義より




= 1   Exp[ 1m1tm1 ]; (3.2)
となる．
仮定 IV： 片方のユニットが時刻 t = t f で故障した場合，その時点から，もう一方の生き残ってい
るユニットの故障時刻は，t f による条件付きの新しいハザードレート
h2(tjt f ) = g(t)   g(t f ) + h1(t f ) (t > t f ); (3.3)
に従う．ただし，
g(t) = 2m2tm2 1 (2;m2 > 0): (3.4)
仮定 V： t = 0で同時にユニットを稼働させ，両ユニットとも故障した時刻が，システム全体の故
障時刻である．





ステムの故障現象をハザードレートでモデル化する最近の研究は Chiodo et al.[15]が詳しい．ただ
し文献 [15]は独立故障のみの議論であり，ここで議論するワイブル型従属故障モデルの新規性は
従属故障を扱うという点である．




ザードレートが h1(t)から h2(tjt f )へと切り替わった際に，尺度パラメータと形状パラメータが変化
しない場合のみ，独立故障を表しており，それ以外の故障ケースは従属故障である．すなわち，ワ
イブル型従属故障モデルは
 2=1 = m2=m1 = 1ならば，独立故障




成される（それぞれ実現値として，t f ; tl;そして td とおく．さらにそれらの大文字表記 T f ;Tl;そし
て Td を確率変数とする）．先故障時刻とは，２つのユニットのうち，どちらか片方のユニットが先
に故障した時刻を指す．後故障時刻は，その後にもう一方のユニットが壊れた時刻を意味する．そ
して差分時刻は，後故障時刻と先故障時刻との差をとった tl   t f を表す．
図 3 : 従属故障を表すハザードレートの変化例．
先故障時刻 t f がハザードレート h1(t)に従い，差分時刻 td が h2(t)に従うように図 3を描いた．
左図 (a)のグラフは，h1(t)が一定であり CFRの故障現象を表している．時刻 t f において先故障が
発生したことによって，ハザードレートが h2(t)に切り替わり IFRの故障に変化している．もしユ
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ニット同士が独立に故障するならば，t f 以降も破線のように h1(t) である．右図 (b) のグラフは，







ハザードレートによって定義された，各故障時刻を表す確率変数 T f ;Td そして Tl の分布関数を
導出する．
3.2.1 先故障時刻 T f
ハザードレート h1(t)に従う確率変数を T1;T2 とすると，先故障時刻 T f は T f = min(T1;T2)が
成り立つ．よって T f の分布関数を F f (t)とおくと，F f (t)は以下のようになる．
F f (t) = Pr[min(T1;T2)  t]
= 1   Pr[min(T1;T2) > t]
= 1   f1   F(t)g2
= 1   Exp[ 21tm1 ]: (3.5)
さらに密度関数を f f (t)とおくと， f f (t)は以下のようになる．
f f (t) =
dF f (t)
dt
= 21m1tm1 1Exp[ 21tm1 ]: (3.6)
式 (3.5)から，先故障時刻もまたワイブル分布である．
3.2.2 差分時刻 Td
差分時刻 Td の分布関数を Fd(tjT f = t f ) とする（以下，簡略化して Fd(tjt f ) と書く）．差分時刻
Td は，先故障時刻の確率変数 T f の，条件付き確率変数であることに注意して，Fd(tjt f )はハザー
ドレートの定義より以下のように導くことができる．
Fd(tjt f ) = 1   e 
R t
0 h2(x+t f jt f )dx
= 1   e 
R t
0 g(x+t f ) g(t f )+h1(t f )dx;
M(t f ) = g(t f )   h1(t f )とおいて，積分を展開すると
= 1   e [2(x+t f )m2 M(t f )x]t0
= 1   e 2(t+t f )m2+M(t f )t+2tm2f : (3.7)
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3.2.3 後故障時刻 Tl
後故障時刻 Tl は先故障時刻と差分時刻の和 T f + Td であるため，その和の分布を求める必要が
ある．Tl の分布関数を Fl(t)とすると，Tl = T f + Td より Fl(t)は以下のようになる．








Fd(t   t f jt f ) f f (t f )dt f : (3.8)
ここで式中の t f は被積分変数であり，Fl(t)は t f に依存しない変数 tのみの関数であることに注意





その分布関数は F(t) = 1   e 1tm1 である．よって後故障時刻の分布関数 Fl(t)は
Fl(t) = Pr[max(T1;T2)  t] = (1   e 1tm1 )2; (3.9)
となる．故障ケースが独立の場合に，式 (3.8)と式 (3.9)が一致することを示すことで，ワイブル型
従属故障モデルが，古典的な独立故障のモデルを含んでいることを確認する．独立故障の場合，パ













 2tm2+2tm2f f f (t f );










 1tm1f dt f ;
２つの積分はそれぞれワイブル分布の分布関数なので
= (1   e 21tm1 )   2e 1tm1 (1   e 21tm1 )
= 1   2e 1tm1 + e 21tm1











MTTFは，従属故障モデルの仮定から導かれるシステムの信頼度関数 1   Fl(t)を用いて計算さ




(1   Fl(t))dt; (4.1)
で導出される．式中の Fl(t)は，式 (3.8)によって与えられる．
4.1 MTTFの導出
4.1.1 尺度パラメータ 2 を変化させた場合
MTTF と尺度パラメータの関係を確認するために，パラメータを (1;m1;m2) = (1; 2; 2) で固定
し，2 の値を変化させる．図 4は 2 によって定められたシステムの MTTFを表している．パラ
メータ 2 の値が小さい場合と，非常に大きい場合の，２点を強調するために，横軸は底 10の対数
スケールとしている．
2 = 1は明らかに独立故障であり，2 の値が増加するにつれて，従属故障の影響でMTTFが減
少することが分かる．尺度パラメータの変化率 2=1 の値が大きくなるにつれて，その並列システ
ムの平均寿命は，ユニット単体の平均寿命を下回ることが分かる．ここでユニット単体の MTTF
は 1 = 1;m1 = 2より，0.886と求められ，図中では破線で示されている．およそ 2=1 > 8にお
ける従属故障する並列システムの MTTF は，ユニット単体の MTTF（MTTF of one-unit system）
よりも短い．従って，変化率が大きくなるにつれて，１回目の故障が起きてから，次の故障が起こ
るまでの間隔 td がより短くなることを意味している．
並列システムのMTTFは先故障時刻 t f の期待値 E[T f ]に収束する．なぜならば，大まかに言え
ば，変化率 2=1 ! 1のとき，差分時刻 td が 0に近付くからである．なお E[T f ]は 1 = 1;m1 = 2
より，0.627である．
パラメータを (1;m1;m2) = (5; 2; 2)で固定し，2 の値を変化させた場合も，同様の結果が得ら
れた．図 5 は 2 によって定められたシステムの MTTF を表している．およそ 2=1 > 8 におい
て，この並列システムのMTTFは，ユニット単体からなるシステムのMTTFよりも短い．ここで
ユニット単体のMTTFは 1 = 5;m1 = 2より，0.396と求められる．また，E[T f ] = 0:280である．
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図 4 : 尺度パラメータ 2 の変化とMTTFの関係（横軸は対数スケール）．
図 5 : 尺度パラメータ 2 の変化とMTTFの関係（横軸は対数スケール）．
4.1.2 形状パラメータ m2 を変化させた場合
MTTFと形状パラメータの関係を，パラメータを (1; 2;m1) = (1; 1; 2)で固定し，m2 の値を変
化させることで確認する．図 6 は m2 によって定められたシステムの平均故障時間を表している
（横軸は図 4と同様に，底 10の対数スケールである）．
m2 = 2は明らかに独立故障であり，m2 の値が増加するにつれて，尺度パラメータの実験と同様
に，MTTFが減少することが分かる．尺度パラメータ 2 を変化させた実験と比較して，形状パラ
メータを変化させた場合，システムの MTTFの収束が早いことが分かる．また，MTTFの収束し
た値は，ユニット単体の MTTF を下回っておらず, この点でも尺度パラメータの実験結果とは異
なる．
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解析結果から，パラメータの変化率 2=1 もしくは m2=m1 が大きくなるにつれて，システム全
体のMTTFは減少し，ユニット単体からなるシステムのMTTFを下回る場合があることを明らか










































1. パラメータを設定する．故障ケースを特定するために 1; 2;m1;m2 にそれぞれ 0より
大きい値を与える．また微小時刻 tに非常に小さな値を設定する（実験では 10 3 を与
えた）．

















メータや形状パラメータの値を変化させた従属故障のケースと比較を行う．データ数 n = 1000と
して，次の５つの故障ケースに従う故障時刻データを生成した．
 (1; 2;m1;m2) = (1; 1; 2; 2)の独立故障ケース．
 (1; 2;m1;m2) = (1; 1; 2; 3)の従属故障ケース．
 (1; 2;m1;m2) = (1; 1; 2; 10)の従属故障ケース．
 (1; 2;m1;m2) = (1; 2; 2; 2)の従属故障ケース．
 (1; 2;m1;m2) = (1; 10; 2; 2)の従属故障ケース．
これら５つの故障ケースで，それぞれシミュレーションを行った．実験結果はそれぞれ図 7から













図 7 : 故障時刻の散布図（独立故障）．パラメータは (1; 2;m1;m2) = (1; 1; 2; 2)．
図 8 :故障時刻の散布図（従属故障）．パラメータは (1; 2;m1;m2) = (1; 1; 2; 3)．
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図 9 :故障時刻の散布図（従属故障）．パラメータは (1; 2;m1;m2) = (1; 1; 2; 10)．
図 10 :故障時刻の散布図（従属故障）．パラメータは (1; 2;m1;m2) = (1; 2; 2; 2)．







先故障時刻 t f から後故障時刻 tl の分布を推定し，その推定した分布と，実際の後故障時刻デー
タ tl の当てはまりの良さを検定することで，従属故障を検知する．当てはまりの良さの評価には，
2章で述べた適合度検定である K-S検定を用いる．独立故障の故障ケースならば，後故障時刻の分
布関数 Fl(t)は，後故障時刻の標本 tl を使うことなく，先故障時刻の標本 t f のみから精度よく推定
することができる．なぜならば，それぞれの真の分布関数は
Fl(t) = (1   e 1tm1 )2; (5.1)
F f (t) = 1   e 21tm1 ; (5.2)
であり，ハザードレート h1(t)のパラメータ 1;m1 を共有しているからである．このことから，t f
を標本として，最尤法で bF f (t) = 1   e 2b1tbm1 を推定することで，同時に bFl(t)を推定することがで







1. 先故障時刻 t f のデータから，cF f (t) = 1   e 2b1tbm1 を最尤法にて推定する
2. 独立故障を仮定して，bFl(t) = (1   e b1tbm1 )2 とする．
3. K-S統計量 Dn を次のように計算する．
Dn = sup0<t<1 jbFl(t)   S l(t)j,
ただし，S l(t)は観測された後故障時刻の経験分布である．
4. 帰無仮説 H0 と対立仮説 H1 を以下のように設定する．
H0：後故障時刻 tl が bFl(t)に従っている．
H1：後故障時刻 tl が bFl(t)に従っていない．
5. 以上の仮説のもとで K-S検定を行う．p
nDn > 1:36であれば有意水準 5%で H0 を棄却し H1 を採用する．p
nDn > 1:62であれば有意水準 1%で H0 を棄却し H1 を採用する．
6. 手順 5において H1 を採用したならば，従属故障が起きていると判断する． 
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本研究の提案するアルゴリズムにおいて，K-S検定を行う過程を示したのが図 13 と図 14であ
る．それぞれの図は，先故障時刻 t f の情報から推定された bFl(t)と tl の経験分布の重ね合わせのグ





図 13 :bFl(t)と tl の経験分布の重ね合わせ．パラメータは (1; 2;m1;m2) = (1; 1; 2; 2)の独立故障．
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図 14 :bFl(t)と tl の経験分布の重ね合わせ．パラメータは (1; 2;m1;m2) = (1; 5; 2; 2)の従属故障．
5.3.2 数値例
上述の検定方式の有用性を次の２つの例で示す．
（例１）ハザードレートのパラメータが (1; 2;m1;m2) = (1; 1; 2; 2)の独立故障の例
このときハザードレートのグラフは図 15 のようになる．データ数を n = 20 として，シミュ
レーションで故障時刻のデータを生成する．得られたデータを表 1 に示す．また表 2 は表 1
のデータに基づいた計算結果を示す．にこのとき，最尤法によってパラメータ 1 と m1 を推
定すると，b1 = 0:866;bm1 = 1:409 である．これより K-S 統計量が D20 = 0:296 と求められ，p
20D20 = 1:324 < 1:36となる．よって有意水準 5%で帰無仮説 H0 を棄却することができず，独
立故障が起こっていると正しく判定できた．
図 15 : ハザードレートの振る舞い（ = 1）．
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表 1 例１で用いた故障時刻のデータ


























（例２）ハザードレートのパラメータが (1; 2;m1;m2) = (1; 2; 2; 2)の従属故障の例
先の例と同様に，データ数を n = 20 として，シミュレーションをした結果，表 3 の故障時
刻のデータを得られた．また表 4 は表 3 のデータに基づいた計算結果を示す．このデータからb1 = 1:350;bm1 = 1:808が推定され，K-S統計量が D20 = 0:231となり，p20D20 = 1:033 < 1:36と









































ンの回数は 500回とする．データ数は n = 20; 50; 100とする．そして有意水準は 5%と 1%の２種
類とする．
【実験１,２】
尺度パラメータ 2 を変化させた場合の検出力を求めた．故障ケースを (1;m1;m2) = (1; 2; 2)で
固定し，2 を 1; 2; : : : ; 10 までの 10 通りで試す．このときハザードレートのグラフは 5.3.1 節の
図 15のようになる．表 5と表 6は，それぞれ有意水準を 5%と 1%と設定したときの，この故障
ケースにおける検定の検出力を示す．表中の の値は，シミュレーションの結果，最尤推定されたb1 とcm1 によって求められた第１種の過誤の確率であり，カッコ内の値は，推定値の代わりに真値
1 と m1 によって求められた第１種の過誤の確率である．
表 5より，尺度パラメータ 2 が大きいほど，またサンプルサイズ nが大きいほど，検出力が高
いことが分かる．すなわち，２つのユニットの内，１回目の故障が起きた際に生じる負荷が大きく
なるほど，検定は正しく判定すると言える．
有意水準を 5%と設定したにもかかわらず，シミュレーションで求められた の値が 10%を超
えていることが分かった．これは帰無仮説に用いる分布が真の分布 Fl(t)ではなく，推定された分
布 bFl(t)だったことによると考えられる．つまり，もし後故障時刻 tl とその真の分布 Fl(t)で検定す
れば，理論的には  = 5:0%となる．実際に，帰無仮説に真の分布 Fl(t)を仮定して，同じデータで
検定した場合，カッコ内の値のように設定した有意水準の値に近くなった．
表 6は，表 5の実験と同じパラメータ設定の同じデータを用いて，有意水準のみ 1%に変更した




表 5 実験１の結果．検出力 1   （%，シミュレーション 500回）．有意水準  = 5:0%（カッ
コの中は，検定に真値を用いた場合の の値）．
検出力 1   
2 n = 20 n = 50 n = 100
1  = 11:4 (7:0)  = 13:6 (6:0)  = 11:2 (4:8)
2 23.0 32.2 58.2
3 39.6 69.2 89.2
4 51.4 85.4 98.6
5 67.6 92.2 99.8
6 68.4 95.8 99.8
7 79.6 98.8 100.0
8 84.6 99.4 100.0
9 84.6 99.8 100.0
10 86.4 99.8 100.0
表 6 実験２の結果．検出力 1   （%，シミュレーション 500回）．有意水準  = 1:0%（カッ
コの中は，検定に真値を用いた場合の の値）．
検出力 1   
2 n = 20 n = 50 n = 100
1  = 3:8 (2:0)  = 4:2 (1:4)  = 3:2 (0:6)
2 7.2 15.6 36.6
3 17.6 48.6 75.4
4 25.8 66.6 95.8
5 38.8 79.0 98.2
6 40.4 88.4 99.4
7 53.0 93.6 99.8
8 62.6 97.4 100.0
9 62.6 97.8 100.0
10 70.4 99.0 100.0
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【実験３,４】
形状パラメータ m2 を変化させた場合の検出力を求めた．故障ケースを (1; 1;m1) = (1; 1; 2)で
固定し，m2 を 2; 3; : : : ; 10までの 9通りで試す．表 7と表 8は，それぞれ有意水準を 5%と 1%と
設定したときの，この故障ケースにおける検定の検出力である．
表 7より，尺度パラメータを変化させた実験と同様に，形状パラメータ m2 の値を変化させた場
合でも，m2 が大きいほど，またサンプルサイズが大きいほど，検出力が高いことが分かる．







表 7 実験３の結果．検出力 1   （%，シミュレーション 500回）．有意水準  = 5:0%（カッ
コの中は，検定に真値を用いた場合の の値）．
検出力 1   
m2 n = 20 n = 50 n = 100
2  = 12:2 (7:0)  = 10:0 (5:8)  = 9:4 (4:4)
3 23.8 43.4 64.4
4 43.6 70.6 96.4
5 61.2 91.2 99.8
6 69.8 97.0 100.0
7 80.0 98.6 100.0
8 84.0 99.2 100.0
9 85.2 99.8 100.0
10 86.8 99.8 100.0
表 8 実験４の結果．検出力 1   （%，シミュレーション 500回）．有意水準  = 1:0%（カッ
コの中は，検定に真値を用いた場合の の値）．
検出力 1   
m2 n = 20 n = 50 n = 100
2  = 3:8 (1:2)  = 2:0 (1:0)  = 2:4 (1:0)
3 8.4 23.6 46.8
4 23.4 52.2 87.6
5 37.8 77.6 98.2
6 47.0 92.6 99.4
7 56.2 96.4 100.0
8 64.2 97.8 100.0
9 70.4 98.4 100.0




(1;m1;m2) = (5; 2; 2)で固定し，2 を 5; 6; : : : ; 15までの 11通りで試す．表 9と表 10は，それぞ
れ有意水準を 5%と 1%と設定したときの，各故障ケースにおける検定の検出力を示す．
パラメータの変化量 2   1 は表 5と同じであるが，検出力は低い．この結果からは，パラメー




の MTTF の実験では，実験５，６と同様にパラメータを (1;m1;m2) = (5; 2; 2) で固定していた．
図 5からは，パラメータの変化がおよそ８倍ほどに満たなければ，たとえ従属故障によってMTTF




表 9 実験５の結果．検出力 1   （%，シミュレーション 500回）．有意水準  = 5:0%（カッ
コの中は，検定に真値を用いた場合の の値）．
検出力 1   
2 n = 20 n = 50 n = 100
5  = 12:4 (7:4)  = 11:6 (4:8)  = 11:6 (5:2)
6 12.8 16.4 15.4
7 14.2 19.0 23.2
8 16.8 24.8 32.0
9 20.6 31.4 45.6
10 22.6 33.8 53.8
11 24.2 45.2 67.4
12 27.0 50.0 74.8
13 32.6 55.4 79.2
14 34.2 62.2 87.0
15 38.0 65.8 91.6
表 10 実験６の結果．検出力 1  （%，シミュレーション 500回）．有意水準  = 1:0%（カッ
コの中は，検定に真値を用いた場合の の値）．
検出力 1   
2 n = 20 n = 50 n = 100
5  = 3:0 (1:4)  = 3:6 (1:2)  = 4:0 (1:6)
6 4.0 4.4 5.6
7 3.6 6.2 11.0
8 6.2 10.4 16.0
9 6.6 14.0 25.8
10 8.6 17.0 32.0
11 9.0 25.6 45.4
12 10.0 25.6 56.4
13 13.0 31.8 59.8
14 14.6 39.2 70.0
15 15.8 42.2 76.6
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表 11 実験１，２と実験５,６の結果の統合（n = 100）．検出力の比較．
検出力 1   
 = 5:0%  = 1:0%
2=1 実験 1 実験 5 実験 2 実験 6














く独立故障と判定する確率 1   は，有意水準を 5%とした場合，約 90%であった．また従属故
障を正しく従属故障と判定する確率は，パラメータのパラメータの変化率 2=1 に依存しているこ
とが分かった．
検出力 1   が高くなる条件は（i）有意水準（ii）データ数（iii）パラメータの変化率，これらが
大きいということを明らかとした．
有意水準は 1%よりも 5%の方が高い検出力を得られた．なぜならば，5%の方が第２種の過誤
の確率  が低くなるからである．本研究の目的は従属故障を発見することであり， は低い方が
良い．
データ数 nは大きいほど好ましいが，現実的には，コストなどにより取得できるデータ数には制
限のある場合がある．例えば，検出力 80%以上を求める場合，データ数が n = 50あれば充分であ
る．検出力がパラメータの変化率に依存しているため，良い検出力を保つために必要なデータ数は
存在しないが，実験結果より，パラメータの変化率が，2=1  3 または，m2=m1  4 の場合は，
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