In the sequel by → / − → w / − − → w * we denote the convergence with respect to the norm topology/the weak topology/the weak star topology. Given (p n , y n ) ∈ P × Y and (p,ȳ) ∈ P × Y , by (p n , y n ) − − → s,w (p,ȳ) ( (p n , y n ) − −− → s,w * (p,ȳ) ) we mean p n →p, y n − → wȳ ( p n →p, y n − − → w * ȳ , resp). (i) [2] The contingent derivative of G at (p,ȳ) is the set-valued map DG(p,ȳ) : P ⇒ Y defined by DG(p,ȳ)(p) := {y ∈ Y | ∃t n > 0, ∃(p n , y n ) ∈ grG : (p n , y n ) → (p,ȳ), t n (p n −p, y n −ȳ) → (p, y)}.
(ii) [18] The τ w −contingent derivative of G at (p,ȳ) is the set-valued map D w G(p,ȳ) : P ⇒ Y defined by 
Remark 2.3
It is easy to see that (i) DG(p,ȳ))(p) ⊂ D w G(p,ȳ))(p) ⊂ D w * G(p,ȳ))(p), ∀p ∈ P.
(ii) D w G(p,ȳ)(p) ={(y ∈ Y | ∃t n ↓ 0, ∃(p n , y n ) ∈ grG such that (p n , y n ) − − → s,w (p, y) withȳ + t n y n ∈ G(p + t n p n ), ∀n ∈ N}. If D w G(p,ȳ)(p)) = D w G(p,ȳ)(p)) for any p ∈ domD w G(p,ȳ) , then G is said to have a weak contingent proto-derivative at (p,ȳ) . Definition 2.5 Let (p,ȳ) ∈ grG .
(i) The weak radial-contingent cone of G at (p,ȳ) , denoted by T w S (grG; (p,ȳ)), is defined by
Definition 2.6 [21] (i) The set Ω ⊂ Y is said to have the domination property if
(ii) We say the domination property satisfies for G :
Based on the notion of directional compact [3] of a set-valued map at a point of its graph, we propose the notion of weak directional compact as follows.
Definition 2.7 G is called weak/weak * directional compact at (p,ȳ) ∈ grG in the direction p ∈ P if for every sequence {t n } n ⊂ (0, +∞), t n → 0 and for any sequence {p n } n ⊂ P, p n → p ∈ P , any sequence {y n } n ⊂ Y withȳ + t n y n ∈ G(p + t n p n ) for each n includes a weak/weak * convergent subsequence. If G is weak/weak * directional compact at (p,ȳ) for every p ∈ P , then G is said to be weak/weak * directional compact at (p,ȳ).
Example 2.8 Let
we indicate its standard unit basis. We note the ordering cone on l 2 as follows
K is a closed, convex, and pointed cone with intK = ∅. Let the set-valued map G : X ⇒ 2 Y be defined by
and (p,x) = (0, 0) ∈ grG . Then, we can check that G is weak directional compact at (p,ȳ). Let u n = u = 1 ,
i.e. v n = −2e n and v n has no convergent subsequence. Hence, G is not directional compact at (p,ȳ).
Example 2.9
Let X = R + and Y = l 1 be the space of all scalar sequences
We designate by {e i } i∈N ⊂ l 1 its standard unit basis. The ordering cone on l 1 is considered as
K is a closed, convex, and pointed cone with intK = ∅. The set-valued map G : X ⇒ 2 Y is given by
and (p,x) = (0, 0) ∈ grG . Then, we can check that G is weak * directional compact at (p,ȳ) . Let u n = u = 1 ,
i.e. v n = 3e n and v n has no weak convergent subsequence. Hence, G is not weak directional compact at (p,ȳ) .
In the line of [12] , we propose the following notion.
Definition 2.10
A set-valued map G : X ⇒ Y is said to be weak lower semidifferentiable at (p,ȳ) ∈ grG in the direction p ∈ P iff for any sequence h n > 0 and any sequence x n →p with h n (x n −p) → p, there exists a sequence v n ∈ F (x n ) in order that h n (v n −ȳ) has a weak convergence subsequence. If G is weak lower semidifferentiable at (p,ȳ) for every p ∈ P , then G is said to be weak lower semidifferentiable at (p,ȳ) .
Definition 2.11
A set-valued map G : X ⇒ Y is said to be stable [19] (or local Lipschitz calm) at (p,ȳ) ∈ grG if there exist a real constant M > 0 and a neighborhood U ofp such that
Lemma 2.12 [19] Let G(p) = {ȳ} and let G be stable at (p,ȳ) . Then,
Lemma 2.13 Let G : P ⇒ Y, (p,ȳ) ∈ grG and T w (epi(G), (p,ȳ)) = T (epi(G), (p,ȳ)). Then,
Proof (i) Consider an arbitrary y ∈ D w S G(p,ȳ)(0) . Then, there exist y n − → w y , x n → 0 and t n > 0 in order thatȳ + t n y n ∈ G(p + t n x n ) and t n x n → 0 . Since G is stable at (p,ȳ) , we imply that for n large enough, there exists M > 0 satisfyingȳ + t n y n ∈ȳ + M ∥t n x n ∥B(0, 1).
Consequently,
y n ∈ M ∥x n ∥B(0, 1).
Taking the above equation into account, x n → 0 and y n − → w y , one infers that y = 0 .
(ii) Let p ∈ P , t n ↓ 0 , p n → p ∈ P , and {y n } n be arbitrary sequence in Y satisfyingȳ + t n y n ∈ G(p + t n p n ) for all n . Setting h n := 1 tn , x n :=p + t n p n , v n :=ȳ + t n y n , then h n > 0 , y n = h n (v n −ȳ) , x n →p , and h n (x n −p) = p n → p . As G is weak lower semidifferentiable at (p,ȳ), h n > 0, x n →p and h n (x n −p) → p , one can find a sequence v n ∈ G(x n ) such that y n = h n (v n −ȳ) has a weak convergence subsequence.
2
Then, there exist sequence t n ↓ 0 and
The following example shows that the inverse inclusion of (2.1) does not hold.
Example 2.16 Let
K is a closed, convex, and pointed cone with intK = ∅ . We consider the following set-valued map G : X ⇒ 2 Y as
Then, for (p,ȳ) = (0, 0) and p = 1 ,
Proposition 2.17
Assume that either of the following conditions holds:
(i) G has the weak directional compact property at (p,ȳ) ;
(iii) K has a compact base and D w (G + K)(p,ȳ)(p) has domination property.
Then, for all p ∈ P ,
Proof By Proposition 2.15, it is sufficient to show the converse inclusion of (2.1).
arbitrarily. By definition there exist sequences t n ↓ 0 and (p n , y n ) ∈ grG with (p n , y n ) − − → s,w (p, y) such that
Because G is weak directionally compact at (p, y) , we ensure that
(ii) Let p ∈ P and y ∈ D w (G + K)(p, y)(p) be chosen arbitrarily. According to definition, there are sequences t n ↓ 0 and {(p n , y n )} n ⊂ grG with (p n , y n ) − − → s,w (p, y) and the sequence k n ∈ K such that
Since K has a compact base, we can denote by k n = α n b n with α n > 0 and b n → b ̸ = 0 . One gets,
Case 2: ||k n || t n is bounded. Since K has a compact base, we can write that k n = α n b n with α n > 0 and
Then, since
(iii) Since D w (G + K)(p,ȳ)(p) has domination property, for any p ∈ P ,
We will prove that Min
The definition gives us the existence of the sequences t n ↓ 0 and {(p n , y n )} n ⊂ grG with
(p, y) and k n ∈ K such that y + t n (y n − k n ) ∈ G(p + t n p n ) . Since K has a compact base, we conclude that k n = α n b n with α n > 0 and b n → b ̸ = 0 . Then, b n − → w b ̸ = 0 . Now we prove that α n → 0 .
Reasoning by contraposition, assume that α n ↛ 0. This provides a positive scalar ε > 0 such that α n ≥ ε for all n . Setting k ′ n = ε α n k n . Then, for any n , k n − k ′ n = 1 − ε α n k n ∈ K and
This completes the proof. 2 Corollary 2.18 Let (p,ȳ) ∈ grG and suppose that G is weak directionally compact at (p,ȳ) . Then, for any
Definition 2.19
Let ϕ : X → Y be a vector-valued map.
(i) ϕ is said to be Fréchet differentiable [2] at x ∈ X , iff there exists a linear continuous operator ϕ ′
(ii) ϕ is said to be Hadamard differentiable [4] at x ∈ X in a direction u ∈ X iff there exist a linear continuous operator ϕ ′ H (x) : X → Y , for any sequence u n ∈ X with u n → u and any sequence t n ↓ 0 :
If ϕ is Hadamard differentiable at x ∈ X in any direction u ∈ X , then ϕ is said to be Hadamard differentiable at x .
Note that if ϕ is be Fréchet differentiable at x , then ϕ is be Hadamard differentiable at x and ϕ ′ H (x)(u) = ϕ ′ F (x)(u). The following example establishes the statement that the inversion is not true in general.
Example 2.20 Let
|x i | 2 < +∞} and with standard unit basis {e i } i∈N ⊂ l 2 . Let ϕ : X → Y be a vector-valued map given by
Then, ϕ is Hadamard differentiable at x = 0 and ϕ ′ H (x) = 0 l 2 . However, with sequence u n = e n n , ||u n || l 2 = 1 n → 0, one has
Hence, ϕ is not Fréchet differentiable at x = 0 .
Now, let f : P × X → Y be the objective function, C : P ⇒ X be the feasible decision set-valued map and the feasible set-valued map F : P ⇒ Y be defined by
In this paper, the following parameterized vector optimization problem is discussed:
where x is a decision variable and p is a parameter.
The Borwein perturbation/frontier map B : P ⇒ Y of a family of parametric vector optimization problem is given by
and the Borwein efficient solution map S : P ⇒ X is defined by
The τ w -contingent derivative of the Borwein frontier map without constraints
In this part, we derive only the formula for computing the τ w -contingent derivative of the Borwein perturbation solution map B via the Borwein efficient point of the τ w -contingent derivative of F . However, by some suitable changes, most of the results of this part and the next one are still true for τ w * -contingent derivative.
Lemma 3.1 Suppose that (p,ȳ) ∈ grF and F is weak directionally compact at (p,ȳ). Then,
Proof
The first inclusion is from the definition. Suppose that y ∈ Min K D w (F + K)(p,ȳ)(p). Then, y ∈ D w (F + K)(p,ȳ)(p). According to Corollary 2.18, there exist y ′ ∈ D w F (p,ȳ)(p) ⊂ D w (F + K)(p,ȳ)(p) , which satisfies y − y ′ = k ′ ∈ K . We will prove that k ′ = 0 . Suppose to the contrary that k ′ ̸ = 0 . Then, we derive that y / ∈ Min K D w (F + K)(p,ȳ)(p), a contradiction. Thus, y = y ′ ∈ D w F (p,ȳ)(p) . 2 Lemma 3.2 Let (p,ȳ) ∈ grF . If F has the weak directionally compact property at (p,ȳ) then
. Reasoning ad absurdum, assume that y / ∈ BoMin K D w (F + K)(p,ȳ)(p). This arrives at the existence ofŷ m ∈ D w (F +
Consequently,
which contradicts (3.1). Thus, y ∈ BoMin K D w (F + K)(p,ȳ)(p) . 2 Definition 3. 3 We say that F is K -minicomplete by B aroundp , iff there exists a neighborhood U ofp in order that, F (p) ⊂ B(p) + K, ∀p ∈ U . Proposition 3.4 Let (p,ȳ) ∈ grB . If F is K -minicomplete by B aroundp and F is weak directionally compact at (p,ȳ) , then,
Proof Since B(p) ⊂ F (p) for any p ∈ P and the domination property fulfills for F aroundp , there is a set
Therefore,
It follows from the weak directionally compactness of F at (p,ȳ) that B is weak directionally compact at (p,ȳ). Hence,
Here the first inclusion follows from Lemma 3.2, and the second one is attained from Lemma 3.1. (ii) F has a weak contingent proto-derivative at (p,ȳ);
(iii) F is K -minicomplete by B aroundp ;
(iv) there is a set U ∈ U (p) in order that for every p ∈ U, B(p) includes only one element.
Then,
Proof Let y ∈ D w B(p,ȳ)(p) . Then, it amounts to the existence of the sequence t n ↓ 0 and the sequence
Consequently, y ∈ D w F (p,ȳ)(p) . Arguing by contradiction, suppose that y ̸ ∈ BoMin K D w F (p,ȳ)(p) . Then,
It follows from (ii) andŷ m ∈ D w F (p,ȳ)(p) that, for the preceding sequence t n , there exists sequence
By using the locally Lipschitz of F , one concludes that there exist U 2 ∈ U (p) and L > 0 such that, for all
Naturally, since t n ↓ 0 , there exists N > 0 such that
Therefore, from (3.3), (3.6), (3.5), and (3.4), there exists b n ∈ B Y in order that, for every n large enough,
Thus, it follows from (3.7), and assumption (iv), one gets
Thus,ŷ mn − L∥p mn − p n ∥b n − y n − → wŷ m − y for all m. Since K is a pointed closed convex cone in Banach space Y (locally convex space), K is also weak closed; hence,ŷ m − y ∈ K for all m . Therefore, we derive from h m > 0 and K is a pointed closed convex cone that
Thus, one yields the existence of the sequence t n ↓ 0 and the sequence (p n , y n ) ⊂ grB in order that (p n , y n ) − − → s,w (p, y) and y + t n y n ∈ B(p + t n p n ).
(4.2)
This leads the existence of sequence x n in X such that x n ∈ C(p + t n p n ) andȳ + t n p n = f (p + t n p n , x n ) .
Settingx n := x n −x t n , we get
andȳ + t n y n = f (p + t n p n ,x + t n x n ). We derive from (4.3) and the weak directionally compactness of C at (p,x) that the sequencex n contains a weak convergent subsequence. We can assumex n − → wx with no loss of generality. Then, one hasx ∈ D w C(p,x)(p) .
Moreover, we can infer from (i) and (4.4) that
Taking (4.2), (4.3), and (4.4) into account, one ensures the existence of the sequence t n ↓ 0 and the sequence (p n , x n ) in grS such that (p n , x n ) − − → s,w (p, x) and
x + t n x n ∈ S(p + t n p n ), ∀n,
leading to x is in D w S(p,x)(p) . Now, we prove that
Let x ∈ D w S(p,x)(p). Then, there exist sequence t n ↓ 0 and the sequence (p n , x n ) in P × X such that
This yields thatx + t n x n ∈ C(p + t n p n ) and
Hence, we obtain that x ∈ D w C(p,x)(p). Setting
one hasȳ + t n y n ∈ B(p + t n p n ).
Moreover, we deduce from the Hadamard differentiability of f at (p,x) and (4.5) that y n → f ′ H (p,x)(p, x).
Proposition 4.3 Letp be a point in P ,x ∈ S(p)
, andȳ = f (p,x) . Assume that all of the following conditions hold:
(i) the weak directionally compactness of F at (p,ȳ) is satisfied;
(ii) F is K -minicomplete by B aroundp ;
(iii) F has the local Lipschitzness atp ;
(iv) F has a weak contingent proto-derivative at (p,ȳ);
(v) there exists a neighborhood U ofp in order that for any p ∈ U, B(p) contains only one point;
(vi) f has the Hadamard derivative f ′ H (p,x);
(vii) C has the weak directionally compact property at (p,x).
Then, for any p ∈ P ,
The obtained results in Section 4 is illustrated in the following example. Now we will justify that the assumptions (i) and (vii) in Proposition 4.3 hold. Let t n ↓ 0, p n → p ∈ P and y n ∈ Y satisfyingȳ + t n y n ∈ F (p + t n p n ).
Then, there are only two cases. * Case 1. If t n y n ∈ 2t n p n + K and ∥t n y n ∥ ≤ 3∥t n p n ∥ , then one has y n ∈ 2p n + K and ∥y n ∥ ≤ 3∥p n ∥. Since p n → p , there exists M > 0 such that ∥p n ∥ < M for all n . Hence, ∥y n ∥ ≤ 3∥p n ∥ < M , which ensures the existence of a weak convergent subsequence of y n . * Case 2. If t n y n = 3t n p n + t 2 n p n , then y n = 3p n + t n p 2 n → 3p . Hence, (i) is fulfilled and (vii) can be checked similarly.
