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Abstract
Let a be a self-adjoint element of an exact C∗–algebra A and θ : A → A a contractive com-
pletely positive map. We define a notion of dynamical pressure Pθ(a) which adopts Voiculescu’s
approximation approach to noncommutative entropy and extends the Voiculescu–Brown topo-
logical entropy and Neshveyev and Størmer unital-nuclear pressure. A variational inequality
bounding Pθ(a) below by the free energies hσ(θ)+σ(a) with respect to the Sauvageot–Thouvenot
entropy hσ(θ) is established in two stages via the introduction of a local state approximation
entropy, whose associated free energies function as an intermediate term.
Pimsner C∗–algebras furnish a framework for investigating the variational principle, which
asserts the equality of Pθ(a) with the supremum of the free energies over all θ–invariant states. In
one direction we extend Brown’s result on the constancy of the Voiculescu–Brown entropy upon
passing to the crossed product, and in another we show that the pressure of a self-adjoint element
over the Markov subshift underlying the canonical map on the Cuntz–Kreiger algebra OA is equal
to its classical pressure. The latter result is extended to a more general setting comprising an
expanded class of Cuntz–Krieger-type Pimsner algebras, leading to the variational principle for
self-adjoint elements in a diagonal subalgebra. Equilibrium states are constructed from KMS
states under certain conditions in the case of Cuntz–Krieger algebras.
∗Supported by NATO–CNR.
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1 Introduction
Let (X, θ) be a compact topological dynamical system. The variational principle in classical er-
godic theory, established in full generality by Walters [31], asserts that the topological pressure of
a real-valued continuous function a on X is the supremum of the free energies, i.e., of sums of
the form hσ(θ) + σ(a) where σ ranges over all θ–invariant measures of X and hσ(θ) stands for the
(Kolmogorov–Sinai) measure-theoretic entropy of θ. Topological pressure was introduced by Wal-
ters [31] as a dynamical abstraction of the statistical mechanical concept of pressure defined as the
logarithmic partition function density under a thermodynamic limit. Adapting the approaches of
Adler, Konheim, and McAndrew [1], Bowen [6], and Dinaburg [12] to topological entropy, Walter’s
definition functions not by invoking a specific sequence of finite subsystems, as in the thermody-
namic notion of entropy or pressure density, but rather samples over the dynamical limits of all finite
subsystems. Thus, for a lattice system, the thermodynamic limit is reconceptualized as a dynamical
limit with space translation generating the sequence of subsytems, and the variational principle for
translation-invariant lattice systems (see Ruelle [22]) is subsumed into Walters’ general result.
Our ultimate goal is to investigate the variational principle in a noncommutative dynamical set-
ting which, in analogy to the classical case, captures the shift-invariant lattice system model of
quantum thermodynamics as a special instance. Compared to the topological situation, noncommu-
tative dynamics presents a much less definitive state of affairs for a theory of entropy and pressure.
For instance, various alternative notions of entropy are available, from Voiculescu’s approximation
definition [29] to Connes, Narnhofer, and Thirring’s [9] and Sauvageot and Thouvenot’s [26] physi-
cally motivated approaches in which the system is observed via Abelian models (see below). Recently
Størmer and Neshveyev, working with a definition of pressure for unital nuclear C∗–algebras and
the Connes–Narnhofer–Thirring (henceforth abbreviated CNT) entropy, have obtained a variational
principle for a class of asymptotically Abelian automorphisms of AF C∗–algebras. We will work
within the domain of exact C∗–algebras, replacing the space X by an exact C∗–algebra A and θ by
a contractive completely positive self-map of A and taking the potential to be a fixed self-adjoint
element a of A, and we will establish the variational principle for a class of C∗–dynamical systems
which are generally not asymptotically Abelian.
In Sect. 2 we introduce a notion of pressure for a following Voiculescu’s approach to topological
entropy for unital nuclear C∗–algebras, recently extended to exact C∗–algebras by Brown [7, 29].
Thus our corresponding partition function is computed by means of an optimal approximation, in
some sense, of an embedding of A into some B(H) via factorizations through finite-dimensional C∗–
algebras. Our definition reduces to Walters’ pressure when the system (A, θ) arises from a topological
dynamical system over a compact space, and also to the pressure introduced by Neshveyev and
Størmer [18] for unital nuclear C∗–algebras. One advantage of this more general framework is the
yield of an immediate proof of the property that pressure decreases when taking C∗–subalgebras, a
fact that has been already pointed out by Brown for topological entropy [7].
Among a few other basic properties which easily carry over from classical pressure and Voiculescu–
Brown topological entropy or from Neshveyev–Størmer pressure, we establish in Sect. 3 the property
of subadditivity in tensor product C∗–algebras, i.e., that the pressure of an element of the form
a⊗ 1 + 1⊗ b with respect to a tensor product map is bounded by the sum of the pressures of a and
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b. This fact already implies, in the classical case, that pressure is a subadditive function. We don’t
know, however, whether this still holds for noncommutative pressure.
We next approach the variational principle, first focusing on a variational inequality which asserts
that that the free energy in a given state is bounded above by the pressure. In the nuclear case the
CNT entropy provides one natural candidate for defining the free energy, and indeed the correspond-
ing variational inequality holds [18]. In our setting we substitute the Sauvageot–Thouvenot entropy,
which is defined for unital C∗–algebras and reduces to the CNT entropy in the nuclear case [26]. In
Sect. 4 we introduce, as an alternative, a measure-theoretic entropy for exact C∗–algebras which
adopts the approximation framework of Voiculescu’s topological entropy, with the logarithm of the
rank of the local finite-dimensional algebra being replaced by the entropy of the induced state on the
local algebra (see Choda [8] for the nuclear analogue). We show that this local state approximation
entropy reduces to the Kolmogorov–Sinai entropy in the classical case, is a concave function of the
invariant state, and majorizes the Sauvageot–Thouvenot entropy. The variational inequality is shown
to hold if the free energy is defined via the local state approximation entropy, and as a corollary we
obtain the same inequality using the Sauvageot–Thouvenot entropy.
In Sect. 5 we examine pressure in Cuntz–Krieger algebras OA and crossed product C
∗–algebras
by a single automorphism A ⋊α Z. In the former case we compute the pressure of a self-adjoint
element f of the canonical Abelian subalgebra of continuous functions on the underlying Markov
subshift with respect to the natural unital completely positive map θ of OA, with the result that it
equals the classical pressure with respect to the shift epimorphism. This fact has the consequence
that equilibrium states (i.e., θ–invariant states whose free energy reaches the pressure) exist. In
particular, we recover in the case f = 0 Boca and Goldstein’s computation of the topological entropy
of θ [4]. The class of crossed products algebras can be regarded, as far as the variational principle
is concerned, as a structurally extreme opposite of that of Cuntz–Krieger algebras. We generalize
Brown’s result on the constancy of topological entropy, so that if a is a self-adjoint element of A and
u is a unitary in the crossed product implementing α, the pressure of a computed with respect to α
in A or Adu in A⋊α Z is the same.
Regarding OA or A ⋊α Z as a particular case of the Pimsner C
∗–algebra OX [20] associated to
a finitely generated Hilbert bimodule X over a unital exact C∗–algebra A leads to the problem of
investigating the variational principle in OX . In Sect. 6 we introduce conditions on X which stress
the Cuntz–Krieger behaviour of OX rather than the the crossed product character, and we show
that under these conditions the variational principle holds with the free energy defined using the
Sauvageot–Thouvenot entropy. The dynamics here are defined by a unital completely positive map
of OX implemented by a basis of the bimodule. Our main assumptions are the following. First we
assume that the left action of A on X is defined diagonally by a finite set of endomorphisms of A.
Then we restrict the space of potentials, selecting self-adjoint elements which lie in a “diagonal subal-
gebra” D of OX , which is a noncommutative analogue of the canonical maximal Abelian subalgebra
of OA. Finally we assume that the topological entropy of the defining set of endomorphisms of A
is zero. This is the case if, e.g., A is an inductive limit of finite-dimensional C∗–algebras which are
left invariant by the endomorphisms. This last assumption makes it possible to compute explicitly
the pressure of a potential a in D which commutes with both the images of 1 and a itself under
2 NONCOMMUTATIVE APPROXIMATION PRESSURE 4
sufficiently many iterates of the defining endomorphisms. This is in fact the main step which leads
to the proof of the variational principle. We also consider a subclass of potentials of D for which
equilibrium states exist.
In the last section we touch on the problem of the relationship between the KMS condition and
equilibrium, concentrating on the class of Cuntz–Krieger algebras OA. To every potential f ∈ C(ΛA)
we associate a one-parameter automorphism group of OA, and we show that, if the variation of
f is small enough and A is aperiodic, the KMS states with respect to this group are in bijective
correspondence with positive eigenvectors of the Banach space adjoint L∗f of the Ruelle operator
Lf on C(ΛA). A classical theorem by Ruelle asserts that if f is Ho¨lder continuous, both Lf and
L∗f have unique positive eigenvalues, say h and µ, respectively. This result led Ruelle to a proof
of the uniqueness of the equilibrium measure for the shift space, which can be identified with the
measure whose Radon–Nykodim derivative with respect to µ is h [23, 5, 30]. We show that, on OA,
µ extends naturally to the unique KMS state at inverse temperature 1 and ν to an equilibrium state
of (OA, θ, f).
2 Noncommutative approximation pressure
1. Unital exact C∗–algebras
In this section, unless otherwise stated, A is a unital exact C∗–algebra, θ is a unital completely
positive map of A and a ∈ A is a self-adjoint element. The collection of finite subsets of A will be
denoted by Pf(A). We define the pressure of a by approximation through finite-dimensional C∗–
algebras in the following way. Let π : A → B(H) be a faithful unital ∗–representation on a Hilbert
space. Since A is exact and hence nuclearly embeddable [15, 32], for any finite subset Ω ⊂ A and
for any δ > 0 there is a finite-dimensional B and unital completely positive (henceforth abbreviated
as u.c.p.) maps φ : A → B and ψ : B → B(H) such that ‖(ψ ◦ φ)(x) − π(x)‖ < δ for all x ∈ Ω. We
denote by CPA(π,Ω, δ) the set of all such (φ, ψ,B). We emphasize that the maps of CPA(π,Ω, δ)
are unital. We set
Ω(n) := Ω ∪ · · · ∪ θn−1(Ω),
a(n) =
n−1∑
j=0
θj(a).
We define the partition function
Zθ,n(π, a,Ω, δ) := inf{Tr eφ(a(n)) : (φ, ψ,B) ∈ CPA(π,Ω(n), δ)}
where Tr denotes the trace of B with the normalization Tr(e) = 1 for every minimal projection e ∈ B.
Note that, if λ = min spec(a), then for any (φ, ψ,B) ∈ CPA(π,Ω(n), δ) we have the inequality
Tr eφ(a
(n)) ≥ eλnrank(B)
and so
Zθ,n(π, a,Ω, δ) ≥ eλnrcp(π,Ω(n), δ),
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where rcp stands for the Voiculescu–Brown δ–rank [7, 29]. In particular,
Zθ,n(π, a,Ω, δ) > 0.
Define
Pθ(π, a,Ω, δ) := lim sup
n
1
n
logZθ,n(π, a,Ω, δ),
Pθ(π, a,Ω) = sup
δ>0
Pθ(π, a,Ω, δ),
Pθ(π, a) = sup
Ω∈Pf(A)
Pθ(π, a,Ω).
We will refer to Pθ(π, a) as the approximation pressure (or simply pressure) of a (with respect to θ).
Note that, referring to the notation of Brown [7] and Voiculescu [29],
Zθ,n(π, 0,Ω) = rcp(π,Ω
(n), δ),
and so
Pθ(π, 0,Ω, δ) = ht(π, θ,Ω, δ),
Pθ(π, 0,Ω) = ht(π, θ,Ω),
Pθ(π, 0) = ht(π, θ) = the Voiculescu–Brown entropy of θ.
The first fact that we want to establish is that the partition function, and therefore the pressure,
does not depend upon the representation π. This will be done by generalizing arguments of Brown
[7] for the entropy.
Proposition 2.1. If π1 and π2 are faithful and unital
∗–representations of A,
Zθ,n(π1, a,Ω, δ) = Zθ,n(π2, a,Ω, δ),
and so
Pθ(π1, a) = Pθ(π2, a).
Proof. Given ǫ > 0, choose (φ, ψ,B) ∈ CPA(π1,Ω(n), δ) such that
Tr eφ(a
(n)) − Zθ,n(π1, a,Ω, δ) < ǫ.
Consider the map π2 ◦ π1−1 : π1(A) → B(Hπ2). Apply Arveson’s extension theorem [3] to extend
this map to a u.c.p. map T : B(Hπ1 ) → B(Hπ2). Then (φ, T ◦ ψ,B) ∈ CPA(π2,Ω(n), δ) and so we
easily obtain Zθ,n(π2, a,Ω, δ) ≤ Zθ,n(π1, a,Ω, δ). The opposite inequality follows by exchanging the
roles of π1 and π2. 
As a result of this proposition we can avoid specifying the representation π in the partition function
as well as in the approximation pressures.
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2. Unital nuclear C∗–algebras
Let Ω be a finite subset of A, δ > 0, and n ∈ N. If A is a nuclear C∗–algebra, in the definition of
pressure it is more natural to replace CPA(π,Ω(n), δ) with the set CPAnuc(π,Ω
(n), δ) of all triples
(φ, ψ,B) where φ : A→ B and ψ : B→ A are u.c.p. maps and B is a finite–dimensional C∗–algebra
such that ‖(ψ ◦ φ)(x) − x‖ < δ for all x ∈ Ω(n). We thus obtain the corresponding nuclear partition
function Znucθ,n (a,Ω, δ), nuclear approximation pressures P
nuc
θ (a,Ω, δ) and P
nuc
θ (a,Ω), and nuclear
pressure P nucθ (a), as in [18].
Proposition 2.2. Let A be a unital nuclear C∗–algebra faithfully and unitally represented on a
Hilbert space H, and let a ∈ A be a self-adjoint element. Then for any finite subset Ω ⊂ A, δ > 0,
and n ∈ N,
Znucθ,n (a,Ω, δ) = Zθ,n(a,Ω, δ)
and so
P nucθ (a) = Pθ(a).
Proof. Our arguments generalize the corresponding arguments of Brown (Prop. 1.4 of [7]) for the
Voiculescu–Brown entropy. Fix Ω ∈ Pf(A), δ > 0, and n ∈ N. We first note that Zθ,(a,Ω, δ) ≤
Znucθ,n (a,Ω, δ) since CPAnuc(Ω
(n), δ) ⊂ CPA(π,Ω(n), δ). Given ǫ > 0 let (φ, ψ,B) ∈ CPA(π,Ω(n), δ)
be such that
Tr eφ(a
(n)) − Zθ,n(a,Ω, δ) < ǫ.
Choose a triple (ρ, σ,C) ∈ CPAnuc(π,Ω(n), δ) and consider a (unital) completely positive extension
Φ : B(H) → C of ρ, which exists by Arveson’s extension theorem [3]. Then (φ, σ ◦ Φ ◦ ψ,B) ∈
CPAnuc(π,Ω
(n), 2δ) and so we easily deduce that Znucθ,n(a,Ω, 2δ) ≤ Zθ,n(a,Ω, δ). 
3. Not-necessarily-unital exact C∗–algebras
LetA be an exact C∗–algebra faithfully represented on a Hilbert spaceH, and θ : A→ A a completely
positive contraction. Following Brown’s approach to topological entropy for not-necessarily-unital
C∗–algebras, we introduce a partition function Z0 and corresponding approximation pressures P 0
as in the unital case but with respect to the expanded collection CPA0(π,Ω
(n), δ) of triples (φ, ψ,B)
where B is a finite-dimensional C∗–algebra and φ : A→ B and ψ : B→ B(H) are c.p. contractions
such that ‖ψ ◦ φ(x) − x‖ < δ for all x ∈ Ω(n). P 0θ (π, a) is still independent of the representation π.
We would like to thank G. Gong for pointing out why an equality such as the one in the claim in
the proof of the following proposition should hold.
Proposition 2.3. If A is unital and exact and θ is u.c.p. then P 0θ (a) = Pθ(a).
Proof. The inequality P 0θ (a) ≤ Pθ(a) follows immediately from the definitions.
To establish the reverse inequality, let Ω be a finite subset of the unit ball of A containing 1,
and suppose 0 ≤ δ ≤ 14 . Let (φ, ψ,B) ∈ CPA0(π,Ω(n), δ), and set b = φ(1). Let p be a spectral
projection of b such that b1 := bp ≥ (1 −
√
δ)p and b2 := b(1 − p) < 1 −
√
δ. We claim that
ψ(b2) <
√
δ. To see this, suppose to the contrary that ‖ψ(b2)‖ ≥
√
δ. Since ψ is contractive we have
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∥∥∥ψ (b1 + 11−√δ b2
)∥∥∥ ≤
∥∥∥b1 + 11−√δ b2
∥∥∥ ≤ 1. On the other hand, since ψ(b) ≥ 1−‖ψ◦φ(1)−1‖ > 1−δ,
the positivity of ψ yields
ψ
(
b1 +
1
1−√δ b2
)
= ψ(b1 + b2) + ψ
((
1
1−√δ − 1
)
b2
)
> 1− δ +
√
δ
1−√δψ(b2),
and since
∥∥∥ √δ
1−
√
δ
ψ(b2)
∥∥∥ > δ this implies ∥∥∥ψ (b1 + 11−√δ b2
)∥∥∥ > 1, producing a contradiction and thus
establishing the claim.
Observe now that
‖ψ(b1)− 1‖ = ‖ψ(b)− ψ(b2)− 1‖
≤ ‖ψ(b)− 1‖+ ‖ψ(b2)‖
< δ +
√
δ
< 2
√
δ.
Thus, if p denotes the support projection of b1, we have ‖ψ(p)−1‖ ≤ ‖ψ(p−b1)‖+‖ψ(b1)−1‖ < 3
√
δ,
and so ‖ψ(p)2 − ψ(p)‖ ≤ ‖ψ(p)(ψ(p) − 1)‖ < 3√δ. Appealing to Stinespring’s theorem [28, 32] we
infer that, for all x ∈ B, ‖ψ(pxp)− ψ(p)ψ(x)ψ(p)‖ < 4√3 4√δ and hence
‖ψ(pxp)− ψ(x)‖ ≤ ‖ψ(pxp)− ψ(p)ψ(x)ψ(p)‖ + ‖ψ(p)ψ(x)ψ(p) − ψ(x)‖
< 4
√
3
4
√
δ‖x‖+ 8
√
δ‖x‖
< 16
4
√
δ‖x‖.
Set B′ = pBp, and define the u.c.p. map φ′ : A → B′ by φ′(x) = b− 121 φ(x)b−
1
2
1 , with b1 now
being considered as an element of B′. Let ψ′ : B′ → B(H) be the u.c.p. map given by ψ′(x) =
ψ(b1)
− 12ψ
(
b
1
2
1 xb
1
2
1
)
ψ(b1)
− 12 . If x ∈ Ω(n) then ‖ψ(pφ(x)p)−x‖ ≤ ‖ψ(pφ(x)p−φ(x))‖+‖ψ◦φ(x)−x‖ <
16 4
√
δ + δ < 17 4
√
δ, and so estimating as does Brown in [7] we obtain ‖ψ′ ◦ φ′(x) − ψ(pφ(x)p)‖ <
14(17 4
√
δ), whence
‖ψ′ ◦ φ′(x) − x‖ ≤ ‖ψ′ ◦ φ′(x)− ψ(pφ(x)p)‖ +
‖ψ(pφ(x)p − φ(x))‖ + ‖ψ ◦ φ(x) − x‖
< 255
4
√
δ.
We therefore have (φ′, ψ′,B′) ∈ CPA(π,Ω(n), 255 4√δ)). Also note that
∥∥b− 121 φ(a(n))b− 121 − pφ(a(n))p∥∥ ≤ ∥∥b− 121 φ(a(n))b− 121 − b− 121 φ(a(n))p∥∥
+
∥∥b− 121 φ(a(n))p− pφ(a(n))p∥∥
≤ n‖a‖∥∥b− 121 − p∥∥
(∥∥b− 121 ∥∥+ 1
)
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≤ 2n‖a‖
√
δ
(1−√δ)2
so that b
− 12
1 φ(a
(n))b
− 12
1 ≤ pφ(a(n))p+ 2n‖a‖
√
δ
(1−√δ)2 and hence
log TrB′e
φ′(a(n)) ≤ log TrB′epφ(a
(n))p+2n‖a‖
√
δ
(1−
√
δ)2
= log TrB′e
pφ(a(n))p + 2n‖a‖
√
δ
(1−√δ)2
≤ log TrB′peφ(a
(n))p+ 2n‖a‖
√
δ
(1−√δ)2
≤ log TrBeφ(a
(n)) + 2n‖a‖
√
δ
(1−√δ)2 ,
with the second last inequality following from Proposition 3.17 of [19]. It follows that
P 0θ (A,Ω, 255
4
√
δ) ≤ P 0θ (A,Ω, δ) + 2‖a‖
√
δ
(1−√δ)2 ,
from which we conclude that P 0θ (a,Ω) ≤ Pθ(a,Ω). Thus P 0θ (a) ≤ Pθ(a). 
3 Main Properties
It is natural to ask which properties of the Voiculescu–Brown topological entropy or the classical
pressure carry over to the pressure of a self-adjoint element in a unital exact C∗–algebra. The fol-
lowing result collects some properties inspired from corresponding properties of the classical pressure
[31].
Proposition 3.1. Let a, b be self-adjoint elements of A.
(a) If a ≤ b, Pθ(a) ≤ Pθ(b);
(b) if λ ∈ R, Pθ(a+ λI) = Pθ(a) + λ. In particular Pθ(λI) = λ+ ht(θ);
(c) min spec(a) + ht(θ) ≤ Pθ(a) ≤ max spec(a) + ht(a), so either Pθ(a) < ∞ for all a or Pθ(a) =
ht(θ) =∞ for all a;
(d) if ht(θ) <∞, |Pθ(a)− Pθ(b)| ≤ ‖a− b‖;
(e) Pθ(ca) ≤ cPθ(a) if c ≥ 1 and Pθ(ca) ≥ cPθ(a) if c ≤ 1;
(f) |Pθ(a)| ≤ Pθ(|a|).
Proof. Properties (a) and (d) can be established using the Peierls–Bogoliubov inequality (cf. Cor.
3.15 of [19]) as in the proof of Prop. 2.4 in [18] for the nuclear pressure, while (b) and (e) are
immediate from the definition, (c) follows from (a) and (b), and (f) follows from (e) and (a). 
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The following facts are also very easy to check.
Proposition 3.2.
(a) Pθ(a) =
1
rPθr(a
(r)), if r ∈ N;
(b) if θ is an automorphism, Pθ(a) = Pθ−1(a);
(c) Pθ(a+ θ(b)− b) = Pθ(a);
(d) If θ is an automorphism, Pθ(θ(a)) = Pθ(a).
Proof. The proofs of Propostion 2.4(v)(ii)in [18] for the nuclear approximation pressure can be
adapted to establish (a) and (c), respectively. To establish (b), we need only note that Zθ,n(a,Ω, δ) =
Zθ−1,n(a,Ω, δ) follows from the observation that (φ, ψ,B) ∈ CPA(π,Ω ∪ · · · ∪ (θ−1)n−1Ω, δ) if and
only if (φ ◦ θ−n+1, θ˜n−1 ◦ ψ,B) ∈ CPA(π,Ω ∪ · · · ∪ θn−1(Ω), δ), where θ˜ : B(H) → B(H) is a u.c.p.
extension of π ◦ θ ◦ π−1 : π(A) → B(H) whose existence is guaranteed by Arveson’s Extension
Theorem. To show (d), we can take b = a in (c). 
Next we discuss a few properties of the Voiculescu–Brown entropy which easily carry over to
pressure.
Proposition 3.3. (Monotonicity) Let A0 ⊂ A be a θ–invariant C∗–subalgebra (i.e., θ(A0) ⊂ A0)
containing a. Then
Pθ↾A0(a) ≤ Pθ(a).
We also have a Kolmogorov–Sinai-type result.
Proposition 3.4. Let {Ωι : ι ∈ I} be a net of finite subsets of A such that
⋃
ι∈I
⋃
j∈N θ
j(Ωι) is total.
Then
Pθ(a) = lim
ι
Pθ(a,Ωι).
Proof. It is clear that for Ω1 ⊂ Ω2, Pθ(a,Ω1) ≤ Pθ(a,Ω2), and so the limit on the r.h.s. exists and
is bounded by the l.h.s. Let Ω ∈ Pf(A) and δ > 0. Consider ι ∈ I and N ∈ N such that for any
x ∈ Ω there is x′ =∑r∈F,j≤N λr,j,xθj(yr,x) with F a finite set, yr,x ∈ Ωι such that ‖x−x′‖ < δ. Set
δ′ = δ(N+1)Card(Ωι)maxr,j,x |λr,j,x| . For each n ∈ N take a triple (φ, ψ,B) ∈ CPA(Ω
(n+N+1)
ι , δ′) such
that
Tr eφ(a
(n+N+1)) < 2Zθ,n+N+1(a,Ωι, δ
′)
One can easily show that (φ, ψ,B) ∈ CPA(Ω(n), 3δ), and so
Zθ,n(a,Ω, 3δ) ≤ Tr eφ(a
(n)) ≤ Tr eφ(a(n+N+1))+(N+1)‖a‖
≤ 2e(N+1)‖a‖Zθ,n+N+1(a,Ωι, δ′),
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from which we conclude that Pθ(a,Ω) ≤ limι Pθ(a,Ωι). 
The next proposition gives a weak version of subadditivity in a tensor product C∗–algebra. It
also extends the entropy tensor product inequalities from [29] to pressure. Note that the class of
exact C∗–algebras is closed under taking minimal tensor products [15].
Proposition 3.5. Let θ1 : A1 → A1 and θ2 : A2 → A2 be u.c.p. maps and let a1 and a2 be
self-adjoint elements of A1 and A2, respectively. Let θ : A1 ⊗min A2 → A1 ⊗min A2 be the (u.c.p.)
extension of the map θ1 ⊗ θ2 : A1 ⊗A2 → A1 ⊗A2 on the algebraic tensor product. Then
Pθ(a1 ⊗ 1 + 1⊗ a2) ≤ Pθ1(a1) + Pθ2(a2),
Proof. Let A1 and A2 be faithfully represented on Hilbert spaces H1 and H2 respectively. Then
A1 ⊗A2 is faithfully represented on H1 ⊗H2.
Let Ω1 ∈ Pf(A1), Ω2 ∈ Pf(A2), and δ1, δ2 > 0. Set M = max{‖x‖ : x ∈ Ω1 ∪ Ω2}. Suppose
(φj , ψj ,Bj) ∈ CPA(Aj ,Ω(n)j , δj) for j = 1, 2. Let φ : A1⊗minA2 → B1⊗B2 be the (u.c.p.) extension
of the map φ1 ⊗ φ2 : A1 ⊗A2 → B1 ⊗B2. If x1 ∈ A1 and x2 ∈ A2 then
‖((ψ1 ⊗ ψ2) ◦ (φ1 ⊗ φ2))(x1 ⊗ x2)− x1 ⊗ x2‖
= ‖(ψ1 ◦ φ1)(x1)⊗ (ψ2 ◦ φ2)(x2)− x1 ⊗ x2‖
≤ ‖(ψ1 ◦ φ1)(x1)− x1‖‖x2‖+ ‖x1‖‖(ψ2 ◦ φ2)(x2)− x2‖
and so (φ, ψ1 ⊗ ψ2,B1 ⊗B2) ∈ CPA((Ω1 ⊗ Ω2)(n),M(δ1 + δ2)).
Let (e1k)
rank(B1)
k=1 and (e
2
l )
rank(B2)
l=1 be maximal sets of pairwise orthogonal minimal spectral projec-
tions for φ((a1 ⊗ 1)(n)) and φ((1⊗ a2)(n)), respectively. Then (e1k ⊗ e2l )1≤k≤rank(B1),1≤l≤rank(B2) is a
maximal set of pairwise orthogonal minimal spectral projections for φ((a1⊗ 1)(n)+(1⊗ a2)(n)), and
so
TrB1⊗B2 e
φ((a1⊗1)(n)+(1⊗a2)(n))
=
∑
k,l
eTrB1⊗B2((e
1
k⊗e2l )φ((a1⊗1)(n)+(1⊗a2)(n)))
=
∑
k,l
eTrB1(e
1
kφ1(a1
(n)))+TrB2(e
2
l φ2(a2
(n)))
=
∑
k
eTrB1(e
1
kφ1(a1
(n)))
∑
l
eTrB2(e
2
l φ2(a2
(n)))
= TrB1 e
φ1(a1(n)) TrB2 e
φ2(a2(n)).
Therefore
Zθ,n (a1 ⊗ 1 + 1⊗ a2,Ω1 ⊗ Ω2,M (δ1 + δ2))
≤ Zθ1,n(a1,Ω1, δ1)Zθ2,n(a2,Ω2, δ2),
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and since A1 ⊗A2 is dense in A1 ⊗min A2 it follows from Prop. 3.4 that
Pθ(a1 ⊗ 1 + 1⊗ a2) ≤ Pθ1(a1) + Pθ2(a2).

If (X , T ) is a topological dynamical system over compact metric space X , and a is a real-valued
continuous function over X , we denote by pT (a) the classical topological pressure of a considered by
Walters [31].
Proposition 3.6. Let X be a compact metric space, T : X → X a continuous function and a a
real-valued continuous function on X. Then
PθT (a) = pT (a)
where θT is the
∗–homomorphism of C(X) defined by θT (f)(x) = f(Tx).
Proof. Since the nuclear and exact approximation pressures agree for nuclear C∗–algebras by Prop.
2.2, we can appeal to Remark 2.3 of [18]. 
Remark. It is natural to ask whether, as in the classical situation, the function a→ Pθ(a) is convex
or subadditive in the case where ht(θ) is finite. We just note that in the classical situation tensor
product subadditivity combined with monotonicity of the classical pressure when passing to closed
invariant subspaces implies subadditivity.
4 Entropy and variational inequalities
Our next aim is to establish a variational inequality bounding the free energy in a given state by the
pressure. We first introduce a notion of exact–C∗–algebraic entropy with respect to an invariant state
which adopts the approximation framework of Voiculescu’s topological definition [29], but exercises
the entropy of the induced local state instead of the logarithm of the rank of the local algebra (see
[8] for the nuclear analogue). The local state approximation entropy yields as a straightforward
consequence of its definition the desired variational inequality (Prop. 4.14), and since it majorizes
both the Sauvageot–Thouvenot and CNT entropies (Prop. 4.10) the inequality will also hold upon
substituting either of the latter as the entropy term in the free energy. To conclude the section we
collect some facts about the Sauvageot–Thouvenot entropy which will be needed in Sect. 6.
Let A be a unital exact C∗–algebra, θ : A→ A a u.c.p. map, and σ a θ–invariant state on A. Let
D be an injective C∗–algebra and ι : A→ D a unital complete order (henceforth abbreviated u.c.o.)
embedding. For Ω ∈ Pf(A) and δ > 0 we denote by CPA(ι,Ω, δ) the set of all triples (φ, ψ,B)
where B is a finite-dimensional C∗-algebra and φ : A→ B and ψ : B→ D are u.c.p. maps such that
‖(ψ ◦ φ)(x) − ι(x)‖ < δ for all x ∈ Ω. Since A is nuclearly embeddable [15], the set CPA(ι,Ω, δ) is
non-empty. Denote by E(σ, ι) the set of all states ω on D which extend the state σ ◦ ι−1 on ι(A).
Definition 4.1. If ω is a state on D, Ω ∈ Pf(A), and δ > 0, we define the completely positive
δ–entropy
cpe(ι, ω,Ω, δ) = inf {S(ω ◦ ψ) : (φ, ψ,B) ∈ CPA(ι,Ω, δ)}
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of Ω with respect to (ι, ω), and for ω ∈ E(σ, ι) we define the dynamical entropies
hmσ(θ, ι, ω,Ω, δ) = lim sup
n→∞
1
n
cpe(ι, ω,Ω(n), δ)
hmσ(θ, ι, ω,Ω) = sup
δ>0
hmσ(θ, ι, ω,Ω, δ)
hmσ(θ, ι, ω) = sup
Ω∈Pf(A)
hmσ(θ, ι, ω,Ω)
hmσ(θ, ι) = sup
ω∈E(D,σ,ι)
hmσ(θ, ι, ω).
We will refer to hmσ(θ, ι) as the local state approximation entropy of θ.
Proposition 4.2. If ι1 : A→ D1 and ι2 : A→ D2 are u.c.o. embeddings into injective C∗–algebras
D1 and D2 then
hmσ(θ, ι1) = hmσ(θ, ι2).
Proof. SinceD1 is injective we can extend the map ι1◦ι−12 : ι2(A)→ D1 to a u.c.p. map Υ : D2 → D1.
Let ω1 ∈ E(σ, ι1) and define ω2 ∈ E(σ, ι2) by ω2 = ω1 ◦ Υ. Let Ω ∈ Pf(A) and δ > 0, and suppose
(φ, ψ,B) ∈ CPA(ι2,Ω(n), δ). Then for all x ∈ Ω(n),
‖((Υ ◦ ψ) ◦ φ)(x) − ι1(x)‖ = ‖Υ((ψ ◦ φ)(x) − ι2(x))‖ ≤ ‖(ψ ◦ φ)(x) − ι2(x)‖ < δ,
so that (φ,Υ ◦ ψ,B) ∈ CPA(ι1,Ω(n), δ). Since S(ω1 ◦ (Υ ◦ ψ)) = S(ω2 ◦ ψ), we conclude that
cpe(ι1, ω1,Ω
(n), δ) ≤ cpe(ι2, ω2,Ω(n), δ).
Thus hmσ(θ, ι1, ω1) ≤ hmσ(θ, ι2, ω2) and so, taking the supremum over ω1 ∈ E(σ, ι1), we obtain
hmσ(θ, ι1) ≤ hmσ(θ, ι2). The reverse inequality follows by symmetry. 
Definition 4.3. In view of the above proposition and the fact that A always admits a u.c.o. embedding
into an injective C∗–algebra (consider, for instance, its universal representation), we can define
hmσ(θ) to be hmσ(θ, ι) for any u.c.o. embedding ι : A→ D into an injective C∗–algebra D.
Remark. If A is nuclear, we can dispense with state extension and define hmnucσ (θ), as does Choda in
[8] with different notation, by replacing the logarithm of the rank of the local algebra in Voiculescu’s
topological definition [29] with the entropy of the induced local state. We can also adapt Voiculescu’s
AF definition [29] in a similar way to define hmAFσ (θ) using the local characterization for AF algebras.
Then
hmσ(θ) ≤ hmnucσ (θ) ≤ hmAFσ (θ),
with each inequality applying to the appropriate domain of definition.
We show that, as for pressure, the local state approximation entropy can be computed by means
of the larger class of contractive c.p. maps. If ω is a state on D, Ω ∈ Pf(A), and δ >, we define
cpe0(ι, ω,Ω, δ) = inf{S(ω ◦ ψ) : (φ, ψ,B) ∈ CPA0(ι,Ω, δ)},
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and we define hm0σ(θ, ι, ω,Ω, δ), etc, in the usual way.
Lemma 4.4. Let B be a finite dimensional C∗–algebra and a, b ∈ B positive elements with b invertible
and b ≤ 0, and suppose a ≤ 11+ǫ and ‖b−2 − 1‖ ≤ ǫ, for some ǫ < 1. Let f : R+ → R be a concave
function which is nonnegative-valued in [0, 1] and increasing in some interval [0, α] with ǫ ≤ α2 . Let
q be a spectral projection of a such that qaq ≤ α/2. Then
TrB(f(b
−1ab−1)) ≥ 1
1 + ǫ
TrB(f(qaq)).
Proof. Writing the spectral decompositions a =
∑
i νjqj and b
−1ab−1 =
∑
i µipi, with pi and qj
minimal projections of B, we have
µi = TrB(b
−1ab−1pi) =
∑
j
νjTrB(b
−2pi)
TrB(b
−1qjb−1pi)
TrB(b−2pi)
,
and so by the concavity of f
f(µi) ≥
∑
j
f(νjTrB(b
−2pi))
TrB(b
−1qjb−1pi)
TrB(b−2pi)
.
On the other hand, for all j we have
0 ≤ νjTrB(b−2pi) ≤ (1 + ǫ)νj ≤ 1,
and thus, since f is nonnegative [0, 1],
f(µi) ≥
∑
{j:νj≤α/2}
f(νjTrB(b
−2pi))
TrB(b
−1qjb−1pi)
TrB(b−2pi)
.
If νj ≤ α/2 then
|νjTrB(b−2pi)− νj | = νjTrB((b−2 − 1)pi) ≤ ǫνj ≤ α/2,
and so νj ≤ νjTrB(b−2pi) ≤ α. Since f is increasing in [0, α], we have
f(µi) ≥
∑
{j:νj≤α/2}
f(νj)
TrB(b
−1qjb−1pi)
TrB(b−2pi)
.
Therefore, summing up over i,
TrB(f(b
−1ab−1)) ≥
∑
i
∑
{j:νj≤α/2}
f(νj)
TrB(b
−1qjb−1pi)
TrB(b−2pi)
≥ 1
1 + ǫ
TrB(b
−1f(qaq)b−1)
≥ 1
1 + ǫ
TrB(f(qaq)).
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
Proposition 4.5. We have hm0σ(θ, ι) = hmσ(θ, ι).
Proof. Clearly cpe0(ι, ω,Ω, δ) ≤ cpe(ι, ω,Ω, δ). To show the reverse inequality, let Ω be a subset of
the unit ball of A containing 1 and δ a positive number such that 18 4
√
δ ≤ 13 , and, for n ∈ N, let
(φn, ψn,Bn) ∈ CPA0(ι,Ω(n), δ) be such that S(ω ◦ ψn) < 1 + cpe0(ι, ω,Ω(n), δ). We start following
the same procedure as in the proof of Prop. 2.3 to obtain a corner B′n of Bn obtained by cutting
with a (nonzero) spectral projection p of φn(1) such that b1 := pφn(1) ≥ (1 −
√
δ)p. We shall need
the following estimates proven in Prop. 2.3:
∥∥b1− 12 − p∥∥ ≤
√
δ
1−√δ ,
‖ψn(pxp)− ψn(x)‖ < 16 4
√
δ‖x‖,
‖1− ψn(b1)‖ < 2
√
δ.
We first define φ′n : A→ Bn and ψ′n : Bn → B(H) by
φ′n(t) := b1
− 12φn(t)b1−
1
2 + γ(t)(1 − p),
where γ is any state of A, and
ψ′n(t) := ψn
((
b1
1
2 + 1− p)t(b1 12 + 1− p)).
Note that φ′n is now unital, and
‖ψ′nφ′n(t)− ι(t)‖ ≤ ‖ψn(pφn(t)p)− ι(t)‖ + ‖t‖‖ψn(1 − p)‖
≤ 32 4
√
δ‖t‖+ ‖ψn ◦ φn(t)− ι(t)‖
so that (φ′n, ψ
′
n,Bn) ∈ CPA0(Ω(n), 33 4
√
δ). We next fix ψ′n in order to obtain a unital map. Define
φ′′n : A→ Bn ⊕ C and ψ′′n : Bn ⊕ C→ B(H) by
φ′′n(t) = φ
′
n(t)⊕ γ(t),
ψ′′n(t⊕ λ) = ψ′n(t) + λ(1 − ψn(b1 + 1− p)).
Note that, for t ∈ A,
‖ψ′′n ◦ φ′′n(t)− ι(t)‖ ≤ ‖ψ′n ◦ φ′n(t)− ι(t)‖ + ‖t‖‖1− ψn(b1)‖ + ‖t‖‖ψn(1− p)‖,
and so (φ′′n, ψ
′′
n,Bn ⊕ C) ∈ CPA(ι,Ω(n), 51 4
√
δ). We next estimate lim supn
1
nS(ω ◦ ψ′′n). If A ∈ Bn
denotes the density matrix of ω ◦ ψn, B :=
(
b1
1
2 + 1− p)A(b1 12 + 1 − p)⊕ αn is the density matrix
of ω ◦ ψ′′n, where αn = ω(1− ψn(b1 + 1− p)). We claim that
lim sup
n
1
n
S(ω ◦ ψ′′n) = lim sup
n
1
n
TrBnη
(
q
(
b
1
2
1 + 1− p
)
A
(
b
1
2
1 + 1− p
)
q
)
,
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where η(x) = −x log x and q is a spectral projection of (b 121 + 1 − p)A(b 121 + 1 − p) such that
q
(
b
1
2
1 + 1− p
)
A
(
b
1
2
1 + 1− p
) ≤ 13 and (1− q)(b 121 + 1− p)A(b 121 + 1− p) ≥ 13 (1− q). To establish the
claim, let λ1, . . . , λN be the eigenvalues of
(
b1
1
2 + 1 − p)A(b1 12 + 1 − p); then (λ1, . . . , λN , αn) are
the eigenvalues of B. Then
TrBn
(
η
(
q
(
b
1
2
1 + 1− p
)
A
(
b
1
2
1 + 1− p
)
q
))
= −
∑
{i:λi≤ 13}
λi logλi
≤ −
∑
{i:λi≤ 13}
λi logλi −
∑
{i:λi> 13}
λi log λi − αn logαn
= S(ω ◦ ψ′′n)
≤ TrBn
(
η
(
q
(
b
1
2
1 + 1
)
A
(
b
1
2
1 + 1
)
q
))
+ log 3− αn log(αn).
Since 0 ≤ αn ≤ 1 for all n, we have 0 ≤ −αn logαn < 1, and therefore the claim follows by dividing
by n and taking the lim supn. Applying the previous lemma to the matrices
a =
1
1 + ǫ
(
b
1
2
1 + 1− p
)
A
(
b
1
2
1 + 1− p
)
,
b = b
1
2
1 + 1− p,
the function f = η, and ǫ =
√
δ
1−
√
δ
, we see that
(1 + ǫ)TrBn
(
η
( 1
1 + ǫ
A
))
≥ TrBn
(
η
( 1
1 + ǫ
q
(
b
1
2
1 + 1
)
A
(
b
1
2
1 + 1
)
q
)
,
and so limδ→0 lim supn
1
nS(ω◦ψ′′n) ≤ limδ→0 lim supn 1nS(ω◦ψn). We conclude that hmσ(θ, ι, ω,Ω) ≤
hm0σ(θ, ι, ω,Ω), completing the proof. 
We discuss some basic properties of the local state approximation entropy.
Proposition 4.6. Let C be a unital θ–invariant C∗–subalgebra of A and E : A → C a conditional
expectation. If σ is a θ–invariant and E–invariant state of A,
hmσ↾C(θ ↾ C) ≤ hmσ(θ).
Proof Let ι : A → B(H) be the universal representation of A, ω ∈ E(σ ↾ C, ι ↾ C), Ω ∈ Pf(C) and
δ > 0. Extend ι ◦ E ◦ ι−1 : ι(A) → B(H) to a u.c.p. map E˜ : B(H) → B(H), so ι ◦ E = E˜ ◦ ι
on A. Thus, by E–invariance of σ, ω ◦ E˜ ∈ E(σ, ι). Now, if (φ, ψ,B) ∈ CPA(ι ↾ C,Ω(n), δ) then
(φ, E˜ ◦ ψ,B) ∈ CPA(ι ↾ C,Ω(n), δ) as well, so
cpe(ι ↾ C, ω,Ω, δ) ≤ inf{S(ω ◦ E˜ ◦ ψ) : (φ, ψ,B) ∈ CPA(ι ↾ C,Ω(n), δ)} ≤
inf{S(ω ◦ E˜ ◦ ψ) : (φ, ψ,B) ∈ CPA(ι,Ω(n), δ)} = cpe(ι, ω ◦ E˜,Ω(n), δ)
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which implies
hmσ↾C(θ ↾ C, ι ↾ C, ω,Ω, δ) ≤ hmσ(θ, ι),
and the proof is complete. 
Proposition 4.7. If k ∈ N then
hmσ(θ
k) = k hmσ(θ).
Proof. Since cpe(ι, ω,Ω, δ) is defined by taking an infimum over CPA(ι,Ω, δ), the second half of
the proof of Prop. 1.3 in [29] can be immediately adapted to our situation to establish the equality.
Explicitly, we have
hmσ(θ
k, ι, ω,Ω, δ) ≤ k hmσ(θ, ι, ω,Ω, δ)
because
CPA
(
ι,
n−1⋃
j=0
θjk(Ω), δ
)
⊃ CPA
(
ι,
k(n−1)⋃
j=0
θj(Ω), δ
)
for all n ∈ N, while the inequality
hmσ(θ
k, ι, ω,
k−1⋃
j=0
θj(Ω), δ) ≥ k hmσ(θ, ι, ω,Ω, δ)
follows from the observation that
CPA
(
ι,
⌊n
k
⌋⋃
i=0
θik
( k−1⋃
j=0
θj(Ω)
)
, δ
)
⊂ CPA
(
ι,
n−1⋃
j=0
θj(Ω), δ
)
for all n ∈ N, whence the proposition follows by taking the supremum over all Ω ∈ Pf(A), δ > 0,
and ω ∈ E(σ, ι) and applying Prop. 4.2. 
The proof of Prop. 3.4 can be adapted to establish the following Kolmogorov–Sinai-type result.
Proposition 4.8. If ι : A → D is a u.c.o. embedding in an injective C∗–algebra D, {Ωλ}λ∈I is a
net of elements of Pf(A) such that
⋃
λ∈I
⋃
j∈N θ
j(Ωι) is total in A then
hmσ(θ) = lim
λ
sup
ω∈E(D,σ,ι)
hmσ(θ, ι, ω,Ωλ).
We next compare hmσ(θ) with the Sauvageot–Thouvenot entropy hσ(θ). We recall from [26] the
notion of a stationary coupling of (A, θ, σ) with a unital commutative dynamical system (C, ς, µ).
Since Sauvageot and Thouvenot treat the case in which θ is an automorphism, they assume that
ς is an automorphism as well. Since our θ is a u.c.p. map, we will assume, more naturally, that
ς is a ∗–homomorphism. A stationary coupling is a θ ⊗ ς–invariant state λ on A ⊗ C such that
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λ(a⊗ 1) = σ(a), λ(1 ⊗ c) = µ(c) for all a ∈ A and c ∈ C. The Sauvageot–Thouvenot entropy hσ(θ)
is the supremum of the quantities
h′(P, λ) := Hµ
(
P
∣∣ ∞∨
k=0
ςk(P)
)
−Hµ(P) +
∑
p∈P
µ(p)S(σ, σp)
where P ranges over all finite partitions of C into projections and λ over all stationary couplings, with
σp denoting the state x 7→ 1µ(p)λ(x⊗p) on A and S(·, ·) denoting Araki’s quantum relative entropy [2].
Setting P− =
∨n
k=1 ς
−kP, Sauvageot and Thouvenot show that hσ(θ) may be equivalently defined
as the supremum over the same set of P and λ of the quantity
h(P, λ) := Hµ
(
P
∣∣ ∞∨
k=0
ςk(P)
)
−Hλ(P |A⊗ P−),
where Hλ(· | ·) denotes the conditional entropy as defined in Sect. 2 of [26], here with respect to
the stationary coupling (also denoted for notational simplicity and consistency with [26] by λ) of
(A ⊗ C, θ ⊗ ς, λ) with (C, ς, µ) defined by composing λ with idA ⊗ S, where S : C ⊗ C → C acts
by restricting functions to the diagonal. We shall find it convenient to use the following equivalent
expression for h(P, λ) (cf. Prop. 3.3 of [26]) which involves the mutual entropy of λ with respect to
a partition Q of C into projections as defined in [26] by
ελ(A,Q) =
∑
q∈Q
µ(q)S(σ, σq).
Lemma 4.9. If λ is a stationary coupling of (A, θ, σ) with the unital commutative system (C, ς, µ)
and P is a finite partition of C into projections then
h(P, λ) = lim
n→∞
1
n
ελ
(
A,
n∨
k=1
ςk(P)
)
.
Proof. As described above and in the paragraph preceding Lemma 2.2 in [26], the stationary coupling
λ defines a stationary coupling (denoted also by λ) of (A ⊗ C, θ ⊗ ς, λ) with (C, ς, µ) via the map
from C⊗ C to C which restricts functions to the diagonal. We may also similarly define a stationary
coupling (again denoted by λ) of (A ⊗ C ⊗ C, θ ⊗ ς ⊗ ς, λ) with (C, ς, µ) using the same map from
C⊗ C to C. For each n ≥ 2 we then have by Lemma 2.2 of [26]
Hλ
( n−1∨
k=0
ςkP
∣∣A⊗ P−) = Hλ
( n−2∨
k=0
ςkP
∣∣A⊗ P−)+Hλ
(
ςn−1P
∣∣A⊗ P− ⊗
n−2∨
k=0
ςkP
)
,
and since
Hλ
(
ςn−1P
∣∣A⊗ P− ⊗
n−2∨
k=0
ςkP
)
= Hλ
(
ςn−1P
∣∣A⊗
n−2∨
k=−∞
ςkP
)
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= Hλ(P |A⊗ P−)
this leads inductively to
Hλ
( n−1∨
k=0
ςkP
∣∣A⊗ P−) = (n+ 1)Hλ(P |A⊗ P−).
Noting now that another application of Lemma 2.2 of [26] yields
Hλ
( n−1∨
k=0
ςkP
∣∣A⊗ P−) = Hλ
( n−1∨
k=1
ςkP
∣∣A)−Hλ(P |A),
we obtain
Hλ
( n∨
k=1
ςkP
∣∣A) = Hλ(P |A) + (n+ 1)Hλ(P |A⊗ P−).
Dividing by n and taking the limit as n tends to infinity yields
Hλ(P |A⊗ P−) = lim
n→∞
1
n
Hλ
( n∨
k=1
ςkP
∣∣A).
Since
Hµ(P |P−) = lim
n→∞
1
n
Hµ
( n∨
k=1
ςkP
)
from the classical theory, we conclude that
h′(P, λ) = Hµ(P |P−)−Hλ(P |A⊗ P−)
= lim
n→∞
1
n
[
Hµ
( n∨
k=1
ςkP
)
−Hλ
( n∨
k=1
ςkP
∣∣A)
]
= lim
n→∞
1
n
ελ
(
A,
n∨
k=1
ςk(P)
)
.

Proposition 4.10. If θ : A→ A is a u.c.p. map and σ is a θ–invariant state on A, then
hmσ(θ) ≥ hσ(θ).
Proof. Let ι : A→ D be a u.c.o. embedding into an injective C∗–algebraD. Suppose λ is a stationary
coupling of (A, θ, σ) with (C, ς, µ), with µ assumed to be faithful. Extend the state λ ◦ (ι−1 ⊗ id) on
ι(A) ⊗ C to a state λ˜ on D ⊗ C. Suppose P is a finite partition of projections in C. For each n ∈ N
and p ∈ ∨nk=1 ςk(P), let σp be the state on A defined by x 7→ µ(p)−1λ(x⊗ p) and ωp the state on D
defined by y 7→ µ(p)−1λ˜(y ⊗ p). Note that ωp extends the state σp ◦ ι−1 on ι(A). Let ω be the state
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on D given by the convex combination
∑
p∈ς(P) µ(p)ωp (which is equal to
∑
p∈∨nk=1 ςk(P) µ(p)ωp for
any n ∈ N).
For every n ∈ N, Ω ∈ Pf(A), and δ > 0 choose
(
φ(Ω,δ),n, ψ(Ω,δ),n,B(Ω,δ),n
) ∈ CPA(ι,Ω(n), δ)
such that
hmσ(θ, ι, ω,Ω, δ) = lim sup
n→∞
1
n
S
(
ω ◦ ψ(Ω,δ),n
)
.
Set Γ = Pf(A)×R>0. For each n ∈ N, {ψγ,n ◦ φγ,n}γ∈Γ is a net converging pointwise in norm to ι,
so that {ω ◦ψγ,n ◦φγ,n}γ∈Γ converges weak∗ to σ and, for all p ∈
∨n
k=1−ςk(P), {ωp ◦ψγ,n ◦φγ,n}γ∈Γ
converges weak∗ to σp. The weak∗ lower semicontinuity of the relative entropy S(·, ·) and the weak∗
compactness of the state space of A then yields a γ0 = (Ω0, δ0) ∈ Γ such that, for all n ∈ N and
p ∈ ∨nk=1 ςk(P),
S(σ, σp) < S (ω ◦ ψγ0,n ◦ φγ0,n, ωp ◦ ψγ0,n ◦ φγ0,n) + 1.
Since
S (ω ◦ ψγ0,n ◦ φγ0,n, ωp ◦ ψγ0,n ◦ φγ0,n) ≤ S(ω ◦ ψγ0,n, ωp ◦ ψγ0,n)
by the monotonicity of S(·, ·), we therefore have
h(P, λ) = lim
n→∞
1
n
ελ
(
A,
n∨
k=1
ςk(P)
)
= lim
n→∞
1
n
∑
p∈∨nk=1 ςk(P)
µ(p)S(σ, σp)
≤ lim sup
n→∞
1
n
∑
p∈∨nk=1 ςk(P)
µ(p)S(ω ◦ ψγ0,n, ωp ◦ ψγ0,n)
≤ lim sup
n→∞
1
n
S(ω ◦ ψγ0,n)
= hmσ(θ, ι, ω,Ω0, δ0).
Taking the supremum over all stationary couplings λ and finite partitions P, we obtain the
proposition. 
Next we show that the local state approximation entropy agrees with the Kolmogorov–Sinai
entropy in the commutative case. For an open cover U of a topological space X we denote by S(U)
the set of all x ∈ X which are contained in only one member of U.
Lemma 4.11. Let µ be a measure on a compact Hausdorff space X. If U = {U1, . . . , Um} is a finite
open cover of X, then for every ǫ > 0 there is a open refinement V = {V1, . . . Vm} of U such that
there are closed sets Hi ⊂ Vi for i = 1, . . . ,m such that
⋃m
i=1Hi ⊂ S(V) and µ(X \
⋃m
i=1Hi) < ǫ.
Proof. Let U = {U1, . . . , Um} be a finite open cover of X and ǫ > 0. Set V1 = U1. Let G1 ⊂ U1 be a
closed set such that µ(V1 \G1) < ǫm2 and set V2 = U2 ∩ (X \G1). We continue inductively for k =
4 ENTROPY AND VARIATIONAL INEQUALITIES 20
3, . . . ,m so that at the kth stage we choose a closed set Gk−1 ⊂ Vk−1 such that µ(Vk−1 \Gk−1) < ǫm2
and set Vk = Uk ∩ (X \
⋃k−1
j=1 Gj).
Put H1 = G1 and, for i = 2, . . . ,m, Hi = Gi \ (V1 ∪ · · · ∪Vi−1). Then
⋃m
i=1Hi ⊂ S(V), and since
G1, . . . , Gm are pairwise disjoint so are H1, . . . , Hm. Furthermore, for each i = 1, . . . ,m we have
µ(Vi \Hi) ≤
i∑
j=1
µ(Vj \Gj) < i ǫ
m2
≤ ǫ
m
,
so that
µ
(
X \
⋃
1≤k≤m
Hk
)
≤ µ
( ⋃
1≤k≤m
(Vk \Hk)
)
≤
m∑
k=1
µ(Vk \Hk) < m ǫ
m
= ǫ,
as required. 
Proposition 4.12. Let T : X → X be a homeomorphism of a compact metric space and µ a T–
invariant measure on X. If θT is the automorphism of C(X) induced by T and σ denotes the state
on C(X) defined by µ, then
hµ(T ) = hmσ(θT ),
where hµ(T ) is the Kolmogorov-Sinai entropy of T .
Proof. Since the local state approximation entropy is bounded below by the Sauvageot–Thouvenot
entropy (Prop. 4.10) and the latter agrees with the Kolmogorov-Sinai entropy in the commutative
case, we have hµ(T ) ≤ hmσ(θT ).
To establish the reverse inequality, let ι : C(X)→ C(X)∗∗ be the natural embedding. Note that,
since C(X) is nuclear, C(X)∗∗ is injective [14]. Suppose ω ∈ E(σ, ι), Ω ∈ Pf(C(X)) and δ > 0. Let
U be an open cover of X such that if U ∈ U and x, y ∈ U then |f(x)−f(y)| ≤ δ for all f ∈ Ω. Writing
U = {U1, . . . , Ur}, let P be the Borel partition {Ui \
⋃i−1
j=1 Uj : 1 ≤ i ≤ r} refining U. Fix n ∈ N. Note
that if U ∈ ∨n−1j=0 T j(U) and x, y,∈ U then |f(x) − f(y)| ≤ δ for all f ∈ Ω(n). Let ǫ > 0 be small
enough so that if 0 ≤ a, b ≤ 1 and |a− b| < ǫ then |a log a− b log b| < r−n. By the lemma there is a
refinement V = {V1, . . . Vm} of
∨n−1
j=0 T
j(U) such that there are pairwise disjoint closed sets Hi ⊂ Vi
for i = 1, . . . ,m such that
⋃m
i=1Hi ⊂ S(U) and µ(X \
⋃m
i=1Hi) < ǫ. Let Ξ = {χ1, . . . , χm} be a
partition of unity subordinate to V and Xn = {x1, . . . , xm} a finite subset of X such that xi ∈ Hi
for each i = 1, . . . ,m. Defining φn : C(X)→ C(Xn) by f 7→ f ↾ Xn and ψn : C(Xn)→ C(X)∗∗ by
g 7→∑1≤i≤m g(xi)ι ◦ χi. Since Ξ is subordinate to ∨n−1j=0 T j(U), for all f ∈ Ω(n) and x ∈ X we have
|((ι−1 ◦ ψn ◦ φn)(f))(x) − f(x)| ≤
∑
1≤i≤m
χi(x)|f(xi)− f(x)|
=
∑
{i :x∈Vi}
χi(x)|f(xi)− f(x)|
< δ
and hence
|(ψn ◦ φn)(f)− ι(f)| < δ,
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so that (φn, ψn, C(Xn)) ∈ CPA(ι,Ω(n), δ).
Now for each i = 1, . . . ,m, we have
|σ(χi)− µ(Hi)| ≤ µ(Vi \Hi) < ǫ
since µ(X \⋃1≤i≤mHi) < ǫ and Vi does not intersect Hj for j = 1, . . . ,m, j 6= i. Thus, since m ≤ rn,
our choice of ǫ yields
S(ω ◦ ψn) = −
m∑
i=1
σ(χi) log σ(χi)
≤ −
m∑
i=1
µ(Hi) logµ(Hi) + 1.
Setting K =
⋃m
i=1Hi we have |µ(P ∩K)− µ(P )| ≤ µ(X \K) < ǫ for all P ∈
∨n−1
i=1 T
i(P). Also note
that, since each P ∈ ∨n−1i=1 T i(P) intersects at most one of H1, . . . , Hm, the partition {P ∩K : P ∈∨n−1
i=1 T
i(P)} of K refines {Hi : 1 ≤ i ≤ m}, and so we infer
−
m∑
i=1
µ(Hi) logµ(Hi) ≤ −
∑
P∈∨n−1i=1 T i(P)
µ(P ∩K) logµ(P ∩K)
≤ −
∑
P∈∨n−1i=1 T i(P)
µ(P ) log µ(P ) + 1.
Combining the above two estimates we obtain S(ω ◦ ψn) ≤ Hµ(
∨n−1
j=0 T
j(P), θ) + 2, so that
cpe(ι, ω,Ω(n), δ) ≤ Hµ
( n−1∨
j=0
T j(P), θ
)
+ 2.
Dividing by n and taking the lim sup yields hmσ(θ, ι, ω,Ω, δ) ≤ Hµ(P, θ). Taking the supremum over
all δ > 0, Ω ∈ Pf(C(X)), and ω ∈ E(σ, ι), we conclude that hmσ(θ) = hmσ(θ, ι) ≤ hµ(θ). 
Proposition 4.13. (Concavity) If
∑k
i=1 λiσi is a convex combination of θ–invariant states σi on
A then ∑
λihmσi(θ) ≤ hm∑ λiσi(θ).
Proof. Let ι : A → D be an embedding into an injective C∗–algebra. Set σ = ∑ki=1 λiσi. For each
i = 1, . . . , k let ωi ∈ E(σi, ι). Then the state ω defined by
∑
λiωi lies in E(σ, ι), and
1
n
∑
λi log cpe
(
ι, ωi,Ω
(n), δ
)
≤ 1
n
log cpe
(
ι,
∑
λiωi,Ω
(n), δ
)
by the concavity of S(·) on state spaces of finite-dimensional C∗–algebras. Therefore
∑
λihmσi(θ, ι, ωi,Ω, δ) ≤ hm∑ λiσi
(
θ, ι,
∑
λiωi,Ω, δ
)
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and hence
∑
λihmσi(θ, ι, ωi) ≤ hm∑ λiσi(θ, ι,
∑
λiωi).
Taking the supremum successively for each i = 1, . . . , k over ωi ∈ E(σi, ι) yields
∑
λihmσi(θ, ι) ≤ hm∑ λiσi(θ, ι),
establishing the proposition. 
The following proposition establishes a variational inequality bounding the free energy in a given
state by the approximation pressure.
Proposition 4.14. If a ∈ Asa and σ is a θ–invariant state on A, then
Pθ(a) ≥ hmσ(θ) + σ(a).
Proof. Let π : A → B(H) be a faithful representation of A. Then Pθ(a) = Pθ(a, π) and hmσ(θ) =
hmσ(θ, π).
Suppose ω ∈ E(σ, π). Let Ω be a set in Pf(A) containing a, and suppose δ > 0 and n ∈ N. If
(φ, ψ,B) ∈ CPA(π,Ω(n), δ) then
log Tr eφ(a
(n)) ≥ S(ω ◦ ψ) + (ω ◦ ψ)(φ(a(n)))
≥ S(ω ◦ ψ) + n(ω ◦ π)(a) − nδ
= S(ω ◦ ψ) + nσ(a)− nδ,
so that
1
n
logZθ,n(a, π,Ω, δ) ≥ 1
n
cpe(π, ω,Ω, δ) + σ(a) − δ.
Hence Pθ(a, π,Ω, δ) ≥ hmσ(θ, π, ω,Ω, δ) + σ(a)− δ and therefore Pθ(a, π) ≥ hmσ(θ, π, ω) + σ(a).
Taking the supremum over ω ∈ E(σ, π) yields Pθ(a, π) ≥ hmσ(θ, π) + σ(a), thus establishing the
proposition. 
In view of Prop. 4.14 and the fact that the Sauvageot–Thouvenot entropy majorizes the CNT entropy
[26], we immediately obtain the following corollary.
Corollary 4.15. If θ ∈ Aut(A) and σ is a θ–invariant state on A, then the variational inequality
of the previous proposition also holds when hmσ(θ) is replaced by the Sauvageot–Thouvenot or CNT
entropy.
Cor. 4.15 leads us to introduce the notion of equilibrium state.
Definition 4.16. Let a be a self-adjoint element of A, and θ a u.c.p. map of A. An equilibrium
state for (A, θ, a) is a θ–invariant state σ such that hσ(θ) + σ(a) = Pθ(a).
To round out this section we discuss some properties of the Sauvageot–Thouvenot entropy which
we will need in Sect. 6. The following has been noted by Neshveyev and Størmer (cf. Lemma 3.5 in
[18]).
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Proposition 4.17. [18] Let A be a unital C∗–algebra endowed with a u.c.p. map θ, and let B ⊂ A
be a θ–invariant unital C∗–subalgebra. Then, given ǫ > 0, any invariant state σ on B extends to an
invariant state σ˜ on A in such a way that
hσ˜(θ) > hσ(θ ↾ B)− ǫ.
To establish concavity we need the Donald identity (cf. Prop. 5.23(v) in [19]), namely, if η is a state
and σ =
∑
i αiσi is a convex combination of states then
∑
i
αiS(η, σi) = S(η, σ) +
∑
i
αiS(σ, σi).
Proposition 4.18. If A is a unital C∗–algebra, θ : A → A is a u.c.p. map, and ασ1 + βσ2 is a
convex combination of θ–invariant states on A, then
hασ1+βσ2(θ) ≥ αhσ1(θ) + βhσ2(θ) − (α logα+ β log β).
Proof. Set σ = ασ1 + βσ2 and, for i = 1, 2, let (λi,Pi) be a stationary coupling of (A, θ, σi) with
(Ci, ςi, µi) which is optimal within ǫ with respect to h
′(·, ·). We construct a stationary pairing λ of
(A, θ, σ) with a commutative system (C, ς, µ) as follows. Set C = C1⊕C2, ς = ς1⊕ ς2, µ = αµ1+βµ2,
λ = αλ1 + βλ2, P = P1 ⊕ P2. Then the entropy of this model is
α
(
Hµ
(
P1
∣∣ ∞∨
k=0
ςk(P1)
)
−Hµ(P1)
)
+ β
(
Hµ
(
P2
∣∣ ∞∨
k=0
ςk(P2)
)
−Hµ(P2)
)
−α logα− β log β + α
∑
p∈P1
µ1(p)S(σ, σp) + β
∑
p∈P2
µ2(p)S(σ, σp).
By the Donald identity, if η is any state on A,
α
∑
p∈P1
µ1(p)S(σ, σp) + β
∑
p∈P2
µ2(p)S(σ, σp)
= −S(η, σ) + α
∑
p∈P1
µ1(p)S(η, (σ1)p)
+ β
∑
p∈P2
µ2(p)S(η, (σ2)p)
≥ −αS(η, σ1)− βS(η, σ2) + α
∑
p∈P1
µ1(p)S(η, (σ1)p)
+ β
∑
p∈P2
µ2(p)S(η, (σ2)p)
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by the joint convexity of the relative entropy. Again applying the Donald identity, the last term
coincides with
α
∑
p∈P1
µ1(p)S(σ1, (σ1)p) + β
∑
p∈P2
µ2(p)S(σ2, (σ2)p).

Lemma 4.19. Let θ : A → A be a u.c.p. map, and assume that σ is θr–invariant for some r ∈ N.
Then, for all j = 1, . . . , r − 1,
hσ◦θj (θ
r) ≥ hσ(θr).
Proof. If λ is an optimal stationary pairing of (A, σ, θr) with (C, µ, ς) and P is a finite partition of
projections in C then λj := (λ ◦ θj)⊗ ς defines a stationary pairing of (A, σθj , θr) with (C, µ, ς). The
monotonicity of the quantum relative entropy yields
S(σ ◦ θj , σp ◦ θj) ≥ S(σ ◦ θj ◦ θr−j , σp ◦ θj ◦ θr−j) = S(σ, σp),
establishing the inequality. 
5 Cuntz–Krieger and Crossed Product Algebras
In this section we examine pressure in Cuntz–Krieger and crossed product algebras, exercising in
different directions their respective structures as Pimsner algebras (see [20] and Sect. 6).
1. Cuntz–Krieger algebras
In classical ergodic theory the variational principle was first proved for lattice systems by Ruelle
[22, 24] (see also [25]). If we assume for simplicity that the system is one-dimensional, then it is
isomorphic to a subshift of finite type [25]. The partition function corresponding to the classical
pressure then takes the simple form
Zn(f) =
∑
C
emax{
∑n−1
j=0 f◦T j(x):x∈C}
where the sum is taken over all cylinders C of the subshift obtained by fixing the first n coordinates.
Inspired by this, we consider the Cuntz–Krieger algebra OA (a “noncommutative subshift of finite
type”) associated to a matrix A ∈Md({0, 1}) with no row or column identically zero, introduced by
Cuntz and Krieger [10]. OA is generated by partial isometries s1, . . . , sd satisfying
∑
i
sis
∗
i = I
s∗i si =
∑
j
Aijsjs
∗
j .
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Let ΛA be the one-sided Markov subshift defined by A:
ΛA := {(xi)i ∈ {1, . . . , d}N : Axixi+1 = 1, i ∈ N}.
The commutative algebra C(ΛA) of complex-valued continuous functions on ΛA sits naturally inside
OA as the C
∗–subalgebra generated by the range projections of the iterated products si1 · · · sir . The
shift epimorphism T : (x1, x2, . . . ) ∈ ΛA → (x2, x3, . . . ) ∈ ΛA corresponds to the restriction to C(ΛA)
of the u.c.p. map
θ : t ∈ OA →
∑
sits
∗
i ∈ OA.
(It suffices to check this on the set {sii · · · sir (si1 · · · sir )∗}, which is total in C(ΛA)). Let α =
(i1, . . . , ir) be a finite word of lenth r =: |α| occurring in some element of ΛA; then sα := si1 · · · sir 6=
0. Let [α] denote the cylinder set of ΛA given by
[α] := {(xi)i ∈ ΛA : x1 = i1, . . . , xr = ir}.
Lemma 5.1. If f is a continuous function on ΛA, then
s∗αfsβ = 0, |α| = |β|, α 6= β,
s∗αfsα(x) = Airx1f(αx),
and thus, for f ≥ 0,
s∗αfsα ≤ max{f(x) : x ∈ [α]}I.
These computations turn out to be useful in proving the following result.
Theorem 5.2. For any self-adjoint element f of OA belonging to the subalgebra C(ΛA), the pressure
of f with respect to θ equals the classical pressure of f with respect to the shift T , i.e.,
Pθ(f) = pT (f).
Proof. By the additivity of both Pθ and pT under the addition of scalars (Prop. 3.1(b)), we can
assume f ≥ 0. Furthermore, by monotonicity (Prop. 3.3) and Prop. 3.6,
pT (f) = Pθ↾C(ΛA) ≤ Pθ(f).
We are thus left to show that Pθ(f) ≤ pT (f). By Prop. 2.3, we can use the non-unital exact definition
of pressure. We generalize the arguments by Boca and Goldstein [4] for the Voiculescu–Brown
entropy. Consider a finite set of the form Ω(n0) = {sαpis∗β, |β| ≤ |α| ≤ n0} where pi := sisi∗ and α
and β are finite words appearing in ΛA. Consider the contractive c.p. maps ρm : OA → Mϑm(OA),
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t→ (s∗µtsν), where ϑm is the number of blocks occurring in elements of ΛA of length m. By Lemma
2 in [4], for m ≥ n+ n0, j = 0, . . . , n− 1, and t = sαpis∗β ∈ Ω(n0), if |β| < |α| then
ρm(θ
j(t)) =
∑
|µ|=|α|−|β|
x(µ)⊗ sµ
while if |α| = |β| then
ρm(θ
j(t)) =
d∑
j=1
x(j) ⊗ s∗jsj ,
where x(µ) and x(j) are partial isometries of Mϑm(C) depending also on i, α, and β. Given δ > 0
consider (φ0, ψ0,Mm0(C)) such that
‖(ψ0 ◦ φ0)(s∗rsr)− s∗rsr‖+ ‖(ψ0 ◦ φ0)(sγ)− sγ‖ <
δ
max(d, ϑn0)
for |γ| ≤ n0 and r = 1, . . . , d. Such a triple exists because OA is nuclear. Then by the proof of Prop.
3 in [4] one can produce an element (φ, ψ,B) ∈ CPA0(π,Ω(n0)(n), δ) by setting φ := (ι⊗φ0) ◦ ρn+n0
and ψ := ψn+n0 ◦ (ι ⊗ ψ0). Here ψm : Mϑm(OA) → OA takes the matrix (tαβ) to
∑
sαtαβs
∗
β . We
thus compute, by virtue of the previous lemma,
Tr eφ(f
(n)) =
∑
α a word in ΛA of
length n+ n0
Tr eφ0(s
∗
αf
(n)sα)
≤ m0
∑
|α|=n+n0
emax{f
(n)(x),x∈[α]}
≤ m0dn0
∑
|α|=n
emax{f
(n)(x),x∈[α]},
and therefore by the computation of pressure for (finite type) subshifts (see, e.g., [11]) we obtain
Pθ(f,Ω(n0), δ) = P
0
θ (f,Ω(n0), δ) ≤ pT (f).
This inequality implies by the Kolmogorov–Sinai property (Prop. 3.4) that Pθ(f) ≤ pT (f), thus
completing the proof. 
Remark. It is not surprising to note that the above theorem produces as a special case Boca and
Goldstein’s result: ht(θ) = htop(ΛA) = log r(A) [4].
We conclude this subsection with a discussion of the variational principle in Cuntz–Krieger alge-
bras, comparing Pθ(f) with the free energies hσ(θ) + σ(f), where hσ(θ) denotes the CNT entropy of
θ computed with respect to a θ–invariant state σ.
We shall need the following lemma, proven, in a more general form, in [21].
Lemma 5.3. Any θ–invariant state σ on OA containing C(ΛA) in its centralizer satisfies
hµ(T ) ≤ hσ(θ)
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where µ is the T–invariant measure on ΛA obtained restricting σ. Furthermore any faithful T–
invariant measure µ arises in this way.
We have thus obtained the following result.
Theorem 5.4. Let f be as in Theorem 5.2. Let σ be a θ–invariant state of OA centralized by C(ΛA),
and µ the shift–invariant measure on ΛA obtained restricting σ to C(ΛA). Then
hµ(T ) + µ(f) ≤ hσ(θ) + σ(f) ≤ Pθ(f) = pT (f).
Therefore, by Lemma 5.3, if (ΛA, T , f) admits a faithful equilibrium measure µ, such a measure
extends to an equilibrium state σ for (OA, θ, f).
Proof. Combine the previous Lemma with Theorem 5.2. 
2. Crossed Products
Now we turn to crossed products and establish a generalization to pressure of a result of Brown [7]
which asserts that the Voiculescu–Brown entropy of an automorphism of a unital exact C∗–algebra
remains constant under passing to the induced inner automorphism on the crossed product. Our
proof follows Brown’s approach, which in turn is based on a construction of Sinclair and Smith [27].
Theorem 5.5. If A is a unital exact C∗-algebra, θ ∈ Aut(A), a is a self-adjoint element in A, and
u is the canonical unitary implementing θ in A⋊θ Z, then
Pθ(a) = PAd u(a),
where a has been identified on the right with its image under the natural inclusion A →֒ A⋊θ Z.
Proof. Without loss of generally we may identify A with its image under a faithful unital represen-
tation on a Hilbert space H and, letting π : A→ B(l2(Z,H)) be the ∗-monomorphism defined as on
p. 16 of [7], identify A⋊θ Z with the C
∗-algebra generated by π(A) and the image of the amplified
left regular representation λ of Z in B(l2(Z,H)).
The inequality Pθ(a) ≤ PAdu(π(a)) is an immediate consequence of monotonicity (Prop. 3.3).
To establish the reverse inequality, we adapt the proof of Brown [7] for entropy. Let Ω ∈ Pf(A⋊θ
Z) be of the form {π(x1)λn1 , . . . , π(xl)λnl} with ‖xj‖ ≤ 1 for j = 1, . . . , l, as in the proof of Theorem
3.5 in [7]. Note that the span of such sets is dense in A⋊θ Z, and so by Prop. 3.4 we need only show
that PAd u(idA⋊θZ, a,Ω) ≤ Pθ(a). By Lemma 3.4 in [7] there exist a finite set F ∈ Z and Ω′ ∈ Pf(A)
such that, if n ≥ 0, then
(φ, ψ,B) ∈ CPA(idA, (Ω′)(n), δ)
implies
(φ′, ψ′,F ⊗B) ∈ CPA(idA⋊θZ,Ω(n), 2δ)
where φ′ is the u.c.p. map x 7→ (1⊗ φ)((pF ⊗ 1)(x)(pF ⊗ 1)), ψ′ is a u.c.p. map, and F is the finite-
dimensional C∗-algebra pFB(l2(Z))pF , with pF denoting the projection from l2(Z) onto span{ξt :
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t ∈ F}. We can assume that F is of the form {−m,−m+ 1, . . . ,−1, 0, 1, . . . ,m − 1,m} for some
positive integer m. By Lemma 3.1 in [7], π(a) =
∑
t∈Z et,t ⊗ θ−t(a), where the convergence is in the
strong operator topology.
Suppose now that n ≥ 2m+ 1 and (φ, ψ,B) ∈ CPA(idA, (Ω′)(n), δ). Since
φ′(
∑n−1
i=0 Ad u
i(π(a))) =
∑n−1
i=0
∑m
t=−m pF et,tpF ⊗ (φ ◦ θ−t−i)(a) we have∥∥∥∥φ′
(∑n−1
i=0
Adui(π(a))
)
−
∑n−m−1
k=m
∑m
t=−m
pF et,tpF ⊗
(
φ ◦ θ−k) (a)
∥∥∥∥
=
∥∥∥∥
∑m−1
k=−m
∑k
t=−m
pF et,tpF ⊗
(
φ ◦ θ−k) (a) +
∑n+m−1
k=n−m
∑m
t=k−n+1
pF et,tpF ⊗
(
φ ◦ θ−k) (a)
∥∥∥∥
≤
∑m−1
k=−m
∑k
t=−m
‖pF et,tpF ‖
∥∥(φ ◦ θ−k) (a)∥∥+
∑n+m−1
k=n−m
∑m
t=k−n+1
‖pF et,tpF ‖
∥∥(φ ◦ θ−k) (a)∥∥
≤ 4m2‖a‖
and so ∣∣∣ log TrF⊗Beφ′(∑n−1i=0 Adui(π(a)))
− log TrF⊗Be
∑n−m−1
k=m
∑m
t=−m pF et,tpF⊗(φ◦θ−k)(a)
∣∣∣ ≤ 4m2‖a‖
by Cor. 3.15 in [19]. Next observe that if β and γ are maximal sets of pairwise orthogonal spectral
projections for
∑m
t=−m pF et,tpF and
∑n−m−1
k=m (φ ◦ θ−k)(a), respectively, then β ⊗ γ is a maximal set
of pairwise orthogonal spectral projections for
∑n−m−1
k=m
∑m
t=−m pF et,tpF ⊗ (φ ◦ θk)(a), and thus
TrF⊗B e
∑n−1−m
k=m
∑m
t=−m pF et,tpF⊗(φ◦θ−k)(a)
=
∑
e∈β
∑
f∈γ
eTrF⊗B[(e⊗f)(
∑n−m−1
k=m
∑m
t=−m pF et,tpF⊗(φ◦θ−k)(a))]
=
∑
e∈β
∑
f∈γ
eTrF⊗B[(e⊗f)((
∑m
t=−m pF et,tpF )⊗(
∑n−m−1
k=m (φ◦θ−k)(a)))]
=
∑
e∈β
∑
f∈γ
eTrF⊗B[(e⊗f)(1F⊗
∑n−m−1
k=m (φ◦θ−k)(a))]
=
∑
e∈β
∑
f∈γ
eTrF[e·1F ] TrB[f(
∑n−m−1
k=m (φ◦θ−k)(a))]
= card(β)
∑
f∈γ
eTrB[f(
∑n−m−1
k=m (φ◦θ−k)(a))]
= (2m+ 1)
∑
f∈γ
eTrB[f(
∑n−m−1
k=m (φ◦θ−k)(a))]
= (2m+ 1) TrB e
∑n−m−1
k=m (φ◦θ−k)(a).
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Furthermore, another application of Cor. 3.15 in [19] yields
∣∣∣log TrB eφ(∑n−1k=0 θ−k(a)) − log TrB eφ(∑n−m−1k=m θ−k(a))
∣∣∣
≤
∥∥∥∥φ
(∑n−1
k=0
θ−k(a)−
∑m−1
k=0
θ−k(a)
)∥∥∥∥
≤
∑m−1
k=0
∥∥(φ ◦ θ−k) (a)∥∥+∑n−1
k=n−m
∥∥(φ ◦ θ−k) (a)∥∥
≤ 2m.
Combining these estimates we obtain
∣∣∣ log TrF⊗B eφ′(∑n−1i=0 Adui(π(a))) − log TrB eφ(∑n−1k=0 θ−k(a))
∣∣∣
≤
∣∣∣ log TrF⊗B eφ′(∑n−1i=0 Adui(π(a)))
− log TrF⊗B e
∑n−m−1
k=m
∑m
t=−m pF et,tpF⊗(φ◦θ−k)(a)
∣∣∣+∣∣∣ log TrF⊗B e∑n−m−1k=m ∑mt=−m pF et,tpF⊗(φ◦θ−k)(a)
− log TrB e
∑n−m−1
k=m (φ◦θ−k)(a)
∣∣∣+∣∣∣log TrB e∑n−m−1k=m (φ◦θ−k)(a) − log TrB eφ(∑n−1k=0 θ−k(a))
∣∣∣
≤ 2m(2m+ 1)‖a‖+ log(2m+ 1).
Since the above holds for any (φ, ψ,B) ∈ CPA(idA,A, (Ω′)(n), δ), it follows that
logZAdu,n(idA⋊θZ, π(a),Ω, 2δ)
≤ logZθ,n(idA, a,Ω′, δ) + 2m(2m+ 1)‖a‖+ log(2m+ 1).
Thus, letting n vary while m remains fixed, we infer that
PAdu(idA⋊θZ, π(a),Ω, 2δ) ≤ Pθ(idA, a,Ω′, δ)
We conclude that PAdu(idA⋊θZ), π(a),Ω) ≤ Pθ(idA, a), completing the proof of the theorem. 
6 Variational Principle for bimodule algebras
This section is divided into three subsections. In the first subsection we obtain a variational principle
for a class of C∗–algebras generated by a Hilbert bimodule [20] which generalizes the results of
subsection 5.1, in the second subsection we discuss equilibrium states for the same class, and in the
last subsection we discuss an application to Matsumoto C∗–algebras associated to a subshift.
Let A be a unital exact C∗–algebra faithfully represented on a Hilbert space, and X a Hilbert
A–bimodule, i.e. X is a right Hilbert A–module endowed with a faithful left action of A given by
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a unital ∗–monomorphism A → LA(X) into the algebra of right A–linear endomorphismsms of A.
We will always assume that X is finitely generated as a right module. Following [20], we construct
the universal C∗–algebra algebra OX generated by X and a unital copy of A satisfying
x∗ax′ =< x, ax′ >, x, x′ ∈ X, a ∈ A,∑
i
xix
∗
i = I, {xi}i a basis of X,
where a basis of X is a finite subset such that
x =
∑
i
xi < xi, x >, x ∈ X.
The Banach subspaces LA(X
⊗r, X⊗s) are isometrically embedded in OX in a manner respecting the
inclusions LA(X
⊗r, X⊗s) →֒ LA(X⊗r+1, X⊗s+1) under which T ∈ LA(X⊗r, X⊗s) is identified with
T ⊗ 1X ∈ LA(X⊗r+1, X⊗s+1). The algebra OX carries an automorphic action γ : T → OX of the
circle given by
γz(x) = zx, z ∈ T,
γz(a) = a, a ∈ A
and referred to as the gauge action. The corresponding fixed-point algebra will be denoted by O
(0)
X .
It is a fact that OX is an exact C
∗–algebra if A is exact. This property has been proven in [13]
for general Hilbert bimodules. However, for the class of special modules we will be considering,
exactness of OX , under the corresponding assumption for the coefficient algebra, will result from the
proof of Prop. 6.9. As noticed in [20], if α is an automorphism of A and X = A with right Hilbert
A–module structure
xa = xα(a),
< x, y >= α(x∗y), x, y ∈ X, a ∈ A
and left action given by left multiplication, then OX = A ⋊α Z. If A is commutative and finite-
dimensional, OX is a Cuntz–Krieger algebra. Matsumoto algebras associated to subshifts [16] also
arise as Pimsner algebras [21]. We further assume that X admits a basis {xi}i such that
< xi, axj >= 0, i 6= j, a ∈ A.
In other words, as a right A–module, X = q1A⊕ · · · ⊕ qdA, where each qi is a projection of A, while
the left A–action is defined by the diagonal action of ∗–monomorphisms ρi : A→ A with
ρi(I) = qi. (6.1)
Thus OX is the universal C
∗–algebra generated by a unital copy of A and partial isometries x1, . . . , xd
satisfying
axi = xiρi(a), i = 1, . . . , d, a ∈ A, (6.2)
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∑
xix
∗
i = I, (6.3)
x∗i xi = qi. (6.4)
All of the bimodules in the above examples admit an orthogonal basis. We recall for convenience
Pimsner’s construction of the bimodule generating OA [20]. Take A = ⊕d1C as the coefficient algebra,
and let A = (Ars) ∈ Md({0, 1}). Then if {pi} stands for the set of minimal projections of A, X is
the bimodule q1A ⊕ · · · ⊕ qdA, where qi =
∑
j Aijpj , and ρi(pj) = δi,jqi. The corresponding basis
elements {xi}, usually denoted by {si}, generate OX and satisfy
∑
i
sis
∗
i = I,
s∗i si = qi,
sis
∗
i = pi.
1. The variational principle
Our first aim is to give an upper and lower bound for the pressure of a self-adjoint element a in
a suitable C∗–subalgebra of OX with respect to the u.c.p. map
θ : b→
∑
xibx
∗
i
on OX . These bounds will lead, under certain circumstances, to a computation of Pθ(a) and to the
variational principle.
Remark. In contrast with the class of C∗–algebras considered by Neshveyev and Størmer [18], (OX , θ)
is usually not asymptotically Abelian. Indeed, if q1 + · · · + qd is invertible, θ restricts to a unique
monomorphism σ of A′ ∩ OX such that σ(t)x = xt for t ∈ A′ ∩ OX and x ∈ X [21]. If OX is
simple and there is a nonscalar element t ∈ A′ ∩ OX , one has xiσr(t) = σr+1(t)xi, and therefore
[xi, θ
r(t)] = (σr+1(t)− σr(t))xi. If this tended to 0 for all i, then one would have σ(t) = t, so that t
would be an element in the centre of OX .
If α = (i1, . . . , ir) we write xα for xi1 . . . xir and denote by |α| the length r of α. We will restrict
a to be an element of the following amplification of the coefficient algebra:
D :=
{
b ∈ O(0)X : x∗αbxβ = 0, |α| = |β|, α 6= β
}
.
Note that D is a unital C∗–subalgebra containing A and elements of the form xαax∗α, a ∈ A, and is
invariant under θ and the maps Adx∗i , i = 1, . . . , d. Furthermore D is an exact C
∗–algebra since it
is a subalgebra of O
(0)
X , which is exact. Notice that the Ad x
∗
i ’s restrict to endomorphisms of D. The
closed subspace XD = XD of OX is a Hilbert bimodule over D isomorphic to q1D⊕ · · · ⊕ qdD as a
right Hilbert module with diagonal left action induced by Adx∗i , i = 1, . . . , d. One has OXD = OX .
This construction is familiar in the case of Cuntz–Krieger algebras.
Proposition 6.1 If X is the Hilbert bimodule defining the Cuntz–Krieger algebra OA, D is the
Abelian C∗–subalgebra C(ΛA).
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Proof. The inclusion C(ΛA) ⊂ D follows from the fact that D is θ–invariant and contains the range
projections pi, i = 1, . . . , d. To show the opposite inclusion we consider a sequence of conditional
expectations (Er)r onto the finite-dimensional C
∗–subalgebras Fr generated by {sαpis∗β , |α| = |β| =
r, i = 1, . . . , d}. We choose each Er to be invariant under a faithful trace of O(0)A obtained restricting
a β–KMS state ω of OA for the one-parameter group t→ γe2piit . Then the KMS condition
ω(s∗i t) = e
βω(ts∗i ), t ∈ OA,
yields
s∗iEr+1(t)sj = Er(s
∗
i tsj), t ∈ O(0)A .
Thus if t ∈ D then Er(t) =
∑
|α|=r sαE0(s
∗
αtsα)s
∗
α, which is contained in C(ΛA) since the range of
E0 is the linear span of the range projections pi = sis
∗
i , i = 1, . . . , d. Since (Er)r converges to the
identity, we have t ∈ C(ΛA). 
Note that, on the other hand, if X is a Hilbert bimodule defined by an automorphism α of A,
then D = A.
Recall that a one-sided subshift is a closed subset of the compact space {1, . . . , d}N such that
T (Λ) = Λ, where T ((ak)k) = (ak+1)k is the left shift epimorphism of the full shift space. Let Λ
(n)
stand for the set of n-tuples α = (i1, . . . , in) for which there is (ak)k ∈ Λ such that a1 = i1, . . . , an =
in, and set ϑn = Card (Λ
(n)).
We associate to an orthogonal basis {xi}di=1 of a Hilbert bimodule X the set
Λ{xi} = {(ak)k ∈ {1, . . . , d}N : xa1 · · ·xan 6= 0 for all n ∈ N}.
We will write Λ = Λ{xi}. It easily checked that Λ is a one–sided subshift. The relation
∑
i xix
∗
i = I
shows that Λ 6= ∅. For α = (i1, . . . , in) ∈ Λ(n) we set xα = xi1 . . . xin , qα = x∗αxα, pα = xαxα∗ and
ρα = ρi1 . . . ρin . Note that C(Λ) embeds naturally in OX as the C∗–subalgebra generated by the
projections pα, α ∈ ∪Λ(n).
We define the topological entropy of the the action of X on A by
ht(A, X) := sup
Ω∈Pf(A)
sup
δ>0
lim sup
n
1
n
log rcp(A,Ω(n,X), δ),
where
Ω(n,X) := {ρµ(t) : t ∈ Ω, |µ| ≤ n− 1}.
Our aim is to prove the following.
Theorem 6.2. Let A be a unital exact C∗–algebra and X a Hilbert A–bimodule defined as above by
∗–monomorphisms ρi : A→ A, i = 1, . . . , d, with the property that
∑d
i=1 ρi(I) is invertible. Consider
the C∗–dynamical system (OX , θ). Suppose that ht(A, X) = 0. If a ∈ D is positive and satisfies
[a, x∗αaxα] = 0
[a, qα] = 0
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for |α| sufficiently large, then
Pθ(a) = lim
n
1
n
log
∑
α∈Λ(n−1)
e‖x
∗
αa
(n)xα‖.
(In particular, if a ∈ C(Λ) then Pθ(a) coincides with the classical pressure of a w.r.t. the shift on
Λ.) Furthermore one has
sup
σ
hσ(θ) + σ(a) = Pθ(a),
where hσ(θ) denotes the Sauvageot–Thouvenot entropy of θ and the supremum is taken over all
θ–invariant states of OX .
Before proving the theorem, we discuss an example where the condition ht(A, X) = 0 is easily
checked.
Example. Consider the case in which A is the inductive limit of finite-dimensional C∗–algebras
(Fr)r∈N, each one invariant under ρ1, . . . , ρd, and suppose that A admits a faithful trace τ . Let
Ω be a finite set contained in some Fr0 . Then Ω
(n,X) ⊂ Fr0 for all n ∈ N. Consider the τ–
preserving conditional expectation E : A → Fr0 and let ι : Fr0 → A be the inclusion. Clearly
(E, ι,Fr0) ∈ CPA(Ω(n,X), δ) for all δ > 0 and n ∈ N, and so ht(A, X) = 0.
We shall divide the proof of Theorem 6.2 into three parts. In the first and second part we will
give upper and lower bounds for the pressure of a, and in the third part we will prove the variational
principle. We start by showing why we require
∑
i qi to be invertible.
Lemma 6.3. If
∑d
i=1 qi is invertible, then θ is faithful on OX .
Proof. The equality θ(t∗t) = 0 implies qit∗tqi = x∗i θ(t
∗t)xi = 0, and thus tqi = 0 for all i, so that
t = 0. 
Let a ∈ D be a self-adjoint element. We introduce the following notion of pressure for a with
respect to the bimodule X . Let Ω ∈ Pf(A), δ > 0, and n ∈ N. Setting a(n) :=∑n−10 θj(a) as usual,
we define the partition function
ZX,n(D, a,Ω, δ) =
inf
{ ∑
α∈Λ(n−1)
Tr eφ(x
∗
αa
(n)xα) : (φ, ψ,B) ∈ CPA(D,Ω(n,X), δ)
}
,
and the corresponding PX(D, a,Ω, δ) and PX(D, a,Ω) are obtained in the usual manner. We set
PX(D, a) = sup
Ω∈Pf(A)
PX(D, a,Ω).
We emphasize that this pressure is computed by means of approximations of a faithful representation
of D via factorizations through finite-dimensional C∗–algebras. However, we only let Ω range over
finite subsets of A. The definition of ZX,n(D, a,Ω, δ) suggests considering for an element a ∈ OX
the sequence ∑
α∈Λ(n−1)
emax spec x
∗
αa
(n)xα ,
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which resembles the classical partition function defining the pressure of a subshift (see [11], e.g.).
Lemma 6.4. If a is a positive element of OX then
lim
n
1
n
log
∑
α∈Λ(n−1)
e‖x
∗
αa
(n)xα‖ =: ℓ
exists and
htop(Λ) ≤ ℓ ≤ ‖a‖+ htop(Λ).
Proof. If |α| = n and |β| = m then
x∗αβa
(n+m+1)xαβ
= x∗β
(
x∗αa
(n+1)xα
)
xβ + x
∗
β (x
∗
αθ
n(θ(a) + + · · ·+ θm(a))xα) xβ
= x∗β
(
x∗αa
(n+1)xα
)
xβ + x
∗
βqα(θ(a) + · · ·+ θm(a))qαxβ
= x∗β
(
x∗αa
(n+1)xα
)
xβ + qαβ
(
x∗β(θ(a) + · · ·+ θm(a))xβ
)
qαβ
since x∗βqα =
∑
|γ|=|β| x
∗
βqαxγx
∗
γ = qαβx
∗
β . Now the previous term is bounded above by
‖x∗αa(n+1)xα‖+ ‖x∗βa(m+1)xβ‖
and so sn :=
∑
α∈Λ(n) e
‖x∗αa(n+1)xα‖ satisfies sn+m ≤ snsm. It follows that lim 1n log(sn) exists and
equals inf 1n log(sn). The upper and lower bounds for ℓ follow from the inequalities 0 ≤ ‖x∗αa(n)xα‖ ≤
n‖a‖ for α ∈ Λ(n−1). 
Proposition 6.5. If a ∈ D is a self-adjoint element then
PX(D, a) ≤ ht(A, X) + lim
n
1
n
log
∑
α∈Λ(n−1)
emax spec x
∗
αa
(n)xα .
Proof. The proof is straightforward once we note that, by Arveson’s extension theorem [3], every
unital c.p. map φ : A→MN(C) extends to a unital c.p. map φ˜ : D→MN(C). 
Before establishing an upper bound for Pθ(a) for certain a ∈ D, we shall need a few preliminary
results. The first two lemmas are immediate, and so we omit the proofs.
Lemma 6.6. If a ∈ D is a self-adjoint element, and if λ ∈ R+,
a) PX(D, a+ λ) ≤ PX(D, a) + λ,
b) PX(D, a− λ) ≥ PX(D, a)− λ.
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Lemma 6.7. Set
φm : b ∈ OX → (x∗µbxν)µ,ν∈Λ(m) ∈Mϑm(OX).
Then for j = 0, . . . , n− 1, |β| ≤ |α| ≤ n0, and t ∈ A the (µ, ν) entry of
φn+n0−1θ
j(xαtx
∗
β)
is nonzero only if µ and ν are of the form µ = δαµ′, ν = δβµ′ν′ with |δ| = j and |ν′| = |α| − |β|.
The corresponding entry is
ρµ′(qδαtqδβ)xν′ .
Lemma 6.8. Let A ⊂ B(H) be a unital C∗–algebra and let φ : A → B(H) be a unital c.p. map.
Let x be an element of the unit ball of A and p, q projections of A such that ‖φ(y)− y‖ < δ for each
y ∈ {x, p, q} and some δ < 1. Then ‖φ(pxq) − pxq‖ < 11δ 12 .
Proof. By Stinespring’s theorem [28] there is a Hilbert space K, an isometry V : H → K, and a unital
∗–representation π : A→ B(K) such that φ(t) = V ∗π(t)V , t ∈ A. In Stinespring’s construction K is
the tensor product Hilbert bimodule A⊗C H, where A is regarded as a A–C Hilbert bimodule with
A–valued inner product defined by < a, b >= φ(a∗b). One has π(a) = a⊗I for a ∈ A and V ξ = I⊗ξ
for ξ ∈ H. One checks that
‖π(p)V − V p‖2 ≤ ‖φ(p)− φ(p)p− pφ(p) + p‖
≤ ‖φ(p)− p‖+ ‖(p− φ(p))p‖ + ‖p(φ(p)− p)‖
< 3δ,
and similarly for q. This implies
‖φ(p)φ(x)φ(q) − φ(pxq)‖ = ‖V ∗π(p)V V ∗π(x)V V ∗π(q)V − V ∗π(pxq)V ‖
≤ 4(3δ) 12
< 8δ
1
2 .
On the other hand, by our assumption we have
‖φ(p)φ(x)φ(q) − pxq‖ < 3δ,
which, when combined with the previous estimate, yields the result. 
We are now ready to give an upper bound for Pθ(a).
Proposition 6.9. Let X be a Hilbert bimodule over a unital exact C∗–algebra A. Suppose that
X = q1A⊕ · · · ⊕ qdA as a right Hilbert module with left action defined by unital ∗–monomorphisms
ρi : A → qiAqi, i = 1, . . . , d. Then for any self-adjoint element a ∈ D commuting asymptotically
with the domain projections {qµ, µ ∈ ∪nΛ(n)}, i.e.,
lim
|µ|→∞
‖[a, qµ]‖ = 0,
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we have
Pθ(a) ≤ PX(D, a) ≤ ht(A, X) + lim sup
n
1
n
log
∑
α∈Λ(n−1)
emax spec x
∗
αa
(n)xα .
Proof. We need only show the first inequality. Let Ω ⊂ A be a finite subset of the unit ball containing
I. For n0 ∈ N we set
Ω(n0) = {xαtx∗β , |β| ≤ |α| ≤ n0, t ∈ Ω}.
Since ∪n0,ΩΩ(n0) ∪ Ω(n0)∗ is total in OX , it suffices by monotonicity and the Kolmogorov–Sinai
property to show that Pθ(a,Ω(n0)) ≤ PX(D, a) for all Ω ∈ Pf(A) and n0 ∈ N. Following the proof
of Lemma 7.5 in [21], which in turn goes back to [7], given any subset ∆ ∈ Pf(O(0)X ), δ > 0, and
n0 ∈ N, we can find a finite subset F ⊂ N, which depends only on δ and n0 and not on ∆, such that
if
(φ, ψ,B) ∈ CPA
(
O
(0)
X ,∆
(maxF,X),
δ
2maxp∈F ϑp
)
then there is a triple (φ′, ψ′,B′) ∈ CPA0(OX ,∪|γ|≤n0∆xγ , δ) with B′ = MϑF ⊗ B and φ′ = ιMϑF ⊗
φ ◦ SF , where ϑF =
∑
p∈F ϑp and
SF : b ∈ OX → (x∗αm|α|−|β|(b)xβ)|α|,|β|∈F ∈MϑF (O(0)X ).
Here mk denotes the natural projection onto the subspace O
(k)
X of elements which transform like z
k
under the gauge action. Let us apply the above construction to the parameters 11δ
1
2 , n0, and any ∆ ∈
Pf(O
(0)
X ), and find the corresponding F . Pick (φ˜, ψ,MN ) ∈ CPA(D,Ω(n+n0+maxF,X), δ4maxp∈F ϑp2 )
and extend φ˜ by Arveson’s theorem [3] to a u.c.p. map φ on O
(0)
X , so that
(φ, ψ,MN ) ∈ CPA
(
O
(0)
X ,Ω
(n+n0+maxF,X),
δ
4maxp∈F ϑp
2
)
.
Since I ∈ Ω, we have
‖(ι− ψφ)(ρµ(qβ))‖ < δ
4maxp∈F ϑp2
, |µ|+ |β| ≤ n+ n0 +maxF − 1.
Also,
‖(ι− ψφ)(ρµ(t))‖ < δ
4maxp∈F ϑp
2 , |µ| ≤ n+ n0 +maxF − 1.
By Lemma 6.8,
‖(ι− ψφ)(ρµ(qβtqα))‖ < 11
2maxp∈F ϑp
δ
1
2
for |µ|+ |β|, |µ|+ |α| ≤ n+ n0 +maxF − 1 and t ∈ Ω. We set
Ω′n = {ρµ(qαtqβ), |µ|+ |α|, |µ|+ |β| ≤ n− 1, t ∈ Ω},
and so (φ, ψ,MN ) ∈ CPA(Ω′(maxF,X)n+n0 , 112maxp∈F ϑp δ
1
2 ). By the construction at the beginning we can
find
(φ′, ψ′,B′) ∈ CPA0(∪|γ|≤n0Ω′n+n0xγ , 11δ
1
2 ).
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Consider the u.c.p. map ψm : (tµν) →Mϑm(B(H)) →
∑
|µ|,|ν|=m xµtµνx
∗
ν ∈ B(H) and the contrac-
tive c.p. map φm defined in Lemma 6.7. We claim that
(φ′′, ψ′′,Mϑn+n0−1 ⊗B′) ∈ CPA0(OX ,Ω(n0)(n), 11ϑn0δ
1
2 ),
where ψ′′ := ψn+n0−1 ◦ (ιMϑn+n0−1 ⊗ ψ
′) and φ′′ := (ιMϑn+n0−1 ⊗ φ
′) ◦ φn+n0−1. To establish the
claim, note first that, for j = 0, . . . , n− 1, t ∈ Ω, and |β| ≤ |α| ≤ n0,
‖(ψ′′φ′′ − ι)(θj(xαtx∗β))‖ ≤ ‖ιMϑn+n0−1 ⊗ (ψ
′φ′ − ι) ◦ φn+n0−1 ◦ θj(xαtx∗β)‖
Using notation from Lemma 6.7, the term on the right is bounded by
max
|δ|=j
∑
|ν′|=|α|−|β|
max
|µ′|
‖(ψ′φ′ − ι)(ρµ′ (qδαtqδβ)x′ν)‖ ≤ 11ϑn0δ
1
2 .
Notice that the range of φ′′ is a matrix algebra of rank ϑn+n0−1ϑFN . However, we can reduce this
rank by taking into account degeneracies, and so we will consider φ′′ as a maps with range in matrices
of rank
∑
p∈F ϑn+n0−1+pN . Assume for the moment that a ≥ 0. Given ǫ > 0 let q ∈ N be such that
‖qγaqγ − a 12 qγa 12 ‖ < ǫ, |γ| ≥ q. Then for all j,
qγθ
j(a)qγ =
∑
|β|=j
xβρβ(qγ)aρβ(qγ)x
∗
β
≤
∑
|β|=j
xβa
1
2 ρβ(qγ)a
1
2x∗β
+
∥∥∥ ∑
|β|=j
xβ(ρβ(qγ)aρβ(qγ)− a 12 ρβ(qγ)a 12 )x∗β
∥∥∥
≤ θj(a) + ǫ.
We compute, for n ≥ maxF + n0 + q,
Tr exp(φ′′(a(n)))
=
∑
p∈F
∑
α∈Λ(n+n0−1+p)
Tr exp(φ˜(x∗αa
(n)xα))
≤
∑
p∈F
∑
γ∈Λ(p+n0+q)
∑
α∈Λ(n−q−1)
Tr exp(φ˜(x∗αx
∗
γa
(n)xγxα))
≤
∑
p∈F
[ ∑
γ∈Λ(p+n0+q)
exp((p+ n0 + q)‖a‖)
×
∑
α∈Λ(n−q−1)
Tr exp(φ˜(x∗αqγa
(n−p−n0−q)qγxα))
]
, (6.5)
where we have used the fact that, by the Peierls–Bogoliubov inequality (cf. Prop. 31.5 in [19]), for
p ∈ F and |γ| = p+ n0 + q,∑
α∈Λ(n−q−1)
Tr exp(φ˜(x∗αx
∗
γa
(n)xγxα))
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≤ exp (n0 + p+ q)‖a‖
∑
α∈Λ(n−q−1)
Tr exp(φ˜(x∗αqγa
(n−p−n0−q)qγxα)).
Now (6.5) is bounded by
∑
p∈F
ϑp+n0+q exp((p+ n0 + q)‖a‖+ (n− p− n0 − q)ǫ)
×
∑
α∈Λ(n−q−1)
Tr exp(φ˜(x∗αa
(n−p−n0−q)xα))
≤
∑
p∈F
ϑp+n0+q exp(2(p+ n0 + q)‖a‖+ (n− p− n0 − q)ǫ)
×
∑
α∈Λ(n−q−1)
Tr exp(φ˜(x∗αa
(n−q)xα)).
This shows that
Pθ(OX , a,Ω(n0), 11ϑn0δ
1
2 ) ≤ PX(D, a) + ǫ,
and so, by the arbitrarity of ǫ, Pθ(OX , a) ≤ PX(D, a). For general a we write a = a+ − λI with a+
positive and λ ∈ R+. By Lemma 6.6 we have
Pθ(a) = Pθ(a+)− λ ≤ PX(D, a+)− λ ≤ PX(D, a),
and the proof is complete. 
We next give a lower bound for Pθ(a).
Proposition 6.10. Let a be a positive element of D such that there is p ∈ N for which
[a, x∗αaxα] = 0, (6.6)
and
[a, qα] = 0, (6.7)
for |α| ≥ p. If ∑di qi is invertible then
Pθ(a) ≥ lim
n
1
n
log
∑
α∈Λ(n−1)
e‖x
∗
αaxα‖.
Proof. Suppose b ∈ D satisfies (6.6) and (6.7) for |α| ≥ r. Consider the C∗–subalgebra C(b, r)
generated by
{xαC∗(b, I)x∗α, |α| = nr, n = 0, 1, 2, . . .}.
Notice that C(b, r) is θr–invariant. For fixed α with |α| = nr, xαC∗(b, I)x∗α is a commutative C∗–
algebra. Furthermore, if |α| = hr and |β| = kr with h < k, and s, t ∈ C∗(b, I), then xαsx∗αxβtx∗β is
nonzero only if β = αβ′ for some β′ of length (k − h)r ≥ r, and in this case
xαsx
∗
αxβtx
∗
β = xαsqαxβ′tx
∗
β = xβx
∗
β′sxβ′qβtx
∗
β
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= xβtqβx
∗
β′sxβ′x
∗
β = xβtx
∗
βxαsx
∗
α,
so that C(b, r) is commutative. Let Tr denote the epimorphism of the spectrum of C(b, r) obtained
transposing θr. Consider the open (and closed) cover U of the spectrum of C(b, r) defined by the
characteristic functions {xαx∗α, |α| = r}. Then by the monotonicity of pressure (Prop. 3.3) and the
fact that the noncommutative pressure reduces to the classical pressure on commutative C∗–algebras,
we obtain
Pθr (b) ≥ pTr(b) ≥ lim
n
1
n
∑
α∈Λ(rn−r)
e‖x
∗
α(b+θ
r(b)+···+θr(n−1)(b))xα‖.
Suppose a ∈ D satisfies (6.6), (6.7) for |α| ≥ p and set ar = a+ θ(a) + · · ·+ θr−p(a) for r ≥ p. Then
ar satisfies the corresponding relations for |α| ≥ r. Therefore, for r ≥ p,
Pθr(a+ · · ·+ θr−p(a)) ≥ lim
n
1
n
log
∑
α∈Λ(rn−r)
e‖x
∗
αa
(n)
r xα‖
where
a(n)r = (a+ · · ·+ θr−p(a)) + (θr(a) + · · ·+ θ2r−p(a))
+ · · ·+ (θr(n−1)(a) + · · ·+ θrn−p(a)).
Now
‖x∗αa(n)r xα‖ ≥ ‖x∗α(a+ · · ·+ θrn−1(a))xα‖ − n(p− 1)‖a‖
and, by the monotonicity of pressure with respect to the self-adjoint element and scalar additivity
(Prop. 3.1),
Pθr(a+ · · ·+ θr−p(a)) = Pθr(a(r) − (θr−p+1(a) + · · ·+ θr−1(a)))
≤ rPθ(a) + (p− 1)‖a‖
and so
Pθ(a) +
p− 1
r
‖a‖ ≥ lim
n
1
n
log
∑
α∈Λ(n−r)
e‖x
∗
αa
(n)xα‖ − p− 1
r
‖a‖.
Since
lim
n
1
n
log
∑
α∈Λ(n−r)
e‖x
∗
αa
(n)xα‖ = lim
n
1
n
log
∑
α∈Λ(n−1)
e‖x
∗
αa
(n)xα‖,
for all r, we obtain the result letting r →∞. 
Proof of Theorem 6.2. Combining Prop. 6.9 and Prop. 6.10, we obtain the proof of the first part
of the Theorem. Assume that a ∈ C(Λ). Then, if a ≥ 0, ‖x∗αa(n)xα‖ is the supremum of a(n) in
the cylinder set {(ij) ∈ Λ : (i1, . . . , i|α|) = α}, thus the pressure formula reduces to the classical
pressure formula for a positive continuous function on Λ (see, e.g., [11]). For the last part we will
adapt from [18] a proof of the variational principle for a class of asymptotically Abelian C∗–algebras.
By the additivity of pressure under addition of scalars, we may assume a ≥ 0. Consider the unital,
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commutative θr–invariant C∗–algebra C(ar, r) introduced in the proof of Prop. 6.10. By the classical
variational principle, given ǫ > 0 there exists a θr–invariant state µr on C(ar, r) such that
hµr (θ
r ↾C(ar,r)) + µr(ar) > Pθr↾C(ar,r) − ǫ.
By Prop. 4.17, µr extends to a θ
r–invariant state σ˜r on OX in such a way that
hσ˜r (θ
r) > hµr (θ
r ↾C(ar,r))− 1.
Then σr :=
1
r
∑r−1
0 σ˜rθ
j is θ–invariant. By Prop. 3.3 in [26] hσr(θ) =
1
rhσr (θ
r). By concavity of the
Sauvageot–Thouvenot entropy (Prop. 4.18) and Lemma 4.19, one has
hσr (θ) =
1
r
hσr (θ
r) ≥ 1
r2
r−1∑
0
hσ˜rθj (θ
r)− log r
r
≥ 1
r
hσ˜r (θ
r)− log r
r
>
1
r
hµr (θ
r ↾C(ar,r))−
1
r
− log r
r
.
Since
σr(a) ≥ 1
r
µr(ar)− p− 1
r
‖a‖,
we infer that
lim sup
r
hσr (θ) + σr(a) ≥ lim sup
r
1
r
(Pθr↾C(ar,r)(ar)− ǫ) = Pθ(a).
The last equality has been proven in Prop. 6.10, taking into account Prop. 6.9. 
2. Equilibrium states
We start this subsection proving that, at least if we restrict further the space of potentials,
equilibrium states exist for OX . This generalizes Theorem 5.4 to the algebras OX .
Proposition 6.11. Assume that ht(A, X) = 0 and that a is a self-adjoint element of the commutative
C∗–subalgebra C(Λ) ⊂ OX , so, by Theorem 6.2, Pθ(a) = pT (a). Then any faithful equilibrium
measure for (Λ, T, a) extends to an equilibrium state for (OX , θ, a) for the CNT entropy, and thus
also for the Sauvageot–Thouvenot entropy and the local state approximation entropy.
Proof. By Prop. 8.4 and Lemma 8.3 in [21] any faithful shift-invariant measure µ on Λ extends to a
σ–invariant state of OX such that h
CNT
σ ≥ hµ(T ). Therefore if we start with an equilibrium measure
for the Kolmogorov–Sinai entropy, by Prop. 4.10 and the fact that the Sauvageot–Thouvenot entropy
majorizes the CNT entropy we obtain
hmσ(θ) + σ(a) ≥ hSTσ (θ) + σ(a) ≥
hCNTσ (θ) + σ(a) ≥ hµ(T ) + µ(a) = pT (a) = Pθ(a).

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We next give an upper bound for the local state approximation entropy of θ which is similar to
the corresponding bound for the pressure (Prop. 6.9). This bound, together with Prop. 4.6, will lead,
in a similar way, to a computation of hmσ(θ), and will also be useful when discussing equilibrium
states.
Proposition 6.12. Let X be a Hilbert bimodule over a unital exact C∗–algebra A satisfying the
same assumptions as in Prop. 6.9, let σ be a θ–invariant state of OX and m the probability measure
on Λ obtained restricting σ to C(Λ). Then
hmσ(θ) ≤ hm(T ) + ht(A, X)
where hm(T ) denotes the Kolmogorov–Sinai entropy of the shift T of Λ.
Proof. The proof parallels that of Prop. 6.9, with the same local approximations being employed
to obtain an upper bound for hmσ(θ). Thus, as in Prop. 6.9, given a finite subset ∆ ⊂ O(0)X ,
δ > 0, and n0 ∈ N, let F = F (δ, n0) ⊂ N be a finite subset independent of ∆ such that for any
(φ, ψ,B) ∈ CPA(O(0)X ,∆(maxF,X), 11δ
1
2
2maxF θ
) there is a triple
(φ′, ψ′,B′) ∈ CPA0(OX ,∪|γ|≤n0∆xγ , 11δ
1
2 )
where B′ = M∑
F ϑp
⊗ B. Here we shall need recall, from Lemma 7.5 in [21], that ψ′ is of the form
ψ′ = S˜F,f ◦ (ι⊗ ψ) : B′ → B(H) where f ∈ ℓ2(N) has support in F , ‖f‖2 ≤ 1, and
S˜F,f : t = (tα,β) ∈M∑
F ϑp
(B(H))→
∑
|α|,|β|∈F
f(|α|)f(|β|)xαtα,βx∗β ∈ B(H).
Let Ω ⊂ A be a finite subset containing I. Pick
(φ˜, ψ,MN (C)) ∈ CPA
(
A,Ω(n+n0+maxF,X),
δ
4max2p∈Fϑp
)
of minimal rank and follow the same procedure as in the proof of Prop. 6.9 to obtain a triple
(φ′′, ψ′′,Mϑn+n0−1 ⊗M∑p∈F ϑp ⊗MN) ∈ CPA0(OX ,Ω(n0)(n), 11ϑn0δ
1
2 )
where ψ′′ = ψn+n0−1 ◦ (ιMn+n0−1 ⊗ ψ′). Pick ω ∈ E(σ, ι). The positive linear functional ω ◦ ψ′′ is
determined by it values on each matrix unit, which are given by
ω ◦ ψ′′(eα,β ⊗ eµ,ν ⊗ ei,j) = f(|µ|)f(|ν|)ω(xαµψ(ei,j)x∗βν).
We have that
S(ω ◦ ψ′′) ≤ S(diag(|f(|µ|)|2ω(xαµψ(ei,i)x∗αµ)|α|=n+n0−1,|µ|∈F,i=1,...,N ))
by the estimate on page 60 in [19], e.g., and this last expression is bounded above by
S
(
diag
( 1
N
|f(|µ|)|2m(pαµ)
)
α,µ,i
)
,
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which in turn is bounded above by
−
∑
α,µ
|f(|µ|)|2m(pαµ) log
( 1
N
|f(|µ|)|2m(pαµ)
)
=
∑
α,µ
−|f(|µ|)|2m(pαµ) log(m(pαµ)) + logN
∑
µ
|f(|µ|)|2m(pµ)
−
∑
µ
|f(|µ|)|2m(pµ) logm(pµ),
with the equality following from the T –invariance of m. Finally, using the equality∑
µ
|f(|µ|)|2m(pαµ) = ‖f‖22m(pα)
and the concavity of x 7→ −x log x, we see that the last displayed expression is bounded by
−
∑
|α|=n+n0−1
‖f‖22m(pα) log(‖f‖22m(pα))
+ logN
∑
|µ|∈F
|f(|µ|)|2m(pµ)−
∑
|µ|∈F
|f(|µ|)|2m(pµ) logm(pµ).
Therefore, since ‖f‖2 ≤ 1, Prop. 4.5 yields
hmσ(θ, ι, ω,Ω(n0)) ≤ hµ(T ) + ht(A, X).

We next derive a few consequences on equilibrium states from the previous proposition. There is
a natural conditional expectation E : OX → D0 where D0 is the C∗–subalgebra of D generated by
elements of the form xαax
∗
α, a ∈ A, α ∈ ∪nΛ(n), defined in the following way. Compose the average
over the gauge action OX → O(0)X with the pointwise norm limit P : OX → O(0)X of the maps
t→ Pn(t) =
∑
|α|=n
xαx
∗
αtxαx
∗
α.
One has
E ◦ θ = θ ◦ E.
Corollary 6.13. Let (OX , θ) be the C
∗–dynamical system constructed as in Theorem 6.2. Assume
that ht(A, X) = 0. If σ is a θ–invariant state and the restriction m of σ to C(Λ) is a faithful measure,
then σ ◦ E is a θ–invariant state centralized by C(Λ) for which
hm(T ) = hmσ◦E(θ) = hSTσ◦E(θ) = h
CNT
σ◦E (θ),
where hST and hCNT denote respectively the Sauvageot–Thouvenot and CNT entropy. If moreover
a ∈ D0 is a self–adjoint element and σ is an equilibrium state for (OX , θ, a), then σ ◦ E is an
equilibrium state for the same system (both with respect to hm).
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Proof. Note that σ ◦ E is a θ–invariant state since E commutes with θ. Furthermore σ ◦ E is
centralized by C(Λ) since E is a conditional expectation onto D0, which contains C(Λ), and C(Λ)
commutes with D0. Therefore Props. 8.2 and 8.3 in [21] can be applied to σ ◦E. Using, Prop. 6.12,
Prop. 4.10, the fact that Sauvageot–Thouvenot entropy majorizes the CNT entropy [26], and Props.
8.2 and 8.3 of [21], respectively, we infer that
hm(T ) ≥ hmσ◦E(θ) ≥ hSTσ◦E(θ) ≥ hCNTσ◦E (θ) ≥ hm(T ).
Assume now that σ is an equilibrium state for (OX , θ, a). Then
hmσ◦E(θ) + σ(a) = hm(T ) + σ(a) ≥ hmσ(θ) + σ(a) = Pθ(a),
and so σ ◦ E must be an equilibrium state for the same system as well. 
The following is a converse of Prop. 6.11.
Corollary 6.14. Let (OX , θ) be the C
∗–dynamical system constructed as in Theorem 6.2. Assume
that ht(A, X) = 0 and let a be a selfadjoint element of the canonical Abelian subalgebra C(Λ). Let
Hσ(θ) be either the local state approximation entropy, the Sauvageot–Thouvenot entropy, or the
CNT entropy. If σ is a θ–invariant equilibrium state for (OX , θ, a) w.r.t. Hσ(θ), then the measure
m obtained restricting σ to C(Λ) is an equilibrium measure for (Λ, T, a). Furthermore one has
Hσ(θ) = hm(T )
where hm is the Kolmogorov–Sinai entropy.
Proof. By the comparison between the various state–based entropies (Prop. 4.10), the fact that Pθ(a)
coincides with the classical pressure of a (Prop. 6.2), Prop. 3.6, and Prop. 6.12 under the assumption
ht(A, X) = 0, we have
pT (a) = Pθ(a) = Hσ(θ) ≤ hmσ(θ) + σ(a) ≤ hm(T ) +m(a),
so that m is an equilibrium state for (Λ, T, a). Since all the inequalities become equalities, we
conclude that Hσ(θ) = hm(T ). 
3. An application to Matsumoto algebras associated to subshifts
We conclude this section with an application to Cuntz–Krieger algebras, or, more generally, to
Matsumoto C∗–algebras.
Corollary 6.15. Let OΛ denote the Matsumoto algebra associated to a subshift of one of the following
kinds:
a) finite type subshifts,
b) sofic subshifts,
c) β–shifts.
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Then for any real-valued f ∈ C(Λ) ⊂ OΛ, Pθ(f) equals the classical pressure of f with respect to the
shift T :
Pθ(f) = pT (f).
Furthermore any shift-invariant measure µ on C(Λ) extends to a θ–invariant state σ on OΛ with the
propery hσ(θ) ≥ hµ(T ). In particular, if µ is an equilibrium measure for (Λ, T, f), the corresponding
extension is an equilibrium state for (OΛ, θ, f).
Proof. For Matsumoto C∗–algebras the coefficient algebra A is commutative and commutes with
C(Λ). Furthermore, the growth of the local completely positive δ–ranks rcp(A,Ω(n,X), δ) is polyno-
mial (see[21]), and so ht(A, X) = 0, implying the first part of the assertion. Let µ be a T –invariant
measure on Λ. That µ extends to a θ–invariant state σ on OΛ with entropy as least as large has been
proven in Theorem 8.6 of [21]. The rest is now clear. 
7 The KMS condition and equilibrium in OA
We will show how certain equilibrium states for Cuntz–Krieger algebras can be constructed from
KMS states with respect to a suitable one-parameter automorphism group in the case where the
self-adjoint element has small variation on the underlying subshift of finite type and is a Ho¨lder
continuous function. The key idea is to establish a connection between KMS states with respect to
this group and the Perron–Frobenius–Ruelle theorem for subshifts of finite type [23, 5, 30].
Let A be {0, 1}-matrix with no row or column identically zero, and let a ∈ C(ΛA) be a self-adjoint
element. Consider for β ∈ R the unitary group of C(ΛA), Uβ,a(t) = exp(it(β − a)), and define the
one-parameter automorphism group of OA
αβ,at(si) = Uβ,a(t)si, i = 1, . . . , d,
where s1, . . . , sd are the generating partial isometries of OA [33]. We shall also need a positive
operator of C(ΛA) whose spectral properties and their relation with equilibrium states were first
studied by Ruelle [23] in the case of the full 2–shift and in a more general setting by Bowen [5] and
Walters [30]. Set
La(f)(x) =
∑
i:Aix1=1
exp(a(ix))f(ix), f ∈ C(ΛA),
where x = (xk)k ∈ ΛA. Notice that we can write, in OA,
La(f) =
∑
i
s∗i e
afsi.
Thus La extends in an obvious way to an operator on OA, which we will denote by La. We begin
by establishing some partial results.
Lemma 7.1. C(ΛA) is contained in the algebra of fixed points under α
β,a for all β ∈ R and all
self-adjoint a ∈ C(ΛA).
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Proof. For all j ∈ N and t ∈ R we have θj(Uβ,a(t)) ∈ C(ΛA), and therefore [θj(Uβ,a(t)),C(ΛA)] = 0.
On the other hand, if f ∈ C(ΛA) is of the form f = si1 . . . sir (si1 . . . sir )∗, then for all t ∈ R
αβ,at(f) = Uβ,a(t) . . . θ
r−1(Uβ,a(t))fθr−1(Uβ,a(−t)) . . . Uβ,a(−t) = f
since θ is multiplicative on C(ΛA) (in fact, one can easily check that θ is multiplicative on the relative
commutant of {s∗1s1, . . . , s∗dsd} in OA), completing the the proof. 
The following result is well-known. We supply a proof for convenience.
Lemma 7.2. If µ is a state on C(ΛA) such that, for some β ∈ R,
eβµ(f) = µ(La(f)), f ∈ C(ΛA),
then
min(a) + log r(A) ≤ β ≤ max(a) + log r(A).
Proof. For n ∈ N and x = (xk)k ∈ ΛA,
L
n
a (1)(x) =
∑
Ai1i2=···=Ainx1=1
ea
(n)(i1,...,in,x).
Therefore
enmin aϑn ≤ Lna(1) ≤ enmax aϑn,
where, as usual, ϑn denotes the cardinality of the set of words of length n appearing in ΛA. Applying
µ yields
enmin aϑn ≤ enβ ≤ enmax aϑn,
and so computing limn
1
n log(·) and using the fact that limn 1n logϑn = log r(A) (see, e.g., [11]) we
obtain the desired estimate. 
We next describe a bijective correspondence between KMS states for αβ,a and positive eigenvec-
tors of the Banach space adjoint of the Ruelle operator
L
∗
a : C(ΛA)
∗ → C(ΛA)∗.
We start showing that (αβ,a, 1)–KMS states restrict to positive eigenvectors of L∗a.
Lemma 7.3. If ω is a (αβ,a, 1)–KMS state on OA then
∑
i
ω(s∗i e
absi) = e
βω(b), b ∈ OA.
In particular, if µ := ω ↾ C(ΛA) then
L
∗
a(µ) = e
βµ.
7 THE KMS CONDITION AND EQUILIBRIUM IN OA 46
Proof. We first note that, for i = 1, . . . , d, αβ,a−i(s∗j ) = s
∗
je
−β+a. Thus, by the KMS property, if
b ∈ OA then
ω(b) =
∑
j
ω(bsjs
∗
j ) =
∑
j
ω(αβ,a−i (s
∗
j )bsj) = e
−β∑
j
ω(s∗je
absj).

Lemma 7.4. If A is aperiodic then r(A) > 1.
Proof. Let N be a positive integer such that all of the entries of AN are positive. Since A ∈
Md({0, 1}), ANij ≥ 1 for all i, j, and therefore ApNij ≥ dp−1 for p ∈ N, so that
r(A) = lim
n
‖An‖1/n = lim
p
‖ANp‖1/Np ≥ d1/N > 1.

We define a metric on ΛA by d(x, y) =
1
k where k is the least integer for which xk 6= yk. For
f ∈ C(ΛA), we set
var0(f) = max f −min f,
varn(f) = sup
{
|f(x)− f(y)|, d(x, y) ≤ 1
n+ 1
}
, n ∈ N.
Note that contunuity implies that varn(f)→ 0 as n→∞.
Lemma 7.5. Let A be an aperiodic {0, 1}–matrix and a ∈ C(ΛA) a self-adjoint element such that
var0(a) < log r(A). Then any (α
β,a, 1)–KMS state on OA is gauge-invariant and faithful.
Proof. We first establish gauge invariance. Let ω be a (αβ,a, 1)–KMS state. We need to show
that if b ∈ O(k)A for some k > 0, then ω(b) = 0. It suffices to pick b nonzero and of the form
b = si1 . . . sis(sj1 . . . sir )
∗ with s − r = k. Since ω is an αβ,a–KMS state, it is αβ,a–invariant, and
therefore
ω(αβ,ait(b)) = ω(b), t ∈ R,
that is,
e−kβtω(eta . . . θs−1(eta)bθr−1(e−ta) . . . e−ta) = ω(b).
Now by Lemma 7.1 θj(eta) lies in the centralizer of ω, and thus the above equality reduces to
e−kβtω(θr(eta) . . . θs−1(eta)b) = ω(b),
and so |ω(b)| ≤ e−kβt‖eta‖k‖b‖. Hence, for t ≥ 0,
|ω(b)|
‖b‖ ≤ e
kt(−β+max a),
which implies, assuming ω(b) 6= 0, that β ≤ max a. On the other hand, by Lemma 7.3 the restriction
of ω to C(Λa) is a positive eigenvector of the transposed Ruelle operator with eigenvalue e
β, and so
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β ≥ min a+ log r(A) by Lemma 7.2. Therefore we must have log r(A) ≤ var0(a), which contradicts
our assumption.
We next show that ω is faithful. By the previous part, it suffices to show that the restriction of
ω to O
(0)
A is faithful. Set I = {b ∈ O(0)A : ω(b∗b) = 0}. Clearly I is a closed left ideal of O(0)A . If c
ranges over a dense set of analytic vectors for αβ,a and b ∈ I, then by the KMS property
ω(c∗b∗bc) = ω(αβ,a−i (c)c
∗b∗b) = 0,
so that I is a two-sided closed ideal of O
(0)
A . Since A is aperiodic, O
(0)
A is a simple AF C
∗–algebra,
and so I = 0. 
Proposition 7.6. Let A be an aperiodic {0, 1}–matrix. If a ∈ C(ΛA) is a self-adjoint element the
map
ω → µ := ω ↾ C(ΛA)
sets up a surjective correspondence between the set of (αβ,a, 1)–KMS states of OA and the set of
probability measures on ΛA for which
L
∗
aµ = e
βµ.
If in addition var0(a) < log r(A), this map is a bijection.
Proof. Let ω be a (αβ,a, 1)–KMS state. By Lemma 7.3 the measure µ corresponding to ω ↾ C(ΛA) is
an eigenvector of the transposed Ruelle operator with eigenvalue eβ .
We show that any state µ on C(ΛA) arising as an eigenvector of the transposed Ruelle operator
with eigenvalue eβ is the restriction of a (gauge–invariant) (αβ,a, 1)–KMS state. Consider the C∗–
subalgebras Fn of OA linearly spanned by elements of the form si1 . . . sinC(ΛA)(sj1 . . . sjn)
∗. Note
that Fn ⊂ Fn−1 and that ∪nFn is dense in O(0)A . Recursively define for each n = 0, 1, 2, . . . a state
ωn on Fn by ω0 = µ and
ωn(b) = e
−β∑
i
ωn−1(s∗i e
a/2bea/2si), b ∈ Fn.
Then ω1 extends ω0, and one can check that ωn extends ωn−1 for all n. Consider the gauge-invariant
state ω of OA that extends ωn on Fn. By construction, ω satisfies the scaling property
∑
i
ω(s∗i e
absi) = e
βω(b), b ∈ OA.
We show that ω is a (αβ,a, 1)–KMS state. Consider elements of the form b = si1 . . . sis(sj1 . . . sjr )
∗,
c = sh1 . . . shr (sk1 . . . sks)
∗. We need to show that ω(bc) = ω(αβ,a−i (c)b). If (j1, . . . , jr) 6= (h1, . . . , hr)
then ω(bc) = 0. We also have ω(αβ,a−i (c)b) = 0 since the l.h.s. is
ω(eβ−ash1 . . . e
β−ashrs
∗
kse
−β+a . . . s∗k1e
−β+asi1 . . . sis(sj1 . . . sjr )
∗),
which, by an iteration of the scaling property, is seen to be zero. Assume now that (j1, . . . , jr) =
(h1, . . . , hr). The scaling property tells us again that if ω(bc) is nonzero, we must have (i1, . . . , is) =
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(k1, . . . , ks). Clearly, the above computation shows that if ω(α
β,a
−i (c)b) 6= 0 the same condition holds.
Again, by the scaling property, the latter is
ω(s∗ise
−β+a · · · s∗i1e−β+asi1 · · · sis(sj1 · · · sjr )∗sj1 · · · sjr )
= ω(si1 · · · sis(sj1 · · · sjr )∗sj1 · · · sjr (si1 · · · sis)∗)
= ω(bc).
We next show that the map ω → µ is one-to-one if var0(a) < log r(A). Since ω is gauge-invariant
by Lemma 7.5, it is determined by its restriction to O
(0)
A . Applying L
n
a on words of the form
si1 . . . sin(sj1 . . . sjn)
∗ yields an element of C(ΛA), and so again by Lemma 7.3 the restriction of ω to
O
(0)
A is determined uniquely by its values on C(ΛA), and the proof is complete. 
We recall the Perron–Frobenius–Ruelle theorem for subshifts of finite type.
Theorem 7.7. [23, 5, 30] Let A be an aperiodic {0, 1}–matrix and a ∈ C(ΛA) a self-adjoint element
satisfying ∑
n
varn(a) <∞.
Then
(a) La admits a strictly positive eigenvector h which is unique up to a scalar factor,
(b) L∗a admits a unique probability measure eigenvector µ,
(c) one has Lah = λh and L
∗
aµ = λµ, where logλ = pT (a) = log r(La), with r(La) the spectral
radius of La,
(d)
Lna(f)
λn
→ µ(f)
µ(h)
h
uniformly for all f ∈ C(ΛA),
(e) ν(f) := µ(hf), f ∈ C(ΛA) is the unique equilibrium measure for (ΛA, T, a),
(f) µ an ν are faithful.
We are now in a position to establish a connection between (αβ,a, 1)–KMS states and equilibrium
measures for OA.
Theorem 7.8. Assume that A is aperiodic and that the self-adjoint element a satisfies
∑
n
varn(a) <∞.
Then OA admits a (α
β,a, 1)–KMS state if and only if β = Pθ(a). If var0(a) < log r(A) then there
is exactly one such state ω. If h is the unique strictly positive eigenvector of La with ω(h) = 1,
σ(b) := ω(hb) is a faithful equilibrium state for (OA, θ, a).
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Proof. By Prop. 7.6 the set of (αβ,a, 1)–KMS states corresponds surjectively to the set of probability
measures eigenvectors of L∗a with eigenvalue e
β, and therefore by Theorem 7.7, there is a (αβ,a, 1)–
KMS state if and only if β = Pθ(a). If var0(a) < log r(A), there is exactly one such state, again by
Prop. 7.6 and Theorem 7.7. Furthermore, by (e) of Theorem 7.7, the restriction of σ to C(ΛA) is the
unique equilibrium measure ν for (ΛA, T, a). We note that σ is θ–invariant, for if b ∈ OA then
σ(θ(b)) =
∑
i
ω(hsibs
∗
i ) = e
−Pθ(a)
∑
i
ω(s∗i e
ahsib) = ω(hb) = σ(b).
Since ω contains C(ΛA) in its centralizer, the same holds for σ. Thus, by Lemma 5.3, hµ(T ) ≤ hσ(θ),
and hence
pT (a) = hν(T ) + ν(a) ≤ hσ(θ) + σ(a) ≤ Pθ(a) = pT (a),
which establishes that σ is an equilibrium state for (OA, θ, a). 
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