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Abstract
In this paper we present a general framework for Stein’s method for multivariate con-
tinuous distributions. The approach gives a collection of Stein characterisations, among
which we highlight score-Stein operators and kernel Stein operators. Applications include
copulas and distance between posterior distributions. We give a general construction for
Stein kernels for elliptical distributions and discuss Stein kernels in generality, highlighting
connections with Fisher information and mass transport. Finally, a goodness-of-fit test
based on Stein discrepancies is given.
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1 Introduction
Stein’s method has proved a powerful tool for assessing distributional distances in many
settings. In a nutshell, Stein’s method can be summarised as follows. For µ a target
distribution, with support I :
Find a suitable operator A (called Stein operator) and a wide class of functions F(A)
(called Stein class) such that X ∼ µ if and only if for all functions f ∈ F(A),
EAf(X) = 0.
Next, let H(I) be a measure-determining class on I . For each h ∈ H find a solution
f = fh ∈ F(A) of the Stein equation
h(x)− Eh(X) = Af(x),
where X ∼ µ. Then, for any random element W taking values in the support of µ,
Eh(W )− Eh(X) = EAfh(W ).
Hence taking EAf(W ) for all f = fh ∈ F(A) gives a bound on the distance between the
distribution of W and µ, where the distance is suph∈H(I) |Eh(W )− Eh(X)|.
As a first example, for a mean zero normal distribution - following [54] and [55], Z ∼
N (0, σ2) if and only if for all smooth functions f ,
EZf(Z) = σ2Ef ′(Z). (1)
Given a test function h, let Z ∼ N (0, σ2); the Stein equation is
σ2f ′(w)− wf(w) = h(w) − Eh(Z)
2
which has as unique bounded solution f(y) = 1
σ2
ey
2/2σ2
∫ y
−∞ (h(x)− Eh(Z)) e−x
2/2σ2dx.
More generally, for continuous real-valued distributions with density p, following [54] and
[55], [37, 38], associate to p the Stein operator Tp given by
Tpf = (fp)
′
p
, x ∈ I. (2)
Here f : R → R is such that x 7→ f(x)p(x) is differentiable on R , (fp)′ is integrable and∫
(fp)′ = 0. We call the class of such functions F(p). In this setting it is easy to see that
the Stein equation
h(x)− Eh(X) = Tpf(x), x ∈ I,
is solved by f(x) = − 1p(x)
∫ x
a p(y)h(y)dy =
1
p(x)
∫ b
x p(y)h(y)dy. A further observation leads
to a variety of Stein characterisations. By the product rule,
E
[
g′(X)f(X)
]
= −E [g(X)Tpf(X)]
for all f ∈ F(p) and for all differentiable functions g such that ∫ (gfp)′dx = 0, and∫ |g′fp|dx <∞.
This product rule allows to fix f and vary g, or fix g and vary f , in order to obtain
a set of Stein characterisations. For example, if the constant function 1 is in the domain
of the Stein operator, then taking f(x) = 1 results in Apg(x) = g′(x) + g(x)ρ(x) with
ρ(x) = Tp1(x) = p
′(x)
p(x) the so-called score function’ of p; see for example [55]. The score
function of the normal distribution N (0, σ2) is ρ(x) = − xσ2 .
Similarly, if X has finite mean ν, taking f(x) = T −1p (ν−x) gives AXg(x) = τ(x)g′(x)+
(ν − x)g(x) with τ = T −1p (ν − Id) the so-called Stein kernel of p; this operator is treated
for example in [54] and is encountered in a different form in [13]. The Stein kernel of the
normal distribution N (0, σ2) is τ(x) = σ2.
One-dimensional distributions have been treated extensively using Stein’s method, see
the survey [40]. Applications can be found for example in computational biology, statistical
physics, number theory and theoretical statistics. As a concrete example for the one-
dimensional setting, [39] provide upper and lower bounds for the Wasserstein distance
between posterior distributions in a Bayesian setting. A multivariate extension of this
result would be of interest in the analysis Monte Carlo methods in Bayesian analysis.
Often, a high-dimensional setting is desirable, yet in the high-dimensional setting,
Stein’s method is not fully developed. For discrete multivariate distributions, [7] and [8]
provide a framework which is applicable in many situations. In [53], stationary distribu-
tions of Glauber Markov chains are characterised. For multivariate continuous distribu-
tions, only some cases have been investigated. The Gaussian case is fairly well understood,
see for example [16], and the Dirichlet distribution has been treated in [23] using a cou-
pling approach. Log-concave densities are treated in [42]. A general approach for the
multivariate case as given by (2) for one dimension has been elusive.
To explain the multivariate setting and its difficulties, it is instructive to begin with
Gaussian laws. The starting point for a multivariate Stein’s method is a Stein characteri-
sation for the Gaussian law which states that a random vector Z is a multivariate Gaussian
d-random vector with mean ν and covariance Σ (short: Z ∼ N (ν,Σ)) if and only if
EY t∇f(Y ) = E∇tΣ∇f(Y ), (3)
for all absolutely continuous function f : Rd → R for which the expectations exist; here ∇
denotes the gradient operator. Assume that h : Rd → R has 3 bounded derivatives. Then,
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if Σ ∈ Rd×d is symmetric and positive definite, and Z ∼MVN (0,Σ) , there is a solution
f : Rd → R to the Stein equation
∇tΣ∇f(w)−wt∇f(w) = h(w) − Eh(Σ1/2Z),
which holds for every w ∈ Rd.For smooth h this equation has a solution f which is given
by the Mehler formula
f(w) =
∫ 1
0
1
2t
[Eg(Zw,t)− Eg(Σ1/2Z)]dt
with Zw,t =
√
tw +
√
1− tΣ1/2Z.
The characterisation (3) is used in [30] and a similar characterisation is employed in [6].
Generalisations to infinitely-dimensional functionals using Malliavin calculus are available
in [45] and a generalisation to Gaussian random measures is employed in [31].
Contrasting (1) and (3), in the multivariate case a second order operator is used,
whereas in the one-dimensional case, a first order operator is taken. The second-order
operator appears through a viewpoint of Stein’s method as characterising a target distri-
bution as the stationary distribution of a homogeneous Markov process with generator A.
Such generators are naturally second-order operators.
This explanation generates more questions - how about higher order operators for
example? In this paper we shall use first order directional derivatives as basic building
blocks of Stein operators. In Definition 3.1 we define the canonical Stein derivative for p
in the direction e as
Te,pφ = ∂e(p φ)
p
acting on sufficiently smooth test functions φ. Using this building block, we define the
Stein gradient operator acting on real valued functions f , vector valued functions f or
matrix valued functions F as
• 7→ T∇,p• = ∇ (p•)
p
=
d∑
i=1
eiTei,p
where {ei, i = 1, . . . , d} is the canonical basis of Rd. Similarly we define the Stein divergence
operator acting on vector or matrix valued functions with compatible dimensions as
• 7→ Tdiv,p• = div (p•)
p
.
As in the one-dimensional case, this operator satisfies a product rule for all smooth func-
tions f, g, namely
Te,p(f g) = (Te,pf)g + f(∂eg)
for all e in the d-dimensional unit sphere Sd−1.
This flexible framework gives rise to a set of Stein characterisations. Our framework
not only reveals the well known fact that there are infinitely many multivariate Stein
operators available, but also provides a mechanism for obtaining broad (yet very specific)
family of Stein operators which we call standardizations of the canonical operator TD,p,
where D = ∇ or div – see Section 3. We do not claim that all useful operators from the
literature are of this form – for instance [9] proposes an alternative construction. We do
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demonstrate, however, that the operators we construct provide crucial handles on a wide
family of multivariable distributions.
For example, ρ = ∇ log p the multivariate score function, the analog to the one-
dimensional score-Stein operator is the vector valued operator
Apg = ∇g + 1
p
(∇ρ) g
acting on differentiable functions g : Rd → R, see Definition 3.9. Many authors call this
score-Stein operator the Stein operator for multivariate p; see e.g. [41, definition 2.1], [17,
Section 2.1], [49, Section 2.2.2].
A second set of Stein operators are related to Stein kernels. In dimension d = 1, this
is the function x 7→ τp(x) defined as the (unique) solution in F(p) to the ODE
Tp(τp(x)) = Ep[X]− x, (4)
given by p(x) = 1p(x)
∫∞
x (y − ν)p(y)dy. Properties of the Stein kernel were first studied in
[54] (although it had long been a known important handle on smooth densities p, see e.g.
[11, 12], who refer to it as a covariance kernel). The Stein kernel has become a powerful
tool in Stein’s method, see e.g. [14, 46] and [45].
In one dimension, Stein kernels are unique when they exist - the Stein kernel is the zero
bias density from [26]. In higher dimensions even the definition of a Stein kernel is not
obvious; see [47, 48, 18, 36]. The zero-bias coupling definition in [25] uses a collection of
random elements in higher dimensions. In analogy, in Definition 3.11 we define a directional
Stein kernel for each canonical direction ei ∈ Rd, as any function x 7→ τp,i(x) ∈ R × Rd
belonging to F(p) such that
Tdiv,p
(
τp,i(x)
)
= Ep[Xi]− xi for all x ∈ supp(p).
A Stein kernel is any square matrix τ such that each line τ i = (τi1, . . . , τid) is a kernel in
the direction ei, and the kernel-Stein operator is the operator
Apg(x) = τ p(x)∇g(x) − (x− ν)g(x).
Stein kernels need not exist and may not be unique when they exist. Aside from discussing
this issue in Section 6, we also give a general – explicit – formula for Stein kernels of ellip-
tical distributions in Section 5. These results lead inter alia to new characterisations for
the Gaussian, power exponential distributions and the multivariate Student t-distribution.
In particular, we obtain new identities even for the standard Gaussian and recover Stein’s
classical Gaussian covariance identity
X ∼ N (ν,Σ)⇒ E[Σ∇g(X)] = E[(X − ν)g(X)]
(see Section 5.2). Also, in the case of the multivariate Student t-distribution, we obtain
the identity
X ∼ tk(ν,Σ)⇒ E
[
(XXT + kId)∇g(X)
]
= (k − 1)E [Xg(X)]
which generalizes nicely the corresponding univariate result (see Section 5.4). We also
provide, in Section 6, a connection between Stein kernels and transport maps. This gives
new and explicit expressions for Stein kernels in d = 2 and d = 3 dimensions.
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A natural question is which Stein operator to choose. Here practical issues may serve as
guidance: solutions to multivariate Stein equations may not generally exist. In the case of
densities which possess a Poincaré constant, weak solutions of second-order Stein equations
exist, and some regularity results for these solutions are available, see for example [18].
Even when solutions exist, good properties may be hard to deduce. Discussions on the
properties of the solutions to multivariable Stein equations are available in [51, 52, 15, 56]
and, more recently, in [22]. We discuss this further in Section 3.3.
To illustrate the power of the general approach in this paper, we apply our framework
firstly to assess the 1-Wasserstein distance between two absolutely continuous distribu-
tions. This result leads to assessing the difference between copulas. It is also key in
assessing the distance between prior and posterior in a Bayesian setting, treated in this
paper in the normal model setting but with a sketch on how to treat more general settings.
Our last application is the 1-Wasserstein distance between skew-normal and standard nor-
mal distributions.
In practical applications and for obtaining information inequalities, the Stein discrep-
ancy plays a key role. The Stein discrepancy from distribution p to distribution q using
the Stein operator Ap for p is given in (104);
S‖·‖(q,Ap,G) = sup
g∈G
‖E [Apg(Y )]‖ .
Here Y ∼ q and G is a class of smooth test functions. A particular case is that of kernelized
Stein discrepancies. We assess the performance of such a kernelized Stein discrepancy mea-
sure for simulations from a centred Student t-distribution, employing a Stein discrepancy
for a goodness-of-fit test.
The paper is structured as follows. Section 2 introduces the notations and the product
rule which is at the heart of our flexible approach. Section 3.1 gives the general Stein
operators, Stein identities, and Stein characterisations. Score-Stein operators and kernel
Stein operators are introduced, and properties of the solution of Stein equations are given
for densities which admit a Poincaré constant. Applications of this framework are given in
Section 4. Then the paper turns its attention to Stein kernels. In Section 5, Stein kernels
for elliptical distributions are derived. Section 6 provides the general discussion on Stein
kernels. Finally, Section 7 discusses information metrics, kernelized Stein discrepancies,
and ends with a goodness-of-fit test based on Stein discrepancies.
2 Notations, gradients and product rules
Fix d ∈ N0 and let e1, . . . , ed be the canonical basis for Cartesian coordinates in Rd with
the convention that elements in Rd are column vectors. Given x, y ∈ Rd and any symmetric
positive-definite d×d matrix A we set 〈x, y〉A = xTAy (here ·T denotes the usual transpose
operator) with associated norm ‖x‖A =
√〈x, x〉A. The standard Euclidean scalar product
〈x, y〉 = xT y is obtained with A = Id, the d×d identity matrix. We also recall the Hilbert-
Schmidt scalar product 〈A,B〉HS = Tr(ABT ) between square matrices A,B of compatible
dimension with associated norm ||A||2HS := Tr(ATA) =
∑d
i,j=1 a
2
i,j (here Tr(·) denotes the
usual trace operator).
Let Sd−1 denote the unit sphere in Rd and let e ∈ Sd−1 be a unit vector in Rd. The
directional derivative of a smooth function v : Rd → R at some point x ∈ Rd in the
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direction e is
∂ev(x) = lim
h→0
v(x+ he)− v(x)
h
. (5)
More generally, given any m,n ∈ N, the directional derivative of a matrix valued function
F : Rd → Rm×Rn : x 7→ (Fij(x))1≤i≤m,1≤j≤n is defined componentwise (in tensor notation
∂eF ∈ Rd ⊗ (Rm × Rn)): (∂eF(x))1≤i≤m,1≤j≤n = (∂eFij(x))1≤i≤m,1≤j≤n for all e ∈ Sd−1
and all x ∈ Rd.
Remark 2.1. A note on our notations: we use small caps for elements of Rm,m ≥ 1
(by convention column vectors), capitalized letters for matrices in Rm × Rn, small caps
for real-valued functions, boldfaced small caps for vector valued functions and boldfaced
capitalized letters for matrix valued functions.
We write ∂iv the derivative in the direction ei, i = 1, . . . , d. The gradient of a smooth
function v : Rd → R is
∇v = grad(v) = (∂1v, . . . , ∂dv)T =
d∑
i=1
(∂iv) ei (6)
(by convention, a column vector). The gradient of a 1 ×m vector field v = (v1, . . . , vm)
(a line vector) is
∇v = (∇v1 · · · ∇vm) =


∂1v1 · · · ∂1vm
...
. . .
...
∂dv1 · · · ∂dvm

 . (7)
(by convention, a d × m matrix). The Jacobian matrix of a Rm valued function w =
(w1, . . . , wm)
T (a column vector) is the m × d matrix Jac(w) = (∂iwj)1≤i≤m,1≤j≤d. Ob-
viously Jac(vT ) = ∇v so that either can be deduced from the other and we will simply
use the generic notation ∇ for both operations from here onwards. By extension, we also
define the gradient of a m× r matrix valued function
F : Rd → Rm × Rd : x 7→ F(x) =


f1(x)
...
fm(x)

 =


f11(x) . . . f1d(x)
...
. . .
...
fm1(x) . . . fmd(x)

 (8)
as the d× r ×m tensor with entry (∇F )i,j,k = ∂ifjk, 1 ≤ i ≤ d, 1 ≤ j ≤ m, 1 ≤ k ≤ r.
The divergence operator is defined for d valued (line or column) vector fields v with
components vj, j = 1, . . . , d as
div(v)(
not
= ∇ · v) = Tr (∇v) =
d∑
i=1
∂ivi.
More generally if F takes values in Rm × Rd for some m ≥ 1, the divergence of F =(
fT1 , . . . , f
T
m
)T
as in (8) is defined as the m×1 column vector with components div(fj), j =
7
1, . . . ,m; so that given F = (f1, . . . , fm)
T ,
div(F)(
not
=∇ · F) =


div(f1)
...
div(fm)

 =


∇ · fT1
...
∇ · fTm

 =


d∑
i=1
∂f1i
∂xi
...
d∑
i=1
∂fmi
∂xi

 .
Similarly we define the divergence of F = (f1, . . . , fm) with values in R
d×Rm as div(F) =
(div(FT ))T .
Remark 2.2. Gradients and divergences are of course also defined independently of the
choice of coordinates (the gradient of a smooth function is equivalently defined through the
equality ∂ev(x) = 〈∇v(x), e〉 for any direction e ∈ Rd at all x ∈ Rd). In particular, given
linearly independent vectors f1, · · · , fr in Rd and M the hyperplane they generate, one
naturally can define ∇Mv and divM(v) the gradients and divergences restricted to hyper-
plane M. For example one always has div(v) = ∂e(v) + dive⊥(v) for all e ∈ Sd−1. The
entire material of this section (and paper) could therefore be re-expressed more efficiently
in a coordinate free manner. Similarly everything could be expressed even more efficiently
in tensor notations. For the sake of readability, we prefer to work with derivatives in
directions provided by a fixed canonical basis.
The product rules
Given v and w two sufficiently smooth functions from Rd → R and e ∈ Sd−1, the directional
derivative satisfies the product rule
∂e (v(x)w(x)) = (∂ev(x))w(x) + v(x)(∂ew(x)) (9)
for all x ∈ Rd at which all derivatives are defined. Gradients and divergences therefore
also satisfy the corresponding product rules. For instance, if v is a m-dimensional vector
field and φ : Rd → R then
∇(φv) = φ(∇v) + (∇φ)v (10)
(a d ×m matrix if v is a line, a m × d matrix if v is a column). In particular if m = d
and (v) is a d× 1 column vector, then
div(φv) = φdiv(v) + 〈∇φ,v〉 (11)
(a scalar). A particularly useful instantiation of (11) is when v = ∇ψ is itself a gradient
of a sufficiently smooth function ψ, for which the above becomes
div(φ∇ψ) = φ∆ψ + 〈∇φ,∇ψ〉 . (12)
Similar rules hold for matrix valued functions (under dimensional restrictions); in partic-
ular for v ∈ Rm and F a m× d square matrix we have
div(vTF) = 〈v,divF〉+ 〈∇v,F〉HS (13)
(a scalar).
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Remark 2.3. Identities (10) – (13) are by no means the only ones that can be deduced
from (9). For example if v,w ∈ Rm and A is a m×m positive definite symmetric matrix
then (with a slight abuse of notations)
∇ (〈v,w〉A) = 〈∇v,w〉A + 〈v,∇w〉A . (14)
Similarly rules for gradients of matrix valued functions can be obtained.
3 Stein operators and their standardizations
We assume that the random vectors considered in this paper admit a density p with
respect to the Lebesgue measure. Let Kp be the support of p, that is, the complement of
the largest open set O such that p ≡ 0 on O. We further make the following asumption:
Assumption A: There exists an open set Ωp such that the Lebesgue measure of Kp\Ωp
is zero, p > 0 on Ωp and p is C1 on Ωp.
Note that if p satisfies this asumption, then p is C1 on Ωp ∪ KCp (since it is zero on
KCp ), which is a set of full Lebesgue measure by Assumption A.
3.1 Definition and some general comments
Definition 3.1 (Multivariate Stein class and operator). Let X be a d-dimensional random
vector with probability density function (pdf) p : Rd → R satisfying Assumption A.
1. The canonical directional Stein class for p is the vector field F1(p) of all functions
φ : Rd → R such that the restriction of φ to Ωp is C1, p φ has integrable gradient and
satisfies
∫
Rd
∇(p φ) = 0.
2. The canonical Stein derivative for p in the direction e is the operator Te,p, defined on
the space of functions φ with C1 restriction to Ωp, with values in C(Ωp), defined by
Te,pφ = ∂e(p φ)p .
The Stein class of p, denoted F(p), is the collection of all scalar, vector and matrix valued
functions whose components belong to F1(p).
Note in particular that if φ ∈ F1(p), then
∫
Rd
∂e(p φ) = 0 for all unit vector e. It is also
readily checked that any smooth function with compact supportK such that K ⊂ Ωp∪KCp
lies in F1(p).
On F(p) we define the Stein gradient operator acting on real valued functions f , vector
valued functions f or matrix valued functions F as
• 7→ T∇,p• = ∇ (p•)
p
(expressed in terms of Te,p’s as T∇,p =
∑d
i=1 eiTei,p); we also define the Stein divergence
operator acting on vector or matrix valued functions with compatible dimensions as
• 7→ Tdiv,p• = div (p•)
p
9
(this operator also can be expressed in terms of Te,p’s). Although both of T∇,p and Tdiv,p
are the operators used in practice, their properties follow in a straightforward fashion from
those of the collection of canonical Stein derivatives in the directions of a unit basis of Rd.
We therefore shall focus, in this introductory section, on properties of the latter.
Remark 3.2. Before proceeding we wish to stress a point about the definitions. Let F (0)(p)
denote the collection of functions (in any dimension) with mean 0 under p. The definition
of F(p) is tailored to ensure TD,p(F) ∈ F (0)(p) for all F ∈ F(p) (here and below D denotes
∂e,∇ or div). Hence, the Stein operators are also a machinery for producing mean 0
functions under p; this can be useful in applications, particularly when p is intractable,
since by construction the operators are invariant under scalar multiplication, and therefore
do not depend on normalizing constants.
Stein identities
Product rule (9) directly leads to Stein-type product rules: for all f, g smooth on Ωp, we
have
Te,p(f g) = (Te,pf)g + f(∂eg) (15)
for all e ∈ Sd−1.
Remark 3.3. Using the product rules for directional derivative, gradient and divergence
from the previous section we deduce similar identities for gradients, divergences, etc. For
instance from (10) we obtain that for all scalar functions f, g smooth on Ωp :
T∇,p (fg) = (T∇,pf)g + f∇g. (16)
Tweaking the above easily leads to numerous variations on (16). For instance using (13),
Tdiv,p(gF) = 〈Tdiv,pF,g〉+ 〈F,∇g〉HS (17)
for all smooth F : Rd → Rm × Rd and g : Rd → R × Rm. We deduce a family of Stein
operators for p by fixing F = (Fij)1≤i≤m,1≤j≤d and considering Ap := AF,p defined by
g 7→ Apg = 〈Tdiv,pF,g〉 + 〈F,∇g〉HS
with domain F(Ap) := dom(p,F). Note how Ap(g) is a scalar function. We also deduce
the Stein identities (one for each F)
Ep [〈Tdiv,pF,g〉] = −Ep [〈F,∇g〉HS] for all g ∈ F(Ap). (18)
More (in particular divergence based) product rules are provided later, see e.g. (23), (27).
By definition of the Stein operator and class, and as already mentioned in Remark 3.2,
the directional Stein operator Te,p produces functions with mean 0 under p. Combining
this fact with the product rules (15), (16) and their variations, provides a very powerful
family of identities known as Stein identities, directly inspired by Stein’s original Gaussian
identity (3). Before stating these we introduce a new – and final – class of functions which
shall play the important role of “test functions” for the sequel.
Definition 3.4 (Stein adjoint class). To every (scalar/vector/matrix valued function)
F ∈ F(p) we associate dom(p,F) the collection of all matrix-valued functions G with
compatible dimensions such that G is C1 on Ωp, FG ∈ F(p) and F(∂eG) ∈ L1(p) for all
e ∈ Sd−1.
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The classes of functions are so-constructed to ensure that we are allowed to integrate
both sides of (15), (16) (or their variations (27), (17), (23)) with respect to p and use the
fact that the left hand side in each of these integrates to 0. These probabilistic integration
by parts formulas lead to identities known as Stein (covariance) identities.
Proposition 3.5 (Stein identities). For all f : Rd → R ∈ F1(p) and all e ∈ Sd−1 we have
Ep [f(Te,pg)] = −Ep [g(∂ef)] (19)
for all g: Rd → R ∈ dom(p, f) (Ep indicates expectation taken under the density p).
Proof. Let f ∈ F1(p) and g ∈ dom(p, f) and e ∈ Sd−1. Then, from (15), f(Te,pg) =
Te,p(f g) − g∂ef . Since EpTe,p(f g) = 0 for all f ∈ F1(p) and g ∈ dom(p, f), identity (19)
ensues.
Identity (19) provide a “natural” interpretation for the Stein operators: they are the
skew adjoint operator – with respect to integration in p – to the classical derivatives. It is
with this interpretation in mind that we dubb the operator from Definition 3.1 “canonical”.
Remark 3.6. The Stein identities (19) for (e1, . . . , ed) the standard unit basis in R
d yield
corresponding Stein identities for the gradient Stein operator T∇,p and for the divergence
Stein operator Tdiv,p. For example, if f ∈ F1(p), then
Ep [(T∇,pf)g] = −Ep [f(∇g)] (20)
for all g ∈ dom(p, f) (still with the convention that small caps are reserved to scalar valued
functions). Similar multidimensional identities are straightforward to derive. For instance,
by choosing any of the identities (9) to (14) as starting points and defining the classes of
functions accordingly, from (12) we obtain that for all φ ∈ F(p) one has
Tdiv,p(φ∇ψ) = φ∆ψ + 〈T∇,pφ,∇ψ〉 (21)
for all ψ such that ∇ψ ∈ dom(p, φ). Consequently,
Ep [φ∆ψ] = −Ep [〈T∇,pφ,∇ψ〉] (22)
for all admissible ψ. Similarly, using (13) gives that for allm×d square matrices F ∈ F(p):
Tdiv,p(vTF) = 〈v,Tdiv,p(F)〉 + 〈∇v,F〉HS (23)
for all v : Rd → Rm ∈ dom(p,F). Consequently, for all m×d matrices F ∈ F(p), we have
Ep [〈v,Tdiv,p(F)〉] = −E [〈∇v,F〉HS] (24)
for all v ∈ dom(p,F) of appropriate dimension.
Stein characterizations
Recall that we have Ep [Te,pF] = 0 for every F ∈ F(p). Under well chosen assumptions
one can also deduce that the “reverse” implication holds as well, i.e. that if Eq [Tei,pF] = 0
for a sufficiently wide class of F and for (e1, . . . , ed) the standard unit basis of R
d, then
necessarily q = p.
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Theorem 3.7 (Stein characterizations). Let X ∼ p and Y ∼ q; assume that p and q both
satisfy asumption (A). Assume moreover that Ωp = Ωq, and that this set is connected. Let
g ∈ F(p), and assume g > 0 on Ωp. Then Y L= X if, and only if, for all f ∈ dom(p, g)
Eq [(Tdiv,pf)g] = −Eq [〈f ,∇g〉] . (25)
Proof. Let u be a smooth vector field with compact support noted K, and such that
K ⊂ Ωp. It is readily checked that u ∈ dom(p, g). Thus by asumption,∫
K
div(pu)g
q
p
= −
∫
K
〈u,∇g〉q.
Now, by the divergence (or Ostrogradski) theorem, and since u ≡ 0 on ∂K,∫
K
div(pu)g
q
p
= −
∫
K
p
〈
u,∇
(
g
q
p
)〉
.
Thus we have, for all u smooth with compact support in Ωp,
∫
K p
〈
u,∇
(
g qp
)〉
=∫
K〈u,∇g〉q. Hence p∇
(
g qp
)
= q∇g in the weak sense on Ωp; but it is also true in
the strong sense, since all functions are continuous (recall that Ωp = Ωq). We deduce that
g∇(q/p) = 0, on Ωp,
but since g > 0 on this connected domain, q/p is constant on Ωp. Since
∫
Ωp
p =
∫
Ωp
q, we
obtain the result.
Following the proof of Theorem 3.7 it is straightforward to derive similar results for
gradient Stein operators.
Corollary 3.8 (Stein characterizations). Let X ∼ p and Y ∼ q; assume that p and q both
satisfy asumption (A). Assume moreover that Ωp = Ωq, and that this set is connected. Let
g ∈ F(p), and assume g > 0 on Ωp. Then Y L= X if, and only if, for all f ∈ dom(p, g)
Eq [(T∇,pf)g] = −Eq [f(∇g)] (26)
Proof. Proceeding as for the proof of Theorem 3.7 we arrive at the differential equation
p∇
(
g qp
)
= q∇g from which we deduce that p/q = 1.
The proof of the claims in Theorem 3.8 are greatly facilitated by the tailored assump-
tions which hide some difficulties. It still remains to write such characterizations out in
detail for specific targets; this can turn out to be quite complicated and will not be the
focus of the paper. Also, and again, we do not claim that the two formulations are optimal
in any way: there are many more general ways to formulate similar characterisations as in
Theorem 3.8 be it by changing the starting operator, by relaxing the assumptions on the
test functions or indeed by relaxing the assumptions on Y .
3.2 Standardizations
The consensus in the literature is that a Stein operator is “any linear operator which is
of use in Stein’s method”. In this paper we introduce a broad family of Stein operators
Ap : F(Ap) → F (0)(p) which we call standardizations of the canonical operator TD,p,
where D = ∇ or div. These are all operators such that there exists a transformation
T : F(Ap)→ F(p) : u 7→ T(u) such that Ap(u) = Tp(T(u)) for all u ∈ F(Ap).
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3.2.1 Gradient based operators and the score function
From product rule (10) one readily obtains that, for all smooth f : Rd → R,
T∇,p(fg) = (T∇,pf)g + f∇g (27)
for all g : Rd → R × Rm (a line). From this we deduce a family of Stein operators for
p obtained by fixing some f ∈ F(p) and considering the operator Ap := Af,p given in
(27) acting through g 7→ Apg := T∇,p(fg) on g : Rd → R × Rm ∈ F(Ap) = dom(p, f).
Note that Ap(g) is a d ×m matrix, and Ep[Apg] = 0 for all g ∈ dom(p, f). As already
mentioned in (20), we deduce the Stein identities (one for each f):
Ep [(T∇,pf)g] = −E [f∇g] for all g ∈ F(Ap). (28)
Sufficient conditions under which (28) (and the corresponding operator) is characterizing
for p are straightforward to identify.
In order for this operator and identity to be relevant it is crucial to choose f wisely.
One particularly important case stands out: f = 1. The following definition is classical.
Definition 3.9 (Score function). Let p be differentiable. The score function of p is
ρp(x) = ∇ log p(x) = 1
p(x)
∇p(x). (29)
The score-Stein operator is the vector valued operator
Apg = ∇g + ρp g (30)
acting on differentiable functions g : Rd → R.
Remark 3.10. One can easily extend Definition 3.9 to introduce a score (and score-Stein
operator) in any direction e ∈ Sd−1, by considering the gradient ∇ = (∂e, ∂e⊥) along e.
Equation (30) is often called the Stein operator for multivariate p; see e.g. [41, definition
2.1], [17, Section 2.1], [49, Section 2.2.2]. This operator is particularly interesting when
1 ∈ F(p), an assumption which holds if p is a differentiable density such that ∂ip is
integrable for all i = 1, . . . , d and
∫
Rd
∂ip = 0. Then we can take F(Ap) = dom(p, 1) the
collection of all functions g : Rd → R such that
• ∂ig ∈ L1(p) for all i = 1, . . . , d;
• gp is differentiable with ∂i(gp) ∈ L1(p) and
∫
Rd
∂i(gp) = 0 for all i = 1, . . . , d.
Clearly C∞0 (R
d) ⊂ dom(p, 1). The resulting (characterizing) Stein identity is
Ep [ρp g] = −Ep [∇g] for all g ∈ F(Ap). (31)
Equation (31) is reminiscent of the classical Stein identity (3); check again, Stein lemma
now changed one can easily check that ρφ(x) = ∇ log φ(x) = −Σ−1(x−ν) when X ∼ φ the
multivariate normal density with mean ν and covariance Σ. Many more examples will be
provided in the coming pages. The choice f = 1 is not always necessarily the most optimal
and/or natural as will be seen already in Section 5.4 where for the Student-t distribution
we will see that the choice of a non-constant f in (28) leads to more tractable operators and
identities. We will discuss operator (30) and Stein identity (31) – and variations thereon
– in the more general context of score functions and Fisher information in Section 7.2.
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3.2.2 Divergence based first order operators and Stein kernels
From (11),
Tdiv,p(Fg) = (Tdiv,pF)g + F∇g (32)
for all properly chosen F : Rd → Rm×Rd and all g : R→ R. By construction, Tdiv,p(gF) ∈
R
m for all F, g. From this we deduce a family of Stein operators for p obtained by fixing F
in F(p) and considering Ap := AF,p defined by g 7→ Apg = (Tdiv,pF)g+F∇g with domain
F(Ap) := dom(p,F). We also deduce the Stein identities (one for each F)
Ep [(Tdiv,pF)g] = −Ep [F∇g] for all g ∈ F(Ap). (33)
Conditions under which (33) is characterizing for p are straightforward to identify.
Exactly as in Section 3.2.1, in order for an identity such as (33) to be relevant, it is
crucial to choose F wisely. As already mentioned in the introduction, one particularly
important choice of F that has attracted much attention recently is the Stein kernel first
defined in dimension d = 1 in [54] (recall identity (4)). Here we consider general dimension
d ≥ 1 and propose the following definition.
Definition 3.11 (Stein kernel). Consider a density p : Rd → R+ satisfying asumption
(A). For each canonical direction ei ∈ Rd, i = 1, . . . , d, a Stein kernel for p in the direction
ei is any vector field x 7→ τp,i(x) ∈ Rd belonging to F(p) such that
Tdiv,p
(
τp,i(x)
)
= Ep[Xi]− xi (34)
for all x ∈ Ωp. A Stein kernel is any square matrix τ such that each line τ i = (τi1, . . . , τid)
is a kernel in the direction ei. The kernel-Stein operator is the operator
Apg(x) = τ p(x)∇g(x) − (x− ν)g(x) (35)
with domain F(Ap) = dom(p,τ p).
We point out that the definition could be stated equivalently by saying that a Stein
kernel in the direction ei is any vector field τp,i ∈ F(p) such that
E [〈τp,i(X),∇φ(X)〉] = E [(Xi − νi)φ(X)] ,
for all smooth φ with compact support in Ωp. Hence, we only impose the identity to
hold for a narrow class of functions. However, in most applications, one would want the
previous identity to hold for more test functions φ – e.g. for bounded φ. In this work,
we use the above definition to find Stein kernels, and we extend the class of functions for
which the identity holds on a case-by-case basis.
Our definition is actually the same as the one of [18], except for the class of test
functions we impose: indeed, it could be equivalently stated as
E [〈τ ,∇u〉HS ] = E [〈X − ν,u〉] ,
for all smooth vector fields u with compact support in Ωp (here ∇u is the Jacobian matrix
of u).
The question of whether a density p admits a Stein kernel is non trivial, if one wants the
Stein identity to hold for a larger class of functions than the ones with compact support in
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Ωp (see Section 6). However, with our definition, existence is readily checked – see Remark
3.13 below, and we can take F(Ap) = dom(p,τ ). Then the resulting Stein identity is
E [τ (X)∇g(X)] = E [(X − ν)g(X)] for all g ∈ F(Ap). (36)
Equation (36) is reminiscent of the classical Stein identity (3); one can easily check that
τp(x) = Σ is a Stein kernel for the multivariate standard Gaussian distribution. We stress
the fact that the lack of uniqueness entails that there is no guarantee that a given choice
of kernel leads to useful identities via (36). We shall discuss this at length in Section 6.
Remark 3.12. Note that, by linearity, if e = (a1, . . . , ad) ∈ Sd−1, then the vector τp,e =∑
i=1 aiτp,i satisfies
Tdiv,p
(
τp,e(x)
)
= Ep[〈X, e〉] − 〈x, e〉.
Thus, we could equivalently define a Stein kernel in any direction.
Remark 3.13. A Stein kernel in the sense of Definition 3.11 is immediately obtained in
the following way. For each i = 1, . . . , d let τp,i = (0, . . . , τi, . . . , 0) with
τi(x) =
1
p(x)
∫ ∞
xi
(νi − ui)p(x\i, ui)dui
(we write (x\i, ui) = (x1, . . . , xi−1, ui, xi+1, . . . , xd)). The diagonal matrix obtained by
stacking up the above vectors is a Stein kernel. If X has finite first moment, this Stein
kernel is defined for almost every x by Fubini’s theorem. Such diagonal kernels are often
not interesting, mainly because the Stein identity (36) will not hold for a large enough class
of functions. Section 6 contains more interesting constructions for some cases.
3.2.3 Divergence based second order operators
The starting point here is (13) and the corresponding rule (23). Choose A,B two d × d
matrix valued functions in F(p). Then
Tdiv,p
(
(∇f)TABT ) = 〈∇f,Tdiv,p(B)〉A + 〈∇ ((∇f)TA) ,B〉HS (37)
for all f : Rd → R. This leads to a family of second order scalar valued operators obtained
by fixing A and/or B and considering Apf := AA,B,p(f) defined in (37) with domain the
collection of f such that (∇f)TA ∈ dom(p,B).
As in the previous cases one needs to choose A,B wisely for this approach to produce
anything meaningful. There are several specific useful special cases which stand out:
• A = B = Id yields
Apf = 〈∇ log p,∇f〉+∆f, (38)
(∆ being the Laplacian on Rd) with domain dom(Ap);
• A = Id and B = τ Tp the (transpose of the) Stein kernel of X yields
Bpf = 〈∇f, (ν − x)〉+ 〈Hess(f), τ p(X)〉HS (39)
(where Hess(f) = ∇(∇fT ) is the Hessian of f and ν is the mean of X) with domain
dom(Bp).
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• A symmetric definite positive and B such that Tdiv,p(B) = b yields
Cpf = 〈∇f,b〉A + 〈HessA(f),B〉HS (40)
(HessA(f) = ∇
(
(∇f)TA)) with domain dom(Cp).
One recognizes in operators such as (39) and (40) the infinitesimal generators of multi-
variate diffusions, see e.g. [27].
3.3 Stein equations and Stein factors
Let X ∼ p with Stein canonical class and operator (F(p),Tp) and consider some standard-
ization of the form
Ap : F(Ap)→ im(Ap) : g 7→ Apg (41)
as detailed in Section 3.
Definition 3.14 (Stein’s equations and (magic) factors). Instate all previous notations.
Let H ⊂ L1(p) be a family of test functions, and suppose that h−p(h) ∈ im(Ap) (we adopt
the notation p(h) = Eph =
∫
hp). The (Ap − H) Stein equation for X is the family of
differential equations
Apg = h− p(h) (42)
with h ∈ H. For a given h, a solution to (42) is an absolutely continuous function gh such
that there exists a version of the derivatives for which (42) is satisfied at all x ∈ Rd. An
(Ap − H) Stein factor for X is any uniform bound on some moment of (derivatives of)
gh = A−1p (h− p(h)) over all h ∈ H of solutions to Stein equations (42).
An important step in applying Stein’s method for a given target density p with a given
operator Ap is to solve the Stein equation (42) and bound the resulting solution. Much
is now known in the univariate case under quite general conditions on p (see the classical
monographs [54, 16, 45] or the more recent [19, 20]). Matters are much more complicated
in the multivariate setting. When p is the multivariate Gaussian and Apf(x) = ∆f(x)−
〈x,∇f(x)〉, then Barbour [6] identified a solution of
∆f(x)− 〈x,∇f(x)〉 = h(x) − E [h(Z)] (43)
(Z ∼ p) to be
fh(x) = −
∫ 1
0
1
2t
E[h(
√
tx+
√
1− tZ)− h(Z)] dt. (44)
Such explicit dependence of solution fh on the function h permits to study regularity
properties of fh in terms of those of h. This has been done in a number of references,
including [52, 51, 15] and several others. For instance [52, Lemma 2.6] show that, if h is
n times differentiable then fh is n times differentiable and∣∣∣∣∣ ∂
kfh(x)∏k
j=1 ∂xij
∣∣∣∣∣ ≤ 1k
∣∣∣∣∣ ∂
kh(x)∏k
j=1 ∂xij
∣∣∣∣∣ , (45)
for every x ∈ Rd. See also [22] for bounds under weaker conditions on h.
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[42] proved bounds on the partial derivatives of the bounded solution of the Stein
equation for the entire class of strictly log-concave densities. Recall that a smooth density
p is k-strictly log-concave for some k > 0 if
∀(x, y) ∈ Rd × Rd, 〈y − x,∇ log p(y)−∇ log p(x)〉 < −k||y − x||2.
[42] proved that if p is k-strictly log-concave and h is 1-Lipschitz then the corresponding
Stein equation derived from (38) admits a solution f = fh such that for p-almost every x,
|fh(x)| 6 1
k
. (46)
Remark 3.15. Specializing (46) to the case X ∼ N (0, σ2I) (in which case k = 1) we
deduce the same bound as in [15].
[42] consider Stein factors for solutions to equations obtained via operator (40) for
targets p which are stationary distributions for diffusion operators. In addition to the
above mentioned results and [23] where the Dirichlet distribution is treated, these are, to
the best of our knowledge, the only known general Stein factor bounds available to this
date in the multivariate continuous case.
Now consider the general score equation based on (38), namely
∆u+∇ log p · ∇u = h− p(h). (47)
Under the assumption that X with pdf p is square-integrable and admits a Poincaré
constant, the weak solutions of the (47) can be bounded, as follows. First we recall the
definition of a Poincaré constant (recall that |x| is the Euclidian norm of a vector x ∈ Rd).
Definition 3.16. We say that Cp is a Poincaré constant associated to p if for every smooth
function ϕ ∈ L2(p) such that Eϕ(X) = 0,
Eϕ2(X) 6 CpE|∇ϕ(X)|2. (48)
A probability distribution which satisfies a Poincaré inequality is also referred to as
having a spectral gap. There is a wide literature regarding Poincaré inequalities and their
optimal associated Poincaré constant. In particular, when X has k-log-concave density,
then the law of X satisfies a Poincaré inequality with Cp = 1/k (it is not necessary to
assume that the density is k-strictly log-concave).
We point out that in the following Proposition, p does not need to satisfy asumption
(A). The proof of the result follows exactly the lines of the proof in [18] and is hence
omitted. Let W 01,2(p) be the completion of smooth functions φ with at most polynomial
growth and such that
∫
φp = 0, with respect to the norm
√∫
(|∇φ|2 + φ2)p.
Proposition 3.17. Let h be a 1-Lipschitz function. Let X be a random vector with density
p, and assume Cp <∞ is a Poincaré constant for p(x)dx. Then there exists a weak solution
u ∈W 01,2(p) to (47) such that √∫
|∇u|2p 6 Cp.
For strictly k-log concave p, (46) gives that there exists a (strong) solution u such that
|∇u(x)| 6 1/k, for all x in the domain. A Poincaré constant in the k-log concave case is
given by Cp = 1/k (see [10]), so that Proposition (3.17) gives
√∫ |∇u|2p 6 1/k. Thus, the
constants are the same; the bound in Proposition (3.17) inequality is weaker only because
the norm is weaker.
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4 Some applications
Stein’s method is used to compare distances between distributions. In this section we
give some examples for multivariate nested densities which extend classical applications,
such as product densities and skew normal distributions. We also treat the example of a
copula, which to our knowledge has not yet been covered by Stein’s method. The results
are obtained in the (1-)Wasserstein distance between X ∼ F and Y ∼ Y is
Wass(X,Y ) = dHWass(F,G) = sup
h∈H
|F (h) −G(h)|
with HWass = Lip(1) the collection of Lipschitz functions h : Rd → R with Lipschitz
constant smaller than 1.
4.1 Wasserstein distance between two a.c. probabilities
We want to compare the Wasserstein distance between probability measures P1 and P2
on Rd, with respective densities p1 and p2 = π0p1, so that the two densities are nested.
Assume p1 is k-log concave. Consider as in (38) a Stein operator for Pi, i = 1, 2 defined by
Aiu = 1
2
∇ log pi · ∇u+ 1
2
∆u.
Then A2u = A1u+ 12∇ log π0 ·∇u. This relationship between generators makes it straight-
forward to bound the Wasserstein distance between the distributions, as follows.
Proposition 4.1. Assume p2 = π0p1 and p1 is k-log concave, and assume that E[|∇π0(X1)|] <
∞. Then with X1 ∼ p1 and X2 ∼ p2,
W (X1,X2) 6
1
k
E[|∇π0(X1)|].
Proof. Let h : Rd 7→ R be a 1-Lipschitz function, and uh a solution to A1uh = h−
∫
hp1.
Let X1 (X2) have distribution P1 (P2). Then
E[h(X2)]− E[h(X1)] = E[A1uh(X2)]
= E
[
A2uh(X2)− 1
2
∇ log π0(X2) · ∇uh(X2)
]
= −1
2
E [∇ log π0(X2) · ∇uh(X2)] .
Thus, by (46), the Cauchy-Schwarz and Hölder’s inequalities,
|E[h(X2)]− E[h(X1)]| 6 1
k
E[|∇ log π0(X2)|], (49)
and the same bound holds for the Wasserstein distance. We have proved the assertion.
In the non log-concave case, a uniform bound on the gradient solution is generally not
available. We have seen, however, that under the condition of existence of a Poincaré
constant, there exists a solution whose gradient is bounded in L2(p1) norm.
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Proposition 4.2. Assume p2 = π0p1, p1 admits a Poincaré constant Cp and π0 ∈
W1,2(p1). Then with X1 ∼ p1 and X2 ∼ p2,
W (X1,X2) 6 Cp
√
E[|∇π0(X1)|2]. (50)
Proof. Let h¯(x) = h(x) − E[h(X1)]. By Proposition 3.17, there exists a solution uh ∈
W1,2(p1) to (47) such that
∫ |∇uh|2p1 6 C2p . We have for any v ∈W1,2(p),∫
∇uh · ∇v p1 = −
∫
h¯ v p1.
Applying this equation to v = −π0 ∈W1,2(p1), we directly obtain
E[h(X2)−h(X1)] =
∫
∇uh ·∇π0p1 6
(∫
|∇uh|2p1
∫
|∇π0|2p1
)1/2
6 Cp
√
E[|∇π0(X1)|2].
Remark 4.3. The bound (49) is to be compared with the one obtained in dimension 1 in
[39], Equation (4.2), which is
W (X1,X2) 6 E[τ1(X1)|π′0(X1)|], (51)
where τ1 is the Stein kernel (function) associated to X1. If p1 admits a Poincaré constant
Cp, then from Proposition 3.17 (applied to h(x) = −x), we have that
∫
(τ(x))2p1 6 C
2
p .
Thus by Cauchy-Schwarz, (51) is a stronger bound than (50).
4.2 Copulas
Let (V1, V2) be a 2-dimensional random vector, such that the marginals V1 and V2 have
a uniform distribution on [0, 1]. We want to bound the Wasserstein distance between
(V1, V2) and its independent version (U1, U2) (U1 and U2 are uniform and independent),
in terms of the copula of (V1, V2) defined as
C(x1, x2) = P[V1 6 x1, V2 6 x2], (x1, x2) ∈ [0, 1]2.
(Note that the copula for (U1, U2) is (x1, x2) 7→ x1x2.) Assume that V1, V2 has a density
denoted c, which is related to the copula C by c = ∂2x1x2C.
An optimal Poincaré constant for the uniform distribution on [0, 1]2 is given in [50],
and is Cp = 2/π
2. Then, a simple application of Proposition 4.1 yields
Proposition 4.4. Let (V1, V2) have uniform marginals on [0, 1], and density c. Let
(U1, U2) also have uniform marginals, and U1 independent of U2. Then
W [(V1, V2) , (U1, U2)] 6
2
π2
√∫
[0,1]2
|∇c(x1, x2)|2dx1 dx2.
In some cases, one can compute the gradient of c in a closed form.
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Example 4.5. The Ali-Mikhail-Haq copula [2] is given by
C(x1, x2) =
x1x2
1− θ(1− x1)(1− x2) , (x1, x2) ∈ [0, 1]
2.
Here θ ∈ [−1, 1] is a measure of association between the two components V1 and V2 of the
vector (V1, V2) with uniform marginals each. If θ = 0 then the uniform copula (x1, x2) 7→
x1x2 is recovered. Using Proposition 4.4 we can assess the Wasserstein distance between
the Ali-Mikhail-Haq copula and the uniform copula in terms of θ. As c = ∂2x1x2C is given
by
c(x1, x2) =
(1− θ){1− θ(1− x1)(1− x2)}+ 2θx1x2
{1− θ(1− x1)(1− x2)}3
we calculate for −1 < θ < 1
∫
[0,1]2
|∇c(x1, x2)|2dx1 dx2 ≤ 8θ2
∫
[0,1]
[1 + 2 + 1]2
{1− θ(1− x1)(1− x2)}8 dx1 dx2
≤ 128θ2 1{1− |θ|}8
which tends to 0 for θ → 0, whereas it diverges for |θ| → 1 - plausibly so, as the perfectly
associated case should not be close to the bivariate independent uniform case.
4.3 Normal model with normal prior
Consider a normal model with mean θ ∈ Rd and positive definite covariance matrix Σ. The
likelihood of a sample (x1, . . . , xn) (where xi ∈ Rd for all i) is given by L(x1, . . . , xn|θ) =∏
i f(xi|θ) where
f(x|θ) = (2π)−d/2 det(Σ)−1/2 exp
(
−1
2
(x− θ)TΣ−1(x− θ)
)
.
We want to compare the posterior distribution P1 of θ with uniform prior with the
posterior P2 with normal prior with parameters (µ,Σ2); Σ2 is assumed positive definite.
The result is phrased in terms of the operator norm
|||A||| = sup
||x||=1
||Ax||.
Corollary 4.6. Let P1 denote the posterior distribution P1 of θ with uniform prior and P2
the posterior with normal prior with parameters (µ,Σ2); Σ2 is assumed positive definite.
Then
W1(P1, P2) 6 |||Σ||| |||(Σ+nΣ2)−1||| ||x¯−µ||+
√
2Γ(d/2 + 1/2)
Γ(d/2)
|||Σ|||
n
|||(Σ2+nΣ2Σ−1Σ2)−1/2|||.
Proof. To apply Proposition 4.1, the first task is to show that P1 is log-concave. Let
x¯ = 1n
∑n
i=1 xi. The density p1 of P1 is proportional to
p1 ∝ exp
[
−1
2
n∑
i=1
(xi − θ)TΣ−1(xi − θ)
]
∝ exp
[
−1
2
(x¯− θ)T (n−1Σ)−1(x¯− θ)
]
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so that P1 ∼ N (x¯, n−1Σ). Now, we use the fact that the density p of a N (0, A) is 1/λ-log
concave where λ is the greatest eigenvalue of A; λ is also the operator norm of A. Thus,
p1 is n/|||Σ|||-log concave. From (49), we deduce
W1(P1, P2) 6
|||Σ|||
n
E[||∇ log π0(X2)||]
where X2 is a r.v. with law P2. It remains to calculate this last expectation. The density
p2 of X2 is proportional to
p2 ∝ exp
[
−1
2
(
n∑
i=1
(xi − θ)TΣ−1(xi − θ) + (θ − µ)TΣ−12 (θ − µ)
)]
∝ exp
[
−1
2
[−θT ((n−1Σ)−1x¯+Σ−12 µ)− (µTΣ−12 + x¯T (n−1Σ)−1)θ + θT (Σ−12 + (n−1Σ)−1)θ]
]
,
so that P2 ∼ N (µ˜, Σ˜n) with
µ˜ = (Σ−12 + (n
−1Σ)−1)−1((n−1Σ)−1x¯+Σ−12 µ) = µ+ nΣ˜nΣ
−1(x¯− µ) (52)
Σ˜n = (Σ
−1
2 + nΣ
−1)−1.
On the other hand, since p2(θ) ∝ p1(θ) exp[(θ − µ)TΣ−12 (θ − µ)], it holds that
∇ log π0(θ) = −Σ−12 (θ − µ).
Together with (52), it imples that ∇ log π0(X2) has a normal distribution with mean
−nΣ−12 Σ˜nΣ−1(x¯− µ) and covariance matrix Σ−12 Σ˜nΣ−12 . Note that
Σ−12 Σ˜nΣ
−1 = Σ−12 (Σ
−1
2 + nΣ
−1)−1Σ−1 = (Σ + nΣ2)−1
and, in the same way, Σ−12 Σ˜nΣ
−1
2 = (Σ2+nΣ2Σ
−1Σ2)−1. Let N stand for a d-dimensional
standard normal vector. From the above, we deduce that∇ log π0(X2) ∼ −n(Σ+nΣ2)−1(x¯−
µ) + (Σ2 + nΣ2Σ
−1Σ2)−1/2N . Thus,
|||Σ|||
n
E[||∇ log π0(X2)||] 6|||Σ||| |||(Σ + nΣ2)−1||| ||x¯− µ||
+
|||Σ|||
n
|||(Σ2 + nΣ2Σ−1Σ2)−1/2|||E[||N ||].
Since ||N ||2 ∼ χ2(d), the density of ||N || is given by x 7→ 1
2d/2−1Γ(d/2)
xd−1e−x2/2 and
E[||N ||] = 1
2d/2−1Γ(d/2)
∫ ∞
0
xde−x
2/2dx =
√
2Γ(d/2 + 1/2)
Γ(d/2)
.
The assertion follows.
Remark 4.7. When d = 1, we retrieve the bound of [39].
Remark 4.8. As in [39], our Stein framework lends itself naturally for assessing distri-
butional distances between nested densities more generally than in the previous example.
Assume p2 = p1π0, where p1 and p2 are densities which satisfy Assumption (A). Let
21
X1 ∼ p1 and X2 ∼ p2 denote two random variables with distributions having densities p1
and p2, respectively. Then
‖E[τ1(X1)∇π0(X1)]‖ 6W(X1,X2) 6 E[〈∇ log π0(X2),∇fh(X2)〉)]. (53)
To see why this holds, consider the lower bound first. Let e be a unit vector. Since
x 7→ 〈x, e〉 is 1-Lipschitz, using the nested structure we have
W(X1,X2) > E[〈X1, e〉 − 〈X2, e〉]
= E[〈X1, e〉(1 − π0(X1))]
= −〈E[τ1(X1)∇π0(X1)], e〉.
Taking e = −E[τ1(X1)∇(p2/p1)(X1)]/‖E[τ1(X1)∇π0(X1)]‖ gives
W(X1,X2) > ‖E[τ1(X1)∇π0(X1)]‖.
For the upper bound, if h is 1-Lipschitz, using the score Stein operator for p1,
E[h(X2)− h(X1)] = E[(∆fh)(X2)− 〈∇ log p1(X2),∇fh(X2)〉)]
= E[〈∇ log π0(X2),∇fh(X2)〉)].
The last equality follows from the nested structure p2 = p1θ0.
Remark 4.9. Using Remark 4.8, the following argument shows that the gradient of the
likelihood ratio between two densities arises naturally in the Stein framework. Suppose that
q is another density on Rd and that Kp, the support of p, is a subset of Kq, the support
of q. Then the likelihood ratio ℓ = p/q is well defined over Rd (with the convention that
ℓ = 0 outside of Kq) and, for every f ∈ F(p) ∩ F(q), we have
Tpf = div(f p)
p
=
div(f q ℓ)
q
1
ℓ
=
div(f q)
q
+ f∇ℓ = Tq(f) + f∇ℓ, (54)
(we again make use of product rule (11)). Thus the difference between the Stein operators
Tpf and Tq(f) is given by f∇ℓ.
Remark 4.10. Based on Remark 4.9, the comparisons of the posteriors arising from
different priors and the same model can be carried out more generally. Here is a sketch.
Specializing (55) to the Bayesian framework we aim to compare Θ1 and Θ2 obtained through
different priors, with
Θ1 ∼ π1(θ) = κ1(x)ℓθ(x)
Θ2 ∼ π2(θ) = κ2(x)π0(θ)ℓθ(x)
for π0 a nonnegative function with support a subset of R
d, and κi(x), i = 1, 2 the normal-
izing constants – here x = (x1, . . . , xJ) ∈ RJ is a fixed sample of size J and θ ∈ Rd is the
variable. Then
T2(f) = T1(f) + f κ2(x)
κ1(x)
∇π0(θ) (55)
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for any function f ∈ Rn × Rd for any n ≥ 1. Suppose that π1 is characterized by a
second-order Stein operator of the form
A1u(x) = Tr [(T1a1∂1u, · · · ,T1a1∂du)] = b1(x)T∇u(x) +
〈
a1(x),∇2u(x)
〉
H.S.
for some matrix valued function a1(x) ∈ Rd ×Rd and b1(x) = T1a1(x). In light of (55),
A2(u) = Tr [T2 (a1∂1u) , · · · ,T2 (a1∂du)] = A1u+ κ2(x)
κ1(x)
(∇uTa1∇π0) . (56)
Then, for uh a solution to the (second order) Stein equation
T1 (a1∇u) (θ) = h(θ)− E [h(Θ1)]
we get, with the help of (56), under suitable conditions
E [h(Θ2)]− E [h(Θ1)] = E [A1uh(Θ2)]
= E [A2u(Θ2)]− κ2(x)
κ1(x)
E
[∇uTh (Θ2)a1(Θ2)∇π0(Θ2)]
= −κ2(x)
κ1(x)
E
[∇uTh (Θ2)a1(Θ2)∇π0(Θ2)]
Investigating this approach in more detail will be part of future research.
4.4 The skew-normal distribution
The density of the Azzalini-type r.v. X is given by
pα(x) = 2ωd(x− µ; Σ)Φ(A−1αTx),
where ωd(x − µ : Σ) is the density of the N (µ,Σ), Φ the c.d.f. of the standard normal
(on R), A is a diagonal matrix composed with the standard deviation of Σ and α ∈ Rd is
a skew parameter. Now we assume for simplicity Σ = Id and µ = 0. Let f : R
d → R.
Then
E[Xf(X)] = 2
∫
Rd
xωd(x)Φ(α
T x)f(x)dx
= −2
∫
Rd
∇ωd(x)Φ(αTx)f(x)dx
= 2
∫
Rd
∇(f(x)Φ(αTx))ωd(x)dx
= 2
∫
Rd
(∇f(x))Φ(αTx)ωd(x)dx+ 2α
∫
Rd
f(x)ω(αTx)ωd(x)dx,
where ω ≡ ω1 is the pdf of the 1-dimensional standard normal and Z stands for a standard
d-dimensional normal r.v. This leads to
E[∇f(X)]− E[Xf(X)]] + 2αE[f(Z)ω(αTZ)] = 0.
In particular, for u : Rd → R, we have
E[∆u(X)−X · ∇u(X)] = −2E[∇u(Z) · αω(αTZ)].
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Now we can compare the distributions of X and Z. If h : Rd → R, and uh is a good solu-
tion to
∆u − x · u = h(x) − E[h(Z)], then from Meckes (2009) we have that ||∇uh||∞ 6 1,
thus
E[h(X) − h(Z)] = 2E[∆uh(X)−X,∇uh(X)]
= −2E[∇uh(Z) · αω(αTZ)]
6 2||α||E[ω(αTZ)].
Let M be the d × d symmetric non-negative matrix defined by M = I + ααT ; we have
that det(M) = 1 + ||α||2.
E[ω(αTZ)] = (2π)−(d+1)/2
∫
Rd
exp
[
−1
2
(
(αTx)2 + ||x||2)] dx
= (2π)−(d+1)/2
(2π)d/2√
det(M)
=
1√
2π(1 + ||α||2) .
Thus,
dW(X,Z) 6
√
2
π
||α||√
1 + ||α||2 . (57)
Now we prove we have actually equality. Consider the 1-Lipschitz test function h(x) =
α
||α|| ·x; note that E[h(Z)] = 0. Then one readily checks that a solution to the Stein equation
∆u− x · ∇u(x) = h(x) is uh(x) = −h(x). From the calculation above, we get that
E[h(X)− h(Z)] = −2E[∇uh(Z) · αω(αTZ)]
= 2E[∇h(Z) · αω(αTZ)]
= 2E[
α
||α|| · αω(α
TZ)]
=
√
2
π
||α||√
1 + ||α||2 ,
so that dW(X,Z) >
√
2
π
||α||√
1+||α||2 . Thus we obtained
dW(X,Z) =
√
2
π
||α||√
1 + ||α||2 , (58)
which is consistent with the result in dimension 1.
5 Stein operators for elliptical distributions
In this section we detail the constructions explicitely for the entire family of elliptical
distributions. We do not discuss the Stein equations and factors, and leave this topic to
future publications. We start with the following definition, taken from [33].
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Definition 5.1. An absolutely continuous d-random vector has multivariate elliptical dis-
tribution Ed(ν,Σ, φ) if its density is of the form
p(x) = κ|Σ|−1/2φ
(
1
2
(x− ν)TΣ−1(x− ν)
)
, x ∈ Rd (59)
for φ : R+ → R+ a measurable function called density generator, ν ∈ Rd the location
parameter, κ the normalising constant and Σ = (σij) a symmetric positive definite d × d
dispersion matrix.
A particular important case is Ed(0, Id, φ) called spherical distribution. Note that the
matrix Σ in definition (59) is not necessarily the covariance matrix; also not all choices of φ
lead to well-defined densities, see [33] for a discussion and references. Prominent members
of the elliptical family are
• Gaussian distribution (67), with φ(t) = e−t and κ = (2π)−d/2.
• Power exponential distribution (70), φ(t) = exp(−bp,ζtζ) with ζ > 0, bp,ζ a scale
factor and κ defined accordingly, see [1] for details.
• Multivariate Student-t distribution (73), with φ(t) = (1 + 2t/k)−(k+d)/2 and κ =
ck,d,Σ.
• Symmetric generalized hyperbolic distribution with density
p(x) =
(√
χψ
)−λ
ψd/2
(2π)d/2 |Σ|Kλ
(√
χψ
)Kλ−d/2
(√
(χ+ (x− ν)TΣ−1(x− ν))ψ
)
(√
(χ+ (x− ν)TΣ−1(x− ν))ψ
)(d/2)−λ (60)
where Kλ denotes a modified Bessel function of the third kind and λ, χ, ψ are real
parameters, see [44, Example 3.8] for details. To put in the parameterization (59)
we take φ(t) = Kλ−d/2(
√
2t)/(
√
2t)(d/2)−λ and κ = (
√
χψ)
−λ
ψd/2
(2π)d/2(
√
χψ)
Stein identities for multivariate elliptical distributions were proposed recently by [34, 35].
The following resukt is easy to show.
Proposition 5.2. If p is of the form (59) then
ρp(x) = Σ
−1(x− ν)φ
′((x− ν)TΣ−1(x− ν)/2)
φ((x− ν)TΣ−1(x− ν)/2) (61)
is the score function of p.
5.1 Stein kernels for elliptical distributions
We start with the following result, due to [35] but for which we give a new proof.
Lemma 5.3 (Proposition 2, [35]). If X ∼ Ed(ν,Σ, φ) then the matrix
τ1(x) =
(
1
φ((x− ν)TΣ−1(x− ν)/2)
∫ +∞
(x−ν)TΣ−1(x−ν)/2
φ(u)du
)
Σ, (62)
is a Stein kernel for X.
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Proof. Consider any sufficiently regular functions f : R → R and g : Rd → R. We start
by inverting (61) to get
x− ν = Σρp(x) φ((x − ν)
TΣ−1(x− ν)/2)
φ′((x− ν)TΣ−1(x− ν)/2) .
Fixing ν = 0 to save space and introducing the temporary notations ψ(t) = φ(t)/φ′(t) and
t = xTΣ−1x/2 we get, by (31),
Ep [Xf(T )g(X)] = Ep [Σρp(X)ψ(T )f(T )g(X)]
= −ΣEp [∇{ψ(T )f(T )g(X)}]
= −ΣEp [∇{ψ(T )f(T )} g(X)] − ΣEp [ψ(T )f(T )∇g(X)]
= −ΣEp
[(
ψ′(T )f(T ) + ψ(T )f ′(T )
)
Σ−1Xg(X)
] −ΣEp [ψ(T )f(T )∇g(X)]
and thus
Ep
[(
f(T )(1 + ψ′(T )) + ψ(T )f ′(T )
)
Xg(X)
]
= −Ep [ψ(T )f(T )Σ∇g(X)] . (63)
In order to obtain a Stein kernel, it suffices to choose f solution to the ODE
f(t)(1 + ψ′(t)) + ψ(t)f ′(t) = −1
to ensure that the function x 7→ ψ(t)f(t)Σ satisfies (36), and is a Stein kernel in the
sense of Definition 3.11. Now note how the function u(t) := 1φ(t)
∫ +∞
t φ(u)du satisfies
u′ = − 1ψu − 1; hence the choice f = u/ψ satisfies (fψ)′ = (u)′ = − 1ψu − 1 and thus is
exactly what we need. Setting t = xTΣ−1x/2 the claim follows.
Example 5.4. • In dimension d = 1 the function τp(x) = 1p(x)
∫ +∞
x (u − ν)p(u)du is
the Stein kernel of p. If p is symmetric about ν then p(x) = p(
√
(x− ν)2) and thus
take φ(t) = p(
√
2t) in (59). Changing variables in (62) for x ≥ 0,
τp(x) =
1
φ((x− ν)2/2)
∫ +∞
(x−ν)2/2
φ(u)du
=
1
p(x)
∫ +∞
(x−ν)2/2
p(
√
2u)du =
1
p(x)
∫ ∞
x
(y − ν)p(y)dy,
as expected.
• Gaussian case: if φ(t) = e−t then φ′(t)φ(t) = −1 so that (61) leads to ρp(x) = −Σ−1x
and 1φ(t)
∫ +∞
t φ(u)du = 1 so that (62) yields the covariance matrix (as expected).
• Similar computations are possible for the symmetric generalized hyperbolic distribu-
tion. We refer to [35] and the references therein.
The following simple proposition shows that when dealing with elliptical distributions,
it suffices to stick to the case Σ = Id and ν = 0.
Proposition 5.5. The application
τ 7→ (x 7→ Σ1/2τ(Σ−1/2(x− ν))Σ1/2),
is a bijection between the set of Stein kernels of Ed(0, Id, φ) and that of Ed(ν,Σ, φ).
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Proof. If τX is a Stein kernel for X ∼ Ed(0, Id, φ), then for all smooth f with compact sup-
port, E[τX(X)∇f(X)] = E[Xf(X)]. Let f(x) = g(Σ1/2 x + ν), then
E[τX(X)Σ
1/2∇g(Σ1/2X + ν)] = E[Xg(Σ1/2X + ν)], thus
E[Σ1/2τX(Σ
−1/2((Σ1/2X+ν)−ν))Σ1/2∇g(Σ1/2X+ν] = E[(Σ1/2X+ν−ν)g(Σ1/2X+ν)].
It follows x 7→ Σ1/2τX(Σ−1/2(x− ν))Σ1/2 is a Stein kernel for Σ1/2X + ν. The converse is
shown in the same way.
The following proposition gives a way of finding Stein kernels of a particular form,
which generalizes Lemma 5.3.
Proposition 5.6. Let t = 12(x− ν)TΣ−1(x− ν), and a, b : R→ R two smooth functions.
If
(a(t)φ(t))′
φ(t)
+ 2t
(b(t)φ(t))′
φ(t)
+ (d+ 1)b(t) + 1 = 0, (64)
then
a(t)Σ + b(t) (x− ν)(x− ν)T ,
is a Stein kernel for X ∼ Ed(ν,Σ, φ).
Proof. From Proposition 5.5, we can assume ν = 0 and Σ = Id. It is readily checked that
div(Id) = 0, Id x = x,
div(xxT ) = (d+ 1)x, xxTx = 2tx.
Thus, by the chain rule and noting that ∇t = x,
div(φ(t)(a(t)Id + b(t)xx
T ))
=(a(t)φ(t))′Id x+ a(t)φ(t)div(Id) + (b(t)φ(t))′xxT x+ b(t)φ(t)div(xxT )
=(a(t)φ(t))′x+ 2t(b(t)φ(t))′x+ (d+ 1)b(t)φ(t)x.
Hence a(t)Id+ b(t)xx
T is a Stein kernel if the last quantity is equal to −φ(t)x, so that the
result follows.
Remark 5.7. It is straightforward to generalize the previous proposition in the following
way. Here without loss of generality we take Σ = Id and ν = 0. Assume we are given
matrices U1, . . . ,Um such that for every i = 1, . . . ,m and some functions αi, βi : R→ R,
divUi = αi(t)x, Uix = βi(t)x.
If
1 +
m∑
i=1
aiαi +
(aiφ)
′
φ
βi = 0,
then a1(t)U1(t) + . . .+ am(t)Um(t) is a Stein kernel for X ∼ Ed(0, Id, φ).
By setting b ≡ 0, we obtain
a(t) =
1
φ(t)
∫ +∞
t
φ(u)du,
and we retrieve the result of Lemma 5.3. Setting a ≡ 0 leads to the following
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Corollary 5.8. Set again t = 12(x− ν)TΣ−1(x− ν). If
∫ +∞
0 u
d−1
2 φ(u)du <∞, then(
t−
d+1
2
2φ(t)
∫ +∞
t
u
d−1
2 φ(u)du
)
(x− ν)(x− ν)T , (65)
is a Stein kernel for X ∼ Ed(ν,Σ, φ).
Proof. With a ≡ 0, (64) becomes
(bφ)′ +
d+ 1
2t
bφ = − φ
2t
,
which integrates in
b(t) =
t−
d+1
2
2φ(t)
∫ +∞
t
u
d−1
2 φ(u)du.
Remark 5.9. For d = 1, (65) leads to the classical Stein kernel. Indeed, assuming ν = 0,
for x > 0,
t−
d+1
2
2φ(t)
∫ +∞
t
u
d−1
2 φ(u)du =
1
x2p(x)
∫ +∞
x2/2
p(2
√
u)du
=
1
x2p(x)
∫ +∞
x
s p(s)ds,
and multiplying by x2 yields the claim. The case x < 0 is treated similarly.
The next lemma introduces an explicit alternative explicit kernel; we give a constructive
proof which provides some intuition as to how we discovered the formula. Note that the
lemma is a particular case of Proposition 5.6, with well-chosen functions a and b.
Lemma 5.10. If X ∼ Ed(ν,Σ, φ) with d ≥ 2 then, letting t = (x− ν)TΣ−1(x− ν)/2, the
matrix
τ2(x) =
(β + 2)− 2φ′′(t)/φ′(t)φ′(t)/φ(t)
(β − 2)(d− 1)

2

 d− 1
(β + 2)φ
′(t)
φ(t) − 2φ
′′(t)
φ′(t)
+ t

Σ− (x− ν)(x− ν)T


(66)
is a Stein kernel for p for all β 6= 2.
Proof. Without loss of generality we set ν = 0. Take g : Rd → R and F : Rd → Rd × Rd
sufficiently regular. By definition of the score function, we have Tdiv,pF = Fρp + div(F)
hence a Stein kernel is any matrix τ satisfying
div(τ(x)) + τ(x)ρp(x) = −x
at almost all x. We shall construct F such that
F(x)ρp(x) = −αx and div(F(x)) = −βx
then set
τ2(x) =
F(x)
α+ β
.
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We reinstate all notations from the proof of Lemma 5.3; in particular, from (61), ρp(x) =
Σ−1x
ψ(t) with t = x
TΣ−1x/2. Now consider matrices of the form
F(x) =
ψ(t)
t+ f(t)
(
xxT + 2f(t)Σ
)
for some f : R→ R still to be determined. Then
F(x)ρp(x) =
ψ(t)
t+ f(t)
(
xxT + 2f(t)Σ
) Σ−1x
ψ(t)
= 2x.
This determines the value α = −2. Next we introduce the temporary notations ψ(t) =
φ(t)/φ′(t), R(t) = ψ(t)/(t + f(t)) so that F(x) = R(t)
(
xxT + 2f(t)Σ
)
. For all 1 ≤ i ≤ d,
we have(
div
(
R(t)
(
xxT + 2f(t)Σ
)))
i
=
d∑
j=1
∂
∂xj
{R(t) (xixj + 2f(t)σij)}
= R′(t)
d∑
j=1
∂t
∂xj
(xixj + 2f(t)σij) +R(t)
d∑
j=1
∂
∂xj
(xixj + 2f(t)σij)
= xiR
′(t)
d∑
j=1
xj
∂t
∂xj
+ 2
(
R′(t)f(t) +R(t)f ′(t)
) d∑
j=1
σij
∂t
∂xj
+ (d+ 1)xiR(t)
(recall, for the last term, that
∑d
j=1
∂
∂xj
xixj = d + 1). By definition,
∂t
∂xj
=
(
Σ−1x
)
j
=∑d
k=1
(
Σ−1
)
jk
xk so that
d∑
j=1
xj
∂t
∂xj
= 2t and
d∑
j=1
σij
∂t
∂xj
= xi
and the last expression of the equation array simplifies to(
div
(
R(t)
(
xxT + 2f(t)Σ
)))
i
= xi
(
2tR′(t) + 2(R′(t)f(t) +R(t)f ′(t)) + (d+ 1)R(t)
)
.
For the divergence to be proportional to x, it suffices to choose f such that, for all t ∈ R,
2(t+ f(t))R′(t) + (2f ′(t) + (d+ 1))R(t) = −β
for some β. Since R(t) = ψ(t)/(t+ f(t)), simple calculations lead to the requirement that
2ψ′(t) + (d− 1) ψ(t)
t+ f(t)
= −β
or, equivalently,
t+ f(t) = −(d− 1)ψ(t)
β + 2ψ′(t)
at all t. With this in hand, we easily obtain
F(x) = −β + 2ψ
′(t)
d− 1
(
xxT − 2
(
(d− 1)ψ(t)
β + 2ψ′(t)
+ t
)
Σ
)
Plugging in ψ(t) = φ(t)/φ′(t) whose derivative is ψ′(t) = 1 − φ(t)φ′′(t)/(φ′(t))2, and
dividing by β − 2, identity (66) ensues.
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5.2 The multivariate Gaussian distribution
Consider a Gaussian d-dimensional random vector Z ∼ Nd(ν,Σ) with pdf
ϕ(x) = |2πΣ|−1/2 exp
(
−1
2
(x− ν)TΣ−1(x− ν)
)
(67)
on Rd and let µ(dx) = ϕ(x)dx be the corresponding probability measure. Clearly Z ∼
Ed(ν,Σ, φ) with φ(t) = e
−t so that φ′(t)/φ(t) = −1 and, from (61), we get the well-known
fact that ρϕ(x) = −Σ−1(x − ν) is the score function of ϕ. Since 1φ(t)
∫∞
t φ(u)du = 1 for
all t, Lemma 5.3 shows that τ1 = Σ is, as is well-known, a Stein kernel for ϕ. Moreover,
Lemma 5.10 gives, after some simplifications, the following family of Stein kernels which
are indexed by β 6= 2 (we set ν = 0 to save space):
τ2,β(x) =
β
(β − 2)(d − 1)
(
xTΣ−1xΣ− xxT )− 2
β − 2Σ.
Sending β to 0, we obtain τ2,0(x) = Σ, as expected. Setting β = 2(d− 1) we get
τ2,2(d−1)(x) =
1
d− 2
(
xTΣ−1xΣ− xxT − Σ)
which is only a Stein kernel in dimension d ≥ 3. In dimension 2 we have that
Eϕ
[
(XTΣ−1XΣ−XXT − Σ)∇g(X)] = 0
for all g : R2 → R, hence
τ2(x) = x
TΣ−1xΣ− xxT
is also a Stein kernel for the bivariate Gaussian. These considerations lead to several types
of operators and identities.
• Vector valued operators.
Operator (30) yields A1ϕg(x) = ∇g(x) − Σ−1(x − ν)g(x) while operator (35) yields
A2ϕg(x) = Σ∇g(x)− (x− ν)g(x), both of which act on the same classes of functions.
Taking expectations with respect to ϕ in either expression we re-obtain the original
vector-Stein identity
Eϕ[Σ∇g(X)] = Eϕ[(X − ν)g(X)] (68)
for all g ∈ dom(ϕ,Σ).
• Scalar valued operators.
Taking A = Σ and B = Id in (39) brings the second order operator A3ϕf =∑d
i,j=1 σij
∂2f
∂xi∂xj
−∑di=1(xi − νi) ∂f∂xi which is the usual operator in this case, see
[52]. We can also take A = B = Id in (39) to get Aϕf = ∆f −
〈
Σ−1(x− ν),∇f〉 ,
the µ symmetric natural operator.
• Playing around with the dimensions
Let Rd = Rd1+d2 for some d1, d2 ≥ 0. Writing x = (x1, x2)T we consider
X =
(
X1
X2
)
∼ Nd
((
ν1
ν2
)
,
(
Σ11 Σ12
Σ12 Σ22
))
.
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For test functions of the form g(x1, x2) = g2(x2) we have ∇g(x) = (0,∇g2(x2))T
(with the understanding that∇g2(x2) = ∇2g2(x2) = (∂d1+1g2(xd1+1), . . . , ∂dg2(xd))T ;
we will not recall this convention anymore); considering the first d1 coordinates of
the vector-Stein-identity (68) then gives
E [(X1 − ν1)g2(X2)] = Σ12E [(∇g2(X2))] (69)
from which we derive Stein’s classical Gaussian covariance identity. We can also
obtain similar identities from τ 2. The resulting expressions are at this stage not
easily interpretable, so we content ourselves with simple illustrations. First if d = 3
with ν = 0 and
Σ =

1 ρ 0ρ 1 0
0 0 1

 , Σ−1 = 1
1− ρ2

 1 −ρ 0−ρ 1 0
0 0 1

 .
Then, using E
[
τ 2(X)∇g(X)] = E [Xg(X)] with g(x1, x2, x3) = g(x3), leads to
E
[
X1(g(X3) +X3g
′(X3))
]
= 0
E
[(
1 +
X21 − 2ρX1X2 +X22
1− ρ2
)
g′(X3) +X3g(X3))
]
= 0
Second, in dimension d = 2, with ν = 0 and
Σ =
(
1 ρ
ρ 1
)
, Σ−1 =
1
1− ρ2
(
1 −ρ
−ρ 1
)
so that
τ2(x) = x
TΣ−1xΣ− xxT = 1
1− ρ2
(
(x1ρ− x2)2 (x1ρ− x2)(x1 − ρx2)
(x1ρ− x2)(x1 − ρx2) (x1 − x2ρ)2
)
and we get for g(x1, x2) = g(x2)
Eϕ
[
(X1ρ− ρX2)(X1 − ρX2)g′(X2)
]
= (1− ρ2)Eϕ [X1g(X2)] .
Many more identities are readily obtained.
5.3 Power exponential distribution
Consider a d random vector Z ∼ PEd,ζ(ν,Σ) distributed according to the multivariate
power exponential distribution with power ζ, location µ, scale b, shape Σ ∈ Rd × Rd and
pdf
ϕζ(x) = ad,ζ |Σ|−1/2 exp
(
−b ((x− ν)TΣ−1(x− ν))ζ) (70)
on Rd (ad,ζ is the normalizing constant), and let µ(dx) = ϕζ(x)dx be the corresponding
probability measure. The normal distribution (67) corresponds to ζ = 1 and b = 1/2.
Clearly Z ∼ Ed(ν,Σ, φ) with φ(t) = e−btζ so that φ′(t)/φ(t) = −bζtζ−1 and φ′′(t)/φ′(t) =
−bζtζ−1 + ζ−1t . From (61), we see that the score function of ϕζ is
ρζ(x) = −2bζ((x− ν)TΣ−1(x− ν))ζ−1Σ−1(x− ν). (71)
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As far as we can tell, except when ζ = 1 the kernel from Lemma 5.3 does not lead to
palatable expressions. On the other hand, applying Lemma 5.10 with we obtain (for
ζ 6= 1)
τ2,ζ(x) =
β + 2 ζ−1
bζtζ
(β − 2)(d − 1)
((
1− d− 1
βbζtζ + 2(ζ − 1)
)
xTΣ−1xΣ− xxT
)
(72)
As in the multivariate Gaussian case, there are many types of operators and identities that
can be obtained from (71) and (72). We do not provide details here.
5.4 The multivariate Student t-distribution
Consider a d random vector X ∼ tk(ν,Σ) distributed according to the multivariate
Student-t distribution with k ≥ 1 degrees of freedom, location ν ∈ Rd, shape Σ ∈ Rd×Rd
and pdf
tk(x) = ck,d|Σ|−1/2
[
1 +
(x− ν)TΣ−1(x− ν)
k
]−(k+d)/2
(73)
with normalizing constant ck,d,Σ = Γ((k + d)/2)/(Γ(k/2)k
d/2πd/2). Let µ(dx) = tk(x)dx
be the corresponding probability measure.
This distribution is an elliptical distribution with φ(t) = (1 + 2t/k)−(k+d)/2 and hence
φ′(t)/φ(t) = −(d+ k)/(k + 2t) and φ′′(t)/φ′(t) = −(d+ k + 2)/(k + 2t) leading to
ρtk(x) = −(k + d)
Σ−1(x− ν)
k + (x− ν)TΣ−1(x− ν) . (74)
Moreover,
1
φ(t)
∫ +∞
t
φ(u)du =
k + 2t
d+ k − 2
(under the condition that d+ k > 2) and hence Lemma 5.3 gives that
τ1(x) =
(x− ν)TΣ−1(x− ν) + k
d+ k − 2 Σ (75)
is a Stein kernel for the multivariate Student distribution.
Similarly, Lemma 5.10 gives a family of Stein kernels which are indexed by β ∈ R:
τ2(x) =
4− β(d+ k)
(d+ k)(β − 2)(d − 1)
(
xxT − 2
(
(d− 1)(k + 2t)
4− β(d+ k) + t
)
Σ
)
=
4− β(d+ k)
(d+ k)(β − 2)(d − 1)
(
xxT − 2
(
(d− 1)k + t (2(d+ 1)− β(d+ k)))
4− β(d+ k)
)
Σ
)
If we choose β so that (d+k)β = 2(d+1), i.e. β = 2(d+1)/(d+k) then, after simplifications,
we obtain
τ2(x) =
1
k − 1
(
xxT + kΣ
)
, (76)
this time without any restriction on the dimension. Note how both τ1 and τ2 simplify to
τ(x) = (x2+kσ2)/(k−1) when d = 1; this last quantity is well-known to be the univariate
kernel for the Student-t distribution with k degrees of freedom and centrality parameter
ν, see e.g. [40, page 30].
There are several types of operators and identities that can be obtained.
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• Vector valued operators
Applying (27) with v = k + (x − ν)TΣ−1(x − ν) we obtain the operator Atkg(x) =
(k + (x − ν)TΣ−1(x − ν))∇g(x) + (2 − k − d)Σ−1(x − ν)g(x). Taking expectations
with respect to tk we obtain the vector-Stein identity
Etk
[
(k + (X − ν)TΣ−1(X − ν))∇g(X)] = (k + d− 2)Etk [Σ−1(X − ν)g(X)] (77)
By definition of the Stein kernel we also get new Stein operators and identities. Using
τ1 leads to (77), whereas using τ2 we obtain
Etk
[
(XXT + kId)∇g(X)
]
= (k − 1)Etk [Xg(X)] . (78)
• Scalar valued operators
Suppose for simplicity that Σ = Id and ν = 0. Taking B successively equal to τ1
then τ2 in (39) leads to
B1f(x) = x
Tx+ 2k
d+ k − 2∇f(x)− xf(x) (79)
B2f(x) = 1
k − 1(xx
T + kId)∇f(x)− xf(x). (80)
• Playing around with the dimensions
We work from (78) with X = (X1,X2)
T ∈ Rd1 × Rd2 multivariate student with
location (ν1, ν2) and shape
(
Σ11 Σ12
Σ21 Σ22
)
. Taking g(x) = g(x2) and considering only
the first d1 components of the resulting identity we obtain
Etk
[
((X1 − ν1)(X2 − ν2)T + kΣ12)∇g(X2)
]
= (k − 1)E [(X1 − ν1)g(X2)] (81)
6 Generalities on Stein kernels
Consider a density p satisfying Assumption A, with support denoted Kp and finite mean
ν. Let Tdiv,p be the canonical Stein operator (32) acting on F(p) the corresponding Stein
class. In this section we explore properties of the Stein kernels from Definition 3.11.
Proposition 6.1 (Properties). Let τp,i be a Stein kernel for p in the direction ei and τp
the matrix obtained by stacking the τp,i. Then
• (orthogonality) For all j = 1, . . . , d we have
∂
∂xj
(∫
Rd
τp,i(x)p(x)dx
)
=
∫
Rd
∂
∂xj
(τp,i(x)p(x))dx = 0.
• (standardization) If p admits a second moment, and if x− ν ∈ dom(p, τ), then
Ep [τp(X)] = Var(X).
Proof. The first statement follows by the requirement that the kernel belongs to F(p),
which in particular imposes that all components of τp,i belong to F1(p). To see the second
claim recall that, by duality, the Stein kernel necessarily satisfies
Ep [τp(X)∇g(X)] = Ep [(X − ν)g(X)] (82)
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for all g : Rd → R belonging to dom(p, τ). By assumption, gi(x) = xi − νi belongs to
dom(p, τp) for all i = 1, . . . , d. Plugging these functions in (82) leads to
Ep [(τp,i(X))j ] = Ep [(Xi − νi)(Xj − νj)]
for all i, j = 1, . . . , d. The claim follows.
Proposition 6.2. Given k ≤ d and {i1, . . . , ik} ⊂ {1, . . . , n} denote by V = 〈ei1 , . . . , eik〉
the space generated by ei1 , . . . , eik . Also, write any x ∈ Rd as x = (xV , xV
⊥
) and let
pV =
∫
V⊥ p be the marginal of p on V. Suppose that p admits a p-integrable Stein kernel
τij =
(
τij ,1, . . . , τij ,d
)
in each direction ei1 , . . . , eik . Then the vector τ
V
ij
=
(
τVij ,1, . . . , τ
V
ij ,k
)
with components
τVij ,ℓ(x
V) = E
[
τij ,iℓ(X) |XV = xV
]
, ℓ = 1, . . . , k (83)
is a Stein kernel for pV in the direction eij .
Proof. Without loss of generality we suppose that p is centered. Fix xV ∈ V. Then
k∑
ℓ=1
∂
∂iℓ
(
τVij ,ℓ(x
V)pV(xV)
)
=
k∑
ℓ=1
∂
∂iℓ
(∫
V⊥
τij ,iℓ(x
V , xV
⊥
)p(xV , xV
⊥
)dxV
⊥
)
=
k∑
ℓ=1
∫
V⊥
∂
∂iℓ
(
τij ,iℓ(x
V , xV
⊥
)p(xV , xV
⊥
)
)
dxV
⊥
= −xij
∫
V⊥
p(xV , xV
⊥
)dxV
⊥
+
∑
m∈{1,...,n}\{i1,...,ik}
∫
V⊥
∂
∂m
(
τij ,m(x
V , xV
⊥
)p(xV , xV
⊥
)
)
dxV
⊥
where the second-last line is allowed thanks to integrability of the Stein kernel and the
last follows from the identity
d∑
m=1
∂
∂m
(
τij ,m(x
V , xV
⊥
)p(xV , xV
⊥
)
)
= −xijp(xV , xV
⊥
)
which is valid for any xV⊥ such that (xV , xV⊥) lies in the support of p. Now using the
requirement τij ∈ F(p) ensures that
∫
V⊥
∂
∂m
(
τij ,m(x
V , xV
⊥
)p(xV , xV
⊥
)
)
dxV
⊥
= 0 for all
m /∈ {i1, . . . , ik} so that
k∑
ℓ=1
∂
∂iℓ
(
τVij ,ℓ(x
V)pV(xV)
)
= −xijpV(x),
as required. It remains to check that τVij ,ℓ(x
V) ∈ F(pV), but this is a direct consequence
of the definitions.
For the Stein kernel, [18] showed that for a mean zero multivariate distribution p which
is absolutely continuous with respect to the Lebesgue measure and which has finite second
moment, and which satisfies a Poincaré inequality with constant Cp, there exists a unique
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function g ∈W 1,2p (recall the definitino in the proof of Proposition 3.17) such that τp = ∇g
is a Stein kernel for p. Moreover,∫
||τp||2HSdp ≤ Cp
∫
|x|2dp. (84)
In the one-dimensional case, [39] (inspired by a similar result from [19]) show that there
exists a solution u such that
|u′(x)| 6 τp(x), (85)
τp being the univariate Stein kernel associated to X. Under log concavity of the density
we can give a stronger bound in the univariate case, as follows.
Proposition 6.3. Assume X is centered and has a smooth, non-vanishing k-log concave
density p on R. Then
τp(x) 6 1/k,
for all x ∈ R.
Proof. The result is a particular case of the more general following property. Assume
h is continuous, non-increasing and satisifies E[h(X)] = 0. Then the solution fh(x) =
1
p(x)
∫ x
−∞ h(t)p(t)dt to the Stein equation TXfh = h is everywhere non-negative. Indeed,
since E[h(X)] = 0, then h(x0) = 0 for some x0 ∈ R; and since h is non-increasing, h(x)
is positive for x 6 x0 and negative for x > x0. Thus, the function x 7→
∫ x
−∞ h(t)p(t) is
increasing on (−∞, x0) and decreasing on (x0,+∞). Moreover it tends to zero at infinity,
thus it is always non-negative.
Apply now this result to the function h(x) = ρ(x) + kx, which is non-increasing by
k-log concavity. In this case fh(x) = 1− k τ(x), and the fact that fh(x) > 0 achieves the
proof.
Thus, in the univariate case where p is k-log concave, the bound (85) implies Mackey’s
bound, which in turn implies our L2 bound from Proposition 3.17.
We conclude the section by providing formulas for computing Stein kernels explicitly.
Proposition 6.4 (Bivariate Stein kernels). Let X = (X1,X2)
T ∼ p a continuous pdf on
R
2 with support S(p). Let p1 be the marginal of p in direction e1, ρ1 the corresponding
univariate score and τ1 the corresponding univariate kernel (which we suppose to exist).
Define τ11(x) = τ1(x1), and
τ12(x1, x2) = τ1(x1)
p1(x1)
p(x)
∂1
(∫ ∞
x2
p(x1, v)dv/p1(x1)
)
(86)
=
1
p(x1, x2)
τ1(x1)
∫ ∞
x2
(− ρ1(x1)p(x1, v) + ∂1p(x1, v))dv (87)
Then the vector x 7→ (τ1(x), τ12(x))1≤i,j≤2 is a Stein kernel for p in the direction e1.
Proof. We need to prove that
2∑
j=1
∂j(τ1j(x)p(x)) = −(x1 − ν1)p(x) (88)
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for all x = (x1, x2)
T ∈ R2 and all i = 1, 2. Applying the definitions we have
τ12(x)p(x) = p1(x1)τ1(x1)∂1
(∫ ∞
x2
p(x1, v)dv/p1(x1)
)
= p1(x1)τ1(x1)
(
− p
′
1(x1)
(p1(x1))2
∫ ∞
x2
p(x1, v)dv +
1
p1(x1)
∫ ∞
x2
∂1p(x1, v)dv
)
= −τ1(x1)p
′
1(x1)
p1(x1)
∫ ∞
x2
p(x1, v)dv + τ1(x1)
∫ ∞
x2
∂1p(x1, v)dv (89)
so that
∂2 (τ12(x)p(x))) = τ1(x1)
p′1(x1)
p1(x1)
p(x)− τ1(x1)∂1p(x). (90)
Also,
∂1(τ1(x)p(x)) = ∂1
(
p1(x1)τ1(x1)
p(x)
p1(x1)
)
= ∂1(p1(x1)τ1(x1))
p(x)
p1(x1)
+ p1(x1)τ1(x1)∂1
(
p(x)
p1(x1)
)
= −(x1 − ν1)p(x) + p1(x1)τ1(x1)
(
− p
′
1(x1)
(p1(x1))2
p(x) +
∂1p(x)
p1(x1)
)
= −(x1 − ν1)p(x)− τ1(x1)p
′
1(x1)
p1(x1)
p(x) + τ1(x1)
∂1p(x)
p1(x1)
. (91)
Adding up (90) and (91) we get (88) for i = 1.
Remark 6.5. The proof of Proposition 6.4 is of a purely computational nature. The
inspiration for formula (86) is [5, equation (9)], where a similar quantity is introduced via
a transport argument. To see the connection, we first stress identity (89) which reads
τ12(x1, x2)p(x1, x2) = τ1(x1)
∫ x2
−∞
(ρ1(x1)p(x1, v)− ∂1p(x1, v)) dv. (92)
We introduce pX |Xi=xi(x) = p(x)/pi(xi) the conditional density of X at Xi = xi. Fix
i = 1 and, for each t, t′, x2 let x2 7→ Tt,t′(x2) be the mapping transporting the conditional
density at x1 = t to that at x1 = t
′, implicitly defined via
pX |X1=t(x2) = pX |X1=t
′(
Tt,t′(x2)
)× ∂x2Tt,t′(x2). (93)
Taking derivatives in (93) with respect to t′ and setting t′ = t = x1 we deduce (using the
fact that Tt,t(x2) = x2) that
0 =
∂1p(x1, x2)
p1(x1)
+
∂2p(x1, x2)
p1(x1)
∂t′Tt,t′(x2)
∣∣
t′=t=x1
− p(x1, x2)
p1(x1)
p′1(x1)
p1(x1)
+
p(x1, x2)
p1(x1)
∂2(∂t′Tt,t′(x2))
∣∣
t′=t=x1
,
that is,
∂2
(
p(x1, x2)∂t′Tt,t′(x2)
∣∣
t′=t=x1
)
= p(x1, x2)
p′1(x1)
p(x1)
− ∂1p(x1, x2)
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and we recognize from (92) that
τ12(x1, x2)
τ1(x1)
= ∂t′Tt,t′(x2)
∣∣
t′=t=x1
. (94)
Hence, the Stein kernel from X1 to X2 at (x1, x2) = (x, y) is given by the speed at which
one can transport the conditional distribution of X2 at y given X1 = x1.
Further, inspired by [3, 4], we can directly postulate our next result which guarantees
existence of Stein kernels under smoothness conditions.
Theorem 6.6 (Artstein et al. (2004)). Let p : Rd → (0,∞) be continuously twice differ-
entiable density on Rd with ∫ ‖∇p‖2
p
,
∫
‖Hess(p)‖ <∞.
Let τ
(1)
i , i = 1, . . . , d be the marginal Stein kernels. There exists a Stein kernel for p in
any direction ei, i = 1, . . . , d of the form
τ
(d)
p,i (x) = τ
(1)
i (xi)
(
τ
(d)
i,1 (x |xi) · · · τ (d)i,i−1(x |xi) 1 τ (d)i,i+1(x |xi) · · · τ (d)i,d (x |xi)
)
with coefficients solution to
Tdiv,p(τi•(x |xi)) = ρi(xi) (95)
with ρi(xi) = p
′
i(xi)/pi(xi) the score function of the ith marginal.
Proof. The result is immediate from [3, Theorem 4] where it is proved that, under the
stated conditions, there exist continuously differentiable vector fields satisfying (95). To
see the connection with Stein kernels, note how
τij(x) = τi(xi)τij(x |xi). (96)
Then
d∑
j=1
∂j(τij(x)p(x)) =
d∑
j=1
∂j(τij(x |xi)p(x)τi(xi))
=
d∑
j=1
∂j(τij(x |xi)p(x)) +
d∑
j=1
τij(x |xi)p(x)∂j(τi(xi))
= ρi(xi)p(x)τi(xi) + p(x)∂i(τi(xi)).
Clearly by the definition of the univariate Stein kernel
∂i(τi(xi)) = −ρi(xi)τi(xi) + E[Xi]− xi
and the claim follows.
Proposition 6.7 (Trivariate Stein kernel). Under the conditions of the previous result for
d = 3, we set pij(xi, xj) =
∫∞
−∞ p(x)dxk and Pi(x) =
∫ x
−∞ pi(v)dv, i = 1, 2, 3. Then we can
choose
τ
(3)
1,2 (x |x1)p(x1, x2, x3) =
∫ x2
−∞
(ρ1(x1)p(x1, v, x3)− ∂1p(x1, v, x3)) dv
− P2(x2)
{
ρ1(x1)p13(x1, x3)− ∂1p13(x1, x3)
}
τ
(3)
1,3 (x |x1)p(x1, x2, x3) = p2(x2)
∫ x3
−∞
(ρ1(x1)p13(x1, w)− ∂1p13(x1, w)) dw
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and similarly for τ
(3)
i,j (x |xi) for all i, j. Also, setting
τ
(2)
12 (x1, x2) = τ
(1)
1 (xi)E[τ
(3)
12 (x |x1) |X1 = x1,X2 = x2], (97)
the vector (τ
(1)
1 (x1), τ
(2)
12 (x1, x2)) forms a bivariate Stein kernel for (X1,X2).
Proof. Direct computations suffice for the first claim; see [4] for details. Moreover,∫ +∞
−∞
τ
(3)
1,2 (x |x1)
p(x1, x2, x3)
p(x1, x2)
dx3 =
1
p(x1, x2)
∫ x2
−∞
(ρ1(x1)p(x1, v) − ∂1p(x1, v)) dv
− P2(x2)
{
ρ1(x1)p1(x1)− ∂1p1(x1)
}
=
1
p(x1, x2)
∫ x2
−∞
(ρ1(x1)p(x1, v) − ∂1p(x1, v)) dv
which is exactly the expression (86).
Proposition 6.8 (k-variate Stein kernel). For all k ≥ 1, and under the same conditions,
for all 1 ≤ j ≤ d− 1 we can define
τ
(k)
1,j (x |x1)p(x) =
∫ xj
−∞
(ρ1(x1)p(x1, xj = v, . . . , xd)− ∂1p(x1, xj = v, . . . , xd)) dv
− Pj(xj) (ρ1(x1)p(x1, xj+1 . . . , xd)− ∂1p(x1, xj+1, . . . , xd)) (98)
and for j = d
τ
(k)
1,d (x |x1)p(x) = Pd−1(xd1)
∫ xd
−∞
(ρ1(x1)p(x1, xd = v)− ∂1p(x1, xd = v)) dv (99)
Example 6.9 (Multivariate Gaussian). If X ∼ N2(ν,Σ) is multivariate d-dimensional
Gaussian then direct computations of the kernel as provided by Proposition 6.4 leads to τ2
given in (76). The expression is more complicated in dimension d ≥ 3, and so far we have
not been able to give a probabilistic interpretation of it.
Example 6.10. If X =
(
X1 X2
)T ∼ tk(ν,Σ) follows the bivariate Student distribution
then direct computations of the kernel as provided by Proposition 6.4 leads to τ2 given in
(76). Again, we have not been able to give a probabilistic interpretation of teh expression
in dimension d ≥ 3.
7 Stein discrepancies
One of the main applications of Stein’s operator theory is towards distributional compar-
isons, with the intuition that, if X ≈ Y in some appropriate way and if Ap is a Stein
operator for X then it should hold that E[Apg(Y )] ≈ 0 for all sufficiently regular functions
g. Measuring how far supg∈G |E[Apg(Y )]| is from 0 over a well chosen class of functions G
ought therefore give some indication of the difference between L(X) and L(Y ).
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7.1 Integral probability metrics and Stein discrepancies
Differences between distributions can be measured using probability metrics. For applying
Stein’s method, so-called integral probability metrics are well suited.
Definition 7.1 (Integral Probability Metrics). Let F(Rd) be a collection of cumulative
distribution functions on Rd and denote L1(F(Rd)) the class of Borel measurable functions
h : Rd → R (for some q ≥ 1) such that F (|h|) = ∫ |h|dF <∞ for all F ∈ F(Rd). A metric
on F(Rd) is an integral probability metric (IPM) if it can be written in the form
dH(F,G) := sup
h∈H
|F (h) −G(h)| (100)
for some class of real-valued bounded measureable test functions H ⊂ L1(F(Rd)) (|·| is the
Euclidean norm).
Many important probability metrics can be represented as integral probability metrics;
classical references are [57, 24]. The Kolmogorov distance between two random vectors
X ∼ F and Y ∼ G is Kol(X,Y ) = dHKol(F,G) with HKol =
{
I(−∞,z], z ∈ Rd
}
. The
Wasserstein distance between X and Y takes HWass = Lip(1) the collection of Lipschitz
functions h : Rd → R with Lipschitz constant smaller than 1. The Total Variation distance
takes HTV the collection of Borel measurable functions h : Rd → [0, 1]. For other examples
and references see [45, Appendix E].
The main entrypoint of Stein’s differential operator theory into distributional compar-
ison comes from the following elementary argument: let H be measure generating (in the
sense that the quantity dH of equation (100) defines a distance between probability mea-
sures) and let X ∼ F be the target distribution on Rd. Suppose that Ap is a (univariate)
Stein operator for X and let G(H) consist of all functions g which solve the equation
Apg = h− F (h), (101)
for some h ∈ H. Then, integrating on both sides of (101) w.r.t. G and taking suprema
over all h ∈ H leads to
dH(X,Y ) = sup
h∈H
|G(h) − F (h)| = sup
g∈G(H)
|E [Apg(Y )]| . (102)
As soon as the target admits a Stein operator then IPM-discrepancies as in Definition 7.1
can all be written as some form of Stein operator discrepancy. Equations of the form (101)
are Stein equations, as discussed in Section 3.3. The crucial point which makes (102) a
useful re-formulation is that if Ap is well chosen then solutions to Stein equations (101)
are, as was pointed out in Section 3.3, “particularly well behaved”.
In Definition 7.1 the Euclidean norm | · | is used, but the definition generalises easily
to other norms || · || as long as
dH(F,G) := sup
h∈H
‖F (h) −G(h)‖ (103)
defines a distance between probability distributions. This intuition leads to the following
general definition.
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Definition 7.2 (Stein discrepancy). Let p be a density on Rd and Ap a Stein operator
acting on some class dom(Ap). Then for any random Y ∼ q, any G ⊂ dom(Ap) and any
norm ‖·‖ , the quantity
S‖·‖(q,Ap,G) = sup
g∈G
‖E [Apg(Y )]‖ (104)
is the (‖·‖ − G −Ap) Stein discrepancy from Y to X.
Definition 7.2 is motivated by the reference [28] where, to the best of our knowledge, such
a unified notation for general Stein-based discrepancies (with freedom of choice both in
the operator and the class of functions) is first introduced.
The choice of norm ‖·‖ is generally fixed by context such as dimensionality, basic
properties of the operator and the random variables X,Y under study. In the sequel we will
generally drop the indexation in the norm and simply write S(Y,Ap,G) instead. If either
Ap or G (or both) are badly chosen then the quantity S(Y,Ap,G) defined in (104) may
be irrelevant; there is even a priori no reason for which S(Y,Ap,G) = 0 ought to indicate
equality in law between X and Y . The whole purpose is to choose, for a given pair X,Y ,
an appropriate Ap and/or G in order to guarantee both computability and relevance of the
resulting discrepancy. There are many ways to achieve this and thus S(Y,Ap,G) is a very
useful starting point for many problems. An already mentioned important reference is [28]
where a first computationally tractable estimator was derived from this idea. We refer the
reader to this reference, and its offsprings, for more enlightenment in this direction. We
will provide other applications, more in line with the classical take on the Stein’s method
approach to this problem, in Section 4.
7.2 Information metrics and kernelized Stein discrepancies
Let X ∼ p and Y ∼ q be two random variables on Rd with differentiable density and
respective Stein classes F(p) and F(q). Suppose, for simplicity, that both share the same
mean and the same support S satisfying Assumption (A). Fix functions Ap ∈ F(p) and
Aq ∈ F(q) with values in Sym(d), define ap = Tdiv,p(Ap), aq = Tdiv,q(Aq) and introduce
the divergence based vector valued standardizations
Apf(x) = Ap(x)∇f(x) + ap(x)f(x), f : Rd → R ∈ F(Ap)
Aqf(x) = Aq(x)∇f(x) + aq(x)f(x) f : Rd → R ∈ F(Aq)
(recall Section 3.2.2). All classes of functions are designed to ensure that, for all g ∈ G =
F(Ap) ∩ F(Aq), we have
E [Apg(Y )] = E [Apg(Y )]− E [Aqg(Y )]
= E [(Ap(Y )−Aq(Y ))∇g(Y )] + E [(ap(Y )− aq(Y ))g(Y )]
=: E
[
Ap/q(Y )∇g(Y )
]
+ E
[
ap/q(Y )g(Y )
]
. (105)
Two particular choices of input matrices Ap and Aq stand out:
• Ap(x) = τp(x) and Aq(x) = τq(x) for which ap/q = 0 and (105) becomes
E [Apg(Y )] = E [(τp(Y )− τq(Y ))∇g(Y )] =: E
[
τp/q(Y )∇g(Y )
]
(106)
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• Ap(x) = Aq(x) = Id for which Ap/q = 0 and ap/q = ρp − ρq and (105) becomes
E [Apg(Y )] = E [(ρp(Y )− ρq(Y ))g(Y )] =: E
[
ρp/q(Y )g(Y )
]
. (107)
Inspired by in [17, 41] we give the following result.
Theorem 7.3. Let Y, Y ′ be independently drawn from q on the same space and consider
functions k : Rd × Rd → R such that both y 7→ k(y, ·) and y′ 7→ k(·, y′) belong to F(Ap) ∩
F(Aq). Then
E
[ATp,1Ap,2k(Y, Y ′)]
= E
[∇Ty (Ap/q(Y )Ap/q(Y ′))∇y′k(y, y′)|y=Y,y′=Y ′]
+ E
[∇Ty (Ap/q(Y )ap/q(Y ′)k(y, Y ′)) |y=Y ]+ E [ap/q(Y )T∇y′ (Ap/q(Y )k(y, Y ′)) |y=Y ]
+ E
[
ap/q(Y )
Tk(Y, Y ′)ap/q(Y ′)
]
(108)
with Li, i = 1, 2 the operator L applied with respect to the ith variable of the function k(·, ·).
All of the quantities derived from (108) are akin to some form of generalized “Stein
discrepancy”, à la [29, 17, 41]. From (106) and (107) we introduce the following two
particularizations.
Corollary 7.4. Let all notations be as above.
• If Ap(x) = τp(x) and Aq(x) = τq(x) for which ap/q = 0 then
E
[∇Ty (τp/q(Y )τp/q(Y ′))∇yk(t, t′)|y=Y,y′=Y ′] = E [ATp,1Ap,2k(Y, Y ′)] . (109)
• If Ap(x) = Aq(x) = Id for which Ap/q = 0 and ap/q = ρp − ρq then
E
[
ρp/q(Y )
Tk(Y, Y ′)ρp/q(Y ′)
]
= E
[ATp,1Ap,2k(Y, Y ′)] (110)
The similitude between (110) and the classical Fisher information metric (obtained by
letting k(·, ·) be the Dirac on the diagonal, see e.g. [48]) as well as between (109) and the
classical Stein discrepancy from [36]) encourages us to postulate the following very general
definition.
Definition 7.5 (Kernelized Stein discrepancies). Let Ap (resp., Ap) be a Stein operator
for p (resp., for q) with class F(p) (resp., F(q)). Let k be some kernel k : Rd × Rd → R
such that y 7→ k(y, ·) and y′ 7→ k(·, y′) belong to F(Ap) ∩ F(Ap). The k-kernelized Stein
discrepancy from p to q is
S(p, q, k) = E [ATp,1Ap,2k(Y, Y ′)] . (111)
Example 7.6 (Fisher information distance). Pick k(y, y′) = δy=y′ the Dirac delta on the
diagonal. Then (111) becomes
S(Y,X, δ) = E [E [ρX/Y (Y )T ρX/Y (Y )]] =: J(Y/X) (112)
with J(Y/X) the classical Fisher Information Distance between X and Y , see [32].
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Example 7.7 (Independent kernels). Let (ei)i=1,...,n be a sequence of functions in F(X)
and k(x, y) =
∑d
i=1 αiei ⊗ ei (which belongs to G for any (αi)i=1,...,n). Then
S(Y,X, (α, e)n) =
n∑
i=1
αi(E [Apei(Y )])T (E [Apei(Y )]). (113)
Example 7.8. (Kernelized Stein discrepancies for comparing Gaussian random vectors)
Let X and Y both be centered multivariate normal random variables in Rd with variances
Σ1 and Σ2, respectively. Take Apg(x) = Σ∇g(x) − xg(x). Then, for any sufficiently
regular function e : Rd → R we have
E [Ape(Y )] = E [(Σ1 − Σ2)∇e(Y )]
so that the kernelized discrepancy (113) becomes
S(Y,X, (α, e)n) =
n∑
i=1
αiE [∇ei(Y )]T (Σ1 −Σ2)2E [∇ei(Y )] .
Taking n = d, αi = 1 and ei(y) = yi and supposing that all marginals have unit variance
leads to the natural measure of discrepancy
Sn(Y,X) = 2
∑
i<j
(σXij − σYij )2
with σXij (resp., σ
Y
ij ) the covariance between the marginals i and j of X (resp., of Y ).
In terms of potential applications, one of the most interesting aspects of identity (108)
is the fact that the rhs justifies the use of the lhs as a discrepancy metric, and the lhs is
computable solely on the basis of the knowledge of ∇ log p. Applications of (110) have
begun to be explored [17, 41], and more general versions have been touched upon in [29].
The freedom of choice in the input matrices Ap,Aq encourages us to be hopeful that these
quantities will have numerous applications. We conclude the section with an illustration
for Student-t approximation.
Example 7.9 (Dimension 1). Let p be the centered Student-t distribution with ℓ degrees
of freedom, with score function and kernel given by
ρtℓ(y) = −
y(ℓ+ 1)
ℓ+ y2
and τtℓ(y) =
y2 + ℓ
ℓ− 1 , (114)
respectively. There are two operators to be obtained from the expressions in (114), namely
A1tℓf(y) = f ′(y)−
(ℓ+ 1)y
ℓ+ y2
f(y) (115)
A2tℓf(y) =
y2 + ℓ
ℓ− 1 f
′(y)− yf(y). (116)
The preceding developments lead to postulating the sample-based discrepancies:
Sν(tℓ, q, k) = 1
n1n2
n1∑
i=1
n2∑
j=1
uνq (yi, y
′
j), ν = 1, 2
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with y1, . . . , yn1 and y
′
1, . . . , y
′
n2 two i.i.d. samples independently drawn from q and
uνq (y, y
′) = Aνtℓ,yAνtℓ,y′k(y, y′), ν = 1, 2 (117)
and k(y, y′) a well chosen kernel; particularizing (117) we get
u1q(y, y
′) = ∂y∂y′k(y, y′)− (ℓ+ 1) y
′
((y′)2 + ℓ)
∂yk(y, y
′)
− (ℓ+ 1) y
(y2 + ℓ)
∂y′k(y, y
′) + (ℓ+ 1)2
yy′
(y2 + ℓ)((y′)2 + ℓ)
k(y, y′),
on the one hand, and
u2q(y, y
′) =
(y2 + ℓ)((y′)2 + ℓ)
(ℓ− 1)2 ∂y∂y′k(y, y
′)
− (y
2 + ℓ)
ℓ− 1 y
′∂yk(y, y′)− y ((y
′)2 + ℓ)
ℓ− 1 ∂y′k(y, y
′)
+ yy′k(y, y′)
on the other hand. Let Y, Y ′ ∼ q be two independent copies. Since under natural conditions
we have Eq
[
uνq (Y, Y
′)
]
= 0 if and only if q = p, a natural goodness-of-fit test in this context
– inspired by [17, 41] – is to reject the null assumption H0 : q = p whenever Sν(tℓ, q, k) is
too large.
We present – for the sake of proof of concept rather than anything else – the result
of simulations comparing X ∼ p a Student with ℓ = 5 degrees of freedom with Y ∼ q
a Student with ℓ degrees of freedom, via the kernelized discrepancies based on the RBF
kernel k(x, y) = e−(x−y)
2/2. The quantiles were estimated by simulation, with J = 105
experiments; we obtained
2.5% 97.5%
-0.03837828 0.03970307
The results for 104 simulations with n1 = n2 = 100 run for each value of degrees of freedom
ℓ ∈ {1, 4, 5, 6, 8, 10, 12, 100, 1000} (with ℓ = 5 corresponding to the null hypothesis) are
reported below (first line) as well as the corresponding results for the classical Kolmogorov
Smirnov test (R implementation ks.test), each time on the same data:
ℓ 1 4 5 6 8 10 12 100 1000
kernel 0.9049 0.0576 0.0507 0.0445 0.0433 0.0550 0.0587 0.1330 0.1510
ks 0.9384 0.0497 0.0459 0.0479 0.0443 0.0461 0.0480 0.0593 0.0618
It appears that the test based on u1q(·, ·) is not as powerful, at least in our naive implemen-
tation. The numerical values are not reported. A more detailed study of such Stein-based
discrepancy tests is under way ([21]).
Example 7.10 (Dimension 2). Fix d = 2 and let p be the centered Student-t distribution
with ℓ degrees of freedom and Σ = Id the identity matrix. We only consider the operator
A1f(y) = τ(y)∇f(y)− yf(y)
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with τ the Stein kernel matrix given in (76), with entries (τij)1≤i,j≤2; the resulting kernel-
ized discrepancy is
Sν(tℓ, q, ℓ) = 1
n1n2
n1∑
i=1
n2∑
j=1
uq(yi, y
′
j).
with discrepancy generating function
uq(y, y
′) =ATp,1Ap,2k(y, y′)
=(τ11(y)τ11(y
′) + τ12(y)τ12(y′))∂y1∂y′1k(y, y
′)
+ (τ11(y)τ12(y
′) + τ12(y)τ22(y′))∂y1∂y′2k(y, y
′)
+ (τ12(y)τ11(y
′) + τ22(y)τ12(y′))∂y2∂y′1k(y, y
′)
− (τ12(y)τ12(y′) + τ22(y)τ22(y′))∂y2∂y′2k(y, y′)
]
− (τ11(y)y′1 + τ12(y)y′2)∂y1k(y, y′)− (τ12(y)y′1 + τ22(y)y′2)∂y2k(y, y′)
− (y1τ11(y′) + y2τ12(y′))∂y′
1
k(y, y′)− (y1τ12(y′) + y2τ22(y′))∂y′
2
k(y, y′)
]
+ (y1y
′
1 + y2y
′
2)k(y, y
′)
As in the previous excample, we present simulation results on a rather modest simula-
tion study. We compare X ∼ p a bivariate (centered scaled) Student with ℓ = 5 degrees of
freedom with Y ∼ q a bivariate (centered scaled) Student with ℓ degrees of freedom, via the
kernelized discrepancies based on the RBF kernel k(x, y) = e−(x−y)2/2 with n1 = n2 = 100.
The quantiles were estimated by simulation, with J = 103 experiments; we obtained
2.5% 97.5%
-0.07256331 0.08441458
(which indicates some asymetry in the sample distribution). The results for 103 simula-
tions run for each value of degrees of freedom ℓ ∈ {0.1, 1, 5, 10, 100, 1000} (with ℓ = 5
corresponding to the null hypothesis) are reported below:
ℓ 0.1 1 4 5 6 10 100 1000
kernel 0.339 0.690 0.056 0.043 0.046 0.038 0.048 0.052
Our naive implementation of the bivariate test appears to have difficulties in distinguish-
ing the bivariate Student from the bivariate Gaussian (obtained at ℓ = 1000); such an
observation is perhaps not so surprising, see e.g. [43] where a similar problem is tested (by
different means) with low power for the case of Gaussian vs Student, see page 1126. The
problem of devising tractable powerful goodness-of-fit tests for multivariate distributions
seems to be difficult; we will concentrate on this in future publications.
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