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This article describes the design of highly complex physical instruments by using a canonical
genetic algorithm GA. The procedure can be applied to all instrument designs where performance
goals can be quantified. It is particularly suited to the optimization of instrument design where local
optima in the performance figure of merit are prevalent. Here, a GA is used to evolve the design of
the neutron spin-echo spectrometer WASP which is presently being constructed at the Institut
Laue-Langevin, Grenoble, France. A comparison is made between this artificial intelligence
approach and the traditional manual design methods. We demonstrate that the search of parameter
space is more efficient when applying the genetic algorithm, and the GA produces a significantly
better instrument design. Furthermore, it is found that the GA increases flexibility, by facilitating the
reoptimization of the design after changes in boundary conditions during the design phase. The GA
also allows the exploration of “nonstandard” magnet coil geometries. We conclude that this
technique constitutes a powerful complementary tool for the design and optimization of complex
scientific apparatus, without replacing the careful thought processes employed in traditional design
methods. © 2006 American Institute of Physics. DOI: 10.1063/1.2360987
I. INTRODUCTION
Neutron scattering instruments are increasingly complex
devices and careful optimization of the instrument design is
required to realize the best possible performance. The tradi-
tional method of optimizing a neutron scattering instrument
begins with a systematic, analytical study. With the wide-
spread availability of cheap and powerful computing equip-
ment, this is routinely followed by a detailed Monte Carlo
ray-tracing simulation of the instrument. The subsequent op-
timization of the design in iterative steps is, generally, a time
consuming, tedious, and repetitive process for the instrument
designer.
A recent refinement of this process by Lieutenant1 uses
automated optimization techniques, based on a relative quan-
titative evaluation from Monte Carlo ray-tracing simulations.
The first optimization method he employed, using a least-
squares fitting routine, suffered from the usual drawbacks of
traditional search methods, i.e., reliance on partial deriva-
tives of the parameter space and sensitivity to local optima.
The second method, using a reverse Monte Carlo RMC
method, is able to traverse local optima and does not require
partial derivatives. The present study is similar in conception
to that of Lieutenant, but offers some advantages in effi-
ciency and usability.
We are developing computational optimization methods
which exploit evolutionary principles in the optimization
process, borrowed from the artificial intelligence community.
One such approach involves genetic algorithms2 GAs. GAs
are computer simulations of populations of virtual life-forms,
which are selectively bred in order to improve the overall
population quality based on a relative, quantitative measure.
They model the ability of life to self-optimize to meet the
requirements of the imposed environment.3 The application
of GAs has proved invaluable in many practical engineering
applications.4
GAs have several advantages over other search algo-
rithms, and are in many ways ideal tools for scientist users.
Like the RMC-based techniques, they tend to avoid local
optima, they require no partial derivatives of the parameter
space, and correlated parameters do not pose a problem to
the search. Furthermore, GAs sample the parameter space
much more thoroughly because a population of solutions is
used, and the solutions share information rather than
progress randomly. GAs are also very user-friendly com-
pared to other search algorithms.
The principal drawback with the GA method is that, be-
cause many solutions are evaluated at each iteration, a full
Monte Carlo ray-tracing simulation is prohibitively time con-
suming, and more time-efficient methods have to be found.
In the present study, we cut computing time without a loss in
optimization performance by carefully selecting a small
number of representative neutron trajectories.
The first application of the GA to the design of neutron
scattering instruments was the successful adaptation of an
existing neutron spin-echo NSE spectrometer5 for spherical
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polarimetry. Polarimetry was not anticipated in the original
design of the spectrometer, and this highlights the ability of
GAs to adapt designs to new environments. In the present
study, we demonstrate the use of a GA to design the entire
NSE spectrometer WASP, optimizing—with very few
constraints—all of the magnetic coil dimensions and cur-
rents. The parameter space of a NSE spectrometer is particu-
larly complex and local optima are prevalent. Our algorithm
involves a high-performance instrument, which exceeds the
performance of the design achieved using traditional meth-
ods, within about 15 h of CPU time.
II. GENETIC ALGORITHMS
The canonical genetic algorithm requires reencoding of
optimization parameter values into a form suitable for simu-
lating genetic operations. In the present approach, Gray
codes were used. These have a Hamming distance of 1, i.e.,
one bit only is changed when adding or subtracting 1, and
they therefore tend to provide better performance than stan-
dard binary numbers. Each Gray-encoded parameter is
treated as a chromosome. The collection of chromosomes
that provide one solution is then treated as a virtual life-form
or individual. A population of these creatures usually 50–80
in number is simulated over many generations. Typically,
100 generations will yield good results, but in our case we
allowed the algorithm to evolve over 300 generations.
The actions performed in each generation of the GA are
illustrated in Fig. 1. At each generation, the creatures are
ranked according to how well they perform by evaluating a
fitness parameter. The best-performing creatures are given a
higher probability of finding a mate and reproducing, com-
pared to the poorer individuals. “Survival of the fittest” en-
sures that the population improves as a function of time, to
meet the requirements of the user. We used rank selection to
establish a creature’s reproduction probability P relative to
the rest of the gene pool.
In our rather typical implementation, the best-
performing individual was always copied into the next gen-
eration. This process is known as elitism, which increases the
speed of the convergence. 15% of the creatures, chosen by
rank selection, are also cloned into the new generation,
which simulates the existence of successful older generations
and allows them to have more than one child. In the other
85% of creatures, the child genetic code is generated using
the genetic code from two parents, again chosen by rank
selection. The parental code was combined using uniform
crossover. For each bit in the child chromosome, the out-
come of a coin toss decides from which parent the particular
bit is copied. A small fraction 0.7% of the child genetic
material is mutated. A mutation in this case is an inversion of
a parent bit, i.e., writing a “0” instead of a “1,” or vice versa,
which introduces a degree of randomness that is essential for
an efficient search of the parameter space. On average, the
resulting child chromosomes therefore contain just below
50% of the genetic material from each parent. Note that a
genetic algorithm in the limit of 100% mutation probability
is a pseudorandom search of parameter space.
Our software is written in C, and is made available to
other researchers without charge, under the GNU General
Public License. The algorithm was compiled using Apple’s
free XCode development suite6 and GCC 4 Ref. 7, to produce
an XOP binary that can be run using IGOR PRO.8 The optimi-
zation and simulation were performed on an Apple dual
2.7 GHz PowerPC G5, using approximately 15 h of CPU
time per run. The XOP binary has been written as a general
purpose program that could be used for a variety of optimi-
zation problems, and is not specific for neutron scattering.
III. GENERAL DESCRIPTION OF THE WASP
SPECTROMETER PROJECT
This study describes the optimization of the magnetic
field design within the NSE spectrometer project WASP
wide angle spin echo at the Institut Laue-Langevin ILL,
Grenoble, France. In a NSE spectrometer, very high energy
resolution is achieved without the signal losses caused by a
strong monochromatization of the neutron beam that is
needed for high-resolution time-of-flight measurements.9
The Larmor precession of the neutron spin in a magnetic
field B is used to encode the velocity of the neutrons. By
comparing the precession angles of the neutron spins in iden-
tical fields before and after scattering from the sample, re-
spectively, tiny velocity changes, viz., energy changes, can
be measured independently of the width of the neutron ve-
locity distribution.9 In quasielastic spectroscopy the measure-
ment delivers the real part of the normalized intermediate
scattering function IQ , t / IQ ,0 which is the time-energy
cosine transform of the scattering function SQ , which
would be obtained with time-of-flight spectroscopy divided




 SQ,d , 1
where Q is the momentum transfer,  is the energy transfer,
and t is the time. As measurements are generally performed
at constant angle, Eq. 1 is correct if  is much smaller than
the beam energy E. This condition is generally well fulfilled
FIG. 1. Graphical representation of the stepwise progression within a ge-
netic algorithm.
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as  /E is typically of the order of 10−6–10−1. Both func-
tions, IQ , t and SQ ,, contain, in principle, the full in-
formation about the structure and the dynamics of the mea-
sured system and the neutron scattering cross sections. The
time t is linearly dependent on the magnetic field and has a
cubic dependence on the wavelength :
t =  B · dl m2233, 2
where  is the gyromagnetic ratio of the neutron, B ·dl is
the integral of the magnetic field of the precession coils
along the neutron trajectory, and m is the mass of the neu-
tron. The field integral is calculated for the part of the neu-
tron trajectories between the Mezei  /2 flipper coils.9 These
coils turn the neutron spin directions by 90°, hence their
name, initiating and stopping the spin precession, respec-
tively. The flippers are necessary because the supermirror
polarizers and analyzers polarize and analyze the neutron
spins with a direction parallel to the beam axis, respectively,
which is also the direction of the precession fields.
The WASP spectrometer will replace the archetypal NSE
spectrometer IN11. The current IN11 instrument uses two
solenoids, positioned before and after the sample, to produce
the magnetic field for the precession of the neutron spins see
Fig. 2a.10 These solenoids are collinear to the incoming
and outgoing neutron beams. They have a diameter of
0.27 m and a length of 2 m each. At the IN11 spectrometer a
maximum field integral of 0.27 T m and a wavelength be-
tween 0.4 and 1.2 nm provide a maximum accessible time
lying between 3 and 50 ns. The WASP design Fig. 2b is
aimed at providing the same resolution at a substantially in-
creased angular acceptance.11 The project is based on the
novel design which has been introduced with the NSE spec-
trometer SPAN at HMI, Berlin, Germany.12 Here, the usual
collinear precession solenoids are replaced by two horizon-
tally mounted coils carrying opposite currents. The resulting
field is radially symmetric with the sample being placed at
the center. Thus, the field integral is independent of the neu-
tron scattering angle. Further pairs of coils, mounted on the
same vertical axis, provide a reduction of the local field for
the field-sensitive components. Compared to SPAN, the
WASP project aims for an increase in the resolution, i.e., the
maximum time, by a factor of 8 and for a further substantial
increase in the detection angle coverage by a factor of 3.
The two critical quantities for reaching the project goals
are the homogeneity of the magnetic fields and the adiaba-
ticity of the neutron spin rotations. At the maximum resolu-
tion, the neutron spins perform several tens of thousands of
precessions. As a consequence, the field homogeneity B /B
for the ensemble of the neutron trajectories must be below
10−6, so that—between different neutron trajectories—the
difference in total neutron spin precession angle is kept be-
low about 10°. In the WASP design, this will be achieved by
the integration of additional field-shaping coils and a careful
redesign of the coil layout. The most important correction
coils give a correction B to the field integral which is a
quadratic function of the distance z from the scattering plane:
B = Bl,0 · dl − Bl,z · dl = CFresnelz2, 3
where Bl ,z is the magnetic field along a trajectory which is
separated from the scattering plane by a distance z and
CFresnel is proportional to the field integral B ·dl. These cor-
rection coils are called Fresnel coils because of their shape
resembling Fresnel lenses. In addition to effects of a nonho-
mogeneous magnetic field, spin polarization can be lost
when the direction of the magnetic field changes quicker
than the Larmor frequency of the neutron spins. A useful
guiding figure for determining the likelihood of depolariza-
tion due to nonadiabatic field changes can be established








Here B is the rate of change of the direction of the B field,
and L is the Larmor frequency of the neutron spin. Losses
in neutron polarization are usually tolerably small if A is
lower than 0.2.
A high-quality design of the instrument using a manual
optimization procedure has already been provided Fig. 3.11
We use this design as a benchmark in the present study. For
the magnetic field calculations in our recent manual optimi-
zation study, as well as for the GA approach, we have used a
set of analytical Biot-Savart and Monte Carlo calculation
tools, which have been developed at ILL and HMI specifi-
cally for the design of spin-echo apparatus and for experi-
mental analysis. The use of analytical field calculations al-
lows for a rapid and precise calculation of the magnetic fields
on a large number of neutron trajectories. The programs have
been benchmarked and verified with the ILL spectrometers
FIG. 2. Comparison of the setup for a IN11 and b the replacement
spectrometer WASP. Arrows indicate the direction of the magnetic field
created by the solenoids. A gray tube indicates the trajectory of the incoming
neutron beam.
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IN11 and IN15, as well as with the HMI spectrometer SPAN.
The programs and macros are run on the commercial soft-
ware package IGOR PRO,8 which is widely used for data col-
lection and analysis with neutron spin-echo spectrometers.
The comparison between calculated and measured instru-
ment performance for existing spectrometers demonstrates
that a realistic estimate of the performance of WASP can be
expected using the present codes.11
IV. THE FITNESS FUNCTION
The fitness function, or figure of merit FOM, is at the
heart of the GA. It gives a quantitative, relative comparison
of solutions and is used to determine the probability of suc-
cessful reproduction. The fitness function encapsulates the
needs of the instrument designer and guides the pseudoran-
dom search in the desired direction. The algorithm then
merely searches the parameter space to either maximize or
minimize this function, as required. Thus, the main develop-
ment work for the instrument designer is the creation of a
suitable fitness function and boundary conditions. This is,
generally, the most time consuming step. However, once a
good fitness function is created, later amendments to the
boundary conditions can be rapidly implemented by a reop-
timization of the whole instrument with the new parameter
values.
For a NSE spectrometer the fitness is related to the num-
ber of neutrons which are detected N and the polarization P
for the highest resolution, i.e., the highest desired field inte-
gral, and/or for the worst adiabaticity, i.e., the shortest wave-
length. Typically the quantity which is optimized is NP2. In
the present simulations we had to find a different fitness
function as the calculation of NP2 would need a full MC
ray-tracing calculation for each individual in each genera-
tion.
In this case, the fitness of the generated instruments was
evaluated by taking into account the second order Fresnel
correction field CFresnel, the maximum field integral B ·dl,
and the diameter of the  /2 flipper correction coils Dflip
which determines the overall size of the instrument. Thus,
the fitness was described by the following simple equation,
where a better instrument has a lower f value:
f = CFresnel B · dlDflip. 5
This equation was found to be very efficient for the desired
optimization and it is still closely related to the standard NP2
optimization formula as both a smaller Dflip and smaller
CFresnel will lead to a higher N caused by a larger solid angle
for the incoming beam and less attenuation because of thin-
FIG. 4. GA evolved WASP setup after 300 generations using 70 individuals.
FIG. 3. Top and side views of the benchmark WASP setup determined with
a manual search.
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ner Fresnel correction coils. In addition a lower CFresnel will
signify smaller inhomogeneities of the magnetic field includ-
ing higher order inhomogeneities. Higher order field inho-
mogeneities cannot be corrected efficiently by magnetic cor-
rection lenses and lead, thus, to a loss in polarization.
During first optimization runs it turned out that Eq. 5
did lead to some undesired results, for example, instruments
with very low field integrals, zero field crossings and imprac-
tical coil shapes. Therefore, in the final calculations high f
penalties were imposed to restrict the accessible solutions.
We used this method to impose a lower boundary value of
0.25 T m for the field integral and to impose a maximum
instrument size Dflip of 5.23 m size of the benchmark instru-
ment. We also use penalties to ensure that the fields at the
flipper positions are within operating tolerances, that the
adiabaticity parameter is better or equal to the benchmark
configuration, and that the main coils have a tolerable mini-
mum separation.
The Fresnel correction factor CFresnel was calculated us-









employing a beam radius z of 2 cm. In Eq. 6, averaging
over field integrals above and below the scattering plane is
performed as the magnetic field is not perfectly symmetric
with respect to the scattering plane. Although the formula
employs only very limited averaging to limit the number of
calculated field integrals, it performed very well in the opti-
mization process.
FIG. 5. Evolution of the optimization parameters as a function of the generation number. The lengths y axes are given in cm.
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V. RESULTS
The design shown in Fig. 4 is the result of a GA evolu-
tion after 300 generations and a population of 70 individuals.
Figure 5 shows the evolution of all the instrument parameters
and Fig. 6 gives an overview of the most important param-
eters of the FOM, as well as the FOM itself.
A. Comparison with benchmark design
Table I shows a comparison between the benchmark,
manual design, and the automatic design evolved using the
GA. The most important difference is in the required
Fresnel-type field corrections for a given field integral and
the depolarization due to nonadiabatic rotations of the neu-
tron spins. These comparisons were performed using Monte
Carlo ray-tracing macros. The GA design features a 15%
reduction of the Fresnel correction compared to the bench-
mark design Table I. This is a substantial improvement, but
it also suggests that the manual design was already not far
from the global optimum.
Figure 7 shows the effect of nonadiabatic spin rotations
by displaying the polarization of a neutron beam, that was
perfectly polarized initially, at the second  /2 flipper as a
function of the neutron wavelength for beam and sample
heights of 4 cm. As expected, the effect of nonadiabaticity is
strongest for the fastest neutrons, i.e., for the neutrons with
the smallest wavelength. The benchmark design suffers from
a significant depolarization of 	10% at short neutron wave-
lengths, whereas the GA derived design appears to be with-
out this flaw. Note that this difference in performance is not
reflected in the adiabaticity parameter which is about 0.2 for
both instruments. The adiabaticity parameter Eq. 4 is cal-
culated on the central beam axis only and does not take into
account the homogeneity of the fields. As the homogeneity is
improved considerably for the GA evolved design, the depo-
larization determined with a Monte Carlo calculation Fig. 7
is substantially better for the new design.
Another measure of the quality of a given magnetic field
design is provided by qualitative analysis of the shape of the
field profile, as a function of distance along the central, ide-
ally collimated neutron trajectory. An analytical calculation
by Zeyen et al. has demonstrated that the field corrections
FIG. 6. Evolution of the key parameters expressing the performance of the spectrometer as a function of the generation number.
TABLE I. FOM and related parameters for the benchmark developed with a
manual search and the GA result using 300 generations and 70 individuals.
The FOM is normalized to 1 for the benchmark design.
Parameter Benchmark This study
FOM 1.0 0.86
Dflip 523 cm 523 cm
Field integral 0.25 T m 0.25 T m
CFresnel / field integral 4.52 m−2 3.88 m−2
Adiabaticity 0.19 0.20
FIG. 7. Simulated polarization of a 4 cm diameter cross-section neutron
beam after having passed the spectrometer as a function of the wavelength.
The loss in polarization at low wavelengths is caused by nonadiabatic
changes of the field direction.
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should be minimal for a field profile that follows a cos2
shape.13 Figure 8 depicts the comparison of the magnetic
field profile of the new design with a fitted cos2 function for
the field between the sample and the exit of the spectrometer.
The figure demonstrates that the GA derived field profile is
indeed very close to the theoretical optimum, in spite of the
fact that the GA did not receive any input that this function
should be the best solution. The visual comparison of the
benchmark design with the respective cos2 fit shows much
stronger deviations from the theoretical optimum than for the
GA derived setup. This is a further indication for the overall
design improvement achieved by the GA approach over the
traditional manual methods.
B. General observations drawn from GA optimization
The artificial intelligence approach samples a large num-
ber of instrument designs in a very short time, compared to a
manual search. Thus, it is possible to observe general trends
of these parameters during the optimization process, which
can give the instrument designer additional information on
critical and noncritical parameters for the optimization. In
the construction phase of the apparatus noncritical param-
eters can then be adapted to the solution which is easiest and
most cost efficiently realized. In the following we will list a
few of the results which were extracted from a series of GA
runs by following the evolution of the parameters see Figs.
5 and 6.
In our calculations the GA always chose the maximum
in the given range for the instrument diameter flipper com-
pensation coil diameter in Fig. 5. This is a reasonable be-
havior for the given fitness function f . f is proportional to the
instrument size and to the Fresnel correction. Now, a linear
scaling up of the magnetic coil setup leads to a quadratic
decrease in the Fresnel correction, leading to a linear de-
crease in the fitness function favoring larger instruments. If
we consider the standard optimization according to NP2 then
we note that the fitness function performs well in favoring
the better field homogeneity over a slightly higher signal.
Upper limits for the instrument diameter, therefore, have to
be given by outside factors such as the maximum size due to
space and mechanical restrictions and the maximum detector
area that can be covered.
The GA moves the flipper compensation coils as close to
the scattering plane as allowed by the given parameter range
flipper compensation coil separation in Fig. 5. The correc-
tion current can then be made relatively small, and the cor-
rection field is confined to a small section of the neutron
trajectories, maintaining a large field integral. Hence, it is
generally preferable to make this gap as small as technically
feasible.
The axial extension and width of the main precession
coils do not have a large impact on the FOM main coil
thickness and length in Fig. 5. However, the cross section of
the coil windings stayed very much constant for the best
solutions of all runs performed. It is possible, therefore, to
determine the axial extension and width of the main coils
based on mechanical restrictions, defined in collaboration
with coil manufacturers.
The main coil diameter did shift to much higher values
than in the benchmark design. In the GA solutions the main
coil has a diameter which is very close to the average of the
flipper and sample compensation coil diameters, i.e., the
main precession coils are placed in between the correction
coils.
The sample compensation coils increased substantially
in diameter and separation compared to the benchmark de-
sign. Larger sample compensation coils lead to a much better
adiabaticity and smoothen the transition from the small field
around the sample to the precession field. Close to the
sample, the field shape is now particularly close to the theo-
retical optimum of a cos2 shape Fig. 8.
VI. DISCUSSION
We have presented a new approach to optimize the de-
sign of complex physical instrumentation by using genetic
algorithms. The feasibility of the approach was demonstrated
by the case study of a particularly complex spectrometer, the
wide angle neutron spin-echo spectrometer project WASP at
the Institut Laue-Langevin in Grenoble, France. We conclude
that the GA is a powerful, robust tool for the development of
better-performing instrumentation if used carefully; the GA
is able to handle local and weak optima efficiently and pro-
vides solutions that can significantly outperform those found
by months of manual optimization. It was shown that the GA
can help in identifying parameters which are critical for the
instrument optimization and parameters which can be
changed during apparatus construction without compromis-
ing instrument performance.
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