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THE NONCOMMUTATIVE LO¨WNER THEOREM FOR
MATRIX MONOTONE FUNCTIONS OVER
OPERATOR SYSTEMS
J. E. PASCOE
Abstract. Given a function f : (a, b) → R, Lo¨wner’s theorem
states f is monotone when extended to self-adjoint matrices via
the functional calculus, if and only if f extends to a self-map of
the complex upper half plane. In recent years, several generaliza-
tions of Lo¨wner’s theorem have been proven in several variables.
We use the relaxed Agler, McCarthy, and Young theorem on locally
matrix monotone functions in several commuting variables to gen-
eralize results in the noncommutative case. Specifically, we show
that a real free function defined over an operator system must an-
alytically continue to a noncommutative upper half plane as map
into another noncommutative upper half plane.
1. Introduction
Let f : (a, b) → R. Lo¨wner answered the question of when such a
function is monotone when f is extended to self-adjoint matrices (or
even operators in general) via the functional calculus, which has found
various applications. Specifically, we say f is matrix monotone on
(a, b) ⊂ R if
A ≤ B ⇒ f(A) ≤ f(B)
whenever A and B are self-adjoint matrices of the same size with spec-
trum in (a, b), f is being applied in the sense of the functional calculus
on self-adjoint operators, and ≤ is interpreted to mean that the differ-
ence is positive semidefinite.
Let Π be the upper half plane in C. Lo¨wner’s theorem states the
following:
Theorem 1.1 (Lo¨wner [15]). Let f : (a, b) → R be a bounded Borel
function. The function f is matrix monotone if and only if f is real
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analytic and analytically continues to the upper half plane as a function
from Π ∪ (a, b) into Π.
For a modern treatment of Lo¨wner’s theorem, see e.g. [7, 2, 3]. For
applications, see e. g. [5, 14, 24, 23] .
Now, one could ask what kind of functions preserve inequalities
of, say, two block matrices of size 2 by 2. That is, given a function
f(X11, X12, X21, X22) and an inequality(
A11 A12
A21 A22
)
≤
(
B11 B12
B21 B22
)
,
when can we say
f(A11, A12, A21, A22) ≤ f(B11, B12, B21, B22)?
For example, is the function given by the formula X11 − X12X
−1
22
X21,
the Schur complement, monotone in the above sense on positive block
2 by 2 matrices? It turns out the Schur complement is indeed mono-
tone, which has certainly been known for some time[18], and can be
shown via elementary arguments– for example, its inverse appears in
the formula for block inversion of a matrix as a diagonal entry. How-
ever, we are interested in an effective systematic way of classifying such
functions as in Lo¨wner’s theorem, and that is what we will establish in
the noncommutative context.
2. The noncommutative context
We now describe the noncommutative context in which we desire
to prove a generalization of Lo¨wner’s theorem. First, we must give
the appropriate generalization of the functional calculus (see [16] for
a more thorough introduction). We also note various noncommutative
generalizations to the free functional calculus of Lo¨wner’s theorem were
considered by the current author and Tully-Doyle [22], and by Palfia
[19] previously, and to other functional calculi by Hansen [8] and Agler,
McCarthy, and Young [1]. Moreover, this work fits into a greater effort
to systematize the theory of matrix inequalities [9, 13, 11, 12, 10].
Let R be a real topological vector space. We define the matrix
universe over R, denoted M(R), to be
M(R) =
⋃
n∈N
Mn(C)⊗R R,
where Mn(C) denotes the space of n by n matrices. We endow M(R)
with the disjoint union topology. Given U ⊂ M(R), we use Un to
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denote U ∩Mn(C)⊗ R. We define the Hermitian matrix universe
over R, denoted S(R), to be
S(R) =
⋃
n∈N
Sn(C)⊗R R,
where Sn(C) denotes the space of n by n Hermitian matrices.
For a concrete example, if we take R = S2(C), the 2 by 2 Hermitian
matrices over C, M(S2(C)) consists of all block 2 by 2 matrices and
S(S2(C)) consists of all block 2 by 2 Hermitian matrices. For another
example, taking R = R2, the set M(R2) consists of all pairs of same-
sized matrices and S(R2) consists of all pairs of same-sized Hermitian
matrices.
We define a domain D ⊂M(R) to satisfy the following two axioms:
(1) X ⊕ Y ∈ D ⇔ X, Y ∈ D
(2) X ∈ Dn ⇒ U
∗XU ∈ D for all n by n unitaries U over C.
Let D ⊂M(R1) be a free domain. We say a function f : D →M(R2)
is a free function if
(1) f |Dn maps into M(R2)n
(2) f(X ⊕ Y ) = f(X)⊕ f(Y ),
(3) S−1f(X)S = f(S−1XS) for all n by n invertible matrices S
over C such that X,S−1XS ∈ Dn.
We note any noncommutative rational expression gives a free function
on its domain of definition. For example, the Schur complement, X11−
X12X
−1
22
X21, gives a free function on the subset D ⊆M(S2(C)) where
X−1
22
is defined. For another example, the matrix geometric mean,
X
1/2
1
(X
−1/2
1
X2X
−1/2
1
)1/2X
1/2
1
defines a free function on the subset D ⊆
S(R2) of all pairs of positive definite matrices.
If R is a real operator system, that is, R is a real subspace containing
1 in a C∗ algebra of self-adjoint elements, for each n there is a natural
ordering on Sn(C)⊗R, since matrices over R are themselves elements
of a larger C∗-algebra. That is, given A,B ∈ Sn(C)⊗R, we say A ≤ B
if B − A is positive semidefinite as an element of Sn(C)⊗ R.
Accordingly, given R1 and R2 real operator systems and a domain
D ⊆ S(R1), we say a free function f : D → S(R2) is matrix mono-
tone if A ≤ B ⇒ f(A) ≤ f(B) whenever A and B have the same
size.
Define Π(R) = {Im X > 0} where A > B if the difference is strictly
positive definite, that is, it is self-adjoint and its spectrum is a subset
of (0,∞), and Im X = (X −X∗)/2i.
We show the following theorem.
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Theorem 2.1 (Noncommutative Lo¨wner theorem over operator sys-
tems). Let R1 and R2 be closed real operator systems. Let D ⊆ S(R1)
be a free domain. Suppose each Dn is convex and open as a subset of
Sn(C)⊗R. A function f : D → S(R2) is matrix monotone if and only
if f extends to a continuous free function F : Π(R1) ∪D → Π(R2).
We note that such a function must be analytic on each Π(R1)n due
to the draconian nature of free functions. See [16]. We also point out
that the case where R1 = R
d as a diagonal algebra and R2 = R was
explored in [22, 19], and that the current work simplifies the proof of
the main result of those works if we are willing to use the commutative
Lo¨wner theorem from [1] as a black box. Moreover, if we are given
a rational expression, such as the Schur complement, on a nice finite
dimensional operator system, such as a matrix algebra, one can apply
the algorithms in [10] which make the rational convex Positivstellensatz
[21] effective to check that a function is matrix monotone in our sense.
Finally, we should comment that the setting of operator systems is
equivalent to defining an Archimedian matrix ordering on S(R), where
R is an abstract real vector space, by the Choi-Effros Theorem [6]. That
is, we might have alternatively defined an ordering on S(R) using any
proper closed Archimedian matrix convex cone, but the result is the
same.
Before we arrive at the proof of our Theorem, we should revisit our
Schur complement. Our domain D ⊂ S(S2(C)) is the set of positive
definite block 2 by 2 matrices upon which our function, defined by the
formula
f
(
X11 X12
X21 X22
)
= X11 −X12X
−1
22
X21,
is a free function f : D → S(R). According to our Theorem, f will be
matrix monotone if and only if f extends to a continuous free function
from D ∪ Π(S2(C)) to Π(R). It is clear that extension of f to the new
domain must still be given by the same formula as before. Either using
the algorithms in [10, 21] or by brute force, one can see that
Im f =
(
1
(X∗
22
)−1X∗
12
)
∗
[
Im
(
X11 X12
X21 X22
)](
1
(X∗
22
)−1X∗
12
)
which is manifestly positive definite whenever Im
(
X11 X12
X21 X22
)
is pos-
itive definite– that is f maps Π(S2(C)) to Π(R). That is, our Theorem
now implies that the Schur complement is matrix monotone.
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Another example of a matrix monotone function, is the matrix geo-
metric mean and various generalizations, see [17, 4]. In the two pa-
rameter case it is not immediately clear to the author how to show the
function X
1/2
1
(X
−1/2
1
X2X
−1/2
1
)1/2X
1/2
1
continues to a map from Π(R2)
to Π(R) without going through the generalization of Lo¨wner’s theorem.
3. The proof of the main result
(⇒) The proof will go by viewing, for each n, f |Dn as a matrix
monotone function in several commuting variables in the sense of Agler,
McCarthy, and Young.
Agler, McCarthy, and Young extended Lo¨wner’s theorem to several
commuting variables for the class of locally matrix monotone func-
tions [1]. Subsequently, it was generalized to remove some technical
assumptions by the author in [20]. Let E be an open subset of Rd.
Let CSAMdn(E) denote the d-tuples of commuting self-adjoint ma-
trices of size n with joint spectrum contained in E. We say that a
function f : E → R is locally matrix monotone if for any C1 path
γ : (−1, 1) → CSAMdn(E) such that γ
′(0)i > 0, there exists an ǫ > 0
such that for all −ǫ < t1 < t2 < ǫ, g(γ(t1)) ≤ g(γ(t2)).
We recall the following theorem.
Theorem 3.1 (Agler, McCarthy, and Young [1], Pascoe [20]). Let E
be an open subset of Rd. Let g : E → R be a locally matrix monotone
function. Then g is analytic, and g extends to a (unique) continuous
function on Πd ∪ E which maps into Π which is analytic on Πd.
We note that the original formulation of Agler, McCarthy, and Young
applied only to C1 functions g, and via an argument using mollifiers it
was shown that the theorem holds for arbitrary functions.
We note that is sufficient to show that on each nonempty Dn, our
function f analytically continues to Π(R1)n taking values in Π(R2)n. It
is an elementary, but perhaps somewhat involved, exercise to show that
the induced extension of f will be a free function on Π(R1). Namely, the
edge-of-the-wedge theorem will ensure that the extension of f actually
analytically continues through each Dn as a function on Π(R1)n ∪Dn
and the rest of the properties will follow by analytic continuation.
Now, we note that it is sufficient to show that for every (completely)
positive unital linear functional l : M(R2)n → C that fn,l = l ◦ f |Dn
extends analytically toDn∪Π(R1)n as a map taking values with positive
imaginary part. This is obvious when R2 is finite dimensional, and an
exercise in functional analysis otherwise.
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Fix P ∈ Dn. Let K1, . . .Km > 0 be positive elements of S(R1)n.
Let C be the cone generated by K1, . . . , Km and let S be the span of
K1, . . . , Km. We will show that fl,n uniquely analytically continues to
P + S + iC. Taking larger and larger sets of Ki will give an analytic
continuation fn,l to the whole of Π(R1)n. That is, the sets P + S + iC
exhaust Π(R1)n.
Define the function g(h) = fl(P +
∑
i hiKi)). Now g(h) is a locally
matrix monotone function in the sense of Theorem 3.1 as a function
on Rm which induces the unique analytic continuation of fn,l to the
desired space taking values in Π. So, we are done.
(⇐) The converse direction is easy and follows from a computation
of the derivative for directions pointing into the upper half plane. See
[22, Lemma 4.8] where the details are essentially the same.
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