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in  improving deterministic safety analysis as an essential  tool  for demonstrating  the safety of nuclear power 
plants. Best estimate  (BE)  computer  codes were developed  to model  the  complex and  strong  coupling  that 
exists between  the neutron and  thermal‐hydraulic  fields  that are present  in  the core of nuclear  reactors. At 
present,  these  are  employed  (among other  applications)  in  the prediction  of  the  safety margins  of  nuclear 
power  plants  during  normal  and  off‐normal  operating  conditions.  Nevertheless,  even  if  the  best  available 
science  is applied  in the modeling of nuclear reactors, uncertainties are always present  in the calculations.  In 
recent years,  it has been  recognized by  the nuclear community  that  if useful conclusions are  to be obtained 
from BE codes, these should be supplemented by a quantitative uncertainty analysis. In this thesis, uncertainty 
and  sensitivity  analysis  is  performed  on  neutronic  and  thermal‐hydraulic  calculations  of  LWRs.  A  statistical 
approach  is employed, where  the non‐deterministic  treatment of a physical model  that  induces a stochastic 
nature  on  the  code  outputs  is  based  on  a  sampling methodology.  The  preferred  sampling  strategy  for  the 
current study corresponds to the quasi‐random Latin Hypercube Sampling (LHS). This technique allows a much 
better  coverage  of  the  input  uncertainties  than  simple  random  sampling  (SRS)  because  it  densely  stratifies 
across the range of each input probability distribution. This is one of the first works that employs LHS to sample 
the  input uncertain space, and then relies on the concept of non‐parametric tolerance  intervals for the code 
output  uncertainty  assessment  for  both  neutronic  and  thermal‐hydraulic  calculations.  It  is  shown  at  the 
different stages in the modeling of LWRs that LHS offers the possibility to assess more realistic non‐parametric 
tolerance  limits  than  SRS,  because  code  non‐linearities  are much  better  handled when  the  input  space  is 
covered in an efficient way.  
 
The  deterministic  modeling  of  LWRs  begins  with  the  computation  of  energy‐collapsed  and  homogenized 
macroscopic cross‐sections by means of a lattice code. Once these parameters are functionalized as a function 
of the reactor state variables and discretized  in space, they are used as  input variables by core simulators  in 
order  to calculate  the spatial distribution of  the neutron  flux and  thus, the spatial distribution of  the power. 
Once  the power  is determined,  the  thermal‐hydraulic variables are updated, and  the process  repeated until 
convergence.  This  thesis  is  divided  in  three  different  parts  related  to  the  possible  neutronic  and  thermal‐
hydraulic modeling strategies.  In the first part, microscopic cross‐section uncertainties based on two modern 
nuclear  data  libraries  such  as  JENDL‐4  and  ENDF/B‐VII.1  were  derived  in  multi‐group  format.  These  were 
propagated  through  lattice  calculations  in  order  to  perform  uncertainty  analysis  on  the  infinite  neutron 
multiplication factor (݇ஶሻ, and on two‐group homogenized macroscopic cross‐sections corresponding to a PWR 
fuel segment. The aim is to compare the uncertainty assessment on ݇ஶ and on the macroscopic cross‐sections 
when  the different nuclear  libraries  are  employed.  It was  found  that  the  computed uncertainties based on 
JENDL‐4  are  much  higher  than  the  computed  uncertainties  based  on  ENDF/B‐VII.1.  A  sensitivity  analysis 




first one  corresponds  to  the  forward approach of  input uncertainty propagation, where  the  input uncertain 
space  formed by  the nodal  two‐group macroscopic cross  sections and diffusion coefficients  is  sampled both 
with SRS and LHS. The possible ranges of variation of such an input space are based on data from a depletion 
calculation corresponding to the cycle 26 of the Swedish Ringhals‐1 BWR. The aim of this study is to compare 
the  efficiency  of  the  uncertainty  assessment  performed  on  the  nodal  thermal  flux when  SRS  and  LHS  are 
employed.  On  the  other  hand,  in  the  second  type  of  uncertainty  analysis  presented  in  this  chapter, 
discrepancies between  spatial measured and  calculated  fluxes  in Ringhals‐1 are used  to perform an  inverse 
	
	
uncertainty analysis on  the  spatial dependence of  the different core parameters. This analysis  is carried out 
using Bayesian statistics, where, for a certain cycle, the frequency distributions of macroscopic cross‐sections 
and diffusion coefficients at every assembly node are updated based on  the error distribution of  the spatial 
thermal  flux. Emphasis was made on performing uncertainty  analysis  as well on  the  coefficients of  a nodal 
cross‐section  model.  Although  a  very  simple  model  was  derived,  the  aim  is  to  propose  an  uncertainty 
assessment based on replicated sampling techniques such as the general bootstrap method.  
 











































Puedes	 llamarme	Cuauhtecuhtli,	 el	 Señor	de	 las	Águilas.	He	 venido	a	 llevarte	a	 tu	
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At  the  end  of  the  year  2011,  nuclear  energy  provided  about  15%  of  the world’s  electricity  as  a 
continuous and reliable based‐load power. Nowadays, nuclear energy  is experiencing a renaissance 
because  it  represents  a  very  good option  to  fulfill  the  growing demand  for  electricity  around  the 
globe. Concerns over  climate  change and dependence on unsecure  supplies of  fossil  fuels are  the 





Russian  Federation.    Therefore, with  an  increased  number  of  light water  reactors  (LWRs)  in  the 
world,  there  is  a  huge  interest  in  improving  deterministic  safety  analysis  as  an  essential  tool  for 
demonstrating  the  safety  of  nuclear  power  plants.  The  main  objective  of  safety  analysis  is  to 
demonstrate  in a  robust way  that all  safety  requirements are met;  that  is,  that  sufficient margins 
exist  between  the  real  values  of  important  parameters  (e.g.  peak  cladding  temperature)  and  the 
threshold values at which the barriers against release of radioactivity would fail [2].    
The  strong  coupling  between  the  neutron  kinetics  and  thermal‐hydraulics  is  a  unique  feature  of 
LWRs, which makes  the calculation of  their behavior a very challenging  task. The so‐called nuclear 
best estimate (BE) codes are complex tools developed to predict how the neutron density field (i.e. 
the spatial and temporal distribution of the neutron density throughout the core) interacts with the 
density  field  of  the  coolant  and  the  temperature  field  of  the  fuel  (i.e.  the  spatial  and  temporal 
distribution  of  the  enthalpy  of  the  coolant/temperature  of  the  fuel  throughout  the  core).  The 
common modeling strategies all rely on separate modeling tools for resolving the different fields and 
possibly  the  different  scales.  The  interdependence  between  the  different  fields/scales  is  usually 
accounted  for  by  software  coupling. Nuclear  codes  are  used  nowadays  not  only  to  estimate  the 
transient behavior of light water nuclear power plants during off‐normal conditions, but also for the 
evaluation  of  safety margins.  The  training  of  operators,  the  optimization  of  the  plant  design  and 
related emergency operating procedures are some of the applications of such codes. Nevertheless, 
even though modern nuclear codes are based on the best available science, uncertainties are always 
present  in  the  calculations.  They  originate  from  different  sources  like  for  instance,  a  lack  of 
knowledge in the physical interpretation and representation of the code models, as well as plant and 
fuel parameters that are  input data  for the code. Therefore,  it has been recognized by the nuclear 
community  that  if  useful  conclusions  are  to  be  obtained  from  BE  calculations,  these  should  be 
supplemented by a quantitative uncertainty analysis. On  the other hand,  the  study of how output 
uncertainty  can be apportioned  to  the different  input  sources, known as  sensitivity analysis,  is an 









limiting parameters  should be performed using  specified conservative procedures.  In 1988,  the 10 
CFR 50.46 amendment allowed  the use of BE codes  for performing safety analysis, stipulating  that 
uncertainties must  be  identified  and  quantified.  At  present,  in  the  existing  International  Atomic 
Energy  Agency  (IAEA)  safety  standards  [4],  the  use  of  BE  codes  with  realistic  input  data  plus 
uncertainty analysis  is recognized as an acceptable option for demonstrating that safety  is ensured 





In  this  thesis, uncertainty  analysis  is performed  at different neutronic  and  thermal‐hydraulic  LWR 
modeling stages using a Monte Carlo‐based approach, where  the non‐deterministic  treatment of a 
physical  model  that  induces  a  stochastic  nature  on  the  code  outputs  is  based  on  a  sampling 




has  been  highly  accepted  by  many  scientific  disciplines  not  only  because  of  its  solid  statistical 
foundations, but also because it is affordable in practice and relatively easy to implement thanks to 
the tremendous advances in computing capabilities.  
The  preferred  sampling  strategy  for  the  current  study  corresponds  to  the  quasi‐random  Latin 
Hypercube Sampling (LHS). This technique allows a much better coverage of the input uncertainties 
than  simple  random  sampling  (SRS)  because  it  densely  stratifies  across  the  range  of  each  input 
probability distribution.  In  fact, LHS was born  in  the  field of safety analysis of nuclear reactors  [5], 
and one of the goals of this work is to prove the benefits and efficiency of using LHS over SRS in both 
LWRs  neutronic  and  thermal‐hydraulic  predictions.  Once  a  sample  of  the  code  output  has  been 
taken, a statistical inference of the output population parameters is performed. During recent years, 
it  has  been  common  in  the  field  of  nuclear  reactor  safety  to  use  the  theory  of  non‐parametric 
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tolerance  limits  for  the  assessment  of  code  output  uncertainty.  This  approach  is  based  on  the 
minimum sample size required to infer a certain coverage of a population, with a certain confidence. 
Thus, the different code output uncertainty assessments performed in this work along the neutronic 
and  thermal‐hydraulic calculations are based on  the concept of non‐parametric  tolerance  limits.  In 











This  thesis begins with a  review of  the statistical approach  to perform uncertainty analysis, where 
LHS and SRS are explain in detail. The following chapters are related to the three main stages that are 
currently  employed  in  the modeling  of  the  neutronic  and  thermal‐hydraulic  fields  of  the  core  of 
LWRs. In chapter 3, microscopic cross‐section covariance data in multi‐group form was derived from 
modern  nuclear  data  libraries.  The  different  covariance  matrices  were  propagated  through  the 
DRAGONv4.05  lattice code,  in order  to assess a degree of uncertainty  to  the energy‐collapsed and 
homogeneized macroscopic  cross‐sections  and diffusion  coefficients.  Thus,  a  comparison between 
the  computed  uncertainties  based  on  JENDL‐4  and  ENDF/B‐VII.1  data was  performed  on  a  15x15 
PWR  fuel  segment  test case corresponding  to  the Exercise  I‐2 of  the OECD/NEA UAM benchmark. 




forward  analysis  aims  to  prove  that  LHS  is  much  more  computational  efficient  than  SRS  in  the 
computation of the maximum achievable uncertainty of the nodal thermal flux. On the other hand, 
the  inverse  study aims  to obtain posterior PDFs of nodal macroscopic cross‐sections and diffusion 
coefficients using a Bayesian uncertainty analysis. This is based on the discrepancies between spatial 




































of  the  neutron  flux  (i.e.  only  taking  into 
consideration up to the P1 component), or 
the  use  of  diffusion  theory  in  the 
prediction of the nodal neutron flux in the 
reactor core. 
Including  only  some  terms  in  the  field 
equations  (e.g.  the  viscous  stress  terms  are 
sometimes  not  included),  uncertainties  in 





The  chosen  numerical  method  to 
discretize  the  neutron  flux  spatial 
dependence. 
The  chosen  nodalization  of  the  system  that 









Neutron  cross‐sections  were  obtained 
mainly  from  experiments. Nowadays,  the 





because  in  many  cases  they  come  from 
measurements.  Other  system  components 
parameters such as the time when a pump or 
valve  is  tripped,  controller  parameters,  etc., 
are also considered here. 






is  the uncertainty  that arises because  the system under study can behave  in many different ways. 
This type of uncertainty is often referred to as stochastic or aleatory uncertainty, and is a property of 
the  system  under  consideration  due  to  random  or  inherent  variation  [8].  This  uncertainty  is 
irreducible and includes the basic statistical concepts of variability and the definition of probability as 
describing  the uncertainty associated with  the outcome of an experiment or event. An example of 












are  evaluated  using  two  approaches:  a)  Propagation  of  input  uncertainties  or  b)  Extrapolation  of 
output uncertainties. In the first approach, uncertain input parameters are characterized by specific 
ranges  and/or  probability  density  functions  (PDFs),  and  calculations  are  performed  varying  such 
parameters.  Deterministic  and  statistical  methodologies  follow  this  approach.  However,  in  the 








In  this  chapter,  sampling‐based  methods  that  are  employed  for  performing  uncertainty  and 
sensitivity analysis are presented, since the work of this thesis is based on this approach. A literature 










can  be  studied with  statistical methods.  The  first  step  of  this  framework  is  to  identify  the most 
important uncertain parameters defined as  തܺ ൌ ሺݔଵ, ݔଶ, … , ݔ௞ሻ. They  should be  characterized by a 
sequence of probability density  functions  (PDFs) ܦଵ, ܦଶ, … , ܦ௞, defining  the uncertain  input  space. 
Then,  a  sampling  strategy  is used  to  generate  a  sample of  size N  from  such  input  space which  is 





these  distributions  determine  both  the  size  and  the  distribution  of  the  uncertainty  in  the model 
results.  Nevertheless,  their  characterizations  have  been  widely  based  on  formal  expert  review 
processes.  In  this  case,  the  investigator decides  the plausible  range of  variation  for each  input. A 
small  range usually maintains numerical  stability of  the code meanwhile a  large  range will  lead  to 
more  useful  information  about  the  code  behavior.  However,  the  choice  is made  by  intuition  or 
guesses  and might  have  to  be  revised  after  some model  runs  [11,12].  The  next  step  is  to  assign 
probability  distributions  to  characterize  a degree of belief with  respect  to where  the  appropriate 
value  of  each  തܺ element  is  located.  Unfortunately,  contrary  to  the  aleatory  uncertainty  where 
observational and/or experimental results might help to find out a probability distribution, data will 
often not be available to characterize epistemic uncertainty, thus making the distribution assignment 
somewhat arbitrary. Common choices  for distributions are  the uniform, normal and  lognormal  for 






overall  uncertainties  in  the  modeling  process  from  the  cognitive  biases  that  affect  subjective 
judgment.  Some authors [13] have expressed their concern about how the so‐called expert opinion 













replaced  by  a  quantitative  uncertainty  assessment  based  on  the  difference  between  code  and 
experimental  agreements.  For  instance,  the  Canadian  regulatory  body  agrees  on  the  BE  plus 
uncertainty  approach  for  licensing  purposes  if  input  uncertainties  are  assessed  against  relevant 





analysis  results  is  random  sampling.  In  this  procedure,  each  sample  element  is  generated 
independently of all other sample elements; however, there  is no assurance that a sample element 
will be generated from any particular subset of the input space. In particular, important subsets with 
low probability but high  consequences  are  likely  to be missed  if  the  sample  is not  large  enough. 
Furthermore,  if  sampled  values  fall  closely  together,  the  sampling  is  quite  inefficient.  In  order  to 
overcome this issue, the stratified‐based Latin hypercube sampling was derived.  
A brief but good historical review of the Latin Hypercube development is made by Helton et al. in [5]. 






is  selected at  random  from each  interval. The ܰ	 values  thus obtained  for ݔଵ are paired at  random 
without  replacement with  the ܰ values obtained  for ݔଶ.  These ܰ pairs  are  combined  in  a  random 
manner without  replacement with  the ܰ values  of ݔଷ to  form ܰ triples.  This  process  is  continued 
until a  set of ܰ ܭ െ ݐݑ݌݈݁ݏ is  formed.  In  this way, a good coverage of all  the  subsets defining  the 
uncertain  input space can be achieved. Therefore, LHS can be viewed as a compromise, since  it  is a 
procedure that  incorporates many of the desirable features of random and stratified sampling. The 









If the coverage performed with LHS  is to be compared to the SRS case,  it  is straightforward to see 
that LHS will perform better or at least equivalently in covering the joint range of the PDFs depending 
on the type, number of distributions forming the space and desired number of samples. For instance, 





























variance,  i.e.   ܧሺ ௌܵோௌଶ ሻ ൌ ܵଶ.  However,  if  LHS  is  employed, ܵ௅ுௌଶ ൌ ܵଶ is  an  asymptotically  biased 
estimator. McKay et al. [15] also proved that, if ݕ௜  is monotonic in each of the ݔ௝, the expected value 
of the LHS variance estimator varies between: 
																																																																		൤ ܰሺܰ െ 1ሻ൨ ܸܽݎሺݕሻ ൑ ܧሺܵ௅ுௌ
ଶ ሻ ൑ ܸܽݎሺݕሻ																																				ሺ2.4ሻ 
Even  if ܵ௅ுௌଶ  was found to have a  little bias,  it was also found to have  less sampling variability than 
ௌܵோௌଶ .  This  result,  together  with  Eq.  (2.1),  suggests  that  the ሺ1 െ ߙሻ confidence  interval  of  the 





Where  ݐଵିഀమ  corresponds  to  the 1 െ ߙ 2⁄  quantile  of  the  t‐distribution  with ܰ െ 1  degrees  of 
freedom. 
Thus,  the  uncertainty  analysis  is  more  efficient  with  LHS  not  only  for  presenting  less  sampling 
variability on  the estimation of  the output parameters, but  also due  to  the  fact  that  it  can much 
better handle  the  code non‐linearities. The  reason  lies with a much better  coverage of  important 
regions of the input space than SRS, if the sample size is the same.  
The  LHS methodology previously described  assumes  that  the different  variables  are  independent. 
Nevertheless,  Iman  and  Conover  [16]  developed  a  Latin  hypercube  procedure  developed  for 
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rearrange  the  values  in  the  individual  columns  of  തܺ,  so  that  a  desired  rank  correlation  structure 




If  the correlation matrix of  തܺ	 is called  തܶ 	,  the method applies a Cholesky decomposition  to both  തܶ 
and 	ܥ௡̅௘௪ in  order  to  obtain,  respectively,  the  തܳ and  തܲ lower  triangular  matrices  that  satisfy  the 
following relationships: 
 
											ܥ௡̅௘௪ ൌ തܲ	 തܲᇱ 
                                                                                                                                                                              (2.7) 
											 തܶ ൌ തܳ	 തܳᇱ 
Then, the target or desired matrix  തܺ∗ can be computed such as: 
																																																																																									 തܺ∗ ൌ തܺܵ̅ᇱ																																																																						ሺ2.8ሻ 
Where the ܵ̅ matrix relates  തܶ and 	ܥ௡̅௘௪  as follows: 
																																																																																						ܥ௡̅௘௪ ൌ ܵ̅ തܶܵ̅ᇱ																																																																		ሺ2.9ሻ 






parameters  is performed. During  recent years,  it has been common  in  the  field of nuclear  reactor 
safety  to  use  the  theory  of  non‐parametric  tolerance  limits  for  the  assessment  of  code  output 
uncertainty. This approach, proposed by Gesellschaft für Anlagen‐ und Reaktorsicherheit (GRS) [17], 
is based on the work done by Wilks  [18,19] to obtain the minimum sample size  in order to  infer a 
certain coverage of a population, with a certain confidence. One first assumes that the uncertainty 
assessment  is  only  performed  in  one  output  parameter.  For  the  one‐sided  tolerance  limit  case, 
where ߚ ൈ 100 (%)  represents  the  confidence  level  that  the  maximum  code  result  will  not  be 
exceeded with an ߙ ൈ 100 (%) probability, the required sample size n is given by [20]: 
																																																																																	1 െ ߙ௡ ൒ ߚ																																																																							ሺ2.10ሻ 
This means  that once  the output  sample  is  ranked,  the maximum  value of  the  sample  infers  the 
ߙ ൈ 100 percentile of the output population with a ߚ ൈ 100	ሺ%ሻ of confidence. For example, for an 
estimation of the 95th percentile with a 95% of confidence a sample of 59 elements is required. 
For the two‐sided case, where the coverage of the output population is expected to be inferred from 
the ሺ100 െ ሺߙ ൈ 100ሻሻ percentile  to  the ሺߙ ൈ 100ሻ percentile  with  a ߚ ൈ 100	ሺ%ሻ of  confidence, 
the minimum sample size is given by the following implicit equation [20]: 
																																																																1 െ ߙ௡ െ ݊ሺ1 െ ߙሻߙ௡ିଵ ൒ ߚ																																																								ሺ2.11ሻ 
For  example,  if  the  5th  and  95th  percentiles  of  the  population  are  to  be  inferred with  a  95%  of 
confidence, a sample size of 93 elements is required. It should be noticed that this analysis is solely 
based on the number of samples and applies to any kind of PDF the output may follow. Also, since 
the  input  space  is  only  used  as  an  indirect  way  to  sample  the  output  space,  the  use  of  non‐
parametric  tolerance  limits  is  independent  from  the number of uncertain  input parameters. When 
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the  code  output  is  comprised  by  several  variables  that  depend  on  each  other,  the  uncertainty 
assessment should be based on the theory of multivariate tolerance limits. Wald [21,22] was the first 
to analyze  the statistical coverage of a  joint distribution‐free PDF.  In Guba et. al.  [23], the concern 
about  assessing  separate  tolerance  limits  to  statistically dependent outputs was  raised within  the 
nuclear reactor safety community. In this work, it was shown that the general equation developed by 
Noether  [24]  for  simultaneous  upper  and  lower  tolerance  limits  can  be  used  to  determine  the 
minimum sample size required to cover, in a distribution‐free manner, a joint PDF depending on the 
number of output variables. Such equation reads as follows: 
																																																												 ෍ ቀ݊݅ ቁ ሺ1 െ ߙሻ





tolerance  limits  to be assessed. For  instance,  in  the case of  two‐sided  tolerance  limits  for a  single 
variable, ݎ ൌ ݉ ൌ 1 and Eq. (2.12) turns out to be the same as Eq. (2.11). On the other hand, for the 
case of one‐sided tolerance limit (i.e. upper limit) of a single variable, ݎ ൌ 1 and ݉ ൌ 0 and Eq. (2.12) 
will  be  the  same  as  Eq.  (2.10).  Therefore,  if  a  two‐sided  uncertainty  assessment  is  going  to  be 
performed  to  2  statistically  dependent  output  variables  then ݎ ൌ ݉ ൌ 2,  and  so  on.  It  should  be 
noticed that the sample size in the multivariate case depends on the correlation among the different 
parameters. Guba et. al.  [23] exemplified  this  fact  for a bivariate normal distribution.  It was  then 
shown that if the variables were highly correlated, the required sample size to cover the joint PDF is 
smaller than for the poorly correlated case. Nevertheless, if nothing is known about the output space 
PDF,  Eq.  (2.12) would  give  the  required  sample  size  for  the  desired multivariate  coverage with  a 
desired confidence  independently of the correlation (or covariance) among the output parameters. 
This  is  a  very  powerful  statistically  significant  way  to  assess  uncertainty  in  the  design  of 
computational  experiments  since  in  general,  nothing  is  known  about  the  PDF  from  which  the 
calculations are coming from.  
Other  authors  have  done  some  work  deriving  the  minimum  sample  size  for  multivariate  non‐
parametric tolerance limits, such as the equation presented by Scheffé et. al. [25]:  
																																																												݊ ൌ ሺݎ ൅ ݉ሻ
ቆ߯ఈ,ଶሺ௥ା௠ሻ
ଶ
2ሺݎ ൅ ݉ሻ െ 1ቇඥߚ ൅ 1
1 െ ߚ 																																											ሺ2.13ሻ 
Where ߯ఈ,ଶሺ௥ା௠ሻଶ  is  the value of  the ߯ଶ‐distribution with 2ሺݎ ൅ ݉ሻ degrees of  freedom. Ackermann 
et. al. [26] tabulated Eq. (2.13) as a function of the desired coverage and confidence, respectively, for 






from an LHS do not constitute a  random sample  from  its distribution. Nevertheless, other authors 
[5,28] have suggested that the use of LHS applied to the inference of code output tolerance limits in 







2) The  individual  parameters  are  the  ones  that  are  stratified  along  their  possible  ranges  of 
variation, but the different permutations are taken randomly. Therefore,  it can be assumed 




any  kind  of  parametric  distribution  of  the  code  output  space,  and  is  only  founded  in  the 
ranking of a statistically significant number of samples.  If LHS  is used to cover much better 
the input space and ergo, much better to handle the code non‐linearities, the intention is to 
try  to  infer more  realistic  output  percentiles  that  the  ones  SRS might  infer  for  the  same 
sample size, and for the same level of confidence.  



















In  the  current  procedure  for  light water  reactor  analysis,  during  the  first  stage  of  the  neutronic 
calculations,  the  so‐called  lattice  code  is  used  to  calculate  the  neutron  flux  distribution  over  a 
specified region of the reactor lattice by solving deterministically the transport equation. This region 
may be a fuel pin or a fuel assembly, modeled in one or two dimensions, respectively. The calculated 
neutron  flux may be used  to  get  sets of macroscopic  cross‐sections homogenized  and  condensed 
over  chosen  sub  regions  and  in  a  chosen broad  energy  group  structure.  These  are used  as  input 
material data  for other  codes  solving  the neutron  transport or diffusion equation, over  the whole 
reactor or any fraction of it.   
Lattice calculations use nuclear  libraries as  input basis data, describing the properties of nuclei and 
the  fundamental  physical  relationships  governing  their  interactions  (e.g.  cross‐sections,  half‐lives, 
decay  modes  and  decay  radiation  properties, ߛ  rays  from  radio  nuclides,  etc.).  Experimental 
measurements on accelerators and/or estimated values from nuclear physics models are the source 
of information of these libraries. Once evaluated, the nuclear data are added in a specific format to 




isotope, or only one  recommended evaluation made of all  the nuclear  reactions  for each  isotope. 
Finally, these data are fed to a cross section processing code such as NJOY [29], which produces the 
isotopic cross section  library used by the  lattice code. This process can create a multi‐group  library 
specifically formatted for the lattice code in use. For instance, Hébert [30] developed a nuclear data 
library production system  that recovers and  formats nuclear data required by  the advanced  lattice 
code DRAGON version 4. For these purposes, a new post‐processing module known as DRAGR was 




variance  for  the  individual  data  as  well  as  any  correlation  that  may  exists.  The  uncertainty 
evaluations are developed utilizing  information  from experimental cross‐section data,  integral data 
(critical assemblies), and nuclear models and theory. The covariance  is given with respect to point‐
wise cross‐section data and/or with respect to resonance parameters. Thus, if such uncertainties are 
intended  to  be  propagated  through  deterministic  lattice  calculations,  a  processing  method/code 






In  this chapter, microscopic cross‐section uncertainties  in multi‐group  format  that were computed 
with ERRORJ are presented  for  important LWRs nuclides. Such multi‐group uncertainties are based 
on two modern NDLs: JENDL‐4 and the recently released ENDF/B‐VII.1. The  intention  is to compare 




code  in  order  to  assess  the  output  uncertainty  on ݇ஶ and  on  the  different  2‐group  homogenized 












To propagate nuclear data uncertainties  in  reactor  lattice  calculations,  it  is necessary  to begin by 
converting  energy‐dependent  covariance  information  in  ENDF  format  into multi‐group  form.  This 
task can be performed conveniently within  the  latest updates of NJOY99 by means of  the ERRORJ 
module.  In particular, ERRORJ  is able  to process  the  covariance data of  the Reich‐Moore  resolved 
resonance  parameters,  the  unresolved  resonance  parameters,  the  P1  component  of  the  elastic 
scattering cross‐section and the secondary neutron energy distributions of the fission reactions [31]. 
ERRORJ was originally developed by Kosako [32] as an improvement of the original ERRORR module 
in order  to  calculate  self‐shielded multi‐group  cross‐sections, as well as  the associated  correlation 
coefficients. These data are obtained by combining absolute or relative covariances from ENDF files 
with  an  already  existing  cross‐section  library, which  contains multi‐group  data  from  the GROUPR 
module.  
In  the  presence  of  narrow  resonances,  GROUPR  handles  self‐shielding  through  the  use  of  the 
Bondarenko model [29]. To obtain the part of the flux that provides self‐shielding for the isotope i, it 
is  assumed  that  all  other  isotopes  are  represented with  a  constant  background  cross‐section ߪ଴. 
Therefore, at resonances the flux takes the following form: 
																																																																	߶௜ሺܧሻ ൌ ܥሺܧሻߪ௜ሺܧሻ ൅ ߪ଴ 																																																																		ሺ3.1ሻ 
The most  important  input parameters  to ERRORJ are  the  smooth weighting  function C(E) and  the 
background cross‐section ߪ଴. It should be noticed that these are assumed to be free of uncertainty.  
In  this  section,  results of  the  ERRORJ module  are  shown  from  figures 3.1  to 3.3,  respectively,  for 
important reactions of 3 important nuclides: ܪଵ ,   ܷଶଷହ  and  ܷଶଷ଼ . Results for  ܪଵ  are based on JENDL‐




grid of  172  groups by  using  a weighting  flux  that  corresponds  to  the 1 ܧ⁄ ൅ ݂݅ݏݏ݅݋݊	ݏ݌݁ܿݐݎݑ݉ ൅
ݐ݄݁ݎ݈݉ܽ	݉ܽݔݓ݈݈݁݅ܽ݊	 shape.  For  all  cases,  an  infinite  dilution  condition  was  assumed  (i.e. 
ߪ଴ ൌ 1 ൈ 10ଵ଴	barns) and the temperature was considered to be 293 K. For each figure, the plot on 
the  top  corresponds  to  the multi‐group  relative  variances, while  the  plot  on  the  right  shows  the 





























Fig. 3.2. Covariance plot for  ࢁ૛૜૞ ሺ࢔, ࢌ࢏࢙࢙࢏࢕࢔ሻ  based on a) JENDL‐4 and b) ENDF/B‐VII.1 
 
a) JENDL‐4                                                                      b) ENDF/B‐VII.1 
Fig. 3.3. Covariance plot for  ࢁ૛૜ૡ ሺ࢔, ࢽሻ  based on a) JENDL‐4 and b) ENDF/B‐VII.1 
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As  seen  in  the  previous  figures,  for  each  cross‐section  of  a  given  nuclide,  the  variability  of  the 
probability of  interaction  at  a  certain  energy  group  is  related  to  the probability of  interactions  at 
other  energy  groups  since  the  same  measuring  equipment  was  used  when  determining  such 







(or  relative  standard  deviations)  will  change  as  a  function  of  temperature  and  dilution  at  the 
resonant groups. This  is  illustrated  in papers No. 1 and No.2, where relative standard deviations at 
the resonant groups for different background cross‐sections were computed for the  ܷଶଷହ ሺ݊, ݂ሻ and 
ܷଶଷ଼ ሺ݊, ߛሻ reactions.  This  fact  is  supported by  the  results obtained by Chiba  et.  al.  [33], where  a 
dependency  between  relative  multi‐group  covariances  and  background  cross‐sections  at  the 




actinides.  Nevertheless,  in  this  thesis,  absolute  variances  at  the  resonances  were  self‐shielded, 
assuming that the relative variances do not change as a function of temperature nor dilution.  
Regarding  the  ENDF/B‐VII.1  resonant  uncertainties,  only  an  absolute  dependency  was  observed, 
leaving the relative terms intact for any temperature and/or dilution conditions. This is an important 
issue, because  as will be  seen  in  the next  sections,  it  is  very easy  to  implement  the perturbation 
methodology based on relative uncertainties.  
3.2 Determination of the sample size according to two‐group diffusion theory 
Since  uncertainty  analysis  in  this  work  is  performed  on  both ݇ஶ and  homogeneized  two‐group 





																																															݇ஶ ൌ ߝ݌݂ߟ ൌ
߭Σ௙,ଶ ൅ ߭Σ௙,ଵ ∙ ൬Σ௔,ଶΣ௥ ൰
Σ௔,ଶ ൈ
Σ௥
Σ௥ ൅ Σ௔,ଵ 																																			ሺ3.2ሻ 




of  361  samples  are  required.  Nevertheless,  if  the  uncertainty  assessment  is  extended  to  other 
parameters such as diffusion coefficients, a sample size of 410 elements is needed, because diffusion 
coefficients are related to ݇ஶ through the transport cross‐section. Therefore, since one of the main 










and  the  capability  to  reconfigure  the burnup data without  re‐computing  the  complete  library. For 
these purposes, DRAGR was developed by Hébert  [30], and  is an  interface module  to perform all 
these  functions  while  maintaining  full  compatibility  with  NJOY99  and  its  further  improvements. 
DRAGR  produces DRAGLIB,  a  direct  access  cross  section  library  in  a  self‐described  format  that  is 
compatible  with  DRAGON  or  with  any  lattice  code  supporting  that  format.  The  DRAGR  Fortran 
module was written as a  clean and direct utility  that makes use of  the NJOY modules PENDF and 
GENDF.  For  each nuclide within DRAGLIB,  the  cross‐sections  for  the  following neutron‐interaction 
reactions are described:  (n,total),  (n,elastic), (n,2n), (n,3n), (n,4n),  (n, fission), (n,gamma). Also, Nu‐
Sigma‐Fission,  the  released neutron energy  spectrum  (CHI), and  the P0 and P1  scattering matrices 
are  included.  Since  the  uncertainty  study  reported  hereafter  is  either  based  on  JENDL‐4  data  or 
JENDL‐4 and ENDF/B‐VII.1 data, DRAGLIB libraries of 172 groups were needed to be produced using 
JENDL‐4  and  ENDF/B‐VII.1  information  for  different  temperatures  and  background  cross‐sections. 
The first 79 groups correspond to the thermal region; the next 46 groups correspond to the resonant 
region  and  the  last  47  groups  correspond  to  the  fast  region.  An  example  of  microscopic  cross‐
sections for different reactions included in DRAGLIB can be found in figures 3.1, 3.2 and 3.3 for  ܪଵ , 
ܷଶଷହ  and  ܷଶଷ଼ ,  respectively.  These  cross‐sections  were  calculated  at  293  K  and  considering  an 
infinite dilution.  
The DRAGON code solves the multi‐group transport equation at the pin cell  level using the collision 
probability theory, and at  the  fuel assembly  level by means of  the method of characteristics.  In  its 
integro‐differential form, the zero‐level transport corrected multi‐group equation is given by: 








															݃ ൌ 1,… , ܩ																																																																																																																																					ሺ3.3ሻ 




the  different  microscopic  cross‐sections, ߯௚ and  ௚߭തതത.  If  any  statistical  perturbation  on  a  type  of 
reaction is going to be made in one side of the transport equation, it should be somehow propagated 
to  the  other  side  as well  in  order  to  preserve  the  neutron  balance.  However,  some  uncertainty 
information (depending on the type of reaction and nuclide in question) cannot be directly computed 
directly  from  the  NDLs.  For  example,  straightforward  covariances  cannot  be  obtained  for  the 
scattering matrices, and so on. Therefore, in this thesis, different methodologies were derived for a 




















general,  the  P0  and  P1  scattering matrices  in multi‐group  format  computed  by NJOY  are  based, 












derived  to propagate  any  sampling of  the  form ߪ௫଴,௝,௚	ሺ∗ሻ  through  the  scattering matrix. By  assuming 
that the nominal transfer matrix ݌௫଴,௝,௚→௚ᇲ  remains constant, such uncertainty propagation takes the 
following form: 
																																																															ߪ௫଴,௝,௚→௚ᇲ	ሺ∗ሻ ൌ ݌௫଴,௝,௚→௚ᇲߪ௫଴,௝,௚	ሺ∗ሻ 																																																												ሺ3.6ሻ 
In  the nominal case of  the  transport corrected version, a degree of  linear anisotropy can be  taken 
into account by modifying the diagonal of the scattering matrix as follows: 
	ߪ௫,௝,௚→௚଴ ൌ ߪ௫଴,௝,௚→௚ െ ߪ௫ଵ,௝,௚ 	⇒ 
																																																															ߪ௫,௝,௚→௚଴ ൌ ߪ௫଴,௝,௚→௚ െ ߤ௚തതതߪ௫଴,௝,௚																																																							ሺ3.7ሻ 
As explained in papers 1 and 2, uncertainties for the average of the cosine of the scattering angle mu‐
bar are defined  in JENDL‐4 only for some actinides, while the ENDF/B‐VII.1  library does not  include 
any uncertainty  information of  this parameter.  If perturbations are  to be considered  for mu‐bar, a 
direct statistical perturbation of the anisotropic term ̅ߤ௚ሺ∗ሻ can be performed through the use of the 
mu‐bar  covariance  matrix.  Therefore,  once  the  terms ߪ௫଴,௝,௚→௚ሺ∗ሻ  are  computed  with  Eq.  (3.6), 
perturbations can now be as well propagated to the transport corrected terms: 
																																																													ߪ௫,௝,௚→௚଴	ሺ∗ሻ ൌ ߪ௫଴,௝,௚→௚ሺ∗ሻ െ ̅ߤ௚ሺ∗ሻߪ௫଴,௝,௚	ሺ∗ሻ 																																																						ሺ3.8ሻ 












																																																																				ߪ௝,௔,௚ሺ∗ሻ ൌ ߪ௝,௖,௚ሺ∗ሻ ൅ ߪ௝,௙,௚ሺ∗ሻ 																																																																			ሺ3.10ሻ 
can be directly sampled from the covariance matrices computed with ERRORJ.  
3.3.2 Uncertainty analysis of the fission spectrum  































gives both  the  relative and absolute  covariance matrices, only one evaluation  is necessary at one 









in  the DRALGIB  format.  It  is  important  to modify  the  total cross‐section according  to  the different 
ሺ݊, ߛሻ and P0 perturbations, since the total cross‐section is used by the code and the neutron balance 
must be preserved. For  important actinides present  in  LWRs,  the  (n,fission), Nu‐Sigma‐Fission and 
fission  spectrum  should  be  as well modified  in  DRAGLIB.  The  total  cross‐section  for  these  cases 
should be modified and transport corrected according to Eqs. (3.9) and (3.10). In principle, according 
to the code developers  [36], the transport correction  is made at the code  level and thus, the total 









an  example  included with  the DRAGONv4.05  code  package  that  illustrates  how  to  use  the  code. 
Important geometrical rod parameters can be found  in table I from paper No. 1.; more  information 
like isotopic composition, etc., can be found in [36]. For the uncertainty analysis presented hereafter, 
it should be noted that only the following nuclides were statistically perturbed:  ܪଵ , ܱଵ଺ , ܨ݁ହ଺ , ܷଶଷହ  
and  ܷଶଷ଼ .  The  perturbed  DRAGLIB  of  this  case  is  based  only  on  JENDL‐4  data;  therefore, 
perturbations were performed to all the reactions, including mu‐bar for actinides.   
One of the goals of this work  is to demonstrate  in a neutronic application that LHS,  indeed, covers 
much more efficiently the uncertain input space than SRS. Some authors have already proven this by 
studying  the  variability of  the mean  in  replicated  samples  [5],  [37]. 10 different ݇ஶ samples were 



















Sample  Min.  Max. Mean  ߪௌ்஽ %∆݇
݇  
Min. Max. Mean  ߪௌ்஽  %∆݇
݇  
1  1.23169  1.36461  1.25832  0.02746 2.182 1.23040 1.32691 1.25760  0.01884   1.498
2  1.23161  1.32478  1.25833  0.01578 1.254 1.24525 1.28559 1.25635  0.00865  0.689
3  1.20876  1.29655  1.25795  0.01713 1.362 1.24430 1.31954 1.25813  0.01196  0.952
4  1.23612  1.30328  1.25852  0.01029 0.817 1.23174 1.30801 1.25861  0.01505  1.196
5  1.23445  1.31279  1.25818  0.01299 1.032 1.24690 1.28616 1.25987  0.00737  0.585
6  1.24991  1.30314  1.25845  0.00892 0.708 1.22969 1.33913 1.26092  0.02126  1.686
7  1.23852  1.31699  1.25839  0.01440 1.144 1.24035 1.33274 1.25960  0.01766  1.402
8  1.24588  1.31644  1.25852  0.01266 1.006 1.24969 1.28537 1.26039  0.00688  0.546
9  1.24656  1.30785  1.25850  0.00977 0.776 1.23899 1.33148 1.25743  0.01767  1.405




















the  same  space with  the  same confidence  since  they have  the  same number of elements, a more 

















confidence,  since  all  one  needs  is  a  sample  size  of  361  as  previously  explained.  In  table  3.3, ݇ஶ 
results  are  presented, while  for  two‐group macroscopic  cross‐sections  and  diffusion  coefficients, 
uncertainty results are shown in tables 3.4, 3.5 and 3.6, respectively.  
Table 3.3. Uncertainty analysis of ࢑ஶ 
Max. value   Min. value   Mean  ߪௌ்஽ %∆௞௞   






Total  0.49235  0.49866  0.49541  90.340e‐5 
NUSIGF  0.00575  0.00617  0.00593  4.385e‐5 
Absorption  0.00897  0.00921  0.00908  2.952e‐5 
Scattering (in‐ group)  0.46542  0.47172  0.46846  89.250e‐5 






Total  1.20202  1.21082  1.20601  69.351e‐5 
NUSIGF  0.09666  0.12090  0.10934  219.901e‐5 
Absorption  0.06450  0.07406  0.06945  63.296e‐5 
Scattering (in‐ group)  1.12795  1.14632  1.13656  130.076e‐5 
Scattering (out‐group)  0  0  0  0 
 
Table 3.6. Uncertainty analysis of fast and thermal diffusion coefficients 
  Min. Value (cm)  Max. Value (cm)  Mean (cm)  ߪௌ்஽ (cm) 
Fast diffusion 
coefficient 
1.02091  1.10189  1.05758  0.00863 
Thermal diffusion 
coefficient 






a  perturbation  from  a  specific  parameter.  Each  important  microscopic  cross‐section  for 
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ܪଵ , ܱଵ଺ , ܨ݁ହ଺ , ܷଶଷହ  and  ܷଶଷ଼  was sampled 100 times. The respective changes on ݇ஶ  are presented 
in  figures 3.6, 3.7 and 3.8 as boxplots. The region represented by the box accounts  for 50% of  the 
predicted  output  sample, whereas  the  limits  of  the  dashed  lines  correspond  to  the  2nd  and  98th 
sample  percentiles.  Therefore,  with  100  calculations,  these  limits  represent  95%  of  the ݇ஶ 
population with at least a 95% confidence.  
 



















By  far,  the  microscopic  cross‐section  with  the  highest  impact  on  ݇ஶ  corresponds  to 
ܷሺ݊, ݂݅ݏݏ݅݋݊ሻଶଷହ . This  is highlighted by the outliers (red dots)  in figure 3.8. This result supports the 
fact that the thermal Nu‐Sigma‐Fission macroscopic cross‐section has the highest standard deviation 
of all homogenized cross‐sections. From figure 12,  it can be seen that the  ܷሺ݊, ߛሻଶଷ଼  reaction has a 
great  impact on ݇ஶ.  Some  authors have  found  that  this  is  the most  significant  reaction  in  lattice 
calculations while using the extrapolated SCALE covariance matrices [38], [39]. In fact, it is natural to 
think that perturbations in the capture microscopic cross‐sections should have a considerable impact 
on ݇ஶ,  because  these  are  the  only  reactions  that  affect  one  side  of  the  transport  equation. 
Therefore, the obtained results suggest that the covariance matrix of the  ܷሺ݊, ݂݅ݏݏ݅݋݊ሻଶଷହ  reaction 
based on JENDL‐4 is very large. 
3.6 Uncertainty analysis applied  to a 15x15 PWR  fuel  lattice with poison based on both  JENDL‐4 
and ENDF/B‐VII.1 covariance data 
 
This  test  case  corresponds  to  the  Three Mile  Island‐1  (TMI‐1)  Exercise  I‐2  that  is  included  in  the 
neutronics phase (Phase I) of the “Benchmark for Uncertainty Analysis in Modeling (UAM) for design, 
operation and safety analysis of LWRs”, organized and  led by  the OECD/NEA UAM scientific board 
[39]. The  lattice  is  a 15x15 PWR  fuel  assembly  segment with poison  at  full power  conditions  (i.e. 
pellet  temperature at 900 K). Four  fuel pins are doped with gadolinium as a burnable poison. The 
actual ܷܱଶ െ ܩ݀ଶܱଷ fuel has a density of 10.144 ݃ ܿ݉ଷ⁄ ,  the  fuel enrichment  is 4.12 ݓ ݋⁄  and  the 
ܩ݀ଶܱଷ concentration  is  2 wt%.  Important  geometrical  rod parameters,  isotopic  composition,  etc., 
can be found in [40]. 













  Max. value   Min. value   Mean  ߪௌ்஽ %∆௞௞   
JENDL‐4  1.47408  1.36896  1.40101  0.00250  0.178 
ENDF/B‐
VII.1 






NUSIGF  0.00679  0.00719  0.00697  7.341e‐05 
Absorption  0.00861  0.00895  0.00878  4.124e‐05 
Scattering (in‐ group)  0.46812  0.47424  0.47120  81.742e‐05 







NUSIGF  0.13188  0.14736  0.13744  219.328e‐05 
Absorption  0.07938  0.08202  0.08074  29.239e‐05 
Scattering (in‐ group)  0.99676  0.99820  0.99734  23.322e‐05 
Scattering (out‐group)  0  0  0  0 
 
Table 3.10. Uncertainty analysis of fast and thermal diffusion coefficients (JENDL‐4) 
  Min. Value (cm)  Max. Value (cm)  Mean (cm)  ߪௌ்஽ (cm) 
Fast diffusion 
coefficient 
1.42150  1.49531  1.45501  0.01118 
Thermal diffusion 
coefficient 







NUSIGF  0.00689  0.00716  0.006974  2.831e‐05 
Absorption  0.00868  0.00888  0.00879  2.786e‐05 
Scattering (in‐ group)  0.46901  0.47385  0.47127  87.040e‐05 










NUSIGF  0.136721  0.13750  0.13710  6.904e‐05 
Absorption  0.08014  0.08103  0.08077  2.904e‐05 
Scattering (in‐ group)  0.99708  0.99742  0.99732  2.938e‐05 
Scattering (out‐group)  0  0  0  0 
 
Table 3.13. Uncertainty analysis of fast and thermal diffusion coefficients (ENDF/B‐VII.1) 
  Min. Value (cm)  Max. Value (cm)  Mean (cm)  ߪௌ்஽ (cm) 
Fast diffusion 
coefficient 
1.42330  1.48890  1.45488  0.01123 
Thermal diffusion 
coefficient 




much  higher  for  the  JENDL‐4  case,  than  for  the  ENDF/B‐VII.1  case.  For  example,  the  standard 
deviation  of  the  JENDL‐4  Nu‐Sigma‐Fission  cross‐section  for  JENDL‐4  is  78  times  larger  than  its 
ENDF/B‐VII.1 counterpart.  In  the sensitivity study applied  to a 17x17 PWR  fuel segment and based 
specifically on JENDL‐4,  it was found that the most dominant  input parameter corresponded to the 
ܷଶଷହ ሺ݊, ݂݅ݏݏ݅݋݊ሻ reaction. If one compares the computed ERRORJ variances from both NDLs for such 











(~  7%)  compared  to  small  relative  variances  in  ENDF/B‐VII.1  (~0.5%),  and  also  large  variance 
differences  (up  to  10  times)  at  the  resonances,  is  the  cause  of  such  a  huge  sampling  variability 
between both libraries.  
Since  uncertainties  included  in  JENDL‐4  for  ܷଶଷହ ሺ݊, ݂݅ݏݏ݅݋݊ሻ are  very  high  compared  with  for 
instance, the ones included in the ENDF/B‐VII.1 library, such a reaction becomes the most dominant. 
As mentioned before,  it  is natural  to  think  that  capture  cross‐sections has a big  impact on  lattice 
calculations,  since  it  is  the  only  reaction  that  imbalance  only  one  side  of  the  neutron  transport 









FORWARD  AND  INVERSE  UNCERTAINTY  ANALYSIS  APPLIED  TO  










cross‐sections  and  diffusion  coefficients  can  be  obtained  by means  of  a  lattice  code. Once  these 
parameters  are  functionalized  and  discretized  as  a  function  of  reactor  state‐variables  such  as 
moderator temperature and density, fuel temperature, burnup, history variables, etc., they are used 
as  inputs  to  the BE  core  simulators.  In general,  core  simulators aim  to  solve  the nodal  two‐group 










critical  power  ratio  (CPR)  (among  others)  are  easily  displayed.  CM2  is  part  of  the Westinghouse 
software  for  reactor  analysis  [41]  that  interacts  and  calls  POLCA7  in  order  to  calculate  desired 
parameters  at  any  burnup  point  within  a  cycle.  36  traversing  incore  prove  (TIP)  detectors  are 
permanently  positioned  within  the  R1  core,  and  during  each  cycle  a  few  TIP  measurements  at 
different burnup conditions are performed  in order to estimate the actual spatial core neutron flux 
and thus, the core power and thermal margins. Therefore, the accuracy of core simulator calculations 
along  the  cycle  can  be  assessed  by  computing  the  difference  between  predicted  and measured 




corresponds  to  the  forward approach of  input uncertainty propagation, where  the  input uncertain 











on  the error distribution of  the  spatial  thermal  flux. Finally,  the bootstrap method  is employed  to 
estimate  a multivariate  linear  regression model  of  the  space  formed  between  nodal macroscopic 
cross‐sections  and  core  reactor  state  variables.  Nodal  cross‐sections  are  sampled  from  posterior 







The  input uncertain space  is  formed by  the  thermal and  fast absorption and  fission cross‐sections, 
removal  cross‐section, energy  released by  fission ሺߢሻ,  average number of neutrons per  fission ሺߥሻ 
and diffusion coefficients per node. The dimensions of  such a  space are based on  the R1‐cycle 26 
depletion  calculation.  62  different  Equivalent  Full  Power  Hour  (EFPH)  points  compose  the  core 
burnup distribution of such a cycle, and at each of  these points nodal  information of  the different 
core  parameters  can  be  extracted  by  the  POLUT  model  of  POLCA7.  Therefore,  the  mean  and 

































































highly  portable  between  different  operative  systems  and  computer  platforms.  For  this  particular 
study,  the  so  called  homogeneous  or  eigenvalue  equations  are  solved.  For  this  purpose,  the 
explicitly‐restarted Arnoldi method is used so that the calculation of different eigenmodes is possible. 
In  case of  convergence problem,  the user has also  the possibility of  choosing  the power  iteration 
method,  which  was  implemented  using  Wielandt’s  shift  technique.  The  initial  guess  of  the 
eigenvalues required for the application of Wielandt’s shift technique  is provided by an Arnoldi run 
without  restart.  Although  the  accuracy  of  this  tool  cannot  be  compared  to  commercial  core 
simulators,  the  tool  offers  several  advantages  such  as:  its  ease  of  use,  the  robustness  of  the 






variability of the replicated mean for the LHS case  is  less than the SRS case, especially at the  lower 
part of the core where the averaged flux tends to peak the most. This is a clear indication that for a 
full core analysis of the thermal flux, the  input uncertain space  is being covered  in a more efficient 
way when LHS is employed. 
 
As  an  example  of  the  computed  uncertainties  on  cross‐sectional  average  quantities  of  the  nodal 
thermal flux, uncertainty limits obtained with LHS and SRS are shown in figure 4.5 when the sample 



























to  monitor  the  maximum  value  of  the  power  throughout  the  core.  Since  the  thermal  power  is 
proportional to the neutron flux,  it can be a good  idea to compute the possible maximum value of 
the  thermal  flux  than can be achieved during an uncertainty analysis  that  is based on  information 
from the whole cycle. Since a total of 16,000 core calculations were performed both with LHS and 
SRS, a convergence study was performed  in order to analyze how many code runs are necessary so 








has  converged with  LHS after 5,000  calculations, whereas  for  the SRS  case  it  converges only after 
8,000  calculations.  This means  that  if we  increase  the  sample  size  in  order  to  cover  as much  as 
possible the probable input combinations, LHS will converge much faster than SRS to saturate all the 
probable permutations of  the  input  variables  and  therefore,  the output  variables will not  change 
their value anylonger. Also, the maximum value achieved with LHS for the normalized thermal flux 
corresponds  to  a  value of  0.1233, while  the maximum  value  achieved with  SRS  corresponds  to  a 







In  this  section,  discrepancies  between  spatial measured  and  calculated  fluxes  in  R1  are  used  to 





section,  results  of  the  Bayesian  uncertainty  analysis  based  on  information  from  R1‐cycle  26  are 
presented.  As previously explained, the cycle No. 26 database of R1 consists of POLCA7 predictions 
performed at 62 different EFPH conditions, and for 14 of these EFPH points, TIP measurements are 
available.  In  reality, TIP detectors measure  the  reaction  rate of  the  thermal  flux. Since only 36 TIP 
detectors are  radially  located along  the  core, an unfolding methodology of  the  flux  is  required  to 





some evidence  that depends on  such  variable  is available. Applying  this  concept  to our particular 





																																																																								ܲሺߠ|݁ሻ ൌ ܲሺߠሻܲሺ݁|ߠሻ׬ܲሺߠሻܲሺ݁|ߠሻ݀ߠ 																																																						ሺ4.1ሻ 


























of  the  integral of  the product between all  the  inputs distributions and  the evidence distribution  is 
made  through  Marko  Chain  Monte  Carlo  (MCMC)  integration.  Using  random  walks  and  the 
Metropolis‐Hastings (M‐H) algorithm [49], numerical integration is possible.  
 
To  generate  a  Markov  chain  in  the  parameter  space,  the  M‐H  algorithm  is  run  by  repeating  a 
proposing step and a moving step. In each proposing step, the algorithm generates a new point ܿ௡௘௪  
on  the  basis  of  the  previously  accepted  point ܿ௞ିଵ with  a  proposal  distribution ݍሺܿ௡௘௪ ܿ௞ିଵ⁄ ሻ.  In 
each moving step, the point ܿ௡௘௪ is tested against the Metropolis criterion to examine if it should be 




2) (Proposing  step).  Propose  a  candidate  point ܿ௡௘௪  according  to  a  proposal  distribution 
ݍሺܿ௡௘௪ ܿ௞ିଵ⁄ ሻ. 
3) (Moving step). Calculate: 
ܲሺܿ௞ିଵ, ܿ௡௘௪ሻ ൌ ݉݅݊൛1, ൫ܮሺܿ௡௘௪ሻݍሺܿ௞ିଵ ܿ௡௘௪⁄ ሻ൯ ൫ܮሺܿ௞ିଵሻݍሺܿ௡௘௪ ܿ௞ିଵ⁄ ሻ൯ൗ ൟ 
         and compare  the value with a  random number  from  the uniform distribution U  [0,1]. Set 
								ܿ௞ ൌ ܿ௡௘௪ if ܷ ൑ ܲሺܿ௞ିଵ, ܿ௡௘௪ሻ; otherwise set ܿ௞ ൌ ܿ௞ିଵ. This is the Metropolis criterion. 
4) Repeat steps 2 and 3 until enough samples are obtained. 
 










and  lower values  controlling  the proposing  step  size. Based on  the  test  run, a normal distribution 
ܰሺ0, ܿ݋ݒ଴ሺߠሻሻ was  constructed.  Therefore,  the  following  proposal  distribution  was  adopted  to 
execute the MCMC simulations: 
 








Posterior  distributions  of  macroscopic‐cross  sections  and  diffusion  coefficiens  per  node  are  of 
interest. Based on a prior multivariate normal distribution, the ranges of the posterior PDfs are based 







This  technique  is  a  good way  of  performing  a  realistic  uncertainty  analysis,  since  the  probability 
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to  functionalize  these dependences  is  through multivariate  functions. Some of  the existing models 
are  commonly built as a  linear  combination of  suitable multivariate polynomials, where usually, a 
unique  set  of  regression  coefficients  are  computed  for  various  fuel  depletion  points  and  the 
reconstructed nodal data are interpolated between the sampled fuel depletions. In general, each fuel 
segment type uses the same polynomials to functionalize the different cross‐sections.  




formed  between  nodal macroscopic  cross‐sections  and  core  reactor  state  variables.  This work  is 
presented  in  paper  No.  4.  Nodal  cross‐sections  are  sampled  from  posterior  probability  density 
functions (PDFs) that were previously obtained from a Bayesian uncertainty analysis. The  idea  is to 




Where ݕത௡௝ ൌ ሺݕଵ௝, … , ݕ௡௝ሻ is the  i‐th sample of the  j‐th cross‐section, and ̿ݔ௡௠ is the matrix formed 
by the different i‐th samples of the different ݇ ൌ ሺ1,2, … ,݉ሻ state varaibles, i.e.: 
																																																																												̿ݔ௡௠ ൌ ൭
ݔଵଵ ⋯ ݔ௡ଵ⋮ ⋱ ⋮
ݔଵ௠ ⋯ ݔ௡௠
൱																																																					ሺ4.5ሻ 
Therefore,  a  relationship  between  any  nodal  macroscopic  cross‐section  and  a  few  nodal  state 
variables  from a specific  fuel segment  is analyzed  through a multivariate regression analysis of the 
form: 
																																																																																						ݕො௝ ൌ ܾ଴ ൅ ̅ݔ തܾ																																																																		ሺ4.6ሻ 
The  തܾ ൌ ሺܾଵ, … , ܾ௠ሻ regression coefficients, which are bounded not only by the cycle information of 




confidence  intervals.  Due  to  tremendous  advances  in  modern  computing  capabilities,  the  non‐
parametric  bootstrap  method  has  been  widely  used  in  the  statistical  assessment  of  regression 
parameters and their associated degree of variability [50]. In general, uncertainty analysis in reactor 
calculations are performed to lattice and core simulators in a separate manner [51,52]. Although the 
cross‐section  models  derived  in  this  work  are  rather  simple,  the  main  goal  is  to  point  out  the 
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fuel  segment  that  is  comprised between  the 2nd and  the 24th axial node of an ABB 10x10 SVEA96 
assembly, located in the periphery of the core. Since 23 nodes comprise the fuel segment of interest, 
the final sample of each state variable  is composed by 1,426 elements. Therefore, the macroscopic 
cross‐section  being  studied  should  be  randomly  sampled  the  same  amount  of  times  in  order  to 
perform the linear multivariate regression analysis. In figure 4.9, the points defined by 1,426 samples 
from  the  different  removal  cross‐section,  burnup,  fuel  temperature,  moderator  density  and 








variables  for  prediction  and  estimation  by  a  mathematical  model.  Finding  the  variance  of  the 
estimated ࢼ෡ coefficients, as well as constructing confidence intervals for ࢼ is of main interest. In the 
usual  construction  of  a  linear  regression  model  for  a  certain ݕ௝  that  was  obtained  from  the 
݅ ൌ ሺ1, … , ݊ሻ samples such as: 




it  is  assumed  that  the  residuals ߝ௜ ൌ ݕ௜ െ ݕො௜ are  uncorrelated  and  normally  distributed with  zero 


















																																																																										 തܾ ൌ ൫̿ݔ௥்̿ݔ௥൯ିଵ̿ݔ௥் ݕത௥																																																																		ሺ4.9ሻ 
has  an  associated  variance‐covariance  matrix ܸܽݎ൫ധܾ൯ ൌ ߪ൫̿ݔ௥்̿ݔ௥൯ିଵ  and  the  following 100ሺ1 െ
ߙሻ% confidence intervals [53]: 
																																																																										ܾ௞ േ ݐ௡ି௠,ఈ ଶ⁄ ∙ ܵ௘ሺܾ௞ሻ																																																										ሺ4.10ሻ 
Where ݐ௡ି௠,ఈ ଶ⁄  is  the  t‐distribution  with  (n‐m)  degrees  of  freedom,  and ܵ௘ሺܾ௞ሻ is  the  standard 
deviation of the ܾ௞ coefficient. 
Common  statistical  tests  that  are  used  to  prove  the  significance  of  the  regression  coefficients 
strongly  rely  on  the  aforementioned  assumptions.  If ݕത is  the  mean  of  the ݕ௜  observations,  an 
approximation to ߪଶ can be derived as [8]: 
																																																																																							̂ݏଶ ൌ ∑ ሺݕ௜ െ ݕො௜ሻ
ଶ௡௜ୀଵ
ሺ݊ െ ݉ െ 1ሻ 																																																	ሺ4.11ሻ 
The well‐known F‐test statistic given by: 
																																																																																				ܨ ൌ ∑ ሺݕො௜ െ ݕതሻ
ଶ௡௜ୀଵ
݉ݏଶ 																																																						ሺ4.12ሻ 
Can  be  regarded  as  a  randomly  sampled  value  from  an  F‐distribution with  (m,n‐m‐1)  degrees  of 
freedom.   This statistic can be used to test the accuracy of the constructed linear model, or, in other 
words, to test that  തܾ ൌ ሺܾଵ,… , ܾ௠ሻ ൌ 0ത.  
Nevertheless,  if the residuals distribution  is unknown or difficult to derive, one cannot entirely rely 




distributional  assumptions with  computational effort.  It offers  a  significant number of  advantages 
[54]: 













1) Draw ݊ᇱ independent bootstrap samples with replacement of the form ݓ௜ఉ ൌ ൫ݕത௜௝, ̿ݔ௜௠൯ from 








4) Obtain  the distribution ܨ൫ܾሺఉሻ൯ from  the bootstrap estimates ܾሺఉଵሻ,	ܾሺఉଶሻ,…,	ܾሺఉ஻ሻ, and use 
ܨ൫ܾሺఉሻ൯ to estimate regression coefficients, variances, etc. Therefore, the bootstrap estimate 
of the regression coefficient is the mean of the distribution ܨ൫ܾሺఉሻ൯ [55]: 




distribution ܨ൫ܾሺఉሻ൯.  By  ranking  the  bootstrap ܾሺఉଵሻ,	ܾሺఉଶሻ,…,	ܾሺఉ஻ሻ estimations,  the ሺߙ 2⁄ ሻ% and 
ሺ1 െ ߙ 2⁄ ሻ% confidence interval for a certain coefficient is given by: 
																																																																														ܾሺఈ ଶ⁄ ሻ஻ሺఉሻ ൏ ܾ ൏ ܾሺଵିఈ ଶ⁄ ሻ஻ሺఉሻ 																																																			ሺ4.15ሻ 




test  statistical hypothesis.  If we want  to  test  if  the  computed  coefficients  തܾ ൌ ሺܾଵ,… , ܾ௠ሻ ൌ 0ത ,  a 
bootstrap  analysis  can be performed  in order  to estimate  the distribution of  the  test  statistic. By 
denoting F as the original F‐statistic of the input‐output space defined by ൫ݕത௡௝, ̿ݔ௡௠൯, the estimated  തܾ 
coefficients  can be used  to bootstrap  the  residuals and obtain,  for each  sample, an ܨ∗‐statistic as 
follows [55]: 
1) Fit  the  regression  model  and  obtain  the  residuals ݁௜ ൌ ݕ௜ െ ሺܾ଴ ൅ ܾଵݔଵ௜ ൅ ܾଶݔଶ௜ ൅ ⋯൅
ܾ௞ݔ௞௜ሻ from the original space. 
2) For a single bootstrap iteration, obtain a bootstrap sample of the residuals ݁௜ and form a fix 
ቀݓଵఉ, ݓଶఉ, … ,ݓ௡ᇲఉ ቁ bootstrap  sample  as  previously  explained.  Compute  the ܨሺఉଵሻ∗ statistic 
from Eq. 10. 
3) Repeat step 2 many times for r=1,…,B. 






Two cases will be  studied, one  corresponding  to  the mapping between  the  removal cross‐section, 
burnup and fuel temperature and the other one corresponding to the mapping between the removal 
cross‐section,  moderator  density  and  moderator  density  history,  respectively.  P‐values  of  the 













Constant  0.0295 ‐0.0234 (0.0292,0.0297)
Burnup  1.530e‐05 ‐0.0013 (1.420,1.641)e‐05
Fuel Temp.  ‐3.310e‐05 0.0176 (‐3.392,‐3.226)e‐05
 
Table 4.2. ANOVA results for case 1 
Source  DofF  SS MS F P‐value
Regression  2  2.936e‐04 ‐ 3088.3  0.000
Residual  1423  7.354e‐05 4.754e‐08
R‐square=0.799 
 
In  figure  4.10,  the  estimated  planes  formed  by  the  regression  analyses ݕ ൌ ሺ0.0292,0.0297ሻ ൅















Constant  0.0086 0.1219 (0.0079,0.0094)
Moderator Density  1.421e‐05 ‐0.1211 (1.322,1.521)e‐05
Moderator Density Hist.  0.166e‐05 0.0454 (0.157,0.175)e‐05
 
Table 4.4. ANOVA results for case 2 
Source  DofF  SS MS F P‐value
Regression  2  2.818e‐04 ‐ 2554  0.000
Residual  1423  8.535e‐05 5.517e‐0888
R‐square=0.767 
 
In  figure  4.11,  the  estimated  planes  formed  by  the  regression  analyses ݕ ൌ ሺ0.0079,0.0094ሻ ൅






As early appreciated  in  figure 4.9,  the  space defined among  the  removal cross‐section, moderator 
density and moderator density history for the fuel segment of interest, is more scattered and farther 
away to be represented by a plane than the space defined by the removal cross‐section, burnup and 
fuel  temperature.  Indeed,  the ANOVA  test  for  case  1  reflects  a  lower  sum  of  the  squares  in  the 
residuals and a better R‐square ratio than case 2, which indicates that the space of case 1 fits better a 
linear model than the space from case 2. Due to this fact, the computed confidence intervals for the 
coefficients  of  the  first  case  are  relatively  lower,  than  the  computed  confidence  intervals  for  the 
coefficients of the second case. Therefore, higher uncertainties are expected for regression models 
that try to adjust a linear relationship among the different points of the sampled space. 
The  objective  of  this  methodology  presented  is  to  estimate  the  uncertainty  on  the  regression 
coefficients used in cross‐section models. Although a very simple case was proposed in this chapter 
where  the  coefficients  are  considered  constant,  the  aim  is  to  emphasize  the  importance  of 
performing uncertainty analysis at all  the different  stages  in  the modeling of nuclear  reactors. For 





















data.  The OECD/NRC  BWR  Full‐Size  Fine‐Mesh  Bundle  Test  (BFBT)  benchmark was  established  in 
2002 based on available data from the Nuclear Power Engineering Corporation (NUPEC) in Japan, and 
offers a good opportunity  to assess  the accuracy of  thermal‐hydraulic  codes  in predicting, among 
other  parameters,  single  and  two  phase  bundle  pressure  drops,  cross‐sectional  averaged  void 
fraction distributions and critical powers under a wide range of system conditions. With respect to 
the void distribution  inside a fuel assembly, which has been regarded as an  important factor  in the 
determination of boiling transition in boiling water reactors (BWRs), NUPEC performed from 1987 to 
1990 a series of radial void measurements at  four axial  locations  in a  full‐size mock‐up  test  facility 
able  to  simulate  the  high  pressure,  high  temperature  fluid  conditions  found  in  BWRs  through 
electrically‐heated  rod  bundles.  Therefore,  since  other  important  parameters  such  as  system 
pressure,  inlet sub‐cooling and power  input conditions were also supplied, these test series form a 
substantial  database  for  the  assessment  of  the  accuracy  of  thermal  hydraulic  codes  in  predicting 
radial and axial assembly void distributions, under both steady‐state and transient conditions.  
Nevertheless,  due  to  uncertainties  coming  from,  e.g.  approximations  in  the  physical  models, 
variation  and  imprecise  knowledge  of  initial  and  boundary  conditions,  scatter  of  measured 
experimental data, etc., it has been recognized  in the  last years that uncertainty analysis would not 
only  be  necessary  if  useful  conclusions  are  to  be  obtained  from  BE  calculations,  but would  also 
complete the validation process of BE codes [56].  
The  work  presented  in  this  chapter  has  two  main  objectives.  The  first  one  is  to  enhance  the 
validation  process  of  the  thermal‐hydraulic  features  of  the  Westinghouse  code  POLCA‐T.  This  is 
achieved by computing a quantitative validation  limit based on statistical uncertainty analysis. This 








Sensitivity analysis  is also performed to  identify the most  important uncertain parameters  for each 
exercise.  
The  second  objective  consists  in  showing  the  clear  advantages  of  using  the  quasi‐random  Latin 
Hypercube Sampling (LHS) strategy over simple random sampling (SRS). For cross‐sectional averaged 














void  distributions were  measured  using  the  X‐ray  CT  scanner  located  50  mm  above  the  heated 
length.  The  attained  spatial  resolution  was  as  small  as  0.3  mm  X  0.3  mm.  However,  the  X‐ray 






























of  simulated  transient  scenarios:  a  half  re‐circulation  pump  trip,  and  a  half  turbine  trip without 




in  the void  fraction. Regarding  the  turbine  trip case, a sudden  increase on  the outlet pressure will 
collapse the coolant void. In a real BWR, this will increase the neutron moderation leading to a power 
increase and ergo,  leading to a sudden  increase on the void fraction. For these purposes, the code 






In  contrast  to  the  CT  scanner,  the  X‐ray  densitometers  were  not  rotating  but  fixed  during  a 
measurement.  Thereby,  a  pencil  type  beam  was  shot  through  a  certain  alley  of  sub‐channels 
between two neighboring rod rows. As discussed  in [57], because of this principle only parts of the 
sub‐channel  cross‐sections  have  been  scanned  in  between  the  rod  rows.  Therefore,  sub‐channel 




























































































































assemblies used  for  the measurements have different  flow areas,  two different  correlations were 
derived. Such correlations  should correct X‐ray densitometers void  fraction measurements  that  lie 
between 20% and 90%. These are illustrated in Eqs. 5.1 and 5.2. 
 For the current 8x8 assembly: 
																																																		ߙ௖௢௥௥௘௖௧௘ௗ ൌ ߙ௠௘௔௦௨௥௘ௗ,஽ாேെ0.001ߙ௠௘௔௦௨௥௘ௗ,஽ாே ൅ 1.231																																												ሺ5.1ሻ 
 For the high burn‐up 8x8 assembly: 
																																																				ߙ௖௢௥௥௘௖௧௘ௗ ൌ ߙ௠௘௔௦௨௥௘ௗ,஽ாேെ0.001ߙ௠௘௔௦௨௥௘ௗ,஽ாே ൅ 1.167																																										ሺ5.2ሻ 
For both  transient  scenarios,  the  fuel  assembly  simulating high burn‐up  conditions was employed 
with  a uniform  axial power profile.  The  three different  axial positions of  the X‐ray densitometers 
correspond to the calculations given by nodes 19th, 12th and 5th, respectively, of the POLCA‐T output 





thermal‐hydraulic  part  of  the  code  [59]  corresponds  to  a  5‐equation  model  based  on  the 
conservation  equations  of mass  and  energy  for  gas  and  liquid  phases,  and  on  the  conservation 
equation of momentum  for  the mixture. For each defined control volume cell, values of pressure, 
phase enthalpies and phase masses are determined by  the solution of the conservation equations. 
The most  important  constitutive  relations are  friction and  local pressure drop  correlations,  critical 
flow correlations and a drift‐flux model employed  to  solve  the velocities of  the  two phases  for all 
flow  regimes. For  the BFBT benchmark,  the drift‐flux Holmes correlation was chosen. The  thermal 
model  calculates  the  heat  conduction  and  heat  transfer  from  the  heat  structures  to  the  coolant. 
Equations are resolved in Eulerian coordinates, where a fully implicit numerical method is employed 
to solve the hydraulic model and the simultaneous heat transfer and thermal conduction equations.  
Since  the main process parameters measured  in  the  integral  test  facility  (ITF) are available  in  the 
database,  the  test  fuel  assembly  was  modeled  in  POLCA‐T  (version  1.6.0/T5‐1.9.0)  as  a  one‐
dimensional BWR channel considering as boundary conditions the  inlet fluid temperature, the mass 
flow rate and  the assembly outlet pressure. The seven spacers were modeled with constant K‐loss 
coefficients  to  take  into account  local pressure drops.  In order  to model  the axial power profile, a 
heat  structure was used  to  combine  the effects of all heated  rods. Thus,  radial pin power  factors 












The most  important sources of uncertainty that are present  in the BFBT benchmark were  identified 
by the different organizers and participants, and can be found in [60]. By the use of “expert opinion”, 
a PDF and  standard deviation was assigned  to each parameter. The uncertain  input  space  for  this 
section is based on 8 parameters that are directly available in the POLCA‐T input deck. Four of them 
correspond to the boundary and power  input conditions released by NUPEC, and their probabilistic 
assessment was  based  on  their  experimental  accuracy.  Two  parameters  correspond  to  important 
geometrical parameters  such  as  the hydraulic diameter  and  the  total  flow  area, whereas  the  last 















Parameter  PDF  Mean  Stand. 
Dev. 
Pressure  Normal  Nominal  1% 
Flow rate  Normal  Nominal  1% 
Inlet 
temperature
Uniform  Nominal  േ1.5 Ԩ




Flow area  Normal  97.81 ܿ݉ଶ  1% 














































































































































































trip  scenario. Since  for  this  case  the boundary and  input power  conditions are  time dependent, a 








as  the  lowest  densitometer).  Ten  replicates  of  void  fraction  mean  were  computed  for  different 
54	
	

























































































































































In  this  section,  statistical  uncertainty  and  sensitivity  analyses  are  used  to  validate  the  thermal‐
hydraulic features of the POLCA‐T code, based on a one dimensional model of some test cases of the 






The error ሺߜሻ is  the difference between a simulated or an experimental value and  the  truth. Since 
accuracy indicates the closeness of agreement between a simulated/experimental value of a quantity 
and  its  true  value,      accuracy  increases  as  error  approaches  zero.  However,  the  true  values  of 
simulated/experimental values are rarely known and thus, errors must be estimated.  
For our particular case, since validation  is  the process of assessing simulation uncertainty by using 
benchmark  experimental  data,  it would  be  necessary  first  to  estimate  the  errors  involved  in  the 
measurement systems of the different parameters included in table 3.1. It is natural to consider that 
measurement  errors  follow  a  normal  distribution  and  thus,  they  can  be  estimated with  a  certain 
degree of  confidence.  It was agreed  in  the benchmark  specifications  for uncertainty analysis  [61], 
that  a  generic  measurement  standard  deviation  can  be  obtained  by  multiplying  the  nominal 
measurement by its accuracy, i.e.: 
																																																																											ߪ஽ ൌ ܯ݁ܽݏݑݎ݁݉݁݊ݐ ∙ ሺܣܿܿݑݎܽܿݕ	ሺ%ሻሻ																											ሺ5	.3ሻ 
 Therefore, following a normal distribution, a generic uncertainty ܷ஽ would estimate an error with a 
95% of confidence if it is calculated as: 
																																																																													ܷ஽ ൌ ܯ݁ܽݏݑݎ݁݉݁݊ݐ േ 2ߪ஽																																															ሺ5.4ሻ 
Once both the experimental (ܷ஽ሻ and the simulation or code ( ௌܷ) uncertainty have been computed, 
a  validation  uncertainty ܷ௩ can  be  defined  as  the  combination  of  all  uncertainties  that  can  be 
estimated as: 
																																																																																												ܷ௩ଶ ൌ ܷ஽ଶ ൅ ௌܷଶ																																																									ሺ5.5ሻ  
If the absolute value of the error between the prediction ܵ and the experiment ܦ defined as: 
																																																																																											|ܧ| ൌ |ܦ െ ܵ|																																																												ሺ5.6ሻ 
is  less than the validation uncertainty ܷ௩,  it can be said that validation has been achieved at the ܷ௩ 




are  presented.  For  each  specific  exercise,  the  parameters  considered  to  be  the  most  important 






computed  from Eqs.  (5.3) and  (5.4). On  the other hand,  sensitivity analysis  is only performed  in a 








assessment  of  this  particular  uncertain  input  space,  where  the  mean  of  each  parameter  PDF 
corresponds to the values used in the nominal calculation. 
Table5.4. Sources of uncertainty considered for the single phase pressure drops exercise 
Parameter  PDF  Mean  Stand. 
Dev. 




Flow area  Normal  97.81 ܿ݉ଶ  1% 






Six  different  tests were  selected  for  the  study, where  the  boundary  conditions  for  each  case  are 
shown in table 5.5. For the pressure transducer experimental uncertainty, a standard deviation of 1% 
of the nominal measurement was considered. The benchmark with uncertainty analysis for each test 
can be appreciated  in  figure 5.6, where  the horizontal blue bar  corresponds  to  the measurement 
uncertainty, while the vertical blue bar corresponds to the code uncertainty.  It can be seen that all 
nominal predictions lie within the [‐10%,+10%] band, and that the code has the tendency to under‐
predict  the  bundle  pressure  drop  tests.  Regarding  the  validation  process  for  each  test  case,  a 
comparison between the absolute error and the validation uncertainty can be found in table 5.5. In 





























































































P70027  7.15  284.9  5.64  8.07  0.291  0.346 
P70028  7.16  285.1  6.92  9.91  0.397  0.506 
P70029  7.16  285.1  8.28  11.86  0.460  0.683 
P70034  7.15  284.8  16.59  23.74  0.980  1.445 
P70035  7.16  284.6  18.00  25.76  0.770  2.041 






















































Parameter  PDF  Mean  Stand. 
Dev. 
Flow rate  Normal  Nominal  1% 
Inlet 
temperature
Uniform  Nominal  േ1.5 Ԩ




Flow area  Normal  97.81 ܿ݉ଶ  1% 






Six different  tests with  a  cosinusoidal  axial power  profile were  selected  for  the  study, where  the 
boundary  conditions  for  each  case  are  shown  in  table  5.7.  The  selected power  range  is between 
0.863 MW and 6.478 MW. The first three tests correspond to a low mass flow rate condition, while 
the  last  three  correspond  to  a  nominal  BWR  bundle  flow  rate  condition.  The  benchmark  with 
uncertainty analysis for each test can be appreciated in figure 5.8.  
It can be seen that all nominal predictions lie within the [‐10%,+10%] band. The code under predicts 
the  two phase pressure drops of  the  low  flow rate cases; however,  for nominal BWR  flow rates,  it 
predicts  the  bundle  two  phase  pressure  drop  reasonably  well  (difference  smaller  than  1.5%).  A 
comparison between the absolute error and the validation uncertainty can be found in table 5.7. In 
all  cases,  the  absolute  prediction  error was  less  than  the  validation  uncertainty.  Thus,  the  code 
predicts bundle two phase pressure drops accurately both for a wide range of power and flow rate 
conditions.  
Sensitivity analysis was performed on test P60011, and  it  is shown  in figure 5.9. It can be seen that 
the flow area is the parameter having the biggest influence on the pressure drop correlation when a 
two  phase  flow  condition  is  present.  Also,  as  seen  in  the  previous  exercise,  the  spacer  K  loss 































































































































P60001  7.16  277.3  5.62  0.863  1.379  2.761 
P60003  7.16  277.8  5.59  1.521  2.100  2.746 
P60005  7.16  277.7  5.56  2.357  2.860  2.940 
P60007  7.17  277.8  15.28  2.357  0.560  6.158 
P60009  7.17  277.8  15.28  4.197  0.730  8.431 























0021‐16  7.190  277.47  15.24  1.91 
0021‐18  7.17  279.00  15.37  3.50 
0021‐20  7.164  277.69  15.23  4.85 
 
For  both  the  steady‐state  and  transient  void  fraction  exercises,  the  uncertain  input  space 
corresponds  to  the  one  given  in  table  5.2.  For  the  cross‐sectional  averaged  void  fraction 
experimental uncertainty, a standard deviation of 2% of the nominal measurement was considered 




the  four  calculations.  In  all  three  tests,  the  largest  errors  between  code  predictions  and 
measurements are observed at low void fractions (less than 10%).  It should be noticed that the code 
is more  sensitive  to  changes  of  the  uncertain  input  space when  predicting  void  fractions  under 
bubbly  flow,  than under  slug  flow. Nevertheless,  it  can be  concluded  that  the  code predicts with 
good accuracy cross‐sectional averaged void fractions. 
At  the  axial  level  of  1.773 m  from  test  0021‐16,  sensitivity  analysis was  performed  to  the  cross‐
sectional averaged void fraction under bubbly flow. The corresponding boxplots are shown in figure 
5.13. As expected,  it can be seen  that void  fraction  is driven by momentum. Nevertheless,  the gas 












































































































































































































































































Regarding  the  analysis  of  the  turbine  trip,  it  is  observed  that  all  the measurement  points  from 
densitometer No. 1  and 2  are within  the predicted 95%  tolerance  interval with  at  least  a 95% of 

















Finally,  just  like  in  the pump  trip  case,  it  can be  concluded  that  the  code  captures  the qualitative 
behavior of the turbine trip very well during the whole transient.  
 Ex. 1, Phase II. Steady‐state critical power benchmark 
The uncertain  input space for this exercise  is defined  in table 5.10, where a PDF was assigned to 7 
parameters.  
Table 5.10. Sources of uncertainty considered for the critical power benchmark  (Steady‐state) 





Flow rate  Normal  Nominal  1% 
Inlet 
temperature




Flow area  Normal  97.81 ܿ݉ଶ  1% 






The  four  test  cases  requested  by  the  benchmark  organizers  for  the  uncertainty  analysis  [60]  are 
presented hereafter. Boundary conditions are described in table 5.11, where it can be seen that such 
conditions are very different for each test case. To all of them, a cosinusoidal axial power profile was 




































































SA603901  7.18  282.75  2.78  1.5  3.2  0.050  0.346 
SA505900  5.49  264.69  5.59  3.5  5.980  0.948  0.458 
SA812800  8.67  275.66  18.13  6.5  8.90  0.483  0.571 
























































effort  made  by  the  nuclear  community  to  rely  on  the  simulations  performed  by  neutronic  and 
thermal‐hydraulic BE  codes. The  statistical approach  for performing uncertainty analysis based on 
Latin Hypercube  sampling proved  to be more efficient  in  the  coverage of  input uncertainties  than 
simple  random  sampling.  This  is  one  of  the  first  works  that  employs  LHS  to  sample  the  input 
uncertain  space,  and  then  uses  the  concept  of  non‐parametric  tolerance  intervals  for  the  code 
output uncertainty assessment in both neutronic and thermal‐hydraulic calculations. It was shown at 
every stage  in the modeling of LWRs that LHS offers the possibility to assess more realistically non‐
parametric  tolerance  limits  than SRS, because code non‐linearities are much better handled when 






 In  chapter 3, uncertainty  analysis was  applied  to  lattice  calculations of  the DRAGONv4.05 
code.  It  was  found  that  the  computed  uncertainties  of ݇ஶ,  homogeneized  and  energy‐
collapsed macroscopic  cross‐sections and diffusion  coefficients based on  JENDL‐4 data are 
much  larger  than  for  instance, computed uncertainties based on ENDF/B‐VII.1 data. This  is 





 In  chapter  4,  a  statistical  uncertainty  analysis  was  performed  on  nodal  thermal  flux 
calculations  of  a  full  BWR  core.  From  a  simple  Monte  Carlo‐based  strategy  of  input 





R1.  Even  though  the  ranges  of  such  posterior  PDFs  could  only  be  based  on  evidence 
distributions obtained for a full cycle, such a theory opens the possibility to infer parameter 
uncertainty based on  real experiments and not anymore on expert opinion. Emphasis was 















regarding  the  critical  power  exercise,  four  different  tests  with  very  different  nominal 
conditions were analyzed. This fact has a big  impact on the code accuracy since the critical 
power  ratio  (CPR) model  is designed  to work with nominal BWR pressure  conditions. This 
explains why  the absolute errors of  the  two  low pressure  test  cases were higher  than  the 
validation uncertainty.   






neutronic and  thermal‐hydraulic predictions.  In  this  thesis,  it was  shown  that  the uncertainties of 
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mentor  in  reactor  physics.  Thank  you  Christophe  for  all  your  time,  nice  humor  and  patience  in 
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that?  Thanks  Vladi  for  being  my  best  friend  during  all  these  years!  Being  the  younger  brother 
definitely has  its advantages,  like being spoiled by his elder brother at all times. When  I grow up,  I 
definitely want to be like you! 
The  last  words  have  been  reserved  to  endlessly  thank  my  parents,  who  have  always  been  my 
greatest example of love and perseverance. I truly think that if love could shape a boy like me, then 
love can definitely shape everything! It is incredible that I just realized that your only mission in life 
was to see us happy. Well, guess what? There  is nothing else  in the world that makes me happier, 
than knowing that you have been together during all this time… 
Mom, Dad, mission accomplished… 
 
 
 
 
 
 
   
