Summary. In this chapter, we present an evolutionary approach to solve a novel mechatronic design problem of a pinion-rack continuously variable transmission (CVT). This problem is stated as a multiobjective optimization problem, because we concurrently optimize the mechanical structure and the controller performance, in order to produce mechanical, electronic and control flexibility for the designed system. The problem is solved first with a mathematical programming technique called the goal attainment method. Based on some shortcomings found, we propose a differential evolution-based approach to solve the aforementioned problem. The performance of both approaches (the goal attainment and the modified DE) are compared and discussed, based on quality, robustness, computational time and implementation complexity. We also highlight the interpretation of the solutions obtained in the context of the application.
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Introduction
The solution of real-world optimization problems poses great challenges, particularly when the problem is relatively unknown, since these uncertainties add an extra complexity layer. Currently, several systems can be considered as a mechatronic system due to the integration of the mechanical and electronical elements in such systems. This is the reason why it is necessary to use new design methodologies, which consider integral aspects of the systems.
The traditional approach for the design of mechatronic systems, considers the mechanical behavior and the dynamic performance separately. Therefore, the design of mechanical elements involves kinematic and static behaviors while the design of the control system uses only the dynamic behavior. This design approach from a dynamic point of view cannot produce an optimal system behavior [14, 23] . Recent works on mechatronic systems design propose a concurrent design methodology which considers jointly the mechanical and control performances.
In this concurrent design concept, some approaches have been proposed. However, these concurrent approaches are based on an iterative process. There, the mechanical structure is obtained in a first step and the controller in a second step. If the resulting control structure is very difficult to implement, then the first step must be repeated all over again.
On the other hand, an alternative approach to formulate the system design problem is to consider it as a dynamic optimization problem [3, 2] . In order to do this, the parametric optimal design of the mechatronic systems needs to be stated as a multiobjective dynamic optimization problem (MDOP). In this approach, both the kinematic and the dynamic models of the mechanical structure and the dynamic model of the controller are considered at the same time, together with system performance criteria. This approach allows us to obtain a set of optimal mechanical and controller parameters in only one step, which could produce a simple system reconfiguration.
In this chapter, we present the parametric optimal design of a pinion-rack continuously variable transmission (CVT). The problem is stated as a multiobjective optimization problem. Two approaches are used to solve it. One is based on a mathematical programming technique called goal attainment [11] and the other is based on an evolutionary algorithm called differential evolution [17] . The remainder of this chapter is organized as follows. In Section 2, we detail the transformation of the original problem into a multiobjective optimization problem. In Section 3, we present the mathematical programming method, its adaptation to solve the problem and the obtained results. Afterwards, the evolutionary approach is explained and tested in Section 4. Later, in Section 5, we present a discussion of the behavior of both approaches, based on issues such as quality and robustness of the approach, computational time and implementation complexity. Finally, our conclusions and future paths of research are presented in Section 6.
Multiobjective Problem
In the concurrent design concept, the mechatronic design problem can be stated as the following general problem:
.., n under p and subject to:ẋ
In the problem stated by (1) to (4): p is a vector of the design variables which belongs to the mechanical and control structure, x is the vector of the state variables and t is the time variable. On the other hand, some performance criteria L must be selected for the mechatronic system. The dynamic model (2) describes the state vector x at time t. Also, the design constraints of the mechatronic system must be developed and proposed, respectively. Therefore, the parameter vector p which is a solution of the previous problem will be an optimal set of structure and controller parameters which minimize the performance criteria selected for the mechatronic system and subject to the constraints imposed by the dynamic model and the design.
Current research efforts in the field of power transmission of rotational propulsion systems, are dedicated to obtain low energy consumption with high mechanical efficiency. An alternative solution to this problem is the so called continuously variable transmission (CVT), whose transmission ratio can be continuously changed in an established range. There are many CVTs configurations built in industrial systems, especially in the automotive industry due to the requirements to increase the fuel economy without decreasing the system performance. The mechanical development of CVTs is well known and there is little to modify regarding its basic operation principles. However, research efforts go on with the controller design and the CVT instrumentation side. Different CVT types have been used in different industrial applications; the Van Doorne belt or V-belt CVT is the most studied mechanism [19, 20] . This CVT is built with two variable radii pulleys and a chain or metal-rubber belt. Due to its friction-drive operation principle, the speed and torque losses of rubber V-belt are a disadvantage. The Toroidal Traction-drive CVT uses the high shear strength of viscous fluids to transmit torque between an input torus and an output torus. However, the special fluid characteristic used in this CVT makes the manufacturing process expensive. A pinion-rack CVT is a traction-drive mechanism which is presented in [21] . This CVT is builtin with conventional mechanical elements as a gear pinion, one cam and two pairs of racks. The conventional CVT manufacture is advantageous over other existing CVTs. However, in the pinion-rack CVT, it has been determined that the teeth size of the gear pinion is an important factor in the performance of the system.
Because the gear pinion is the main mechanical element of the pinion-rack CVT, determining the optimal teeth size of such mechanical element to obtain an optimal performance is, by no means, easy. On the other hand, an optimal performance system must consider a low energy consumption in the controller. Therefore, in order to obtain an optimal performance of the pinion-rack CVT, it is necessary to propose the parametric optimal design of such system.
The goals of the parametric optimal design of the pinion-rack CVT are to obtain a maximum mechanical efficiency as well as a minimum controller energy. Therefore, a MDOP for the pinion-rack CVT will be proposed in this chapter.
Description and dynamic CVT model
In order to adapt the MDOP to the pinion-rack CVT, it is necessary to develop the dynamic model of such system. The pinion-rack CVT changes its transmission ratio when the distance between the input and output rotation axes is changed. This distance is called "offset" and will be denoted by "e". As it was indicated before, this CVT is built-in with conventional mechanical elements such as a gear pinion, one cam and two pairs of racks. Inside the CVT, an offset mechanism is integrated. This mechanism is built-in with a lead screw attached by a nut to the vertical transport cam. Fig. 1 depicts the main mechanical CVT components.
The dynamic model of a pinion-rack CVT is presented in [2] . Ordinary differential equations (5), (6) and (7) describe the CVT dynamic behavior. In equation (5): T m is the input torque , J 1 is the mass moment of inertia of the gear pinion, b 1 is the input shaft coefficient viscous damping, r is the gear pinion pitch circle radius, T L is the CVT load torque, J 2 is the mass moment of inertia of the rotor, R is the planetary gear pitch circle radius, b 2 is the output shaft coefficient viscous damping and θ is the angular displacement of the rotor. In equations (6) and (7): L, R m , K b , K f and n represent the armature circuit inductance, the circuit resistance, the back electro-motive force constant, the motor torque constant and the gearbox gear ratio of the DC motor, respectively. Parameters r p , λ s , b c and b l denote the pitch radius, the lead angle, the viscous damping coefficient of the lead screw and the viscous damping coefficient of the offset mechanism, respectively. The control signal u (t) is the input voltage to the DC motor. J eq = J c2 +M r 2 p +n 2 J c1 is the equivalent mass moment of inertia, J c1 is the mass moment of inertia of the DC motor shaft, J c2 is the mass moment of inertia of the DC motor gearbox and d = r p tan λ s , is a lead screw function. Moreover, θ R (t) = 
In order to fulfill the concurrent design concept, the dynamic model of the pinion-rack CVT must be stated with state variables as it is indicated in the general problem stated by (1) to (4) . With the state variables x 1 =θ, x 2 = i, x 3 = e, x 4 =ė, the dynamic model given by (5) to (7) can be written as:
Performance criteria and objective functions
The performance of a system is measured by several criteria. One of the most common ones is the system efficiency because it reflects the energy loss. In the case of the pinion-rack CVT, the mechanical efficiency criterion of the gear systems is used to state the MDOP. This is because the racks and the gear pinion are the main CVT mechanical elements.
The mathematical equation (9) for mechanical efficiency presented in [22] is used in this work, where µ, N 1 , N 2 , m, r 1 and r 2 represent the coefficient of sliding friction, the gear pinion teeth number, the spur gear teeth number, the gear module, the pitch pinion radius and the pitch spur gear radius respectively.
In [2] , the speed ratio equation is stated by (10) , where ω is the input angular speed and Ω is the output angular speed of the CVT.
Considering r 1 ≡ r and r 2 ≡ R, the CVT mechanicsl efficiency is given by (11) .
In order to maximize the mechanical CVT efficiency, F (·), which is given by (12) , must be minimized.
Equation (12) can be written as (13) which is used to state the MDOP.
The second objective function of the MDOP must belong to the dynamic behavior. In order to fulfill that, a proportional and integral (PI) controller structure is used in the MDOP. This is because, despite the development of many control strategies, the PI controller structure remains as one of the most popular approaches for industrial processes control due to its good performance. Then, in order to obtain the minimal controller energy, the objective function for the MDOP, given by (14) is used.
The objective functions previously established fulfill the concurrent design concept, since structural and dynamic behaviors will be considered at the same time in the MDOP.
Constraint functions
The design constraints for the CVT optimization problem are proposed according to geometric and strength conditions for the gear pinion of the CVT.
To prevent fracture of the annular portion between the axe bore and the teeth root on the gear pinion, the pitch circle diameter of the pinion gear must be greater than the bore diameter by at least 2.5 times the module [16] . Then, in order to avoid fracture, the constraint g 1 must be imposed. To achieve a load uniform distribution on the teeth, the face width must be 6 to 12 times the value of the module [14] . This is ensured with constraints g 2 and g 3 . To maintain the CVT transmission ratio within the range [2r, 5r] constraints g 4 , g 5 are imposed. Constraint g 6 ensures a teeth number of the gear pinion equal or greater than 12 [14] . A practical constraint requires that the gear pinion face width is greater or equal than 20mm. In order to ensure that, constraint g 7 is imposed. To constrain the distance between the corner edge in the rotor and the edge rotor, constraint g 8 is imposed. Finally, to ensure a practical design for the pinion gear, the pitch circle radius must be equal or greater than 25.4mm. For that sake, constraint g 9 is imposed.
On the other hand, it can be observed that J 1 , J 2 are parameters which are a function of the CVT geometry. For these mechanical elements, the mass moments of inertia are defined by
where ρ, m, N , h, e max , r c and r s are the material density, the module, the teeth number of the gear pinion, the face width, the highest offset distance between axes, the rotor radius and the bearing radius, respectively.
Design variables
Because the concurrent design concept considers structural an dynamic behaviors at the same time, the vector of the design variables must belong to the mechanical and controller structures. In order to fulfill that, design variables of the mechanical structure related to the standard nomenclature for a gear tooth are used. Moreover, the controller gains K P and K I which belong to the dynamic CVT behavior are also used.
Equation (17) establishes a parameter called module m for metric gears, where d is the pitch diameter and N is the teeth number.
On the other hand, the face width h, which is the distance measured along the axis of the gear and the highest offset distance between axes e max are parameters which define the CVT size. Therefore, the vector p i is proposed in order to establish the MDOP of the pinion-rack CVT.
Optimization problem
In order to obtain the mechanical CVT parameter optimal values, we propose a MDOP given by equations (19) to (26), where the control signal u(t) is given by (20) . As the objective functions must be normalized to the same scale [15] , the corresponding factors W = [0.4397, 563.3585] T were obtained using the algorithm from Section 3 by minimizing each objective function subject to constraints given by equations (8) and (20) to (26).
where
subject to the dynamic model stated by (8) and subject to:
Mathematical Programming Optimization
As we can observe, in a general way, a MDOP is composed by continuous functions given by the dynamic model of the system as well as the objective functions of the problem. In order to find the solution of the MDOP, it must be transformed into a Nonlinear Programming Problem (NLP) [4] . Two transformation approaches exist: the sequential and the simultaneous approach. In the sequential approach, only the control variables are discretized. This approach is also known as control vector parameterization. In the simultaneous approach, the state and control variables are discretized resulting in a largescale NLP problem which requires of special algorithms for its solution [1] . Because of the diversity of mathematical programming algorithms already established, the transformation of the MDOP into a NLP problem was done adopting the sequential approach. The NLP problem which is used to approximate the original problem given by (1) to (4) can be stated as:
subject to:
where p is the vector of the design variables, c i are the inequality constraints and c e are the equality constraints, respectively. In order to obtain the NLP problem given by (27) to (29), the sequential approach requires the value and the gradient calculation of the objective functions. Moreover, the gradient of the constraints with respect to the design variables must be calculated.
Gradient calculation and sensitivity equations
To get the gradient calculation for the objective function, we use the following equation:
where, it can be seen in the general problem stated by (1) to (4) , that L i is the i − th objective function, x is the vector of the state variables, p j is the j − th element of the vector of the design variables and t is the time variable. On the other hand, in order to obtain the partial derivatives ∂x ∂pj , it is necessary to solve the ordinary differential equations of the sensitivity given by (31).
These sensitivity equations can be obtained by taking the time derivatives with respect to p j of the dynamic model. Due to the fact thatẋ is a function of the time variable t as well as the design variables p j (we must consider that p j are independent of the t), it is fulfilled that:
Finally, using the equalities (33) and proposing the following variable:
The partial derivatives of x with respect to p j are now given by the following ordinary differential equations:
Goal Attainment Method
As we said before, in order to transform the MDOP into a NLP problem, the sequential approach is used. The resulting problem is solved using the Goal Attainment Method [11] . In the remainder of the chapter, we will refer to it as "MPM" (Mathematical Programming Method). In such a technique, a subproblem is obtained as follows:
Numerical method to solve the NLP problem
In order to solve the resulting NLP problem stated by (37) to (38), the Successive Quadratic programming (SQP) method is used. There, a Quadratic Problem (QP) which is a quadratic approximation to the Lagrangian function optimized over a linear approximation to the constraints, is solved. A vector p i which contains the current parameter values is proposed and the NLP problem given by equations (39) and (40) is obtained, where B i is the BroydenFletcher-Goldfarb-Shanno updated (BGFS) positive definite approximation of the Hessian matrix, and the gradient calculation is obtained using sensitivity equations. Hence, if γ solves the subproblem given by (39) and (40) and γ = 0, then the parameter vector p i is an original problem optimal solution. Otherwise, we set p i+1 = p i + γ and with this new vector the process is repeated all over again.
subject to
Experiments and Results of the Mathematical Programming Method
In order to carry out the parametric optimal design of the pinion-rack CVT, we performed 10 independent runs, all of them using a PC with a 2.8 GHz Pentium IV processor with 1 GB of Memory using Matlab 6. Because the goal attainment method requires the goal for each of the objective functions, further calculations were necessary. The goal for Φ 1 was obtained by minimizing this function subject to equations (8) and (20) to (26). The optimal solution vector p 1 is shown in Table 1 . The goal for Φ 2 was obtained by minimizing this function subject to equations (8) and (20) to (26). The optimal solution vector p 2 for this problem is also shown in Table  1 .
Varying the scattering vector can produce different nondominated solutions. In Table 1 [N * , m * , h * , e * max , K * P , Table 3 . Time required by each run of the MPM. Note that only two runs could converge to a solution. The remaining 8 runs could not provide any result.
As can be seen in the results in Table 3 , 80% of the runs diverged. This behavior shows a high sensitivity of the MPM to the starting point (detailed in Figure 2 ) because it must be carefully chosen in order to allow the approach to reach a good solution. The information about the time required by the MPM per independent run is also summarized in Table 3 . Figure 2 shows the mechanical efficiency and the input control of the pinion-rack CVT with both solutions obtained by the MPM (p 1 , p 2 and p * A , respectively). The solution p * A was selected because it has the same overachievement of the proposed goal for each objective function.
As we can observe in Figure 2 , when the teeth number is increased (p * 1 ) and their size is decreased (p * 2 ), a higher CVT mechanical efficiency is obtained. Also, we can observe perturbations in the mechanical efficiency, which are produced because of a tip-to-tip momentary contact prior to full engagement between teeth. With the optimal solution, this tip-to-tip contact is reduced because a better CVT planetary gear is obtained when the teeth size is decreased. Summarizing, the optimal solution implies a lower sensitivity of the mechanical efficiency with respect to reference changes. On the other hand, a more compact CVT size is obtained since (p * 3 ) is decreased. Furthermore, a minimal controller energy is obtained when the controller gains (p * 5 ) and (p * 6 ) are decreased. In Figure 2 , it can be observed that the optimal vector minimizes the initial overshoot of the control input.
Despite the sensitivity of the NLP method, the optimal solutions obtained are good from the mechanical and controller point of view. 
Evolutionary Optimization
The high sensitivity of the MPM to its initial conditions and its implementation complexity motivated us to solve the problem using an evolutionary algorithm (EA). This is because one of the main advantages of an EA is that competitive results are obtained regardless of its initial conditions (i.e. a set of solutions is randomly generated). We selected Differential Evolution [17] because of several reasons: (1) it is an EA which has provided very competitive results when compared with respect to traditional EAs such as genetic algorithms and evolution strategies in real-world problems [6] , (2) it is very simple to implement [17] and (3) its parameters for the crossover and mutation operators generally do not require a careful fine-tuning [13] .
DE is an evolutionary direct-search algorithm to solve optimization problems. DE shares similarities with traditional EAs. However it does not use binary encoding as a simple genetic algorithm [8] and it does not use a probability density function to self-adapt its parameters as an Evolution Strategy [18] . Instead, DE performs mutation based on the distribution of the solutions in the current population. In this way, search directions and possible stepsizes depend on the location of the individuals selected to calculate the mutation values.
Several DE variants have been proposed [17] . The most popular is called "DE/rand/1/bin", where "DE" means Differential Evolution, the word "rand" indicates that the individuals selected to compute the mutation values are chosen at random, "1" is the number of pairs of solutions chosen to calculate the differences for the mutation operator and finally "bin" means that a binomial recombination is used. A detailed pseudocode of this variant is presented in Figure 3 .
Four parameters must be defined in DE: (1) the population size, (2) the number of generations, (3) the factor F ∈ [0.0, 1.0] which scales the value of the differences computed from randomly selected individuals (typically three, where two are used to compute the difference and the other is only added) from the population (row 11 in Figure 3) . A value of F = 1.0 indicates that the complete difference value is used; and finally, (4) the CR ∈ [0.0, 1.0] parameter, which controls the influence of the parent on its corresponding offspring; a value of CR = 0.0 means that the offspring will take its values from its parent instead of taking its values from the mutation values generated by the combination of the differences of the individuals chosen at random (rows 9-15 in Figure 3) .
DE was originally proposed to solve global optimization problems. Moreover, like other EAs, DE lacks a mechanism to handle the constraints of a given optimization problem. Hence, we decided to modify the DE algorithm in order to solve constrained multiobjective optimization problems. It is worth remarking that the goal when performing these modifications was to maintain the simplicity of DE as much as possible.
Three modifications were made to the original DE:
1. The selection criterion between a parent and its corresponding offspring was modified in order to handle multiobjective optimization problems. 2. A constraint-handling technique to guide the approach to the feasible region of the search space was added. 3. A simple external archive to save the nondominated solutions found during the process was added.
Selection Criterion
We changed the original criterion to select between parent and offspring (rows 16-20 in Figure 3 ) based only on the objective function value. As in multiobjective optimization we are looking for a set of trade-off solutions, we used, as traditionally adopted in Evolutionary Multiobjective Optimization [5] , Pareto
Create a random initial population Xi,G ∀i, Fig. 3 . "DE/rand/1/bin" algorithm. randint(min,max) is a function that returns an integer number between min and max. rand[0, 1) is a function that returns a real number between 0 and 1. Both are based on a uniform probability distribution. "NP", "MAX GEN", "CR" and "F" are user-defined parameters. "D" is the dimensionality of the problem.
Dominance as the criterion to select between the parent and its corresponding offspring. The aim is to keep the nondominated solutions from the current population.
A vector U = (u 1 , . . . , u k ) is said to dominate V = (v 1 , . . . , v k ) (denoted by U V) if and only if U is partially less than V, i.e. ∀i ∈ {1, . . . , k}, u i ≤ v i ∧ ∃i ∈ {1, . . . , k} : u i < v i . If we denote the feasible region of the search space as F, the evolutionary multiobjective algorithm will look for the Pareto optimal set (P * ) defined as:
In our case, k = 2, as we are optimizing two objectives.
Constraint-Handling
The most popular approach to incorporate the feasibility information into the fitness function of an EA is the use of a penalty function. The aim is to decrease the fitness value of the infeasible individuals (i.e., those which do not satisfy the constraints of the problem). In this way, feasible solutions will have more probabilities of being selected and the EA will eventually reach the feasible region of the search space. However, the main drawback of penalty functions is that they require the definition of penalty factors. These factors will determine the severity of the penalty. If the penalty value is very high, the feasible region will be approached mostly at random and the feasible global optimum will be hard to get. On the other hand, if the penalty is too low, the probability of not reaching the feasible region will be high. Based on the aforementioned disadvantage, we decided to avoid the use of a penalty function. Instead, we incorporated a set of criteria based on feasibility originally proposed by Deb [7] and further extended by other researchers [9, 10, 12]:
• Between 2 feasible solutions, the one which dominates the other wins.
• If one solution is feasible and the other one is infeasible, the feasible solution wins.
• If both solutions are infeasible, the one with the lowest sum of constraint violation is preferred.
We combine Pareto dominance and the set of feasibility rules into one selection criterion which substitutes rows 12-16 in Figure 3 as presented in Figure 4 : Fig. 4 . Modified selection mechanism added to the DE algorithm in order to solve our multiobjective optimization problem.
External Archive
One of the features that distinguishes a modern evolutionary multiobjective optimization algorithm is the concept of elitism [5] . In our modified DE, we added an external archive which stores the set of nondominated solutions found during the evolutionary process. This archive is updated at each generation in such a way that all nondominated solutions from the population will be included in the archive. After that, a nondominance checking is performed with respect to all the solutions (the newcomers and also the particles in the archive). The solutions that are nondominated with respect to everybody else will remain in the archive. When the search ends, the set of nondominated solutions in the archive will be reported as the final set of solutions obtained by the approach.
Results of the EA Approach
In our experiments, we performed 10 independent runs. A fixed set of values for the parameters was used in all runs and they were defined as follows: Population size N P = 200, M AX GEN ERAT ION S = 100; the parameters F and CR were randomly generated within an interval. The parameter F was generated per generation in the range [0.3, 0.9] (the differences can be scaled in different proportions without affecting the performance of the approach) and CR was generated per run in the range [0.8, 1.0] (more influence of the mutation operator instead of having such influence from the parent when generating the offspring). These values were empirically derived. This way of defining the values for F and CR makes evident that they do not require to be fine-tuned. We will refer to the evolutionary approach as "EA" (Evolutionary Algorithm).
The experiments were performed in the same platform where the goal attainment experiments were carried out. This was done to have a common point of comparison to measure the computational time required by each approach.
In Table 4 we present the number of nondominated solutions and also the time required per run. Table 4 . Time required and number of nondominated solutions found at each independent run by the EA.
The 10 different Pareto fronts obtained are presented in Figure 5 . In order to help the decision maker, we filtered the 10 different set of solutions in order to obtain the final set of nondominated solutions. The final Pareto front obtained from the 10 runs contains 28 nondominated points and it is presented in Figure 6 . Finally, the details of the 28 solutions are presented in Table 5 . (Figure 6 ). We can observe that the mechanical efficiency found by the EA is better than that of the MPM solution. We can also see a smooth behavior of the mechanical efficiency for the EA, maintaining a more compact CVT size for the EA solution. However, the initial overshoot of the input control is greater than that of the MPM solution. These behaviors are observed with all the solutions lying on the middle of the Pareto front, because a higher teeth number and a corresponding smaller size are obtained (p * 1 was increased and p * 2 was decreased) whereas the input energy controller is greater (p * 5 and p * 6 were increased) in these optimal solutions. In conclusion, from a mechanical point of view, the solutions in the middle of the Pareto front, offer many possible system reconfigurations of the pinion-rack CVT. 
Quality and Robustness
As we can see, the results provided by the EA were as good as those obtained by the MPM method because the solutions of the latter were also nondominated with respect to those found by the EA. However, the EA was not sensitive to the initial conditions (a randomly generated set of solutions was adopted at all times). Then, the EA approach provided a more robust behavior than that shown by the MPM. Despite the fact that the results obtained by both approaches are considered similar (from a mechanical and from a control point of view), as the EA obtains several solutions from a single run, it gives the designer the chance to select from them, the best choice based on his preferences.
Computational Cost
It is clear, based on the results shown in Tables 3 and 4 for the MPM and the EA approaches respectively, that the EA is the most expensive, computationally speaking. However, as it was pointed out in Table 4 , the EA obtains a set of nondominated solutions per single run. In contrast, the MPM always returns a single solution per run. Therefore, based on the average time (18.78 Hrs) . and the average number of solutions obtained (18.5 solutions), approximately, one solution per hour is obtained. On the other hand, the MPM obtained a solution at an approximate computational cost of 36 minutes. Then, we can conclude that the EA requires, roughly, twice the time used by the MPM to find a single solution.
Implementation Issues
As it was mentioned in Section 3.3, in order to solve the multiobjective optimization problem by using the MPM, a sequential quadratic programming method was used. There, a quadratic programming problem, which is an approximation to the original CVT problem is solved. Based on these issues, some difficulties were detected:
• This method requires the gradient calculation, the sensitivity equations and the gradient equations of the constraints. In a general way, the number of sensitivity equations is the product between the number of state variables and the number of design variables. Moreover, gradient equations are related to the number of design variables. Summarizing, we must calculate: two equations of the objective functions, twenty four sensitivity equations, six gradient equations and fifty four gradient equations of the constraints. On the other hand, with the EA only two equations of the objective functions must be calculated. Therefore, the EA presents an easy reconfiguration.
• Due to the fact that the QP problem is an approximation to the original problem and that the constraints are a linear approximation, this problem might be unbounded or infeasible, whereas the original problem is not. With the EA, the original problem is solved. Therefore, the search of the optimal solution is performed indeed in the feasible region of the search space, directly. In this way, in the case of the EA, new structural parameters can be obtained when additional mechanical constraints to the design problem are added. These mechanical constraints could be considered directly in the constraint-handling mechanism of the algorithm without the need of any further changes.
It is worth reminding that another additional step related to the use of the MPM is that it requires the minimization process of each objective function considered separately. This is because the goal attainment method requires a goal for each function to be optimized. This step is not required by the EA. Finally, the EA showed no significant sensitivity to its parameters.
Goal Attainment to Refine Solutions
It is important to mention that we carried out a set of runs of the MPM by using a nondominated solution obtained by the EA as a starting point. However, the approach was unable to improve the solution in all cases.
Conclusions and Future Work
We have presented the multiobjective optimization of a pinion-rack continuously variable transmission (CVT). The aim is to maximize the mechanical efficiency and to mininize the corresponding control. The problem is subject to geometric and strength conditions for the gear pinion of the CVT. Two different approaches were used to solve the problem: A Mathematical Programming method called Goal Attainment and also an evolutionary algorithm. The first one was very sensitive to the initial point of the search (the point must be given by the user and it must be carefully selected), but the computational time required was of about 30 minutes to obtain a solution. On the other hand, the evolutionary algorithm, which in our case was differential evolution, showed no sensitivity to the initial conditions i.e. a set of randomly generated solutions was used in all our experiments. Besides, the approach did not show any sensitivity to the values of the parameters related to the crossover and mutation operators. Furthermore, the EA returned a set of solutions in each single run, which gave the designer more options to select the best solutions, based on his preferences. The computational time required for the EA was of about 60 minutes to find a solution. The obtained results from both approaches were similar based on quality, but the EA was more robust (in each single run it obtained feasible results). Finally, the EA was clearly easier to implement, which was one of the most clear advantages of the approach.
Our future work consists on designing a preferences-handling mechanism, in order to let the EA to concentrate the search on those regions of the Pareto front where the most convenient solutions are located. Furthermore, we plan to solve other mechatronic problems by using our proposed approach.
