Abstract. In Source Location (SL) problems the goal is to select a minimum cost source set S such that the connectivity from S to any node v is at least the demand dv of v. In Network Augmentation (NA) problems we are given a graph G = (V, E) and an edge-set F on V , edge-costs on F or node-costs on V , and connectivity requirements {rsv : sv ∈ D} on a set D of "demand edges". The goal is to compute a minimum cost edge-set I ⊆ F , such that in the graph G + I, the connectivity of each sv ∈ D is at least rsv. In Rooted NA D is a star with center s, and in a-Based NA F is a star with center a. We suggest a notion of qconnectivity, where every node u has capacity qu ≥ 1 that represents the resistance of u to failures. We observe that a large class of SL problems, including the variants that appear in the literature, is a particular case of q-connectivity s-Based Rooted NA problems. We use this to derive some approximation algorithms for SL from those for NA, as well as to derive some new results for SL problems. Some of our results are as follows.
Introduction

Problems considered and relations between them
In this paper we suggest a unifying approach to handle Source Location problems via Rooted Network Augmentation problems. In Source Location problems the goal is to select a minimum cost source set S such that the connectivity from S to any other node v is at least the demand d v of v. In Network Augmentation problems the goal is to augment a given graph by a minimum-cost edge-set such that the new graph satisfies prescribed connectivity requirements. Formally, the generic versions of these problems are as follows. Given a function w = {w u : u ∈ U } on a groundset U and U ′ ⊆ U , let w(U ′ ) = u∈U ′ w u . If w is a cost function on U and I is an edge-set on U , then the cost (or the node-costs) w(I) of I is defined to be the cost of the set of the endnodes of I. Also, let w max = max u∈U w u denote the maximum value of w, and assume that all the input numbers are integers.
Source Location (SL)
Instance: A graph G = (V, E) with node-costs c = {c v : v ∈ V }, connectivity demands d = {d v : v ∈ V }, and connectivity function ψ : 2 V × V → Z + . Objective: Find a minimum cost source node set S ⊆ V such that ψ(S, v) ≥ d v for every v ∈ V .
Network Augmentation (NA)
Instance: A graph G = (V, E) and an edge-set F on V , a cost function c on F or on V , connectivity requirements r = {r sv : sv ∈ D} on a set D of demand edges on V , and a family {f sv : 2 F → Z + : sv ∈ D} of connectivity functions. Objective: Find a minimum-cost edge-set I ⊆ F such that f sv (I) ≥ r sv for every sv ∈ D.
In NA problems, typical connectivity functions are as follows.
• Edge-connectivity λ G (s, v) is the maximum number of pairwise edge disjoint sv-paths in G.
• Node-connectivity κ G (s, v) is the maximum number of pairwise internally disjoint sv-paths in G.
• Q-connectivity λ Q G (s, v) for given Q ⊆ V , is the maximum number of sv paths no two of which have an edge or an internal node in Q in common. Note that Q-connectivity reduces to edge-connectivity if Q = ∅, and to nodeconnectivity if Q = V ; namely, λ
The corresponding versions of NA are edge-connectivity NA when f sv (I) = λ G+I (s, v), node-connectivity NA when f sv (I) = κ G+I (s, v), and Q-connectivity NA when f sv (I) = λ Q G+I (s, v). Most papers that considered SL problems defined (S, v)-edge-connectivity λ G (S, v) as the maximum number of pairwise edge-disjoint (S, v)-paths. On the other hand, several definitions were used for (S, v)-node-connectivity κ(S, v); in most of these definitions, κ(S, v) = ∞ if v ∈ S. Here we suggest a definition that captures previous definitions as particular cases.
Note that λ Q G (s, v) is the maximum sv-flow value, where edges and nodes in Q have unit capacities, while the capacity of the nodes in V \ Q is ∞. Hence the Q-connectivity function λ Q G (s, v) is the max-flow/min-cut value function in G with node-capacities in {1, ∞} and unit edge capacities. In Definition 1 below, this is generalized as follows. Every node u has capacity q u (the resistance of u to failures), and an amount p u of flow-supply that u can deliver to any other node (including itself) if u is chosen to be in the source set S.
′ obtained by adding to G a new node s and connecting it to every u ∈ S with p u edges; hence if p u ≥ q u for every u ∈ S then: λ
{s, v} and q u = ∞ otherwise. Now we mention some node-connectivity functions ψ that appear in the literature, and show that they are particular case of the (p, q)-connectivity function λ p,q G with p u , q u ∈ {1, ∞} and q u ≤ p u .
κ(S, v)
is the maximum number of (S, v)-paths no two of which have a common node in V \ (S ∪ v) if v / ∈ S, and κ(S, v) = ∞ otherwise; equivalently, κ(S, v) is the minimum size |C| of a cut C ⊆ E ∪ V \ (S ∪ {v}) such that G \ C has no (S, v)-path. For directed graphs, κ-SL is equivalent to λ-SL by the following (approximation ratio preserving) standard reduction: replace every v ∈ V by two nodes v in , v out connected by an edge v in v out , and replace every edge uv ∈ E by an edge u out v in ; each node v out inherits the cost and the demand of v, while v in has cost ∞ and demand 0. It is not hard to verify that S is a feasible solution to the original instance with connectivity function κ if, and only if, S out = {v out : v ∈ S} is a feasible solution to the obtained instance with the edge-connectivity function λ. For undirected graphs, we do not see that κ is a particular case of λ p,q G , but we are also not aware on any work on undirected κ-SL (except that it is shown in [11] that the problem can be solved in polynomial time for k = max v∈V d v ≤ 2 and is NP-hard for k ≥ 3). 2.κ(S, v) is the maximum number of (S, v)-paths no two of which have a common node in V \ {v} if v / ∈ S, andκ(S, v) = ∞ otherwise; equivalently, κ(S, v) is the minimum size |C| of a cut
Given an instance of SL or of NA, let k denote the maximum demand d max = max v∈V d v or the maximum requirement r max = max uv∈D r uv . Note that in SL problems with ψ(S, v) = λ p,q G (S, v), we may always assume that p u ≤ k, and it is also reasonable to assume that 1 ≤ q u ≤ p u for every u ∈ V (as in the above versions). We consider a relation between such (p, q)-connectivity versions of SL and q-connectivity versions of NA, that formally are defined as follows.
Survivable Network Augmentation (SNA) This is NA with connectivity functions f sv (I) = λ q G+I (s, v). Now we define several particular important cases of NA.
Rooted NA A particular case of NA when D is a star, whose center we denote by s.
a-Based NA A particular case of NA when F is a star centered at a.
Connectivity Augmentation is a particular case of Q-connectivity SNA, when any edge can be added to G by a cost of 1. a-Based Connectivity Augmentation is a particular case of Q-connectivity SNA, when any edge leaving a can be added to G by a cost of 1.
The a-Based Connectivity Augmentation problem was defined in [14] , where it was also shown to admit an H(r(D))-approximation algorithm. The study of this problem in [14] is motivated by the following observation. For an edge-set/graph J let δ J (X) denote the set of edges in J from X to V \X. This paper is motivated by a recent paper of Fukunaga [6] , that defined the connectivity function κ ′ , and observed that κ ′ -SSL is equivalent to the particular case of s-Based Rooted SNA with node-connectivity requirements and edge-costs, and with δ G (s) = ∅. Here, by the same reduction as in Definition 1 (for a proof see Section 2), we further observe the following. We also consider the following generalization of SSL. Given an instance of SSL and edge-costs {c e : e ∈ E} let µ G (S, v) denote the minimum cost of an edge set F ⊆ E such that λ
SSL with Flow-Cost Bounds Instance: As in SSL, but in addition we have edge-costs {c e : e ∈ E} and flow-cost bounds {b v : v ∈ V }. Objective: As in SSL, with an additional constraint that µ G (S, v) ≤ b v for every v ∈ V .
Previous work
The previously best known approximation ratios and hardness of approximation results for SL problems with connectivity functions λ, κ,κ, κ ′ , are summarized in Table 1 ; see also a survey in [17] .
UC & UD in P [18] in P [18] Table 1 . Previous approximation ratios and hardness of approximation thresholds for SL problems. GC and UC stand for general and uniform costs, GD and UD stand for general and uniform demands, respectively.
Some additional results are as follows. Ishii, Fujita, and Nagamochi [8, 9] showed that undirected SSL withκ can be solved in polynomial time for k ≤ 3, but is NP-hard if there exists a vertex v ∈ V with d(v) ≥ 4. Barasz, Becker, and Frank [3] gave a strongly polynomial time algorithm for edge-connectivity directed SSL with uniform demands. Several generalizations of source location problems can be found in [22, 10, 16, 11 ].
Our results
Our first result is an easy consequence from Observation 2, and it illustrates the usefulness of the relation between the two problems. Theorem 1. Directed SSL for k = 1 and unit costs is Ω(log n)-hard to approximate. Directed/undirected κ ′ -SSL with uniform demands can be solved in polynomial time.
Observations 1 and 2 motivate the study of the a-Based SNA problem. Interestingly, the algorithms of [21] for SL with connectivity functions λ,κ,κ, and the algorithm of [14] for a-Based Connectivity Augmentation both use the same method of reducing the problem to a Submodular Cover problem. Now we see that this is not a coincidence, since by Observations 1 and 2, both problems are particular cases of the a-Based SNA problem. Furthermore, we will show by a simple proof that such a reduction is possible whenever the connectivity function is submodular and non-decreasing. A set function f on U is submodular if
Our next result is obtained by observing that the algorithm of [14] for a-Based Connectivity Augmentation extends to a-Based NA with arbitrary submodular non-decreasing connectivity function, for both edge-costs and node-costs, as follows. Recall that for an a-Based SNA instance, p max denotes the maximum number of parallel edges in F , and that p max ≤ k. In Section 4 we observe that for a-Based SNA instances, the set-function on F defined by f uv (I) = λ q G+I (u, v) is submodular and non-decreasing, and that α ≤ |D| in the case of edge-costs and α ≤ min{r(D), |D| · p max } in the case of node-costs, where p max is the maximum number of parallel edges in F .
Theorem 3. Directed a-Based SNA admits approximation ratios H(|D|) for edge-costs and H(min{r(D), |D|·p max }) for node-costs. Thus directed SSL admits approximation ratio H(min{r(D), |D| · p max }).
For both SSL and SNA, an approximation ratio ρ for directed graphs implies approximation ratio 2ρ for undirected graphs. Usually, undirected connectivity problems are easier to approximate than the directed ones. Directed SSL is already Set-Cover hard even for k = 1 and unit costs, but for undirected SSL with k = 1 (and even with k = 2) it is not hard to obtain a polynomial time algorithm. Hence a natural question is whether undirected SSL admits an approximation ratio that depends on k only. As was mentioned, Fukunaga [6] observed that Q-connectivity SSL with Q = V is equivalent to s-Based Rooted SNA with edge-costs. Since undirected Q-connectivity Rooted SNA with edge-costs admits ratio O(k ln k) [19] , so is Q-connectivity SSL with Q = V . However, Connectivity Augmentation admits ratio O(ln 2 k) for rooted requirements [20] , and a natural question to ask is whether the algorithm of [20] extends to s-Based Rooted SNA.
Theorem 4. Undirected a-Based SNA admits the following approximation ratios, where H(k) = k i=1 1/i denotes the kth Harmonic number.
s-Based Rooted SNA admits ratio k ℓ=1
s-Based Rooted SNA, and thus also undirected SSL, admits ratio
Part (ii) implies that undirected SSL admits approximation ratio that depends on k only; this ratio is better than the one implied by Theorem 3 for k = o ln n ln ln n . Furthermore, it improves the ratio O(k ln k) of Fukunaga [6] for κ ′ -SSL to O(ln 2 k), since we have p max = 1 in this case (forκ-SSL we get the same ratio O(k ln k) as in [6] , since p max = k in this case).
Finally, we consider the SSL with Flow-Cost Bounds problem.
Theorem 5. SSL with Flow-Cost Bounds admits approximation ratio H(d(V ))+ H(c(E)).
Theorems 1, 2, 3, 4, and 5, are proved in Sections 2, 3, 4, 5, and 7, respectively.
Proof of Theorem 1
We start by proving Observation 2. The reduction is essentially the one in Definition 1. Given an instance of SSL construct an instance of s-Based Rooted SNA as follows: add to G a new node s of cost 0, and for every v ∈ V set r sv = d v and put p v edges from s to v into F . Conversely, given an instance of s-Based Rooted SNA with node-costs and with δ G (s) = ∅ and c(s) = 0, construct an instance of SSL as follows. Remove s from G, and for every v ∈ V set p v to be the number of edges in F from s to v and d v = r sv . In both directions, it is not hard to see that S is a solution to the SSL instance, if, and only if, the edge set I of all edges in F from s to S is a solution to the s-Based Rooted SNA instance, and clearly I and S have the same node-cost. Note that in the above reduction, we have the following.
-The case of uniform demands (namely, d v = k for all v ∈ V ) in SSL corresponds to the case of rooted uniform requirements (namely r sv = k for all v ∈ V \ {s}) in s-Based Rooted SNA. -The case of unit costs (namely, c v = 1 for all v ∈ V ) in SSL corresponds to the version of s-Based Connectivity Augmentation with node-costs, when we can pick p v edges from s to v by a cost of 1.
Directed Rooted SNA with edge-costs and uniform requirements r sv = k for all v ∈ V can be solved in polynomial time [5] ; this easily implies that also undirected Rooted s-Based SNA with edge-costs can be solved in polynomial time. Thus the same holds for κ ′ -SSL, since κ ′ -SSL is a particular case of sBased Rooted SNA with edge-costs.
Frank [4] showed that directed s-Based Connectivity Augmentation with δ G (s) = ∅ is NP-hard. Using a slight modification of his reduction we can show that the problem is in fact Set-Cover hard to approximate, and thus is Ω(log n)-hard to approximate. Given an instance of Set-Cover, where a family A of sets needs to cover a set B of elements, construct the corresponding directed bipartite graph
The Ω(log n)-hardness follows for M large enough, say |M | = (|A| + |B|)
2 , and |A| = |B|. Since for k = 1 all connectivity functions of SSL are equivalent, we get Ω(log n) hardness for directed SSL with k = 1 and unit costs.
Proof of Theorem 2
We use a result due to Wolsey [25] about a performance of a greedy algorithm for submodular covering problems. A generic covering problem is as follows.
Covering Problem
Instance: A groundset U , and two functions given by an evaluation oracle: a cost-function c : 2 U → R and a progress function g : 2 U → Z. Objective: Find A ⊆ U of minimum cost such that g(A) = g(U ).
The Submodular Cover problem is a special case when the function g is submodular and non-decreasing, and c(S) = v∈S c(v) for some c : U → R + . Wolsey [25] proved that then, the greedy algorithm, that as long as g(A) < g(U ) repeatedely adds to A an element u ∈ U \ A with maximum
, has approximation ratio H (max u∈U g({u}) − g(∅)).
We start with the case of edge-costs. Then the function g is defined in the same way as in [14] : U = F and for I ⊆ F
It is not hard to verify that g is non-decreasing, and that I is a feasible solution to an NA instance if and only if g(I) = g(F ) = r(D). Also, g({e}) − g(∅) ≤ uv∈D [f uv ({e}) − f uv (∅)] for any e ∈ F . We show that g is submodular. It is known (c.f. [23] ) that if h is submodular, then min{r, h} is submodular for any constant r. Thus the function h uv (I) = min{r(u, v), f uv (I)} is submodular. As a sum of submodular functions is also submodular, we obtain that g is submodular.
Now let us consider node-costs. For S ⊆ V let F S denote the set of edges in F from a to S, and let f ′ uv (S) = f uv (F S ). We have U = V and for S ⊆ V let
As in edge-costs case, it is not hard to verify that g ′ is non-decreasing and that S is a feasible solution to an NA instance if and only if g
We show that g ′ is submodular. We claim that the submodularity of f (I) implies that f ′ (S) is submodular. This is not true in general, but holds if F is a star, and hence for a-Based NA instances. More precisely, it is not hard to verify the following statement, that finishes the proof of Theorem 2. 
Proof of Theorem 3
All graphs in this section are assumed to be directed. Theorem 3 will follow from Theorem 2 and the following Lemma, whose parts were implicitly proved in [14] .
Lemma 2. For any directed a-Based SNA instance, for any s, v ∈ V , the setfunction f sv (I) = λ q G+I (s, v) on F is submodular and non-decreasing. Furthermore, f sv ({e}) ≤ f sv (∅)+1 for any e ∈ F , and f
In the rest of this section we prove Lemma 2. Let s, v ∈ V . It is easy to see that f (I) = f sv (I) = λ q G+I (s, v) is non-decreasing, and that the second statement in the lemma holds. Thus it remains to prove that f (I) is submodular. For that, we will use the following known characterization of submodularity, c.f. [23] : A set-function f on F is submodular if, and only if
Let us fix I 0 ⊆ F . Revising our notation to G ← G + I 0 , F ← F \ I 0 , and denoting h(I) = f (I 0 ∪ I) − f (I 0 ), we get that f is submodular if, and only if
In our setting,
is the increase in the (s, v)-qconnectivity as a result of adding I to G. Thus 0 ≤ h(I) ≤ |I| for any I ⊆ F , so 0 ≤ h({e, e ′ }) ≤ 2. If h({e, e ′ }) = 0, then we are done; if h({e, e ′ }) = 1, then we need to show that h({e}) = 1 or h({e ′ }) = 1; and if h({e, e ′ }) = 2, then we need to show that h({e}) = 1 and h({e ′ }) = 1. We prove the following general statement, that implies the above. Proof. Since we consider directed graphs, it is sufficient to prove the lemma for the case of edge-connectivity. For that, apply the following standard reduction that eliminates node capacities: replace every v ∈ V \{s, t} by two nodes v in , v out connected by q v parallel edges from v in to v out and replace every uv ∈ E ∪ F by an edge from u out to v in . Hence we will prove the lemma for the edge connectivity function λ. Let us say that S ⊆ V is tight if s ∈ S, v / ∈ S, and |δ G (S)| = λ G (s, v). Let F be the family of tight sets. By Menger's Theorem F is non-empty. It is known that F is a ring family, namely, the intersection of all the sets in F is nonempty, and if X, Y ∈ F then X ∩ Y, X ∪ Y ∈ F . Then F has a unique inclusion-minimal set S min and a unique inclusion-maximal set S max . Let J = {uv ∈ I : u ∈ S min , v ∈ V \ S max } be the set of edges in I that go from S min to V \ S max . By Menger's Theorem, |J| ≥ h, and λ G+{e} (s, t) = λ G (s, t) + 1 for any e ∈ J. The statement follows.
⊓ ⊔
Proof of Theorem 4
Here we prove Theorem 4. All graphs in this and the next section are assumed to be undirected, unless stated otherwise. We start by considering the edge-costs case, and then will show that it implies the node-costs case by reductions. Given an instance of SNA and a bisetX on V , let the requirement ofX be r(X) = max{r uv : uv ∈ δ D (X)} if δ D (X) = ∅ and r(X) = 0 otherwise. By the q-connectivity version of Menger's Theorem (c.f. [13] ), I ⊆ F is a feasible solution to an SNA instance if, and only if, |δ I (X)| ≥ h(X) for every bisetsX on V , where h is a biset-function defined by
Let P h denote the polytope of "fractional edge-covers" of h, namely,
Let τ * (h) denote the optimal value of a standard LP-relaxation for edge covering h by a minimum cost edge set, namely, τ * (h) = min e∈F c e x e : x ∈ P h . As an intermediate problem, we consider SNA instances when we seek to increase the connectivity by 1 for every uv ∈ D, namely, when r uv = λ q G (u, v)+ 1 for all uv ∈ D.
D-SNA (the edge-costs version)
Instance: A graph G = (V, E) and an edge set F on V , node-capacities {q v : v ∈ V }, a cost function c on F , and a set D of demand edges on V . Objective: Find a minimum cost edge-set I ⊆ E such that λ
Given a D-SNA instance, we say that a bisetX is tight if h(X) = 1, where h is defined by (1) . D-SNA is equivalent to the problem of finding a minimum cost edge-cover of the biset family F = {X : h(X) = 1} of tight bisets. Thus the following generic problem includes the D-SNA problem.
Biset-Family Edge-Cover
Instance: A graph (V, F ) with edge-costs and a biset family F on V . Objective: Find a minimum cost F -cover I ⊆ F .
For a biset-family F let τ * (F ) denote the optimal value of a standard LPrelaxation for edge covering F by a minimum cost edge set, namely, τ * (F ) = τ * (h) for h(X) = 1 ifX ∈ F and h(X) = 0 otherwise.
Proposition 1. Suppose that a-Based D-SNA with edge-costs admits a polynomial time algorithm that computes a solution of cost at most
, where F is the family of tight bisets. Then a-Based SNA admits a polynomial time algorithm that computes a solution I such that:
, where h is defined by (1) .
Proof. We start with the edge-costs case. Consider the following sequential algorithm. Start with I = ∅. At iteration ℓ = 1, . . . , k, add to I and remove from F an edge-set I ℓ ⊆ F that increases by 1 the q-connectivity of G + I on the set of demand edges D ℓ = {sv : λ q G+I (s, v) = r(s, v) − k + ℓ − 1, sv ∈ D}, by covering the corresponding biset-family F ℓ using the ρ-approximation algorithm. After iteration ℓ, we have λ
holds for all sv ∈ D, thus the computed solution is feasible. The approximation ratio follows from the following two observations.
. This is so since λ(s, v) ≤ ℓ − 1 for every sv ∈ D ℓ , hence the maximum requirement at iteration ℓ is at most ℓ.
. To see this, note that ifŶ ∈ F ℓ and x ∈ P h then x(δ(Ŷ )) ≥ k − ℓ + 1, by Menger's Theorem. Thus x/(k − ℓ + 1) is a feasible solution for the LP-relaxation for edge-covering F ℓ , of value c · x/(k − ℓ + 1).
Consequently, c(I)
k−ℓ+1 . Now let us consider the case of node-costs. Then we convert node-costs into edge-costs by assigning to every edge e = av the cost c ′ (e) = c(v). Let opt ′ denote the optimal solution value of the edge-costs instance obtained. Clearly, opt ≤ opt ′ ≤ p max · opt. Note that any inclusion minimal solution to an a-Based D-SNA instance has no parallel edges. This implies that c(I ℓ ) ≤ ρ(ℓ)·opt and that c(I ℓ ) = c ′ (I ℓ ). The latter implies c(
, and the statement for the node-costs case follows.
In the next section we prove the following theorem, that together with Proposition 1 finishes the proof of Theorem 4. 
Proof of Theorem 6
Recall that D-SNA reduces to Biset-Family Edge-Cover with F being the family of tight bisets; in the case of rooted requirements, it is sufficient to cover the bisetfamily F s = {X ∈ F : s ∈ V \ X + }. Biset-families arising from SNA instances have some special properties, that are summarized in the following definitions.
Definition 3. The intersection and the union of two bisetsX,Ŷ is defined bŷ
We writeX ⊆Ŷ and say thatŶ containŝ X if X ⊆ Y and X + ⊆ Y + . Let C F denote the inclusion-minimal bisets in F . 
Similarly, given a set T ⊆ V of terminals, we say thatX,Ŷ are
uncrossable if T covers the set-family of the inner parts of F , and if (2) holds for any T -dependentX,Ŷ ∈ F .
A biset-family F is symmetric ifX ∈ F implies (V \X + , V \X) ∈ F . Clearly, the family of tight bisets is symmetric. We will use the the following fundamental statement, that was implicitly proved in [20] .
Lemma 4 ([20]). The family F of tight bisets is D-uncrossable, and if D is a star with center s and leaf-set
For a biset-family C let γ C = max{|Γ (Ĉ)| :Ĉ ∈ C}. Note that if F is the family of tight bisets then γ F ≤ k − 1. Given an instance of Biset-Family Edge-Cover, we will assume that the family C of the inclusion members of F can be computed in polynomial time. We note that for F being the family of tight sets, this step can be implemented in polynomial time, c.f. [20] . Under this assumption, we prove the following generalization of Theorem 6.
Theorem 7.
For edge/node-costs, a-Based Biset-Family Edge-Cover admits a polynomial time algorithm that computes a cover I of F such that:
In the rest of this section we prove Theorem 7.
if C is a biset-family then U should intersect the inner part of every member of C. Given costs {c v : v ∈ V }, let t * (C) denote the minimum value of a fractional C-transversal, namely:
In [20] , the following is proved.
Theorem 8 ([20]
). Let F be a biset-family and let C be the family of the inclusion members of F . Then the maximum degree in the hypergraph {C :Ĉ ∈ C} is at most:
Given a hypergraph (V, C) with node-costs, the greedy algorithm computes in polynomial time a C-transversal U ⊆ V of cost c(U ) ≤ H(∆(C))t * (C), where ∆(C) is the maximum degree of the hypergraph (c.f. [15] ). 
Proof. LetX ∈ F . Then a ∈ X or a ∈ V \ X + . If a ∈ V \ X + , then since U is a transversal of C, there is u ∈ U ∩ X. If a ∈ X, then if F is symmetric, then there u ∈ U ∩ (V \ X + ). In both cases, there is an edge au ∈ I, and this edge coversX.
The algorithm as in Theorem 7, for both edge-costs and node-costs is as follows, where in the case of node-costs we may assume that the cost of a is zero. is submodular; this is proved in [2] for the case of edge-connectivity, and the proof for (p, q)-connectivity is similar. Also, both functions are non-decreasing and admit a polynomial time evaluation oracle.
Double Submodular Cover
Instance: A groundset V with costs {c v : v ∈ V } and submodular nondecreasing functions f : 2 V → Z and g : 2 V → Z ∪ {−∞} given by an evaluation oracle. Objective: Find S ⊆ V of minimum cost with f (S) = f (V ) and g(S) = g(V ).
There are several natural approaches to solve the Double Submodular Cover problem using the greedy algorithm of Wolsey [25] . One is to apply the greedy algorithm with the function f + g. Another possibility is to solve two instances of Submodular Cover, one with function f and the other with function g, returning the union of the solutions S f and S g computed. However, in both case the ratio guarantee may be unbounded if g(∅) = −∞, which happens in the case of SSL with Flow-Cost Bounds.
Note that in Double Submodular Cover instances that arise from SSL with Flow-Cost Bounds have the following property: if f (S f ) = f (U ) then g(S f ) = −∞ for any S ⊇ S f . Therefore, the following approach works. We take the set S f into our solution, and consider the residual Submodular Cover problem with groundset V \ S f and set function h(S) = g(S f ∪ S), S ⊆ V \ S f . The function h is submodular if g is, and we get approximation ratio Clearly, the approach described can be generalized to the case when we have many non-decreasing submodular functions, under the assumption that there exists an ordering f 1 , f 2 , . . . of the functions such that for any i, if f j (S) = f (U ) for every j ≤ i, then f j+1 (S ′ ) = −∞ for any S ′ ⊇ S.
