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AVANT-PROPOS FOREWORD
Le présent rapport résume l’ensemble des activités de recherche de notre laboratoire
en 2000 et 2001. On y trouve bien sûr plusieurs événements qui ont marqué nos pro-
grammes de recherche et notre discipline.
Le collisionneur électron-positron LEP du CERN a été arrêté en novembre 2000, après
un fonctionnement de onze ans et une moisson de résultats remarquables. Cet arrêt a
eu lieu en pleine effervescence, créée à juste titre par l’observation d’ALEPH et d’autres
expériences de quelques événements compatibles avec la production d’une particule
de Higgs, ayant une masse proche de 115 GeV/c2.
Le fonctionnement du collisionneur électron-proton HERA, à DESY, a été interrompu en
septembre 2000 en vue d’une augmentation importante de sa luminosité. Avec une
luminosité intégrée de 1 fb-1 d’ici fin 2006, HERA accroît de manière significative son
champ d’exploration. Le TEVATRON, collisionneur proton-antiproton à FERMILAB, a
redémarré au printemps 2001, inaugurant une période où son potentiel de découverte
devrait dominer la physique sur collisionneurs hadroniques, en attendant le LHC.
Parmi les avancées des expériences en préparation, la réussite de notre équipe ATLAS
dans la production des premiers modules des bouchons du calorimètre électromagné-
tique est l’aboutissement d’un remarquable mais difficile travail collectif.
Après la prise en compte des conclusions de la phase recherche et développement,
ANTARES a lancé la production des éléments constituant le détecteur de 0,1 km2. La
pose réussie du câble électro-optique en octobre 2001, entre le site de l’expérience par
2 400 m de fond et Les Sablettes, sera suivie du déploiement progressif des lignes ins-
trumentées dès cette année et jusqu’en 2004. Le Ministère de la Recherche et de la
Technologie a soutenu la proposition d’une Jeune Équipe du CPPM pour la recherche
et le développement de la détection acoustique de neutrinos de haute énergie. 
Ces deux dernières années, notre laboratoire a aussi affirmé sa volonté de s’investir
dans des projets interdisciplinaires en collaboration avec des laboratoires extérieurs.
Le développement d’un ASIC pour la détection des rayons X, avec les cristallographes
auprès de l’ESRF et la préparation des études de la bioluminescence, avec le Centre
d’Océanologie de Marseille sur ANTARES, en sont deux exemples.
Je conclurai ces quelques lignes d’introduction au présent rapport d’activité en citant
la mise en place d’un Conseil Scientifique au CPPM. Cette instance, à laquelle partici-
pent plusieurs membres extérieurs, nous aidera à mieux réaliser le travail de prospec-
tive au niveau du laboratoire pour préparer ses choix d’avenir. Ceux-ci devront s’inscrire
dans un contexte d’ouverture vers les disciplines voisines et de structuration de la
recherche à plus grande échelle, européenne voire mondiale. Dans cette démarche,
notre implantation régionale et le soutien de l’ensemble des collectivités territoriales
sont des atouts incontestables.
Elie Aslanides
Directeur du Centre de Physique 
des Particules de Marseille
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The present report covers all research activities carried out in our Laboratory for 2000
and 2001. In it you will find several remarkable events for our research programmes
and discipline. 
The electron-positron collider, LEP, at CERN, was shut down in November 2000 after
eleven years of operation and a large harvest of outstanding results. This took place at
a time of great excitement, justifiably generated by the observation by ALEPH and other
LEP experiments of a few events compatible with the production of the Higgs particle
having a mass close to 115 GeV/c2. 
The operation of the electron-proton collider HERA, at DESY, was interrupted 
in September 2000 in order to make a significant improvement in luminosity. With 
an expected integrated luminosity of 1 fb-1 by the end of 2006, HERA will expand
significantly its range of exploration. The TEVATRON, proton-antiproton collider, at
FERMILAB restarted in spring 2001, inaugurating a period when its discovery potential
should dominate hadronic collider physics until the onset of the LHC era. 
Among the important steps forward in the experiments in preparation, the success of
our ATLAS team in the production of the first modules of the electromagnetic calori-
meter end-caps is the achievement of a remarkable yet difficult team effort. 
After taking into account the conclusions of the Research and Development phase,
ANTARES has started the production of all constituent elements of the 0.1 km2 detec-
tor. The successful deployment of the electro-optical cable, in October 2001, between
the site of the experiment at a depth of 2400 m and the beach of Les Sablettes, will be
followed by the progressive deployment of instrumented lines this year and throughout
2004. The Ministry of Research and Technology has accepted the proposal made by a
Young Team of our laboratory for Research and Development of the acoustic detection
of high energy neutrinos. 
In the past two years our laboratory confirmed its willingness to invest in some inter-
disciplinary projects in collaboration with other laboratories. The development of an
ASIC for the detection of x-rays, with the crystallographers at the ESRF and the prepa-
ration of the bioluminescence studies with the Centre for Oceanology of Marseilles on
ANTARES, are two examples. 
I will conclude this short introduction to the present activity report by mentioning the
creation of a Scientific Council in our Laboratory . This structure in which external
members participate will help us to better develop the choices for future programmes
in which the Laboratory will take part. These plans shall be made in a context of open-
ness towards neighbouring disciplines and of organisation of research at the European
or world levels. In this process, our strong presence in our region and the support of
all regional authorities definitely are considerable assets.
Elie Aslanides
Directeur du Centre de Physique 
des Particules de Marseille
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ALEPH est une des quatre expériences qui était installée
auprès du collisionneur électron-positron, le LEP,
au CERN à Genève. Après onze années d’opération,
l’accélérateur a été arrêté en novembre 2000. Pendant
les deux dernières années, l’équipe ALEPH du CPPM
a contribué à diverses analyses de physique : la recherche
du Higgs, la recherche de particules supersymétriques
avec des désintégrations qui violent la R-parité, et enfin
la mesure de la section efficace de production de la paire
de bosons W +W−. Le groupe était aussi responsable du
fonctionnement du détecteur de vertex, de la maintenance
du système du gaz pour le calorimètre électromagnétique
et de l’alignement du détecteur ALEPH.
ALEPH is one of the four experiments, which was installed
on the LEP electron-positron collider at CERN, Geneva.
After eleven years of successful operation the accelerator
was shut down in November 2000. During the last two
years the ALEPH group at CPPM has contributed to
a number of analyses: the search for the Higgs,
the search for supersymmetric particles decaying via 
R-parity violating couplings, and finally the measurement
of the cross-section for the production of W pairs.
The group was also responsible for the operation of the
silicon vertex detector, the maintenance of the gas system
of the electromagnetic calorimeter and the alignment of
the ALEPH detector.
ALEPH
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RECHERCHE DU BOSON DE HIGGS
Pendant la dernière année d’exploitation du LEP, les physiciens de l’accéléra-
teur du CERN ont tout mis en œuvre pour pousser au maximum l’énergie de l’ac-
célérateur et optimiser les chances d’une découverte. Initialement prévu pour
atteindre 200 GeV, le LEP est parvenu à une énergie record de 209 GeV. La fer-
meture du LEP, initialement prévue pour la fin de septembre 2000, avait été
reportée au 2 novembre, car les quatre expériences avaient enregistré quelques
collisions compatibles avec la production d’une particule de Higgs ayant une
masse d’environ 115 GeV/c2.
Le détecteur ALEPH a observé un excès de trois événements dans l’analyse
quatre jets. La signification statistique de cet excès est de l’ordre de 3 déviations
standard. Un de ces événements est montré sur la figure 1. Dans cet événement,
le boson de Higgs serait produit avec un boson Z0 et se désintégrerait en une
paire de quark-antiquark beaux. Leurs jets sont bien identifiés par la recons-
truction d’un vertex déplacé. La masse du boson de Higgs reconstruit pour cet
événement est de 114,3 GeV/c2.
Bien que les autres expériences LEP aient aussi observé un excès d’événe-
ments, les données n’ont pas été jugées suffisamment concluantes pour justi-
fier l’exploitation du LEP en 2001, d’autant plus que cela aurait impliqué un délai
significatif pour le démarrage de la construction de l’accélérateur LHC. 
La possibilité d’un boson de Higgs non standard a motivé la recherche de cette
particule dans un cadre théorique plus exotique. Dans le modèle à deux dou-





avec une masse reconstruite 
de 114,3 GeV/c2. Les deux jets du
b provenant du boson de Higgs
sont bien identifiés par leurs





with a mass of 114.3 GeV/c2.
The two b-jets from Higgs decay
are well tagged by displaced
vertices reconstructed with the
silicon detector.
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ment en deux photons. Nous avons fait une recherche dans ce canal particulier
en utilisant les données de LEP I et de LEP II avec des énergies dans le centre
de masse allant jusqu’à 209 GeV. Nous avons exclu un boson de Higgs fermio-
phobique de masse inférieure à 105,4 GeV/c2 à 95% de niveau de confiance.
Pour la recherche du boson de Higgs se désintégrant en une paire de quark-
antiquark beaux, l’efficacité du détecteur de vertex et la qualité de son aligne-
ment sont cruciaux. Nous avons été responsables de ces activités depuis la mise
en opération du détecteur en 1995.
RECHERCHE DE SPARTICULES AVEC DES DÉSINTÉGRATIONS QUI VIOLENT LA
R-PARITÉ
Dans le modèle supersymétrique minimal, la conservation simultanée des
nombres leptonique et baryonique est imposée arbitrairement pour empêcher la
désintégration rapide du proton. Une solution moins contraignante est de conser-
ver soit le nombre leptonique, soit le nombre baryonique, mais pas les deux
simultanément. Cette violation de la symétrie discrète, R-parité, change de façon
drastique la phénoménologie de la supersymétrie car il n’y a plus de particule
supersymétrique stable. De plus, les particules supersymétriques, les sparti-
cules, peuvent être produites seules, ce qui engendre une variété d’états finaux
plus riches que dans le cas où la symétrie R-parité est conservée.
Nous avons étudié des scénarios de désintégrations de sparticules avec violation
du nombre baryonique, UDD. Ces désintégrations sont caractérisées par une
grande multiplicité des jets dans l’état final. Nous n’avons pas observé de telles
signatures et nous avons déterminé des limites inférieures sur les masses de
plusieurs sparticules. Ces limites sont similaires à celles obtenues par les
recherches des sparticules avec des désintégrations qui conservent la R-parité.
Nous avons aussi étudié la possibilité de productions simples non résonantes du
partenaire supersymétrique du neutrino, le sneutrino. Ces analyses permettent
d’étudier sept des neuf couplages λ de type LLE et d’atteindre des masses de
sneutrinos allant jusqu’à l’énergie disponible dans le centre de masse. Au total
huit sélections, selon la saveur des produits et le mode de désintégration
(sans/avec neutralino) du sneutrino ont été faites. Le bon accord des données
avec les prédictions du Modèle Standard ne laisse pas de place pour l’observation
de nouveaux processus physiques, ce qui permet de mettre des limites conju-
guées sur les couplages et les masses du sneutrino. Ces limites sont quatre fois
meilleures que celles obtenues aux basses énergies pour quatre des couplages λ.
MESURE DE LA SECTION EFFICACE DE PRODUCTION DE LA PAIRE DE BOSONS
W+ W−
Une vérification importante du Modèle Standard à LEP II est la mesure de la sec-
tion efficace e+e−→W +W−. Nous sommes responsables de la mesure de la sec-
tion efficace semi-leptonique dans laquelle un des deux W se désintègre en un
lepton et un neutrino. Nous avons aussi implémenté la combinaison de cette
mesure avec celle effectuée dans le canal hadronique. Afin de réduire les
erreurs systématiques au niveau des erreurs statistiques, il a été nécessaire de
produire une centaine de millions d’événements Monte-Carlo. Ceci a été rendu



























gérer le choix des générateurs, ainsi que leurs paramètres. La production des
125 millions d’événements a ainsi pu être effectuée entre juin et décembre 2001.
La figure 2 montre les mesures préliminaires obtenues à la fin de la prise de
données du LEP. Les données obtenues en combinant les canaux hadronique et
leptonique sont en bon accord avec la prédiction du Modèle Standard. Les ana-
lyses finales sur la masse du boson W et sur la section efficace de production de
la paire W +W− sont en cours.
Mots clés : 
LEP, BOSON DE HIGGS, SUPERSYMÉTRIE, R-PARITÉ,
SNEUTRINO, SECTION EFFICACE W+W−
Figure 2
Mesures des sections efficaces 
de production de la paire W+W-
obtenues en combinant les
canaux hadronique et leptonique. 
W+W- production cross section
measurement by combining
leptonic and hadronic channels. 
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ANTARES est un projet pour la détection sous-marine
de neutrinos cosmiques de haute énergie. Ces deux
dernières années, le projet a évolué d’une phase de
recherche et développement vers une phase de
construction d’un détecteur qui couvrira une surface
effective de 0,1 km2. Une dizaine de lignes seront
immergées à 2400 mètres au fond de la Méditerranée,
et reliées par un câble électro-optique à la salle de
contrôle de La Seyne-sur-Mer. Chaque ligne est formée
de trente étages, séparés de 10 mètres. Chaque étage
comporte trois photomultiplicateurs et l’électronique
associée. Le groupe ANTARES du laboratoire est au
cœur de cette entreprise, qui permettra d’ouvrir une
fenêtre nouvelle d’observation de l’Univers. 
The ANTARES collaboration is building an underwater
high energy cosmic neutrino detector. In the last two
years, the project has moved from an research and
development phase to a construction phase of a
detector that will cover an effective surface of about
0.1 km2. Ten lines will be immersed at a depth of
2400 m in the Mediterranean Sea, and connected by an
electro-optical cable to the control room in 
La Seyne-sur-Mer. Each line has thirty detector layers
separated by 10 m, with three photomultipliers and
associated electronics per layer. The ANTARES group
at CPPM is at the heart of this enterprise, which should
open a new window of observation of the Universe. 
ANTARES
LES ACTIVITÉS DE PHYSIQUE PHYSICS ACTIVITIES
E. Aslanides, J.-J. Aubert, S. Basa, F. Bernard, V. Bertin, J. Brunner, J. Carr, F. Cassol Brunner, P. Coyle, N. De Botton,
P. De Witt Huberts, J.-J. Destelle, F. Feinstein, G. Hallewell, S. Karkar, P. Keller, F. Montanet, S. Navas, E. Nezri, P. Payre,
A. Pohl, J.-S. Ricol, C. Tao
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L’objectif d’ANTARES est la détection de neutrinos cosmiques par un réseau de
détecteurs installé au fond de la mer. Le projet, issu d’une collaboration entre le
CPPM, le DAPNIA/CEA et l’IFREMER, a démarré en 1996. À ce jour, la collabo-
ration s’est considérablement agrandie avec des laboratoires espagnols, 
hollandais, anglais, russes, et plusieurs autres laboratoires de l’INSU et de
l’IN2P3. Le site sélectionné pour immerger le détecteur se trouve à 40 kilo-
mètres au large de La Seyne-sur-Mer, à une profondeur de 2400 mètres. Le
détecteur sera constitué d’une matrice tridimensionnelle de photomultiplica-
teurs. Ceux-ci sont fixés sur des lignes flexibles qui sont ancrées au fond et ten-
dues verticalement grâce à un flotteur de tête. Les photomultiplicateurs
détecteront la lumière Tcherenkov émise par les muons qui traversent le détec-
teur. Ils sont produits lors des interactions des neutrinos cosmiques avec l’eau
ou la roche située sous le détecteur.
Dans la première phase du projet ANTARES, la collaboration a mesuré les pro-
priétés de l’eau du site choisi et a développé les techniques nécessaires à une telle
expérience. Après la réussite de cette phase de recherche et développement, la
collaboration travaille à la construction d’un détecteur ayant une surface efficace
de 1/10 km2 (figure 1), dont l’installation devrait être achevée en 2004.
PROGRAMME SCIENTIFIQUE
Les motivations scientifiques d’ANTARES sont diverses.
La conception totalement innovante de ce détecteur de neutrinos se traduit par
une masse effective beaucoup plus grande que celle des détecteurs existants.
Cette augmentation ouvre un nouveau domaine d’observation pour les neutrinos
d’origine extragalactique. Par exemple, les noyaux actifs de galaxies pourraient
être visibles avec ANTARES. Le taux de neutrinos provenant de ces sources four-
nira une information importante quant à la nature de ces objets. De même, les


























Schéma du détecteur ANTARES.
Schematic layout of the
ANTARES detector. 
extragalactiques, sont actuellement peu connus. Leur observation par le biais
des neutrinos apportera une information importante quant à leurs origines.
L’histoire des sciences nous a souvent montré que les expériences ouvrant un
nouveau domaine d’observation débouchent sur des phénomènes totalement
nouveaux et inattendus.
Un autre aspect du programme scientifique d’ANTARES est la recherche indi-
recte de matière noire dans le cas où celle-ci serait constituée de neutralinos.
Ces neutralinos, capturés par gravitation, s’accumulent dans des corps célestes
massifs comme la Terre, le Soleil, ou le centre de notre galaxie. Les annihila-
tions de neutralinos au centre de ces corps produisent un flux de neutrinos qui
pourrait être détecté.
La troisième partie du programme est la mesure des paramètres qui décrivent
les oscillations des neutrinos. Avec un seuil en énergie de détection autour de
10 GeV, la configuration du détecteur ANTARES est parfaitement adaptée pour
l’observation des oscillations des neutrinos atmosphériques, traversant le dia-
mètre de la Terre. ANTARES est sensible à une différence de masse entre les
deux saveurs de neutrinos νµ–ντ de l’ordre de ∆m
2 = 3,5×10-3 eV2 pour un angle
de mélange maximal avec sin2θ proche de 1. Ces valeurs sont suggérées par les
récentes mesures de l’expérience Super Kamiokande.
PHASE DE RECHERCHE ET DÉVELOPPEMENT
Dans une première étape, notre activité principale a été la qualification du site
choisi et le développement des technologies nécessaires à la construction d’un
grand détecteur sous-marin. Au cours d’une quarantaine de missions en mer,
avec les bateaux du CNRS/INSU, nous avons effectué plusieurs campagnes de
mesures des paramètres de l’eau de mer : transparence, diffusion de la lumière,
taux de bruit de fond optique. Les valeurs de ces paramètres sont essentielles
pour les choix de configuration d’un grand télescope à neutrinos. Nous avons
également effectué plusieurs mesures de la salissure de la surface des détec-
teurs, due à la sédimentation et aux bactéries. 
Les résultats des mesures de qualification du site sont les suivants : la longueur
d’absorption de la lumière bleue varie entre 45 et 60 mètres ; la longueur de diffu-
sion à grand angle est supérieure à 100 mètres ; la perte de transmission due à la
bio-salissure est inférieure à 2% par an ; le temps mort dû à la bioluminescence
est inférieur à 5%. Plusieurs articles sur ce programme de mesure ont été publiés.
La mise en opération du futur détecteur nécessite des connexions, à grande
profondeur, entre les câbles reliant chaque ligne de détection et le câble élec-
tro-optique principal. Ce dernier transmettra les signaux à la côte. Pour évaluer
les connecteurs sélectionnés, nous avons mené une campagne d’essais avec le
sous-marin Nautile de l’IFREMER, en décembre 1998. À cette occasion, nous
avons établi une carte détaillée du site.
Le déploiement et la récupération d’une ligne de démonstration ont été effec-
tués pour la première fois en septembre 1998. Ces opérations nous ont permis
de tester les procédures et de démontrer notre maîtrise de la technologie
marine. Cette ligne a été immergée de nouveau en novembre 1999 et récupérée
en juin 2000. Cette fois-ci, elle était équipée de huit photomultiplicateurs et
connectée à la station terrestre par un câble électro-optique sous-marin. Les
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Figure 2 
Reconstruction de muons
descendants avec la ligne
prototype.  
Reconstructed descending
muons with the prototype line. 
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données ont permis de vérifier les programmes de reconstruction de muons
descendants qui créent un cône de lumière Tcherenkov dans l’eau de mer. Sur la
figure 2, la forme hyperbolique du temps d’arrivée des photons sur les photo-
multiplicateurs le long de la ligne est bien visible.
Par ailleurs, le système de positionnement acoustique nous a permis de mesu-
rer la position dans l’espace de chaque élément du détecteur avec une précision
de quelques centimètres, nécessaire à la reconstruction des traces de muons.
Les positions sont obtenues par triangulation à partir des mesures de temps de
propagation de signaux sonars entre les hydrophones et les balises fixes,
comme le montre la figure 3. 
PROJET DE CONSTRUCTION D’UN DÉTECTEUR DE 1/10 KM2
Les résultats de la phase de qualification du site et de la phase de recherche et
développement nous ont permis de conclure que le site au large de La Seyne-sur-
Mer présente toutes les spécifications requises pour la construction d’un téles-
cope à neutrinos et que la collaboration ANTARES maîtrise les technologies
marines. Au printemps 1999, une proposition de construction d’un détecteur d’une
surface efficace de 1/10 km2, a été présentée aux Conseils Scientifiques de l’IN2P3
et du DAPNIA, qui l’ont acceptée. Le projet ANTARES a reçu le soutien financier de
l’ensemble des collectivités territoriales ainsi que celui du fonds européen.

































Précision de mesure du système 
de positionnement acoustique 
pour la ligne prototype.  
Measurement precision of the





Inter dist.mètre ~1 cm
Inter pyramide ~1 cm
Pyramide - dist.m ≤ 6 cm
Figure 4 
Atterrissage du câble électro-
optique principal de 42
kilomètres sur la plage des
Sablettes à La Seyne-sur-Mer .
Landing of the 42 km electro-
optical cable on the Sablettes
Beach at La Seyne-sur-Mer.  
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900 photomultiplicateurs, répartis sur 10 lignes ancrées au fond de la mer. Les
photomultiplicateurs sont contenus dans des sphères de verre pouvant suppor-
ter une pression de 600 bars. Ils sont groupés par triplets avec l’électronique
nécessaire à la lecture des signaux. L’électronique de chaque ligne est connec-
tée par un câble à une boîte de jonction. Cette dernière sert de terminaison au
câble sous-marin principal qui est relié à la côte. Ce câble assure l’alimentation
électrique du détecteur, son contrôle et le transfert à terre des données des cap-
teurs. Les données seront enregistrées dans la station terrestre, située à envi-
ron un kilomètre de la plage des Sablettes à La Seyne-sur-Mer. La station à
terre servira aussi de poste de contrôle pour le détecteur.
Les lignes de détection se déformant constamment sous l’effet du courant
marin, nous utilisons un système qui donne la position dans l’espace de chaque
élément du détecteur, avec une précision de quelques centimètres. Ce système
de positionnement est constitué essentiellement de balises acoustiques fixées
sur le fond de la mer et d’hydrophones placés le long des lignes. Nous avons
également prévu un système de calibration en temps, basé sur des balises lumi-
neuses fixées le long des lignes. Des impulsions de lumière provenant de ces
balises optiques seront reçues par les photomultiplicateurs, donnant une réfé-
rence temporelle au détecteur.
CONTRIBUTIONS DU CPPM
Nous avons des responsabilités importantes et diverses au sein de la collabora-
tion ANTARES. L’un d’entre nous est porte-parole de la collaboration. Nous
avons des responsabilités importantes dans la construction du détecteur ainsi
que dans la logistique, l’infrastructure et le software de l’expérience. Le labora-
toire, proche de la station à terre, joue un rôle clef dans l’organisation de l’expé-
rience. Notre groupe est responsable de tous les aspects logistiques de
l’expérience, de l’installation du câble électro-optique en mer à l’alimentation
électrique du détecteur. La figure 4 montre l’atterrissage du câble de 
Figure 5 
Mise en place du transformateur 
dans la boîte de jonction.
Installation of the transformer 
in the junction box. 
42 kilomètres sur la plage des Sablettes à La Seyne-sur-Mer en octobre 2001.
Pour le détecteur de 1/10 km2, nous avons aussi la responsabilité de la concep-
tion mécanique des lignes. La fabrication de certains éléments et leurs travaux
de sous-traitance font également partie de nos responsabilités. La ligne de
démonstration a été mise au point au laboratoire, ainsi que tous les procédés de
déploiement et leur coordination. Un test, en décembre 2001, nous a permis de
mettre au point les dernières procédures de déploiement.
Notre groupe a aussi en charge le développement du système de positionne-
ment. Le software pour l’analyse de ces données a déjà été développé pour la
ligne de démonstration, il a été adapté au futur détecteur. 
Dans le domaine de l’électronique, les systèmes de déclenchement et de distri-
bution d’horloge sont fabriqués au laboratoire, ainsi que la conception des
conteneurs électroniques et la coordination de l’électronique des lignes. La
figure 5 montre une phase du montage du transformateur dans la boîte de jonc-
tion, effectuée au laboratoire. L’assemblage et les tests du premier secteur, qui
servira de dernier prototype avant la production des lignes, seront effectués au
laboratoire. Nous y avons installé une salle noire dédiée à la calibration des pho-
tomultiplicateurs.
D’autre part, nous contribuons au software à tous les niveaux, responsabilité
générale, développement de logiciels pour le contrôle du détecteur, le déclen-
chement, les simulations, la reconstruction et les analyses de physique.
Mots clés : 
TÉLESCOPE SOUS-MARIN, DÉTECTION DE LUMIÈRE
TCHERENKOV, PHOTOMULTIPLICATEUR,
POSITIONNEMENT ACOUSTIQUE, CÂBLE ÉLECTRO-
OPTIQUE, NEUTRINOS COSMIQUES DE HAUTE ÉNERGIE
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ATLAS est une des deux expériences généralistes
qui seront installées auprès du futur anneau à collisions
hadronique, le LHC, au CERN. Après une longue période
de recherche et développement, une trentaine de
physiciens et ingénieurs sont engagés dans la
réalisation de cette expérience selon trois axes :
le calorimètre électromagnétique, pour lequel
le laboratoire est maître d’œuvre des bouchons ;
le détecteur à pixels, avec une forte implication dans
le circuit électronique, la mécanique et l’intégration des
modules ; le système de sélection et d’acquisition de
données, avec la responsabilité de la conception et de
la réalisation du filtrage de haut niveau des événements.
Les activités de physique se concentrent sur l’étude
des performances du détecteur pour certains canaux,
en particulier la recherche du boson de Higgs.
ATLAS is one of the two general purpose detectors
which will be installed at the Large Hadron Collider at
CERN. After a long research and development period,
a group of about thirty physicists and engineers is
involved in the preparation of this experiment along
three main axes: the electromagnetic calorimeter,
where the laboratory manages the construction of the
two end-caps; the pixel vertex detector, in particular in
the electronic chip design, the mechanics and the
module integration; the trigger and data acquisition
system, with the responsability of the design and the
realization of the high level trigger. The physics
activities are mainly devoted to the study of detector
performances with respect to some chanels, such as
the Higgs search.
ATLAS
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CALORIMÉTRIE ÉLECTROMAGNÉTIQUE
Un des objectifs majeurs du programme du LHC est la recherche du boson de
Higgs. Pour cela, une mesure très précise de l’énergie des électrons et des pho-
tons est essentielle. C’est une des raisons qui nous a poussés à nous engager
dans la conception et la réalisation du calorimétrie électromagnétique.
L’expérience ATLAS a choisi un calorimètre à échantillonnage, basé sur un
radiateur en plomb en forme d’accordéon plongé dans de l’argon liquide. Nous
assurons la maîtrise d’œuvre de la construction des deux bouchons. Cette
construction se fait en collaboration avec des équipes espagnole de Madrid et
russe de Novosibirsk. Nous devons réaliser deux roues de quatre mètres de
diamètre, cinquante centimètres d’épaisseur, pesant une vingtaine de tonnes
chacune. Une roue est divisée en huit modules, contenant 128 absorbeurs et 128
électrodes pliés en accordéon.
Le laboratoire est responsable de la fabrication de composants entrant dans la
réalisation des absorbeurs. Ces éléments assurent le positionnement très pré-
cis des absorbeurs dans le détecteur. Nous supervisons également le pliage des
électrodes pour lequel nous avons développé une méthode originale. Ce pliage
se fait dans une entreprise de la région. Chaque électrode est maintenue en
place entre deux absorbeurs par des intercalaires isolants d’épaisseur calibrée.
Nous avons la charge de leur production.
La forme en accordéon permet de collecter des signaux sur les faces avant et
arrière du détecteur. Des cartes sont montées sur ces faces. Elles permettent
l’alimentation en haute tension des électrodes, la sommation des signaux et la
distribution de la calibration. Nous nous sommes chargés de l’étude et de la réa-
lisation de ces cartes.
Au total, nous aurons à assembler et à tester au laboratoire huit modules. Les
huit autres seront montés à Madrid. Dans ce but, nous avons développé et réa-
lisé les outillages de montage et mis au point les bancs de test utilisés au CPPM,
à Madrid et au CERN.
Un premier module a été construit et testé en 1999. Il a permis de mesurer des
performances en accord avec les exigences imposées par la physique et avec les
prévisions des simulations, validant plusieurs années de recherche et dévelop-
pement ainsi que de conception. Il a cependant mis en évidence quelques imper-
fections techniques. Une grande partie de l’année 2000 a été consacrée au
développement et à la réalisation de solutions permettant d’y remédier. Le pre-
mier module de série, photographié sur la figure 1, a été construit dans une salle
propre aménagée dans la galerie d’assemblage du laboratoire, de février à mai
2001. Il a été testé avec succès en août. Depuis, quatre autres modules ont été
construits, deux à Marseille et deux à Madrid. La construction durera jusqu’au
milieu de l’année 2003.
Les modules seront assemblés pour constituer les deux bouchons au CERN. Nous
étudions, en collaboration avec le LPNHE-Paris, le système d’assemblage qui sera
fabriqué en Russie.
Nous nous intéressons également au traitement numérique des signaux fournis
par l’ensemble des calorimètres à argon liquide. Après avoir réalisé avec succès
un module prototype de traitement basé sur un DSP, nous avons développé un
ensemble d’algorithmes de filtrage et étudié leur implémentation et leurs per-
formances dans un nouveau type de processeur DSP, permettant de répondre
aux spécifications techniques d’ATLAS. Nous participons à la définition de l’ar-
chitecture du système global.
LE DÉTECTEUR DE VERTEX À PIXELS
L’objectif du détecteur à pixels d’ATLAS est de participer à la reconstruction des
traces et de localiser le vertex de désintégration des particules à faible durée de
vie. La collaboration du détecteur à pixels d’ATLAS comprend 22 instituts alle-
mands, américains, français, italiens, tchèques et taiwanais.
Ce détecteur est constitué de couches cylindriques au centre et de disques aux
extrémités. La conception du détecteur a connu une évolution importante durant
ces deux dernières années, notamment en ce qui concerne le rayon des couches
cylindriques et lenombre de disques. La version actuelle, et définitive, permet
l’installation du détecteur à pixels indépendamment des autres. Ceci nous donne
la possibilité d’insérer notre détecteur au dernier moment et de gagner un an
pour la fabrication et la qualification. Dans cette dernière version, le détecteur
comporte 3 couches cylindriques, à 5, 9 et 12 cm du faisceau, et 3 disques de
chaque côté. Il comporte ainsi 87 millions de pixels, couvrant une surface utile de
1,7 m2. Les dimensions des pixels sont de 50 µm x 400 µm, à l’exception de la
première couche, pour laquelle les dimensions sont de 50 µm x 300 µm. Chaque
couche ou disque est constituée par des modules installés sur des supports très
légers et refroidis. Les modules sont eux-mêmes constitués par une plaquette
détecteur en silicium (de 1,6 cm x 6,4 cm) sur laquelle sont soudés par points 16
circuits électroniques.
Le laboratoire participe à la conception et à la construction des circuits électro-
niques, à l’hybridation des modules, aux supports et au refroidissement de ces
modules pour la partie cylindrique et au montage des modules sur ces supports.
Nous participons aux tests de validation et de qualification de chacun de ces élé-
ments, y compris sur faisceau de pions au CERN. 
Les circuits électroniques sont conçus de sorte que chaque pixel se comporte
comme un détecteur indépendant, qui se met lui-même en lecture quand il est
touché. Nous avons développé la partie analogique de ces circuits. Les premiers
prototypes, de petite taille, ont donné de très bons résultats. Par contre, le ren-
20 RAPPORT D’ACTIVITÉ ACTIVITY REPORT 2000/2001
Figure 1 
Empilage du premier module en
salle propre au CPPM.
Stacking of the first end-cap
module in a CPPM clean room.
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Figure 2 
Prototype de robot de montage
des modules du détecteur 
à pixels.
Prototype of an automatic device
to assemble the modules 
of the pixel detector.
dement de production des circuits complets s’est révélé très faible. Nous avons
donc dû recommencer ce travail avec une technologie submicronique pour
laquelle de nombreux tests ont montré qu’elle résistait bien aux radiations. La
première version d’un circuit complet dans cette technologie a été soumise
récemment. Mais ce changement de technologie induit un retard d’environ un an.
Les derniers calculs du taux de radiation au voisinage de la couche à 9 cm pré-
voient de l’ordre de 50 kGy par an. Les couches à 9 et 12 cm ainsi que les disques
doivent être prévus pour résister au moins dix ans et la couche la plus interne,
au moins deux ans. Pour supporter ces flux élevés, il faut utiliser des technolo-
gies résistantes aux radiations, tant pour l’électronique que pour les détecteurs.
Pour augmenter la durée de vie de ces derniers, il est nécessaire de maintenir
une température de –6°C pour tout le détecteur. En même temps, la conception
des supports des modules de pixels est soumise à une très forte contrainte qui
est de réduire l’épaisseur de matière, ce qui est vrai aussi pour le fluide de refroi-
dissement. Ces structures doivent néanmoins assurer le refroidissement des
modules (10 W/module). La solution choisie pour les cylindres est celle qui a été
étudiée par le CPPM : les supports sont des barrettes en fibre de carbone avec,
au centre, un tube en aluminium de paroi très mince de 200 µm. Le refroidisse-
ment est basé aussi sur un développement fait au laboratoire. Il consiste à utili-
ser la chaleur de vaporisation d’un liquide volatile, le C3F8. Le même principe de
refroidissement a été choisi pour tout le silicium du trajectographe d’ATLAS.
Pour tenter de rattraper le retard induit par l’électronique, nous nous efforçons
d’automatiser la plupart des opérations de test et de montage. Nous construi-
sons ainsi un système de test automatique des modules nus autour d’une
machine de test à pointes, et un robot qui dépose et colle les modules sur leur
support avec une précision de ±5 µm. Le prototype est représenté sur la figure 2.
La version finale sera dupliquée pour deux autres groupes de la collaboration
afin de répartir le montage des 1700 modules sur 3 sites, dont le CPPM.
Nous avons également une activité importante pour le test des prototypes en
faisceau au CERN. Nous avons construit un télescope et son environnement de
test. Nous participons également à l’analyse des données. Les résultats des
tests en faisceau sont comparés à une simulation complète qui inclut la géomé-
trie du détecteur et sa numérisation. L’activité en programmation a également
porté sur l’optimisation de la géométrie, de la couverture angulaire et de la réso-
lution, afin d’obtenir les meilleurs résultats en étiquetage du quark beau. Pour
la géométrie adoptée, on obtient une efficacité de sélection du quark beau de
50% pour un facteur de réjection des quarks up de 190 ± 20.
SYSTÈME DE SÉLECTION ET D’ACQUISITION DE DONNÉES
Le groupe Trigger/DAQ d’ATLAS du laboratoire a la responsabilité de la conception
et de la mise en œuvre du filtre d’événements en temps réel, “Event Filter”, de l’ex-
périence ATLAS.
Une conception préliminaire de ce système est décrite dans le document
“CERN/LHCC/2000-17 ATLAS High-Level Triggers, DAQ and DCS Technical
Proposal”. Elle a été présentée au comité LHCC en mars 2000.
Nous avons participé à l’approfondissement de la conception originale du filtre
par la réalisation d’un système modulaire de flots de données en C++, ainsi que
d’un outil de supervision basée sur la technologie des agents mobiles. Il faut
noter que la conception actuelle rend le système réalisé indépendant de l’archi-
tecture des systèmes informatiques utilisée, tant au niveau des processeurs (PC,
SMP,…) qu’à celui des systèmes d’interconnexion (Ethernet Gigabit, Crossbar,…),
l’objectif étant de baser ces systèmes de calcul sur un plus grand nombre pos-
sible de composants grand public, afin d’en minimiser les coûts.
Notre groupe a participé aussi à la réalisation des tests à grande échelle de pro-
totypes pour valider l’extensibilité du système. Les estimations de l’évolution
des coûts des systèmes informatiques à partir des lois actuelles du marché per-
mettent de réaliser une économie substantielle par l’acquisition de ces sys-
tèmes aussi tard que possible. Cette stratégie requiert une architecture
extensible pouvant accueillir plusieurs milliers de calculateurs au moment du
démarrage de l’expérience. Globalement les tests réalisés sur plusieurs cen-
taines de processeurs ont permis de valider l’extensibilité de l’architecture
actuelle. Mais d’autres tests à plus grande échelle seront nécessaires afin de
maîtriser parfaitement le comportement du système. Il faut noter que ces tests
sont organisés sur des systèmes existants dans un environnement généraliste
afin d’éviter l’investissement dans des prototypes dont le coût serait prohibitif.
Une des contraintes les plus fortes dans la réalisation du filtre d’événements est
l’intégration des logiciels et algorithmes utilisés dans la reconstruction et l’ana-
lyse des événements. L’utilisation de ces logiciels dans un contexte “temps réel”
imposent des critères particulièrement stricts sur leur performance et leur
robustesse. Dans ce domaine particulier, le groupe étudie l’interface entre les
données reçues et les logiciels de reconstruction et d’analyse des événements
en collaboration avec le groupe de Barcelone et le groupe “off-line” d’ATLAS. 
Avec le groupe de Brookhaven, nous avons conçu un modèle, nommé “Event
Raw Data Model” pour organiser les données brutes et minimiser leur temps
d’accès par le programme de reconstruction. Les performances de ce modèle
sont compatibles aux contraintes de l’Event Filter, mais aussi avec celles du
niveau de Trigger précédent (Trigger de niveau II).
Enfin la responsabilité du groupe du CPPM au niveau de la collaboration s’est
matérialisée dans la coordination du système complet d’acquisition d’ATLAS de
début 1999 à juin 2000. Nous assurons la coordination du groupe de “High Level
Triggers” depuis juin 2000.
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Figure 3 
Ferme de 250 PC bi-processeurs
à ETH Zurich utilisée pour des
tests du logiciel “Event Filter” 
à grande échelle.
Farm of 250 dual PCs in ETH
Zurich, used for large scale
scalability tests 
of the EF software.
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ÉTUDES DE PHYSIQUE
Nous sommes également impliqués dans les logiciels de simulation et d’ana-
lyse. Nous avons joué un rôle important dans la description et l’étude de la nou-
velle disposition des divers composants du détecteur interne, en particulier en
ce qui concerne l’insertion indépendante du détecteur à pixels. Après une des-
cription complète de la géométrie, nous avons engendré une haute statistique
d’événements correspondants à la désintégration du boson de Higgs en paire de
quark-antiquark beaux. Ce canal est un banc d’évaluation des performances
d’étiquetage du quark beau dans ATLAS. Après reconstruction complète, nous
avons montré que ces performances restent satisfaisantes grâce aux améliora-
tions du logiciel et des algorithmes.
Par ailleurs, nous participons à l’effort de migration vers de nouveaux outils de
simulation et d’analyse entrepris par la collaboration. Notre objectif est de pro-
duire et de traiter, en 2002, une très haute statistique équivalent à 10 % d’une
année de prise de données. Nous avons étudié la production du top en singlet
par violation de la R-parité accompagnée par la violation du nombre baryonique,
à travers des couplages de Yukawa λijk i,j,k =1,2,3 non nuls. Nous avons démon-
tré que ce canal, s’il existe, pourrait mettre en évidence des s-quarks, parte-
naires supersymétriques des quarks, pour des masses allant de 300 à 900 GeV.
Réciproquement, l’absence des signaux permettra d’améliorer d’un facteur 10
les limites sur le produit des couplages λijk considérés. Nous avons également
travaillé à l’étude de la production d’un boson de Higgs léger associé à une paire
quark-antiquark top, le boson de Higgs se désintégrant en W W*. Nous avons
montré qu’il sera possible d’observer ce canal et nous étudions la possibilité de
l’utiliser pour mesurer la constante de couplage du boson Higgs au boson de
jauge W. Nous participons également au groupe de travail ATLAS sur la physique
du top. Nous avons développé une analyse originale des corrélations de spin dans
les événements produisant des paires quark-antiquark top ayant un mode de désin-
tégration semi-leptonique. Ayant démontré les possibilités de cette analyse, nous
poursuivons notre travail en comparant les sensibilités attendues pour des modèles
autres que le Modèle Standard faisant par exemple intervenir la violation de CP.
Nos analyses sont souvent présentées en réunion plénière de physique et font
l’objet de notes ATLAS.
Mots clés : 
LHC, CALORIMÉTRIE À ARGON LIQUIDE, DÉTECTEUR
SILICIUM À PIXELS, FILTRAGE D’ÉVÉNEMENTS EN
TEMPS RÉEL, BOSON DE HIGGS, QUARK TOP, SUSY
24 RAPPORT D’ACTIVITÉ ACTIVITY REPORT 2000/2001
DØ est l’une des deux expériences installées auprès
du TEVATRON, collisionneur proton-antiproton situé
à FERMILAB près de Chicago. Avec une énergie dans
le centre de masse de 2 TeV, le TEVATRON est le
mieux placé pour mettre en évidence le boson de
Higgs et la Supersymétrie avant le démarrage du LHC.
Le groupe du laboratoire participe à la préparation et
à l’exploitation d’une nouvelle campagne de prise de
données qui a démarrée au printemps 2001 (Run II).
Nous analysons aussi les données obtenues dans
la campagne précédente (Run I).
DØ is one of the two experiments at the TEVATRON,
a proton-antiproton collider in FERMILAB near
Chicago. With 2 TeV at the center of mass, the
TEVATRON is well placed to discover the Higgs boson
and Supersymmetry, before the startup of the LHC.
The group at the CPPM is participating both in the
preparation and operation of the upgraded detector,
which started in spring 2001 (Run II) and in the analysis
of data taken previously (Run I).
DØ
LES ACTIVITÉS DE PHYSIQUE PHYSICS ACTIVITIES
S. Baffioni, A. Cothenet, M.-C. Cousinou, A. Duperrin, E. Kajfasz, S. Kermiche, E. Nagy, S. Negroni, M. Talby, E. Thomas,
F. Villeneuve-Séguier
INTRODUCTION
DØ est l’une des deux expériences fonctionnant auprès du TEVATRON, le colli-
sionneur proton-antiproton du laboratoire Fermi, FERMILAB, situé dans la ban-
lieue de Chicago. Depuis sa mise en marche en 1992, le TEVATRON est le
collisionneur le plus puissant au monde. Il est le seul capable de produire le quark
top. Depuis l’arrêt du LEP, et jusqu’au démarrage du LHC, il a aussi la capacité de
mettre en évidence le boson de Higgs, une des pierres angulaires de la descrip-
tion des lois de la physique à l’échelle quantique, du Modèle Standard. C’est éga-
lement le TEVATRON qui a actuellement la meilleure chance de vérifier la théorie
de la Supersymétrie, conçue pour combler les insuffisances du Modèle Standard.
Entre 1992 et 1996, DØ avait enregistré 130 pb-1 de données issues des collisions
proton-antiproton à 1800 GeV dans le centre de masse (Run I). Après une amélio-
ration considérable du collisionneur et des détecteurs durant les années 1996-
2001, les expériences ont redémarré au printemps 2001 à l’énergie de 2 TeV dans
le centre de masse. Le but de cette nouvelle campagne de mesure est de
recueillir ~ 15 fb-1 de données d’ici la fin 2006 (Run II).
La collaboration DØ est constituée de 600 membres appartenant à 71 laboratoires
et provenant de 17 pays. Sept laboratoires français, dont six de l’IN2P3, contri-
buent à l’expérience DØ. La participation française représente ainsi la deuxième
composante de la collaboration. Le groupe du laboratoire participe à l’analyse des
données du Run I ainsi qu’à la préparation et à l’exploitation du Run II.
LE DÉTECTEUR SMT
La plus importante amélioration du détecteur DØ est le SMT (Silicium Micro
Tracker). Il a été construit pour détecter les traces chargées près de leur point
de production et mesurer avec une grande précision leur direction et le point de
leur origine. Ce détecteur est indispensable pour étiqueter les quarks beaux, qui
jouent un rôle important dans toutes les études de la Supersymétrie. Le SMT,
montré sur la figure 1 (page 26), est constitué de 793 000 canaux. Il est actuelle-
ment le plus grand système de ce genre au monde. Un des membres de notre
groupe, permanent au FERMILAB, a joué un rôle essentiel dans la construction
et la mise en fonction de ce détecteur. Il en est actuellement le co-responsable.
Grâce à son effort, et à l’active participation des autres membres du groupe aux
tests et à l’installation, le SMT est actuellement pleinement fonctionnel.
RECONSTRUCTION DU VERTEX SECONDAIRE EN TEMPS RÉEL
Notre groupe participe également à la réalisation d’algorithmes rapides d’identi-
fication d’événements avec une topologie spécifique. Utilisés au dernier niveau du
système de déclenchement (L3), ils permettent de réduire à 50 Hz la fréquence
d’écriture sur bande des événements détectés. Nous avons mis au point un algo-
rithme d’identification de vertex secondaires. Les traces sont tout d’abord recons-
truites en utilisant la position de leurs points d’impact dans le détecteur de vertex.
Une sélection est ensuite appliquée pour déterminer les traces provenant des
vertex secondaires dont la position est déterminée par ajustement. Nous avons
également développé un logiciel d’extrapolation rapide des traces reconstruites.
Il est utilisé notamment pour améliorer l’identification des dépôts d’énergie dans
le détecteur à pied de gerbe et dans le calorimètre à argon liquide.
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CALIBRATION DU CALORIMÈTRE À ARGON LIQUIDE
Nous avons développé une méthode pour calibrer en énergie le calorimètre
électromagnétique à argon liquide. Elle consiste en un ajustement de
constantes de calibration sur la courbe d’excitation de Z0→e+e−. Ces coeffi-
cients sont supposés être différents dans diverses régions en rapidité et angle
azimuthal du calorimètre. La précision attendue dépend du nombre de régions,
et varie entre 0,2 et 1% pour une luminosité intégrée de 100 pb−1. Ce programme
de calibration est terminé et intégré dans le logiciel général de DØ.
Actuellement, nous travaillons à la sélection et l’analyse des événements conte-
nant un boson Z0 se désintégrant en e+e−.
COMPRESSION DES DONNÉES
Une des tâches importantes pour l’analyse est le transfert du très grand volume
de données produites par DØ. Pour cela une structure spéciale de fichiers est
développée, appelée “thumbnail” (TMB). Elle contient l’information nécessaire
pour l’analyse dans un format compressé. Nous participons à la réalisation du
logiciel de compression et de décompression des données en format TMB.
Parallèlement, nous écrivons un logiciel qui compresse les données dans un for-
mat “Tree” directement analysable avec le logiciel ROOT.
SIMULATION RAPIDE DE LA RÉPONSE DU DÉTECTEUR
La simulation rapide de la réponse du détecteur est indispensable pour étudier
la Supersymétrie où un très grand nombre d’événements doit être généré par
ordinateur. Notre groupe participe à cet effort à la fois dans la coordination,
dans la conception et le codage. La même structure de fichiers de sortie que
celle du “thumbnail” a été proposée et partiellement codée. Nous avons aussi
écrit le code pour simuler l’acceptance et l’erreur de mesure des paramètres
des traces chargées.
Figure 1 
Une moitié du SMT câblée, 
avant son insertion dans 
le détecteur DØ.
One half of the SMT cabled and
ready for installation in DØ. 
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pour différents types de couplage 
de Yukawa dans l’espace
paramétrique du modèle
mSUGRA. Les régions 
sous les lignes continues,
étiquetées 
par les couplages λijk sont
exclues
Exclusion contours obtained for 
different Yukawa couplings in 
the mSUGRA parameter space. 
Regions under the solid lines
labeled with the couplings λijk
are excluded. 
ANALYSE DES DONNÉES DU RUN I
L’état final multi-leptonique est une signature importante dans la recherche de
la Supersymétrie. DØ a étudié un tel signal avec les données du Run I et n’en a
trouvé aucun au-delà de ce que l’on attend dans le Modèle Standard. Nous avons
réinterprété ce résultat quand la symétrie R-parité peut être violée par des
constantes de couplage non nulles λijk i,j,k =1,2,3. Dans ce contexte, la particule
supersymétrique la plus légère est instable et le nombre de leptons dans l’état
final augmente. Ainsi, nous avons pu agrandir considérablement le domaine
d’exclusion de l’espace paramétrique du modèle supersymétrique considéré,
comme le montre la figure 2. Les régions sous les lignes continues, étiquetées
par les couplages λijk sont exclues.
Mots clés : 
TEVATRON, DÉTECTEUR SILICIUM À MICROPISTES,
FILTRAGE D’ÉVÉNEMENTS EN TEMPS RÉEL,
CALIBRATION DU CALORIMÈTRE ÉLECTROMAGNÉTIQUE,
SUPERSYMÉTRIE, R-PARITÉ
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L’expérience H1 est l’un des deux détecteurs
généralistes du collisionneur électron-proton HERA, le
premier de ce type en fonctionnement à Hambourg en
Allemagne. À HERA, l’énergie disponible dans l’état
initial électron-quark permet de rechercher des
phénomènes nouveaux dans des domaines
inaccessibles au LEP, et complémentaires de ceux
couverts au TEVATRON. Ces deux dernières années, 
le groupe H1 du CPPM a approfondi ses analyses des
données de la phase I de HERA, qui s’est achevée en
septembre 2000, et a contribué à la préparation de la
phase haute luminosité planifiée pour les cinq
prochaines années.
The H1 experiment is one of the two general purpose
detectors at the electron-proton collider HERA, the
first of its kind in operation in Hamburg, Germany. At
HERA, the available energy in the electron-proton
initial state allows the search for new phenomena in
domains not covered by LEP, and complementary to
those explored by the TEVATRON. In the past two
years, the CPPM H1 group has further developed its
analysis activities on the data from the HERA phase I,
which ended in September 2000. It has also
contributed to the preparation of the HERA high
luminosity phase scheduled for the next five years.
H1
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H1
ANALYSE DES DONNÉES DE HERA I
Depuis sa création, le groupe H1 du laboratoire s’est spécialisé dans l’étude des
processus rares de grande impulsion transverse. 
Une première ligne de recherches concerne la production de fermions excités.
À HERA, l’électron ou le quark incident pourrait être excité en électron, neutrino
ou quark plus massif par échange de photon ou boson lourd lors de l’interaction.
Un tel phénomène serait une preuve directe d’une sous-structure des fermions.
Aucun signal significatif n’a été mis en évidence dans nos données. Début
2000, nous avons publié les résultats finals obtenus sur les données positron-
proton collectées de 1994 à 1997. Nous avons ensuite entrepris la recherche de
neutrinos excités sur les données électron-proton enregistrées en 1998 et
1999, beaucoup plus sensibles à ce phénomène que les données antérieures.
Les résultats, montrés sur la figure 1, donnent des limites supérieures de pro-
duction dans un domaine de masse significativement plus étendu que celui
couvert par le LEP. Ils viennent d’être soumis à publication. Nous finalisons
actuellement notre recherche d’électrons excités sur l’ensemble des données
collectées jusqu’en 2000 : un lot d’événements trois fois plus important que
celui de la publication antérieure.
Notre deuxième ligne d’analyse s’articule autour de l’observation d’événements
avec lepton isolé, impulsion transverse manquante et jet hadronique de grande
énergie. Ce sujet avait été mis à l’honneur par notre groupe en 1997, lorsque nous
avions mis en évidence plusieurs événements inattendus de ce type dans les don-
nées en cours d’acquisition. Cette topologie est une signature typique de nombreux
phénomènes nouveaux comme la production de particules supersymétriques.
Nous avons étendu nos recherches à l’ensemble des données de la phase I de
Figure 1 
Limites supérieures sur le
couplage de production de
neutrino excité, en fonction de la
masse d’excitation. 
Upper limits on the production
coupling of excited neutrinos, as
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Figure 2 
Distribution des événements




hadronique, comparée à la
prédiction du Modèle Standard. 
Distribution of lepton events with
missing transverse momentum,
as a function of the hadronic
transverse momentum,
compared to the Standard Model
prediction.  
HERA, tout en améliorant la couverture de l’espace de phase dans la procédure
de sélection des événements. Les derniers résultats, montrés sur la figure 2, ont
été présentés à l’”International Europhysics Conference on High Energy
Physics” qui s’est tenue à Budapest en juillet 2001. Pour de basses énergies
hadroniques, les observations sont en accord avec la production de bosons W
telle qu’elle est prédite par le Modèle Standard. Par contre, nous observons plus
d’événements que prévus à grande énergie hadronique. Plusieurs de ces évé-
nements atypiques proviennent des données récentes, enregistrées dans la
période 1999-2000.
Une interprétation possible de ces événements serait une production anormale de
quark top. Nous avons participé à l’étude de cette hypothèse par une recherche
complémentaire du top dans le canal de désintégration hadronique. Aucun signal
significatif n’a été observé dans ce canal, ce qui ne favorise pas cette interpréta-
tion, sans l’exclure totalement. Les limites supérieures sur le couplage anormal du
quark top au quark u et au photon déduites de ces observations sont meilleures
que celles obtenues au LEP et au TEVATRON.
Ces analyses, leptons isolés et recherche de quark top, sont en cours de finalisa-
tion pour publication. Notre objectif est de les compléter par la mesure de la pro-
duction d’événements multileptons, en cours d’étude.
En terme de responsabilités dans la collaboration H1, nous assumons depuis trois
ans la co-responsabilité du groupe d’analyse des données à grande impulsion
transverse. Nous avons participé au comité exécutif de la collaboration et nous
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PRÉPARATION DE HERA II
De juin 2000 à fin 2001, HERA a mis en œuvre un programme d’amélioration de
ses performances, destiné à augmenter significativement le nombre de colli-
sions produites. L’objectif est d’accumuler dans les cinq années à venir environ
dix fois plus de collisions qu’enregistrées jusqu’ici, et de disposer de faisceaux
d’électrons polarisés longitudinalement. En parallèle avec ces modifications de
l’accélérateur, l’expérience H1 a entrepris un important programme d’amélio-
ration de son détecteur et de ses logiciels. Le laboratoire y participe sous deux
aspects.
Dans la lignée de nos responsabilités antérieures, nous avons entrepris une
mise à niveau des standards de l’acquisition de données des calorimètres. Le
projet consiste à porter les fonctions de contrôle et d’assemblage des événe-
ments, jusqu’ici assurées par un système hétérogène de stations VMS, OS9 et
VRTX, sur un système intégré de stations UNIX. Il est mené par deux perma-
nents sur le site - un ingénieur du CPPM et un coopérant du service national -
avec le soutien du groupe temps réel du laboratoire. L’essentiel de la migration
est terminée : les fonctions de base pour la calibration et la prise de données
sont opérationnelles sur le nouveau matériel, avec un gain d’un facteur deux en
performance par rapport au système précédent. Les procédures de contrôle et
de diagnostic sont en cours d’automatisation. Il est aussi prévu d’inclure un sys-
tème de déclenchement du calorimètre à argon liquide en 2002.
Notre groupe s’est aussi associé à la refonte partielle des logiciels d’analyse en
technologie orientée objet entreprise par la collaboration. L’objectif est de sim-
plifier la structure logique de traitement et de représentation du contenu phy-
sique des événements, en se fondant sur l’expertise accumulée les années
passées. Notre groupe s’est concentré sur les données calorimétriques et leur
reconstruction en termes de hadrons et jets hadroniques. Une première version
du nouveau cadre d’analyse est opérationnelle et en cours d’optimisation. 
La version améliorée de HERA a produit ses premières collisions à l’automne
2001, et est en cours d’optimisation. La phase haute luminosité est prévue pour
durer jusqu’en 2006. Les connaissances acquises dans ses activités matérielles
et logicielles, alliées à l’expertise accumulée dans l’analyse des données pas-
sées, permettent à notre groupe d’aborder cette nouvelle étape dans les
meilleures conditions.
Mots clés : 
HERA, ACQUISITION DE DONNÉES EN TEMPS RÉEL,
LANGAGE ORIENTÉ OBJET, FERMIONS EXCITÉS, BOSON W
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LHCb est une expérience de précision qui étudiera la
violation de CP et les désintégrations rares dans le
secteur de la beauté. Elle sera installée auprès du
futur grand collisionneur hadronique, le LHC, au CERN
à Genève. En 1997, des physiciens et des ingénieurs du
laboratoire se sont joints à la collaboration LHCb.
Nous sommes responsables du système de
déclenchement à muons de niveau zéro qui
sélectionne en temps réel des événements très rares
contenant un méson beau. Au cours de ces deux
dernières années, nous avons validé les technologies
envisagées pour ce processeur câblé. Cette phase a
permis de concevoir une nouvelle architecture
insensible aux radiations. Par ailleurs, nous nous
sommes investis dans l’évaluation des performances
de l’expérience.
The LHCb experiment, to be installed at the large
hadron collider, LHC, at CERN, is devoted to the
precise measurement of CP violation and rare decays
in the beauty sector. The experiment was approved in
1998 and should start data taking with the first
colliding beams. In 1997, physicists and engineers
from our institute joined the collaboration. We are
responsible for the level zero muon trigger processor.
It selects proton-proton interactions producing beauty
mesons. In 2000 and 2001, we validated the
technologies we intend to use. Based on this
experience, we proposed a new architecture
insensitive to radiation damage. We also participate in
the evaluation of the performance of the experiment
for the most promising decay channels.
LHCb
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LHCb
L’EXPÉRIENCE LHCb
La compréhension de la nature de la violation de CP est un enjeu majeur de la
recherche en physique des particules et en cosmologie. En effet, le Modèle
Standard rend compte de la violation de CP à travers l’existence d’une phase qui
apparaît dans la matrice de Cabibbo-Kobayashi-Maskawa, mais l’origine de
cette phase est mystérieuse. Il prédit aussi des effets violant CP, importants,
dans les systèmes des mésons beaux. Ces derniers ont été observés pour la
première fois en 2001, par les expériences Babar aux États-Unis et Belle au
Japon. Par ailleurs le cadre théorique de la violation de CP est peu contraint
expérimentalement, laissant la porte ouverte à d’autres sources de violation de
CP qui pourraient trouver leurs origines dans les modèles supersymétriques.
L’étude de la violation de CP et des désintégrations rares dans le secteur de la
beauté auprès d’une usine de quarks beaux testera le Modèle Standard et
recherchera des processus révélateurs d’une nouvelle physique. C’est à ce pro-
gramme ambitieux que s’attaque la collaboration internationale LHCb. Elle est
constituée de 540 participants provenant de 50 laboratoires répartis dans 14
pays. L’expérience, montrée sur la figure 1, sera installée auprès du grand col-
lisionneur hadronique, le LHC, au CERN à Genève. La prise de données com-
mencera dès la mise en fonctionnement du collisionneur, avec des luminosités
supérieures à 1032 cm-2s-1.
L’expérience a été approuvée par le directoire du CERN en septembre 1998.
Depuis nous avons conçu en détail les éléments principaux de l’expérience et
décrit dans des documents appelés “Technical Design Report” comment nous
allons les réaliser. Cette phase se terminera en 2002 par les descriptions du sys-
tème de déclenchement et de la partie interne du trajectographe. Par ailleurs
les constructions de l’aimant et du calorimètre ont commencé.
LE SYSTÈME DE DÉCLENCHEMENT À MUONS DE NIVEAU ZÉRO
Au laboratoire, nous préparons cette expérience en développant le système de
déclenchement à muons de niveau zéro. C’est un processeur câblé qui sélec-
tionnera en temps réel des événements très rares contenant un méson beau. La
présence d’un méson beau peut être détectée si l’on observe un muon ayant une
grande impulsion transverse. Pour trouver cette signature, le processeur
cherche dans les cinq plans de mesure du détecteur à muons, un segment de
trace rectiligne provenant du point d’interaction. À partir du point d’impact dans
le premier plan de mesure et de l’angle d’émission, le processeur calcule l’im-
pulsion transverse du candidat. 
La taille d’un événement reçu par le processeur est de l’ordre de 26kilobits. Un
nouvel événement arrive toutes les 25ns. Le processeur dispose de 1,2 µs pour
analyser un événement et prendre une décision. 
En avril 1998, nous avons proposé une architecture qui minimise le nombre de
liaisons rapides entre l’électronique frontale et le processeur. Elle analyse un évé-
nement en deux temps. Dans un premier temps, la recherche des candidats est
effectuée en utilisant une information compactée. Puis, dans un deuxième temps,
le processeur interroge l’électronique frontale afin d’en extraire l’information avec
la granularité maximum dans les régions sélectionnées. Cette information est
utilisée pour la recherche de segments de traces. 
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Cette architecture repose sur des liens optiques à haut débit transportant
1,6 gigabits par seconde, des FPGA haute densité contenant 600 000 portes avec
488 entrées/sorties, des bus multi-émetteur multi-récepteur implantés dans un
fond de panier spécialisé. Pour valider ces technologies, nous avons effectué
des simulations analogiques et numériques et construit des maquettes comme
celle photographiée sur la figure 2.
Un bus multi-émetteur multi-récepteur fonctionne de la façon suivante. Une carte
de contrôle interroge une carte esclave différente toutes les 25 ns. La carte adres-
sée répond en écrivant sur le bus un mot de données qui est lu par la carte de
contrôle. Ce type de fonctionnement est très différent des modes d’échanges utili-
sés par les systèmes informatiques car le temps d’ouverture des mémoires tam-
pons réduit la fenêtre de validité des données à quelques nanosecondes. Ce mode
d’échange est donc très sensible aux temps de propagation et à la qualité de
l’adaptation d’impédance. Nous avons connecté une carte de contrôle et 16 cartes
esclaves, développé un schéma d’adaptation d’impédance spécifique et compensé
les délais de transfert. Le taux d’erreur mesuré inférieur à 10−14 démontre la faisa-
bilité d’un bus multi-émetteur multi-récepteur échantillonné à 40 MHz.
Nous avons réalisé un jeu de cartes pour émettre et recevoir des données sur
une fibre optique. Cette liaison optique transporte des données à 1,6 Gigabits
par seconde avec un taux d’erreur négligeable. Ces résultats ont été obtenus
avec une horloge dont la gigue de phase crête à crête est de l’ordre de 100 ps. Le
taux d’erreur atteint 10-3 quand cette “gigue” de phase est de l’ordre de 250 ps.
Nous avons aussi mesuré la sensibilité de la partie émettrice aux particules
ionisantes qui peuvent corrompre les données transmises. Leurs effets sont
négligeables quand le flux de particules ionisantes est celui de la région proche
du détecteur à muons. 
Nous avons mis en place une méthode pour développer des FPGA de haute den-
sité. À chaque étape, nous validons la fonctionnalité et le comportement tempo-
rel du composant.
L’ensemble de ces études a montré que l’architecture proposée en 1998 est réa-
lisable. Cette architecture repose sur un mécanisme d’interrogation qui impose
que le système de déclenchement et le détecteur à muons soient proches l’un
de l’autre. Dans cette disposition, le processeur est soumis à des particules ioni-
santes qui, même à un taux de radiations très faible, peuvent modifier la pro-
grammation des FPGA. L’expertise que nous avons acquise et l’arrivée sur le
Figure 1 
Vue de côté du détecteur LHCb. 
Les collisions proton-proton
auront lieu dans le détecteur de
vertex à gauche de l’image. 
Les cinq stations du détecteur à
muons sont représentées en vert 
à droite de l’image. 
Side view of the LHCb detector. 
Proton beams will collide inside 
the vertex detector on the left
side of the picture. The five
stations of the muon detector
are shown in green on the right
side of the figure. 




Partie réceptrice d’une maquette 
dédiée à l’étude des liaisons
optiques 
à haut débit. 
Receiver part of the high speed 
optical link prototype. 
marché de nouveaux émetteurs optiques, qui regroupent 12 fibres optiques dans
un cm3, nous ont permis d’étudier et de proposer une nouvelle architecture en
février 2001.
L’ensemble des données du détecteur est transféré au système de déclenche-
ment via 1248 fibres optiques à haut débit. Cette architecture permet de placer
le processeur dans une zone où il n’y a pas de radiation. Par ailleurs, elle évite
les mécanismes d’interrogation et les bus multi-émetteur multi-récepteur.
Cette architecture massivement parallèle et synchrone comprend une carte de
calcul unique dupliquée 60 fois. La première version de la carte de calcul et de
son environnement de test est en cours de conception. Cette réalisation sera au
cœur du “Technical Design Report” qui décrira le système de déclenchement de
LHCb fin 2002.
CALCUL SCIENTIFIQUE
Ces dernières années, nous avions la responsabilité du suivi et de la mainte-
nance du logiciel de simulation générale de LHCb. Ce logiciel était écrit en
Fortran. Mi 2001, il a été remplacé par une application orientée objet basée sur
le nouvel environnement logiciel de LHCb. Nous participons au développement
de ce dernier. Nous avons aussi développé une application orientée objet qui
simule le système de déclenchement à muons. Son implantation reproduit fidè-
lement notre architecture. 
Nous sommes aussi impliqués dans la réflexion et dans la mise en place d’ou-
tils dans un environnement distribué comme DATA GRID.
ÉVALUATION DES PERFORMANCES DE L’EXPÉRIENCE
D’une part, nous déterminons l’impact du système de déclenchement à muons
sur la physique. Nous étudions les performances de LHCb dans les canaux de
désintégrations muoniques en fonction de différents paramètres : caractéris-
tiques du détecteur à muons ; propriétés du halo de muons générés par la
machine ; algorithmes et détails de l’implantation. D’autre part, nous évaluons
les performances de l’expérience dans les canaux de physique les plus promet-
teurs en nous intéressant aux méthodes favorisant la mise en évidence de la
physique au-delà du Modèle Standard. Nous étudions plus particulièrement la
violation de CP dans les désintégrations des mésons beaux dominées par une
amplitude pingouin comme le Bd → φKs. Dans le cadre du Modèle Standard, les
asymétries violant CP dans les canaux Bd → J/ψKs et Bd → φKs doivent être
égales. Une différence révèlerait la présence de processus nouveaux. En effet, la
première désintégration est dominée par une amplitude en arbre insensible à la
nouvelle physique mais la seconde l’est à travers l’amplitude pingouin.
Mots clés : 
LHC, SYSTÈME DE DÉCLENCHEMENT, ANALYSE
DANS UN ENVIRONNEMENT LOGICIEL DISTRIBUÉ,
BEAUTÉ, VIOLATION DE LA SYMÉTRIE CP,
DÉSINTÉGRATIONS RARES
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Composé de quatorze personnes, le service
électronique du laboratoire a un fort potentiel
d’études. Onze ingénieurs avec des compétences
largement réparties, sont capables de répondre aux
exigences techniques très pointues de la physique des
particules. Les domaines d’activités s’étendent de la
carte électronique spécifique, analogique ou
numérique, aux circuits intégrés “full-custom” en
passant par les transmissions rapides par fibres
optiques ou le transport d’énergie sur plusieurs
kilomètres. Plusieurs personnes du service enseignent
dans les écoles d’ingénieurs de la région. De plus,
l’expertise micro-électronique acquise depuis
plusieurs années permet de diffuser de l’information
aux PME/PMI dans le cadre du programme JESSICA.
The Electronics Department has fourteen members
and a strong research and development potential.
Eleven engineers with a broad range of competence
support the high level research in particle physics in
CPPM. The activities includes analog or digital
electronic boards, full-custom integrated circuit
design, fast optical fibre links and long distance energy
transport. Several members teach in Engineering
Schools in Luminy. The expertise in micro-electronics
of our department is made available to our industrial
partners through the JESSICA program.
SERVICE ÉLECTRONIQUE
ELECTRONICS DEPARTMENT
J. Baurberg, L. Blanquart, P. Breugnon, J.-P. Cachemiche, A. Calzas, B. Dinkespiler, S. Favard, I. Koudobine, F. Léon,
P.-L. Liotard, M. Menouni, C. Olivetto, P. Ollive, R. Potheau, B. Répetti, F. Réthoré, J. Royon, I. Valin
LES MOYENS TECHNIQUES
Pour améliorer la phase d’étude, nous sommes équipés d’outils performants de
conception assistée par ordinateur. Ils sont en partie identiques à ceux des
autres laboratoires de l’IN2P3, avec une spécialité plus marquée dans le
domaine de la micro-électronique analogique bas bruit. Les logiciels de concep-
tion CADENCE sont installés en réseau sur station de travail SUN. Ils permet-
tent la création des différents schémas électroniques et la simulation
d’ensemble. La chaîne complète est utilisée pour la conception et le développe-
ment de cartes ainsi que pour les circuits intégrés. Des logiciels plus spéciali-
sés sont également à la disposition des concepteurs pour les circuits
programmables haute densité du type FPGA (XILINX ou ALTERA).
Après la phase d’étude, les tests se déroulent en laboratoire avec un équipement
adapté : générateur rapide, oscilloscope, analyseur logique, analyseur de
spectre, … À côté de cet équipement, nous disposons de matériel plus spécifique
orienté vers les tests en micro-électronique. Le matériel est composé d’une
machine à câbler les circuits intégrés et d’une machine à tester les puces élec-
troniques directement sur “wafers”.
Autour de ces équipements, les électroniciens sont amenés à concevoir des bancs
de tests ou des logiciels de contrôle. Ceci est obtenu grâce à l’utilisation du logiciel
LABVIEW ou LABWINDOW, qui permet aussi bien de piloter des appareils de
mesure du commerce que des cartes développées au sein du service électronique.
Toutes ces compétences et appareils divers sont mis à contribution pour les dif-
férentes expériences de physique et applications dans lesquelles le service
électronique est impliqué.
En dehors de ces aspects techniques, nous accueillons chaque année plusieurs
stagiaires de niveau IUT, maîtrise ou école d’ingénieurs. De plus des personnes
en détachement viennent régulièrement faire leur thèse au sein du service en
vue de l’obtention d’un diplôme CNAM option électronique.
ÉLECTRONIQUE POUR LE DÉTECTEUR ANTARES
Dans la partie électronique du projet ANTARES, nous assumons des responsa-
bilités dans deux domaines : l’électronique du conteneur LCM et la distribution
d’énergie incluant le câble électro-optique. 
Dans le LCM, contenant une quinzaine de cartes, nous avons en charge l’étude
et la réalisation du système de distribution d’horloge. Ce système de distribution
sur fibres optiques comporte 3 fonctions distinctes : une fonction de distribution
d’une horloge à tout le détecteur, une fonction de calibration du temps de pro-
pagation de chaque branche du réseau de fibres optiques et une fonction d’en-
voi de mots de commandes synchrones. Il est composé de deux parties, une
première partie à terre et une deuxième partie embarquée. La partie terrestre
est associée à un système GPS qui permet d’obtenir une référence absolue avec
une précision de la microseconde. La “gigue” en temps au niveau de la distribu-
tion doit être meilleure que 500 ps pour la reconstruction des traces. Cet
ensemble à terre est constitué d’une carte spécifique, à base de circuit FPGA,
permettant d’insérer des mots de commande dans la trame numérique de dis-
tribution et d’un appareil pour la mesure des temps aller-retours entre la terre
et le LCM correspondant. Dans la partie embarquée, nous retrouvons les fonc-
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Figure 1 
Carte électronique 
de distribution d’horloge.  
Electronic card for 
the clock distribution.  
tions de décodage, de distribution d’horloge, et des commandes systèmes. Ces
fonctions sont également développées dans un circuit FPGA. La figure 1 pré-
sente la carte électronique de distribution d’horloge.
L’énergie et les données sont transmises sur une distance de 40 km par un câble
électro-optique. Nous avons spécifié le câble et suivi les différentes étapes de
fabrication et de mise à l’eau. La distribution d’énergie comprend également
deux parties, une partie à terre et une partie embarquée. La station à terre doit
générer une tension de 4000 Volts alternatifs à partir du 220 Volts triphasés.
Cette tension doit être variable car les convertisseurs situés dans le pied de
chaque ligne travaillent dans une plage de tension limitée. Un séquencement
est développé de manière à assurer une distribution de tension correspondant
aux valeurs nominales des convertisseurs. Alternative jusqu’au pied de ligne, la
tension est abaissée au niveau de la boîte de jonction puis redressée au pied de
chaque ligne pour une distribution continue le long de la ligne de détection. Les
basses tensions sont réalisées au niveau de chaque LCM.
ÉLECTRONIQUE POUR LE SYSTÈME DE DÉCLENCHEMENT À MUONS DE LHCb
Dans l’expérience LHCb, nous sommes impliqués dans l’étude d’un processeur
pour le système de déclenchement de niveau zéro. Le travail au cours de ces
dernières années s’est déroulé avec des phases de définition, des phases de
validation et des phases de prototypage.
Les développements électroniques utilisent une partie des développements
réalisés dans le cadre de l’expérience ATLAS pour la transmission optique. Les
liens optiques retenus travaillent à 1,6 Gigabits par seconde. Les circuits de pilo-
tage sont très sensibles à la “gigue” d’horloge, c’est pourquoi des études com-
plémentaires sont en cours de réalisation. Le millier de liaisons optiques entre
le détecteur et le système de déclenchement nécessite une connectique minia-
turisée au maximum. Il existe aujourd’hui des rubans qui regroupent 12 fibres et
attaquent un seul circuit de conversion optique/électrique.
Les données provenant des différentes parties du détecteur sont orientées vers
des circuits FPGA pour détecter les éventuels candidats. Pour minimiser la taille
des cartes et optimiser le routage des PCB, nous nous sommes orientés vers
des circuits de la famille APEX/ALTERA. Au démarrage du projet, nous avons été
confrontés aux problèmes de jeunesse du logiciel de conception qui ne permet-
tait pas une optimisation du placement-routage. Nous avons également validé
la connectique BGA de ces composants en sélectionnant des sous-traitants qua-
lifiés pour le soudage et le test in-situ par rayons X. La partie calcul du système
de déclenchement, initialement prévue avec un circuit DSP, s’est orientée éga-
lement vers la famille APEX. Pour le développement de ce processeur, nous
avons mis à contribution la synthèse logique avec l’outil SYNPLIFY. Cette métho-
dologie de travail permet de mieux optimiser les cellules des circuits APEX et
ainsi d’obtenir de meilleures performances en vitesse et en taux de remplissage.
Durant ces deux années, nous avons développé plusieurs cartes pour valider ou
caractériser au mieux les concepts mis en avant. Nous entrons dans une nou-
velle phase avec la conception d’une carte au format “triple europe” qui sera
reproduite 60 fois pour créer le processeur complet : multicouches, pistes syn-
chrones, circuits haute densité, connectiques optiques seront les paramètres
importants de cette nouvelle conception.
Figure 2 
Circuit intégré XPAD.  
XPAD integrated circuit.  
ÉLECTRONIQUE POUR LE DÉTECTEUR À PIXELS ATLAS
Après avoir développé plusieurs versions de circuits “front-end” en technologie
AMS puis HONEYWELL, une version finale a été conçue en technologie DMILL.
Nous avions à notre charge la cellule analogique et les circuits d’interface : source
de courant, DAC, “buffer” de sortie et composants LVDS. Les tests complets de ce
circuit n’ayant pas donné satisfaction au niveau du rendement, la technologie a
été écartée pour la production. Le choix s’est alors porté sur une technologie sub-
micronique 0,25 µm, qui permet d’assurer une tenue aux radiations compatible
avec les exigences du projet. La répartition de la conception du circuit dans cette
nouvelle technologie était restée identique au niveau de la collaboration : nous
avions gardé à notre charge la cellule analogique et les circuits d’interfaces.
Un premier circuit de test, soumis début 2001, a permis de valider les concepts
et les implantations en technologie sub-micronique : source de courant, conver-
tisseur digital-analogique, “buffer”, ainsi que plusieurs versions de la cellule
analogique.
Le circuit complet a été réalisé dans deux technologies sub-microniques com-
patibles, pour augmenter le nombre de soumissions dans l’année et converger
plus rapidement vers la version finale.
Depuis le printemps 2001, le laboratoire n’a plus la responsabilité du travail de
conception micro-électronique mais il participe à la mise en place d’un banc de
tests pour la production des modules, dont il partagera la charge à hauteur de
30%. Ce banc, articulé autour du logiciel LABWINDOW, permettra de tester les
modules de détecteurs équipés de 16 circuits “front-end”.
ÉLECTRONIQUE POUR UN DÉTECTEUR À RAYONS X
En collaboration avec l’ESRF de Grenoble, nous avons développé un circuit spéci-
fique XPAD, montré sur la figure 2, en technologie CMOS AMS 0,8 µm pour satis-
faire aux besoins de la cristallographie des minéraux. Le circuit est constitué de
600 pixels de 330 µm x 330 µm sur une surface de l’ordre du cm2. La cellule élé-
mentaire comprend un amplificateur de charge, suivi d’une mise en forme puis
d’un discriminateur, avec réglage du seuil par un DAC, et un compteur 16 bits.
D’autres fonctions annexes permettent de masquer les pixels bruyants, d’injecter
une charge pour les tests. Les circuits XPAD sont associés à un détecteur pour
former une barrette comportant 10 circuits. Un système de lecture développé par
l’ESRF permet de mémoriser 128 images de 32 bits par pixel. Le circuit XPAD a
des performances correspondant aux besoins, soit 200 e- RMS et accepte un taux
de comptage maximun d’environ 107 impulsions par seconde. Après montage sur
le détecteur, la capacité d’entrée est supérieure à 800 fF et le bruit mesuré est de
350 e-. Le module a été testé sur un faisceau à l’ESRF, la résolution en énergie est
de 1 MeV et le signal est bien séparé du bruit jusqu’à 10 keV. Ces performances
sont en bon accord avec le cahier des charges.
Mots clés : 
CIRCUITS INTÉGRÉS, FIBRES OPTIQUES, CIRCUITS
PROGRAMMABLES HAUTE DENSITÉ, CARTE ANALOGIQUE
OU NUMÉRIQUE, CIRCUITS IMPRIMÉS MULTICOUCHES,
BANCS DE TESTS
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Le service informatique du laboratoire a pour mission
principale de maintenir et de développer l’outil
informatique pour les différents groupes de physique.
Il est organisé en deux équipes. L’équipe d’exploitation
développe et exploite les moyens informatiques
communs du laboratoire. Elle gère l’installation et la
maintenance des machines et des logiciels. Elle gère
le réseau interne et l’espace de stockage. Elle a
également la responsabilité de la sécurité
informatique. L’équipe “Support à la Physique et
Temps Réel” participe aux expériences de physique
dans les domaines du calcul scientifique, du
développement de codes et d’applications en temps
réel. Elle est chargée de la mise en œuvre des
systèmes spécifiques aux différentes expériences de
physique. 
The primary goal of the Computing Department of the
laboratory is to maintain and develop both the
infrastructure and the computing tools for the different
physics groups. Its organisation is based on two sub-
groups. The operations team develops and maintains
the common equipment of the laboratory. This group
installs and maintains both the computers and the
operating systems. It surveys the behaviour of the
network and the use of storage. It is also responsible
for computer security. The “Physics Support and Real
Time” team participates in the physics experiments.
The group is expert in computing developments in
scientific calculation and in real time applications and
is in charge of developing specific systems for
individual physics experiments. 
SERVICE INFORMATIQUE
COMPUTING DEPARTMENT
R. Bazzoli, C. Bee, J. Brunner, F. Cassol Brunner, P.-Y. Duval, D. Hoffmann, S. Kermiche, F. Koscielniak, D. Laugier,
A. Le Van Suu, C. Meessen, T. Mouthuy, Z. Qian, J. Raguet, M. Ricard, J.-M. Santoni, A. Tsaregorodtsev
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L’EXPLOITATION DES MOYENS COMMUNS
Le groupe d’exploitation du service informatique gère l’ensemble des moyens
informatiques du laboratoire, tant au niveau installation que maintenance du
matériel et des logiciels. Il définit la stratégie informatique du laboratoire.
Le système informatique du laboratoire est basé sur des stations de travail, des
serveurs et un large parc de micro-ordinateurs (PC). Ces plates-formes sont
reliées entre elles par un réseau local Ethernet à base de commutateurs auto-
risant des débits jusqu’à 100 Mb/s. Le laboratoire est connecté au réseau natio-
nal Renater à travers une ligne dédiée à 2 Mb/s. Ce lien est indispensable pour
permettre une bonne efficacité dans les échanges avec la communauté de la
physique des hautes énergies. Un serveur de communication permet des accès
par modem aux machines du laboratoire. Un serveur SUN gère l’ensemble des
services Internet du laboratoire : courrier électronique, pages Web, serveur
LDAP, service NIS.
L’équipe gère également l’installation et le suivi des postes utilisés par les
groupes de CAO : électronique sous stations SUN et mécanique sur PC W2000.
Elle s’occupe également de la mise en œuvre des programmes Labintel et Xlab
auprès des services administratifs. 
L’ensemble des données de travail des utilisateurs est centralisé sur un serveur
NAS, fournissant les répertoires des utilisateurs tant dans le monde Unix que
Windows. Ce serveur centralisé, redondant et sécurisé par technologie RAID,
est en outre secondé par un système centralisé de sauvegarde. Ce dernier per-
met la copie quotidienne des répertoires des utilisateurs de manière uniforme,
grâce à un robot alimenté en cassettes DLT7000. 
Les postes de travail sont essentiellement basés sur l’utilisation de PC. Dans le
monde Windows (environ 120 postes), quatre sous-domaines ont été créés, afin
d’isoler les différents secteurs d’activité du laboratoire. Les groupes de phy-
sique sont plutôt basés sur des PC utilisant le système d’exploitation Linux
(environ 60 postes) afin de leur garantir une compatibilité binaire avec les diffé-
rentes expériences et avec les centres de calcul qu’ils utilisent. Enfin, un parc
d’environ 25 PC portables, sous Windows ou/et Linux, est à intégrer dans l’ex-
ploitation quotidienne avec les problèmes de sécurité associés au nomadisme
intrinsèque de ces machines.
La sécurité informatique est un souci constant de l’équipe d’exploitation. Outre
le suivi quotidien et l’installation des patches de sécurité, l’équipe participe acti-
vement aux réunions de sécurité de l’IN2P3.
L’INFORMATIQUE DANS LES EXPÉRIENCES
Le service informatique du laboratoire dispose d’une dizaine d’ingénieurs spé-
cialisés dans le développement de logiciels et dans le calcul scientifique. Ils tra-
vaillent dans deux domaines essentiels à la physique des hautes énergies. Le
premier sous-groupe, Temps Réel, développe des applications temps réel, tels
l’acquisition des données et le monitorage des détecteurs et équipements. Le
second sous-groupe, Support à la Physique, intervient au niveau des techniques
de simulation, de reconstruction, de gestion et d’analyse des données. 
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Activité ANTARES
Le groupe Temps Réel du laboratoire est responsable, tant au niveau conception
que réalisation, du système de contrôle et de commande de l’expérience
ANTARES. Celui-ci est indispensable au bon fonctionnement de l’expérience ainsi
qu’à l’analyse de physique, car il fournit les paramètres physiques et géométriques
du détecteur fonctionnant dans un milieu à fortes contraintes. Nous avons déve-
loppé pour la première phase du projet, un système basé sur un réseau de terrain
industriel, World Fip, qui associe fiabilité, redondance et extensibilité. L’originalité
de ce choix réside dans l’utilisation d’un réseau de terrain pour une expérience
embarquée ainsi que le principe d’une passerelle World Fip/Ethernet très longue
distance (40 km). Un prototype a été testé sur site en 2000 et a validé le concept.
D’autre part, le groupe de Support à la Physique a la responsabilité de l’organi-
sation générale du logiciel de l’expérience ANTARES. Nous avons proposé une
restructuration du format des données et avons développé les outils logiciels
adéquats. Nous avons transféré l’ensemble du logiciel de l’expérience sur des
PC avec le système d’exploitation Linux. Nous avons également développé un
programme de simulation rapide des événements dans le détecteur, pour pal-
lier les limitations des programmes standards tels Géant dans sa description
des phénomènes à très haute énergie. Ce logiciel est maintenant grandement
utilisé par les physiciens de la collaboration. Il a permis l’optimisation de la géo-
métrie pressentie du détecteur 1/10 km2. Un exemple de modélisation du pas-
sage d’un muon dans le détecteur est montré en figure 1.
Activité ATLAS
Le groupe Temps Réel du laboratoire est impliqué dans deux développements
du projet ATLAS. 
Dans le premier projet, nous poursuivons le développement du système d’acqui-
sition des données utilisé pendant les tests en faisceaux du calorimètre à argon
liquide et du détecteur à pixels. Dans le cadre du programme de Recherche et
Développement RD13, nous avions conçu ce système d’acquisition sur une archi-
tecture répartie sur plusieurs processeurs et différentes plates-formes. Nous
avons sensiblement amélioré la vitesse d’acquisition, permettant une augmenta-
tion de la statistique enregistrée. Ce système est activement utilisé pour la prise
de données permettant la validation des modules du calorimètre à argon liquide.
Dans un second projet, nous participons aux études liées au Filtre d’Événements
d’ATLAS, qui est le dernier étage du système de sélection en ligne des événe-
ments. Ce système devra être capable de filtrer quelques milliers d’événements
en utilisant les algorithmes complexes développés pour l’analyse hors-ligne.
Nous sommes au stade des études préliminaires en vue d’établir le cahier des
charges qui devra être remis fin 2002. Nous sommes responsables des études
du prototype utilisant des machines de type PC et nous avons mis au point l’en-
semble des logiciels utilisés. Le système de gestion du flot de données a été
conçu de façon à se rendre indépendant des couches de communication et des
architectures des machines. Le système de supervision utilise la technique des
agents mobiles de JAVA pour contrôler et monitorer les milliers de processus
fonctionnant en parallèle dans la ferme. Nous avons testé et validé cette archi-
tecture sur une grappe de machines bi-processeurs située à l’École
Polytechnique de Zurich.
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Figure 1
Simulation informatique du
passage d’un muon dans le
détecteur ANTARES.  
A computer simulation 
of a muon traversing the
ANTARES detector. 
Activité H1
Nous avons entrepris une étude pour l’amélioration du système d’acquisition de
l’expérience H1. La collaboration devait remplacer un système vieillissant par
un nouveau système basé sur des machines Unix. Nous avons testé un système
de communication entre les différentes machines d’acquisition sur une archi-
tecture Client Serveur écrite en partie en langage JAVA, entre d’une part des
serveurs LynxOs et d’autre part des clients Unix. Dans un second temps, nous
avons entrepris les développements et la validation d’un nouveau système
d’”Event Builder”. Nous sommes également fortement impliqués dans la
réécriture du logiciel de l’expérience dans une technologie orientée objet.
Activité LHCb
Nous sommes responsables des logiciels de simulation et de reconstruction de
l’expérience LHCb, en particulier pour le système de déclenchement à muons de
niveau 0. Ceci comprend la configuration, la simulation détaillée du comporte-
ment du système, ainsi que l’évaluation des performances. Nous développons
également l’algorithme qui sera implémenté dans le processeur ainsi que le
système de débogage et de monitorage en ligne du processeur. En parallèle, le
groupe Temps Réel développe le contrôle du processeur. Celui-ci comportera 60
cartes électroniques. Le contrôle et la supervision de ces cartes numériques
sont réalisés par un réseau de micro-PC sans disque, embarqués sur chaque
carte. L’ensemble de ces processeurs sous Linux sont connectés par un réseau
local Ethernet à un serveur puissant. Il constitue le système de contrôle et de
supervision du système de déclenchement à muons.
Nous assumons également la responsabilité de la gestion des ressources infor-
matiques des groupes français de LHCb. 
Activité D0
L’expérience DØ entre dans la phase de prise de données. Nous avons la res-
ponsabilité d’assurer toutes les tâches liées aux questions informatiques néces-
saires au bon fonctionnement du groupe. En particulier, nous gérons les
installations locales du logiciel de l’expérience et vérifions le fonctionnement
correct des programmes. Nous avons orienté les décisions du groupe quant à
l’achat d’un serveur de calcul et d’espace disque permettant le stockage local
d’une partie des données. Nous participons activement à toutes les activités de
calcul de l’expérience au Centre de Calcul de l’IN2P3, comme par exemple la
production de données simulées dans le cadre de la calibration du calorimètre.
Mots clés : 
ACQUISITION DE DONNÉES EN TEMPS RÉEL,
EXPLOITATION DE SYSTÈMES INFORMATIQUES, FILTRAGE
D’ÉVÉNEMENTS EN TEMPS RÉEL, SYSTÈME DE
DÉCLENCHEMENT, TECHNIQUES DE SIMULATION
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Le service mécanique du laboratoire mobilise un
savoir-faire de pointe en mécanique et en matériaux
pour répondre aux exigences de la physique et dans le
cadre de la valorisation vers les PME. Notre équipe de
seize ingénieurs et techniciens de haut niveau maîtrise
les domaines de la recherche et développement, de
l’étude et de la fabrication dans des technologies allant
de la micromécanique de précision aux structures
multimatériaux de plusieurs tonnes. Notre expertise
dans les domaines des techniques numériques nous
permet de déployer une chaîne numérique complète,
de la conception à la réalisation : Conception Assistée
par Ordinateur, calcul par éléments finis, usinage sur
commande numérique et contrôle sur machine à
mesurer tridimensionnelle. 
The Mechanics Department supports high level
particle physics research through precision
mechanical operations and material technology. Our
team of sixteen engineers and high level technicians
develop and support research and development
projects from the design stage to the final production
in areas ranging from micro-mechanics to heavy
multi-material structures. Our expertise in numerical
techniques allows us to pursue complete numerical
projects from design to commissioning: CAO, 
finite elements computation, computer controlled
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MOYENS ET COMPÉTENCES DU SERVICE
Les compétences du service mécanique concernent la recherche et développe-
ment, l’étude, la réalisation et l’installation des ensembles complexes. Nous
sommes forts d’une équipe de 7 ingénieurs qui développent une expertise dans
les domaines :
- du calcul de structure et calcul thermique par éléments finis ;
- de la mesure et du contrôle tridimensionnel ;
- des matériaux composites et métalliques ;
- de la conception à la fabrication assistée par ordinateur (FAO) ;
- de l’organisation, de la gestion de projet et de la qualité.
En phase de définition nous mettons en œuvre le logiciel CATIA, installé sur 8
stations de travail, qui nous permet de concevoir des systèmes mécaniques
complexes tant volumiques que surfaciques.
Lors de la conception, nous intégrons les caractéristiques spécifiques et les
contraintes de mise en œuvre de matériaux performants comme le titane ou les
matériaux composites. Nous prenons en compte les contraintes particulières
des expériences : vide, cryogénie, rayonnement ou corrosion qui nous amènent
à développer des techniques d’assemblage par collage, brasage ou soudage.
La définition est validée, voire optimisée, grâce au calcul de structure par éléments
finis sur le logiciel SAMCEF avec lequel nous traitons notamment des problèmes
de super-éléments, thermique, de structures composites, de contacts et de chocs.
Après validation, la conception est transférée par fichier numérique vers notre
atelier où elle est reprise en FAO sur le logiciel GOELAN, puis fabriquée sur
notre centre d’usinage ou notre fraiseuse à commande numérique. Les réalisa-
tions prototypes sont effectuées sur des machines outils conventionnelles, tour,
fraiseuse, de soudure. Des assemblages de très haute précision sont effectués
au micron sur une machine à mesurer tridimensionnelle. Avec celle-ci, en fin de
cycle, les réalisations sont contrôlées avec ou sans contact selon des procé-
dures automatisées.
MÉCANIQUE DU DÉTECTEUR À PIXELS DE L’EXPÉRIENCE ATLAS
Nous avons assuré l’étude et le développement de l’échelle support des
modules. Nous sommes actuellement responsables des circuits de refroidisse-
ment et du robot de montage.
Dans le cadre de la structure du détecteur, notre équipe s’est impliquée dans la
réalisation et les tests de qualification des “échelles” composites pour le “bar-
rel”. En décembre 2000, notre solution a été retenue par le “Steering group
Pixel” comme solution pour la réalisation du détecteur.
Nous avons participé à la qualification de différents composants pour le collage
des modules sur les “échelles” en collaboration avec le CERN, des laboratoires
allemands et italiens. Cette procédure a permis de réaliser et de qualifier 10 pro-
totypes d’échelles confirmant ainsi la répétabilité des procédés de fabrication.
En collaboration avec le CERN, nous avons étudié, développé et qualifié des
connecteurs spécifiques pour le raccordement des “échelles” au circuit de
refroidissement.
Pour ces mêmes circuits, nous avons étudié et qualifié un procédé de brasure à
l’étain sur aluminium revêtu, pour des tubes de faible épaisseur (0,2 mm).
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Figure 1 
Un module du détecteur
ANTARES  
The module for the ANTARES
detector 
Dans le cadre du montage du détecteur, notre équipe est responsable de l’étude et
de la fabrication du robot, à 6 degrés de liberté, du montage des modules sur les
“échelles”. Depuis le début de l’année 2000, nous avons étudié et défini les procé-
dures de dépose et de remplacement d’un module, de dépôt de colles ou de
graisses et d’alignement des modules. Nous avons mis en opération des salles
blanches de montage et nous avons étudié la fiabilité et le rendement du montage.
Fin 2001, la première version du robot, destinée à valider les procédures, a mon-
tré les axes d’évolution pour le robot définitif. Nous avons démarré son étude en
intégrant nos derniers développements. Ce robot sera dupliqué dans deux labo-
ratoires de la collaboration.
STRUCTURE MÉCANIQUE DU DÉTECTEUR ANTARES
Notre équipe a permis le développement mécanique du détecteur en conduisant
les phases de conception, de réalisation et de test. Nous avons mis à l’eau une
ligne prototype composée d’un secteur de 5 étages. Nous avons testé le déploie-
ment et la récupération de l’extrémité du câble électro-optique principal. Nous
avons participé au déploiement du câble principal et nous avons effectué la
conception mécanique d’ensemble et les tests de déploiement mécanique d’une
ligne prototype. Un étage de cette ligne est montré en figure 1.
La réalisation du test de déploiement et de récupération de l’extrémité du câble
principal a nécessité la fabrication de supports et l’intégration de fibres
optiques. La définition du gréement puis sa réalisation ont permis la réussite de
cette opération de tests en mer. Le service mécanique a ensuite préparé les élé-
ments du système et l’armement du bateau conduisant au déploiement définitif
du câble principal.
Nous avons étudié et installé une salle noire de 10 m x 4 m destinée notamment
à la calibration des photomultiplicateurs du détecteur. Un prototype du conte-
neur LCM résistant à 256 bars a été entièrement développé et testé avec ses
supports de cartes électroniques, autorisant la réalisation de 12 conteneurs.
Nous sommes en cours de validation des outillages de mise en œuvre à la mer.
Nous étudions également des comportements hydrodynamiques du système à
partir d’un secteur de test. Ce secteur est composé d’un lest, de 5 étages de
structure équipée d’un LCM et d’une bouée. Le développement de ce secteur fait
suite à la définition puis la réalisation d’importants éléments en titane comme
l’”Optical Module Frame”, structure de 2100 mm x 1300 mm, les supports de
module optique et d’hydrophone et d’une bouée de 650 daN de poussée.
Le comportement hydrodynamique de la ligne, lors des opérations de déploie-
ment, a été modélisé puis recalé après pesée de tous les éléments constituant
la ligne. Les tests de déploiement ont pu être réalisés lors d’opérations en mer,
après une importante activité sur le chantier de montage à La Seyne-sur-Mer.
ACTIVITÉS DU SERVICE MÉCANIQUE POUR LE CALORIMÈTRE ATLAS
Après une intense phase de recherche et développement, l’expérience est pas-
sée en phase de production. Notre équipe commande, contrôle et gère les flux
entre nos sous-traitants et les deux sites d’assemblage, le CPPM et l’Université
autonome de Madrid. Ces commandes concernent d’importants marchés de
réalisation pour les composants (4000 barreaux en matériaux composites,
Figure 2 
Structure mécanique pour le
montage du calorimètre ATLAS. 
Mechanical structure for the
ATLAS calorimeter mounting. 
3360 tôles d’inox, d’épaisseur 0,2 mm pour une masse totale de 8 tonnes,
5500 plaques de nid-d’abeilles) ainsi que pour la structure du détecteur dans le
cadre d’une convention de collaboration avec l’Institut Budker de Physique
Nucléaire à Novossibirsk.
Après une phase de conception, nos fraiseuses à commande numérique ont
usiné les 12 moules de fabrication des filets, à la géométrie complexe.
Nous avons ensuite étudié et réalisé la ligne complète de production des filets
(réception et contrôle des plaques de nid-d’abeilles, découpe des nid-d’abeilles
en bandes, moulage des filets, contrôle et empaquetage). La production des
filets est en cours avec le renfort de 4 vacataires et approvisionne les sites de
Marseille et de Madrid. Cette ligne donne satisfaction puisque près du tiers de
la production est déjà réalisé.
Après validation des choix des technologies d’assemblage sur le module proto-
type, nous avons mis en place les outillages et les procédures de la série :
- réception et contrôle des composants ;
- préparation des composants à l’empilage en salle propre ;
- assemblage en salle propre;
- contrôle géométrique des modules de 2 x 2 x 0,6 m3 par théodolites ;
- manipulation et préparation du module de 3,2 t pour le transport au CERN.
L’assemblage en cours a déjà vu la réalisation de 5 modules sur 16.
Nous développons les technologies d’assemblage des modules du calorimètre
pour constituer une roue de 27 tonnes pour 4 m de diamètre. Cette importante
structure est montrée sur la figure 2. Par ses dimensions, son poids, et son coût,
elle doit être assemblée avec une très grande précision, de l’ordre de 100 µm.
Lors de ce développement, nous avons défini notamment les procédures d’inté-
gration, les spécifications des interfaces avec les autres détecteurs, les spécifi-
cations de l’ensemble des outillages et une partie de ceux-ci. L’assemblage de
la première roue est prévu en 2002 et celui de la deuxième roue en 2004.
MOTS CLÉS : 
CALCUL PAR ÉLÉMENTS FINIS, MATÉRIAUX ET STRUC-
TURES, USINAGE À COMMANDE NUMÉRIQUE, ROBOT,
STRUCTURE SOUS-MARINE, ASSEMBLAGE DE PRÉCISION
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Composés actuellement de douze personnes,
les services administratifs et généraux du CPPM
regroupent les fonctions suivantes : le secrétariat
du Directeur et le secrétariat des expériences,
la documentation et la communication, la gestion
financière et les missions, la gestion du personnel
ainsi que les services dédiés au fonctionnement
général du laboratoire.
Administration and general services comprise twelve
members with secretariat functions: direction
and scientific secretariat, documentation and
communication, finance management and travel




Outre une assistance aux expériences, le secrétariat scientifique participe :
- à la saisie et à la mise en forme des rapports scientifiques et techniques ;
- à l’organisation de tables rondes, rencontres et réunions scientifiques.
La documentation et la communication 
Le service assure la gestion du fonds documentaire, le traitement et la diffusion
de l’information scientifique et technique ainsi que la gestion de la production
scientifique du laboratoire. Au cours de ces deux dernières années, un plan de
communication a été mis en place avec notamment la conception et la réalisa-
tion de supports d’information tels que plaquette de présentation de l’unité, rap-
port d’activité, posters.
La gestion du personnel, des ressources humaines 
et des relations internationales
Le service effectue le suivi administratif des agents du laboratoire, chercheurs
(24) et enseignants-chercheurs (12), ITA, TPN et IATOS (64), doctorants (13), visi-
teurs étrangers et stagiaires (une quarantaine/an).
Il a notamment en charge les opérations suivantes :
- suivi des recrutements des Contrats Emploi Solidarité, Contrats à Durée
SERVICES ADMINISTRATIFS ET GÉNÉRAUX
ADMINISTRATIVE AND GENERAL SUPPORT DEPARTMENTS
F. Amat, M. Damoiseaux, M.-P. Devarieux, M.-F. Herry, G. Ingarsia, C. Issa, V. Leclercq Ortal, J. Munoz, M. Péron, V. Pigeot,
I. Richer, F. Schiano, D. Ségura
J. Bafaro, G. Barthier, B. Chevanne
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Déterminée, candidatures sur Affichage des Fonctions d’Intérêt Prioritaire,
vacataires ;
- suivi des carrières ITA ;
- diffusion des informations aux agents de tous statuts ;
- accueil et aide à l’installation des personnels permanents et visiteurs étrangers ;
- gestion et accueil des stagiaires ;
- suivi des actions de formation permanente.
En ce qui concerne les relations internationales nous assurons :
- l’instruction des dossiers des projets internationaux PICS (Programme
Internationnal de Coopération Scientifique) et des demandes de subventions
européennes, telle la reconnaissance du laboratoire en tant que laboratoire hôte
(Site Marie Curie), dans le cadre du programme “Accroître le Potentiel Humain”
du 5ème PCRD ;
- le suivi des collaborations internationales (Programmes d’actions intégrées,
PICS, collaborations IN2P3).
La gestion financière
Le service assure l’exécution du budget du laboratoire (crédits IN2P3, Université
de la Méditerranée et ressources propres). Les ressources propres ont enregis-
tré une très forte augmentation au cours des années 2000 et 2001. L’expérience
ANTARES bénéficie de subventions des collectivités territoriales (Région
Provence Alpes Côte d’Azur, Département du Var, Ville de La Seyne-sur-Mer) et
du fonds européen (FEDER).
Le service participe à l’élaboration de ces dossiers de demande de subventions,
à leur suivi et à la justification des ressources propres auprès des organismes
financeurs.
En 2001, le service a traité 1500 commandes, 2000 factures, géré 50 contrats et
16 marchés spécifiques.
Les missions
Les gestionnaires traitent 1300 missions, en France et à l’étranger. Ces der-
nières concernent les déplacements sur les sites d’expériences (CERN, DESY,
FERMILAB, …) ainsi que les déplacements dans le cadre des conférences et des
réunions de travail.
SERVICES GÉNÉRAUX
Les agents des services généraux du laboratoire ont la responsabilité de l’exé-
cution de toutes les tâches relatives au fonctionnement et à la maintenance des
bâtiments :
- la gestion des contrats d’entretien et la maintenance des locaux ;
- le transport de matériels, les courses et la gestion des véhicules ;
- l’accueil, la surveillance et le gardiennage du laboratoire ;
- le traitement et l’acheminement du courrier et l’approvisionnement en 
fournitures ;
- la vidéoconférence et le soutien logistique aux équipes à l’intérieur et en
dehors du laboratoire.































OPS NV     OPS VENTILEES      UNIVERSITE     
EQUIPEMENTS            RESSOURCES PROPRES
ITA     CHERCHEURS  
MOYENNE D’ÂGES : CHERCHEURS 42,1 – ITA 41,6
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Formation par la recherche
Research Training
Rencontres scientifiques et conférences 
Workshops and Conferences




Valorisation et interface industrielle  
Technology Transfer and Relationship with Industry
Manifestations grand public  
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Un tiers environ des physiciens du CPPM sont
enseignants à l’Université de la Méditerranée.
Plusieurs chercheurs et ingénieurs du CNRS
participent également à l’enseignement universitaire.
Ils interviennent notamment à l’UFR Sciences,
à l’École Supérieure d’Ingénieurs de Luminy ainsi
qu’aux Universités de Provence et d’Aix-Marseille III.
Le CPPM assure des enseignements au DEA “Physique
des Particules, Physique Mathématique et
Modélisation”. Il est laboratoire d’accueil de six écoles
doctorales. 
Approximately a third of the CPPM physicists are
lecturers at the Mediterranean University. Several
researchers and engineers of the CNRS also take part
in university education. In particular they give lectures
at the UFR Sciences, at the Engineering Department of
Luminy as well as the Universities of Provence and
Aix-Marseilles III. The CPPM provides courses in the
“Particles Physics, Mathematical Physics and
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1ER CYCLE
DEUG Mathématiques, Informatique et




DEUG Sciences de la Matière,
Université de la Méditerranée





DEUG Sciences de la Vie, 
Université de la Méditerranée 




Licence et Maîtrise de Physique 
et Applications, 
Université de la Méditerranée
Théorie et traitement du signal
Introduction à la conception et à l’ingénierie assis-
tée par ordinateur 
Contrôle de processus et application des capteurs
Licence Management du sport
Informatique
Maîtrise de Physique, 
Université d’Aix-Marseille III
Physique subatomique
Maîtrise de Physique, 
Université de Provence
Astroparticules
Filière informatique de l’École
Supérieure des Ingénieurs de Luminy
Architecture des ordinateurs 
Informatique temps réel et méthodes de conception 
Électronique 
Thermodynamique 
École Nationale Supérieure de
Physique de Marseille
Physique des particules expérimentale
Institut Supérieur de Micro-Électro-
nique Appliquée, 
Technopôle de Château Gombert
Conception de circuits spécifiques
3ÈME CYCLE
DEA Physique des Particules, Physique
Mathématique et Modélisation, 
Université de Provence, 
Université de la Méditerranée,
Université d’Aix-Marseille, 
Université de Toulon et du Var
Introduction à Unix
Physique des particules expérimentale
Physique et astrophysique des particules 
élémentaires
DEA Micro-électronique, 
Institut Charles Fabry, 
Technopôle de Château Gombert 
Conception de circuits rapides
DESS Architecture et développement
réseaux, 
Université de la Méditerranée
Traitement du signal sur les lignes de transmission
de l’information
LE CPPM EST LABORATOIRE
D’ACCUEIL DE SIX ÉCOLES
DOCTORALES :
École doctorale Physique et Sciences
de la Matière
DEA Physique des Particules, Physique
Mathématique et Modélisation : Université de
Provence, Université de la Méditerranée, Université
d’Aix-Marseille, Université de Toulon et du Var,
École Nationale Supérieure de Physique de
Marseille, Institut National des Sciences et
Techniques Nucléaires
École doctorale Constituants 
Élémentaires et Systèmes Complexes
DEA Champs, Particules, Matières : Université
Pierre et Marie Curie, Université Denis Diderot,
Université Paris Sud, Institut National des Sciences
et Techniques Nucléaires
École doctorale de Physique 
de la Région Parisienne
DEA de Physique Théorique : Université Pierre et
Marie Curie, Université Denis Diderot, Université
Paris Sud, École Normale Supérieure, École
Polytechnique, École Supérieure de Physique et
Chimie Industrielles
École doctorale de Physique 
et d’Astrophysique de Lyon
DEA Physique Théorique Rhône Alpin, DEA
Particules, Noyaux, Atomes et Photons : École
Normale Supérieure de Lyon, Université Claude
Bernard de Lyon, Université Joseph Fourier de
Grenoble, Université de Savoie de Chambéry
École doctorale de Physique 
de Grenoble
DEA Physique de la Matière et du Rayon-
nement : Institut National Polytechnique de
Grenoble, Université Joseph Fourier de Grenoble
École doctorale de Physique, 
Chimie-Physique
DEA de Physique Subatomique, Modélisation et
Instrumentation : Université Louis Pasteur
Strasbourg I
La liste exhaustive des enseignements, cours, travaux dirigés et travaux pratiques, auxquels nos enseignants participent
est la suivante :
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Six doctorants ont soutenu leur thèse dans la période
2000-2001 et treize étudiants préparent actuellement
leur doctorat au laboratoire. Nous accueillons de
nombreux stagiaires de formations diverses,
scientifiques, techniques et administratives. Par
ailleurs, le CPPM est reconnu laboratoire d’accueil
dans le cadre du programme “Accroître le Potentiel
Humain”.
Six students have passed the doctoral degree during
2000-2001 and thirteen are currently preparing a PhD
at CPPM. The laboratory welcomes numerous students
for scientific, technical or administrative training.
Moreover, CPPM is host institute for the programme
“Improving Human Research Potential”.
FORMATION PAR LA RECHERCHE
RESEARCH TRAINING
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THÈSES
Étude de la détection de la supersymétrie par production de quark top en singlet.
Détermination de l’échelle d’énergie des calorimètres électromagnétiques
auprès des collisionneurs hadroniques
Sylvain Negroni, 26 octobre 2000
Caractérisation des performances d’un télescope sous-marin à neutrinos, pour
la détection de cascades contenues dans le cadre du projet ANTARES
Franck Bernard, 8 décembre 2000 
Étude d’un système de filtrage en ligne pour le détecteur ATLAS
Éric Fede, 26 février 2001
Étude de la résolution angulaire du télescope à neutrinos ANTARES
Anne Oppelt, 9 avril 2001
Recherche de productions simples non résonantes de sneutrinos avec violation
de la R-parité au sein du détecteur ALEPH au LEP
Christian Curtil, 25 juin 2001
Étude expérimentale des performances du module 0 du calorimètre électro-
magnétique bouchon d’ATLAS. Étude de la corrélation de spin dans la production
des paires t-tbar au LHC
Luc Hinz, 27 juin 2001
Actuellement, 13 étudiants préparent une thèse au CPPM.
Le CPPM a été reconnu laboratoire d’accueil “Marie Curie” par la Commission
Européenne. A ce titre, il accueille des doctorants européens pour la formation
dans les techniques des processeurs de déclenchement et de filtrage d’événe-
ments en ligne, pour les expériences LHC, dans le cadre du 5ème PCRD.
STAGES
Le CPPM accueille de nombreux stagiaires de formations diverses. Les stages
de physique regroupent des étudiants de DEA, d’Écoles d’Ingénieurs, de
Maîtrise et DEUG de Physique. Les stages techniques concernent des élèves
provenant d’Écoles d’Ingénieurs, de Maîtrise, de BTS, IUT, de collèges et lycées.
Enfin, les stages administratifs sont plus particulièrement effectués par des
élèves de BTS, lycées et collèges.
1999-2000 2000-2001 
Nombre total de stages 43 26  
Nombre total de mois de stages 77 51  
Durée moyenne d’un stage 1 mois 1 mois 
Depuis 1998, nous accueillons au laboratoire des élèves de mathématiques supé-
rieures et mathématiques spéciales du Lycée Thiers à Marseille, afin de les aider
à effectuer leur Travail d’Initiative Personnelle Encadré (TIPE). En 2000 et 2001,
nous avons encadré une dizaine d’élèves, des classes préparatoires aux grandes
écoles. La plupart d’entre eux ont obtenu, lors de leur épreuve TIPE, une note
supérieure à la moyenne nationale et ont brillamment intégré une grande école.
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et administratifs du laboratoire






“Tools for Susy”, 
13 – 15 juin 2000, 
Montpellier, France
Séminaire DATA GRID, 
4 – 6 septembre 2000, 
Marseille, France
Semaine ALEPH, 
18 – 23 septembre 2000, 
Aix-en-Provence, France
Réunion DØ-France, 
24 – 26 janvier 2001, 
Marseille, France
Atelier du programme 
interdisciplinaire CNRS/INSERM 
sur l’”Imagerie du petit animal”,








23 – 27 juillet 2001, 
Cargèse, France
“Romanian Workshop in High
Energy Physics”, 
27 septembre 2001, 
Genève, Suisse
Écoles
École d’été de physique 
des particules / École de Gif,
18 – 22 septembre 2000, 
Paris, France 
École d’informatique du CERN, 
17 – 30 septembre 2000, 
Marathon, Grèce 
et 16 – 29 septembre 2001, 
Santander, Espagne
École thématique de l’IN2P3, 
“De la Physique aux Détecteurs”,  
8 – 15 mars 2000, 
Roscoff, France
École thématique de l’IN2P3, 
“Calcul des structures”, 
23 – 26 mai 2000,  
Porquerolles, France 
et 29 - 31 mai 2001,
Porquerolles, France
École d’été de physique 
des particules / École de Gif,









Détecteurs à pixels pour rayons-X
Rencontres de physique 
des particules 2000
Montpellier, France, 
19 – 21 janvier 2000
Charling Tao
Revue de projets astroparticules
Les Rencontres de Physique
de la Vallée d’Aoste
La Thuile, Italie, 
27 février – 4 mars 2000
Renaud Le Gac
The Physics Potential of LHCb:
CP Violation and Rare Decays in
the Beauty Sector at LHCb
35th Rencontres de Moriond,
ElectroWeak Interactions
and Unified Theories
Les Arcs, France, 
11 – 18 mars 2000
Cristinel Diaconu
Proton Structure at High Q2
from HERA
3th Latin American
Symposium on High Energy
Physics
Cartagena, Colombie, 
2 – 8 avril 2000
Dominique Fouchez
Search for Charginos and
Neutralinos with the ALEPH
Experiment at LEP II
Fundamental Physics in
Space and Related Topics
Workshop
Genève, Suisse, 





on Heavy Quark Physics
Doubna, Russie, 
6 – 8 avril 2000
Olivier Leroy
Review and Perspectives 








25 – 30 avril 2000
Marie-Claude Cousinou 
Search for Excited Fermions at
HERA
Tools for Susy 2000
Colmar, France, 
26 – 28 avril 2000
Charling Tao
Indirect Dark Matter Searches
APS April Meeting 2000
Long Beach, États-Unis, 
29 avril – 2 mai 2000
Christian Curtil
Search for Single Sneutrinos at
LEP
4th International Meeting 
on Front End Electronics 




16 – 19 mai, 2000
Laurent Blanquart







22 – 28 mai 2000
Pascal Pralavorio








Recherche de la violation 




5 – 8 juin 2000
Jean–Claude Clémens
Pixel Detector for X–ray
Experiments 
Advanced Study Institute on
Techniques and Concepts of
High Energy Physics
Sainte Croix, Îles Vierges, 
15 – 26 juin 2000
Anne Oppelt
Presentation of ANTARES
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International Workshop
on Very High Multiplicity
Physics
Doubna, Russie, 
26 – 27 juin 2000
Alexandre Rozanov








27 juillet – 2 août 2000
Paschal Coyle
Latest Bs Mixing Results from
ALEPH
Anne Ealet




Extra Generations and Heavy
Neutrino
3rd International
Workshop on New Worlds
in Astroparticle
Faro, Portugal, 
1er – 3 septembre 2000
Charling Tao





11 – 15 septembre 2000
Laurent Blanquart





Recirculators and Controls for




4 – 6 octobre 2000
Claude Vallée 







15 – 20 octobre 2000
Laurent Blanquart
XPAD, a New Readout Pixel
Chip for X–ray Counting
Pierre Delpierre





Recirculators and Controls for
the ATLAS Inner Silicon
Tracker
Frédéric Henry-Couannier









Spectra in Dark Matter Codes:
Connexion between Suspect




10 – 15 décembre 2000
Nicolas Delerue
Les Fermions ont–ils une
sous–structure ? 










Étude de la faisabilité d’un
détecteur à pixels pour la
détection des rayons X, à haut





Les Arcs, France, 
20 – 27 janvier 2001
Vincent Bertin





8 – 10 février 2001
Charling Tao




Lake Louise, Canada, 
18 – 24 février 2001
Nicolas Delerue
Searches at HERA
Conference on Higgs and
Supersymmetry 
Paris, France, 
19 – 22 mars 2001
Elemér Nagy
Search for R–parity Violation




Univ. de Caroline du Nord,
Chapel Hill, États-Unis, 
10 – 15 avril 2001
François Montanet
The Puzzle of Ultra High







27 avril – 1er mai 2001
Cristinel Diaconu
Events with High-PT Isolated
Leptons and Missing
Transverse Energy
12th IEEE Real Time
Congress on Nuclear and
Plasma Sciences
Valence, Espagne, 
4 – 8 juin 2001
Christophe Meessen





6 – 8 juin 2001
Emmanuel Nezri
Indirect Detection of







19 – 21 juin 2001
Jurgen Brunner
Neutrino telescopes in water
International Conference








SUSY and RPV SUSY 
at TEVATRON
Claude Vallée
Lepton Events with Missing
Transverse Momentum and




23 – 27 juillet 2001
Pierre-Yves Duval
Contrôle de système avec un
réseau de microPC
Smaïn Kermiche
L’informatique à DØ (FNAL et
CCIN2P3)
Auguste Le Van Suu
Application WorldFip sur le
système de contrôle embar-



















10 – 14 septembre 2001
Gregory Hallewell
Studies for a Detector Control







15 – 19 octobre 2001
Jean–Claude Clémens
Pixel Modules for X-Rays
Experiments
Farès Djama






Commissioning of the DØ






25 – 27 octobre 2001
Olivier Leroy
LHCb Level-0 Muon Trigger
49èmes Journées





Observatoire de neutrinos de







4 – 10 Novembre 2001
Pierre Delpierre




26 – 28 novembre 2001
Dominique Fouchez
La mesure de l’énergie 





28 – 30 novembre 2001
Thierry Mouthuy
Stratégies et outils de sauve-
garde
Michel Ricard




La Hume-Arcachon, France, 




Recherche du boson de Higgs
dans l’expérience ATLAS :
Canal ttH → tt WW*
Matti Peez
L’état final hadronique des
événements de H1 vu en C++
Mireille Schneider
Événements avec leptons iso-
lés et énergie manquante à
HERA
Benoît Viaud
Recherche de nouvelle phy-
sique dans le système des B
dans l’expérience LHCb
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COURS DONNÉS PAR LES MEMBRES DU CPPM
Plusieurs membres du CPPM ont donné des cours
































ANTARES: a Neutrino Telescope in the
Mediterranean Sea
École d’été des étudiants du CERN
Genève, Suisse
Août 2001
SÉMINAIRES DONNÉS À L’EXTÉRIEUR
PAR LES PHYSICIENS ET INGÉNIEURS DU CPPM
Elemér Nagy
The DØ Experiment – Results and Future Plans




Cité des Sciences et de l’Industrie, Paris, France
Juin 2000
John Carr
ANTARES: a Neutrino Telescope in the
Mediterranean Sea
Univ. de Genève, Suisse
Septembre 2000
John Carr
ANTARES: a Neutrino Telescope in the
Mediterranean Sea
Univ. de Aachen, Allemagne
Octobre 2000
François Montanet
From VHE to UHE Cosmic Neutrinos Detection.





Search for the Higgs at LEP
Univ. de Grenoble, France
Novembre 2000
Nicolas Delerue
Analyse comparée des performances en-ligne et
hors-ligne lors d’épreuves de mathématique
Colloque inter-CIES, Grenoble, France
Novembre 2000
John Carr
ANTARES: a Neutrino Telescope in the
Mediterranean Sea
Univ. de Seigen, Allemagne
Novembre 2000
Auguste Le Van Suu
Application WorldFip sur le système embarqué de
la ligne prototype du projet ANTARES
Club WorldFip CEA Saclay, France
Janvier 2001
Charling Tao
Détection indirecte de matière noire sous forme




Les fermions ont-ils une sous-structure ? 
À la recherche des fermions excités
Journées de l’Ecole Doctorale et Doctoriales de
l’Université de la Méditerranée, France
Avril 2001
Claude Vallée










Univ. de Mainz, Allemagne
Mai 2001
Fabrice Feinstein




Calibrating the Auger Surface Detectors : Studies
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John Carr















From VHE to UHE Cosmic Neutrinos Detection.
Neutrino-telescopes versus Horizontal Air Showers
Univ. de Madison, États-Unis
Novembre 2001
François Montanet
ANTARES: a Brief Status Report
Univ. de Madison, États-Unis
Novembre 2001
John Carr
ANTARES: a Neutrino Telescope in the
Mediterranean Sea
Rutherford Appleton Laboratory, Royaume-Uni
Novembre 2001
John Carr
ANTARES: a Neutrino Telescope in the
Mediterranean Sea
Univ. de Birmingham, Royaume-Uni
Novembre 2001
John Carr





Calorimétrie ATLAS : détecteurs et physique
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Pairs in Hadronic Z0
Decays 
P. Abreu et al., Phys. Lett. B 490 ( 2000) 61-70 
Determination of the e+e−→γγ(γ) Cross-section at
Center-of-mass Energies Ranging from
189 GeV to 202 GeV 
P. Abreu et al., Phys. Lett. B 491 ( 2000) 67-80 
Search for the sgoldstino at √_s from 189 to 202 GeV
P. Abreu et al., Phys. Lett. B 494 ( 2000) 203-214 
Upper Limit for the Decay B−→τντ and Measurement
of the b→τντ X Branching Ratio 
P. Abreu et al., Phys. Lett. B 496 ( 2000) 43-58 
Search for Supersymmetric Partners of Top and
Bottom Quarks at √_s = 189 GeV 
P. Abreu et al., Phys. Lett. B 496 ( 2000) 59-75 
Extra Quark Lepton Generations and Precision
Measurements
M. Maltoni et al., Phys.Lett. B 476 (2000) 107-115
Perfluorocarbons and their Use in Cooling Systems
for Semiconductor Particle Detectors
V. Vacek et al., Fluid Phase Equilibria 174 (2000) 
191-201
Study of Dimuon Production in Photon-Photon
Collisions and Measurement of QED Photon
Structure Functions at LEP 
P. Abreu et al., Eur. Phys. J. C 19 ( 2001) 15-28
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Le niveau de compétences développées au CPPM 
dans plusieurs domaines technologiques permet au
laboratoire d’accéder à une communauté plus large.
Les dernières réalisations en matière de transfert
technologique comprennent un module de 
communication optique, l’application des détecteurs à
pixels à l’imagerie par rayons-X ainsi qu’une
réalisation muséographique lié aux rayons cosmiques.
CPPM participates to the transfer of expertise toward
the industry. An optical communication module, 
the application of pixel detectors in the X-rays 
imaging as well as an interactive museum exhibition
related to the cosmic rays are the recent examples 
of technology transfer.
LE MODULE DE COMMUNICATION BIDIANT
Pour réaliser des liaisons optiques bi-directionnelles, capables de transférer les
signaux Ethernet et de distribution d’horloge pour l’expérience ANTARES, nous
avons développé un module spécifique : BIDIANT. Ce module assure une com-
munication bidirectionnelle sur une même fibre optique monomode. Deux utili-
sations sont possibles : avec une seule longueur d’onde (1310/1310 nm) ou deux
longueurs d’ondes différentes (1310/1550 nm). Une société, intéressée par ce
produit pour le proposer à ses clients, a signé un contrat de collaboration avec
le laboratoire. De plus, nous avons exposé ce produit au Salon de la Physique à
Paris en novembre 2001.
APPLICATION DES DÉTECTEURS À PIXELS À L’IMAGERIE PAR RAYONS-X
Les détecteurs à pixels tels que ceux que nous avons fabriqué pour l’expérience
DELPHI et que nous développons pour ATLAS peuvent apporter un progrès
considérable dans différents domaines d’imagerie et, en particulier, pour l’ima-
gerie par rayons-X. Nous avons été sollicité par un groupe de l’ESRF de Grenoble
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pour fabriquer, un imageur pour la cristallographie. Le but est d’apporter une
grande dynamique en luminosité, en contraste, ainsi qu’un très fort taux de
comptage et une acquisition rapide en cours d’exposition. Ces qualités ne sont
pas accessibles avec les cristallographes à CCD (Charge Coupled Device) cou-
ramment utilisés. Les pixels CMOS ne conviennent pas non plus parce que, pour
obtenir une grande dynamique, de l’ordre de 109, il faut procéder en comptage
de photons avec un bruit de fond quasiment nul, ce qui n’est pas possible avec
ce genre de détecteur.
Dans le but d’étudier la faisabilité d’un cristallographe à pixels, nous avons
fabriqué un premier prototype. Nous avons développé et produit un circuit élec-
tronique, le XPAD, pour le comptage de photons et nous avons assemblé 10 de
ces circuits sur des détecteurs en silicium, avec des pixels de 330 µm x 330
µm. Nous avons ainsi obtenu 8 détecteurs de 4 cm x 1,6 cm. Ils ont été testés
sur un faisceau de l’ESRF et les résultats sont très proches des spécifications :
dynamique: 6 x 109, taux de comptage maximum 106 ph/s par pixel, lecture
continue en cours d’exposition. Une première image de diffraction et représen-
tée sur la figure 2. Une version optimisée du XPAD est en production et un cir-
cuit en technologie submicronique est en cours de conception. Ce dernier
comportera des pixels de 150 µm x 150 µm, parfaitement adaptées aux expé-
riences de cristallographie.
Dans une deuxième étape, nous nous proposons de développer un détecteur à
pixels adapté à l’imagerie du petit animal. La proposition est d’installer une
couche de détecteurs à pixels sur le pourtour intérieur d’un micro-TEP
(Tomographie par Emission de Positrons) pour obtenir l’image de l’organe et de
l’outil d’intervention sur l’image de la tumeur. Cette proposition a déjà reçu un
financement dans le cadre du programme interdisciplinaire de l’imagerie du
petit animal du CNRS.
COSMOPHONE
Une installation inédite baptisée Cosmophone permettant d’entendre passer les
rayons cosmiques autour de soi a été conçue par le CPPM en collaboration avec
le Laboratoire de Mécanique et Acoustique de Marseille. Le CNRS a déposé une
demande de brevet international pour le Cosmophone et est en relation avec une
PME aixoise pour la commercialisation.
JESSICA ET CREMSI
Dans le cadre du programme JESSICA, programme de sensibilisation au niveau
des PME/PMI pour l’utilisation de l’électronique dans leurs produits, nous
sommes sollicités en tant qu’expert technique. Nous analysons les projets des
PME/PMI qui veulent intégrer de l’électronique ou réaliser un saut technologique
en passant d’une technologie standard à une technologie intégrée. La prestation
envers l’entreprise peut aller du simple conseil à la réalisation d’une expertise.
Le CPPM fait partie du CREMSI, Centre Régional d’Etude de Microélectronique
sur le Silicium qui a pour vocation de renforcer la filière microélectronique en
région Provence Alpes Côte d’Azur, en associant les grandes industries, les PME
et les acteurs de la recherche et de l’enseignement supérieur.
Figure 1 
Prototype de cristallographie à
pixels et image de diffraction
obtenue avec une source de
béhénate d’argent.
Pixel cristallography Prototype
and Diffraction Image 
from Silver Behenate.
Jean-Claude Clémens
a reçu le Prix de la
Collaboration Technique du 
1er Festival des Sciences et des
Technologies, qui a eu lieu à
Marseille le 22 novembre 2001.
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Pour faire connaître le laboratoire et la physique des
particules à un large public, nous avons participé à des
manifestations comme la “Fête de la Science” et
“Septembre en mer” ainsi qu’à la mise en place d’un
espace “Astroparticule”. Nous avons aussi effectué des
conférences dans les lycées et organisé des
conférences de presse. 
To promote the laboratory and particles physics to a
large audience, we have participated to events such as
“Fête de la Science” and “Septembre en mer”, and
also to the installation of an “Astroparticule” space .
We have also organised several conferences in the
local colleges and a number of press conferences.
FÊTE DE LA SCIENCE
Dans le cadre de la manifestation “Fête de la Science”, nous avons organisé des
journées portes ouvertes et donné des conférences grand public dans la région.
En 2000, la journée “portes ouvertes” du 20 octobre a été consacrée aux lycéens
et celle du 22 octobre au grand public (figure 1). Pour cette occasion, nous avons
réalisé un dépliant de vulgarisation et des posters expliquant les activités du
laboratoire. Nous avons aussi reçu une classe de Cours moyen 2ème année qui
devait réaliser un site web. 
SEPTEMBRE EN MER 2001
L’Office de la Mer - Marseille, en partenariat avec l’Office de la Culture et l’Office
du Tourisme organise tous les ans à Marseille la manifestation “Septembre en
mer”. Dans ce contexte, ANTARES a présenté des posters et des réalisations
décrivant le futur télescope sous-marin, le 29 septembre, au Centre
d’Océanologie de Marseille. 
MANIFESTATIONS GRAND PUBLIC
COMMUNICATION WITH THE GENERAL PUBLIC
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ESPACE “ASTROPARTICULE” À LA CITÉ DES SCIENCES ET DE L’INDUSTRIE
Nous avons contribué à l’initiation et à la réalisation d’un espace “astroparti-
cule”, le “Théâtre des Muons”, montré sur la figure 2. Il est situé à la Cité des
Sciences et de l’Industrie à Paris. Cet espace est organisé autour d’un
Cosmophone - installation de détection et de restitution sonore dans l’espace
des rayons cosmiques conçue au laboratoire - et d’un CD-Rom sur l’astroparti-
cule développé en collaboration avec la Cité des Sciences. Dans la région, un
prototype du Cosmophone a été plusieurs fois présenté au public, en particulier
lors d’une exposition d’un mois à la Fondation Vasarely d’Aix-en-Provence.
ACTIONS EN DIRECTION DES ÉLÈVES DU SECOND CYCLE ET DES CLASSES PRÉ-
PARATOIRES
Dans le cadre d’un programme d’information et de communication au niveau
national, avec les élèves du second cycle et des classes préparatoires, nous pré-
sentons régulièrement des conférences sur les thèmes de recherche de l’IN2P3
dans les établissements scolaires de l’Académie Aix-Marseille. Nous nous
appuyons sur les conférences du programme Népal, mis en place par l’IN2P3
depuis 1997. Ces interventions sont toujours très appréciées des enseignants et
des élèves.
RELATIONS AVEC LA PRESSE, LA RADIO ET LA TÉLÉVISION
Nous avons organisé des conférences de presse à l’occasion de manifestations
scientifiques telles que :
“Rencontre internationale en physique des particules – expérience ALEPH”, 
du 18 au 23 septembre 2000, Aix-en-Provence ;
“Séminaire DATA GRID”, du 4 au 6 septembre 2000, Marseille.
Nous avons aussi contribué à la rédaction d’articles de presse décrivant les
expériences ou les projets du laboratoire.
Toutes ces actions ont utilisé de nouveaux supports d’information conçus pour
promouvoir le laboratoire, tels la plaquette du CPPM dans le cadre du plan de
communication du laboratoire ainsi que la plaquette ANTARES dans le cadre du
plan de communication de l’expérience.
Figure 2 
Le Cosmophone du théatre des
muons à la Cité des Sciences 
et de l’Industrie à Paris 
The Cosmophone of 
“Muons Theatre”
at Cité des Sciences 
et de l’Industrie in Paris.  
Figure 1 
Journée portes ouvertes 
lors de la manifestation : 
“Fête de la Science 2000”
“Fête de la Science 2000”
open days. 
David Calvet
a reçu le Prix IN2P3 
de la Communication 2000,
pour la création d’un site web
de vulgarisation de la physique
des particules.
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Plusieurs physiciens et ingénieurs du laboratoire 
sont membres de conseils ou d’instances scientifiques
de recherche et d’enseignement aux niveaux régional,
national ou international.
Several physicists and engineers of the laboratory 
are members of scientific committees for research and
teaching at regional, national or international levels.
Conseil Scientifique du département PNC 
Conseil de Direction de l’IN2P3
Comité National du CNRS, commission “Des Particules aux Noyaux”
“Scientific Technical Advisory VIRGO Committee”
Commission Administrative Paritaire au CNRS
Conseil scientifique de l’IPNL
Conseil scientifique du GdR Phénomènes Cosmiques de Hautes Energies
Conseil de l’UFR de Luminy, Université de la Méditerranée
Conseil de l’Ecole Supérieure d’Ingénieurs de Luminy 
Commission de Spécialistes de l’Université de la Méditerranée (29ème section :
constituants élémentaires) 
Commission de Spécialistes de l’Université de la Méditerranée (61
ème
section : génie
informatique, automatique et traitement du signal)
Bureau du Département de Physique de l’UFR de Luminy de l’Université de la
Méditerranée 
Conseil scientifique de l’Université de la Méditerranée
Conseil scientifique de l’Ecole Doctorale “Physique et Sciences de la matière”,
Université de la Méditerranée, Université de Provence, Université
d’Aix-Marseille III, Université de Toulon, Ecole Nationale Supérieure de Physique de
Marseille, Institut National des Sciences et Techniques Nucléaires - CEA
Commission de Spécialistes de l’Université de Provence (29ème section) 
Commission de spécialistes de l’Université Blaise Pascal Clermont-Ferrand
(29ème section) 
Représentant de l’Université de la Méditerranée auprès du Centre de l’Initiation à
l’Enseignement Supérieur
Conseil Inter Régional de Pilotage de Jessica Sud -Est
Conseil du CERN, Genève
“European Committee for Future Accelerators”, CERN, Genève
“The Large Hadron Collider Experiments Committee”, CERN, Genève 
“The Large Hadron Collider Computing Board”, CERN, Genève
“CERN School of Computing Advisory Committee”, CERN, Genève 
Consortium Data Grid, groupe “Testbed & Integration”, CERN, Genève
CONSEILS ET INSTANCES SCIENTIFIQUES
SCIENTIFIC COMMITTEES
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Les différentes formations suivies par les agents du
laboratoire sont proposées par la Délégation Régionale
du CNRS et par l’IN2P3. La Délégation organise 
des stages plutôt généralistes alors que l’IN2P3 
organise des formations pointues, adaptées à l’activité
du laboratoire.
The various training courses attended by the members
of the laboratory are proposed by the Regional
Delegation of the CNRS and by the IN2P3. The
Delegation organises rather general training courses
whereas the IN2P3 organises high level training 
sessions well adapted to the activity of the laboratory.
LES DÉPARTS EN FORMATION
2000 2001 
Départs en formation 70 68
Nombre de stages 34 42
Jours de formation 270 264
Agents ayant bénéficié d’une formation 
(chercheurs/doctorants-ITA-CES) 40% 43%
ITA ayant bénéficié d’une formation 49% 56%
LE BUDGET DE LA FORMATION
2000 (kF) 2001 (kF) 
Budget CPPM 71 111 
Prise en charge par la Délégation 
Régionale Provence 56 80 
Formations organisées par d’autres 
Délégations Régionales 3 0
























Coût de la formation
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LISTE DU PERSONNEL
PERSONNEL
* Personnel ayant quitté le CPPM
Cette liste comprend toutes les personnes qui ont participé aux activités du
CPPM durant les années 2000 – 2001
Chercheurs CNRS
Basa Stéphane Chargé de recherche
Benchouk Chafik Chargé de recherche
Bertin Vincent Chargé de recherche
Bonissent Alain Directeur de recherche
Calvet David* Chargé de recherche
Carr John Directeur de recherche
Coyle Paschal Chargé de recherche
De Vivie De Régie J.-Baptiste Chargé de recherche
Diaconu Cristinel Chargé de recherche
Duperrin Arnaud Chargé de recherche
Ealet Anne Chargé de recherche
Fassnacht Patrick Chargé de recherche
Fouchez Dominique Chargé de recherche
Kajfasz Éric Chargé de recherche
Le Gac Renaud Chargé de recherche
Leroy Olivier Chargé de recherche
Monnier Emmanuel Chargé de recherche
Payre Patrice Chargé de recherche
Pralavorio Pascal Chargé de recherche
Rousseau David* Chargé de recherche
Rozanov Alexandre Directeur de recherche
Sauvan Emmanuel Chargé de recherche
Tao Charling Directeur de recherche
Tilquin André Chargé de recherche
Touchard François Chargé de recherche






Feinstein Fabrice Professeur associé
Henry-Couannier FrédéricMaître de conférences
Labalme Marc ATER
Montanet François Professeur
Nacasch René Maître de conférences
Nagy Elemér Professeur
Nicod Delphine* Maître de conférences
Talby Mossadek Maître de conférences
Tisserant Sylvain Professeur
Visiteurs 
Chercheurs ayant fait des séjours au
CPPM au sein des groupes de
physique
Alexa Calin IFIN HH Bucarest/ATLAS
Baiarto Loupsandorjev ITEP Moscou/ANTARES
Belolaptikov Igor IHEP/ANTARES
Brooijmans Gustaaf FERMILAB Chicago/D0
Caprini Irinel IFIN HH Bucarest/ATLAS
Carmona Emiliano IFIC Valence/ANTARES
Danilov Mikhail ITEP Moscou/ANTARES
De Botton Nico SPP Saclay/ANTARES
De Witt Huberts Peter NIKHEF Amsterdam/ANTARES
Derkaoui Jamal Eddine Univ. d’Oujda Maroc/ATLAS
Dingfelder Jochen Univ. d’Heidelberg/H1
Dita Sanda IFIN HH Bucarest/ATLAS
Dzhilkibaev Zhan-Arys IHEP/ANTARES
Gollin Georges Univ. d’Illinois/ATLAS
Karr Kristo IFAE Barcelone/ATLAS
Keil Florian Univ. De Hambourg/H1
Kostioukhine Vadim IHEP Moscou/ATLAS
Lopes Jose Helder LAPE Rio de Janeiro/LHCb
Lyachoyk Vladimir ITEP Moscou/ANTARES
Malden Nick Univ. de Manchester/H1
Marechal Bernard LAPE Rio de Janeiro/LHCb
Melanson Harry FERMILAB Chicago/D0
Metha Andrew Univ. de Liverpool/H1
Micu Liliana IFIN HH Bucarest/ATLAS
Mikhailov Yuri ITEP Moscou/ANTARES
Navas Sergio IFIC Valence/ANTARES
Real Diego IFIC Valence/ANTARES
Roca Victor IFIC Valence/ANTARES
Rostovtsev Andreï ITEP Moscou/ANTARES
Sicho Petr ASCR Prague/ATLAS
South Dave Univ. de Liverpool/H1
Thomas Éric Boursier postdoc Marie Curie
Tikhonov Yuri BINP Novosibirsk/ATLAS
Toth Joseph KFKI Budapest/ATLAS
Urban Laszlo KFKI Budapest/ATLAS
Vaudaine Gaëlle IFIC Valence/ANTARES
Zaborov Dmitry ITEP Moscou/ANTARES
Zornoza Juan de Dios IFIC Valence/ANTARES
Doctorants
Baffioni Stéphanie Boursier MENRT
Barillon Pierre Boursier MENRT
Bernard Franck* Boursier MENRT
Cothenet Alexis Boursier MENRT
Curtil Christian* Boursier MENRT
Da Silva Tatiana* Boursier Gouv. brésilien
Delerue Nicolas Boursier MENRT
Fede Éric Boursier BDI
Hinz Luc* Boursier MENRT
Karkar Sonia Boursier MENRT
Koudobine Ivane Boursier BDI
Lévêque Jessica Boursier MENRT
Negroni Sylvain* Boursier MENRT
Nezri Emmanuel Boursier MENRT
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Pastorelli Olivier* Boursier BDI
Peez Matti Boursier MENRT
Pohl Anne* Boursier MENRT
Ricol Jean-Stéphane Boursier MENRT
Schneider Mireille Boursier MENRT
Viaud Benoît Boursier MENRT
Villeneuve-Séguier Frédéric Boursier MENRT
Ingénieurs, Techniciens et Administratifs
Amat Françoise Technicien
Arthaud Gilles* Technicien
Bafaro Joseph Agent technique
Balestracci Marius* Adjoint technique
Barthier Gérard Assistant ingénieur
Baurberg Joël* Technicien
Bazzoli René Ingénieur de recherche
(Université)
Bee Christopher Ingénieur de recherche
Billault Michel Ingénieur d’études
Blanc Pierre-Éric* Assistant ingénieur
Blanquart Laurent* Ingénieur de recherche
Breugnon Patrick Ingénieur de recherche
Brun Laurent* Assistant ingénieur
Brunner Jurgen Ingénieur de recherche
Busso Alain* Adjoint technique
Busso Jean-Pierre Technicien
Cachemiche Jean-Pierre Ingénieur de recherche
Calzas Alain Ingénieur de physique
nucléaire
Cassol Brunner Franca Ingénieur de recherche
Charmasson Laurent* Assistant ingénieur
Chevanne Bernard Technicien
Clémens Jean-Claude Ingénieur de recherche
Crespin Henri** Assistant ingénieur
Damoiseaux Magali Ingénieur d’études
Degiovanni Xavier* Technicien (Université)
Deguero Stéphane Technicien
Delpierre Pierre Ingénieur de physique
nucléaire
Destelle Jean-Jacques Ingénieur de recherche
Devarieux Marie-Pierre Ingénieur d’études
Devic Stéphane* Technicien
Dinkespiler Bernard Ingénieur de recherche
Djama Farès Ingénieur de recherche
Duval Pierre-Yves Ingénieur de recherche
Étienne François Ingénieur de recherche
Favard Stéphane Ingénieur d’études
Gimenez Jean-Luc Assistant ingénieur
Giner Jacques Ingénieur de recherche
Hallewell Grégory Ingénieur de recherche
Herry Marie-France Technicien
Hoffmann Dirk Ingénieur de recherche
Ingarsia Guy Assistant ingénieur
Issa Christiane Adjoint technique
Jaquet Marc Ingénieur de recherche
Kachelhoffer Thomas* Ingénieur de recherche
Karst Pierre Ingénieur de recherche
Keller Pascale Ingénieur de recherche
Kermiche Smaïn Ingénieur de recherche
Koscielniak Frédéric Assistant ingénieur
(Université)
Labat Daniel Technicien
Lagier Philippe Ingénieur de recherche
Lani Martial Technicien
Laugier Danièle* Ingénieur de recherche
Laurence Jérôme Technicien (Université)
Leclercq Ortal Véronique* Technicien
Le Van Suu Auguste Ingénieur de recherche
Léon Franck Technicien
Liotard Pierre-Louis Ingénieur d’études
Loït Laurence* Technicien
Martin Laurent* Ingénieur de recherche
Meessen Christophe Ingénieur d’études
Menouni Mohsine Ingénieur de recherche
Mouthuy Thierry Ingénieur de recherche
Munoz Jocelyne Technicien
Olivetto Christian Ingénieur de recherche
Olivier Christian* Ingénieur de recherche
Ollive Patrick Technicien
Pangaud Patrick Ingénieur de recherche
Péron Marlène* Technicien
Pigeot Valérie* Technicien
Potheau Rémy Ingénieur de recherche
Qian Zuxuan Ingénieur de recherche
Raguet Jacques* Ingénieur d’études
Raymond Michel Ingénieur de recherche
Répetti Bernard* Ingénieur d’études
Réthoré Frédéric Ingénieur d’études
Ricard Michel Ingénieur de recherche
Richer Isabelle Technicien
Royon Jérôme Technicien
Santoni Jean-Marc Ingénieur d’études
Sauvage Dominique Ingénieur de recherche
Schiano Frédérique Adjoint technique
Ségura Danielle* Adjoint technique
Soliveres Françoise Assistant ingénieur
Tézier Damien Technicien
Tsaregorodtsev Andreï Ingénieur de recherche
Valin Isabelle* Ingénieur de recherche






* Personnel ayant quitté le CPPM | ** Décédé
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ALEPH
Apparatus for LEP physics
Une des 4 expériences installée
auprès du collisionneur électron-
positron du Cern à Genève
AMS
Austria Mikro Systeme
Fabricant de circuit intégré
ANTARES




recherche et développement pour
un détecteur sous-marin de
neutrinos cosmiques de haute
énergie
ASCR
Institut de physique, division de
physique des particules








d’enseignement et de recherche
ATLAS
A toroid LHC apparatus
Expérience généraliste qui 
sera installée auprès du futur
collisionneur proton-proton, le
LHC, du Cern à Genève, Suisse
BDI
Bourse de docteur ingénieur
BGA
Ball Grid Array
Boîtier de composant électronique
avec connection par bille sur le
circuit imprimé
BINP
Budker Institute of nuclear
physics
Institut situé à Novosibirsk
CC-IN2P3
Centre de calcul de l’IN2P3
Unité de service et de recherche





Établissement public à caractère
industriel et commercial
CERN
Organisation européenne pour la
recherche nucléaire
Laboratoire européen de physique










Conservatoire national des arts et
métiers
Établissement public
d’enseignement supérieur et de
recherche du MENRT
CNRS
Centre national de la recherche
scientifique




Symétrie par rapport a l’inversion
simultanée de la charge et des
coordonnées spatiales
CPLEAR
Expérience qui étudie la violation
de CP, T et CPT dans 
le système des kaons neutres au





Digital to Analog Converter
Circuit permettant de convertir un
signal numérique en une tension
analogique
D0
Expérience installée auprès 
du collisionneur proton-proton




physique des particules, 
de physique nucléaire et de
l’instrumentation associée
Département du CEA/DSM, 
à Saclay
DATA GRID
Projet scientifique européen de
calcul intensif et distribué
DESY
Deutsches elektron synchrotron
Laboratoire allemand de 
physique des particules, installé à
Hambourg, Allemagne
DMILL
















synchrotron installé à Grenoble
ETH
Institut fédéral suisse de












Laboratoire de l’IN2P3 à
Montpellier
GANIL
Grand accélérateur national d’ions
lourds





Expérience installée auprès du
collisionneur HERA à Hambourg
HERA
Hight energy ring accelerator
Collisionneur électron-proton
installé à DESY, Hambourg
IAP
Institut d’astrophysique de Paris
Laboratoire CNRS/INSU
IFAE
Instituto de física de altas
energías
Institut situé à Barcelone
IFIC
Instituto de física corpuscular
Institut situé à Valence
IFIN HH
National institute for physics and
nuclear engineering “Horia
Hulubei”
Institut situé à Bucarest
LISTE DES SIGLES ET ACRONYMES
ABBREVIATIONS
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IFREMER
Institut français de recherche





Institute for high energy physics
Institut situé à Moscou
IN2P3
Institut national de physique








Institut de physique nucléaire
de Lyon
Laboratoire de l’IN2P3 à Lyon
IReS
Institut de recherches 
subatomiques 
Laboratoire de l’IN2P3 à
Strasbourg
ISN
Institut des sciences nucléaires 






Institute of theoritical and 
experimental physics
Institut situé à Moscou
KFKI
Institut de recherche pour 
la physique des particules et 





Laboratoire de l’IN2P3 à Orsay
LAPE
Laboratório de física de 
partículas elementares




Module électronique pour un





Low energy antiproton ring
Accélérateur d’antiproton de
basse énergie du Cern à
Genève
LEP
Large electron positron collider
Collisionneur électron-positron




proton du Cern à Genève
LHCb
Expérience dédiée à l’étude 
de la violation de CP dans le
secteur de la beauté auprès du
futur collisionneur proton-
proton, le LHC, du Cern à Genève
LPNHE Paris
Laboratoire physique nucléaire
et hautes énergies 









Standard de transmission sur
des lignes différentielles
MENRT
Ministère de l’éducation 
nationale de la recherche et de
la technologie
mSUGRA







Institut de physique des















corpusculaire et cosmologie 














Redundant Array of Inexpensive
Disks
RD13
A Scalable Data Taking System
at a Test Beam for LHC
Programme de recherche et
développement qui étudiait un
système d’acquisition de
données modulaire et
extensible au Cern à Genève
RD42
Diamond Tracking Detectors for
LHC
Programme de recherche et
développement qui étudie les
“détecteurs diamant” au Cern à
Genève
SPP
Service de physique des
particules







implanté à FERMILAB, près de
Chicago
UFR
Unité de formation et recherche
VIRGO
Expérience de détection directe
des ondes gravitationnelles à
Cascina, Italie
XPAD
X-ray Pixel chip with Adaptable
Dynamic
Circuit intégré spécifique pour
l’imagerie rayonX avec une
dynamique adaptative
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