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Abstract
Complex uid, in which suspensions are classied, is a ubiquitous material in our world. However,
our knowledge about them is not fully systematically organized since the investigations of complex
uid is mainly driven by practical or empirical motivation. In addition, complex uid becomes
strongly out-of-equilibrium state and exhibits strong nonlinear responses, which is obviously out of
the framework of linear response theory.
This thesis is dedicated to the numerical study of the rheology of the non Brownian suspension
with low Reynolds number uid and its structure. By denition, such suspensions has no thermal
uctuation, no inertial eect in its ingredients. In addition, fore-aft symmetry of Stokes equation,
which is theoretically predicted, prohibits developing conguration of distribution of particles even
with shear. However, in dense suspension the symmetry breaks and leads to shear induced diusion,
and suspensions starts to develop its internal structure. In addition, shear induced diusion yields
elasticity and change of viscosity. Although it is intuitively obvious that internal structure and
rheology of complex uid is correlated, how they are correlated is not clear.
The numerical simulation method adopted in this thesis is Smoothed Prole Method, which is
a optimized method for computational uid dynamics of suspensions. Using this method, it is
investigated that the relevance of rheology and internal structure of suspensions numerically and
theoretically, nding that internal structure of suspension develops into various type of structure
by shear induced diusion under a large amplitude oscillatory shear. In addition, both linear and
nonlinear rheological properties have been changed by development of the structure.
In detail, qualitative behaviours are drastically changed by volume fraction of suspension. It
is found that shear induced diusion causes elasticity and strain thickening with relatively low
volume fraction, and their typical nonlinearity evaluated by Chebyshev rheology are strain-softening
and shear-thickening. In this case, internal structure tends to be organized with moderate strain
amplitudes, but eventually broken down with large strain amplitude with anisotropy in shear plane.
A phenomenological model to describe rheology of suspensions with relatively low volume fraction is
proposed, based on these results. This model provides us how short ranged interparticle interaction
contributes to the rheology In particular, it is in agreement with numerical results in elasticity and
strain thickening, which indicates their source is interparticle interaction.
Increase of volume fraction suppresses shear induced diusion even with large strain amplitude.
Suppression of shear induced diusion leads to slow down of development of structure, which causes
the locally organized structure. As a result, suspension becomes much stier compared with fully
organized structure since connement of particles motion. However, once after fully organized struc-
ture is created, such structure becomes quite robust, where the suspension exhibits strain softening
in elasticity and quasi Newtonian behaviour in viscosity.
These results provides us many insights about the relationship between rheology, structure, and
dynamics of suspensions. It is indicated that the contribution of short ranged interparticle interaction
to them is signicant, which was not fully investigated quantitatively. Especially the phenomenolog-
ical proposed in this thesis is the rst minimal model to describe the contribution of short ranged
interparticle interaction to bulk rheology of non Brownian suspension with low Reynolds number
uid.
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3Chapter 1
General Introduction
One can distinguish that there are two states of many body system; one is equilibrium and another
is out-of-equilibrium state. In general, equilibrium state of many body system is mainly described
by thermodynamics with only a few parameters. Statistical physics is one of the fundamental
framework to describe many body system. Statistical physics is based on thermodynamics in the
sense that statistical physics must reproduce the consequence of thermodynamics in thermodynamic
limit, hence statistical physics also describes equilibrium physics mainly. Statistical physic, however,
provides us tools to describe slightly out-of-equilibrium state, which is known as linear response
theory. But it is only valid as long as response is linear namely, thus it is still an open question how we
can describe out-of-equilibrium state with nonlinear responses. Although our understanding about
out-of-equilibrium state with nonlinear response is behind at those with linear response, such system
is actually ubiquitous in our world, for example, complex uid which includes granular material,
hard-sphere suspension, polymer dispersion, shaving cream, biological tissues. Thus, it has been
longed for a framework to describe out-of-equilibrium state with nonlinear response.
In this thesis, I will provide investigations about responses of hard-sphere suspensions under strong
external elds. Before describing the result, let me start from overview of complex uid with focusing
on hard-sphere suspensions in followings of this chapter.
1.1 Complex Fluid
Complex uid is a kind of uid composed of multiple phases, for example solid particle with liq-
uid uid. It can be classied by the combination of phases. For example, solid-liquid mixture is
called suspensions, solid-gas mixture is granular materials, liquid-gas is foams, and liquid-liquid is
emulsions. Complex uid is often treated as if it is still uid, i.e., a continuum nevertheless we
can relatively easily distinguish ingredients of component. This perspective is, of course, valid in
macroscopic scale, but the separation of length scale between microscopic and macroscopic is rela-
tively small since the scale of ingredients(typically 10 8m to 10 2m ) is much larger than molecular
or atoms( 10 9m). Thus, we can relatively easily observe both macroscopic response and mi-
croscopic change, which provides us many useful insight about statistical physics. In addition, it
easily becomes out-of-equilibrium due to a drastic increase on relaxation time[1]. This is caused
by relatively large ingredients because they need longer time to move somewhere compared with
small ingredients. Large ingredients also cause nonlinear responses easily since long relaxation time
causes heterogeneity or anisotropy inside of complex uid. Consequently, complex uid has been
investigated in the context of nonequilibrium and nonlinear physics so far. In following subsections,
foams and biological tissue will be reviewed as examples of complex uid briey.
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1.1.1 Foams
Foam, which is consisted of liquid and gas is one of the complex uid, which has been investigated
so far after Plateau[2]. However, main focus of research has been on practical use. In other words,
it has been only empirical and less in systematic. Princen has pioneered a method of rheology of
emulsions as wet foams, in the sense that he has characterized the relationship between geometrical
deformation and rheological response, in his successive articles[3, 4, 5]. He has dened the strain of
foams geometrically and derive the relationship between strain and response stress. In the case of
dry foams, it is not easy to characterize deformation of them since they are easily deformed even
with small stimulus. This diculty is eased by introducing statistical texture tensor, which encom-
passes mesoscopic strain deformation[6, 7], which quantitates well the deformation in experiments
or simulation[8, 9, 10]. Say that a hexagonal cellular pattern has appeared. See Fig.1.1(a) and (b).
Statistical texture tensor M is dened as
M = hlij 
 liji (1.1)
where 
 denotes dyadic of vector and ensemble average(bracket) is taken in mesoscopic scale(See (c)).
M has information of geometrical conguration in mesoscopic scale, thus it provides us statistical
strain in mesoscopic scale, 2U = logM  logM0 whereM0 is the texture tensor of reference state[6].
I do not go further about statistical texture tensor, but it gives us the method to evaluate geometrical
deformations in local, but still statistical way.
Necessity of mesoscopic treatment of strain represents the diculty in treatment of complex uid as
continuum material. In uid mechanics, existence of uid element is assumed, and each element has
innitesimal size. In contrast, complex uid has not ignorable size of ingredients, which interrupts
us to treat complex uid as continuous material. Necessity of mesoscopic treatment of strain also
represents that necessity of local quantication of internal structure. The geometrical deformation
of complex uid is not necessarily linear even simple shear deformation is imposed.
(a) (b) (c) (d) (e)
Fig. 1.1 (a)Hexagonal cellular pattern. Dashed arrows and lij denote link vectors. (b)Sheared
hexagonal cellular pattern. (c)Ensemble average of texture tensor is obtained in green area
(d)Schematics of hexagonal pattern of Drosophila wing.  with  = (b; r; g) denotes surface
tension of each coloured edges. (e)Schematics of cobblestone pattern of Drosophila wing.
1.1.2 Biological Tissues
Biological tissues as a collection of cell can be recognized as a kind of complex uid. This perspective
might be eective when we would like to understand the shaping of tissues during morphogenesis.
For demonstration, suppose that a hexagonal cellular pattern is realized, and each edges has their
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own tension i(See Fig.1.1(d)). Briey speaking, theory explains such hexagonal cellular pattern
is realized when r = b = g, i.e., when the isotropic tension is realized. If there is anisotropy
in tension, then cobblestone type cellular pattern appears(See Fig.1.1(e)). In fact, these dierent
cellular patterns do exist in Drosophila(fruit y) wing if genetics of Drosophila [11]. This indicates
that only the local mechanical properties determine the shape of biological tissues.
In the context of classical developmental biology, this problem is recognized as a correspondence
between gene and apparent shape(genotype and phenotype). However, our knowledge about dy-
namics of morphogenesis to generate the apparent shape is still not enough. Insights of complex
uid might provide us the concepts how to treat their dynamics. Such eort is getting active and
spreading recently[12, 13, 14, 15].
1.2 Hard-sphere Suspension
It is important to specify the internal conguration of complex uid to describe their rheology.
Hard-sphere suspensions, which are composed of host uid and spherical particles whose shape does
not change, is a model system of complex uid since it is relatively less complex compared with the
others. Hence, hard-sphere suspensions have been investigated so far very intensively. In this section,
I will briey denote about the relevance between particle distribution and rheology with focusing on
relative viscosity of suspensions. Here, I note that it is supposed that inertial eects in suspension
is ignored since Reynolds number satises Re 1 after here, as long as especially mentioned.
1.2.1 Distribution of particles
Suspension is one of complex uid which is composed of solid particles and liquid host uid. One of
the earliest and remarkable study of suspension is done by Einstein[16], so called Einstein relation
for spherical colloid;
r  
0
= 1 +
5
2
 (1.2)
where  is viscosity of suspension, 0 is viscosity of host uid, and  is volume fraction of suspension.
r is called as relative viscosity. This equation briey represents that adding particles aect rheology
of complex uid through volume fraction.
Equation(1.2) is valid only with   O(10 3)[17, 18, 19]. This is because many body hydrodynamic
interaction is ignored in Eq.(1.2). Thus, to describe the viscosity with higher density, it is necessary
to consider interparticle coupling of hydrodynamic interaction. However, it had to wait nearly 70
years to nd out such description. Batchelor and Green have obtained the equation of relative
viscosity with incorporating two particle interaction as[20, 21, 22]
r = 1 + 2:5+ 7:6
2 (1.3)
Here it must be noted that the second order coecient 7.6 can vary if distribution of particles
are modied. We have to apply some deformation to measure the viscosity of uid, which aect
on particle distribution. Then we have to calculate the hydrodynamic interaction again because
typical distance between two particles are varied[22, 19]. In general, higher order coecient of 
strongly depends on distribution of particles. Consequently, this indicates that internal structure of
suspension must be considered to describe rheology of dense suspension.
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Equation(1.3) is valid below   0:15[23, 24, 19]. Further increase of  causes dependency on
higher order of n with n  3. In this case, we have many empirical equation of r. For example,
r =
1 + 1:5(1 + + 2:32)
1  (1 + + 2:32) (1.4)
if 0    0:56 with random distribution and high frequency limit[25]. For non-Brownian suspension,
i.e., the suspension which is not aected by Brownian motion, another empirical equation is known
as
r = e
 2:34

1  
max
 3
(1.5)
with max = 0:62 [26]. I do not go further detail of them because empirical equation is changed
when situation is changed. Instead, I emphasize that distribution of particles are quite important
to determine relative viscosity since higher order terms n corresponds to hydrodynamic coupling
among n number of particles, which contribution way is easily changed when distribution is changed.
Here, there are other factors which can change relative viscosity, for example, particle shape[27] or
polydiversity of particle size[28], though I do not explain their features in this thesis.
1.2.2 Onset of nonlinearity
An increase on  makes it dicult to describe relative viscosity since particle distribution is more
and more important in dense suspension. External eld, like shear deformation, also changes the
distribution of particle. As a consequence, again change of rheology occurs. This change is dierent
from the one with respect to  because shear deformation is not an inherent parameter of suspension
but parameter of external eld. Thus, the change of rheology due to shear deformations is observed
as nonlinear response.
A good example of nonlinear responses is shear thinning and shear thickening of dense suspensions.
As the imposed shear rate is increased, colloidal suspensions display Newtonian behaviour at rst,
then shear thinning, but eventually shear thickening[23, 24, 19]. These changes are explained as
follows(See also Fig.1.2). When relatively weak shear is applied, particle distribution is not very
far from equilibrium distribution, i.e., in the criteria of linear response regime. As the shear rate is
increased, now the dynamics of particles are governed by shear-driven advection mainly. In other
words, Brownian motion has become less important in particles dynamics. Then, particles tend
to locate at planes with same shear ow speed, resulting in particles' layering and organization.
This layering make the suspension the state more easily ow, ad eventually viscosity is decreased.
However, faster shear ow causes pileups among particles, and eventually making hydroclusters. Now
the clusters more eciently block the shear ow, or particle interaction causes extra shear stress,
which means more dissipation and higher viscosity. In this way, internal microstructure must be
taken into account to describe nonlinear responses.
The investigations of hard-sphere suspension have been driven by many kinds of interests. For
industrial use, specifying shear thickening point is very important because the fastest shear rate
point below shear thickening gives the most ecient transportation of suspension. Shear thin-
ning/thickening is also suitable for studying nonlinear response in strongly nonequilibrium state.
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Fig. 1.2 schematic image of shear thinning and thickening of colloidal suspension.
1.2.3 Non-Brownian suspension and Brownian suspension
In this thesis, thermal uctuation is totally ignored due to largeness of particles. They do not show
Brownian motion, which is the reason why name of non-Brownian suspension. In contrast, Brownian
suspensions is the suspension that thermal uctuation is valid. Whether thermal uctuation exist
or not makes it dierent in some points.
Non-Brownian suspension has an advantage in study of hydrodynamic contribution since there
is no interferences by thermal uctuation or electrostatic interaction. Hence it has been used for
analytical study of ow eld around particles. For example, Eq.(1.3) is based on analytical result
of non-Brownian particle. Batchelor and Green rst have solved the ow eld when there is a
pair of particles analytically without any uctuatiosn or external forces[21]. This solution is bases
of Eq.(1.3). However, non-Brownian suspension has a serious disadvantage in statistical treatment,
such as taking ensemble average. Since there is no uctuation which leads to equilibrium, we have to,
in principle, specify all of the conguration of particles to determine distribution function of particles.
This fact gets rid of useful tools, i.e., canonical ensemble average from us. Therefore, non-Brownian
suspension poses us a dicult problem in calculating statistical parameters. In fact, Eq.(1.3) is
obtained with incorporating the canonical distribution explicitly. Batchelor has obtained the pair
correlation function from a sheared thermal equilibrium distribution[22]. Absence of equilibrium
distribution also poses a diculty in experiment because there is no reference distribution of particles.
The equilibrium or randomized distribution will be never realized no matter how you wait for a long
time. This advantages and disadvantages are originated from the deterministic nature of dynamics
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of non-Brownian particles. This nature, however, will be broken by Shear induced diusion in much
denser suspensions, as mentioned in Section.1.3.
1.3 Shear Induced Diusion
Non-Brownian particles will not be aected by thermal uctuation. Then, their trajectories are de-
terministic if they are in uid with high viscosity since their inertia can be negligible. In addition, by
the virtue of the Stokes equation, their trajectories must be symmetric. Such symmetric behaviours
, however, will break under shear deformation in dense suspension.
1.3.1 For-aft symmetry breaking
Stokes equation and its reversibility
Navier-Stokes equation is reduced into Stokes equation with the condition Re = 0, where the Re is
the Reynolds number[29, 30].
 rp+ 0r2u =r   = 0 (1.6)
Since Stokes equation does not depend on the time explicitly, we can see the time-reversal behaviour
with the time-varying boundary condition like oscillatory shear ow[31]. Suppose that Stokes uid
is sandwiched by the two parallel plates as shown in Fig.1.3, and oscillatory shear with its period
time is T is applied. Coloured domain are deformed by the shear, but their relative conguration
does not changes because there is no inertia for every uid element. The velocity eld is uniquely
determined only the boundary condition, i.e., the top plate speed. Thus, when the ow direction is
reversed, then each uid elements traces the exactly opposite trajectory. As a result, the uid shows
the "reversible" behaviour under the reversible boundary condition.
(a) t = 0 (b) t = T/2 (c) t = T
Fig. 1.3 The schematic demonstration of the reversibility of the Stokes equation, Eq.(1.6).
The uid with Re 1 is sandwiched by two parallel plates. The top plate can slide and apply
the oscillatory shear deformation to the uid with its period time is T . Some part of uid is
marked by colour. (a) Some domain is coloured for distinguish the uid elements at t = 0. (b)
The sheared uid at t = T=2. The coloured domains are deformed but never mixed each other.
(c) After one cycle of shear, t = T . The conguration of the uid is recovered.
non-Brownian particle in Stokes uid
By virtue of the reversibility of the Stokes equation, single non-Brownian particle in such highly
viscous uid also shows the reversible trajectory. Suppose that the density matched non-Brownian
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particle is suspended in the viscous uid. The equation of motion of the particle is

dv
dt
=  60av
vp
(1.7)
where  is the density of uid and particle, a is radius of the particle, vp is the volume of the particle.
Then we obtain the relative velocity v of the particle with respect to the uid as
v = v0 exp

  90
2a2
t

 exp( t=) (1.8)
where v0 is the initial velocity.  indicates the relaxation time scale of the relative velocity. On
the other hand, the time scale of the uid ow around the particle is f = a=U where the U is the
typical velocity of the uid. The ratio of these two parameter is called as Stokes number St
St =

f
=
2Re
9
(1.9)
where the Re is the Reynolds number of the uid. Stokes number characterizes the degree of the
traceability of the particle to the streamlines, i.e., if St  1 then the particles move with the uid
without delay. After here it is assumed that the Re 1, thus the St 1, particles moves with the
uid ow.
fore-aft symmetry of particles
Flow eld around a sphere under a simple shear ow v = _ex is analytically solvable[32, 33] and
written as
u = _
2666666664
 a
5y
2r5
  5a
3x2y
2r5

1  a
2
r2

+ y
 a
5x
2r5
  5a
3xy2
2r5

1  a
2
r2

 5a
3xyz
2r5

1  a
2
r2

3777777775
(1.10)
which is demonstrated in Fig.1.4. Here, shear ow direction is chosen along with x axis and shear
gradient with y axis. And Fig.1.4 demonstrates xy plane including center of the referenced particle.
It is clear that u has a symmetric form with respect to the center of particle, which called as fore-aft
symmetry. There are two region in this ow, as indicated orange shade, and nothing can penetrate
into orange region whose initial position is outside of this region. Conversely speaking, nothing that
initially located inside of this region cannot escape from here.
Suppose that another particle comes closer of the referenced particles. The particle cannot pen-
etrate into orange region if it is initially located outside of this region, since the particle is driven
on the streamline. As a result, particles trajectories also have symmetric shape, which I will call
fore-aft symmetry of particles. After here, the word "fore-aft symmetry" points "fore-aft symmetry
of particles" in this thesis, as long as especially referred.
The fore-aft symmetry of particles can be broken, mainly due to two eect. The rst source
of symmetry breaking is the hydrodynamic interaction among three or more particles. In three
particles case, their trajectories can be chaotic[34]. And this breakdown has been examined in
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Fig. 1.4 streamline of shear ow around spherical particle in shear plane. Orange region
indicates the region of closed trajectory.
3D non-Brownian suspension system by Pine et al.[35], , in 3D non-Brownian rod suspension by
Franceschini et al.[36, 37] and in 2D athermal emulsion system by Jeanneret et al.[38]. The second
source is interparticle interaction. Interparticle forces, e.g., the forces due to ion in suspension, are not
included in the theory of for-aft symmetry. Thus, this type breakdown can be observed even in two
particles case. It is conrmed by Takamura et al.[39] that the trajectories of interacting two particle
under shear ow shows asymmetric trajectories, and ion condensation determine their behaviours.
They conrmed that the for-aft symmetry remains when the interparitcle interaction caused by ions
in suspension is weak(Fig1.5, left), while it is broken with strong repulsive interaction(Fig.1.5,right).
The for-aft symmetry can be broken in such ways. It is notable that direct interparticle contact
can be the second source. In theory, ideally smooth particles, i.e., with innitesimal roughness on
their surfaces, will never contact each other in Re = 0 uid. Yet they can contact each other in real
experimental system since we cannot reach both conditions Re = 0 and zero roughness of surfaces.
Consequently, in dense packed non-Brownian suspension typically shows shear induced diusion,
which is introduced in next Subsection.
1.3.2 Shear induced diusion as reversible-irreversible transition
shear induced diusion
What will happen if the for-aft symmetry is broken? The answer is shear-induced diusion, which was
rst reported by Eckstein et al.[40]. In the suspension with high volume fraction, particles experiences
interparticle interactions or chaotic hydrodynamic interactions many times since suspensions have a
lot of particles. As a result, the for-aft symmetry breakdown is accumulated. We can observe the
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Weak Interaction Repulsion
Fig. 1.5 Schematics of trajectories of two interacting particles under shear ow. The for-aft
symmetry is preserved when interaction is relatively weak. Two trajectories are not symmetric
before and after interaction with repulsive interaction. Blue lines indicating the horizontal line
of initial particle position.
accumulation of this breakdown as shear induced diusion.
Suppose that a shear ow is imposed into x direction with its gradient y direction. If the symmetry
is completely preserved, net displacement in z direction must be exactly zero. In suspension, however,
this expectation does not hold[41]. It is observed that drifting motions of particles in z direction
when constant shear ow is imposed to relatively dense suspension(volume fraction 0:20    50).
Thus, the for-aft symmetry breakdown is actually possible to observe in experiment.
What is interesting is that square of z displacement "2z is proportional to total strain _t, where
t is total time duration of shear application. Here note that if motion of particles are ballistic, not
square term but "z must be proportional to total strain. We can dene the shear induced diusion
D constant by
"2z = D _t (1.11)
in similar way of dening diusion coecient of Brownian motion.
It is still unknown why the for-aft symmetry breakdown is observed as diusive behaviour, not
ballistic behaviour. Leighton and Acrivos have proposed that diusion is caused by local density
gradient of suspension, which reminds us osmotic pressure in Brownian suspension[42]. Drazer et.
al. have proposed another story[43]. They propose that, the diusive behaviour is observed as loss
of memory with respect to particle trajectories. They have observed the loss of velocity correlation
among particles numerically. And they have claimed that this nature is characterized by chaotic
behaviours of particles.
Reversible Irreversible transition
Shear induced diusion is a concept initially found in constant shear ow. On the other hand,
the for-aft symmetry can be observed in oscillatory ow(See Fig.1.3). Thus, the for-aft symmetry
breakdown is not restricted in constant shear ow cases. Then, what does the shear induced diusion
causes under the oscillatory ow?
To answer this question, let us execute a Gedanken Experiment. Suppose that now the for-aft
symmetry hold strictly in a suspension under the oscillatory shear ow whose prole is (t) =
0 sin!t. Then, particles trajectories must be reversible by the virtue of symmetry, so all of the
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particles must get back to their initial position one cycle after. In other words, the position vector
of particle i, written as xi(n) at a certain number cycle n, should be the same as the position at
one cycle after, i.e., xi(n + 1)   xi(n)  x(n) = 0. Here, n is number of cycles. On the other
hand, x(n) 6= 0 if the for-aft assumption does not hold, which means particle i cannot be get
back to its initial position. As a result, we can expect that the symmetry breakdown is observed as
irreversibility of particles.
Pine et al.have executed this in real experiment[35]. They measured the particles position in a
stroboscopic way. Notice that we do not need to observe all of the trajectories of particles in whole
shear cycle to evaluate their irreversibility. It is enough to measure their position in every cycle,
and we can distinguish whether reversible or irreversible by checking x(n). They evaluated degree
of irreversibility by


x2(n)

where bracket denotes ensemble average among particles, and nd
there is threshold of reversible to irreversible behaviours( See Fig.1.6). A suspension is sheared by
oscillatory prole, (t) = 0 sin!t. If strain amplitude 0 is small, then all of the particles are
overlapped with their previous position even after several cycles, i.e.,


x2(n)

= 0 and particles
are in reversible state in this case. On the other hand,


x2(n)
 6= 0 with large amplitude, thus
particles are irreversible state in this case. And they found there is threshold amplitude c above
which particles remain in irreversible state for long cycles.
?particles
several cycle after
(c)irreversible(b)irreversible
(a)initial configuration
Fig. 1.6 (a)A suspension is sheared with an oscillatory ow, (t) = 0 sin!t. After several
cycle, (b)all of the particles overlapped with their previous positions for small amplitude 0 <
0. On the other hand, (c)some part of particles go to dierent position at 0 > c.
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In irreversible state, namely 0  c, it is also found that
nX
=0


x2()=d2
 /   (1.12)
where d is diameter of particles and   = 40n is the total applied strain. This is notable because
shear induced diusion is observed as irreversibility of particle trajectories, and diusion coecient
represents degree of irreversibility now. Dimensionless diusion coecient D in oscillatory shear
case is dened as
nX
=0


x2()=d2

= 2D  (1.13)
We can also dene one dimensional diusion coecient Dx; Dy; Dz as
nX
=0


x2i ()=d
2

= 2Di  (1.14)
where xi represents x;y;z, and Di represents Dx; Dy; Dz.
1.4 Elasticity of non-Brownian Suspension
One of the characteristics of suspensions is to exhibit elasticity even in purely Newtonian uid.
Elastic properties of non-Brownian suspension is less understood compared to Brownian suspensions
since a valid potential in Brownian suspension becomes invalid one in non-Brownian suspension,
though non-Brownian suspension does exhibit elasticity. In addition, this elasticity is known to have
something to do with shear induced diusion, which will be reviewed in following sections.
1.4.1 Elasticity of Colloidal suspension
Brownian suspensions, or colloidal suspensions exhibit viscoelastic responses even in purely viscous
host uid. This means colloidal suspensions have some potentials to store energy accompanied with
elasticity. Then, interparticle interactions must account for such potentials because the host uid
has no abilities storing energy.
There are mainly three storages of elastic potentials in colloidal suspension:(i) electrostatic
potential[44, 45], (ii)occulation of particles[46, 47] and (iii)Brownian motion[48]. Elasticity origi-
nated in electrostatic potential is most intensively studied so far[44, 45]. Interparticle electrostatic
forces are at the minimum in equilibrium state. But larger forces than ones of equilibrium arise
once after deformed, resulted in increase of the electrostatic energy. Thus, interparticle electrostatic
forces or potentials determine the elasticity of suspension in this case. Flocculated clusters can be
observed in suspensions if particles have interparticle attractive forces, e.g., polystyrene colloidal
lattices in an electrolyte solvent of high concentration[46, 47]. By the virtue of thermal uctuation,
ocks in suspension are at equilibrium conguration where free energy is at the minimum. Then,
imposing shear strain causes deformations or even destruction of ocks, which leads the suspension
to increase free energy and nally elasticity. In this case, interparticle attractive forces and its
potential account for elasticity. These two potentials are easy to imagine or explain about arise of
elasticity. However, even hard-sphere colloidal suspensions without any electrostatic potentials or
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occulation clusters can exhibit viscoelasticity, more specically, thermal uctuation on particles
can be the source of elasticity by considering the energy transfer in suspension[48]. By the virtue
of thermal uctuations, colloidal suspensions reach equilibrium state at rest. In this state, the
congurational entropy of the suspension,S, is maximized, while the congurational free energy F
is minimized. Imposing small perturbation by shear changes conguration of particles, resulted in
decrease of entropy and increase of free energy. This free energy is temporal one because thermal
uctuation forces the particles to go back to equilibrium distribution. However, the suspension
cannot relax fully when oscillatory shear strain with high frequency is imposed, eventually free
energy is stored in medium where a slightly out-of-equilibrium conguration.
It should be noticed that a common perspective exists that elasticity is caused by linear response
to shear distortion and equilibrium conguration. In fact, we can apply the linear response theory
to denote viscoelasticity of colloidal suspensions. Such attempts are made, for example, in microrhe-
ology, which is based on generalized Einstein-Stokes-Sutherland relation[49].
1.4.2 Elasticity of non-Brownian suspensions
It is more dicult to consider the elasticity of non-Brownian suspensions than one of colloidal
suspensions. One reason is that elasticity of non-Brownian suspensions are not seen when the
imposed strain amplitude is small. As it will be shown in following paragraphs, the elasticity of non-
Brownian suspension can be observed in large amplitude of strain. Typical amplitudes of 0 of linear
viscoelasticity measurements are order of 10 3, while the elasticity of non-Brownian suspension arises
at 0  1. Another diculty comes from the absence of any reliable distributions such as equilibrium
state. Naively thinking, we must consider all of the history of particles to determine distribution
of particles. This fact imposes us to great diculties both in experimental and theoretical analysis,
e.g., canonical ensemble average cannot be used. Nevertheless, non-Brownian suspension at low Re
can exhibit viscoelastic behaviours, which is to be reviewed.
External shear ow can create microstructures even in non-Brownian suspension with low Re
uid. A typical structure is anisotropic clustering along with the compressing axis of the shear
ow[50, 51, 24, 52]. Brady and Bossis have made numerical simulations of non-Brownian suspension
with constant shear ow and interparticle forces having found that particles tend to pileup along
135 direction from the shear ow axis(See Fig.1.7) *1.
In addition, they also have found emergence of normal stress dierences. Normal stress dierence
N1 is dened as
N1 = xx   yy (1.15)
where ij is a component of shear stress of suspension. They foundN1= _
2 / _ 1 numerically(Fig.1.7,
right). These results indicate that a suspension has become non-Newtonian uid due to clustering
structures since normal stress dierences are always zero in Newtonian uid. A notable point is that
this normal stress dierence remains in the limit of _ ! 0. In other words, the suspension should
have elasticity since it yields non zero shear stress even with innitesimal shear deformation.
Another sign of elasticity is observed experimentally by Gadara-Malia et al.[53]. They have im-
posed stair-wise shear rate to dense(  0:45) non-Brownian suspension, and have found its response
shear stress exhibit delays from imposed shear strain, shown Fig.1.8(a) and (b). They have also found
that non linear viscoelastic responses of the shear stress under the oscillatory ow. Fig.1.8(c) shows
*1 Their method is (accelerated) Stokesian dynamics. See Chapter 2
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Fig. 1.7 [left]Schematic image of pileup along  = 135 direction with respect to shear ow
axis from [50]. [right] Schematic result of normal stress dierence N1 = xx   yyfrom [50].
schematic result. The shear stress has phase dierence both from imposed strain and shear rate. As
will be mentioned in Section.2.5.1, delays of shear stress from the shear rate means that a material
has elasticity. In addition, shear stress is far from a simple sinusoidal form, indicating emergence of
nonlinearity. A similar experiment with oscillatory ow is also done by Breedveld et al.[41].
Oscillatory shear experiments remind us reversible-irreversible experiment done by Pine et al.[35],
introduced in the previous section. After their work, Corte et al.have investigated elasticity and
shear induced diusion of non-Brownian suspension at the same time[54]. In their work, they have
used stroboscopic mean square displacements(SMSD) per each cycles,


x2(n)=d2

, to quantify the
instantaneous irreversibility.


x2(n)=d2

is dened as ensemble average of x(n),


x2(n)=d2

=
1
N
NX
i

xi(n+ 1)  xi(n)
d
2
: (1.16)
For simplicity, I call this as SMSD(Stroboscopic Mean Square Displacement) per cycle. Fig.1.9(a)
shows schematic result of SMSD per cycle. The SMSD per cycle


x2(n)=d2

decays after starting
from the strongly disturbed initial distribution of particles. When the amplitude of imposed strain
0 is greater than critical threshold c, SMSD per cycle stops relaxing at relatively higher value. In
contrast, SMSD per cycle with 0 < c relaxes more deeply, eventually reaches


x2(n)=d2
  10 3
which is almost the limitation of measurement accuracy in their experiment. In this way, using
SMSD per cycle, we can distinguish whether a suspension is in reversible or irreversible state, by
checking the value of


x2(n)=d2

. Their results also show that SMSD per cycle and elasticity of
the suspension have one-to-one correspondence each other. Since the oscillatory shear is imposed,
they have measured complex viscoelasticity of suspension  = 0 + i00 at the same time(c.f.,
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Fig. 1.8 Schematic result of shear stress of dense non-Brownian suspension(  0:45) from
the experiment by Gadala-Maria et al.[53]. When a stair-wise shear prole such as displayed
in (a) is imposed to suspension, shear stress behaves as (b). Notice delays in shear stress are
sign of elasticity. (c)Oscillatory strain case. Again shear stress has phase delay compared with
shear rate, which means elasticity is caused. Note that distorted shape of shear stress is the
reection of the nonlinear response.
Section.2.5.1). Fig.1.9(b) shows time series of 00, elasticity of the suspension. It can be found that
change of 00 is interlocked with change of SMSD per cycle since when SMSD get larger, then 00
also get larger, and vice versa. For example, relaxation times of them seem to be the same. This
result strongly indicating that onset of irreversibility and elasticity are originated from a common
mechanism. Thus, it can be expected that shear induced diusion causes elasticity in non-Brownian
suspension. Unfortunately, Corte et al.have not proposed and gone further about this mechanism,
thus it is still an open problem.
1.5 Organization of This Thesis
The dynamics of particles, distribution of particles, and rheology are mutually coupled with each
other, as so far I introduced about the rheology of non-Brownian suspension. For example, Corte 's
result shown in Fig.1.9 indicates that shear induced diusion causes elasticity, which also indicates
anisotropic internal structure if Brady's result shown in Fig.1.7 is incorporated. However, it is still
unclear how we can provide a plausible explanation about the relevance of shear induced diusion to
elasticity, or more generally rheology of non-Brownian suspensions. Hence, the rst purpose of this
thesis is to understand how shear induced diusion causes apparent rheology, especially elasticity.
Those apparent rheology is clearly non Newtonian and imposed shear deformation is typically
quite large compared with standard viscoelastic measurement[48, 55], which should have potential
to yield nonlinear responses. Simultaneously, as shown in the example of shear thickening/thinning,
such nonlinearity should accompany with characteristic structures. Thus, the second purpose is to
reveal the relevance of nonlinear rheology to the internal structure.
In this thesis, numerical simulations including hydrodynamic interaction have been employed to
accomplish these purposes. In general, however, it is dicult to execute numerical simulation of
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Fig. 1.9 Schematic results of Corte et al.[54]. Time series of (a)SMSD per cycle and
(b)imaginary part 00 of complex viscosity (See Section 2.5 for their denitions). Colour
indicates the value of strain amplitude, orange is above and green is below the threshold am-
plitude c. Although dierent order of magnitude, and not simply proportional to each other,
they have one-to-one correspondence between them at each cycle. It is notable that relaxation
time of them are the same.
suspensions with hydrodynamics mainly due to huge numerical costs[56]. Moreover, Fourier rheol-
ogy, which is a standard method of rheological evaluation under a oscillatory shear strain, cannot
evaluate nonlinear rheology very well. Complex viscosity or complex shear modulus obtained by
Fourier Rheology are unlikely to evaluate nonlinearity fully since they have the information of only
the rst order coecient of Fourier series[55]. Therefore, in Chapter 2, it is introduced how to
perform numerical simulations and how to evaluate suspensions' rheology including nonlinearity
with oscillatory shear strain, in advance. Numerical results shows that particles dynamics or rhe-
ological behaviour have been changed by its volume fraction . Accordingly, at rst the results of
relatively low volume fraction(0:20    0:35) will be shown in Chapter 3, and those of higher
volume fraction(0:40    0:51) will follow in Chapter 4. In Chapter 3, the relationship between
shear induced diusion and rheology(especially elasticity) will be focused on mainly. Additionally,
characteristics of internal structure will be analysed with comparing nonlinear rheology. Finally, in
response to these results, I will propose a phenomenological model to explain the apparent rheology,
and its consequent rheology is compared with numerical results. In Chapter 4, I will rst show the
results of internal structure, which exhibits clearly ordered and robust structure. After that, I will
show the results of diusion and rheology. As a result, it will be found that shear induced diusion
is clearly suppressed and the behaviour of viscoelasticity is essentially changed. Finally, I will give a
intuitive story about how rheological and diusive behaviours are coupled with internal structures.
In conclusion, I will give the summary of this thesis and outlook of the results of this thesis in
Chapter 5.
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Chapter 2
Methods for Suspension Rheology
Suspension is composed of uid and particles, and its rheology is determined by dynamics of them.
In general, it is dicult to obtain all of information of ingredients by experiment, or even in nu-
merical simulation. In addition, suspension under an external eld such as shear is brought into
out-of-equilibrium state, and easily nonlinear response can arise. Thus, investigations of suspensions
rheology have two methodological diculties, i.e., method to obtain information of compositions and
to evaluate nonlinear responses. In this chapter, I will introduced such methods to study suspension
rheology, especially focus on numerical method and nonlinearity evaluation method.
Computational Fluid Dynamics, CFD, has been getting a familiar and familiar tool recently
due to drastic improvement in those of the hardware(like CPU, GPU), software, and methodol-
ogy (OpenMP, MPI, FFT, etc...). It is, however, still not straight forward to apply CFD to system
so called Complex Fluid. I will give how to perform numerical simulation of suspension eectively,
and also introduce simulation's method used in this thesis, whose results are shown in successive
chapters.
After introduction of Method of CFD, I will give framework to evaluate rheological properties of
material. This framework provides us how to evaluate not only linear response rheology but also
nonlinear response rheology. This framework is used for whole of this thesis.
2.1 Methods of Numerical Fluid Dynamics
Fluid, which is known as a generic name of liquid or gaseous material, is governed by Navier-Stokes
Equation and continuum equation. If uid is incompressible and without any body force on it, we
have
@u
@t
+ (u r)u =  1
%
(r  );
r  u = 0; (2.1)
where u is a velocity eld,  is viscous stress, and % is the density of the uid. Here, viscous stress
can be written as
 =  pI+   ru+ (ru)T ; (2.2)
where I is unit tensor and T means transposition of . We can solve this equation provided with
boundary condition. To simulate this equation numerically, numerical space must be discretized into
small pieces since original system is a continuum but we cannot represent a strict continuum in silico.
This discretization of space is so called meshing, which typically needs a heavy numerical cost.
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One of the popular and accurate method of CFD is Finite Element Method(FEM). An idea is
simple; space is discretized into small pieces of box, and we apply Eq.(2.1) to each element box. In
this method, each boxes corresponds to "uid element", and basically we solve the Eq.(2.1) in each
uid element.
In a meshing process, one of the hardest problem is treatment of boundaries. The rst diculty is
ne meshing. Boundary conditions are dened on "surface", which has mathematically innitesimal
thickness. We need ne meshing near boundaries for accuracy of simulation since out of boundaries
are not governed by the same equation as target uid. The cost of this ne meshing near boundaries
will increases as surface area or surface shape get larger or complex, depending on meshing method.
Another diculty caused by drift of boundaries. We can use the same mesh prole generated in
advance in whole simulation time if boundary is xed in numerical space. In other words, we must
remesh space every time step if boundaries itself are moved. Even just to perform a ne meshing is
tough task, we need do it at each time step, if we have freely mobile boundaries in space.
Now we can imagine the diculties of CFD of colloidal suspensions; It has a lot of mobile par-
ticle(=boundaries), hence, a tremendous numerical cost is needed. Some other methods, however,
are proposed to overcome this diculty, like Immersed Boundary Method(IBM)[57, 58], Stokesian
Dynamics(SD)[59, 60, 61], Fluid Particle Dynamics(FPD)[62], or other methods. I do not refer to
details of them, but it is noteworthy that they have common advantage in treatment of boundary
condition. For example, FPD does not need to ne meshing since particles are treated as very viscous
domain and the surfaces of particles are diusive[62]. As I mentioned above, colloidal suspensions
have plenty of mobile boundaries. Therefore, this advantage is critical to perform the numerical
simulation of suspensions in realistic time.
2.2 Smoothed Prole Method(SPM)
Smoothed Prole Method(SPM) is another method which is suitable for CFD of the colloidal sus-
pension, which is used in this thesis. A core concept of this method is that particles are not treated
as usual particle but as particle eld with diusive prole around their boundaries. In other words,
domain around surfaces is neither a strict particle domain nor strict uid domain, but it has char-
acteristics both of them.
2.2.1 Smoothed prole function
In SPM, a eld of particle i is introduced in terms of smooth prole function ' as 'i(r;Ri; t) , where
Ri is position vector of center of mass(COM) of particle i. This function satises the properties
listed below;
1. 'i(r; t) = 1 if r 2 
particlei , where 
particlei is the domain of particle i.
2. 'i(r; t) = 0 if r 2 
uid, where 
uid is the uid domain.
3. 0 < 'i(r; t) < 1 if r 2 
surfacei , where 
surfacei is the surface domain of particle i. In this
domain ' monotonically decreases as it moves away from COM of particle i.
Schematic image of a spherical particle is shown in the Fig.2.1. After here, particles are assumed
to be spherical shapes. You can nd that we set another domain 
surface to introduce a diusive
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boundary. More explicitly, the ' is represented by using surface thickness h and radius a,
'i =
8>><>>:
1 jr  Rij < a
1
2

1 + tanh a jr Rijh

a  jr  Rij  a+ h
0 jr  Rij > a+ h
(2.3)
where a is the radius of particles. Though I chose the functional form at the surface domain as tanh
type function, there are other choices, like Gaussian type ' = exp(jr   Rij2=a2). In this thesis,
however, explicit functional form in this domain is thoroughly tanh-type one.
Using 'i, total particle elds '(r; t) and particle velocity elds up are dened;
'(r; t) =
X
i
'i(r;Ri; t);
'up(r; t) =
X
i
'i(r;Ri)(Vi +
i  (r  Ri)) (2.4)
where Ri;Vi;
i is the position, velocity and angular velocity of center of mass of particle i.
This leads to the denition of the velocity eld of suspension u(r; t) as
u(r; t) = (1  ')uf + 'up (2.5)
where uf is velocity of the uid domain. uf is determined thorough a temporal uid eld u
 , which
will be introduced on the next subsection.
2.2.2 Constitutive equation of SPM
Now we move on to write down a constitutive equation in SPM. Please note that further information
including algorithm of SPM is available in [63, 64, 65].
Incompressible Navier-Stokes equation is modied due to introduction of the diusive surface as
below;
@u
@t
+ (u r)u = 1
%
r   + 'fp (2.6)
Note that here we assume that the particle and uid density is matched. fp is body force required
to satisfy rigid body condition. In SPM, we rst solve Navier-Stokes equation as if all of simulation
domains are uid. After that, we apply articial body force fp to satisfy the condition that uid
does not penetrate into particle domains. This body force corresponds to the force exerted into
particles by uid. This force is determined by particle dynamics. We can solve motion of equations
of COM of each particles, then we obtain particle velocity Vi and 
i. The particle domain, i.e., the
domain where 'i = 1, must be the same speed as the Vi +
i  (r  Ri). 'fp is determined as to
satisfy this condition. This force application corresponds to satisfying the boundary condition.
Algorithm of SPM is composed of roughly three steps. First, we solve Navier-Stokes equation as
if all of domains are uid by using Fourier pseudo-spectral method in space and a rst order Euler
method in time[63, 66, 67, 68]*1. Notice that we do not apply the force fp in this step. Integrating
*1 A specied procedure of solving Navier-Stokes equation is explained in Appendix A
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from tn to the next time step tn+1 , we have
u = u+
Z tn+1
tn
dt

1

r(   uu)

(2.7)
where u is a temporal velocity eld which must be updated in following process.
Second, we apply rigid body condition. Otherwise, the prole of u may be irregular in the sense
that uid has been penetrated inside of particle domains. To drain the uid o from particle domain,
it must be satised that relative velocity uip(r)   (Vi + 
i  (r  Ri)) have zero value if 'i = 1.
This condition is satised after updating the temporal velocity eld u to u as
'u  
X
i
'i(r;Ri)(Vi +
i  (r  Ri))  0 (2.8)
This treatment is interpreted as an articial force is applied to particle domains, and this force is the
very fp. Notice that fp is also imposed to surface domains, whose magnitude is modied according
with the value of 'i. Since surfaces have both property of particles and uid, this treatment does
modify the (temporal) uid velocity eld u. Therefore, we can obtain the true velocity eld u after
this step, i.e., u  u.
The third step is solving equations of motion of COM of particles. Integration of fp at the domain
of particle i is interpreted as hydrodynamic force onto the particle i;
V tn+1i = V
tn
i +
1
Mi
Z tn+1
tn
dt(FHi + F
C
i + F
Ext
i ) (2.9)
Here, the FHi is the hydrodynamic force from uid onto the particle i, F
C
i is interparticle interaction
force, and FExti is external force. Angular velocity 
i is also updated in the same way of Vi.
Due to diusive boundaries, now we do not need to introduce any special-ne mesh prole around
surfaces. We rst solve Navier-Stokes equation without boundary condition, and after that we
simply apply force. This gives us the great advantage in numerical costs, which enable us to perform
numerical simulations of suspensions with realistic time consumption.
In SPM, interparticle interaction is introduced explicitly to avoid overlapping each other. Their
interaction is written as truncated Mie potential with n = 36;m = 18[69]
U(r) =
(
4
 
( r )
36   ( r )18

+  for r < 21=18
0 for  21=18 (2.10)
where  is the depth of well and  is typical length scale of interaction range. Notice that this length
is set to the same value as the radius of the particles in this thesis, i.e.,  = a + h This potential
has no attractive part because  shift and truncation at r = 21=m. It is, therefore, short ranged
interaction.
2.3 Lees-Edwards Boundary Condition and Oscillatory Flow
2.3.1 Lees-Edwards boundary condition
It is a wide spreading method in numerical simulations to use periodic boundary condition(PBC)
to imitate large scale system enough for statistical purpose. However, it is not suitable for us to
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Fig. 2.1 Schematic image of smoothed prole particle. Thick blue region surrounded by dashed
circle is a particle domain, with ' = 1, while light blue region outside of the dotted circle is a
uid domain with ' = 0. Intermediate region is a surface domain, and here 0 < ' < 1. This
region has thickness h, and ' decreases as it moves away from COM of a particle. Although
there are other candidates of explicit functional form of the prole , I have chosen the tangent-
hyperbolic type function in this thesis.
apply shear motion on PBC system because a simple shear gradient prole does not satisfy the PBC.
Fig.2.2 shows the schematic image of the PBC. PBC is based on the idea that the target system(light
blue) is surrounded by its copy system(white). Therefore, once one element of system, e.g. particle,
move away from target system, then an alternative particle comes in from surrounding copy system.
But, it has a problem about a simple shear induced velocity u
u = ex _y (2.11)
where _ = @ux=@y and ex is basis vector along with x axis. If we apply the simple shear deformation
on it, the shear gradient has the discontinuity on the boundary in y direction, indicated by red lines
in Fig.2.2.
This discontinuity can be resolved by using the special type of the boundary condition, Lees-
Edwards Boundary Condition(LEBC)[70]. The characteristic of LEBC is that copy system can slide
in time according with shear prole. This enable us to perform simulations with shear in PBC-like
system, but it must be compensated; First, it must be changed for the x argument of particles who
go across boundary in y direction, which is not necessary in the case of PBC. Second, to apply the
spectral method, we have to use the oblique coordinate to recover the periodicity in y direction[65].
This transformation of basis is necessary to solve the Navier-Stokes equation with the Fourier spectral
method, but the oblique coordinate is not orthonormal system. Therefore, we have to be care about
the geometrical treatment for arbitrary vectors in Navier-Stokes equation.
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Fig. 2.2 Schematic image of PBC(left) and LEBC(right) with the shear ow. Arrows show
the shear ow. In PBC case, shear gradient is discontinuous at the boundary (red line). In
LEBC case, copy system will slide according with shear ow, which resolves the discontinuity
problem of PBC + shear ow.
2.3.2 Oblique coordinate
In oblique coordinate, we have to be aware of dierence between covariant and contravariant vectors
since no longer basis is orthonormal. Covariant and contravariant matrices of transformation T and
T0 is dened as
T =
0@1 _t 00 1 0
0 0 1
1A ;T0 =
0@1   _t 00 1 0
0 0 1
1A (2.12)
This gives transformation rules
Ei = T
j
iej ;E
i = T 0ijej (2.13)
Then we have to consider metric tensor, say G . By denition of metric tensor, we have
Gij = Ei Ej
Gij = Ei Ej (2.14)
Constitutive equation in component form can be written as
@
@t
+ vr

v = 
 1r + '0F   2 _(t)Y 1 (2.15)
where v is relative velocity compared with mean shear ow U , i.e., v = u   U . And ; '0; F; Y is
the transformation of ; '; fp; y by using Eq.(2.13), respectively.
For example,
 =  Gp+ 0(Gru +Gru) (2.16)
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Equation.(2.15) is actually used for solving uid dynamics in this thesis*2.
2.4 Flow Prole and Rheology of SPM with Simple
Situation
In this section, the validity of SPM is examined through the ow prole around single and two
spherical particle collision event under a simple shear ow. The radii of these particles are set to
a = 8 with surface thickness h = 1, the viscosity of host uid is set to 0 = 1 and shear rate is xed
as _ = 10 3 throughout of this section, as long as especially mentioned. The resulting Reynolds
number is Re = 6:4  10 2, which is suciently small for us to describe ow by Stokes equation.
Before denoting about results, peculiar velocity v and deviatric stress tensor s are dened;
v = u  hui ; (2.17)
s =    f =    ( hpi I+ 2f hei); (2.18)
where hpi is the bulk pressure, hei is the bulk rate-of-strain, hui is averaged ow prole and f =
 hpi I+2f hei is bulk viscous shear stress. v and s represent the contribution of particle to velocity
eld and total stress. v and s are dened in three dimension, but the pictures of them which to
be displayed in this section are restricted in xy plane with z = 0 for simplicity. The results of this
section are also shown in the article [63].
2.4.1 Single particle
Suppose that single spherical particle is suspended in Newtonian uid with Re = 0 and a simple
shear ow _ex is imposed where ex is the basis vector in x axis. In this case, the analytical solution
of Stokes equation of peculiar velocity v is represented as [32, 33]
v  u  y _ex = _
2666666664
 a
5y
2r5
  5a
3x2y
2r5

1  a
2
r2

 a
5x
2r5
  5a
3xy2
2r5

1  a
2
r2

 5a
3xyz
2r5

1  a
2
r2

3777777775
; (2.19)
where a is the particle radius. Note that hui = y _ex in the simple shear ow case. The xy component
of consequential deviatric stress tensor sxy is
sxy = _0

  a
3
2r3

5  8a
3
r2

+
5a3x2y2
r7

5  8a
3
r2

; (2.20)
where 0 is the viscosity of hose uid.
Let us check the properties of these analytical solutions before describing the results. First,
the velocity eld represented by Eq.(2.19) has a squeezing ow prole in r=a  1 since v '
  _a5=(2r5)(y; x). Second, the deviatric stress prole represented by Eq.(2.20) has anisotropic
*2 Basically, G will appear when the unit tensor or dierentiation vector exist[63].
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prole with its periodicity of =2 because x2y2 = 14 (r cos ) sin 2
0 in spherical coordinate. Here,
 = arctan(z=r) and 0 = arctan(y=x). In addition, sxy has the region where its sign is inverted
slightly outsside of the surface. This region is specied as
p
19=15a < r <
p
8=5a.
Numerical and analytical result
A simulation is performed with SPM in cubic system(L3 = 643 where L is each laterals' length) with
a time interval over _t  102. Note that numerical result is averaged over _t  102 with excluding
the results before _t = 1. The sample particle position remains constant with rotating with constant
angular velocity of _=2 in whole range of simulation time, which is predicted by analytical solution.
Fig.2.3 displays (a) analytical and (b) numerical peculiar velocity and deviatric stress eld, where
the peculiar velocity and deviatric stress shows very good agreement since ow eld and deviatric
stress of numerical calculation displays a squeezing ow prole and =2 periodicity of sxy's sign in
0, respectively. Here, (1  ')v and (1  ')sxy are displayed as numerical result where ' is particle
eld function(See Section 2.2). Fig.2.3(c) displays the dierence of deviatric stress from numerical
to analytical result. These results supports SPM can reproduce the analytical results well since the
dierence of stress is small around the particle. The dierence is larger in surface domain(between
solid and dashed line) than the other domain. This is understandable because the uid can penetrate
into the surface domain due to diusive boundary of SPM.
Fig. 2.3 Flow(black arrows) and deviatric stress eld(blue and red colour map) of (a)analytical
expression(Eqs.(2.19),(2.33)) and (b)numerical result((1 ')v and (1 ')sxy where ' is particle
eld function). (c)Normalized dierence of analytical and numerical stress,jsxyj= _ Hatched
area by cross-diagonal lines corresponds to ' = 1 where its boundary is represented by solid
black line. Dashed line indicates outer surface edge.
2.4.2 Two interacting sphere
Next two colliding pair of spherical particles are considered here. This problem was considered by
Batchelor an Green[21] to obtain the coupling of hydrodynamic interaction of multiple particles.
Suppose that two spherical particles with the same radii are driven by simple shear ow. According
to their work, the volume averaged deviatric stress hsxyi in this situation is written by using the
relative position vector r = r1   r2 as
hsxyiV = 20
3
a30 _

(1 +K(r)) +
x2 + y2
r2
L(r) +
2x2y2
r2
M(r)

(2.21)
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where V is volume of system, r = (x; y; z), r = jrj and the scalar function K;L;M are dened as
K(r) =  2r5 +O(r6); (2.22)
L(r) =  5
2
r3 + 10r5 +
25
4
r6 +O(r6); (2.23)
M(r) =  25
2
r3   35r5 + 25r6 +O(r6): (2.24)
Equation (2.21) says that the deviatric stress is uniquely determined if the particle conguration is
specied.
Numerical and analytical result
A simulation for a pair or spherical particles is performed to compare with Eq.(2.21). The two
particles are initially located at position r1 = (20; a; 0) and r2 = ( 20; a; 0) in the cubic system
L3 = 643 as before. The particles are expected to collide in this initial conguration. The origin
of time is set to the initial time and time is normalized by shear rate. In Fig.2.4, the deviatric
stress(colour map) and peculiar velocity at z = 0(black arrows) are showed at three dierent time.
As shown in Fig.2.4(a), both deviatric stress and peculiar velocity around each spheres show similar
prole with single sphere case because =2 periodicity in deviatric stress and squeezing ow prole
in peculiar velocity are observed(See Fig.2.3). When the particles come near, the direct interparticle
interaction occurs(at _t = 4:29, (b)). The uid between particles ows out from 0 = 45 and  135
direction and as a result the deviatric stress in this region becomes strongly negative at this point.
This is due to the particles at nearly contact are pushing out the uid. At _t = 5:93, the particles
start to be pulled apart, then the surrounding uid in turn coming into the region between particles,
causing strongly positive deviatric stress as shown in (c).
To validate the accuracy of stress calculation in SPM, the numerical results are compared with
Eq.(2.21) and Stokesian Dynamics(SD) results. For this purpose, trajectories of two particles ob-
tained by SPM are used: As mentioned above, Eq.(2.21) gives a specied value of deviatric stress if
trajectories of particle is determined. For the comparison with SD, the mobility problem is solved
by using this trajectories[50, 52, 71]. I note here that a = 8 is used for estimation of Eq.(2.21) and
SD results.
The results are shown in Fig.2.5. Within the SPM framework, deviatric stress is decomposed
into two part, i.e., hydrodynamic and pure interparticle interaction whose contributions are repre-
sented as sh and sp which satises sxy = sh + sp(See Appendix B). The result obtained by SPM
simulation(sSPM, blue solid circles) starts to increase ( _t ' 3) where sSPM = sSPMh holds, which
means no interparticle interaction exists here. The results of the other two methods also display
the same results in this time domain qualitatively(compare with sBathchelor, red solid line and sSD,
green, dashed line).
When the distance of two particles becomes a value nearly to the particles diameter d = 2a, parti-
cles are subjected to an interparticle repulsive interaction, which contributes to sp and corresponds
to the gap of sSPM and sSPMh around 4 . _t . 5, which means sp partially represents the lubrication
interaction in real dispersion[50, 52, 71]. At this point, a strong negative deviatric stress arises be-
tween two particles which pulls them closer, and sxy reaches the rst peak(around _t ' 4:3). Here, I
note that the location of the peak is the same regardless of the calculation method. I also note that
the hydrodynamic stress sSPMh is signicantly underestimated during collision(4 . _t . 5) compared
with both sBathchelor and sSD. The reason why is clear because surfaces of particles are not solid but
diusive in SPM scheme, resulted in partial overlap of particle in the diusive surface domain. In
Chapter 2 Methods for Suspension Rheology 27
this sense, the interparticle interaction plays an alternative role of of lubrication interaction in SPM
scheme[63].
After the collision, particles comes out of interaction range and hydrodynamic drag forces start
to pull the particles away. At this point, a strong stress region arises as shown Fig.2.4(c), which
causes another peak of sxy(around _t ' 6). Again, the location of the peak is the same among three
calculation method.
In whole range of simulation, the results of SPM exhibits the same change in time as the other two
methods, but underestimate hydrodynamic interaction systematically, particularly when particles
have come close. This underestimation is originated from diusive boundary since a part of uid is
treated as if particle. However, it is somehow eased by introducing explicit repulsive interaction which
plays an alternative role of the lubrication interaction. In Fig.2.6, the relative dierence dened as
(sSPM   sBatchelor)=sBatchelor is shown with changing the particle radius a, resulted in larger radius
displays less dierence(more accurate result). Consequently, it is clear that the deviation originates
from diusive boundary of particles, whose error is expected to vanish if we employ a larger enough
radius.
Further check has been done in the article by Molina et al.[63], including the dierent situation from
those which shown above; for example, a single rigid chain represented by spherical multiparticles
are compared with Jeery's orbits[27] and corresponding SD simulation results. Including the other
results, a very good agreement is obtained for all the example cases, though diusive boundaries
of particles yields certain dierences from the other calculation methods. It is concluded that such
errors are typically  10%, which is acceptable if we take into consideration of generality and
simplicity of SPM.
2.5 Method of Rheological Evaluation
Complex uid typically have both of viscous and elastic properties, as is the case in suspension[44, 48].
In addition, they easily display nonlinear responses even its host uid itself is purely Newtonian uid.
This nonlinearity can be seen in both in viscosity as shear thickening/thinning[24, 19], and elasticity
strain-thinning/hardening[72, 73] Thus, it is essential to evaluate nonlinearity at the same time as
viscoelasticity, to understand the rheology of complex uid.
There are several scheme to evaluate the viscosity and elasticity, namely viscoelasticity, at the
same time. Here, I will focus on the dynamic oscillatory shear test, especially. The other methods
are available in a lot of textbook or reviews, for example, the textbook of Mewis and Wagner[19]
mention about even the experimental geometry of the set up. The textbook of Evans and Morris[70]
is useful for numerical simulations.
2.5.1 Dynamic oscillatory shear test and linear viscoelasticity
Viscosity and elasticity have similarity in its denition. Say that a certain material is imposed
deformation which does not change the volume of material.
(t) =  _; (t) = G (2.25)
where the ;G denotes viscosity and elasticity, respectively. ; _ are shear strain and shear strain
rate, respectively. It is called "shear" that the deformation which does not change the volume of
material. Response stress  is connected by the elasticityG with the displacement of the deformation,
and by the viscosity  with deformation speed. One might remind the Hooke's low, F = kx. In
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Fig. 2.4 The snapshots of two spherical particles driven by simple shear( _ = 10 3) at (a) _t =
2:86, (b) _t = 4:29, (c) _t = 6:79. Black arrows and colour map indicate the peculiar velocity
eld and the deviatric stress. Hatched area by cross-diagonal lines corresponds to ' = 1 where
its boundary is represented by solid black line.
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Fig. 2.5 (a)Deviatric stresses sxy obtained by three method. s
SPM denotes sxy SPM
scheme(blue,solid circles) while sSPMh hydrodynamic part sh(blue, open circles). s
Bathchelor
represents that sxy from Eq.(2.21) by using the results of trajectories of SPM(See (b)). s
SD
denotes sxy obtained through mobility problem of SD by by using the results of trajectories of
SPM(See (b)). (b) Relative distance of two particles obtained by SPM simulation in x argu-
ment(blue, dashed line), y argument(green, dotted lines) and norm in xy plane(red, solid line)
normalized by particles' diameter d = 2(a+ h). Note that the minimal separation in r is equal
to d if particles never overlap. This results are also used for estimation of sBathchelor and sSD
in (a).
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Fig. 2.6 A plot of Relative deviation of deviatric stress sxy obtained from SPM with respect
to Eq.(2.21) as a function of the particle radius a. The impact parameter is set to y = a.
This deviation is estimated in the time region _t ' 7.
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fact, G corresponds to spring constant k. In general, viscoelastic materials exhibit viscosity and
elasticity at the same time. Therefore, linear response of the viscoelastic materials can be written
by the superposition of G and as
(t) =  _ +G (2.26)
Let us suppose that shear strain has a sinusoidal time prole, namely (t) = 0 sin!t, where 0; !
are the strain amplitude and angular frequency, respectively. Then, viscoelastic response can be
written as
(t) = 0! cos!t+G0 sin!t (2.27)
Notice that the displace of the deformation is written as sin!t while velocity is cos!t. Thus, we
can extract the information both of elasticity and the viscosity by applying Fourier analysis on the
response stress . Thus, this type of method for evaluating the viscoelasticity is called Fourier
Rheology.
In general, storage/loss shear modulus or dynamic viscosity/elasticity G0; G00; 0; 00 are dened as
(t)0(G
0 sin!t+G00 cos!t) (2.28)
= 0!(
0 cos!t+ 00 sin!t) (2.29)
Here, G0; G00 are called as the storage and loss shear modulus, 0; 00 are dynamic viscosity and
elasticity, respectively. We can interpret as G0 and 00 are interpreted as elasticity since they connect
sin!t and , while G00 and 0 are as viscosity since they connect cos!t and . Alternatively we can
dene complex shear modulusG = G0 + iG00 and complex shear viscosity  = 0   i00 as
(t) = G(t) =  _(t) (2.30)
Viscoelasticity can be also understand by phase delay(typically called phase angle) from the stain,
.
(t) = jGj sin(!t+ ) = jj! sin(!t+ ) (2.31)
A demonstration of dynamic oscillatory shear test is shown in Fig.2.7. If material is pure viscous,
then its response is completely cosine-wise with  = =2, as shown in left gure. If response is
completely sine-wise with  = 0, then it means material exhibits pure elastic response. Viscoelastic
response can be characterized by intermediate phase angle 0 <  < =2.
2.5.2 Nonlinearity evaluation
Complex uid can easily exhibit nonlinear responses. In such cases, it might be expected for higher
order coecients of Fourier series to reect on nonlinearity. It is, however, dicult to interpret the
physical meaning of higher orders of Fourier spectra, in general[74, 75]. Fourier series of response
stress are given as
(t) =
X
m:odd
[0m cosm!t+ 
00
m sinm!t] (2.32)
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Fig. 2.7 Schematics of response of material to an oscillatory strain. [left]pure viscous case.
[center]viscoelastic case. [right] pure elastic case.
Notice that the even order term should be 0 because ( ;  _) =  (; _) must be satised *3. One
might expect that 0m; 
00
ms for m  3 represent nonlinear contribution of stress. Then what is their
physical meaning? It is dicult to give some interpretation because physical meanings of the terms
sinm!t or cosm!t are not very clear. Thus, it is not straight forward to understand nonlinearities
in Fourier Rheology. There are, however, several scheme to interpret the non linearity. In followings,
let me introduce one of them, which is used in this thesis for nonlinearity evaluation.
Lissajous curves of nonlinear response
Consider Lissajous plots of the shear strain(or shear rate) versus stress. A response stress is clearly
linear viscoelastic if material has response written as (t) = 0(sin!t + cos!t), In this case, G
0
1 =
G001=! = 1 and all of higher order terms are zero, and corresponding Lissajous plot will be an
ellipsoid. Fig.2.8(a) and (b) demonstrate Lissajous plot of linear response stress versus shear strain
and shear rate, which clearly show the ellipsoids in both. Notice that strain and shear rate are
normalized. These curves, however, are distorted when nonlinearity is pronounced. Let us consider
that imposing an external shear strain (t) = 0 sin!t to material. In this case, shear rate _(t) is
dened as _(t) = 0! cos!t. Suppose that material shows the response such that
(t) = g01(t) +
g001
!
_(t) +
X
n=3;odd

g0n

(t)
th
n
+
g00n
!n

_(t)
_th
n
(2.33)
where th; _th are the threshold of non linearity and g
0; g00 are arbitrary coecient*4. We can expect
nonlinear response because it has obliviously has higher orders of sine and cosine. Their stress curves
are shown in Fig.2.7(A) and (B), which exhibits clearly distorted ellipsoid, with the parameters are
set to g01 = g
00
1 = 3:; g
0
m = g
00
m = 1 for m  5, and th = 0:50; _th = 0:70 Notice the stress is
normalized by its maximum value 0 in the plot.
stress decomposition
Response stresses of viscoelastic materials should have two components, namely elastic and viscous
stress component. They are separated by sine and cosine in context of the Fourier rheology. Actually,
*3 In fact, even order coecients can remain in real measurements. These are interpreted as slip on boundary or
plastic deformation, which will be not taken into consideration in this thesis.
*4 This is just toy model and their functional form has no meanings.
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we can distinguish them more generally by symmetry of them as follows[76, 75];
0((t)) =
1
2
((; _)  ( ; _)) (2.34)
00( _(t)) =
1
2
((; _)  (;  _)) (2.35)
Here, 0; 00 are the elastic and viscous stress components. The elastic component should be propor-
tional to deformation (t), thus its symmetry must be odd with respect to (t), while be even with
respect to _(t). Symmetry of the viscous component, on the other hand, must be even with respect
to (t), while be odd with respect to _(t). Notice that at this point strain is not restricted in the
form of (t) = 0 sin!t. It can be a triangular wave, for example. These two stress components
represented by Eqs.(2.34) and (2.35) are also shown in Fig.2.7(a,b,A,B) as red dashed lines. You
can easily nd that these components must be a single-valued function in each Lissajous plot. In
addition, compared with linear case, these stress components are also distorted similar to total stress,
which indicates that these two stress components still have information of nonlinearity.
Chebyshev rheology
In general, application of a polynomial expansion to 0; 00 gives a set of spectrum en and vn as
follows
0(x) =
X
n:odd
enTn(x)
00(y) =
X
n:odd
vnTn(y) (2.36)
where x = (t)=0; y = _(t)= _0 and _0 = 0! is the maximum value of _(t). Tn is Chebyshev
polynomials of the rst kind [77, 74, 75]. Chebyshev polynomials of the rst kind is dened as
T0(x) = 1;
T1(x) = x;
Tn+1(x) = 2xTn(x)  Tn 1(x):
where x 2 [ 1; 1]. Further information of Chebyshev polynomials of the rst kind is available in
Appendix D In this thesis, the rheological analysis of nonlinearity using Chebyshev polynomials is
referred as the Chebyshev rheology.
We can nd that ens and vns are easier to interpret higher order terms of the spectrum because
they are spectrum of the expansion of stress by (t) or _(t) itself. In other words, for example, en
more directly represents contribution of nth order of n(t), and vice versa for vn of _
n(t).
One of the advantages of using Chebyshev rheology is that it is easily related with Fourier rheology.
When (t) = 0 sin!t, we can proof a relation for natural number m 2 N
e2m 1 = G02m 1( 1)m = 002m 1!
v2m 1 =
G002m 1
!
= 02m 1 (2.37)
These relation can be made certain by substituting x = sin!t = cos(=2   !t); y = cos!t and
Tn(cos ) = cosn.
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(a) (b) 
(A) (B) 
(c) 
(C) 
Fig. 2.8 Demonstration of interpretation of rheology based on Lissajous plot and Chebyshev
evaluation for linear and nonlinear rheology. (a-c) Linear viscoelastic materials. In this case,
Lissajous plots are simple ellipsoids in both (a)elastic and (b)viscous plot. Elastic and viscous
components of stress are indicated by red dashed lines. The lines coloured by blue, green
and magenta indicate GM ; GL; M ; L, respectively, whose slopes are equivalent each other
in linear case. (c) Higher order terms of Chebyshev rheology, which are zero which lead us
to S = T = 0. (A-C)Nonlinear viscoelastic materials. Now total stress curves are not simple
ellipsoid but distorted. Elastic and viscous components of stress are also distorted. In this case,
GM ; GL are not the same value, and we can evaluate nonlinearity by comparing them. (C) en
for n  3 is not zero and positive, which means strain-stiening is pronounced. Dimensionless
index of nonlinearity, S; T are also has non zero positive value in this case.
What information can we obtain from en; vn? Say that now response is linear, i.e., G
0
1 = G
00
1 = 1
and G0n = G
00
n = 0 for odd n  3. We can nd then en = vn = 0 for n  3 immediately, and actually it
is satised in Fig.2.7(c). They are, however, not equal to zero when nonlinear response is pronounced,
which is shown in Fig.2.7(C). Fig.2.7(C) also shows e3 > 0, which means that the contribution of
T3(x) to total stress is positive. The contribution of T3(x) = 4x
3 x is maximum when jxj = 1, where
the large deformation is applied. As a result, positive value of e3 causes a steeper slope of 
0() near
jxj = 1, which means that, the material is stiened(hardened) by large defromation. Thus, we can
give clear physical interpretation for en, for example, e3 < 0 is entitled as the material is softened.
These properties are called strain-stiening and strain-softening, respectively. The similar discussion
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also gives the interpretation for vn, depending on its sign, i.e., shear-thickening and shear-thinning.
Chebyshev rheology has an alternative and more intuitive way to evaluate nonlinearity. It is just
comparing two slopes; One in the linear regime(jxj; jyj  1) and another is the slope measured after
largely deformed. Let us dene the two values , GM ; GL as
GM =
d0
d

=0
=
X
n:odd
nG0n
GL =
0


jj=0
=
X
n:odd
G0n( 1)(n 1)=2 (2.38)
Fig.2.7(a) and (A) demonstrates their meanings. The blue coloured slope is the one in linear regime
whose slope is indicated as GM . Green one is simply connecting the maximum and origin of 
0 whose
slope is GL. Magenta one is the line with its slope G1, for reference. One can nd that there are
no dierence in (a), linear case, whereas all of them are not the same each other in (A), non linear
case. The interpretation of GM is clear, that is, it represents linear elastic response. GL means that,
the elasticity after largely deformed, where nonlinear response should be pronounced. Therefore,
GL  GM represents degree of nonlinearity due to large deformation. In similar way, we can dene
M =
d00
d _

_=0
=
X
n:odd
n0n( 1)(n 1)=2
L =
00
_

j _j=0!
=
X
n:odd
0n (2.39)
By normalizing, we obtain the dimensionless index of nonlinearity as
S =
GL  GM
GL
=
GM
GL
S0
T =
L   M
L
=
M
L
T 0 (2.40)
The absolute values of these parameters can be interpreted as the degree of non linearity of elasticity
or viscosity. Their signs are also meaningful, for example S > 0 means nonlinearity is strain-
stiening. A specied value of S; T is displayed in Fig.2.7(c),(C), which is zero in linear case. In
nonlinear case, we can nd S > 0; T > 0, thus it exhibits strain-stiening and shear-thickening
behaviour. In this way, we can quantitatively evaluate nonlinearity in oscillatory rheology measure-
ments.
Here, I note about S0 and T 0. S and T are undened if GL = 0 or L = 0, respectively. However,
it is possible that GM 6= 0 or M 6= 0 are satised even with GL = 0 or L = 0, and S0; T 0 are used
in these cases. The meanings of S0 and T 0 are the same as S and T , though their specied values
are dierent.
2.6 Numerical Simulation Set Up
To investigate the relationship between 00 and SMSD per cycle reviewed in Subsection.1.4.2, I have
done numerical simulations by SPM. The simulation methods are shown in Section2.2.
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2.6.1 Set up
I have performed numerical simulations of non Brownian suspension with the oscillatory ow, chang-
ing the volume fraction  and the strain amplitude 0, which are the control parameters my numerical
simulations. All of the simulations are solved with SPM using KAPSEL, which is the open source
software of SPM[78].
The schematic image of the numerical simulations is shown in Fig.2.9. Particles have spherical
shape with its radius a = 4 and its surface thickness h = 1, which accompanies with the diameter
of particles as d = 2a. The numerical space is cubic system with its lateral sides are L = 64. These
lengths are scaled by mesh length  = 1. This particles are neutral buoyant, i.e., %f = %p = 1 where
%f and %p are the density of uid and particle. The host uid has the intuitive viscosity 0 = 1
which is Newtonian uid and all of the viscoelastic parameters are normalized by 0.
L = 64
x
y
z a = 4+1
γ(t) = γ0sin ωt
 η0= 1
Fig. 2.9 Schematic image of the simulation system. The size of the cubic system is L3 = 643
and the viscosity of the host uid is 0 = 1. The black spheres are particles with its radii
a + h = 4 + 1, where the +1 means the surface thickness h = 1. The boundary condition is
Lees-Edwards boundary condition(see Sec. 2.3.1) in y direction, whereas periodic in x and z
direction. The oscillatory shear strain 0 sin!t is applied along with x axis(gradient direction
is y axis). The number of particles N is typically 102, which determines the volume fraction
. The control parameters are  and the strain amplitude 0, which is shown in Fig.2.10.
The shear strain (t) is represented as (t) = 0 sin!t, where 0 is strain amplitude or simply called
as amplitude. This shear deformation is implemented by using Lees-Edwards Boundary condition
introduced in Section.2.3. The shear plane is chosen parallel with xy plane, whose ow direction
is along with x axis and gradient is y axis. Reynolds number around particles Re = a20!=0
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is thoroughly kept below 10 2, by controlling the value of angular frequency ! in the range of
4 10 4  !  2 10 3.
2.6.2 Choice of control parameter
Eight values of  are picked up in simulations: = 0:20; 0:25; 0:30; 0:35; 0:40; 0:45; 0:51. For each
volume fraction, we apply shear with twelve dierent strain amplitudes. Eight of them is determined
by using xed ratio with respect to the threshold amplitude c, which is estimated from the reversible-
irreversible transition[35, 54]. The threshold amplitude c is determined as a phenomenological
equation[35];
c = C
  (2.41)
with C = 0:14,  = 1:93. The ratio is chosen as
0=c = f0:5; 0:8; 0:9; 1:0; 1:1; 1:2; 1:3; 1:5g (2.42)
The other four values of 0 are chosen as simply 0 = 0:1; 2:0; 3:0; 4:0, which are not changed through
. These parameter sets are useful when comparing with other volume fraction. Let me call the
the rst group as the "ratio group", and the second group as the "common group". As a result, the
dierent 96 parameter sets have been done in this thesis.
All of the parameter sets are shown in Fig.2.10 with "tag ID" of each parameter sets. The initial
distribution of the particles is a random distribution, which generated by using random number.
This distribution is common among the same volume fraction; for example, the initial distribution
of tag number 0 and 7 are the same.
Now I have listed all of the parameters of numerical simulations I have done in this thesis, but
I will discuss the results of 0:20    0:35 and those of 0:40    0:51 separately because their
results are drastically changed if the volume fraction   0:40. The details about what happened
will be explained in Section3.1.1.
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Tag of Simulation Parameters
??? 0 1 2 3 4 5 6 7 64 65 66 67
???? 8 9 10 11 12 13 14 15 68 69 70 71
??? 16 17 18 19 20 21 22 23 72 73 74 75
???? 24 25 26 27 28 29 30 31 76 77 78 79
??? 32 33 34 35 36 37 38 39 80 81 82 83
???? 40 41 42 43 44 45 46 47 84 85 86 87
??? 48 49 50 51 52 53 54 55 88 89 90 91
???? 56 57 58 59 60 61 62 63 92 93 94 95
Ratio Group(determined vs ) Common Group
????? 1.56 2.50 2.81 3.13 3.44 3.75 4.69 5.63 0.10 2.00 3.00 4.00 
????? 1.02 1.63 1.83 2.03 2.24 2.44 3.05 3.66 0.10 2.00 3.00 4.00 
????? 0.71 1.14 1.29 1.43 1.57 1.72 2.14 2.57 0.10 2.00 3.00 4.00 
????? 0.53 0.85 0.96 1.06 1.17 1.27 1.59 1.91 0.10 2.00 3.00 4.00 
????? 0.41 0.66 0.74 0.82 0.90 0.98 1.23 1.48 0.10 2.00 3.00 4.00 
????? 0.33 0.52 0.59 0.65 0.72 0.78 0.98 1.18 0.10 2.00 3.00 4.00 
????? 0.27 0.43 0.48 0.53 0.59 0.64 0.80 0.96 0.10 2.00 3.00 4.00 
????? 0.26 0.41 0.46 0.51 0.56 0.62 0.77 0.92 0.10 2.00 3.00 4.00 
Fig. 2.10 Specied values of parameters  and 0. The values of the ratio group is determined
by the using Eq.(2.41) and Eq.(2.42). The values of the common group does not depends on
. The tag ID numbers are used for arrangement of simulation condition.
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Chapter 3
Low Density Regime
In this Chapter 3, the results of relatively low density regime will be given mainly(0:20    0:35).
The reason why contents are separated is because its behaviours have been drastically changed by
volume fraction. The higher density results will be given in Chapter 4.
I will rst explain the numerical results about the rheology and diusivity . After that, I will give
a phenomenological model to explain the numerical results.
3.1 Rheology and Diusivity
In this section, I will show the numerical results of stroboscopic diusion, linear viscoelasticity,
and nonlinear viscoelasticity. First I will check whether stroboscopic diusive behaviours can be
observed or not in Section 3.1.1, revealing that dynamics of particles have been changed essentially
with volume fraction . After the check, I will show the relation between instantaneous rheology
and SMSD per cycle in Section 3.1.2. Here, "instantaneous rheology" means that "complex viscosity
measured at each cycle". Long time behaviours of SMSD and viscoelasticity will follow after in
Section3.1.3 Dimensionless stroboscopic diusion coecients D represent the long time behaviours
of SMSD, while simple time average of 00(n); 0(n) represents those of viscoelasticity. At the end
of this section, I will give qualitative and quantitative evaluation of nonlinearity of viscoelasticity in
Section3.1.4. First I will give geometrical intuitive discussion about nonlinearity, by using Lissajous
plot. The quantitative evaluation by nonlinear parameters which are introduced in Section2.5.2
follows after.
3.1.1 Particle trajectories
First I will check whether the stroboscopic diusive behaviours with oscillatory shear are reproduced
or not. The stroboscopic trajectories of particles with  = 0:20; 0:30 are shown in Fig.3.1. Notice that
not all of particles are plotted here. It is found that their trajectories are point-wise when amplitude
0 of shear strain (t) is small(Fig.3.1(a,c)). In contrast, large amplitude causes vigorous stroboscopic
motion as shown in Fig.3.1(b,d), which means particles behaves as diusive thus irreversible particles.
These results are qualitatively coincides with reversible and irreversible behaviours due to shear
induced diusion.
What about in higher volume fraction? In Fig.3.2 trajectories are shown in the cases of  =
0:40; 0:51. You can nd their behaviour of trajectories at small amplitude is the same as lower
volume fraction results. In contrast, the particles in turn exhibit queer trajectories with large
amplitude, showing crawling-like motion rather than diusive motion. These behaviours are not
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coincide with shear-induced diusion. In fact, we can nd a quite ordered structures in higher
volume fraction cases when all of the particles are plotted(See Fig.4.1). I will, therefore, focus only
on 0:20    0:35 in remaining sections of this chapter, to investigate the common mechanisms of
shear induced "diusion" and elasticity.
3.1.2 SMSD per cycle and instantaneous linear rheology
In this and next section, I will briey introduce the numerical results about SMSD per cycle, in-
stantaneous viscoelasticity, and their relationship. Here, "instantaneous viscoelasticity" means "vis-
coelasticity measured at each cycle".
First, I will show the numerical result of SMSD per cycle and elasticity and viscosity 0; 00 mea-
sured in each cycle. SMSD per cycle at n cycle is dened as 2(n)
2(n)  
x2(n)=d2 = 1
N
NX
i

xi(n+ 1)  xi(n)
d
2
(3.1)
where d = 2a is diameter of particles, and i denotes particle indices of total N number of particles.
In addition, one dimensional SMSDs per cycle is dened to see anisotropy of diusion as
2(n) =
1
N
NX
i

i(n+ 1)  i(n)
d
2
(3.2)
where  = x; y; z. The elasticity 00 and viscosity 0 are obtained by Fourier analysis for each cycle,
as a complex viscosity . See Section2.5.1 about the concept of Fourier rheology.
Time series of Rheology and SMSD
48 numbers of time series of rheology(00 and 0) and SMSD per cycle is shown in Fig.3.3. Here, I
note that colour codes strain amplitude 0 with increasing from blue to red in this plot. In addition,
moving average is taken with 3 cycles for easy to see. It is found that 00 and 2 strongly depends on
strain amplitude 0 in whole range of . Qualitative behaviour and dependency on 0 are common
in all of volume fraction , as listed below,
1. they are almost constant in time when large 0 of strain is imposed(red or orange lines).
2. they decay into zero when small 0 of strain is imposed(blue or light blue lines).
3. they relax roughly algebraically when moderate 0 of strain is imposed(green or yellow lines).
These behaviours are qualitatively consistent with the experimental results of Corte et al.[54] shown
in Fig.1.9 since 00(n) and 2(n) have a positive correlation.
In contrast, viscosity 0 has shown less dependency on 0, shown in left column of Fig.3.3. Vis-
cosities in low volume fractions shown (a-i) and (b-i) are almost constant in time and amplitude 0.
On the other hand, (c-i) and (d-i) exhibit weak relaxation in time with small amplitudes 0(blue to
yellow), but constant with large amplitudes(orange to red). None of them decay into zero, though
some parameters lead 0 to relaxation. It is worth to note that, in  = 0:35 case(d-i), the long time
limit behaviours of 0 shows strain-thinning behaviour since the 0 with 0 = 0:10(deep blue line)
has larger value those of 0 = 2:00(orange line), though further discussion will be given in following
section.
The rheological parameters 0; 00 and SMSD per cycle 2 are plotted in Fig.3.4 to see more direct
relationship between them. In this plot, 0(n) and 00(n) are plotted versus 2(n) for all n. Fig.3.4(a)
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(a)
(b)
(c)
(d)
Fig. 3.1 Stroboscopic trajectories of a fraction of particles with (a,b) = 0:20,(c,d) = 0; 30.
For clarity, only the center of masses are plotted. These plots are, from left to right, 3D plot,
projection to xy plane, yz plane, zx plane. Their parameters, tag number, and time duration
is indicated in 3D plot as "**** cycle". Colour indicates number of cycles changing from blue
to red as time developed. When shear strain with small 0 is imposed, then the stroboscopic
trajectories are pointwise shown in (a) and (c), which means the particles shows reversible
behaviour. Their trajectories become mass when larger shear strain is imposed like (b),(d),
which means particles behave as diusive and consequently irreversible particles.
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(a)
(b)
(c)
(d)
Fig. 3.2 Stroboscopic trajectories of a fraction of particles with (a,b) = 0:40,(c,d) = 0; 51.
For clarity, only the center of masses are plotted. These plots are, from left to right, 3D plot,
projection to xy plane, yz plane, zx plane. Their parameters, tag number, and time duration
is indicated in 3D plot as "**** cycle". Colour indicates numbers of cycles changing from
blue to red as time developed. Their stroboscopic motions of particles are not very vigorous
even with large amplitude of shear strain(b,d), while reversible state is realized with small
amplitude(a,c).
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shows the magnitude of 0 strongly depends on volume fraction . 0 increases with 2 in the domain
2 & 10 2, whereas they shows plateau in  . 10 2. This threshold 2  10 2 corresponds to
hjx(n+ 1)  x(n)ji  d=10. Dependency of 0 on  is quite reasonable because eective viscosity of
suspensions increase as volume fraction  does, in general[16, 20, 21, 22]. In general, the eective
viscosity r is written in the power series of  as
r =
0
0
= 1 +
N 1X
n=1
an
n +O(N ) (3.3)
The coecient a1 is analytically determined in the case of dilute case with a1 = 2:5[16], but only
empirical forms are available for dense case. Fig.3.4(c) shows viscosity normalized by eective
viscosities with coecients a1 = 2:5; a2 = 3:6 in Eq.(3.3). It is found that plateau domains(
2 .
10 2) are collapse into one curve, while increase domain(2 & 10 2) does not collapse. This results
indicating the mechanisms of viscous dissipation are changed at 2  10 2.
The dependency of 00 on 2 is shown in Fig.3.4(b). Although they shows large uctuation, it is
found that 00 has positive correlation to 2, and roughly behaves as
00(n) / (2)1=3 (3.4)
Again, this results are consistent with the work of Corte et al.since 00 and 2 clearly has positive
correlation. Regarding the dependency of 00 on , I have tried and found out a scaling behaviour
of 00, shown in Fig.3.4(d). Although still large uctuations remain, it seems to be collapse into one
curves compared with Fig.3.4(b). Notice that this scaling does not change dependency on 2, thus
00(n) / 2=33 (3.5)
I do not, however, have any convincing explanation why the exponent 3 and 2=3 do well, at this
point.
Anisotropy of diusion
A closer look of Fig.3.1 tells us that stroboscopic diusive motion is not isotropic. You can nd
that particles tend to move into x direction, i.e., shear ow direction. To quantitate this anisotropy,
one dimensional SMSD per cycle dened as Eq.(3.2) is measured, which are shown in Fig.3.5. The
tendency of 2 with  = x; y; z are the same as 
2. Comparing three direction x; y; z, it is clear
that 2x are larger than 
2
y and 
2
z . For example, the maximum strain amplitudes 0 in each volume
fraction(red lines) yield 10 times larger 2x than 
2
y; 
2
z . In addition, 
2
y is slightly larger that 
2
z , but
its magnitude of dierence is the order of 1. Such anisotropy of diusive motion is actually observed
in previous researches[43, 35, 79]. The comparison with them will be discussed in Section 3.1.3.
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Fig. 3.3 Time series of viscosity 0, elasticity00, and SMSD per cycle 2. Notice that these
data are taken moving average with 3 cycles. Each plots is labelled twofold marks, like (a-i).
a,b,c,d denotes volume fraction where a:  = 0:20, b:0.25, c:0.30, d:0.35. i,ii,iii indicates y axis,
where i:0, ii:00, iii:2. Colours code the strain amplitude 0, changing blue to green, yellow,
and red as 0 increases. Their specied values are shown in (*-i). The colour code is common
as far as  is same.
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Fig. 3.4 The plot of rheological parameters (a)0(n), (b)00(n) and (c,d) their normalized values
versus SMSD per cycle 2(n). Markers' legend is shown in (a). (a) The magnitudes of viscosity
clearly depend on volume fractions. All of results of 0 exhibits plateau in 10 6  2  10 2,
while they increase slightly in 10 2  2. Note that plateau edge 2  10 2 corresponds to
hjx(n+ 1)  x(n)ji  d=10 with d being the diameter of particles. (b)The elasticities 00 show
clear positive correlation to SMSD per cycle 2. The red dashed line is guide to eye with
its slope 1=3 in logarithmic scale. (c) the viscosity normalized by Eq.(3.3) with coecients
a1 = 2:5 and a2 = 3:6 . (d) the elasticity normalized by 
 3.
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Fig. 3.5 Time series of viscosity one dimensional SMSDs per cycle 2x; 
2
y; 
2
z dened as Eq.(3.2).
Notice that these data are taken moving average with 3 cycles. Each plots is labelled twofold
marks, like (a-i). a,b,c,d denotes volume fraction where a:  = 0:20, b:0.25, c:0.30, d:0.35.
i,ii,iii indicates y axis, where i:0, ii:00, iii:2. Colours code the strain amplitude 0, changing
blue to green, yellow, and red as 0 increases. Specied values of parameters are shown in
Fig.3.3.
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3.1.3 Averaged linear rheology and Diusion coecients
dimensionless diusion coecients
Dimensionless diusion coecients are available in shear induced diusion. According to Eq.(1.13),
diusion coecients D;Dx; Dy; Dz are obtained as shown in Fig.3.6(c-f). Here, I note that the extra
simulations have been performed with the parameters shown in Table 3.1 to estimate the uncertainties
as the standard deviation of ensemble average. It is clear that all of diusion coecients are almost
zero before exceed threshold strain amplitudes which varies with volume fraction, including the
uncertainties. This result means there are two states, namely reversible and irreversible state. The
previous work of Pine et al.[35], they have found that the threshold amplitudes are function of volume
fraction , and behave algebraically as
c = C
  (3.6)
where C = 0:14  0:03 and  = 1:93  0:14[35]. In my simulations, the threshold amplitudes of
diusion Dc are also obtained from Fig.3.6(c), shown in Fig.3.7. The "threshold" is dened here as
1. the 0 which yields the minimum value of jD   10 3j
2. the errorbar is determined by 0:2c determined from Eq(2.41), which is increment of ampli-
tudes in my simulation.
My numerical results are comparable with the result of Pine et al.qualitatively, which is another
evidence of the consistency of my numerical results with previous works[35].
In Fig.3.5,  with  = x; y; z have shown clear anisotropy, for example 
2
x  102y. It must be
reected in diusion coecients D, which is conrmed in Fig.3.6(d-f). It is found that magnitude of
Dx above threshold is about 10 times larger than those of Dy; Dz, which is consistent with In Fig.3.5.
This magnitude dierence is consistent with both experimental and numerical results of Pine. et
al.[35]. In their result, Dz saturates at order of 10
 2, while Dx go further. The semi-logarithmic
plots of D of our results are shown Fig.3.9(a-c). The faster saturation of Dy; Dz is also observed
in this plot, and the magnitude of saturation point is quantitatively the same as those of Pine. et
al.[35]. The ratio among Ds are also plotted in Fig.3.9(d-f). As I have mentioned, magnitude of
Dx is about 10 times larger than those of Dy; Dz above threshold. This is conrmed in Fig.(d)(f).
Dy=Dx; Dz=Dx; decays into  0:1 at larger strain amplitudes in all of volume fractions. A closer look
of them leads to the fact that Dy > Dz, which is mentioned at discussion of Fig.3.5. Fig.3.9(f) shows
the ratio Dy=Dz, which behaviour is not simple as Dy=Dx and Dz=Dx. First, they sharply increase,
then decay, and eventually go constant around  1:5, as the strain amplitude increases. This small
anisotropy between y and z is actually observed in experiment by Breedveld et al.[80] and numerical
simulation by Drazer et al.[43] with constant shear ow, and have found to be Dy=Dz  1:5. The
constant shear ow corresponds to the limit of 0 ! 1, thus, the result of Dy=Dz  1:5 at large
amplitude is in qualitative agreement with these previous works. These agreements are one of the
supporting evidences that the simulation results obtained through SPM are comparable with the
other previous works.
averaged rheological parameters
It is conrmed that the elasticity 00(n) changes with 2(n) inter-connectedly in Fig.3.3. On the other
hand, diusion coecients obtained above represent averaged behaviour of SMSD per cycle 2. Thus,
the averaged value of 00(n) is expected to change with D inter-connectedly again. Averaged value
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Table. 3.1 The parameters of extra simulations for ensemble average. Note that four extra
simulations with 100 cycles are done for each parameters shown here.
 0
0.20 0.10 2.50 3.44 4.00
0:25 0.10 2.03 2.24 4.00
0:30 0.10 1.14 1.74 4.00
0:35 0.10 0.96 1.91 4.00
of 00(n) and 0(n) expressed as h00in,and h0in are obtained as
h00in 
1
Nc
NcX
m=0
00(m); h0in 
1
Nc
NcX
m=0
0(m) (3.7)
where Nc is the maximum number of cycles.
However, here is a problem: the simulations results of 00 with moderate 0 are not in steady state
since they are decaying algebraically in Fig.3.3(b). It is known that this power-law like decay stems
from a critical behaviour of reversible and irreversible transition[36, 37, 35, 54], which is categorized
in directed percolation[81, 82]. In other words, the reversible-irreversible transition is a kind of
second-order phase transitions, and therefore the uctuation around a critical point diverges. To
evaluate this uctuation, I have performed four extra simulations with selected parameters for 100
cycles, and the uncertainty is estimated in following results by using them.
These values are shown in Fig.3.6(a,b). The errorbars show the standard deviation of the average
among three ensemble of each simulation with the parameters shown in Table 3.1. As expected, the
uncertainty becomes larger when 00(n) decays algebraically than explicit steady state. For example,
the result with  = 0:35 and 0 = 0:96 has relatively large uncertainty while the other results have
relatively small uncertainties.
The behaviour of h00in signicantly exhibits small value at relatively small amplitude, while larger
value at large amplitude qualitatively. In this sense, h00in shows similar behaviour with D, i.e., they
have threshold amplitudes above where h00in has large value. In addition, their magnitude increases
with volume fraction , as same as D. In the cases of  = 0:30; 0:35, elasticity seem to remain even
with smallest amplitude. I suspect that this is due to including all of time range of simulation. Now
h00in is evaluated by simple time averaging, which is inevitable to include initial relaxation regime.
Consequently short of simulation time resulted in overestimating the elasticity.
In similar manner with the case of Dc , the threshold amplitude obtained from h00in plot is dened
as elsc , which is shown in Fig.3.7. 
els
c is obtained as
1. the 0 which yields the minimum value of j h00in   10 2j
2. the errorbar is determined by 0:2c determined from Eq(2.41), which is typical increment of
amplitudes in my simulation.
elsc shows a good agreement with 
D
c or empirical expression Eq.(2.41).
In Fig.3.4, an empirical relation Eq.(3.5) has been found. Based on this equation, h00in and D
should be related as
h00in
3
 D1=3 (3.8)
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because D / P 2. It is conrmed in Fig.3.8, which shows expected scaling behaviour with its
exponent 1=3.
Regarding to viscosity h0in, it seems to depend on strain amplitude 0, rather than D. In this
case, the uctuations are very small and the uncertainty of h0in becomes so small that is covered
by markers. They rst slightly decreases, and eventually increases as strain amplitude is increases.
For example, with  = 0:35, it decreases and reaches local minimum around 0  1:5, then rapidly
increases above 0  2. This means that the suspension shows strain-thinning and strain-thickening.
Actually this behaviour is already observed in non Brownian suspension by Breedveld et al.[41], or Lin
et al.[79]. This rst thinning and after thickening reminds us the shear thickening/thinning behaviour
of colloidal suspension shown in Fig.1.2, indicating microstructures of suspension drastically changed.
I note, however, this is strain thickening/thinning rather than shear thickening/thinning since shear
rate _ itself is very small due to the restriction of low Re number. The origin of these strain-
thinning/thickening will be discussed in Section 3.2 and Section 3.3. What notable is the thickening
point is comparable with threshold amplitudes Dc ; 
els
c , indicating that diusion has resulted in
strain-thickening. Eective viscosity determined by Eq.(3.3) with coecients a1 = 2:5; a2 = 3:6 is
plotted in Fig.3.8. It is quantitatively the same result as Fig.3.4(c), namely all of the data below
D  10 2 is well scaled into one curves, while above there they does not collapse into one curve.
It is notable that the eective viscosity with  = 0:35 has local minimum around D  10 4, which
indicates diusion reduces the eective viscosity.
3.1.4 Results of nonlinear parameter
In this section, I will discuss the results about nonlinear properties of suspension rheology based on
Lissajous plot. They are quantitatively evaluated by Chebyshev Rheology, whose detailed method
of Chebyshev rheology is in Section 2.5.2.
Lissajous-Bowditch curves of stress
First, I will show Lissajous(Lissajous-Bowditch) plot of stress before showing results of Chebyshev
rheology. Chebyshev rheology, which is method to evaluate nonlinearity, is based on the polynomial
expansion of Lissajous plot of stress. In addition, by the virtue of the stress decomposition Eq.(2.34),
we can understand the elastic or viscous contribution of stress graphically. Therefore, we should start
from Lissajous plot.
However, I should mention about stress decomposition of suspension in advance. In general,
total stress of suspension  with apparent interparticle interaction can be decomposed into three
part[22, 50, 18] as follows*1;
 = f + h + p (3.9)
The rst term of R.H.S. of Eq.(3.9) is the uid stress due to mean ow. The second term h
represents the stress of deviation from mean shear ow due to existence of particles. These two
stress combination recover the usual uid viscous stress. The last part is due to interparticle forces,
and generally expressed as virial stress[21, 50]. Further explanation of these three stress is available
in Appendix.B It is enough to check the latter two stresses h and p to see rheological changes
since addition of particles only inuences on them in strain-controlled measurement. Consequently,
I will skip f in following plot.
*1 it is supposed that Re = 0 holds and there is no external body force like gravitation.
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Fig. 3.6 Averaged rheological parameters(a,b) and dimensionless diusion coecients(c-f).
Legend indicates marker color and shape, denoting volume fraction . The open markers with
coloured edge have errorbars obtained as ensemble average(See Table 3.1). (a)elasticity. It
has small value below threshold amplitude while large value above it. Threshold amplitudes
are determined from this plot and shown in Fig.3.7 as elsc . (b)viscosity. It shows strain-
thinning behaviour at rst, but eventually strain-thickening. This tendency is pronounced in
relatively high  = 0:35. (c)dimensionless diusion constant obtained from Eq.(1.13). Similar
with 00, it shows distinct threshold amplitudes, and they are shown in Fig.3.7 as Dc . (d-
f) One dimensional diusion coecients (d)Dx. (e)Dy, and (f)Dz. They also have distinct
threshold amplitude. Magnitude of Dx is 10 times larger than others in irreversible state(above
threshold), which represent anisotropy of diusion. This result is consistent with Fig.3.5 which
also shows clear anisotropy.
Chapter 3 Low Density Regime 49
0.15 0.20 0.25 0.30 0.35 0.40
φ
0
1
2
3
4
5
6
γ
c
Pine et.al.(2005)
γDc
γ elsc
Fig. 3.7 Threshold amplitudes obtained from dimensionless diusion coe-
cients(blue,diamond, Dc ) and averaged elasticity(red, circle, 
els
c ). Black dashed line is
empirical expression of threshold, Eq.(2.41) from [35]. Both of my numerical result are
consistent with empirical expression.
Fig. 3.8 Diusion coecient D versus eective viscosity[left] and normalized elasticity[right].
Colours and markers are indicated as legend, which is the same as Fig.3.6. [left] Eective
viscosity obtained by normalizing the viscosity by Eq.(3.3) with coecients a1 = 2:5; a2 = 3:6
. [right]The elasticity normalized by  3. The red dashed line has the slope 1=3 for guide to
eye. These results are consistent with Fig.3.4.
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Fig. 3.9 (a-c)Semi-logarithmic plot of D with  = x; y:z. The plotted data itself is the same
as Fig.3.6. Black dashed lines are guide to eye of D = 10
 2, which is saturation value of
Dy; Dz, whose value is in agreement with the result of Pine et al.[35]. (d,e)The ratio Dy=Dx,
and Dz=Dx. They decay into  10 1 at large amplitudes. (f)The ratio Dy=Dz. Black dashed
line is guide to eye of Dy=Dx  1:5, which is obtained in experiment and numerical simulation
with constant shear ow[80, 43]
Lissajous plots of numerically obtained xy component of the two stresses h and p are shown
in Fig.3.10. Notice that h; p is normalized by apparent shear stress 0 _0 = 00!. (t); _(t)
are also normalized into x; y by its amplitude 0; _0, respectively. In addition, sh = h=0 _0 and
sp = h=0 _0 are dened. And elastic stress s
0 or viscous stress s00 obtained by Eq.(2.34)are also
added into plot. s0 and s00 provides us graphical interpretation about elastic and viscous contribution
of sp and sh. The top three gures clearly shows that sh and s
00 are in agreement, which means they
have viscous contribution only. In contrast, the bottom three gures shows that sp has both elastic
and viscous contribution. sp is almost overlapped with s
0 when the amplitude is small(bottom-left
and bottom-center gures), though the contributions to elasticity and viscosity are quite small. The
largest amplitude result(bottm-right), however, yields the unignorable contributions to them. I here
emphasize that these results strongly suggest that the elasticity is originated from p, whereas the
viscosity is contributed by both p and h. Consequently, elastic nature of suspensions is expected
to be determined by the behaviours of p, which will be discussed in Section 3.3.
Nonlinear behaviours of elasticity or viscosity are also understood graphically when we focus on
the curvature of s0 and s00. For example, elastic stress curve s0 of sp with 0 = 4:00 (top-center
gure) shows curved prole. More specically, it is rapidly converged into zero around x = 1,
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while almost constant slope is found in  0:9 . x . 0:9, as indicated by black arrows. Such prole
of elastic stress curve causes the behaviour so called strain-softening. Another example is that the
viscous stress curve of sh with 0 = 1:06 (top-center gure) is slightly dull around y = 1, which
indicating the suspension experiences shear-thinning.
Fig. 3.10 Closer look of Lissajous plots of some parameters. All of the plots are overlaid plots
of last 10 cycle. The parameter is specied in each plot by tag number and ; 0. Top three
gures are y versus sh and s
00 for three dierent amplitude of  = 0:35. Bottom three gures
are x versus sp and s
0 with same parameter as top three gures. Black folded arrow indicates
nonlinear response of elastic stress.
quantitative evaluation of nonlinearity
Now nonlinear properties of suspensions are quantitatively evaluated by S0 and T 0. *2 Nonlinearity
index of elasticity S0 is shown in Fig.3.11(a). First I mention that S0 '  1 holds at large amplitude
region(typically 0 & 2) in all of volume fractions, which leads to the fact GL ! 0 since S0 
(GL GM )=GM . In addition, the uncertainties of these results are relatively small. Thus, I conclude
that it is a signicant result of elastic nonlinearity that S0 !  1, strain-softening at large amplitude
region. It is interpreted as elastic stress goes to zero after largely deformed if the meaning of GL is
taken into consideration. This behaviour is consistent with the discussion about the Lissajous plot
*2 Notice that I use S0; T 0 rather than S; T since S has showed the tendency to diverge into  1, which indicates
GL  0.
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of  = 0:35; 0 = 4:00 in Fig.3.10. Remind that elastic stress has converged into zero while almost
constant slope is found in  0:9 . x . 0:9. In terms of GM ; GL, converging to zero means GL ! 0
and constant slope except for x  1 means GM has nite value. The reason why this behaviour
appear will be discussed in Section 3.3. The results at relatively small amplitude region(typically
0 . 2) are more complicated. With  = 0:20 and 0:25, S0 seems to decrease monotonically with
the ramp of 0, while it displays a small peak around 0 ' 1 with  = 0:30 and 0:35. However, these
results are less reliable due to power-law relaxation and few ensembles. The uncertainties at this
region is relatively large , especially around the threshold amplitude(e.g., compare with the results
of 0 = 0:96 and 0:10 of  = 0:35). Furthermore, S
0, which is dened as the ratio of two types of
elasticity, becomes more sensitive to the uctuations because elasticity itself becomes very small at
relatively small amplitude. Even though, it seems that S0 is signicantly negative with  = 0:30
and 0:35 even the uncertainties are included. In addition, a similar result with those of  = 0:30
and 0:35 is obtained in a previous experimental work of oscillatory ow of dense suspension, i.e., a
small peak around 0 ' 1 and converges into nite negative value of S0[79]. Therefore, typically the
suspension has signicantly negative value of S0, which means strain-softening.
Nonlinearity index of viscosity T 0 is showed in Fig.3.11(b). Firstly, it must be mentioned that
the magnitude of T 0 is signicantly smaller than S0 since max(jT 0j)  0:4 even with including the
uncertainty, which means that the nonlinearity of viscosity is weaker than one of the elasticity. This
is natural because now the shear rate _(t) is so small that Re < 10 2 holds. T 0 seems to change from
negative to positive with the ramp of 0, in other words, the system changes from shear-thinning to
shear-thickening. The detailed changes with respect to 0 are similar with each volume fractions:
T 0 rst goes negative value and touches the bottom around 0 ' 1. After here, T 0 turns to increase
and eventually becomes positive above the threshold amplitudes. The volume fraction aect on the
magnitude of this changes, i.e., more drastically changes with the higher .
The qualitative evaluations based on Lissajous plot roughly coincide with these quantitative eval-
uations. For example, it is concluded that sp with  = 0:35; 0 = 4:00 has exhibited strain-softening
behaviour in Lissajous plot. The corresponding value of S is S   1:, which strongly nonlinear and
negative, which means strain-softening behaviour.
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Fig. 3.11 The parameters of nonlinearity of (a) elasticity S0 and (b) viscosity T 0. Colours
code volume fraction  indicated as legends in the each plot. The errorbars show the standard
deviation of ensemble averaged as well as Fig.3.6.
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3.2 Internal Structures
In previous section, I have shown numerical results of stroboscopic diusion and rheological prop-
erties. In this section, I will show internal structure of suspensions, and discuss its relevance to
rheological properties. I will start to dene pair correlation function g(r), namely correlation func-
tion of position of arbitrary particle pair i and j whose distance is equal to r[83]. In hard spheres
case, it is dened as
g(r) =
1
N
0@ NX
i;j=1
Z
dr(r   rij)
1A (3.10)
where rij is the relative position vector of particle pair i; j, and  expresses Dirac's delta function.
g(r) can be reduced into two dimension by simply taking average of projection of it. Or, dening
on a certain slice plane of system gives another two dimensional gs(r). After here, the former one is
denoted as g(r0; r1), while the latter one gs(r0; r1) where r = (r0; r1; r2). In addition, I will call the
latter one as "sliced pair correlation". They are dened as
g(r0; r1) =
1
L2
Z
dr2g(r); gs(r0; r1) =
1
2
Z
jr2j
dr2g(r) (3.11)
where L2 is the system length along with r2 coordinate,  is positive nite value. The 2 is
interpreted as width of slice. These two types of pair correlation functions have a dierence in its
scale. gs(r0; r1) is more sensitive the local structures around the particle, while g(r0; r1) represents
the structure in more global scale. Here I note that the results about microstructures which I will
show following are obtained not as average of whole simulation time but as average of last 10 cycle.
These distribution functions shown in following are averaged over 10 cycle at least. In addition, to
compare distributions in the same situation of ow prole, g(r0; r1) or gs(r0; r1) are averaged over
the same phase of oscillatory ow. A precise denition of phase p is introduced as
p  !t
2
 

!t
2

(3.12)
where [] is Gauss signature.
3.2.1 Four types of Internal Structures
By analysing pair correlation function, roughly four dierent kind of structure have been found for
all of volume fraction. Fig.3.13 and Fig.3.14 show numerically obtained g(r0; r1) at  = 0:20 and
 = 0:35 with specied strain amplitude 0, while Fig.3.15 and Fig.3.16 are gs(r0; r1) at  = 0:20
and  = 0:35 with same strain amplitude as Fig.3.13 and Fig.3.14. The four types of structures are
enumerated as following (i)(iii).
(i) random distribution with exclusive volume of particle
The three gures at top lines of Fig.3.13 demonstrates that a random distribution have been found
at small strain amplitudes, 0 = 0:10. This random distribution is also observed in gs(x; y) as shown
in top lines gures of Fig.3.13, yet gs(x; y) at near the particle has less probability than those of
g(x; y), due to exclusive volume of particle. This type of structure is observed among all of the
volume fraction with small strain amplitude 0  c.
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(ii) stripe pattern in xy plane with circular distribution in yz plane
When the amplitude is increased and come closer to threshold amplitude, stripe patterns have
appeared in xy plane, while circular distribution is observed in yz plane. This is demonstrated by
top three gures in Fig.3.14 with  = 0:35; 0 = 1:27. g(x; y) exhibits a stripe pattern along with
y axis with stripe width being roughly  d=2. This stripe pattern of g(x; y) is observed only with
 = 0:30; 0:35. It must be, however, mentioned that gs(x; y) do exhibit this stripe pattern even with
 = 0:20; 0:25(gures not shown), which means stripe pattern exists even with  = 0:20; 0:25 in local
scale. Thus, I concluded the stripe pattern exists in all of the volume fractions. In contrast, the
circular distribution in yz plane is observed in both g(y; z) and gs(y; z) with all of volume fractions,
which means this circular distribution has large correlation length.
(iii) ne stripe in xy, wide stripe in zx, and honeycomb in yz
After 0 exceeding c, structures drastically changes in all projection plane. Let me start from
gs(x; y) with  = 0:20; 0 = 3:44, shown in middle-left of Fig.3.15, where ne stripe in y direction
have appeared. The same but clearer structure is observed with  = 0:35; 0 = 1:91,shown in middle-
left of Fig.3.16. This ne stripe is blurred in g(x; y) with both  = 0:20 and  = 0:35, indicating
this structure is local rather than global in space.
Another stripe with more wide width is observed in gs(z; x) with both volume fraction. This prole
is observed in gs(z; x) in the case of  = 0:20; 0 = 3:44 It becomes, however, ambiguous stripe in
g(z; x) with  = 0:35 while it is very clear in gs(z; x), which indicates that again this structure is
local rather than global in space.
The most interesting structure is honeycomb structures appeared in yz plane. Typical one is
middle-center gure of Fig.3.16, with  = 0:35; 0 = 1:91 This structure appears in this plane in all
of the volume fraction, though more or less its sharpness in contrast are dierent. Figure.3.12 shows
the all of the particle position in the case of  = 0:35; 0 = 1:91, where most sharp contrast appears,
which clearly shows onset of honeycomb structure in yz plane. It is noteworthy that honeycomb
structure is slightly tilted in middle-center gure of Fig.3.16 while it does not in middle-center gure
of Fig.3.15. Here, I note that tilt direction is not the same as one with the other volume fraction.
This honeycomb structure itself is actually observed in other numerical simulation with constant
shear ow by Sierou et al.[52], though that structure is found only above  = 0:50. As discussed
soon after, this structure will be eventually broken up if larger strain is imposed. The reason why
the honeycomb structure hasn't been found under constant shear ow is because constant shear
ow corresponds to the limit of 0 ! 1 in oscillatory shear. Although it will be also discussed in
Chapter.4, I here mention that qualitatively same structure is observed in higher volume fractions(See
Fig.4.1). The notable dierence of lower structure regime from those of higher regime is honeycomb
structure eventually breaks down when strong shear strain is imposed.
(iv) ellipsoidal distribution
Well ordered structures have appeared around threshold amplitude. However, these structures have
been broken up by imposing shear strain with larger amplitude, as shown in the bottom gures
of Fig.3.13 with  = 0:20; 5:63 and 3.14 with  = 0:35; 4:00. In this regime, they have typically
ellipsoidal distributions in xy and zx plane but circular in yz plane.
Small dislocations are observed in g(x; y), as indicated in the left-center gure of Fig.3.14 by
arrows. This structure seems not to be found in Fig.3.13 with  = 0:20; 5:63, but it actually exists
in local, as shown in Fig.3.15. Actually, this structure is commonly observed in colloidal suspensions
imposed shear with the Pe clet number Pe  1 in oscillatory shear experiments[51] and steady
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shear simulation[24, 84]. This distribution means that particles are likely to locate in 135 direction,
whereas unlikely in 45 direction from x axis. It is explained by squeezing ow of simple shear ow
as discussed in Section 3.3. In fact, this distribution is crucial to understand the contribution of
interparticle interaction to stress, as will be discusses.
Projections into yz exhibit the most simple structure, namely circular distribution as shown in
bottom-center gures of Fig.3.13 and Fig.3.16. Honeycomb structure observed in the case of type
(iii) has ruined. Intuitively, this is explained as too strong shear is imposed to keep honeycomb
structure. Here, again I note that this is essentially dierent the results of higher volume fraction
since ordered structure is not robust enough to sustain its structure under large amplitude shear, as
shown in Chapter.4.
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Fig. 3.12 Center of mass plots for all of particles with  = 0:35; 0 = 1:91. 1st column; 3D
plot, 2nd; projection into xy plane, 3rd; yz, 4th; zx. Colour of projection plots codes depth of
particle position, for example z argument of particle in xy plane. Clear honeycomb structure
is observed in yz plane even with naive particle plot.
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Fig. 3.13 Projections of pair correlation function g(r) to specied plane at  = 0:20. Each
gures are averaged g(r) over the last 10 cycles in each parameters. Blue half-transparent circle
at center of gure represents reference particle. Left column: g(x; y). Center column: g(y; z).
Right column: g(z; x). Top lines: 0 = 1:56. Middle lines: 0 = 3:44. Bottom lines: 0 = 5:63
. g(r) exhibits random distribution at small amplitude[Top lines]. Around critical threshold
amplitude c, g(r) becomes anisotropic, especially g(y; z) exhibit honeycomb structure[Middle].
Large enough amplitude breaks the honeycomb structure[Bottom]. See also Fig.3.15.
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Fig. 3.14 Projections of radial distribution(pair correlation0 function g(r) to specied plane at
 = 0:35. Each gures are averaged g(r) over the last 10 cycles in each parameters. Blue half-
transparent circle represents reference particle. Left column: g(x; y). Center column: g(y; z).
Right column: g(z; x). Top lines: 0 = 1:27. Middle lines: 0 = 1:91 . Bottom lines: 0 = 4:00.
Just below the threshold amplitude, a stripe pattern appears in g(x; y), while g(y; z) has circular
distribution with relatively strong contrast[Top]. Just above threshold amplitude g(x; y) has
weaker and ner stripe pattern and g(y; z) has a clear honeycomb structure[Middle]. Large
enough amplitude causes circular distributions in all plane, though g(x; y) has two dislocation
at the points indicated by arrows[Bottom]. See also Fig.3.16.
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Fig. 3.15 Sliced pair correlation function gs(r) of  = 0:20. Figure alignment is the same as
Fig.3.13. "Slice" means the correlation is calculated between pairs such that z  1d where d
is diameter of particle.
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Fig. 3.16 Sliced pair correlation function gs(r) of  = 0:350. Figure alignment is the same as
Fig.3.14. "Slice" means the correlation is calculated between pairs such that z  1d where d
is diameter of particle.
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3.2.2 Microstructure and rheology
Here I will discuss about relevance of internal structures to rheology of suspension intuitively. Deeper
consideration will be given at Section 3.3, as a phenomenological model to explain rheology incor-
porating internal structural properties.
structural contribution to elasticity
In Fig.3.10, it is indicated that particle-particle interaction is the source of elasticity since stress
decomposition reveals only sp has a pronounced elastic component s
0 when strain amplitude is
large. Therefore, let us put a assumption that elastic contribution only comes from interparticle
interactions.
When the suspension is sheared with small amplitude, type (i) structure is realized. Repeating
contact events, particle distribution eventually becomes the one such that none of the particles
experience interaction with the other particles. Therefore, elasticity eventually disappear or become
undetectable, as observed in Fig.3.3. In the case of  = 0:30; 0:35, we still have small value of
elasticity in average since relaxation state is included, as mentioned in Section3.1.3. The eect of
including s is also reected on the nonlinearity S? (Fig.3.6). Suspension should be softened gradually
during relaxation into no contact distribution. Nonlinearity S? with  = 0:30; 0:35 clearly exhibits
S? < 0, which supports this picture. The eect of including s is also reected on one dimensional
pair correlation, or radial distribution function g(r). g(r) is dened in similar way with Eq.(3.11) and
shown in Fig.3.17. Notice that this g(r) is measured at the phase p = 0 and averaged last 10 cycles
of simulation. g(r) has only the information of structure in radial axis,thus anisotropy is not taken
into consideration, yet it explains how particles contact intuitively. In the case of structure type (i),
dierence in the rst peak is found among dierent volume fractions, i.e., sharp in  = 0:30; 0:35
but dull in  = 0:20; 0:25. This means there are more neighbour particles in  = 0:30; 0:3 than
those of in  = 0:20; 0:25. Consequently, particles more likely to contact with other particle in in
 = 0:30; 0:35 than in  = 0:20; 0:25, which indicates it is still relaxing in  = 0:30; 0:35.
Increase of strain amplitude 0 changes structure, and leads to the structure type (ii) with just
before the threshold amplitudes. In this case, the nonlinearity of elasticity S0 of  = 0:30; 0:35
experience the peak in this regime, while S0 of  = 0:20; 0:25 starts to drop o its value rapidly(See
3.11). This result means that system is relatively hardened in the case of  = 0:30; 0:35. g(r)
exhibits this dierences again. g(r) is dened in similar way with Eq.(3.11) and shown in Fig.3.17.
The rst peak is levelled o with  = 0:20; 0:25, while still sharp in  = 0:30; 0:35. In addition, the
second peak is growing in the case of  = 0:30; 0:35, but not in  = 0:20; 0:25. Then, particles has
more chance to contact with neighbour particles in  = 0:30; 0:35, while less chance in  = 0:20; 0:25
during strain deformation. In other words, large deformation gives more chance to contact with
other particles in  = 0:30; 0:35 than  = 0:20; 0:25. Consequently, system is relatively hardened
only in the case of  = 0:30; 0:35, eventually onset of peak.
After exceeding the threshold amplitudes, internal structure becomes very ordered state, namely
type (iii). This result indicating that the particles are on the way to crystallized structure. Regarding
rheological properties, h00in starts to grow in this regime. This is quite reasonable since now the
ordered, or crystallized structures are deformed. Of course this is not genuine crystal, since there
is no attractive interaction which anchors particles each other. This eect is reected on S0, since
this crystal like structure do not correspond to the peak of S0. One might wonder why this type
(iii) structure does not corresponds to the peak of S0 in  = 0:35; 0:30. A plausible explanation
is as follows. With small deformation, at rst it exhibits large elastic response due to crystal like
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structure. However, its structure starts to break once after largely deformed, since no anchoring
force among particles. Consequently, in this structure, large linear elasticity arise, while it starts to
soften more rapidly when largely deformed due to breakdown of ordered structures. Here, I note
that g(r=d) also exhibits a clear ordering since it is observed the onset of peak around r=d  2 and
3.
Further impose of larger amplitude of strain leads to structure type (iv), where is strongly disturbed
and randomized state. g(r) is basically circular distribution in yz and zx plane, and ellipsoidal
distribution in xy plane. In this state g(r) exhibit at distribution except for the rst peak, which
is almost gaseous type distribution. On the other hand, the linear elasticity h00in in this state are
saturated. When suspension is deformed largely in this state, particles rst contact with the nearest
neighbour one. After that, the particle experiences collisions almost randomly, since g(r) is attened.
Thus,the number of contact events is saturated even with imposing more larger amplitudes, resulted
in saturation of h00in. Nonlinearity S0 is now almost equal to S0 =  1, which means 00L = 0, i.e., no
elasticity after largely deformed. In contrast to type (iii) structure, the particle distribution exhibits
gaseous structure rather than crystal. As a result, it behaves as almost a uid, and no elasticity has
appeared after largely deformed.
structural contribution to viscosity
The behaviour of viscosity h0in is roughly summarized as follows. At rst it is roughly constant
but gradually decreases, namely strain thinning, but then strain thickening in turn once after exceed
threshold amplitude. Nonlinearity index T 0 and v3=v1 roughly exhibit the same behaviour. See
Fig.3.6 and Fig.3.11.
The stress decomposition by Eq.(2.35) and Lissajous analysis indicates that viscous contributions
comes from both h and p. Thus, we have to consider them together to explain the behaviour
of viscosity. To gure out this picture, Lissajous curves of viscous stress obtained from Eq.(2.35)
are plotted in Fig.3.18, with L; M indicated. Parameters are picked up from only  = 0:35 and
0 = 0:53; 1:06; 4:00, for demonstration, but I note here the results of the other parameters exhibit
similar results qualitatively.
At small amplitude of strain, it is almost random distribution and particle contact is not frequently.
It is conrmed that p has almost zero contribution to total stress in Fig.3.18. Thus, the viscosity is
determined almost by h. h is determined by particle conguration only since it represents eect
of shear ow disturbance by particles. Since now the particle distribution is almost random, h0in
determined by empirical equation of eective viscosity Eq.(3.3). Regarding to the nonlinearity T 0, it
is slightly negative and small magnitude in Fig.3.6. Figure.3.18 demonstrate this nonlinearity comes
from sh, since L < M but the dierence is small(black arrow). This nonlinearity is convincing
because the shear rate is especially slow, thus less expectation to nonlinearity. At this point, there
is no signicant dierence (except for the magnitude of viscosity) among dierent volume fraction.
The structure changes and start to be organized as strain amplitude increases, and reaches at
structure type (ii), where stripe patterns start to appear in xy plane and zx plane. This structure is
similar with the structure type (iii) just above of the threshold amplitude, and the same tendency is
observed both structure type (ii) and (iii) qualitatively. The stripe pattern means that particles are
now layered and appear paths of uid between layer, like porous media. Consequently, less viscous
dissipation than those with random distribution because uid feels less resistance due to particles,
which causes strain thinning. Regarding the nonlinearity T 0, it has the least value in the case of
 = 0:35; 0:30:0:25 but not in  = 0:20. As indicated at gures in the second line of Fig.3.18, this
nonlinearity stems from h. In fact, shear thinning tendency above   0:25 has been observed
in constant shear ow experiments[28, 85], however the reason why strong shear thinning tendency
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Fig. 3.17 Radial distribution function g(r=d). (i)(iv) indicates type of structure. Colour
codes volume fraction which is the same as Fig.3.6. Parameters are indicated as tag number as
legend in each plot(See 2.10). (i)random distribution case. The rst peak drastically increase
in the case of  = 0:30; 0:35, indicating not enough relaxation. (ii)the case of stripe pattern in
xy and circular in yz. The rst peak is levelled o in the case of  = 0:20; 0:25, which lead the
particles to more easy to move around. (iii)the case of stripe in xy; zx and honeycomb in yz.
The case of  = 0:30; 0:35 is pronounced peak periodically, while less peak in  = 0:20; 0:35.
(iv)elliptical distribution case. Now the peaks are almost ruined due to strong disturbance of
shear induced diusion.
appears is not so clear.
Mueller et al.explains the reason why as follows[85]. Usually, the stress due to friction among
packets of uid is dissipated as a diusion of heat. As volume fraction is increased, mean gap
distance between particles is decreased. Particles come closer due to the compressing ow of shear,
but they do not contact each other since compressing is not strong enough to exceed the lubrication
force barriers. Then, local shear rate between gap is much higher than bulk shear rate, and reaches
at the point where the heat dissipation becomes insucient locally. As a result, local increase of
shear rate, which is usually source of viscosity increase, is reduced eectively. Consequently shear
thinning behaviour is observed. Structure type (ii) is not fully ordered, thus the chance for particles
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to come closer remain. Then the mechanism introduced by Mueller et al.should be the case. As a
result, shear thinning behaviours are observed. Qualitatively the same explanation has been done
Lema^tre et al.[86].
Further increase of strain amplitude causes deep contacts, or more appropriately collisions among
particles, eventually it reaches at random distribution structure (iv). The numerical result of h0in
exhibits increase of its magnitude, i.e., strain-thickening. This is caused not by hydrodynamic
interaction but by collisions of particles in turn, as shown in bottom line's gures of Fig.3.18. It
is clear that p is comparable with h or total stress, while no drastic development of h in its
magnitude. So far it is proposed that interperticle forces induced by collisions of particles is the source
of shear- or strain-thickening[19, 87, 51, 88, 89, 24], and it is conrmed by experiment recently [90].
My result shown here also supports this mechanism of strain thickening. Nonlinearity of viscosity is
also determined by particle collision stress p. Fig.3.18 and Fig.3.11 demonstrates now suspension
has shear-thickening properties with  = 0:35, since total viscous stress exhibit L   M > 0 and
T 0 > 0. It is clear that particle collision stress p exhibits shear thickening behaviour, while h does
linear behaviour. Consequently, in this case the particle collision is signicant in rheology including
nonlinearity, since h only contributes oset of h00in.
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Fig. 3.18 Lissajous plot of viscous stress of last 10 cycle of simulation. Parameters are indi-
cated in plot, but volume fraction is xed to  = 0:35. Dotted curves are s00 of total(black,left
column), h(blue,center), p(red,right). The slope of dashed blue line is M , while one of solid
green line L . Black arrow indicates L   M > 0 but its dierence is small. Blue arrow
indicates L   M > 0, i.e., shear thinning contribution, while red one L   M < 0, shear
thickening.
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3.3 Phenomenological Model
In the last section, it is found that elasticity comes from particle collision only. In addition, viscosity is
determined by particle collision dynamics except for oset of h in shear-thickening regime(structure
type (iv)), since h has only linear contribution in this regime. Therefore, it is expected that particle
collision dynamics explains both elasticity and strain-thickening. In this section, a phenomenological
model will be proposed to explain elasticity and strain-thickening.
3.3.1 Basic idea
Here, let me introduce a basic idea of model at rst. In Section 3.1.2 and Section 3.1.3, it is found
that the irreversibility and elasticity behave in inter-connected way, indicating they have common
origin. In addition, it is also found that p is responsible for elasticity, which means interparticle
interaction is the source of elasticity. Consequently, interparticle interaction should explain the onset
of irreversibility and elasticity at the same time.
First let us consider about a condition for particles to contact other particles under shear ow in
x direction with its gradient in y direction. Suppose that a particle i is located at ri = (xi; yi; zi)
and driven by amount of i in shear ow direction due to oscillatory shear ow (t) = 0  !t.
Then, the maximum displacement in one cycle is
i = 20yi (3.13)
This displacement is realized, for example, from t = T=4 to t = 3T=4 where T = 2=!. In this
way the displacement cased by shear ow in x direction is determined by y argument. Suppose that
there is another particle j which is located at rj = (xj ; yj ; zj) and dene rj   ri = (x; y; z).
It is clear that z < d is necessary to collide each other. After here, I suppose that z = 0 for
simplicity of discussion. Then distance in x axis between these particles is shortened by amount of
(0; y) = 20y in half of cycle. Therefore, the condition for collision is
x < (0; y) +
p
d2   y2 = 20y +
p
d2   y2 (3.14)
with taking the particles size into consideration. Based on Eq.(3.14), it is clear that there is no
collision event if y > d. In addition, there is no collision events if y = 0 since it means x < d,
i.e., particles are already overlapped. In this way, it is found that 0 < y < d is necessary to exist
x  d.
Next step is to know what happens if a collision occurs. Figure.3.19 demonstrates this. Suppose
that there are three particles in the same shear plane(i.e., the same z argument), being driven by
shear. Process of dynamics can be separated into two part, namely the rst half and the second
half of shear strain cycle. A particle who never interacts with the other particles can get back to
its initial position after a cycle of oscillatory shear, corresponding with the bottom particle in the
gure.
The other two particles are to contact since their relative position arguments satisfy Eq.(3.14).
In the rst half, these two particles contact each other, yielding a interaction force F (Blue arrows).
Notice that the distance between them is roughly d since it is short ranged interparticle interaction.
This force pushes them exactly the opposite direction, and their y arguments are perturbed. This
causes dierent amount of displacement in x direction from their original one since Eq.(3.13). Even-
tually the interacted particles reach at dierent destination from the original one, as indicated by
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gray circles and dashed circles in Fig.3.19(a). After shear direction is inverted, i.e., the second half
of shear cycle, particles are driven buck. In contrast to the particles which have not experienced
interaction, these particles cannot get back to their initial position,as indicated by dark gray circles
and dotted circles in Fig.3.19(b).
As a result, the dierences in the initial and last positions, r, has nonzero value. It represents
degree of irreversibility, and ensemble average of r2, i.e., hr2i corresponds with 2(n). In this
way, this model intuitively explains how interparticle interaction yields irreversibility. In addition,
it yields a force F , which accompanies with virial stress, Eq.(B.4). Thus, this model has abilities to
explain both irreversibility and elasticity.
In general, it is quite hard to write down the virial stress analytically in non Brownian suspension
because all of the dynamics of particles are deterministic, i.e., it depends on their history. However,
based on this model, it is somehow possible to provide a plausible story of dynamics of p. In
following passages, I will propose a minimal model to describe p with checking its validity by
comparing with numerical results.
y
x
y
x
δr
(a) (b)
F
d
δy
δx
Fig. 3.19 Schematics of particle dynamics under oscillatory ow when (a) _ > 0, (b) _ < 0.
(a) three particles located at their initial position(dotted circles) and driven by shear ow. If
y and x(green) satises Eq.(3.14), they collide(empty rigid circles). Collision induces force
F (blue arrow) and pushes out the other particles. Eventually particles are driven to some desti-
nations(light gray particles), which are dierent from those if there were no interaction(dashed
circle). (b)Particles are driven buck after inversion of shear direction. Interacted particles
in (a) do not interact any other particles since y does not satisfy Eq.(3.14). They reach at
new destination(dark gray circles), which is dierent from their initial position(dotted circle).
At last, the displacement from their initial position r is recognized as irreversibility, whose
squared ensemble average corresponds to 2(n) discussed in Section 3.1.2.
virial stress
Interparticle interaction contribution to stress is represented as virial stress, Eq.(B.4). The most
important component of stress tensor is xy one since the shear plane is parallel with xy plane. Let
me write xy component of p as simply p. Then, it is rewritten as
p =
1
2V
NpX
i;j
Fijrij cos  sin  (3.15)
where Np is total number of particles, Fij and rij are norm of Fij and rij , respectively.  is the
angle of vector Fij or rij measured from shear ow axis, i.e., x axis. Here, I suppose that z = 0
for simplicity. Notice that the angle of vector Fij and rij are the same if we assume that interaction
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causes central force. Supposing that Fij and rij are almost constant among the collision pairs and
their values are F and d, Eq.(3.15) is rewritten as
p  Fd sin 2
2vp
(3.16)
if  = nint=Np is introduced where nint is total number of interacting pairs of particles, and vp is
volume of single particle*3. Here, F = 0 if rij > d since a pair of particles are not interacting, and
the events such that rij  d never happen since the potential gradient is very steep, hard-core like
one. Therefore, rij = d should hold if it is short ranged interparticle interaction.
Equation.(3.16) tells us what information is necessary to describe the dynamics of p. I assume
that  and d are constant parameter during shearing motion. Then, F; ;  vary in time, thus
they determine the dynamics of p. However, to obtain analytical forms of them exactly is almost
impossible. Instead, I will discuss about their approximated behaviour in time in followings.
collision angle
First let me consider the collision angle . As discussed in Section 3.2.2, collision nature strongly
depends on internal microstructures. Regarding to microstructures, the onset of 135 chain clusters
in shear plane has been observed commonly in suspension, as discussed and shown in Fig.1.7[50, 51].
Such anisotropic clustering is reected on g(x; y) or gs(xy) imposed strain with large amplitude.
For example, g(x; y) is elongated in direction with  = 45 and  135 which can be found in
Fig.3.14. This is caused by squeezing ow of shear, as already discussed at review of results of Brady
et al.Fig.1.7. Thus it is expected for particles more likely to contact each other, since g(x; y) at
 =  45 and 135 direction become thicken.
How does this anisotropic structure vary in time? If this is caused by squeezing ow, the prole
of g(x; y) must be inverted after shear ow inversion, since the direction of compressing ow is also
inverted. To conrm this, g(x; y) is compared in dierent phase, as show in Fig.3.20. It clearly shows
in agreement with the elongation axis of g(x; y). This anisotropy of particle distribution should yield
anisotropy in distribution of . To examine this expectation, distributions of force vector direction
in xy plane, F(), with dierent 10 phases are shown in Fig.3.21. Here, F() is the probability
distribution function of force vectors with respect to measured from x axis. It is clear that F()
has elongated sprout shapes, and elongation direction is clearly the same as compression axis of
squeezing ow. Consequently, it is found that not only the particle distribution but also  exhibits
anisotropy in compressing ow direction.
In response to this result, I put a assumption about  as
 =
(
135 if _ > 0
45 if _ < 0
(3.17)
Notice that collision force vector always arise as a pairFij and Fji, with satisfying Fji =  Fij . Thus
I have regarded that  and  180 are equivalent *4. Intuitively, this is interpreted as the collision
forces always interrupts the sliding motion of wall which inserting the shear. Therefore, the sign of
sin 2 is opposite to one of _.
*3 Notice that  = Npvp=V
*4 In other words, a pair of force vectors is not polar but nematic. A qualitative evaluation of  in nematic force
dipole approach is shown in [91]
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phase of strain:0.0π phase of strain:0.4π phase of strain:0.6π
phase of strain:0.8π phase of strain:1.4π phase of strain:1.6π
Fig. 3.20 Time evolution of gs(x; y) of  = 0:35; 0 = 4:00. Phase of strain (t) is indicated
at top of each plots. White arrows indicate squeezing ow direction due to shear ow. It is
clear that g(x; y) elongated by squeezing ow.
Fig. 3.21 Probability distribution function F() with gs(x; y) of  = 0:35; 0 = 4:00. Phase
of strain (t) is indicated at bottom of each plots. It is measured as a accumulation of the last
10 cycle. The peak in direction of F() is in good agreement with compressing axis, compared
with gs(x; y) shown in above gure.
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force amplitude
Next F will be take into a consideration. It is relatively easy to estimate the amplitude of F since it
is overdamped system. Since inertial eects are negligible, forced in the suspension must be balanced
out. Therefore, F must be balanced with viscous drag force Fdrag. Here let me assume that Fdrag is
Stokes drag force for simplicity, then F is estimated as
F  j30d2 _j (3.18)
Notice that the typical velocity of particle is _d. Incorporating the estimation of , F sin 2 is
estimated as
F sin 2 = 30d
2 _ (3.19)
Here, positive direction is taken to the direction such that p increases. As discussed, the sign of
sin 2 is always opposite to one of _. In addition, j sin 2j has the maximum value 1 with  = 45M
where M is integer. As a result, we obtain Eq.(3.19).
number of collision events
The last unknown parameter is , which represents number of collision events. The most important
point of  is how its magnitude varies in time under oscillatory ow. Although it is quite dicult to
derive time dependence of  analytically, it is possible to predict its behaviour qualitatively.
As discussed above, typically particles pileup in 135 or 45 direction depending on the sign of
_. Here, we have to notice that a collision pair tend to slide the other one's surface rather than be
scattered since it is overdamped system. As a result, a colliding particle climbs up the others, thus
the duration time of interaction becomes longer than the one of simple scattering. Then, it is possible
for another particle to participate in collision, i.e., multiparticle collision event. It is demonstrated
schematically in Fig.3.22. Suppose that there are three particle which satises Eq.(3.14), and sheared
in positive direction(Fig.3.22(a)). After shearing motion has been started, particles labelled 2 and
3 collide rst(Fig.3.22(b)). The particle 2 will climb up the collision pair particle 3 rather than
scattered. Then, keeping imposing shear, another particle labelled 1 comes closer to particle 2, and
eventually collides(Fig.3.22(c)). At this point, a 135 direction of chain cluster is typically realized
by the virtue of compressing ow(indicated by red arrow). This chain cluster, however, is broken up
immediately when shear ow inversion is occurred(Fig.3.22(d)). Chain cluster in 135 is no longer
stable after inversion since its axis corresponds to elongation axis(indicated by blue arrows), instead
chain cluster in 45 direction is stable at this point.
The existence of chain clusters are demonstrated in Fig.3.23, which shows the interacting particles'
distribution in a plane z = 32 4. Notice that this plot is a naive slice of system, thus diameters of
circles are dierent from d. In addition, only interacting particles are shown here. It is clear that
not only collision pairs but also collision "chains" have been created in the space, whose directions
typically coincide with compressing ow axis. This result is another evidence of the existence of
preferred angle in particles interaction, Eq.(3.17).
Then, how does  vary in time? Unfortunately, my model does not have the ability to estimate
the exact functional form of , so let me put the assumption about . The mechanism introduced
by Fig.3.22 indicates that particles will pile up until shear inversion but break down immediately
after shear inversion. Thus,  can be estimated that it increases in time monotonically during shear
motion, but abruptly drop o just after shear inversion. Notice that shear inversion occurs twice in
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one cycle, thus periodicity of (t) must be double of one of (t). In other words angular frequency
of (t) must be 2!. More explicitly,  is estimated as
(t) = 0(n)S(t) (3.20)
where n is number of cycle and
S(t) =
"
1

( 1X
m=1

( 1)m+1 sin(2m!t)
m

+

2
)#p
(3.21)
where p is real positive number. Let me explain each parameters respectively. First, 0(n) satises
0  0  1 and determines the maximum value of (t) at cycle n. 0(n) is assumed constant within
the same cycle,but it can vary in cycles. Time dependence of (t) in one cycle is determined by
sawtooth-like function S(t). S(t) is dierent from the exact sawtooth function in two point: First,
it has oset =2 for (t) to satisfy 0  (t)  1, while simple sawtooth function is in range of
[ 0:5; 0:5]. In addition, S(t) is modulated by power p to express nonlinear increases of (t).
Equation 3.20 is demonstrated in Fig.3.3.1 with changing (a)0 and (b)p. It is clear that (t)
increases except for !t = =2 and 3=2, where the sign of _(t) get inverted in Fig.3.3.1(a). The p
modulation eect is demonstrated in Fig.3.3.1(b) with constant amplitude 0 = 0:5. It is clear that
sudden drop o nature at shear inversion point is still the case even if p is modulated. p modulation
causes convex shape when p < 1, while concave when p > 1, as shown in this gure. In this way, p
modulation can represent nonlinear increases of (t) without loosing sudden drop o nature at shear
inversion points.
The assumption that (t) is represented by Eq.(3.20) is examined by comparing numerical result
in Fig.3.3.1. Although there are dierences in the way of increase, all of them exhibits sharp drop
o at !t = =2 and 3=2, as expected in Eq.(3.20). Regarding the increasing part, we can roughly
distinguish its behaviour into three types, i.e., (i)concave downward (ii) linear (iii) convex upward
shape. As mentioned above, these three types can be expressed by p modulation.
Why have these dierent three types appeared? Here, let me put a consideration. It must be
noticed that no particles can collide with other particles before amount of strain deformation reaches
at enough large. The distance in x direction x between a certain pair of particle decreases as (t)
increases. More explicitly,
x = x0   (t)y0 (3.22)
where x0 and y0 represents the initial distance between two particle in x and y argument, re-
spectively. Thus, nint or (t) does not increase before (t) becomes large enough to be x . d.
In other words, there is a threshold of deformation for collision events*5. Then, these three types
of behaviours are easy to understand. Concave downward type increase is realized with relatively
small amplitude. In this case, (t)  0 at some point since (t) cannot become large very fast. (t),
however, starts to increase once go across collision threshold, but it must be dropped o when shear
ow is reversed. As a result, concave shape is realized Linear increase is realized with moderate am-
plitude. In this case, (t) becomes large almost immediately enough for particles to collide. Further
larger amplitude causes convex upward type shape. In this case, particles almost immediately start
to collide as same as linear case, but it saturates at some points. As mentioned at discussion about
*5 Notice that this threshold is dierent from the threshold of reversible-irreversible transition, though it has
something to do with. This threshold can be dened with each pair of particles.
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chain cluster formation(see Fig.3.22), particles are now piled up in 135 direction by compressing
ow. Some particles may be pushed out of chain cluster if it is strongly compressed. As a result,
some part of particles leave the chain cluster, and eventually (t) saturate.
?
?
?
(a) (b) (c) (d)
?
?
?
?
?
?
?
?
?
Fig. 3.22 Schematics of particle pileup. Shear ow direction is indicated by black bold arrow
in above. Compressing ow of squeezing ow is indicated by red bold arrow, while elongation
ow is by blue arrow. (a)Particles start to come closer due to shear ow. (b)Then, rst pair
is created, but they climb up the other one due to overdamped nature, rather than scattered.
(c) The other particle collides to the existing pair during their climbing up, and make a longer
chain cluster. Due to the compressing ow, it is stable in 135 direction. (d)However, the
chain suddenly breaks down immediately after shear ow inversion since 135 direction is now
elongation axis.
3.3.2 Calculation of stress and consequent viscoelasticity
It is ready to calculate the p analytically based on estimations done previous section. Substituting
Eq.(3.19) and Eq.(3.20) into Eq.(3.16), we obtain
p  30d
30(n)
2vp
_(t)S(t)
= 20!H0(n) cos!tS(t)
20!H0(n)  Q(t; p) (3.23)
where
H0(n)  30d
3
2vp
=
9
2
00(n) (3.24)
This H0 has the dimension of viscosity, and it gives the magnitude of elasticity and viscosity due
to particle collision, as shown in SubSection 3.3.3. Equation (3.23) shows time dependency of p is
determined by S(t) cos!t. Therefore, it is obtained that viscoelasticity caused by p by applying
Fourier analysis or Chebyshev analysis to S(t) cos!t  Q(t; p).
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Fig. 3.23 Interacting particles in the plane of z = 324 during a certain cycle from numerical
simulation. Notice that only interacting particles are shown here. And the the radii of circles
are not constant since slices of particles are projected. Parameters and cycle is shown each
plots. Arrows indicating both direction and magnitude of compressing ow due to shear. Red
colour indicates _ > 0 while blue one _ < 0.
stress calculation p = 1
Here, p = 1 is supposed here because of diculty in analytical treatment.
S(t) cos!t  Q(t) = 1

1X
m

( 1)m+1
m
sin 2m!t cos!t

+
1
2
cos!t (3.25)
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Fig. 3.24 Demonstration of Eq(3.20). (a) 0 = 0:7(green dashed line), 0 = 0:5(blue solid line),
0 = 0:3(red dotted line), where (p; q) is xed at p = 1. (b) pp = 1(blue solid line),p = 5(green
dashed line),p = 0:2(red dotted line) where 0 = 0:5.
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Linear
convex up
Linear
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concave down
Linear
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Fig. 3.25 Numerically obtained (t) averaged over the last 10 cycle. Volume fractions  are
indicated in each plot with gray shade. Strain amplitude 0 is shown in legend. The words
"concave down", "convex up" and "Linear" indicates the examples of three type of functions.
Chapter 3 Low Density Regime 74
Here I dened Q(t) as Q(t)  Q(t; p = 1). Next, let me apply the stress decomposition Eq.(2.34)
and Eq.(2.35) to Q(t) in order to distinguish elastic and viscous contribution. Then, we obtain
Q0(t) =
1

1X
m

( 1)m+1
m
sin 2m!t cos!t

(3.26)
Q00(t) =
1
2
cos!t (3.27)
where Q0(t) and Q00(t) are elastic and viscous component of Q(t), respectively. Here, notice that the
operations
f(t); _(t)g ! f (t); _(t)g (3.28)
f(t); _(t)g ! f(t);  _(t)g (3.29)
are equivalent with
f!tg ! f !tg (3.30)
f!tg ! f   !tg (3.31)
respectively, since (t) / sin!t and _(t) / cos!t. If we noticed that the relation
sin 2m!t cos!t =
1
2
[sin ((2m+ 1)!t) + sin ((2m  1)!t)] (3.32)
then Q0(t) is rewritten into
Q0(t) =
1
2
1X
m=1
( 1)m+1
m
[sin ((2m+ 1)!t) + sin ((2m  1)!t)]
=
1
2
"
sin!t+
1X
m=1
( 1)m 1
m(m+ 1)
sin ((2m+ 1)!t)
#
(3.33)
Consequently, we obtain
0p = 0!H0
"
sin!t+
1X
m=1
( 1)m 1
m(m+ 1)
sin ((2m+ 1)!t)
#
(3.34)
00p = 0!H0 cos!t (3.35)
where 0p and 
00
p are the elastic and viscous stress component of p, respectively In addition, we
obtain the equation of total stress p as follows
p = 0!H0
"
 cos!t+ sin!t+
1X
m=1
( 1)m 1
m(m+ 1)
sin ((2m+ 1)!t)
#
(3.36)
since p = 
0
p + 
00
p .
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stress calculation p 6= 1
In the case of p 6= 1, it is quite dicult to obtain Fourier series of p analytically. However, Eq.(3.23)
is still valid, and we can obtain Fourier spectrum of Q(t; p) numerically. The numerically obtained
Fourier spectrum an(p) and bn(p) are dened as
Q(t; p) =
X
n
(an(p) cos!t+ bn(p) sin!t) : (3.37)
where p is a tting parameter as well as 0(See next Subsection).
consequent rheology
Firstly, I will give the results of rheology in the case with p = 1. Comparing with Eq.(2.29), Eqs
(3.34) and (3.35) directly gives all of the coecients of Fourier rheology in complex viscosity form.
They are expressed with odd integer n
0n =

H0 for n = 1
0 for n  3 (3.38)
00n =
8<:
H0 for n = 1
4
( 1)(n 3)=2
n2   1 H0 for n  3
(3.39)
It is straight forward to obtain vn and en from these above equations by using Eq.(2.37).
vn =

H0 for n = 1
0 for n  3 (3.40)
en =
8<:
H0! for n = 1
  4
n2   1H0! for n  3
(3.41)
In addition, we can obtain GM ; GL; M and L as
M = L = H0 (3.42)
GM = H0
"
1 +
1X
m=1
( 1)m 1(2m+ 1)
m(m+ 1)
#
= 2H0 (3.43)
GL = H0
"
1 
1X
m
1
m(m+ 1)
#
= 0 (3.44)
Notice here I have used Eq.(2.38) and Eq.(2.39). Finally, dimensionless index of nonlinearity S0 and
T 0 are obtained as
T 0 =
L   M
M
= 0
S0 =
GL  GM
GM
=  1 (3.45)
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As I mentioned at the head of this section, these results are based on p = 1. Thus, nonlinear increase
of (t) is not incorporated. However, I emphasize that these results perceive the essential nature of
the suspension rheology caused by interparticle interaction,even with p = 1.
To include the nonlinear increase of (t), I have also calculated rheology in the case of p 6= 1
numerically. In this case,
0n = 2H0an(p) (3.46)
00n = 2H0bn(p) (3.47)
And dimensionless index of nonlinearity S0 and T 0 are obtained from Eqs.(2.39),(2.38) and (2.40)
directly.
3.3.3 Comparison with numerical result
Here, I will compare numerical results and those of phenomenological model. First I will introduce
how to evaluate 0 numerically since the phenomenological model has still unknown parameter 0(n).
Then,linear and nonlinear rheology will be examined and discussed sequentially.
numerical estimation of 0 and p
It is necessary to know the value of 0(n) and p for quantitative evaluation of analytical viscoelas-
ticity introduced 3.3.3. However, the phenomenological model cannot predict them. Thus, I uses
num0 and p
num instead, which is obtained from numerical result of (t) with 0S(t) being tting
function(Detailed protocol is available in Appendix.C). Obtained values of num0 and p
num are shown
in Fig.3.26(a,b), respectively. One might feel that it is similar that the behaviour of num0 with h00in
and D. This indicates particle collision induces both elasticity and diusion, yet discussion will be
given followings. I note that I have faced a problem of obtaining the parameter pnum when num0  1
because (t) ' const: = 0 and can be tted by almost arbitrary p in such cases. For example,
pnum = 0 with 0 = 0:10 in all volume fraction but these results are unreliable by comparing the
tting curves and numerical results. Therefore, I have concluded that pnum at num0  10 3(which
corresponds to below thresholds) are not accurate,
linear rheology
The linear rheology , i.e, 01 and 
00
1 are now compared with numerical results. First let me start about
elasticity, Eq.(3.39) i.e., the results with p = 1. Numerically obtained averaged elasticity h00in are
compared with model result Eq.(3.39) in Fig.3.27. Here, notice that I used num0 as 0 in Eq.(3.39)
and Eq.(3.24) with p = 1. The results obtained from Eq.(3.39) are in qualitative agreement with
numerical results in all of volume fraction. It is noteworthy that the relative change of h00in with
respect to 0 is completely determined by 0 in this model since 
00
1 = H0 / 0. The model results
are seemed to be systematically smaller than numerical result below or around threshold amplitude,
while larger than those with relatively larger amplitude regime. These discrepancies are explained
as follows. Below the threshold amplitude, there is large discrepancy of 00(n) between early cycle
regime and later cycle regime due to relaxation. As mentioned at Fig.3.6 in Section 3.1.3, simple time
averaging includes relaxing state. Therefore it tend to overestimate the elasticity, and consequently
it becomes h00in > H0 In contrast, above the threshold, this relaxation eect is not pronounced
since h00in keeps almost constant value in time(See Fig.3.3). However, in turn h00in < H0 in this
regime. I suspect this is due to deviation of collision angle  and p. It is supposed in the model
that  is constant and the same among all of the collision particles, which is shown in Eq.(3.17).
Chapter 3 Low Density Regime 77
0 1 2 3 4 5 6
γ0
0.05
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
ρ
n
u
m
(a) φ : 0. 20
φ : 0. 25
φ : 0. 30
φ : 0. 35
0 1 2 3 4 5 6
γ0
0
5
10
15
20
25
30
35
40
p
n
u
m
(b)
0 1 2 3 4 5 6
0.0
0.5
1.0
1.5
2.0
Fig. 3.26 (a)num0 , which is numerically obtained 0. (b)p
num, which is numerically obtained
p. Inset shows the region 0  p  2:0. Detailed protocol to obtain this parameter is shown in
Appendix.C.
However, it is not strictly the case since the distribution of  has obvious deviation as shown in
Fig.3.21. Ignoring the deviation in , the model overestimate elasticity since j sin 2j is maximum
when  = 135 or  = 45. This eect is less impact below threshold amplitude since magnitude
of 0 almost determines in this regime. Consequently, h00in < H0 is observed in large amplitude
regime. The eect of p is examined by numerically calculated Fourier spectrum of Q(t; p) which
predicts Eq.(3.47). The results are plotted by green open markers in Fig.3.27, which shows more
accurate results since they display closer value with the results of numerical simulations and have
saturated at large amplitude domain. It is natural because there are two tting parameters, num0
and pnum.
Next, let me check about viscosity. It is must be mentioned that viscosity cannot be determined
by p solely in contrast to elasticity. It is found that onset of strain-thickening in large amplitude
regime is caused by p, as discussed in Section 3.2.2. This nding is based on the geometrical
interpretation of decomposed stress curve. Here, we must remember that the magnitude of viscous
contribution of h did not change in large amplitude regime, compared with lower amplitude regime.
See Fig.3.18. Therefore, the viscosity without the contribution of interparticle interaction does not
exhibit strain-thickening. Numerical simulation gives us an advantage that of this point, since we
can separately consider the stress contribution, as shown in Eq.(3.9). In other words, 00 can be
decomposed into three part, i.e., 0 = 0f + 
0
h + 
0
p. Here, 
0
i with i = (f; h; p) is linear viscosity
obtained from Fourier rheology of i. Viscosity originated from purely hydrodynamic contribution
is represented as 0f+h = 
0
f + 
0
h, which is the viscosity obtained from Fourier rheology of f + h.
On the other hand, 0p = H0 based on Eq.(3.38). Then the following equation should hold
0 = 0f+h + 
0
p = 
0
f+h + H0 (3.48)
This prediction is conrmed in Fig.3.28. First, 0f+h is in good agreement with 
0 below threshold
amplitude regime. Thus, h+f determines viscosity in this regime. Increasing 0 causes separation
between 0 and 0f+h. Above threshold, 
0
f+h keeps almost constant value after strain-thinning,
while 0 increases and exhibit strain-thinning. This result means that strain-thickening cannot be
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explained by hydrodynamic contributions in this simulation. In contrast, it is clear that 0f+h+H0
could reproduce well 0 in whole range of 0, thus Eq.(3.48) does hold. Incorporating behaviour
of 0f+h mentioned above, this result means p does cause strain-thickening, and its magnitude
is represented as H0. However, this good agreement is caused by chance since model prediction
becomes less accurate when the eect of p is included. The results are plotted by green open markers
in Fig.3.28, which is less accurate than the results with p = 1. I consider that this discrepancy stems
from the estimation of F , which is proportional to _(t) and its coecient is represented by Stokes'
drag coecient. In dense suspension case, the ow prole around particles are not so simple that
the assumption of F / _(t) and drag coecients are not necessarily correct. This misestimation is
critical because the viscosity of this model is strongly depends on the estimation of F . Nevertheless,
it is still valid that interparticle force does accounts for strain-thickening behaviours.
It is worth to mention about strain-thinning. In contrast to strain-thickening, p does not con-
tributes to strain-thinning since 0f+h is in agreement with 
0 in thinning domain. Consequently, the
phenomenological model cannot explain strain-thinning since it describes only the stress stemmed
from interparticle interaction.
As a conclusion for model prediction of linear viscoelasticity, I have to mention about the mises-
timation eect of pnum. As mentioned, the values of pnum at num0  10 3 are not accurate. This
region corresponds to the reversible state, i.e., the results below threshold amplitude. In spite of
misestimation, both of the results 00 and 0 are not so bad below the thresholds. This is because of
00 and 0 are multiplied by num0 , then their values become very small and the eects of misestima-
tion of pnum become less important. I note that this situation is quite dierent from S0 and T 0, as
seen in followings.
nonlinear parameters
Next, nonlinear parameters, i.e., T 0 and S0 are examined. Figure.3.29 shows the result with p = 1.
Notice the same results with Fig.3.11 are replotted for discussion.
S0 is predicted to be
S0 =  1 (3.49)
by Eq.(3.45).
S0 obtained from numerical simulations becomes '  1 above threshold amplitude. In Fig.3.29, it
is the case only above threshold of 0. I consider that the reason why it does not match is that (t)
is not exactly same as S(t) with p = 1.
To evaluate the eect of p, I have calculated S0 and T 0 as a function of p(notice that S and T does
not depends on 0 generally). The results are plotted in Fig.3.30(a,orange solid line). Numerically
obtained S0(p) has three signicant properties. First, it has a singularity around p ' 55(indicated
by black dashed line). This point corresponds to GM = 0 because S
0 / 1=GM in this area, which
means that no elasticity is observed in linear response regime. Second, S0(p) rapidly decreases from
innity as p decreases, and becomes negative from positive around p ' 101. Note that decreasing p
corresponds to increasing 0 here. Thus, this results means that it is possible for S
0 becomes positive
in small amplitude region. Thirdly, S0(p) has a wide plateau of S0(p) '  1 around 10 2  p  5.
Therefore, S0 =  1 holds relatively robust above threshold amplitude since typically 10 2  pnum 
2 from tting. Here, I note that S0(p) =  1 corresponds to GL = 0, which means the elasticity
becomes zero after largely deformed.
In Fig.3.30(c), S0(p)(green open markers) is compared with numerical simulation results by apply-
ing the specied pnum in the case of  = 0:35. First, I mention about 0 < 2, where S
0(p) seems to fail
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Fig. 3.27 Numerically obtained elasticity h00in is compared with those obtained from phe-
nomenological model. Notice that numerical results are the same as those of Fig.3.6. Coloured
lled markers indicate numerical results. Colour codes volume fraction as, Blue: = 0:20, Light
Blue: = 0:25, Light Green: = 0:30, Orange: = 0:35. Magenta open markers represents H0
evaluated by using num0 shown in Fig3.26. Errorbars indicate the standard deviation of ensem-
ble average(See Fig.3.6 and Table 3.1). Green open markers represents the results calculated
from phenomenological model with p 6= 1 numerically, i.e., Eq.(3.47).
to reproduce numerical simulation results. The black arrows indicates where pnum tting had been
failed completely(corresponds to 0 is quite small); in this case, p
num = 0 and S0(p) = 0. The other
points below 0 < 2, non zero values of p
num is obtained, however they are not reliable, as mentioned.
Therefore, it is impossible to interpret something from this comparison in this region. In contrast,
it is possible to say that S0(p) could reproduce the numerical simulation result above threshold(in
this case 0  2). Both simulation and S0(p) shows S0 '  1, i.e., strong strain-softening( note that
num0 is large enough to obtain p
num at this region). I note that these results are the qualitatively
the same with those of the other volume fractions.
S0 '  1 seems to be very robust above threshold. In fact, this robustness is explained by the
nature of (t). I have put two assumptions about (t) that it increases monotonically with (t), but
it suddenly drops o when the sign of _(t) is inverted. Then, Q(t; p) converges into zero around
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Fig. 3.28 Numerically obtained viscosity h0in is compared with those obtained from phe-
nomenological model. Notice that numerical results are the same as those of Fig.3.6. Coloured
lled markers indicate numerical results. Colour codes volume fraction as, Blue: = 0:20, Light
Blue: = 0:25, Light Green: = 0:30, Orange: = 0:35. Black open markers represents h0f+hin
where 0f+h denotes the viscosity obtained by excluding p eect. h0f+hin is time average
in whole simulation cycle. Magenta open markers represents h0f+hin + H0, where H0 is
predicted contribution of p on viscosity from model. H0 is evaluated by using 
num
0 shown in
Fig3.26. Green open markers represents the results calculated from phenomenological model
with p 6= 1 numerically, i.e., Eq.(3.47).
!t = =2 or 3=2. This !t = =2 or 3=2 correspond to the phase where j(t)j reaches at the
maximum. Thus, p, which is proportional to (t), must converges into zero, too. It means that
limj(t)j!0 p = 0, thus GL = =(t)jj(t)j=0 = 0 Consequently, S0 must be negative as long as
GM > 0. More physical and intuitive interpretation of strain-softening nature can be provided
as follows. Sudden drop of (t) at shear inversion is based on the picture that particles tend to
stuck in compression axis of shear ow. As I mentioned, particles chain cluster immediately breaks
when shear inversion, since compression axis is now corresponds to elongation axis.See Fig.1.7.
Thus, interaction forces among particles inevitably become zero at shear inversion, and resulting in
negative nonlinearity in elasticity. Here, I note that drop o nature is not the case with interaction
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has attractive part.
In contrast to elasticity, T 0 = 0 is predicted with p = 1. However, the actual change of T 0 with
respect to 0 shows weak nonzero nonlinearity in viscosity in Fig.3.29. As I mentioned at Fig.3.11,
nonlinearity below threshold amplitude is caused by hydrodynamic contribution, i.e., h. Therefore,
T 0 do not agree with model prediction because this model can predict only the contribution of p It
is above the threshold amplitude where p plays a key role in suspension rheology. In this regime,
however, T 0 has positive value in order of 10 2. In fact, viscous Lissajous plot of p demonstrates it
has positive contribution in nonlinearity(Fig.3.18). Thus, the model with p = 1 could not reproduce
the viscous nonlinearity even above threshold amplitude.
Can we predict T 0 more accurately if p is introduced in model as another tting parameter? To
answer this question, T 0(p) is shown Fig.3.30(b,blue dashed line). The important property of T 0(p) is
that it is largely negative at p > 1 but slightly positive at p < 1. Typically p decreases as 0 increases
as mentioned at discussion of S0(p), thus T 0(p) predicts that nonlinearity of viscosity displays negative
at small amplitude but positive at large amplitude. T 0(p) is compared with simulation result in the
case of  = 0:35 in (b). It largely dierent from simulation result, particularly 0 < 2(below
threshold). This large discrepancy stems from misestimation of pnum due to very small num0 , as
well as S0(p). Thus, meaningful comparison can be done only at 0  2. At this region, both T 0(p)
and simulation results shows transient from negative to positive, but their magnitudes are dierent.
The negative/positive transient is explained because p goes across the line of p = 0. Regarding the
magnitudes dierence, I suspect that this misprediction is originated in estimation of F , as mentioned
at the discussion of 0, namely, the estimation of F should be corrected by including hydrodynamic
interparticle coupling.
As a conclusion of discussion about nonlinearity, I note that nonlinearity parameters S0; T 0 are
more sensitive to the prole of Q(t; p) than those of linear parameters 0; 00 since S0 and T 0 can be
determined only by p. In addition, it is very dicult to obtain pnum if num0 , as mentioned so far.
Thus, the validity of this model about nonlinearity is restricted only where 0 is above threshold. It
is noteworthy that this model could explain nonlinearity qualitatively(sign of S0; T 0) above threshold,
in spite of this diculty.
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Fig. 3.29 Model with p = 1 comparison to numerical result about nonlinear parameters.
Numerical data is the same as Fig.3.11. Red dashed lines are model prediction with p = 1,
which is constant with respect to 0.
(c)
 γ0 > γc  γ0 < γc
 γ0 > γc  γ0 < γc
(d)
Fig. 3.30 The model result with p as another tting parameter is compared in the case of
 = 0:35. (a) S0(p)(orange solid line) and (b) T 0(p)(light blue dashed line) obtained numerically
from model. Red and blue arrows indicate the relevance of p and 0(See also Fig.3.26(b)). Black
dashed line shows p = 54:5, around where S0(p) diverges to 1. (c)S0, nonlinearity index of
elasticity. orange solid and green open markers are simulation and model results, respectively.
Black arrow indicates the points where pnum tting has been failed completely. Notice that
pnum tting is not very accurate below 0 < 2 due to very small 
num
0 . (d)T
0, nonlinearity index
of viscosity. Markers and arrows means the same as (c).
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Chapter 4
High Density Regime
In this Chapter.4, results of relatively high density regime, i.e., those of 0:40    0:51 will be
given. As mentioned in Section.3.1.1, dynamics of particles drastically changes, and no more diusive
even with large amplitude. In this regime, internal structure of suspensions become quite dierent
from those of relatively lower volume fraction. As a result, rheology of suspensions also becomes
dierent.
4.1 Internal Structure in High  regime
I will start from showing simple plot of particles position to demonstrate in what sense their internal
structure is dierent from those of 0:20    0:35. Center of mass plots for all of particles shown
in Fig.4.1. Parameters are set to  = 0:40 and  = 0:51 with the smallest and largest 0.
With the smallest amplitude 0 = 0:10, both of plots exhibit random distribution. On the other
hand, it exhibits clearly ordered structures with the largest amplitude. In the case of  = 0:40; 0 =
4:00, onset honeycomb structure is found in yz plane. Although this structure is also observed
in lower density, it has eventually ruined if large amplitude of strain is imposed. Consequently,
it becomes more stable with increase of . These honeycomb structures, however, are not fully
global since there is disordered location, indicated by red arrow. Ordered structure become more
pronounced and stable if  becomes larger. In the case of  = 0:51; 0 = 4:00, again clear honeycomb
structure is observed. In addition, alignment of particles in x direction arises in xy plane, indicated
by blue arrow. This indicates that structure becomes more global in system. In this way, the ordered
structure has become more robust and stable since it has sustained even with the largest amplitude
of strain. It indicates that particles are more strongly conned and less mobile, which leads to
the suppression of diusive motion, which is signicantly dierent from the results of relatively
low volume fraction. Another new characteristic at high volume fraction is that the stroboscopic
dynamics of structure of particles becomes very slow. A time series of the location of particles with
 = 0:51 and 0 = 0:92 is plotted in Fig.4.2. At rst particles move so as to be ordered structure from
random initial distribution(0 cycle), and short string-like structures appears(at 25 cycle). As time
evolved, the length of these strings becomes larger(at 50 cycle) but they cannot be spread in whole
space, creating a dislocation line(at 75 cycle, diagonal direction). This dislocation line has remained
for a very long time as shown in the plot at 400 cycle, which indicates the structural dynamics have
undergone a signicant slowing down. As a result, the system is expected to be relaxed for a very
long time.
These new characteristics should originate from high packing fraction of suspension. The room
where particles move into is reduced due to high packing fraction, which makes particles less mobile.
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Then, the ordered structure should become very stable because particles can use the space eciently
in such structures. As a result, honeycomb structure becomes so robust that it cannot be broken
even with large driven force(i.e., large 0). The emergence of dislocation might be understood as
similar perspective. With moderate 0, particles conguration cannot be organized fully due to
insucient driven force. Then, many local ordered cluster appear in space at rst. These local
ordered structures get reorganized as they are combined with the other clusters, and as a result the
system becomes more stable. But this reorganization gets slower and slower as ordered structure
becomes larger, since such ordered structure is more stable. As a result, the dislocation exhibits very
slow dynamics.
4.1.1 Radial distribution
Simple and local pair correlation function, g(r) and gs(r), is obtained to investigate internal structure
more statistically. First, let me start from one dimensional pair correlation function g(r), i.e., radial
distribution function, shown in Fig.4.3. The rst peak is more pronounced in g(r) of 0:40    0:51
compared with g(r) of 0:20    0:35(Fig.3.17). This is because average distance between particles
are reduced due to high packing fraction. The second, third and fourth peaks are also grown in this
regime, which is also caused by high packing fraction. There are less space for particles to move in
densely packed suspensions compared with relatively dilute suspension. Thus, particles become less
mobile and tend to locate xed point. In other words, gaseous distribution is observed in relatively
dilute region, while liquid like distribution in dense regime. It must be mentioned that onset of second
peak split is observed with relatively large amplitude(iii) and maximum amplitude(iv). Second peak
splitting indicates there are two typical length scale around r  2d. Thus, it is expected for structure
to have two dierent ordered structures at the same time, which will be found in 2D projection plots
of g(r). Actually, such second peak splitting is typically observed in glass phase transition[92, 93].
It is known that the second peak splitting is caused by two dierent typical length in structure
in glass transition. It is indicative because all of the volume fractions shown here are signicantly
smaller that colloidal glass transition point  ' 0:58[73][72]. I note here, however, it is not possible
to compare directly the results in Fig.4.3 with those of glass transition.
4.1.2 Local and global structure
Here, gs(r) and g(r) are compared to demonstrate the growth of global structure. As mentioned in
Section3.2.2, gs(r) reects on local structure more sensitively than g(r). Therefore, comparison of
them gives us insight about deferences between local and global structure.
local structure
gs(x; y); gs(y; z) and gs(z; x) are shown in Fig.4.4 and Fig.4.5 with  = 0:40 and  = 0:51, respec-
tively. These plots are obtained in the same way as Fig.3.15 or Fig.3.16.
The results of  = 0:40 is qualitatively the same as those of  = 0:35 except for the result with the
largest amplitude. See also Fig.3.16. It is random except for exclusive volume of particle with the
smallest amplitude. 0 = 0:10. Increasing 0 = 1:23, stripe pattern in xy ,zx plane and honeycomb
structure in yz plane. These structures are qualitatively the same as structure type (i) and (ii)
introduced in Subsection.3.2.1. The big dierence between low and high volume fraction is that this
ordered structure remains even with the largest amplitude of strain 0 = 3:00; 4:00. In addition,
anisotropic distribution of g(x; y) in compression axis has never arisen in high density regime. Note
that these tendency is also observed in  = 0:45.
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Fig. 4.1 Center of mass plots for all of particles. 1st column; 3D plot, 2nd; projection into xy
plane, 3rd; yz, 4th; zx. Figures at 1st and 2nd lines are plot of  = 0:40 with the smallest and
largest amplitude 0. Figures at 3rd and 4th lines are plot of  = 0:51 with the smallest and
largest amplitude 0. Parameters are shown in bottom of 3D plot. Colour of projection plots
codes depth of particle position, for example z argument of particle in xy plane. Honeycomb
conguration is indicated by a hexagon with orange dotted line. Red arrow indicates local
disorder. Blue arrow indicates alignment of particles in x direction.
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Fig. 4.2 Demonstration of dislocation and dislocation line of structure with  = 0:51; 0 =
0:92, which is projections of COM of particles into yz plane. Colour indicates x position.
Time is indicated at lower right of each plot as number of cycles. After 75 cycles(top right), a
dislocation line has appeared in diagonal direction, and develops as time evolved(bottom row).
On the other hand, dierent tendency from those of lower fraction is observed in  = 0:51 with
0 = 0:10. In Fig.4.5, multiple circulars distribution is observed even with smallest amplitude. It
means that suspension has already started to be organized even with the smallest amplitude. This
is reected in g(r=d) as shown in Fig.4.3(i), which shows relatively larger second peak. Increasing
strain amplitude causes honeycomb structure in g(y; z)(0 = 0:46). At this point, g(x; y) and
g(z; x) exhibit also localized structure. Especially, four strong correlation spots are found on tilted
rectangular lattice in g(x; y), indicated by gray arrows in the gures on second line of Fig.4.5. In
g(z; x) plane elliptical structure is observed , which indicates onset of short local alignment. In
the further larger amplitude case of 0 = 2:00, g(x; y) exhibits clear stripe pattern in y direction,
and g(y; z) exhibits honeycomb structure, which is observed in other volume fractions. In contrast,
g(z; x) has exhibited quite interesting structure because honeycomb plus stripe line structure has
appeared. This indicates coexistence of two dierent structure, and as a result, two typical length
scale in correlation. In 0 = 4:00 almost the same structure appears as 0 = 2:00. Here, note that
results of  = 0:50 are qualitatively the same as those of  = 0:51
global structure
Next, g(x; y); g(y; z) and g(z; x) are shown in Fig.4.6 and Fig.4.7 with  = 0:40 and  = 0:51,
respectively. Again let me start from  = 0:40. It is still random distribution with the smallest
amplitude 0 = 0:10. With 0 = 1:23, ne and homogeneous stripe pattern has appeared g(x; y),
while it was wide or not homogeneous stripe pattern in gs(x; y). These results indicates that particles
are organized only locally. In other words, correlation length of structure is smaller than system size,
and as a result, ordered structures seem to be "blurred" in g(x; y) or g(z; x). These discussion is
applicable to g(z; x), yet now the stripe pattern has almost disappeared. On the other hand, g(x; y)
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Fig. 4.3 one dimensional pair correlation function g(r). Parameters are indicated in each plot
as legend. (i)With the minimum amplitude of 0. The 2nd (black arrow) peak exists, which
indicates liquid-like structure. (ii) With relatively small amplitude of 0. The 3rd peak(black
arrows), or 4th peak(red arrow) appears with more pronounced 1st and 2nd peaks, which
indicates periodic structure is grown. The 1st peak is slightly decreased. (iii) With relatively
large amplitude of 0. The 1st peak is slightly increased and recovered the same level with (i).
The 2nd peak is split(black arrow) and the 4th peak is clearly grown(red arrows) compared with
(ii). (iv) With the maximum amplitude of 0. The 2nd peak split becomes less pronounced
than (iii).
still exhibits honeycomb structure. In contrast to g(x; y) and g(z; x), honeycomb structure has still
remained in g(y; z), which indicates that correlation length of structure is as long as system size. It
is qualitatively the same as the case of 0 = 1:23 that the dierence between gs(r) and g(r) in the
case of 0 = 3:00; 4:00.
Ordered structures found in gs with  = 0:51 also blurred when all of the particle projected in the
same plane. Fig.4.7 shows g(x; y); g(y; z) and g(z; x) with  = 0:51 With 0 = 0:10, again it is still
random distribution. With 00 = 0:46, g(x; y) exhibits more homogeneous structure than gs(x; y).
In addition, g(y; z) is not complete honeycomb structure. Instead, it exhibits mesh structure, which
can be obtained by accumulating local plane of honeycomb structure with slightly shifting. Shift
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direction of local plane is indicated by double headed arrow. Here, four strong correlation spots have,
however, still remained, which means long correlation length. g(z; x) exhibits interesting structure.
It shows short straight alignment order exist in x direction, which is indicated by green dotted line.
This is reconnected at a certain x, and as a result, it causes a elongated hexagonal like structure.
With 0 = 2:00 and 0 = 4:00, g exhibits similar structure with gs. Almost the same pattern is
observed in all of g(x; y); g(y; z) and g(z; x), which means correlation length is as long as system size,
which can be also checked in Fig.4.1. Here, note that  = 0:50 again shows the same result as those
of  = 0:51, qualitatively .
Chapter 4 High Density Regime 89
Fig. 4.4 2D radial distribution function gs(r) of  = 0:40. [left column]gs(x; y), [middle
column]gs(y; z), [right column]gs(z; x). 0 varies in each lines, as indicated in plot of gs(z; x).
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Fig. 4.5 2D radial distribution function gs(r) of  = 0:510. [left column]gs(x; y), [middle
column]gs(y; z), [right column]gs(z; x). 0 varies in each lines, as indicated plot of gs(z; x).
Gray arrows indicates four strong correlation spots. Gray hexagon and black arrows indicate
coexistence of honeycomb structure and stripe lines.
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Fig. 4.6 2D radial distribution function g(r) of  = 0:40. [left column]g(x; y), [middle
column]g(y; z), [right column]g(z; x). 0 varies in each lines, as indicated in plot of g(z; x).
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Fig. 4.7 2D radial distribution function g of  = 0:510. [left column]g(x; y), [middle
column]g(y; z), [right column]g(z; x). 0 varies in each lines, as indicated plot of g(z; x). Gray
arrows indicates four strong correlation spots. Gray double headed arrow represent shift di-
rection of local plane. Green dotted lines are guide to eye of short alignment order and its
reconnection. Gray hexagon and black arrows indicate coexistence of honeycomb structure
and stripe lines.
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4.2 Relevance of Internal Structure and Rheology
In order to see eect of structural change on rheology, the same parameters as those of low density
regime will be shown. It will reveal that relevance of shear induced diusion and elasticity hold no
longer.
4.2.1 Relevance of SMSD and instantaneous rheology
Firstly, time development of diusive behaviour and rheology, i.e., SMSD per cycle 2(n) and complex
viscosity 0(n); 00(n) are shown in Fig.4.8. Compared with relatively low density regime(Fig.3.3),
2(n) shows similar behaviour, namely magnitude of 2(n) increases with ramp of 0. In addition, it
decays algebraically with relatively small 0 (dark blue or blue curves) and moderate 0(light blue to
yellow curves) These properties are qualitatively the same as those of relatively low density regime.
And, anisotropy has still remained even with high density regime, as shown in Fig.4.9. However,
even with the largest amplitude group(orange or red curves), it does not reach at quasi-steady state,
but it still keep algebraic decay. For example, the result of 0 = 4:00 keep decaying in  = 0:51.
Based on the reversible-irreversible transition scheme, threshold amplitude becomes smaller with
denser suspension, as exhibited in Fig.3.7. Therefore, 0 = 4:00 becomes quite larger than estimated
threshold relatively. Even though, it still keeps decaying, which indicates that diusive behaviour is
strongly suppressed in dense suspensions.
Next, let me see elasticity 00(n). Compared with relatively low density regime(Fig.3.3), the
correlation between 2(n) and 00(n) is opposite, i.e., larger amplitude causes larger 2(n) but smaller
00(n). In addition, large amplitude causes rapid relaxation and 00(n) reaches quasi-steady state,
while moderate amplitudes causes algebraic decay. It is clearly strain-softening since large amplitude
causes smaller elasticity, which recalls us a plastic behaviour of crystal[94, 95], which is observed
in dense colloidal(Brownian) suspensions[96, 97, 98]. It is, however, exception with  = 0:40, since
00(n) with the largest amplitude is comparable with results with other moderate amplitudes.
Regarding to viscosity 0(n), qualitatively the same results are obtained as dierent . It reaches
steady states after rapid relaxation. Compared with Fig.3.3, this situation is dierent from lower
density regime in the sense there are no steady state without any relaxation. In lower density regime,
00(n) falls into steady state immediately with large amplitude.
These behaviour is coupled with internal structure. As mentioned in previous section, honeycomb
structure or stripe pattern have remained even with large amplitude in relatively high . Then,
particles location is restricted, thus they cannot move freely and less diusion even with largest
amplitude. The behaviour of viscosity also reects such ordered structure. In lower density regime,
it is considered that shear thinning is caused by honeycomb structure and stripe pattern, which
is broken with large amplitude In higher density regime, this ordered structure remains even with
large amplitude, therefore there is no steady state without any relaxation. The behaviour of elasticity
indicates that particles are less chance to collide with the other particles when strain is imposed with
larger amplitude. It is plausible that ordered structure inhibits collision events, but it is conrmed
at end of this chapter.
Comparing 2(n) and 00(n):0(n) shows that correlation between them are decreased. Figure.4.10
shows larger uctuations compared with Fig.3.4. Even though, except for uctuation increase,
viscosity behaves in similar way with those of lower density regime, as shown in (a). Elasticity shows
still positive correlation with 2. However, now larger 0 causes decrease of 
00(n), as indicated
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by black arrow in (b). The scaling behaviour is now less useful, as demonstrated in (c) and (d).
Therefore, after here I do not consider about scaling which considered in lower density regime.
Here I note that these results shown here have been still in relaxation state since 2(n) decays
algebraically. As mentioned in Section 4.1, a notable new characteristic of at high volume fraction
is that system exhibits a very long relaxation , which might be caused by multi-length scale of
dislocation. Such multi-length scale in dislocation is well known in the context of plasticity of
crystals caused by dislocation[94, 95]. Multiscale of length typically causes power-law phenomena,
for example, the kinetics of dislocation[99, 100, 101]. The algebraical decays in 2(n) might be
related with the perspective of such multiscale phenomena of the dislocation in crystals. The time
evolution of dislocation inside materials can cause the plasticity in response. Typically, the plasticity
is explained by the topological change of relative conguration of dislocation structure, which is
ubiquitous picture[102, 103, 97, 104, 98, 10, 105, 101, 106]. For example, an annihilation of dislocation
caused by shear strain brings the crystal system to more stable states which accompanies with energy
dissipation and is observed as a plastic response[98]. Therefore, the bulk response to shear strain
should couples with such topological change of dislocation, and it might explain the long relaxation
of rheological parameters.
4.2.2 Diusion coecients and Averaged Rheology
accumulated SMSD and Linear rheology
Next, averaged behaviours of diusion and rheology are discussed here. Diusion coecients and
averaged elasticity and viscosity are shown in Fig.4.11. First, let me start to see diusion coecients
D;Dx; Dy; Dz. With  = 0:40 and 0:45, it shows monotonic increase of its value after some point of
amplitude, i.e., it is qualitatively the same with those of   0:35. However, D or other coecients
do not increase but it keeps small value with   0:50. This behaviour is originated from behaviour
of accumulated SMSD hx2=d2i. Fig.4.12 exhibits accumulated SMSD hx2=d2i versus   = 4n0.
It is clear that hx2=d2i does not increase linearly even with large amplitude except for  = 0:40.
This means not only that stroboscopic motion of particles is suppressed strongly but also that the
evaluation of the mobility of particles by diusion coecients is invalid. In fact, the increase of
SMSD is steady no longer. As indicated by red or blue arrows in gure, slope of hx2=d2i is not
constant, or even stepwise, which is unlikely to occur in diusion behaviour. In response to this
result, I do not consider diusion coecients as a parameter of particle mobility after here.
Not constant slope or stepwise change of hx2=d2i might indicate there are two length scale of
local structure. A plausible story of this is as follows. When particles are conned in the structure
with smaller scale length, they cannot move freely, thus slope of hx2=d2i becomes gentle or even
at. In contrast, once they have succeeded in leaving the smaller structure, then they can more
freely move around since there are more free space to move. Thus, it causes onset of steeper or
even stepwise slope in hx2=d2i. However, they might be caught in the smaller structure again after
freely motion for several time, then again the slope of SMSD becomes gentle or at. This story will
be discussed again in next section with comparing rheological result and the result of g(r).
Time averaged elasticity h00in shows quite dierent behaviour from those of lower density, except
for  = 0:40. With  = 0:40, it is similar behaviour with those of   0:35. With   0:45, h00in
has not small value even with the smallest amplitude. Then, h00in becomes larger at intermediate
amplitude, but it decays if further larger amplitude is imposed. As a result, now h00in has bell-shape
with ramp of 0, and exhibits strain-softening behaviour. Time averaged viscosity h0in is relatively
similar with those of lower density, because it shows strain thickening after strain thinning. It is,
however, notable that the magnitude of thickening has become small. This indicates that number
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Fig. 4.8 Time series of viscosity 0, elasticity00, and SMSD per cycle 2. Notice that these
data are taken moving average with 3 cycles. Each plots is labelled twofold marks, like (a-i).
a,b,c,d denotes volume fraction where a:  = 0:40, b:0.45, c:0.50, d:0.51. i,ii,iii indicates y axis,
where i:0, ii:00, iii:2. Colours code the strain amplitude 0, changing blue to green, yellow,
and red as 0 increases. Their specied values are shown in (*-i). legend is common as far as
 is same.
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Fig. 4.9 Time series of viscosity one dimensional SMSDs per cycle 2x; 
2
y; 
2
z dened as Eq.(3.2).
Notice that these data are taken moving average with 3 cycles. Each plots is labelled twofold
marks, like (a-i). a,b,c,d denotes volume fraction where a:  = 0:40, b:0.45, c:0.50, d:0.51. i,ii,iii
indicates y axis, where 2x; 
2
y; 
2
z respectively. Colours code the strain amplitude 0, changing
blue to green, yellow, and red as 0 increases. Specied values of parameters are shown in
Fig.4.8
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Fig. 4.10 The plot of rheological parameters (a)0(n) and (b)00(n) and (c,d) their normalized
values versus SMSD per cycle 2(n). Markers' legend is shown in (a). (a) The magnitudes
of viscosity strongly depends on volume fractions. (b)The elasticities 00 show clear positive
correlation to SMSD per cycle 2. (c) The viscosity normalized by Eq.(3.3) with coecients
a1 = 2:5; a2 = 3:6 . (d) The elasticity normalized by 
 3. In response to the result of (c,d), I
do not consider about scaling of 00 or 0 by  after here.
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of interacting particles, or 0, does not increase drastically even with large amplitude.
nonlinear rheology
Nonlinear rheological parameters, i.e., e3; v3; S
0 and T 0 are shown in Fig.4.13. Elastic parameters e3
similar behaviour in all of volume fraction. They show a tent-like shape, as shown in (a), namely
e3=e1 rst increases, but greet the peak at some point, then it decays as increase 0. Increase of
 makes the magnitude of e3=e1 shift above. As a result, it is positive in   0:50 in whole range
of 0, while it is positive around peak but negative with large amplitude in   0:45. S0 changes
drastically with , since S0 < 0 in whole range with   0:45, while extremely large peak exist with
  0:50 as shown in (c) and (e). In the case of   0:45, it shows a tent like shape with ramp of
0, as shown in (e). This behaviour is similar with one of  = 0:35; 0:30. On the other hand, S
0
becomes large drastically with intermediate 0 in the case of   0:51 as shown in (c). However, it
suddenly drops o and becomes S0 <  1, then gradually converges around S0   1, as shown in
(e). It is notable still S0 !  1 with large amplitude limit, since it means not only strain softening
but also GL ! 0.
Both of viscosity nonlinear parameters shows similar behaviour in all volume fractions, as shown
in (b) and (d), namely, it rst negative but eventually comes around 0. However, T 0 shows miner
dierence between  = 0:40; 0:45 and  = 0:50; 0:51. It has tent like shape with its peak below with
 = 0:40; 0:45, while cli like shape with  = 0:50; 0:51. This means suspension shows relatively
stronger nonlinearity at the smallest amplitude. It is explained since particle interaction contribution
to viscosity remain even with the smallest amplitude, as will be discussed in next section. It is notable
that there is no domain where T 0 becomes positive, i.e, suspension now always exhibits intracycle
shear thinning property or Newtonian behaviour.
insights from Lissajous plots
Lissajous plot of stress gives us many geometrical interpretation about rheology. For demonstration,
Lissajous curves of  = 0:50 will be shown here. I note, however, the results of the other  are
qualitatively the same as  = 0:50.
First, let me see contribution of p to elasticity. Figure. 4.14 shows Lissajous plot of sp = p=0 _0
versus x = (t)=0, with  = 0:50. It is clear still p contributes to elasticity strongly. sp has
unignorable contribution to stress as large as sp  1 even with the smallest amplitude, as shown (a).
It is contrasting with the result of lower density regime because jspj  0 in those cases. Therefore,
the contribution of particle interaction to stress cannot be ignored even with the smallest amplitude.
It is worth to note that the magnitude of sp becomes small with ramp of 0, which is found if you
compare the scale of (a) to (d). This is consistent with the fact that strain-softening is observed
with ramp of 0 in the case of  = 0:50.
One might be aware about asymmetric shape of sp except for (d). The peak of sp around x  1
is larger than one around x   1 in (a) and (b), with 0 = 0:27; 0:43 respectively. More clear
asymmetric shape of Lissajous plot is found in (c), with 0 = 0:80. As indicated by light blue
arrows, it has double peaks in domain of sp > 0 while single peak in sp < 0. Such asymmetric shape
of sp causes failure in stress decomposition Eq.(2.34). As indicated by orange arrow in (c), s
0 has
open space in Lissajous plot, which means s0 is single valued function no longer. It is found that a
small but open space in Lissajous plot of s0 at (a) and (b). Asymmetric shape of stress means that p
exhibits hysteresis. This is an indication of plastic deformation of structure in particle conguration
since p strongly depends on particles conguration. In other words, this is the sign of an irreversible
structural development.
Such asymmetry in stress disappears when large amplitude is imposed as shown in (d). Recovering
Chapter 4 High Density Regime 99
??? ???
??? ???
Fig. 4.11 Averaged rheological parameters(a,b) and dimensionless diusion coecients(c-f).
Legend is common in all plots.Marker color and shape denotes volume fraction phi. (c-f) shows
diusion coecients. This result is consistent with Fig.4.9 which also shows clear anisotropy.
However, Eq.(1.13) no longer hold since hx2=d2i =not /   even with large amplitude, as
shown in Fig.4.12.
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Fig. 4.12 Accumulated SMSD hx2=d2i for each volume fraction. Amplitudes is shown in
legend at above/below of each gures. Red arrows are indicates unsteady increase of accu-
mulated SMSD. Blur arrows point out stepwise increase of accumulated SMSD. In response
to this result, diusion coecients description of particle mobility is no longer valid since
hx2=d2i =not /  .
symmetric shape of stress indicates now particle conguration is fully developed. Instead, oscillation
in sp is observed. Let us recall about internal structure here. Stripe pattern structure in xy plane
does not break in whole phase of strain when the congurations of all of the particles are shown.
In addition, the direction of motion into y and z direction is strongly restricted, thus they can only
move to x direction. Consequently, I consider that this oscillation is caused by crystalline plane
sliding. This picture is supported when behaviour of (t) is shown in Fig.4.16. As I mentioned
above, magnitude of sp now becomes smaller than those with 0 = 0:27, for example. A plausible
explanation is that this is because well ordered structure has reduced the chance for particles to
contact each other. This story will be discussed when (t) is shown.
Viscous stress is contributed by both of h and p. Figure 4.15 shows both sp and sh = h=0 _0
versus y = _(t)=0, with  = 0:50. It is found that sh exhibits rst shear-thinning but eventually
becomes linear with ramp of 0, as shown in (a-d). With relatively small amplitudes which are
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Fig. 4.13 Nonlinear rheological parameters, i.e., (a)en, (b)vn (c,e)S
0 and (d)T 0. For clarity,
magnication of (c) at  3  S0  3 is shown in (e). Colour codes volume fraction as in legend.
Red dotted line in (e) is guide to eye of S0 =  1, which GL = 0 holds.
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shown in (a-c), it shows shear-thinning because slope become gentle around y  1, as indicated by
blue arrows in (c). In contrast, it recovers linear response with enough large amplitude, as shown in
(d). This behaviour, namely rst shear thinning but eventually becomes linear response in viscosity,
is qualitatively the same as one of lower density. However, it is single valued function of y no longer,
thus it has elastic contribution, which is stressed by red arrow in (c). I have, however, no reasonable
explanation about this at this point, though its contribution is not large compared to one of p.
In contrast to sh, it is found that sp has contributed to viscous stress in dierent way compared
with lower density. As I mentioned in above, the magnitude of sp becomes drastically larger in small
0 regime, therefore, we cannot ignore this contribution. It is clear that sp shows shear thinning
with 0 = 0:27; 0:43 and 0:80 as shown in (A-C). On the other hand, it becomes almost linear with
the largest amplitude 0 = 4:00 as shown in (D). These results, including those of sh, are consistent
with the result that T 0 < 0 in relatively small 0 but T 0  0 with large amplitude regime.
number of interacting particles
Lissajous plots of p has been changed drastically. It is no longer ignorable even with small amplitude,
and shows asymmetric shape of stress which means hysteresis. In addition, it is considered that these
changes are something to do with internal structure, since particle interaction is sensitive to particle
conguration. As I introduced in Section.3.3, p is written as 3.16. In this equation, (t) is quite
important since it represents percentage of interacting particles. Now it is unlikely to hold that
(t)  S(t), and in fact it really does not hold in high density regime. However, (t) still reects the
dynamics of particles. Therefore, let me see about this parameters.
(t) is shown in Fig.4.16. In the case of  = 0:40, it does not dier so much from those of
  0:35. However, in the case of  = 0:45 with 0 = 4:00, it has extra peaks as indicated by red
arrow. This extra peaks are also found with  = 0:50; 0:51. In addition, with  = 0:50; 0:51, long tail
has appeared in (t) with small amplitude, as indicated by black arrow. It means particle contact
remains even with small amplitude. And the sudden drop o at !t = =2; 3=2 has become gentle
in  = 0:50; 0:51, as indicated by red dashed lines. It means that there is delay in response to shear
inversion. In contrast, response to shear inversion is recovered with largest amplitude, 0 = 4:00.
It is consistent with p has not ignorable magnitude that long tail of (t) exists at small amplitude.
This is caused by the fact that particles are inevitable from contact with other particles due to high
packing fraction. It is clear that dense packing reduced mean distance between particles. This
reduction of mean distance can explain delay in response to shear inversion,too. Now typical length
of cluster of interacting particles becomes longer due to strong packing In addition, particles are
easily nd their collision pair since mean distance has been reduced. Therefore, during breakdown
of cluster, they can contact with the other particles which have participated in the other clusters.
As a result, (t) cannot show abrupt drop o when shear is inverted.
It is very suggestive that onset of extra peak about internal structure of suspension. A plausible
story can be given if multiple length scale between particles is supposed. Number of interacting
particles increases when particles are displaced at amount of typical length scale of distance between
particles. However, it decreases if particles are displaced longer than this typical length scale.
Therefore, if there are multiple typical length scales in particle distribution, and if strain amplitude
is large enough for particles to experience such multiple length scale, then (t) should has several
peaks before shear inversion.
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(a) (b) (c) (d)
Fig. 4.14 Lissajous curves of p and its elastic component versus x = (t)=0with  = 0:50.
The specied value of 0 is shown in each plots.
(a) (b) (c) (d)
(A) (B) (C) (D)
Fig. 4.15 Lissajous curves of (a-d)h, (A-D)p and their component versus t = _(t)= _0with
 = 0:50. The specied value of 0 is shown in each plots.
4.2.3 Impact of internal structure on rheology
In response to these result shown so far, here let me discuss about what happen inside of suspension,
and what the change in structure causes in rheological properties.
development of structure
One of the characteristics at high density regime is that ordered structure becomes robust even with
large amplitude. Stripe pattern in xy plane and honeycomb structure in yz plane still remains with
0 = 4:00, which is the maximum amplitude in my simulations of   0:25. In fact, honeycomb
structure is observed in precedence numerical research of non Brownian suspension under constant
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Fig. 4.16 Plots of (t) versus strain phase !t with 0:40    0:51. Volume fraction is
indicated in each plot by gray-shaded box. Strain amplitude is shown in legend. Red ar-
rows indicate extra peak position. Black arrow indicates long tailed form of (t) with small
amplitude. Red dashed line is guide to eye of !t = 3=2, where shear inversion occurs.
shear ow[52]. They found that honeycomb structure is observed in g(y; z) after long impose of
constant shear ow. However, this structure is not found at   0:50, instead g(y; z) exhibits
circular distribution like Fig.3.16. They have explained that it has something to do with colloidal
freezing point  ' 0:494, above where particles are eventually "equilibrated" into ordered structure
in long time limit. It might be short of strain deformation that the reason why about this dierence
of the onset point of honeycomb structure. In non Brownian suspension, driven force of particles are
mainly two part, i.e shear ow and particle interaction. Thus, motion of particles almost immediately
stops when shear ow is stopped. Therefore, controlling shear prole means controlling the motion
of particles, or even controlling development of structure. Conversely speaking, short of simulation
time causes short of development of structure. In addition, constant shear ow corresponds to the
limit of 0 !1 of oscillatory ow. Thus, nite amplitude oscillatory shear is likely to slow down the
development of internal structure. As a result, honeycomb structure remains below freezing point as a
relaxation state. This explanation might be applied to other structures, i.e., local ordered structure.
Based on this picture, decreasing strain amplitude 0 means that slowing down of development of
structure. Then, it is not surprising that the locally ordered structure is observed.
This situation is dierent with Brownian suspension because they have another drive force, namely
thermal uctuation. Their structural development cannot be stopped no matter how shear is con-
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trolled. In contrast, structural development of non Brownian suspension strongly depends on ap-
plied shear In other words we can control the development of structure by tuning the amplitude
of strain. This consideration about the development of internal structure suggests that system still
remains at relaxation state. Namely, starting from random distribution of particles, system develop
into ordered structures, but due to insucient strain deformation, only locally ordered structure is
found. It remains even with large amplitude is applied, while it reaches at disordered state if  is
small in the end. This picture is reminiscent of shear crystallization and shear melting of Brownian
suspensions[107, 108, 109, 110, 111]
development of length scale of ordered structure and rheology
If shear crystallization picture holds in non Brownian suspension, locally ordered structures, like one
observed with  = 0:51; 0 = 0:46, is interpreted as it is on the way of crystallization. This picture
is supported by behaviour of other parameters, as discussed following.
It is found that accumulated SMSD is no longer proportional to   as shown in Fig.4.12. Instead,
slope changes in time or even becomes stepwise. In addition, (t) has extra peaks during shear
deformation and delay at shear inversion point, as shown Fig.4.16. Moreover, g(r=d) exhibits second
peak splitting as shown Fig.4.3 with moderate amplitude. What is important is these structures
become less pronounced or even disappear after large amplitude of strain is imposed for a long
time. Second peak splitting of g(r=d) becomes less pronounced with the largest amplitude. (t)
shows oscillatory behaviour instead of several peak. Accumulated SMSD is rapidly saturated and
its increase pitch is slowed down or almost stopped with   0:45.
These facts lead us to a consequence that several length scale of structure has been occurred. To
see this, let us consider of particle motion and its development along with time. At rst, particles
are moving in short length scale because they are not able to move freely due to random distribution.
In other words, other particles are block in his way to move. Imposing shear strain enhance their
motion, and as a result, typical distance of particles motion becomes longer. It means that particles
are now able to go over barriers of other particles. Then, organization has started to reduce collision
with other particles. In other words, reorganization of particle distribution has been started in
order to reduce particle collision. As a result, some locally organized structure appears. However,
this structure is not very long compared with system size, so it causes several clusters with locally
ordered structure, or local ordered domains. Further impose of strain promotes collision of local
ordered domain. As a result, larger local ordered domain is created. Repeating this process, system
eventually reaches at fully ordered structure where length scale of ordered domain is as long as system
size. Now signs of multiple length scale like the second peak splitting should be ruined because there
are only one length scale of structure, i.e, system size.
This story gives a plausible explanation about rheology of suspension at high density regime.
Linear elasticity 00 has large value with small amplitude regime, and small value at large amplitude
regime. With small amplitude, particles cannot go over the barrier of the other particles easily. This
barrier eect should cause a high value of 00. Elastic nonlinearity S0 has also large positive value
at this domain. It is interpreted because particles are given more chance to be blocked by the other
particles if large deformation is applied. This regime corresponds to Fig.4.14 (a-c).
In contrast, both 00 and S0 become small and negative, respectively, if much larger amplitude is
imposed. At this regime, particles are able to move relatively easily into alignment axis. At this
point, the chance of contact itself is increased due to large deformation, but pileup of particles is
inhibited due to ordered structure. Thus, (t) becomes more at in total, as shown in Fig.4.16 with
 = 0:50; 0:51 at 0 = 4:00. As a result, linear elasticity 
00 becomes small. In addition, particles
can response to shear inversion more quickly because cluster chain is not very long. Thus, the
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abrupt drop o response of (t) is recovered, and S0 comes around  1. This regime corresponds to
Fig.4.14(d).
Viscose parameters can be explained by this picture. Here, notice that now p also plays as
important role as h. Both of these stress has relatively large magnitude at small amplitude regime
compared with those at large amplitude, as shown in Fig.4.15(a,b). At this point, it is natural for h
to become large since particle distribution is random. And p is also large due to the barrier of other
particles. Thus, total contribution of stress to viscosity becomes maximum. Lissajous plot shows
that fast shear ow reduces p. This means f sin 2 is decreased because (t) still increasing at this
point(notice here !t is Integral multiplication of ). I suspect that this is caused by the collision
angle is signicantly dierent from 135. As a result, it shows shear thinning, which is consistent
with T 0 < 0.
As strain becomes large, structure development is promoted. This regime corresponds to
Fig.4.15(c),(C). Then, uid can ow more easily since conguration is relatively ordered. As a
result, the magnitude of h is reduced. p has gotten saturated around jyj  0:2, which L has been
increased. I suspect that this saturation is because the collision angle is signicantly dierent from
135. At this point, shear thinning properties are arisen in h, while it is reduced in p. Then h
shows shear thinning because organized structure enable uid to ow easily.
After full development of ordered structure, now structure of suspension is fully ordered. This
regime corresponds to Fig.4.15(d),(D). At this point, there is no factor to increase magnitude of
h, and it is found to be the case if Fig.4.15(d) and (c). In addition, by the virtue of ordered
structure, h recovers linear responses. The magnitude of p is decreased, but viscous contribution
is increased because contact events occurs constantly. Remembering that p / f sin 2, the fact
that (t) becomes almost constant leads to p / f sin 2. Then p should have larger contribution
to viscosity since f is determined by _(t). Consequently, viscosity is slightly increased in total.
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Chapter 5
General Conclusion
5.1 Summary and Discussion
In this thesis, I have investigated about relevance of rheology and internal structure of suspensions
numerically and theoretically. It has been ignored that thermal uctuation and inertial eect of
ingredients of suspension. Internal structure of suspension have developed into various type of
structure by a large amplitude oscillatory shear. In addition, both linear and nonlinear rheological
properties have been changed by development of the structure. Based on these result, I have proposed
a framework to explain how internal structure of suspension aect on rheology.
summary of low density regime
In 0:20    0:35, it is conrmed that shear induced diusion and elasticity have positive cor-
relation, and they have common threshold amplitude above where they arise. These results are
consistent with previous works[35, 54, 43, 41, 112]. This result have indicated that they have com-
mon origin, which is in fact particle-particle interaction. Viscosity have shown strain thickening after
strain thinning with ramp of 0.
The information of nonlinearity has been obtained from both Lissajous curves of stress and Cheby-
shev rheology. Lissajous plot has demonstrated the contribution of each components of stress, namely
h and p, intuitively. As a result, we have found following important three facts. First, elastic
contribution is caused only by p. Second, shear thinning contribution comes only from h. Third,
shear thickening is yielded by p. In addition, nonlinearity of viscoelasticity is evaluated through
Chebyshev rheology quantitatively. This analysis has revealed that suspension has the nonlinearity
of strain-softening in elasticity, and nonlinearity of shear-thinning below threshold amplitude, but
shear-thickening above threshold in viscosity. Here, I note that it is a novel results in the sense of the
rst systematic evaluation of nonlinearity of non Brownian suspension based on Chebyshev rheology.
Internal structure is investigated through the pair correlation functiong(r). As a result, four types
of structures have been found depending on intensity of shear induced diusion. In addition, such
structures provide us plausible explanation about appeared rheological properties. For example,
honeycomb structure organizing explains shear thinning because host uid should feel less resistance
of particles. These structures, however, have been broken under extremely large amplitude of strain.
Instead, anisotropic distribution of in xy plane causes anisotropy in the direction of contact force,
which leads to the phenomenological model.
In response to these result, a phenomenological model has been proposed to explain the con-
tribution of p to bulk rheology. I have put four assumptions as follows. First, the interparticle
interaction is short ranged interaction with its typical range being d. Second, the collision angle of
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interacting two particles are 135 when _(t) > 0 and 45 when _(t) < 0. Third, the interaction
force between particles are proportional to j _j due to force balance. Fourth, (t), the ratio of inter-
acting particles, is proportional to the modied saw tooth wave function S(t). This model predicts
that 00 = 0= = H0 where H0 is dened by Eq.(3.24) with p = 1. In addition, S0 =  1, which
means that suspension has the nonlinearity of strain-softening. These predictions have shown in
agreement with numerical simulation results. This phenomenological model provides us new insights
about suspension rheology because it describes the contribution of interparticle interaction, which
is contrasting to the context of investigations of suspension rheology where it has mainly focused on
hydrodynamic interaction.
summary of high density regime
Shear induced diusion have been suppressed due to high packing fraction in 0:40    0:51.
Instead, the ordered structures have gotten stable and never broken even with large amplitude
is applied. Suppression of shear induced diusion causes slow down of the development of internal
structure. As a consequence, the intermediate structures have been observed, which has been ordered
in local but not in global, which accompanies with dislocations in particle distribution.
Regarding the rheology, the positive correlation in elasticity and shear induced diusion has been
lost. Larger diusion is observed with larger amplitude, while smaller elasticity is yielded by larger
amplitude. Viscosity has still shown shear thickening after shear thinning, but it has become mod-
erate. Nonlinearities of viscoelasticity also have been changed. S0  1 is observed at intermediate
state from random distribution of particles to ordered distribution, which means strongly strain-
stiening. In addition, T 0 ! 0 as 0 increases, which means recovery of linear response in viscosity.
These changes are connected with internal structure. Particles are inevitable from contact with
other particles due to high packing fraction. However, contact events are suppressed by organization
of particle conguration, in total. S0  1 is interpreted as a barrier of locally organized domain
of particles. This story is also applicable to the decrease of 00 with ramp of 0 since elasticity is
governed by p mainly.
volume fraction eect
As a conclusion, I will provide rheological change with respect to volume fraction. Figure.5.1(a,b)
shows all of the averaged elasticity and viscosity with respect to 0. Figure.5.1(a) clearly shows that
volume fraction increase has enhanced h00in with small amplitude domain. This nature is caused by
two properties of elasticity, namely the interaction between particle is responsible to elasticity, and
dense packing increase the frequency of interaction. h00in has increased at large amplitude domain
with relatively dilute suspension, while it has been opposite with dense suspension. This dierence
is attributed from whether fully ordered structure has remained or not. In other words, fully ordered
structure reduces collision events and consequently elasticity.
Viscosity shows strain-thickening after strain-thinning with respect to 0. Shear thinning is caused
by ordered structures which enables the host uid to pass through easily. In contrast, particle contact
explains strain-thickening. Within the numerical simulations of this thesis, the ordered structure
breaks with large amplitude below  = 0:35. Then the frequency of particle collision increases and
strain-thickening is occurred. In contrast, above  = 0:40, ordered structure has remained and thus
collision events are suppressed. Hence strain-thickening has been suppressed or even not observed
at this volume fraction region.
Figure.5.1(c,d) shows the behaviour of elasticity and viscosity as a function of . It is notable that
the value of h00in or h0in at 0 is the maximum is not corresponds to the maximum value of them.
With higher density, their internal structure is still not fully ordered with small amplitude regime.
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This result means that the local disorder state provides larger elasticity and viscosity.
(a) (b)
(c) (d)
Fig. 5.1 Averaged elasticity h00in and viscosity h0in with respect to (a,b)0 and (c,d).
Parameters are indicated in legend. (c,d) [0 max] means it corresponds to the value with the
maximum 0. "max", "min", "ave" means the maximum, minimum and average of h00in or
h0in with respect to 0.
5.1.1 Further prediction of phenomenological model
In this thesis, the relevance of rheology and internal structure has been investigated on relatively
wide range of . Especially, the contribution of short-ranged interparticle interactions has been
studied intensively. It has been found that elasticity comes from only the stress from interparticle
interactions, p, while viscosity is contributed by both p and h. This fact provides us inspiration
that we might be able to separate the contribution of interparticle interaction by comparing elasticity
and viscosity. The phenomenological model provides us a relation between linear elasticity and
viscosity as
0p
00p
=  (5.1)
where 0p
00
p are the viscosity and elasticity due to interparticle interactions. Based on the results
shown in this thesis, we have 00  00p approximately. On the other hand, below threshold amplitude,
it is found that 00f+h does not increase after strain thinning(See Fig.3.28), even in strain thickening
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domain. Thus, strain thickening is caused only by increase of the contribution of interparticle
interaction. Thus, the equation
0thick   0thin = 0p (5.2)
should hold where 0thick and 
0
thin are the viscosity when strain thickening and strain thinning ,
respectively. As a consequence, we reach at
0thick   0thin
00thick
  (5.3)
where 00thick is the elasticity at strain thickening domain.
Where has  come in the relation
0p
00p
= ? In fact, it comes from oset and normalization of S(t),
as you can nd if you trace the model calculation. It is notable because this  is not stem from the
shape of particles but dynamics of particles. It is remarkable because it is possible to measure all
of the parameters in Eq.(5.3) with simple apparatus of rheology. We do not need to see inside of
particles, or counting the interacting particles and obtain (t). Notice that, this relation is unlikely
to hold in relatively dense suspension since phenomenological model result is invalid there.
5.1.2 Prediction of particle dynamics of non Brownian suspension
As shown in Chapter.3 shear induced diusion is reected on bulk rheology. In addition, suppression
of shear induced diusion causes stable ordered structure of suspension as shown in Chapter. 4. In
this way, rheology, dynamics, and structure of suspensions are coupled with each other. Therefore,
to know the rheology of suspensions, it is quite important to know about particle dynamics and
consequent structure.
It is, however, tremendously tough and hard work to nd out an general description of distribution
of particles and its time evolution analytically. We have to specify all of the history of particles to
describe them in non Brownian suspension. On the other hand, fortunately it was possible to
obtain qualitative description of particle dynamics in the phenomenological model. The rheological
behaviour caused by interparticle interaction can be described by f; , and . It is indicative because
only three parameter can describe, at least qualitatively, the bulk rheology which generally depends
on all of dynamics of particles. It is, however, still open problem that what approximation is necessary
and sucient to describe the suspension rheology. This is a general problem of nonequilibrium physics
rather than one of rheology, which is an ultimate goal of physics.
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Appendix A
Solving Navier-Stokes Equation in
SPM
In SPM, the equation of motion of uid, Eq.(2.7), is solved by Fourier pseudo-spectral method
in space[63, 66, 67, 68]. Before applying this method, Navier-Stokes equation and incompressible
condition are rewritten into the vorticity equation as follows.
@w
@t
=  rr  (uu) + r2w (A.1)
where w ru is vorticity eld vector,  = 0=%. Here, Eq.(2.2) is substituted in . If we dene
	 rr  (uu), Eq.(A.1) becomes
@w
@t
=  	+ r2w: (A.2)
This 	 corresponds to rotation of the advection term.
Fourier transformation of w is dened as
~w =
Z
w exp( ik  r)dr; (A.3)
w =
1
(2)3
Z
~w exp(ik  r)dk; (A.4)
where i2 =  1 , k = (kx; ky; kz) is the wavenumber vector and ~ expresses  in Fourier space.
Applying the three dimensional Fourier Transform to Eq.(A.2), we obtain
@ ~w
@t
=   ~	+ ( 2i)2k2 ~w: (A.5)
By the virtue of Fourier transform, now a dierential equation becomes simple algebraic equation
with respect to space. Note that the time is discretized by a the rst order Euler method. In this
way, Eq.(A.5) is solved as a equivalent problem as Eq.(A.1).
The key point of this method is that a dierential operator r transformed as
r =)  2ik: (A.6)
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Fourier spectral method means that discretization in space is done by Fourier transformation in the
sense that partial dierential operator is replaced by wavenumber vector. In Fourier space, vorticity
vector w is denoted by the velocity eld in Fourier space, ~u, as
~ux =
kz ~wy   ky ~wz
( 2i)jkj2 ; (A.7)
~uy =
kx ~wz   kz ~wx
( 2i)jkj2 ; (A.8)
~uz =
ky ~wx   kx ~wy
( 2i)jkj2 : (A.9)
In addition, the rotation of advection ~	 is denoted
~	 = ( 2i)2kklUl (A.10)
if U = ]uu is dened where ;  and  run x; y and z. Note that  is Levi-Civita symbol
and Einstein summation convention is taken here. The word "pseudo" comes from this equation;
in the sense that not only u or equivalently w are transformed but also U is. In principle, the
independent variable is only u or w in Eq.(A.1). However, uu is treated as if it is another variable
in pseudo-spectral method in the sense that uu is calculated in real space at rst then transformed
into Fourier space.
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Appendix B
General Description of Stress of
Suspensions
In general, the total stress of suspension  with apparent interparticle interaction can be decomposed
into three part[22, 50, 18] as follows*1;
 = f + h + p (B.1)
The rst term of R.H.S. of Eq.(3.9) is the uid stress due to averaged ow. This is written as
follows in the case of simple shear ow
f =  hpi I+ 20 hei (B.2)
where the bracket represents volume average, p is the pressure, I is unit tensor, 0 is viscosity of
host uid, and e is the mean shear gradient tensor. None of the eects of addition of particles is
reected on f .
The second term h represents the stress of deviation from mean shear ow duet to existence of
particles,which is expressed as
h =
1
V
X
i
Z
Suri
dr ((r; t)  n
 r   0(u
 n+ n
 u)dS) (B.3)
where 
 means the dyadic, Suri means integration on the surface of particle i and u is velocity
vector of uid and n is unit vector normal to the surface of particle. In SPM, it corresponds to FH .
The last part is due to interparticle forces, and generally expressed as Virial stress[21, 50] as
p =
1
2V
X
i;j
Fij 
 rij (B.4)
where Fij and rij means the force and relative position vector between particle i and j. In SPM, it
corresponds to FC .
*1 it is supposed that Re = 0 holds and there is no external body force like gravitation.
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Appendix C
Analysis Protocol
In Section.3.3.3, num0 and p are obtained from tting of (t). Here I will give the details of this
tting protocol.
S(t) can be redened as follows8><>:S(X) =

1

(X   
2
)
p
where X 2


2
;
3
2

S(X  ) = S(X)
(C.1)
The tting has been done using this equation.
Then, num0 is obtained as follows:
1. (t) is averaged over last 10 cycle for each parameter in advance, and obtain h(t)in:last10.
2. Using the sliced data of h(t)in:last10 within =2 < !t < 3=2, execute the tting by least
squares method. More precisely, tting parameters determined such that Res2 to become
minimum.
Res  h(X)in:last10  

a+ num0

1

(X   
2
)
p
(C.2)
here a; num0 ; p
num are tting parameters.
3. num0 and p
num are obtained as tting parameters.
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Appendix D
Chebyshev Polynomials
Chebyshev polynomials of rst kind Tn(x) are dened by the following recursion[77]
T0 = 1; (D.1)
T1 = x; (D.2)
Tn+1(x) = 2xTn(x)  Tn 1(x) (D.3)
where x 2 [ 1; 1]. The generating function is
1X
n
Tn(x)s
n =
1  sx
1  2sx+ s2 (D.4)
These polynomials satisfy the following ordinal dierential equation
(1  x2)d
2Tn(x)
dx2
  xdTn(x)
dx
+ n2Tn(x) = 0 (D.5)
The orthogonality relation is represented as
Z 1
 1
dx
Tn(x)Tm(x)p
1  x2 =
(
2
for n = m;n 6= 0;m 6= 0
 for n = m = 0
(D.6)
Chebyshev polynomial is compatible with sine and cosine function since
Tn(cos ) = cosn; (D.7)
Tn(sin ) = cos

n

2
  

: (D.8)
are hold. This properties provide a advantage when comparing the Chebyshev spectrum and Fourier
spectrum, which is denoted by Eq.(2.37).
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