We investigated the usefulness of search query volume data in forecasting demand for hotel rooms and sought to identify the best econometric forecasting model.
Introduction
Because tourism products are perishable, tourism forecasting is crucial to enabling industry participants to allocate limited resources and meet tourist demand, either for a single business or for a destination as a whole (Frechtling, D 2001; Rajopadhye et al. 2001; Song, Li & Witt 2008) . Traditional forecasting methods include time series analysis and econometric models (Song, Li & Witt 2008) , but prior studies have shown that no single method is consistently superior to other models; depending on the evaluation criteria and data sets employed, certain models perform better than others . Specifically, recent studies have demonstrated that combinations of forecasting methods can produce more accurate results in a tourism context (Chan et al. In Press; Chu 1998; Palm & Zellner 1992; Wong et al. 2007 ).
Traditional forecasting methods rely on historical data for both independent and dependent variables; the former include populations of source markets, tourist income levels, tourism prices in both the focus and competing destinations, exchange rates, and other qualitative data, as well as "one-off" events such as the Olympic Games (Song, Li & Witt 2008) . In recent years, the adoption of the Internet as a travel planning and online transaction tool (TIA 2008) has made a new category of data available, that have great potential to enhance predictive power. When tourists conduct searches or book rooms or airline seats online, their behavior on the Internet can be tracked and monitored using various Internet technologies. Traces of Internet access can be captured on a variety of web servers and Internet routers. Because tourists usually plan online before actually making a trip, aggregated traces in the form of query volumes on search engines or web access logs are early indicators of interest. Government bodies and private businesses can then use such aggregated online behavioral data to predict the future activities and consumption patterns of tourists.
In this paper, we used aggregated search volumes of five keywords related to a tourist destination to predict the demand for hotel rooms. We compared the forecasting performance of three autoregressive moving average (ARMA) family models under two scenarios: with and without search volume data as explanatory variables. The better forecasting performance under the first scenario verified the value of search volume data.
We further tested three widely used causal econometric models to see whether the ARMA-type models remained superior in this forecasting exercise. These included the autoregressive distributed lag (ADL) model, the time-varying parameter (TVP) model, and the vector autoregressive (VAR) model. The remainder of this paper begins with a review of prior literature on forecasting methods in the field of tourism and hospitality and studies on forecasting using search volume data in relevant fields. We then detail the data and specific methodology used in this study before discussing the results and implications for future research and management.
Literature Review
Scholars have carried out numerous studies and reviews on tourism demand forecasting (Athiyaman & Robertson 1992; Chu 1998; Frechtling, DC 1996; Frechtling, D 2001; Li, Song & Witt 2005; Palm & Zellner 1992; Rajopadhye et al. 2001; ).
These studies have adopted various methods and different types of data. This section specifically reviews the different data sources employed, highlights the nature of search volume data, and surveys the use of search data in other research areas.
According to a few review articles summarizing the state of the art for tourism demand forecasting (Frechtling, D 2001; Li, Song & Witt 2005; Song, Li & Witt 2008) , the dependent variables traditionally used are the number of tourist arrivals, tourist expenditure, and the number of tourist nights stayed in a destination. Tourist arrivals are the most frequently used dependent variable, followed by tourist expenditure. In the hospitality area, room nights are commonly used as a surrogate for tourism demand. Data might be collected from customs, registration records at accommodation facilities, sample surveys, or bank reports. Each method has its own advantages and limitations. For example, the accommodation intercept captures overnight tourists, but misses those who stay with friends and relatives. On the other hand, the explanatory variables used in forecasting models include the population of the place of origin, income in the country or area of origin, prices in focus destinations and their competitors, exchange rates, consumer taste, marketing expenditure, and other qualitative variables such as marketing campaigns or large sporting events. Many quantitative methods also have been adopted in tourism demand forecasting, ranging from linear and nonlinear models, time series techniques, econometric models, to artificial intelligence approaches (Song, Li & Witt 2008) . Annual, quarterly, or monthly data are often used in estimating tourism demand models; annual forecasts were the most frequently produced forecasts before the 1990s, with quarterly or monthly forecasts becoming more popular since (Song, Li & Witt 2008) .
Revenue management and yield management research has focused on forecasting demand for hotel rooms in a specific property (Jauncey, Mitchell & Slamet 1995; LeeRoss & Johns 1997) . Some researchers have used a special version of the exponential smoothing technique-the Holt-Winters method-to forecast daily hotel room demand in a particular property (Rajopadhye et al. 2001) . Linear programming has also been widely used in hotel revenue management to maximize revenues from dynamic pricing, overbooking, and allotment of different segments of hotel assets (Baker & Collier 1999; Weatherford 1995; Weatherford, Kimes & Scott 2001) . Weatherford et al.(2001) examined different ways of forecasting hotel demand and found that disaggregated forecasts, which is based on individual segments of guests with the same length of stay and room rate, outperformed all other forecasting methods, which treated all guests as a single segment.
In recent years, with the widespread adoption of the Internet for trip planning and transaction purposes (Pan & Fesenmaier 2006; TIA 2008) , a large amount of online behavioral data has been made available to the tourism and hospitality industry. Internet technology provides numerous ways to capture what tourists are doing online and on which websites they are doing it. When a tourist conducts a search or makes a booking online, traces of access can be captured. Because tourists usually plan trips before traveling, aggregated online behavioral data can be used as an indicator of the demand for travel. This data source has been employed in other research fields such as economics, the social sciences, and health research.
In the medical field, Google volume data have also been used to forecast influenza outbreaks (Ginsberg et al. 2009 ). In the United States, traditional methods rely on reports from the Centers for Disease Control (CDC), in which forecasts are based on physicians' case reports. Instead , Ginsberg and colleagues (2009) A real-time data source feed was used for the forecasting model to generate very accurate forecasts one week earlier than reports from the CDC (Ginsberg et al. 2009 ). In addition, Google Trends (Carneiro, H & Mylonakis, E 2009; Choi & Varian 2009 ) is a public tool provided by Google Inc. that gives normalized and scaled search volume data for specific queries on Google. Askitas and Zimmermann (2009) demonstrated strong correlations between keyword searches and unemployment rates in Germany using monthly data in a simple error-correction model. Choi and Varian (2009) found that Google Trends data help to improve forecasts of economic activities including retail sales, automotive sales, home sales, and international tourist arrivals. Choi and Varian (2009) also used search data on keywords jobs and welfare/unemployment in an ARIMA model to predict unemployment claims. They found that it produced more accurate forecasting results than the baseline model, in which no search data were used. Specifically, they have found that incorporating Google search volume data, exchange rates, and one-off events into a univariate seasonal autoregressive (AR) model has greatly improved forecasting performance for international tourist arrivals, with a high R 2 of 0.98 (Choi & Varian 2009 ).
In summary, the advantages of the new type of volume data provided by search engines are that they are real-time, high frequency (daily and weekly instead of quarterly or annual), and sensitive to small changes in user behavior. Researchers in other fields have proved that these data are very valuable in generating accurate forecasts. But with the exception of the investigation of Choi and Varian (2009) , few studies of search engine data forecasting have been carried out in the field of hospitality and tourism. Unlike other explanatory variables traditionally used in tourism demand forecasting, search queries can be seen as early behavioral indicators of purchase intentions (Barry 1987; Gitelson & Crompton 1983) . Search volume data can therefore be used as an "early warning" signal for aggregated tourist activities. Second, Google Trend data have its own limitations. As stated on its website, Google
Trend may contain inaccuracies due to data sampling and approximation methods (Carneiro, HA & Mylonakis, E 2009 ). However, with these limitations, a significant contribution of Google search volume to forecasting room demand can still validate its usefulness in forecasting economic activities for the tourism and hospitality industry.
The main objective of this study was to forecast weekly room nights sold in a destination based on Google search volume data. But unlike Choi and Varian's investigation, our focus was on a short time frequency (weekly data) with a different dependent variable, namely hotel room nights sold. This new variable is more directly relevant to the local hospitality industry, than international tourist arrivals.
Data Description
This study was based on Charleston, South Carolina, a tourist city located in the We obtained search volume data from Google Trends (Carneiro, H & Mylonakis, E 2009; Choi & Varian 2009 x for the search volume for the query charleston tourism in week t . We adopted these five keywords to obtain Google search data because they are considered the most relevant and unique when tourists search for a destination city in the U.S. (Pan, Litvin & Goldman 2006) .
Method
We first adopted three common ARMA family models to forecast hotel demand. We then combined the Google search data with these three models to create the ARMAX models in order to produce three sets of forecasts on demand for hotel rooms. Comparing the forecasting performance between the ARMA family models and their ARMAX counterparts, we then assessed the value of the Google search data for hotel demand forecasting. Particularly, if forecasting accuracy improved when the Google search data were included, we could conclude that the search data were significant in forecasting demand for hotel rooms. Given the forecasting performance of the Google search data with ARMA/ARMAX models, we further estimated three causal econometric models, namely the ADL, TVP, and VAR models, to test the superiority of the ARMA/ARMAX models.
ARMA models
We considered three ARMA family models (the AR, ARMA, and ARIMA models) for evaluating the forecasting performance of the Google search data. The ARMA ( , ) p q model takes the following form:
where t y is tourism demand at time t (i.e., the number of room nights sold in week t ). 
The integrated ARMA (i.e., ARIMA) model is the generalization of the ARMA model. 
where  denotes the difference function (i.e., 
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As described previously, x represents volume data for five different search queries.
Autoregressive distributed lag (ADL) model
In a general ADL model, the current dependent variable is regressed on the lagged values of the dependent variable and the current and lagged values of one or more explanatory variables. In this study we adopted the general-to-specific modeling technique advocated by Hendry (1986) 
Once the general ADL model is specified, the stepwise reduction process is conducted to derive the final model. In particular, the most insignificant variable is repeatedly deleted 
Time-varying parameter (TVP) model
The TVP model differs from the constant-parameter models in that it is specified as a state space form, and the coefficients of the explanatory variables are normally specified as a random walk process (Song & Witt 2000 
Equation 8 (2009) have shown that the TVP model is able to produce reliable short-run forecasts.
Vector autoregressive (VAR) model
The econometric models previously discussed are limited to the case where tourism demand t y is determined by a set of independent variables, namely 1 x , 2 x ,…, t x . These independent variables are assumed to be exogenous, but this assumption might be too restrictive and unnecessary (Sims 1980 p is the lag length.
The lag length p must be chosen carefully, since too many lags can lead to overparameterization, whereas too few can cause loss of forecasting information. We adopted 
Measuring forecasting performance
We used two measures of forecasting accuracy to evaluate the forecasting performance of the models: the mean absolute percentage error (MAPE) and the root mean square percentage error (RMSPE). We calculated these two error measures based on the following formulas:
where ˆt y for = 61, ,81 t  represents the room demand in week t predicted by a specific model, and i y ( ,81 61, =  i ) is the observed room demand in week t . These two measures have been widely applied to evaluate the forecasting performance of tourism demand models (Song & Witt 2006; Vu & Turner 2006) . All analyses were carried out using the econometric modeling software EViews.
Empirical Results

Unit root tests and model estimation
It is essential to explore the properties of the time series data under consideration before model estimation. Table 1 reports the unit root test results based on the augmented Dickey-Fuller (ADF) test (for a detailed explanation of the ADF test, see Song and Witt, 2000, pp. 59-63) . The results show that the dependent variable (demand for hotel rooms) is non-stationary with one unit root, whereas some independent variables are stationary with no unit root, and others are non-stationary with one unit root. The error term refers to the residual series from the estimated model containing the five independent variables in addition to the dependent variable. The ADF statistics indicate that the error terms associated with the three level models are stationary, suggesting that the cointegration relationship exists between demand for hotel rooms and the Google search variables (for a detailed explanation of cointegration, see Song and Witt, 2000, pp. 53-68).
------------Insert Table 1 here -----------------
The lag lengths for the ARMA-type models are determined by BIC, i.e., 1 p  for the AR ( ) p process ; 1 p  and 1 q  for the ARMA ( , ) p q process; and 2 p  ,
process (see Equations 1-6 for reference). Table 2 reports the estimation results of the AR(1), ARMA(1,1), and ARIMA(2,1,2) models and their ARMAX counterparts when Google search variables are included. The diagnostic statistics suggest that the ARIMA(2,1,2) model may have a series correlation problem, while AR(1) and ARMA(1,1) may have a normality problem at the 1% significance level but not at the 5% level. Table 3 shows the estimation results of the three causal econometric approaches, namely the ADL, TVP, and VAR models. According to the various diagnostic statistics in Table 3 , no series correlation, heteroskedasticity, or normality problems are identified for these three models at the 1% significance level.
---------Insert Table 2 here Table 3 here ----------------------
Forecasting performance of the Google search data
After estimating the models, we also generated ex post forecasts based on these estimated models. We first examined the forecasting performance of the ARMA-type and ARMAX models based on MAPE and RMSPE. We also included forecasts of the naïve model in the evaluation. Table 4 indicates that the ARMA-type models were outperformed by their ARMAX counterparts with search volume data included; this suggests that including the Google search data did indeed improve forecasting accuracy. Particularly, among the three ARMAX models, the ARX(1) model performed best, followed by ARMAX(1,1).
The benchmark or naïve model outperformed only the ARIMAX(2,1,2) model. Table 4 here
Given the value of the Google search volume data in improving forecasting performance, one may ask whether using modern econometric techniques could further improve forecasting accuracy. Thus, we further compared the forecasting performance of the econometric models with that of the ARMAX models. Similar to the previous exercises, we used the first 60 observations of the variables for model estimation and the remaining 21 for evaluating forecasting accuracy. respectively, whereas the ADL and TVP models produced the poorest forecast accuracy.
We thus conclude, based on the forecasting evaluation among all models considered, that the ARMAX-type models are superior to other models on forecasting accuracy.
-----------------Insert Table 5 here
Conclusion
This study used different time series and econometric models to model and forecast hotel room demand in a tourist city based on search volume data. The models tested were three ARMA, three ARMAX, and three causal econometric models, while room demand was represented by weekly hotel occupancy data provided by STR. One limitation of this study is that only five tourism-related queries were included in the models, far fewer than the 45 queries used to predict flu epidemics in a prior investigation (Ginsberg et al. 2009 ). Since travel involves a complex decision-making process that is affected by many social, economic, cultural, and environmental factors, including the number of search queries would likely increase the forecasting accuracy of the models.
The use of Google Trends data is particularly important, as they are freely available online and could be used to help improve forecasting accuracy at very low cost. However, as discussed earlier, Google search volume data have its own limitations: it only capture a certain segment of American travelers; the data may contain inaccuracy due to its sampling and approximation methods (Carneiro, HA & Mylonakis, E 2009 Notes: (1) Numbers in parentheses denote probability. (2) The Jarque-Bera test is for normality, the White test is for heteroscedasticity, and the Breusch-Goldfrey tests are for serial correlations (for a detailed explanation, see Song, Witt, and Li, 2008, pp. 52-55) . 
