In conversation, speakers spontaneously produce manual gestures that can facilitate listeners' comprehension of speech. However, various factors may affect listeners' ability to use gesture cues. Here we examine a situation where a speaker is referring to physical objects in the contextual here-and-now. In this situation, objects for potential reference will compete with gestures for visual attention. In two experiments, a speaker provided instructions to pick up objects in the visual environment ("Pick up the candy"). On some trials, the speaker produced a "pick up" gesture that reflected the size/shape of the target object. Gaze position was recorded to evaluate how listeners allocated attention to scene elements. Experiment 1 showed that, although iconic gestures (when present) were rarely fixated directly, peripheral uptake of these cues speeded listeners' visual identification of intended referents as the instruction unfolded. However, the benefit was mild and occurred primarily for small/hard-to-identify objects. In Experiment 2, background noise was added to reveal whether challenging auditory environments lead listeners to allocate additional visual attention to gesture cues in a compensatory manner. Interestingly, background noise actually reduced listeners' use of gesture cues. Together the findings highlight how situational factors govern the use of visual cues during multimodal communication.
Introduction
During natural conversation, speakers spontaneously produce manual gestures. A large body of research has demonstrated that listeners can use gesture cues to guide their interpretation of what the speaker is saying. In the current study, we examine the influence of gestures on comprehension, but focus on an earlier component of the process, namely the factors governing the perceptual "uptake" of gesture information from the visual environment.
Our specific focus involves the case of iconic gestures that reflect features of the objects being talked about, such as their physical characteristics and/or the mode of interacting with those objects. For example, as a speaker says, "Have you seen those wine openers that use compressed air?", he or she might gesture in a way that reflects physical features of the wine opener or the manner in which the opener is used. The extent to which iconic gestures can facilitate or impede language comprehension is known to be influenced by a number of factors including the specific type of iconic gesture and the semantic information it contributes [e.g., 1, 2, 3], as well as situation-specific details such as visual access to referents under discussion, conceptual load, and the spatial configuration of interlocutors [e.g., 4, 5, 6] . The aim of the present study was to investigate how listeners allocate attention when co-speech gesture accompanies utterances referring to objects in the immediate visual context. In this situation, the process of attending to the scene region containing gesture information must compete with the goal of visually identifying the objects denoted in the unfolding sentence (which are often located away from the speaker), as well as with the tendency to maintain point-of-gaze on the speaker's face [see, e.g. , 7] . This competition is a consequence of the basic fact that, at this scale, attention is normally deployed to only one region of space at a given moment. One possibility is that, in this context, comprehenders are less able to use gesture cues because attention is being directed to candidate referents. Similarly, if listeners direct overt attention to gestures, this could delay or otherwise interfere with the normal process of visually identifying the objects being referred to, effectively cancelling out the benefit of the gesture cues. Conversely, it is possible that listeners are able to perceive gesture information in the visual periphery, or might fixate gestures prior to the point where a referring expression is encountered. On this possibility, the diffuse distribution of relevant information across the visual scene may, in fact, be readily handled by listeners.
The specific iconic gesture considered here reflects the "grasp" posture used to pick up a physical object, and which consequently reflects aspects of the object's size and shape. These volumetric gestures are routinely produced alongside questions or statements involving actions like passing an object to another person, picking up an object, and the like. Of interest here is the fact that the physical characteristics expressed in these gestures may be specific to only certain objects in the visual context, and as a result could facilitate speech-referent mappings. In addition, these gestures are normally articulated during the utterance of the corresponding action term [e.g., 8, 9] . Thus, given a sentence like "Can you pass me that glass?", cues to object identity reflected in the hand posture become available slightly before the critical noun is heard. The timing features of these gestures therefore allow a test of whether listeners can direct overt attention to both gestures and co-present referents through a succession of gaze fixations.
Below we report two spoken language eye tracking experiments that examine listeners' allocation of attention when a speaker generates volumetric gestures alongside sentences referring to physically co-present objects.
Experiment 1
Past studies examining the role of gesture in real-time processing have often used standard-sized computer displays to present stimuli. Although the use of real interlocutors engaged in "live communication" would represent the most ecologically optimal testing context, a video-based approach allows experimenters to control various factors that may be important in listeners' uptake of gesture information during Copyright © 2017 ISCA
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August 20-24, 2017, Stockholm, Sweden real-time comprehension (speech rate, the timing and character of gestures, etc.). However, the use of standardsized displays in video-based studies could plausibly exaggerate listeners' ability to use gesture cues because the relevant scene is depicted within a small area, simplifying the parafoveal perception of scene elements. In this and following experiment, we use a large format display screen. Previous work [10] has shown that listeners' eye movement behaviour when viewing large-format video displays of a gesturing speaker are comparable to when a live speaker is viewed in real life.
Method

Participants
Twelve undergraduates from the University of Toronto Mississauga received partial course credit for participating in the experiment.
Material and Procedure
The stimulus items presented to participants consisted of brief video clips of a speaker providing instructions to pick up one of four objects located on a table between the speaker and the addressee whose perspective was captured by the camera position. To ensure the speaker would not be expected to produce deictic signals such as pointing gestures or eye gaze cues, the objects were placed behind an opaque barrier and thus not visible to the speaker (see Figure 1 ). Participants were informed that the speaker knew the specific objects but not their specific position by virtue of an instruction sheet she held in her left hand. On critical trials, each display contained (i) a target object named in the instruction (e.g., the candy, in Figure 1 ), (ii) a "phonological competitor" object, sharing onset sounds with the target (e.g., candle), and (iii) two phonologically unrelated items that were closer to the competitor in terms of size/shape (e.g., sponge, present). The position of each object type within the array was counterbalanced across trials. On half the critical trials, the initial "pick up" instruction (e.g., "Pick up the candy") was accompanied by a volumetric gesture that reflected the hand orientation and aperture necessary to pick up the target object. In addition, the objects in the arrays were varied systematically such that the target object was smaller than the competitor and unrelated objects, thereby requiring a comparatively small grasp gesture (as in Figure 1 ), or such that it was larger than the other object, requiring a comparatively large grasp gesture. Five trials were assigned to each condition (Gesture-Large Target; Gesture-Small Target; No Gesture-Large Target; and No Gesture-Small Target), yielding 20 critical trials overall. Two versions of the experiment were created, alternating whether a given critical trial occurred in the Gesture or No Gesture condition. The speaker/gesturer in the video recordings was an individual with extensive experience in live performance as well as an academic background in psycholinguistics, and easily succeeded at producing natural looking gestures with appropriate aperture sizes for target items. Care was taken to ensure that the speed, rhythm, and intonation of the spoken instructions were well matched for the Gesture and No Gesture versions by recording these versions one after the other. To allow for a constant alignment of the speech and gesture on trials in the Gesture condition, the speaker had been instructed to position the instruction sheet such that it "just so happened" to occlude her lower face region from the listener's perspective on critical trials. This appears completely incidental and natural in the recordings. This allowed the auditory stream to be re-engineered in some cases to allow a constant interval between the onset of the gesture and the onset of the referring noun (i.e., without conflicting audiovisual cues from the mouth region). The location of the directional microphone to the side of the speaker (partially visible in Figure 1 ) ensured the instruction sheet did not create any acoustic shadow for talker's speech. In addition to the critical trials, 20 filler trials were included to counteract any expectations that listeners might develop on the basis of the critical trials (in terms of the occurrence or nonoccurrence of gesture, size differences among display objects, etc.).
Video clips were presented on a large-format video screen, appearing at a size of 32 cm horizontally x 48 cm vertically, and subtending approximately 30 degrees of horizontal angle and 46 degrees of vertical angle when viewed at a distance of 60 cm (the average distance of a participant's eye from the screen surface). This scaling approximates a situation in which an actual speaker would be just slightly over 3 m from the participant. Each trial began with a still image of the first frame of the video clip. (At this point, the grasp gestures produced in the Gesture condition were not yet evident.) After a 3 s delay, the video began to play. Participants were told to imagine themselves as the actual addressee for the recorded speaker and to respond by clicking the mouse cursor on the object referred to in the first instruction. The video stream froze at the end of the "Pick up the X" instruction, at which point the participant made this response. When the object was clicked, a coloured rectangle appeared briefly over the selected object. The video then resumed playing, and the speaker asked a "preferences" question that was related to the selected object, e.g., "Rate how much you like the colour of this marker", or "Rate how much the average person likes candy", etc. The video stream then stopped once again, and a sequence of small squares labeled "1" to "7" appeared over the middle of the display. The participant provided a response by clicking on one of the numbered squares. (This task was included to disguise the main experimental manipulations.) The screen then went blank, and the next trial began. Figure 2 shows the mean likelihood of fixating the speaker, target object, and manual gesture across time in the Gesture conditions. The zero point on the X-axis (marked with the rightmost dashed line) indicates the onset of the critical noun, centered across critical trials. The leftmost horizontal dashed line (at -500 ms before noun onset) corresponds to the point at which the gesture was initiated, and the rightmost dashed line indicates the onset of the referring noun. Recall that the stimulus preparation procedure ensured that the interval between gesture and noun onset was constant for critical trials in the Gesture condition. The lower bound of the X-axis (-900 ms before noun onset) corresponds to the earliest onset of the word pick (in the sentence Pick up the [X] ) occurring in the instructions.
Results and Discussion
The data show a preference to fixate the face region, which declines as speech unfolds. Fixations to the target begin to increase approximately 200 ms after noun onset. Given that the time required to launch relevant eye movements in response to speech input in this paradigm is approximately 200 ms, the data clearly show incremental identification of the target as sounds in the noun unfold in time. Finally, the results show a very small likelihood of fixating the hand region. However, these fixations increase notably at the point just after the gesture is initiated. This outcome suggests that gesture cues, if used, will primarily result from information uptake in the visual periphery. Next we explore listeners' ability to use gesture cues to help differentiate the target object (e.g., candle) from the phonological competitor (e.g., candy) as the target noun unfolded in time. A single "target advantage" score at each time point was calculated by subtracting competitor fixations from target fixations. By this measure, a score of zero means the target and competitor were fixated equally often on average, and a positive score reflects greater consideration of the target relative to the competitor. Figure 3 shows that the likelihood of fixating the target over the competitor increases steadily from about 400 ms following the noun onset. Given the eye movement programming lag described above, this reflects the point at which the sounds in the target name differentiated it from the competitor name. In addition to this basic effect, the data show a greater likelihood of fixating the target referent when the gesture cue was present. This advantage was sustained throughout the on-line processing of the noun. To evaluate this pattern statistically, we calculated the average target advantage for each trial within an interval corresponding to the referring noun (200 -600 ms after noun onset, again taking into account the lag in eye movement programming). These scores were evaluated using a linear mixed effect model with gesture condition and size condition (whether the target was larger than the competitor or vice versa) and their interaction as fixed effects and participants as a random effect. The results showed a near significant gesture by size interaction, β = -0.06, SE = 0.03, t(11) = -2.19, p = .051. This interaction arises from the fact that the effect of gesture is apparent primarily in the condition where the target was smaller than the competitor (see Figure 4) . All other effects were not significant, ps > .05. These results suggest that, although the complex visual environment reduced the potential to perceive gestures, listeners were still able to use gesture cues during on-line processing. Interestingly, the effect was found mainly in the condition with smaller objects and gestures. One possibility is that the smaller gestures ruled out a greater number of objects in the visual context. Yet another possibility is that the volumetric "meaning" of smaller gestures was more apparent than larger gestures. In other words, the smaller aperture might be more easily recognized as reflecting the intentional depiction of an object's characteristics. Volumetric gestures with larger apertures might be misconstrued as a beat gesture, where the handshape is not intended to be representational. A third possibility is that the identification of larger referents is at ceiling, with gesture providing no additional benefit.
Overall, the magnitude of the observed effect was somewhat small, which may suggest that the ability to use gesture cues is not particularly strong in situations where visually-present objects are under discussion. However, it is plausible that the uptake of gesture information in this type of context might be increased in accordance with the listener's strategies for comprehension. For example, listeners might allocate additional attention to gestures to compensate for a challenging auditory environment. This possibility is examined in Experiment 2, where background noise is added to the auditory signal.
Experiment 2
Experiment 2 examines the influence of background noise on the uptake of gesture information. One possibility, raised above, is that listeners may be more likely to attend to gesture cues in this context to compensate for the reduced fidelity of speech information. Alternatively, listeners may be less likely to make use of visual cues because conscious attention is being directed to the acoustic signal.
Method
Participants
Twenty undergraduates from the University of Toronto Mississauga received partial course credit for participating in the experiment. All were native speakers of English and none had participated in Experiment 1.
Materials and Procedure
We used the same materials and task as Experiment 1, with the exception that speech spectrum noise was added as a moderate signal-to-noise ratio.
Results and Discussion
Compared to Experiment 1, the results show a clear reduction in the ability to use gesture information to differentiate the target referent from the competitor (see Figure 3 vs. Figure 5) . Thus, the presence of background noise diminished gesture cues' influence on real-time referential processing. An analysis using the same model structure as before revealed a significant effect of size only (not depicted here), β = 0.06, SE = 0.03, t(19) = 2.42, p = .026, whereby target referents were identified more quickly when they were larger than competitor items than the reverse. There was no significant main effect of gesture nor a Size x Gesture interaction, ps > .05. These outcomes suggest that gesture cues are not an information source whose uptake or influence can be boosted in a compensatory manner according to listening circumstances.
General Discussion
In the present study, we explored how the somewhat redundant grasp gestures produced in tandem with sentences such as "Pick up the candy" might facilitate the real-time identification of referents in the co-present context. These gestures reflect perceptible properties of referent objects and are often produced before the onset of the noun, and as such could plausibly streamline comprehension by narrowing the set of referential candidates. However, such facilitation would only be possible if the attention directed to co-present referents does not interfere with the uptake of the gesture cues located elsewhere in the scene, or if listeners can coordinate successive fixations in a way that extracts gesture information but also "keeps up" with the rapidly unfolding speech stream.
The results of Experiment 1 revealed that gesture cues were perceived by the listener (likely via peripheral vision) and subsequently facilitated the process of interpreting a referential expression in real time. However, this effect was evident only when the target referent (e.g., candy) was comparatively smaller than the phonological competitor (e.g., candle), which also meant the speaker was producing an arguably more precise-looking aperture and orientation for the grasp gesture compared to large target gestures. In Experiment 2, we considered the possibility that the uptake of gesture cues may reflect deliberate listening strategies and as such might become more apparent in adverse listening environments. Surprisingly, the results showed a reduction in the use of gesture information compared to the previous experiment, possibly because the task of listening in itself consumed attentional resources. Taken together, the current results highlight how the use of multimodal cues during situated language processing reflects details of the physical and auditory environment as well as listeners' deployment of visual attention in both space and time.
