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1 Introduction
L’Analyse entre´e-sortie popularise´ par Leontief [WL36] connue e´galement
sous le nom d’analyse input-output, permet d’analyser les de´pendances entre
secteurs industriels et de relier la production finale et la production in-
terme´diaire, en conside´rant la consommation comme exoge`ne. Dans cet ar-
ticle nous nous inte´ressons a` la nature des solutions lorsque, pour une de-
mande donne´e, des fluctuations de la matrice des coefficients techniques sont
introduites.
Nous comparons plusieurs techniques issues des mathe´matiques applique´es
et des sciences de l’inge´nieur pour approximer la loi ou les moments des
solutions du proble`me line´aire obtenu. Certaines techniques sont a` notre
connaissance employe´es pour la premie`re fois dans ce cadre.
Les applications portent sur un syste`me de faible dimension emprunte´
a` [Bra17] ou` les productions sont exprime´es en quantite´s physiques et non
mone´taires, et ou` les fluctuations suivent une loi log-normale.
Nous montrons qu’une approximation correcte des moments et de la
densite´ peut-eˆtre obtenue, pour un couˆt computationnel modeste.
En 2, l’Analyse entre´es-sortie et le mode`le utilise´ pour les applications est
pre´sente´s. En 3 on re´sume l’apport des travaux connexes. En 4 on pre´sente
le principe des techniques d’approximation des solutions. En 5 les re´sultats
nume´riques sont pre´sente´s et discute´s. Les sections 6 et 7 concluent.
2 Analyse entre´es-sortie
Un mode`le input-output est construit pour une zone de´termine´e (par
exemple un pays ou une re´gion) durant une pe´riode donne´e. Il recense les flux
mone´taires entre des secteurs industriels de´finis. Notons, d’apre`s [MB09] :
— zij la valeur mone´taire du flux entre le secteur i et le secteur j.
— xi la valeur de la production totale du secteur i
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— fi la demande finale du produit du secteur i
Alors xi =
∑n
j zij +fi, ou en forme matricielle x = Z.1+ f . Avec l’intro-
dution de A = (aij) et l’hypothe`se zij = aijxj qui se traduit par l’absence
d’e´conomies d’e´chelle (”constant return to scale”) et par des proportions
fixes d’inputs quel que soit le niveau de production, le syste`me devient :
(I −A)x = f (1)
x = Lf (2)
ou` A est la matrice d’entre´e/sortie, (I −A) est la matrice de Leontief, L =
(I −A)−1 est l’inverse de Leontief.
Etant donne´e que A est non-ne´gative, M = I −A appartient a` la classe
des M -matrices, de´finies comme les matrices re´elles carre´es nonsingulie`res
telles que ∀i 6= j, mij ≤ 0 et M−1 ≥ 0 (cf [Mey00, chap.7]). Les M -matrices
jouent un roˆle important en e´conomie et en alge`bre line´aire nume´rique. De
nombreuses proprie´te´s de ces matrices ont e´te´ e´tablies :
— si M est une M -matrice, alors toutes les valeurs propres ont une
partie re´elle strictement positive. Re´ciproquement, toute matrice M
telle que ∀i 6= j, mij ≤ 0 ayant son spectre dans le demi-plan positif
est une M -matrice.
— si M est une M -matrice, alors tous ses mineurs principaux sont posi-
tifs. Re´ciproquement, toute matrice ∀i 6= j,mij ≤ 0 ayant ses mineurs
principaux positifs est est une M -matrice.
D’un point de vue formel il est important de ve´rifier que le rayon spec-
tral ρ(A) de A est tel que ρ(A) < 1, cf (cf [Mey00, chap.8]). Les valeurs
propres de A ont une intepre´tation en e´conomie car la racine de Frobenius
ρ(A) correspond a` l’inverse du taux de croissance maximal dans la version
dynamique du mode`le de Leontief [Tak74, IV-D-e)].
Dans le cas ou` A est ale´atoire et note´e A(ω), le proble`me devient plus
complexe que la simple re´solution d’un syste`me line´aire. On recherche la den-
site´ de probabilite´ de x, ou ses premiers moments, ou toute approximation de
ces quantite´s. La pre´sence d’ale´atoire soule`ve une difficulte´ mathe´matique
supple´mentaire : pour certaines distributions de probabilite´s, il existe des
valeurs de ω telles que Id − A(ω) n’est pas inversible. De ce fait, les mo-
ments de x = (Id − A ◦ U)−1f ne seront pas de´finis. Il existe des re´sultats
sur la probabilite´ qu’une matrice ale´atoire de dimension finie soit singulie`re
mais leur application dans ce cas n’est pas triviale.
Toutefois le fait que ces singularite´s existent formellement ne refle`te pas
la nature physiques des phe´nome`nes e´tudie´s : tant que la population est non
nulle, x existe et est non-ne´gatif. Pour les simulations on pourra par exemple
travailler sur une variable ale´atoire scalaire tronque´e X|a ≤ X ≤ b qui prend
des valeurs dans un intervalle pre´de´fini. La loi de probabilite´ devient :
P (X ≤ x|a ≤ X ≤ b) = P (a ≤ X ≤ x)
P (a ≤ X ≤ b) (3)
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ou` x ∈ [a, b].
Des proble`mes semblables sont rencontre´s en Me´canique, ou` des syste`mes
line´aires avec ope´rateurs ale´atoires doivent eˆtre re´solus. Le proble`me de
l’existence des solutions est souvent contourne´ : les solutions approche´es
sont recherche´es dans des espaces ou` les solutions ont un second moment
fini [Xiu10, 5.1.1]. De la meˆme manie`re quand une approximation analy-
tique sera recherche´e ci-dessous (par exemple avec les me´thodes spectrales,
sec. 4.6), elle le sera dans un espace de fonctions dont les premiers moments
sont finis.
2.1 Mode`les avec unite´s physiques et bruit : l’exemple du
mode`le de Brandt
Les mode`les input-output de type Leontief vus en sec.2 sont parfois ex-
prime´s en unite´s physiques (et pas mone´taires) [MB09, 2.6.1], notamment
pour inte´grer les ressources e´nerge´tiques, et/ou les e´changes avec l’environ-
nement.
Ainsi les mode`les rencontre´s en Analyse du Cycle de Vie (ACV ou
LCA, life cycle assessment) sont formule´s en unite´s physiques. Le mode`le de
Brandt [Bra17] s’en rapproche, et mode`lise 4 grandeurs : l’energie, la masse
de matie`res premie`res, la masse de nourriture, le nombre d’heures de travail.
Soit A la matrice des coefficients techniques :
A =

a.10−1 10 10 1
a.10−3 10−1 10−2 10−1
0 0 0 10−1
a.10−3 10−4 10−1 0
 (4)
Cette matrice s’interpre`te comme suit : pour une unite´ produite, le premier
secteur (e´nergie) ne´cessite a.10−1 unite´s provenant du secteur de l’e´nergie,
a.10−3 unite´s provenant du secteur des matie`res premie`res, etc. . .
La production brute totale requise pour satisfaire une demande f est
s1 = (I−A)−1f = Lf . (Brandt de´finit e´galement un rapport qui quantifie la
disponibilite´ de chaque produit pour un usage discretionnaire : ∀i ri = fi/si)
A est perturbe´e par un bruit multiplicatif terme a` terme note´ U : A
devient A◦U , ou` U est une matrice de meˆme dimension que A constitue´e de
de variables ale´atoires lognormale LN(µ, σ) inde´pendantes et identiquement
distribue´es, ou` ◦ est le produit terme a` terme, ou produit de Hadamard. Le
bruit lognormal σ ∈ [0, 2] est d’usage courant notamment en ACV.
Soit :
~x = (Id−A ◦ U)−1f (5)
Les moments de ~x ne sont pas de´finis car la matrice (Id−A◦U) peut devenir
non-inversible. Comme explique´ ci-dessus, on travaillera sur la distribution
tronque´e ~x|~a ≤ ~x ≤ ~b ou` les ine´galite´s sont vectorielles, ou encore sur la
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variable ale´atoire scalaire xi|~a ≤ ~x ≤ ~b, la loi de la i-e`me composante de
~x. Cette contruction sera utilise´e en sec. 4.1 pour les simulations de Monte-
Carlo.
Pour rappel la densite´ de la loi lognormale est :
f(x) =
1
σx
√
2pi
exp
(
−(log x−m)
2
2σ2
)
(6)
Quand m = 0.5, σ = 1, on constate que le mode de la distribution se trouve
en 1, avec une queue e´paisse, comme illustre´ par la Fig. 1(a). Les histo-
grammes des composantes des solution ~x = (Id−A◦U)−1f sont repre´sente´s
par la Fig. 1(b). On constate que les distributions obtenues ont une disper-
sion tre`s importante, autour de la valeur nominale non bruite´e repre´sente´e
par une ligne rouge.
A l’aide de simulations de type Monte-Carlo, Brandt montre qu’une telle
perturbation n’affecte pas qualitativement le phe´nome`ne observe´, a` savoir
la baisse rapide de l’indice NER lorsque a augmente, i.e. le niveau de EROI
de´croit.
Dans la section 3 nous passons en revue, de manie`re non exhaustive,
des travaux connexes inte´resse´s par les fluctuations au sein d’un mode`le
Input-Output.
3 Travaux connexes
Le traitement des fluctuations en analyse input-output est ancien [MB09,
12.3] et a vise´ en premier lieu a` garantir la robustesse du calcul nume´rique
de L e´tant donne´es des erreurs de mesure sur A. Les e´conomistes ont voulu
connaˆıtre quels coefficients aij avaient la plus grande influence (dans un
sens a` de´finir) sur L, afin de diriger les efforts de recueil de donne´es de
manie`re rationnelle. De ce point de vue ils ont mobilise´ des re´sultats de
calcul matriciel, de the´orie des perturbations, de l’analyse de sensibilite´ qui
permettent d’e´tudier la propagation d’erreur, lorsque les fluctuations sont
faibles par rapport au point de fonctionnement. D’autres travaux dans un
cadre probabiliste on de´crit de manie`re ale´atoire les fluctuations sur L quand
A est perturbe´e par un bruit de loi connue [Qua59]. Des travaux autour de la
conjecture de Brody se sont notamment inte´resse´s aux proprie´te´s spectrales
d’une matrice ale´atoire A sous des hypothe`ses simplificatrices (aij iid).
Les proprie´te´s deA ont e´te´ analyse´es sous l’angle statistique, en conside´rant
les aij comme des variable ale´atoires dont on veut estimer les densite´s em-
pirique. Dans [Raa05, chap. 14], le biais de plusieurs estimateurs de L est
compare´, et la pertinence d’utiliser A pour estimer L est discute´e.
D’un point de vue empirique, des travaux ont mesure´ la variabilite´ de
A pour plusieurs pays et se sont inte´resse´s a` la variabilite´ des aij . Ce type
d’analyse est effectue´ dans [TGY19], pour les USA depuis les anne´es 60, a` un
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Figure 1 – (a) pdf d’une variable ale´atoire de loi lognormale, et d’une loi
normale de meˆmes premiers moments, parame`tre de forme σ = 1.0 ; (b)
histogramme des composantes des vecteurs solution x = Lf . La ligne rouge
repre´sente la valeur non bruite´e.
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niveau de´sagre´ge´ (plus de 300 secteurs). D’autres travaux e´valuent l’effet du
niveau d’aggre´gation sur les plus grandes valeurs propres de A. Une e´tude
de´taille´e des proprie´te´s spectrales pour le proble`me des prix de production
[MB09, 2.6] se trouve dans [MT16] pour diffe´rents pays et diffe´rents niveaux
d’aggregation. Schefold prend l’exemple de l’Allemagne, Xu compare le cas
de la Chine a` d’autres pays.
Dans [TGY19] les auteurs observent dans le cas des USA une appa-
rente stationarite´ de la distribution de probabilite´ empirique des aij au
cours des de´cennies, et de plusieurs caracte´ristiques de la matrice A, en
particulier max |λi(A)| qui reste proche de 0.5. De plus, plusieurs obser-
vations expe´rimentales contredisent l’hypothe`se classique de coefficients aij
inde´pendants et identiquement distribue´s (iid) :
— les valeurs moyennes empiriques ligne par ligne de la matrice A
diffe`rent.
— les termes diagonaux aii ont une distribution distincte des autres
termes.
Un point de vue the´orique est adopte´ pour l’e´tude de la question -ancienne
en e´conomie- des ”business cycles”. Des re´sultats the´oriques a` l’interface
entre e´conomie et physique statistique, dans le cas d’e´conomies ide´alise´es,
sont disponibles concernant la volatilite´ de la production agre´ge´e en pre´sence
de fluctuations des productions au niveau de´sagre´ge´. [Gab11] calcule la va-
riance de la distribution de la production agre´ge´e en fonction de la variance
au niveau des entreprises et montre le roˆle de la distribution de la taille des
entreprises. [ACOTS12] montre le roˆle des effets de re´seau. [BCSW92] place
l’e´tude dans le cadre du phe´nome`ne de ”self-organized criticality” (SOC).
Dans [BLM17], les auteurs mettent en e´vidence diffe´rents re´gime de produc-
tion en fonction des valeurs des parame`tres du mode`le, avec une matrice
d’entre´e-sortie ale´atoire, en appliquant le replica trick a` l’optimisation du
proble`me d’e´quilibre ge´ne´ral, dans un cadre asymptotique. Dans [MB19] les
outils de la the´orie des matrices ale´atoires permettent d’analyser la stabilite´
d’un mode`le d’e´quilibre ge´ne´ral avec fonction de production CES (Constant
Elasticity of Substitution), pour diffe´rentes topologies de re´seau d’entre´e-
sortie ale´atoire.
En sciences de l’inge´nieur, des outils proches des pre´ce´dents tels que
la the´orie des matrices ale´atoires, sont utilise´s pour traiter des proble`mes
proches, notamment le comportement des valeurs propres d’un syste`me
me´canique mode´lise´ comme un syste`me line´aire ale´atoire, mais en dimen-
sion finie [Soi17].
Plus ge´ne´ralement, pour la quantification des incertitudes [Smi13], les
techniques de l’approximation de fonctions ale´atoires [GS03, Xiu10] per-
mettent de calculer les moments d’une expression du meˆme type que eq.(5),
comme nous le montrerons en sec. 4.6.
Des applications de ces outils en e´conomie ont e´te´ de´veloppe´es re´cemment,
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notamment pour un mode`le RBC (Real Business Cycle) [HMSW19]. Toute-
fois a` notre connaissance il n’existe pas d’application dans le cas de mode`les
line´aires de type input-output ou LCA.
Une autre mode´lisation classique des proble`mes input-output s’appuie
sur le formalisme de l’optimisation et plus spe´cifiquement de la programma-
tion line´aire [MB09, 10.4]. Cette formalisation permet par exemple d’ef-
fectuer des choix en minimisant des crite`res line´aires tels que la quan-
tite´ d’e´missions polluantes. La prise en compte des incertitudes dans les
proble`mes d’optimisation, dans un cadre probabiliste ou pas, est traite´ par
le domaine de l’optimisation robuste [BTEGN09] qui a e´te´ applique´ aux
proble`mes input-output [WXWL14].
4 Approximations des moments et de la loi de pro-
babilite´ des solutions
Dans cette section nous e´nume´rons des approximations locales ou glo-
bales des premiers moments E[x], V [x] de x = (Id − A ◦ U)−1f ou de la
distribution des xi.
4.1 Perturbation ale´atoire : simulation MC
La me´thode de Monte-Carlo repre´sente´e par Alg.1 repose sur le tirage
ale´atoire d’un e´chantillon de matrices L, et sur le calcul nume´rique de x.
Algorithm 1 Monte-Carlo (MC)
Require: n > 0, nmc > 0
for i = 0 to nmc do
U = rand((n, n))
x = (I −A ◦ U)−1f
end for
La loi de grands nombres pour la moyenne empirique garantit que celle-
ci converge vers l’espe´rance. De plus, si la variance de la variable ale´atoire
e´chantillonne´e est finie, l’erreur relative commise de´pend de la variance de x
et de N−1/2, ou` N est le nombre d’e´chantillons. Si cette variance n’est pas
finie, l’estimateur de la moyenne empirique sera entache´ d’un biais impor-
tant. Mais en pratique, du fait de la pre´cision finie des calculs sur machine,
les singularite´s ne sont pas rencontre´es.
Les conse´quences a` attendre lors des expe´riences, pour des valeurs e´leve´es
du parame`tre de forme σ sont :
— une queue e´paisse pour la distribution des valeurs x = (Id−A◦U)−1f
e´chantillonne´es.
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— des fluctuations tre`s importantes pour les estimateurs de la moyenne
et de la variance empirique, car l’espe´rance et la variance ne sont pas
de´finis.
Pour les simulations nume´riques, nous travaillerons sur une variable
ale´atoire tronque´e comme explique´ en sec. 2.1 et supprimant toutes les va-
leurs ne´gatives ou de´passant un seuil donne´ .
4.2 Estimation parame´trique
Il est possible de re´aliser une estimation parame´trique d’une loi lognor-
male pour la variable ale´atoires scalaires tronque´e xi|~a ≤ ~x ≤ ~b. Nous
utiliserons la me´thode du maximum de vraisemblance, et chercherons les
parame`tres m,σ a` partir d’un ensemble d’e´chantillons tire´s ale´atoirement.
4.3 Perturbation de´terministe
Examinons les re´sultats disponibles quand A est affecte´e par une pertur-
bation. Les formules de Sherman–Morrison–Woodbury donnent un re´sultat
exact pour les termes A−1ij d’une matrice, e´tant donne´e une perturbation sur
A, sans avoir a` calculer l’inverse A−1. Ces formules peuvent eˆtre applique´es
a` l’inverse de Leontief et permettent de calculer l’effet d’une perturbation
en termes relatifs [MB09, A12.1.2].
Des re´sultats approche´s sont fournis par la the´orie de la perturbation
[SS90, chap.2]. Au premier ordre, en remarquant que M → M−1 est une
fonction diffe´rentiable, on a :
M˜−1 ≈ M−1 −M−1EM−1 (7)
x˜ ≈ x−M−1Ex (8)
ou` A˜ = A+E, et x˜ solution de A˜x˜ = b. Dans le cas ou` M = I −A, et ou` la
perturbation est de la forme A→ A+ E, on obtient x˜ ≈ x+ (I −A)−1Ex.
Comme les termes de (I −A)−1, et x sont positifs ou nuls (voir sec. 2 pour
les proprie´te´s des M -matrices), on en de´duit si E ≥ 0 alors la perturbation
(I −A)−1Ex est positive ou nulle, et que donc ∀i, x˜i ≥ xi.
En introduisant le conditionnement, des ine´galite´s ge´ne´rales sont fournies
en alge´bre line´aire nume´rique [AK08, 5.3] : si x and x+ δx sont les solutions
des syste`mes Ax = b et (A+ δA)(x+ δx) = b, alors
‖δx‖
‖x+ δx‖ ≤ cond(A)
‖δA‖
‖A‖ (9)
Mais ce type d’ine´galite´ est souvent trop pessimiste, car trop ge´ne´ral. Dans
le cas particulier des M -matrix, des ine´galite´s plus pre´cises sont disponibles,
et permettent de borner l’effet de la perturbation.
Stewart a de´veloppe´ une the´orie alternative base´e sur l’approximation
des normes (cf sec.A.2.2).
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4.4 Formule de Taylor pour UQ
Les approximations locales eq.(8) permettent une approximation des pre-
miers moments E[x], V ar[x] en prenant simplement l’espe´rance et la variance
du de´veloppement de Taylor. Pour une fonction y = f(X), en ne´gligeant les
termes de covariance, on peut la re´sumer par :
V ar[y] ≈
n∑
i
V ar[xi]
∂y
∂xi
]
X0
(10)
ou` E[X] = X0. Cette formule peut eˆtre applique´e a` la fonction A → A−1b
qui donne la solution du syste`me line´aire.
D’apre`s [HS11, eq.(6.21)] et [Hei10, eq.(13)] :
dsk
daij
= −(A−1)kisj (11)
var(gk) =
∑
i,j
(sjλki)
2var(aij) +
∑
j
(sj)
2var(bkj) (12)
var(sk) =
∑
i,j
(sj(A
−1)ki)2var(aij) (13)
si n est grand, une approximation par le the´ore`me central limite est possible.
4.5 Se´rie de Neumann
Le De´veloppement en Se´rie Entie`re (DSE) de 1/(1− x) dans l’intervalle
re´el ]− 1, 1[ peut eˆtre e´tendu aux matrices sous certaines conditions :
(I −A)−1 =
∞∑
k=0
Ak (14)
∑∞
k=0A
k est nomme´e se´rie de Neumann en alge`bre line´aire [Mey00, 7.10.8].
Cette me´thode d’approximation est dite globale, a` l’inverse des me´thodes
reposant sur la formule de Taylor, qui sont locales, au voisinage d’un point.
Dans le domaine de l’analyse IO, cette me´thode est d’usage courant.
[MB09, 2.4]. La condition de convergence utilise´e utilise la dominance dia-
gonale : si aij > 0 et ∀j,
∑
i aij < 1, alors la se´rie converge. Dans le domaine
de l’ACV, ces conditions ne sont pas ve´rifie´es. La condition suffisante em-
ploye´e utilise le rayon spectral :
ρ(A) = max |λA| < 1 (15)
ou` les λ sont les valeurs propres de A [Pet07]. La convergence de´pend dont
fortement du choix de A. Pour cette raison cette me´thode n’est pas recom-
mande´e pour un usage ge´ne´ral en ACV [HS11, 4.3].
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Mais elle pre´sente un inte´reˆt dans le cas probabiliste : il suffit de rem-
placer A par A ◦ U pour se placer dans le cas du mode`le de la sec. 2.1. En
supposant que les conditions de convergence soient remplies, on peut utiliser
l’expression eq.(14) pour calculer des moments.
Notons qu’en me´canique stochastique, les se´ries de Neumann sont e´galement
utilise´es pour des syste`mes du type (L + E)x = b, ou` L est de´terministe
[GS03, p.76]. De plus une me´thode hybride mentionne´e dans la litte´rature
[GS03, p.8] est similaire a` l’algorithme MC (Alg.1, vu en sec. 4.1), en rem-
plac¸ant (I−A◦U)−1 par son DSE (14). De la meˆme manie`re, cet algorithme
permet de ge´ne´rer des e´chantillons et de calculer des moments empirique et
un histogramme.
4.6 Me´thodes spectrales, Galerkin
Dans cette section nous recherchons une approximation de x sous forme
de polynoˆme, en utilisant les me´thodes spectrales stochastiques 1 nomme´es
en re´fe´rence au type de convergence [Xiu10, p.34]. Les polynoˆmes ont la
forme suivante :
uK(ω) =
K∑
k=0
ukΨk(Q1 . . . Qp) (16)
ou` uk sont les coefficients dit de Fourier, Q1 . . . Qp sont les parame`tres
ale´atoires du polynoˆme, et Ψk : Rp → R les polynoˆmes orthogonaux au sens
du produit scalaire 〈u, v〉 = ∫R u(z)v(z)dz. Les Ψk sont choisis en fonction
du nombre de parame`tres ale´atoires et de leur loi de probabilite´.
Plusieurs me´thodes permettent de calculer les coefficients uk. Certaines
dites non-intrusives reposent sur l’existence d’un ge´ne´rateur ale´atoire d’e´chantillons
(quadrature, colocation). D’autres, intrusives, reposent sur le calcul a` la
main de la projection des e´quations du proble`me sur la base Ψk. Les deux
approches seront compare´es en 5.5, mais seul le calcul de la me´thode in-
trusive de Galerkin stochastique sera de´taille´ ci-dessous [Xiu10, chap.6]. La
me´thode de Galerkin est ici pre´fe´re´e du fait des proble`mes d’e´chantillonnage
que nous rencontrons ici, et qui doivent eˆtre contourne´s avec un distribution
tronque´e. De plus elle est la plus adapte´e quand le nombre de parame`tres
ale´atoires est important [Xiu10, 7.4].
Pour trouver les uk par la me´thode de Galerkin, on projette le syste`me
(Id − A ◦ U)~x = f de´fini en sec. 2.1 sur la base des vecteurs Ψk. Cette
application n’est pas la plus courante dans la litte´rature, qui s’inte´resse
surtout aux e´quations diffe´rentielles ordinaires (ODE) ou aux e´quations a`
de´rive´es partielle (PDE). Des re´sultats sont disponibles avec la me´thode de
Galerkin dans le cas d’un syste`me line´aire [CGI09].
1. e´galement nomme´es Polynomial Chaos Expansion (PCE).
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Le vecteur solution est cherche´ sous la forme [Xiu10, p.68] :
~xK =
[∑K
k=1 x1,kΨk(u11, . . . , unn) . . .
∑K
k=1 x4,kΨk(u11, . . . , unn)
]T
(17)
Pour simplifier la notation, on remplacera Ψk(u11, . . . , unn) par Ψk dans la
suite.
La premie`re ligne du syste`me (Id−A ◦ U)~x = f s’e´crit ainsi :
(1− a11u11)
K∑
k=1
x1,kΨk + a12u12
K∑
k=1
x2,kΨk + . . . = b1 (18)
En projetant sur le vecteur Ψ1 on obtient :
〈(1− a11u11)
K∑
k=1
x1,kΨk + a12u12
K∑
k=1
x2,kΨk + . . . ,Ψ1〉 = 〈b1,Ψ1〉(19)
En effectuant ces e´tapes pour chaque ligne du syste`me (Id−A◦U)~x = f ,
on obtient le syste`me de 4 e´quations a` 4K inconnues.
[〈(1− a11u11)Ψ1,Ψ1〉 . . . 〈(1− a11u11)ΨK ,Ψ1〉 . . . 〈a14u14)Ψ1,Ψ1〉 . . . 〈a14u14ΨK ,Ψ1〉
〈a21u21Ψ1,Ψ1〉 . . . 〈a21u21ΨK ,Ψ1〉 . . . 〈a24u24)Ψ1,Ψ1〉 . . . 〈a24u24ΨK ,Ψ1〉
〈a31u31Ψ1,Ψ1〉 . . . 〈a31u31ΨK ,Ψ1〉 . . . 〈a34u34)Ψ1,Ψ1〉 . . . 〈a34u34ΨK ,Ψ1〉
〈a41u41Ψ1,Ψ1〉 . . . 〈a41u41ΨK ,Ψ1〉 . . . 〈(1− a44u44)Ψ1,Ψ1〉 . . . 〈(1− a44u44)ΨK ,Ψ1〉
]
.

x11
...
x1K
x21
...
x2K
x31
...
x3K
x41
...
x4K

=

b1
b2
b3
b4

(20)
On ite´rant ce calcul pour chacun des K vecteur de la base {Ψk}, on
obtient alors un syste`me line´aire a` 4K e´quations et 4K inconnues. Notons
que comme 〈1,Ψk(. . .)〉 = 1 pour k = 0 et 0 sinon, le terme de droite est
nul sauf pour les 4 premie`re lignes. On calcule l’inconnue [x11 . . . x4K ] par
re´solution nume´rique. Puis on re´injecte dans eq.(17) pour obtenir ~xK , qui
approxime ~x.
On en de´duit une expression analytique des deux premiers moments
d’apre`s les formules de la litte´rature [Xiu10, 5.3]. Pour estimer la pdf des
composante de ~xK , il est ne´cessaire d’employer un me´thode MC : on ge´ne´re
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un e´chantillon u11 . . . unn qu’on injecte dans ~x
K . La the´orie donne de nom-
breux re´sultats sur la convergence de ~xK vers ~x, qui est d’autant plus rapide
que la fonction est re´gulie`re. Dans notre cas, on peut attendre des modifica-
tions tre`s importantes de la solution en fonction de la valeur du parame`tre
ale´atoire, et donc des performances faibles quand l’ordre de de´veloppement
est re´duit. Pour des raisons nume´riques, il pourra donc eˆtre utile de re´duire
le nombre de parame`tres de bruit, comme explique´ en sec. 5.5.
5 Application nume´riques
Dans cette section nous appliquons les me´thodes vues en sec. 4 au cas
du mode`le de la sec. 2.1. Des approximations des premiers moments et de
la loi de probabilite´ des solutions du mode`le sont recherche´es.
Le code pour reproduire les re´sultats des simulations est disponible a`
l’adresse https://gitlab.com/hazaa/input-output
5.1 Perturbation ale´atoire : formule de Taylor
Pour le mode`le de bruit additif A + E ou` E = A ◦ U , U suit une
loi lognormale LN(µ, σ). le de´veloppement de Taylor de la variance de
V ar(xi) = V ar(e
T
i (I − (A + E))−1f) selon les formules 10 et 13 donne les
re´sultats en Fig. 2. On constate que l’approximation est satisfaisante pour
σ < 0.3, mais qu’elle se de´grade rapidement apre`s.
5.2 Perturbation ale´atoire : simulation MC
Les proprie´te´s the´orique de l’estimateur de Monte-Carlo de la moyenne
empirique ont e´te´ rappele´es en sec.4.1. Pour le cas du mode`le de la sec. 2.1, la
Fig. 3 compare l’estimateur de la moyenne empirique et d’autres me´thodes.
La Fig. 3(a) montre la valeur de l’estimateur de la moyenne de la va-
riable ale´atoire x0 = 〈e0, ~x〉 avec et sans troncature, en fonction du nombre
d’e´chantillons pris en compte. On constate des sauts tre`s importants dans
le cas sans troncature, lie´s au fait que l’estimateur a une variance infinie.
D’autres solutions telles que la re´duction de variance ou d’e´chantillonnage
d’importance (importance sampling, par exemple le defensive sampling)
pourront eˆtre explore´es dans la suite.
5.3 Estimation parame´trique
L’estimation parame´trique de la variable ale´atoire tronque´e permet de
calculer l’espe´rance et la variance a` partir des formules connues pour la loi
lognormale de parame`tres (m,σ) :
E(X) = exp(m+ 1/2σ2) (21)
V ar(X) = exp(2m+ σ2)(exp(σ2)− 1) (22)
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Figure 2 – Variance de la solution V ar(xi), x = (I − (A + E))−1f . Bruit
A + E, E = A ◦ U , U suit une loi lognormale LN(µ, σ) ou` µ = 0.5 et
σ ∈ [0, 0.4]
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Figure 3 – Comparaison de plusieurs estimateurs de la moyenne. (a) Es-
timateur de la moyenne empirique en fonction du nombre d’e´chantillons
avec et sans troncature, parame`tre de forme σ = 1.0 ; (b) estimateur Mcmc,
estimation parame´trique, de´veloppement en se´rie entie`re, en fonction du pa-
rame`tre de forme.
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L’espe´rance ainsi calcule´e a` partir des estimateurs du maximum de vrai-
semblance (mMLE , σMLE), est compare´e en Fig.3 aux autres estimateurs,
notamment la moyenne empiriques de Monte-Carlo qui donne une re´sultat
tre`s proche.
5.4 Se´rie de Neumann
Comme vu en 4.5, le De´veloppement en se´rie entie`re classique permet
d’approximer analytiquement les premiers moments de x0 = 〈e1, ~x〉. Il per-
met aussi d’estimer nume´riquement la pdf de la distribution.
Pour le cas du mode`le de la sec. 2.1, l’expression des moments est :
E(~x) = E(
+∞∑
k=0
(A ◦ U)kf) (23)
V ar(~x.ei) = V ar(
+∞∑
k=0
(A ◦ U)kf.ei) (24)
On peut par exemple approximer l’espe´rance au second ordre :
E(~x) ≈ f + E((A ◦ U)f) + E((A ◦ U)2f) (25)
En projettant la premie`re composante on obtient :
E(~x.e1) ≈ f1 + f1(a211E(u211) + a12a21E(u12u21) + a14a41E(u14u41))
+f2(a11a12E(u11u12) + a12a22E(u12u22) + a42a14E(u42u14))
. . . (26)
D’apre`s les proprie´te´s de la loi lognormale et les re`gles de calcul usuel on
obtient :
E(uiuj) = E(ui)E(uj)
= exp 2(m+
σ2
2
) (27)
E(u2i ) = V ar(ui) + E(ui)
2
= exp(2m+ σ2)(exp(σ2)− 1) + exp 2(m+ σ
2
2
) (28)
En remplac¸ant dans eq.(26) on peut donc en de´duire une approximation
des E(~x.e1). La Fig. 3(a) montre la valeur de l’estimateur de l’espe´rance de
la variable ale´atoire 〈e1, ~x〉 On constate que son e´volution est proche des
estimateurs obtenu par troncature et par estimation parame´trique.
A l’aide de la formule eq.(14), il est e´galement possible comme on l’a
explique´ en 4.5 d’obtenir un histogramme des composantes de ~x sans inver-
sion matricielle : pour chaque e´chantillon on effectue un tirage de U et on
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en de´duit x a` l’aide de la se´rie de Neumann. Cette me´thode est standard en
analyse input-output.
La Fig. 4(a) compare la distribution empirique de de x0 par plusieurs
me´thodes. L’e´chantillon obtenu par DSE a` l’ordre 2 fournit une distribution
qui approxime grossie`rement l’e´chantillon original.
La Fig. 4(b) permet de constater que la me´thode de Galerkin ne converge
pas quand l’ordre augmente.
En revanche, on voit avec la Fig. 4(c) que par la me´thode de la se´rie de
Neumann, la convergence est rapide.
5.5 Me´thodes spectrales, Galerkin
Dans cette section les premiers moments sont approche´s par la me´thode
de Galerkin stochastique et par la me´thode de colocation.
Le mode`le de bruit est simplifie´, pour des raisons computationnelles. Au
lieu de conside´rer la structure de bruit la plus ge´ne´rale sur A◦U , qui introduit
n2 parame`tres ale´atoires, nous introduisons p ∈ [1, 2, 3] parame`tres de bruit.
Pour les se´lectionner, les me´thodes de sensibilite´ globale reposant sur la
variance (e.g. indices de Sobol) sont inadapte´es. En effet, la variance n’est
pas de´finie quand le parame`tre de forme du bruit lognormal est trop e´leve´.
La me´thode de Morris [Smi13, 15.2] permet de se´lectionner les parame`tres
ayant le plus d’influence sur xi.
En Fig. 5(a) on compare l’estimateur de la moyenne obtenu par les
me´thodes de colocation et Galerkin lorsque le parame`tre σ du bruit varie. La
tendance est cohe´rente avec la simulation MC, mais les approximations se
de´gradent sur deux plages centre´es sur σ = 0.6 σ = 0.85. Ceci est confirme´
par l’estimateur de la variance en Fig. 5(b). Ce phe´nome`ne est probablement
de nature nume´rique et doit eˆtre sensible a` l’ordre de l’approximation. Nous
constatons en effet en Fig. 5(c) que l’approximation s’ame´liore quand l’ordre
du polynoˆme augmente, en σ = 0.6 et σ = 0.85, mais semble atteindre une
valeur limite pour σ = 0.85.
En Fig. 4(a) les histogrammes obtenus par simulation MC a` partir du
syste`me initial et a` partir de son approximation par la me´thode de Galerkin
pour p = 3, a` l’ordre 3 sont repre´sente´s. L’allure des deux histogrammes est
proche, mais l’approximation est entache´e d’erreur, notamment au niveau
de la queue.
5.6 Discussion
Dans cette section 5 nous avons applique´ des me´thodes de´finies d’un
point de vue the´orique en 4 qui permettent d’approximer les moments ou la
distribution des solutions d’un syste`me particulier de´fini en sec. 2.1.
On constate avec cet exemple que pour l’approximation des moments :
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Figure 4 – Distribution de x0, parame`tre de forme σ = 1.0. (a) com-
paraison de plusieurs estimateurs ; (b) comparaison de plusieurs ordres de
de´veloppement pour la me´thode PCE Galerkin ; (c) idem pour la se´rie de
Neumann.
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Figure 5 – Comparaison de plusieurs estimateurs de la distribution et des
moments de x0. (a) Estimateur de la moyenne, PCE colocation et Galerkin
en fonction du parame`tre de forme. (b) Estimateur de l’e´cart-type, PCE
colocation et Galerkin. en fonction du parame`tre de forme. (c) influence de
l’ordre du de´veloppement pour PCE Galerkin.
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— la me´thode de MC est utilisable mais ne´cessite une troncature, car
la distribution originale n’admet pas de moments.
— les me´thodes locales divergent rapidement quand σ augmente.
— la me´thode de Neumann, qui n’est pas recommande´es en ge´ne´ral en
ACV (cf sec.4.5), est utilisable pour le cas particulier examine´ ici,
avec un bruit lognormal, en dimension 4×4, et fournit une expression
analytique des moments.
— les me´thodes spectrales a` base d’e´chantillon (colocation, quadrature)
sont inutilisables car instables nume´riquement, du fait des fluctua-
tions importantes des valeurs e´chantillonne´es.
— la me´thode spectrale de Galerkin est utilisable, et fournit une ex-
pression analytique de la solution en ge´ne´ral et des moments en par-
ticulier. Elle ne´cessite une simplification du mode`le de bruit, re´alise´e
ici a` l’aide du crite`re de Morris a` partir d’e´chantillons ale´atoires. Un
bruit de dimension 3 a e´te´ retenu. Le de´veloppement polynomial a
e´te´ re´alise´ aux ordres 3,5,7. Il pre´sente des biais importants pour cer-
taines valeurs du parame`tre de bruit, pour des raisons nume´riques.
Pour approximer la distribution des solutions, seules des me´thodes d’e´chantillonnage
ont e´te´ discute´es :
— la me´thode de MC est utilisable sans troncature.
— la me´thode de Neumann e´galement et fournit une bonne approxima-
tion a` un ordre faible.
— la me´thode de Galerkin fournit une approximation grossie`re a` un
ordre faible.
6 Perspectives
6.1 Mode`le line´aire
Plusieurs pistes de de´veloppement du mode`le (I − A ◦ U)x = f sont
cite´es ci-dessous. En premier lieu, une comparaison avec des donne´es re´elles
devrait eˆtre conduite.
Par ailleurs, le bruit U est ici de type lognormal, ce qui traduit une
hypothe`se re´pandue par exemple dans la litte´rature LCA. Des comparai-
sons entre plusieurs types de bruit ont e´te´ re´alise´es De plus, le choix d’un
bruit multiplicatif inde´pendant sur chacune des composantes de A ◦U pose
des proble`mes computationnels pour les approximations de type PCE. Ceci
a e´te´ contourne´ en 5.5 en re´duisant la dimension du mode`le graˆce a` une
analyse de sensibilite´. Plus ge´ne´ralement, pour syste´matiser cette e´tape les
me´thodes classiques de se´lection de mode`le pourraient eˆtre mises a` profit.
Les de´pendances entre composantes du bruit devraient eˆtre prises en compte.
Une repre´sentation du bruit non-parame´trique reposant sur la the´orie des
matrices ale´atoires pourrait eˆtre employe´e.
Concernant l’approximation de la distribution de ~x et de ses moments,
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des techniques analytiques devraient eˆtre compare´es. Des techniques d’ap-
proximation de fonction de rang faible se de´veloppent rapidement et sont
employe´es dans la litte´rature aux meˆme titre que le me´thodes spectrales
Paralle`lement, on a constate´ que la solution ~x connaˆıt des variations
brutales en fonction des valeurs des parame`tres ale´atoires. Or la convergence
des approximations spectrales de´pend de la re´gularite´ de la fonction. Pour
contrer la pre´sence de singularite´s, des algorithmes d’approximation locale
multire´solution ont e´te´ de´veloppe´s en me´canique.
Pour concentrer l’approximation sur une partie seulement du domaine
de de´finition de la fonction, des techniques de feneˆtrage existent.
En plus des solutions ~x, d’autres quantite´s pourraient eˆtre approxime´es,
telles que les valeur propres de A ◦ U . On a constate´ expe´rimentalement
une relation simple qui reste a` expliquer entre les moments du bruit et les
moments de max<(λi(A)), obtenue par re´gression. De plus, des fonctions
de ~x telles que la free fraction resource introduit dans [Bra17] peuvent eˆtre
approxime´es.
Finalement, l’extension a` une dimension plus grande est importante mais
pose des de´fis computationnels, et en termes de de´finition du bruit. En
grande dimension, la structure de de´pendance du bruit a e´te´ e´tudie´e en
me´canique, notamment sa discre´tisation spatiale. Des approximation comme
celle de Karhunen-Loe´ve devront eˆtre conside´re´es. Des algorithme adapta-
tifs menant a` des approximations parcimonieuses existent et pourront eˆtre
mobilise´s.
6.2 Autres mode`les
D’autres mode`les peuvent eˆtre envisage´s pour rendre compte des fluctua-
tions observe´es. En effet les mode`les input-output classiques sont critique´s
du fait de la fixite´ des coefficients de A, et de l’impossibilite´ de substituer un
input a` un autre. Des formalisations de type input-output reposant sur des
mode`les d’e´quilibre ge´ne´ral sont par exemples analyse´e dans [MB09, 14.5]
et pourraient servir de point de de´part pour l’introduction de fluctuations.
7 Conclusion
Dans cet article nous avons compare´ plusieurs techniques pour approxi-
mer la loi ou les moments des solutions d’un proble`me line´aire issu de l’ana-
lyse input-output en dimension faible avec bruit lognormal multiplicatif.
Nous avons montre´ qu’une approximation analytique correcte des mo-
ments de la distribution des solutions peut-eˆtre obtenue, pour un couˆt com-
putationnel modeste.
De plus une comparaison de plusieurs me´thodes d’approximation nume´rique
par e´chantillonnage de la distribution a e´te´ re´alise´e.
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A notre connaissance il n’existe a` ce jour d’application des me´thodes
spectrales d’approximation polynomiales pour des mode`les line´aires bruite´s
issus de l’analyse input-output. De meˆme le calcul du premier moment graˆce
a` la se´rie de Neumann, ainsi que sa comparaison avec autres me´thodes clas-
siques.
Nous remarquons un proble`me qui n’est pas fre´quemment e´voque´ dans
la litte´rature, a` savoir la divergence de l’estimateur MC de l’espe´rance pour
ce type de bruit.
De nombreuses ame´liorations sont envisage´es pour la suite de ce travail,
ainsi qu’une application en grande dimension.
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A Appendix
A.1 Valeurs propres de A et (I − A)
A.1.1 Effet de a sur les valeurs propres de A
Les conditions de Hawkins-Simon portent sur les coefficients de L et
assurent que f ≥ 0 ⇒ x ≥ 0. L’un de leur formulations, rappele´e dans
Blair Miller p.61, dispose que tous les mineurs principaux de I − A soient
strictement positifs.
La Fig.6(a) repre´sente les mineurs principaux en fonction de a. On
constate que la condition est viole´e pour une valeur a∗ de a proche de 8.5.
Dans la suite, nous nous placerons donc sur a ∈ [0, a∗]
Me´thode analytique : dans notre cas, les valeurs propres sont les racines
d’un polynoˆme de degre´ 4. Ce sont des fonctions non-polynomiales des pa-
rame`tres ale´atoires. On peut obtenir leur expression exacte par calcul ou a`
l’aide d’un solveur, mais celle-ci est difficile a` exploiter.
La the´orie des matrices ale´atoires fournit de tre`s nombreux re´sultats
asymptotiques (comme rappele´ en introduction) en particulier sur les valeurs
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propres, mais pour des ensembles de matrices ale´atoires particuliers qui ne
correspondent pas a` notre besoin.
Il est possible d’expliquer le de´placement des valeurs propres par analyse
de perturbation. Ces re´sultats ne sont valables que pour un bruit faible, ce
qui ne sera pas toujours le cas ici.
Les moments et la distribution de probabilite´ de la plus grande valeur
propre d’une matrice ale´atoire peut eˆtre approxime´e par plusieurs techniques
d’e´chantillonnage. Comme note´ en introduction, leur convergence est lente
en comparaison d’autres me´thodes.
Les me´thodes spectrales ont e´te´ applique´es au random eigenvalue pro-
blem notamment en me´canique stochastique de manie`re directe, en utilisant
les valeurs propres approche´es nume´riquement, fournies par un algorithme
classique d’alge`bre line´aire nume´rique. Leur convergence est rapide en com-
paraison des me´thodes par e´chantillonnage.
Application : effet de a sur sp(A) I−A a quatre valeurs propres. Deux
sont situe´es sur le demi-axe re´el positif, et deux sont complexes conjugue´es
dans le demi-plan x > 0.
En absence de bruit, le lieu ge´ome´trique des 4 valeurs propres de I − A
varie avec a comme indique´ sur la Fig.6(b)
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Figure 6 – (a) Mineurs principaux de I −A ; (b) Variation des λi ∈ C avec
a ∈ [1, 8].
Seule une des 4 valeurs propres λi, la plus faible en module, a une varia-
tion importante (par rapport a` maxi(|λi|)) quand a varie sur [1, 8], les autres
valeurs propres variant faiblement. (Une conse´quence de la diminution de la
valeur propre la plus faible est que le conditionnement de la matrice I − A
augmente, ce qui conduit a` une amplification du bruit nume´rique).
Application : effet du bruit sur sp(A) Comme on l’a vu plus haut, le
max des partie re´elle des valeurs propres de A de´termine la positivite´ de la
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solution x. Or, du fait du bruit, ce max de´passe parfois 1.
Lorsque le parame`tre σ qui influe sur la variance du bruit lognormal
LN(m,σ) augmente, on constate que le max des partie re´elle des valeurs
propres de A augmente.
A l’aide de simulations Monte-Carlo, on mesure taux de de´pasement τ
i.e. le pourcentages d’expe´riences telles que max(<(λ(A)) > 1, en faisant
varier σ et a. Les re´sultats sont re´sume´s par le Tab. 1, et montrent une
augmentation de τ en fonction de a a` σ constant.
Si on souhaite limiter a` 5% le nombre de simulations, alors pour a = 1
le parame`tre de bruit σ ne doit pas de´passer un seuil proche de 1.0. Pour
a = 3 le parame`tre de bruit σ ne doit pas de´passer un seuil proche de 0.5.
τ %
σ a=1 a=3
0.5 0 4.5
1.0 4.8 31
1.2 9.6 40
Table 1 – Taux de de´passement τ , Monte-Carlo, n = 10000.
La Fig.7 montre qu’il existe une relation simple entre les premiers mo-
ments de max(<(λ(A)) et les premiers moments de la loi du bruit LN(m,σ).
Une explication the´orique simple semble possible.
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Figure 7 – Re´gression des premiers moments de max(<(λ(A)) par rapport
aux premiers moments de LN(m,σ), simulation Monte-Carlo, n = 10000.
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A.2 Autres me´thodes pour la distribution des solutions
A.2.1 Perturbation de´terministe
L’augmentation de a dans le mode`le de Brandt peut eˆtre mode´lise´ par
la perturbation E = [eA∗,1| 04×3], qui extrait la premie`re colonne de A en la
multipliant par le facteur scalaire e. La Fig.8 permet de comparer la premie`re
composante du vecteur solution, pour diffe´rentes valeurs de e. On constate
que la solution exacte et la solution approche´e obtenue avec la formule eq.
(8) sont proches. Le meˆme constat est fait pour les autres composantes. On
constate e´galement que l’effet de la perturbation positive est positif, ce qui
e´tait attendu par l’analyse de perturbation.
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Figure 8 – Effet de la perturbation E, solution exacte et approche´e.
A.2.2 Perturbation ale´atoire : formule de Stewart
Stewart a de´veloppe´ une the´orie alternative base´e sur l’approximation
des normes. Toutefois celle-ci se limite a` des perturbations appartenant a`
la classe des matrices cross-correlated E = ScHS
T
r ou` H est compose´e de
variables ale´atoires de´corre´le´es d’espe´rance nulle et de variance unite´, et ou`
Sc et Sr sont semi-de´finies positives et permettent de fixer l’e´chelle des lignes
et des colonnes. Une norme stochastique ‖.‖S=
√
E(‖.‖2F ) est introduite. On
a :
‖x˘− x‖S = ‖A†Sc‖F ‖Srx‖ (29)
ou` ‖.‖F est la norme de Frobenius, ‖.‖ la norme euclidienne pour les vecteurs,
A† est la pseudo-inverse de A, x˘ est l’approximation au premier ordre en E
de la solution du proble`me perturbe´ (A+ E)x = b.
Afin d’e´valuer la pre´cision de l’approximation nume´rique fournie pour
‖x˘ − x‖S en eq.(29), nous re´alisons ici des expe´riences nume´riques avec un
bruit additif A + E ou` E est du type de´fini par Stewart (matrices cross-
correlated).
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Nous calculons les coˆte´s gauche et droit de l’expression ‖x˘ − x‖S dans
l’eq.(29), approxime´ par
√
1
N
∑N
i=1(‖x˘− x‖2F ) par tirage ale´atoire de N =
1000 e´chantillons de E = ScHS
T
r . Les e´le´ments de H suivent une loi normale
centre´e re´duite et sont inde´pendants. Sc et Sr sont calcule´s en re´alisant une
factorisation NNMF (non-negative matrix factorization) de faible rang de
la forme A ≈ uvT ou` u, v sont deux vecteurs. Un parame`tre σ est ajoute´
pour controˆler l’amplitude du bruit, de sorte que Sc =
√
σdiag(u) et Sr =√
σdiag(v). La Fig.9 re´sume la comparaison des deux approximations de la
norme stochastique. Nous constatons que pour des valeurs de a comprises
entre 1 et 5, l’approximation analytique est correcte, de meˆme pour des
valeurs de σ infe´rieures a` 5.10−4.
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Figure 9 – Erreur the´orique ‖A†Sc‖F ‖Srx‖ et empirique ‖x˘− x‖S (a) pa-
rame´tre´e par a ∈ [1, 8] ; (b) parame´tre´e par σ ∈ [10−5, 10−3]. La ligne rouge
repre´sente la courbe x = y
Pour conclure, nous remarquons que les approximations analytiques dis-
ponibles sont inte´ressantes pour des valeurs faibles du bruit, qui ne cor-
respondent pas ne´anmoins au scenario propose´ par Brandt, ni aux ordres
de grandeurs des fluctuations releve´es par Torres. Pour ceux-ci, seules les
simulations de type Monte-Carlo sont adapte´es, mais ne fournissent pas
d’approximation analytique.
Ce constat est a` rapprocher de celui fait par Heijungs au sujet de l’ap-
plication de la me´thode de Stewart pour l’Analyse du Cycle de Vie (LCA).
Ce proble`me est tre`s proche mathe´matiquement de l’analyse Input-Output,
toutefois des termes d’unite´s distinctes et d’ordre de grandeurs tre`s diffe´rents
composent la matrice de technologie, et sont entache´s d’incertitudes impor-
tantes. De ce fait, la the´orie de Stewart ne peut pas eˆtre applique´e avec
profit pour la LCA( ”Although this is an interesting result, its practical use
for LCA is limited. The reason is that the elements of s are very different in
order of magnitude. Hence, an approximate expression for the norm of δs is
less useful than one might be inclined to think.” [HS11, p.145].
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