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 1 Resumen 
 
A medida que avanzamos en el tiempo, la carga en el internet incrementa. Esta 
carga es direccionada por las infraestructura de backbone de las proveedoras de 
servicios. Dicha infraestructura esta basada en interconexiones de fibras ópticas.  
En la actualidad, se utiliza la tecnología WDM para poder transmitir, garantizando 
una calidad de servicio, las demandas que se generan en la red. Sin embargo, 
WDM carece de las flexibilidad en la asignación del espectro necesarias para 
poder escalar junto con las demandas que se presentarán en el futuro. 
 
Las EONs, gracias a la tecnología OFDM, permiten que el espectro sea asignado 
de manera más flexible. Está flexibilidad da paso a que se estudién las llamadas 
flexigrid con el objetivo de mejorar la eficiencia de la asignación del espectro con 
respecto a WDM. Esto incrementa la capacidad actual de las redes ópticas. 
 
A pesar de las mejora que ofrecen las EONs, las misma se ven afectados por la 
fragmentación del espectro, causando el bloqueo de demandas aun teniendo 
espectro disponible, no contiguo, para ser asignado.  
 
La propuesta de esta tesis es utilizar algoritmos estadísticos con el fin de 
encontrar posibles patrones en las demandas generadas en la red. Con esto se 
busca disminuir la probabilidad de bloqueo por causa de la fragmentación y 
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El internet evoluciona constantemente y cada vez se vuelve más indispensable 
en la vida de las personas. Esta evolución radica en la introducción de nuevas 
aplicaciones que de una manera u otra crean una nueva necesidad para los 
usuarios de internet. Estás nuevas aplicaciones están orientadas mayormente a 
la transferencia de datos multimedia (Voz, Imágenes y Videos) que se comparten 
de manera masiva entre las redes sociales. Esto ha provocado que el internet 
sea más dinámico que como lo era en sus inicios. A su vez este dinamismo ha 
generado un crecimiento exponencial de los datos que se transfieren día a día a 
través del internet. La evolución del internet, el incremento de los datos 
transferidos a través del mismo demanda que las redes interconectadas 
evolucionen. Dicha evolución va directamente ligada a asegurar una calidad de 
servicio adecuada. 
 
Para garantizar que las redes puedan soportas las demandas generadas hoy en 
día tienen que evolucionar, sin embargo, el medio físico, aunque evoluciona 
tienes sus límites. Hoy en día la redes de Backbone, como se les conoce a las 
infraestructuras de las proveedoras de servicios, están desplegadas sobre el 
medio físico de fibras ópticas. Teniendo en consideración el medio físico es 
limitado, para continuar el avance de los mismo y ampliar los recursos se han 
propuesto abordar varias soluciones. Una de ellas consiste en desplegar fibras 
que contengan varios núcleos, lo que de manera simple podemos suponer que el 
ancho de banda incrementará de acuerdo a la cantidad de núcleos que posea la 
misma, sin embargo; esto trae consigo ciertos inconvenientes. Cross-Talk entre 
núcleos es uno de ellos. Más allá del Cross-Talk, el tema que más preocupa a las 
proveedoras de servicios es el coste que supone desplegar una nueva 
infraestructura. Este elevado coste es lo que ha llevado a intentar explotar al 
máximo los recursos que actualmente se poseen y es por esto que nuevos 
mecanismos se están estudiando con el fin de hacer un uso más eficaz del 
espectro de las fibras ópticas. El mecanismo que será analizado es el conocido 
como Routing Spectrum Assigment (RSA).  
  
En vista de que el RSA permite asignar un espectro de frecuencia y no la 
wavelength como se hacia anteriormente esto ha dado paso a que las redes se 
conviertan en redes más dinámicas. El concepto de dinamismo se refiere a que 
la red es más flexible debido a que puede asignar estos espectros de frecuencia. 
Debido a esto se introduce el concepto de Flexigrid. Flexigrid es la técnica que a 
partir del RSA permite recortar el espectro de frecuencia adecuando el mismo a 
la demanda requerida. Flexigrid es el concepto que que da paso a las Elastic 
Optical Networks (EONs) que a su vez definen la bases del paradigma Software 
Defined Network (SDN). Estos conceptos serán explicados en la sección []. A su 
vez los conceptos antes mencionados son las bases de los resultados que se 
mostrarán en este documento. 
 
En lo adelante, ser mostrará un análisis del comportamiento que muestran un 
conjunto de Topologías a la hora de implementar los conceptos de EON para la 
asignación de recursos.  
 
4.1 Requerimientos y especificaciones                                            
 
Con el fin de obtener los resultados que se mostrarán este trabajo se han 




Para implementar el análisis se han tomado un conjunto de tres red de backbone 
que actualmente son redes operativas y desplegadas. Estás redes son utilizadas 
como Topologías de análisis de múltiples investigaciones en este campo. La 
razón detrás de esto es que son redes de backbone desplegadas en grandes 
zonas geográficas como lo son Estados Unidos y Europa. Por estos motivos se 
han requerido estás topologías.  
 
La Figura 1 muestra las topologías antes mencionadas con las distancias de los 
enlaces expresadas en kilómetros. US26 corresponde a la infraestructura 
backbone proveedora de servicios X desplegada en los Estados Unidos. En 
 cambio EURO28 corresponde a la proveedora de servicio X desplegada en 
Europa. INT9 corresponde a X. 
 
 




Para el motivo de este trabajo se ha requerido implementar un simulador que 
reconstruya el proceso de asignación de espectro sobre las topologías antes 
mencionadas. Algunos de los aspectos que se definieron para con este 
simulador fueron los siguientes: 
 
• El tiempo es definido como iteraciones. En cada una de estas iteraciones 
una nueva demanda debe ser generada. Considerando esto tenemos un 
Arrival Time (AT) constante. 
• 1000 iteraciones como mínimo por simulación. 
• El uso de distribuciones exponenciales con valores aleatorios para 
determinar el Holding Time (HT) de las demandas. 
 • El uso de diferentes distribuciones conocidas (Exponenciales, Gauss) y/o 
el uso de una distribución propia de donde se obtenga el ancho de banda 
requerido en cada demanda. 
• Utilizar algoritmos estadísticos, para encontrar patrones en las demandas, 
con el fin de actuar de manera proactiva antes las mismas. Con esto se 
prevé y se mitigan las posibles negaciones de acceso a las demandas 
requeridas. Además, esto hace que la red sea más dinámica partiendo de 
la futura implementación de las SDNs. 
• El uso de las topologías delimitadas en el punto anterior. 
• Una tabla de caminos cortos con sus de los cuales a la hora de evaluar si 
aceptar o rechazar una demanda se verifiquen tres de estos caminos 
cortos. Se toman tres caminos en el caso de hayan más de tres caminos 
posibles entre un nodo u otro. Si hay menos, se toman la cantidad de 
caminos entre ambos nodos.  
• Los links son bidireccionales y con un ancho de banda de  4THz. Esto 
debido a que se trabaja en la banda-C, desde 1530 a 1565 nm. Es la 
banda original de DWDM y es compatible con lo amplificadores ópticos. 
• Simular en base a lo que definen las EONs. 
• Identificar el máximo alcance que permiten las modulaciones utilizadas 
(QPSK, QAM, entre otras) y hacer uso de ellas al momento de calcular los 
Slots requeridos por cada demanda. 
 
 
4.1.3 Resultados a mostrar 
 
Con el fin de este trabajo se requiere mostrar gráficas en donde se puedan 
observar el Blocking Probability en base al HT. Es qué la probabilidad de que una 
demanda haya sido bloqueada. Estás gráficas también deben ser los 
suficientemente descriptivas como para comparar el rendimiento de una 
topología con la demás. Otras de las gráficas que deben mostrarse es el Blocking 
Probability en relación a los Slots requeridos por las demandas. A esto se le 
conoce como BBP y es el total de los slots rechazados entre la suma de los 
rechazados y los aceptados. 
 
 4.2 Objetivos 
 
Los objetivos de este trabajo son: 
 
• Simular y analizar el comportamiento de las topologías INT9, EURO28 y 
US26 que pertenecen a redes ópticas de backbone desplegadas en 
Europa  y Estados Unidos, utilizando las definiciones para asignación del 
espectro requeridos por las demandas, definidas en el paradigma EON. 
 
• Obtener el blocking probability en las topologías analizadas que depende 
del HT. 
 
• Encontrar patrones aplicando estadística que permitan actuar de manera 





Debido a que las EONs son redes que están en la fase de investigación existen 
diferentes áreas que investigar al respecto.  En este trabajo el alcance definido es 
el siguiente: 
 
• Asignación Dinámica: Las demandas son generadas al azar siguiendo una 
determinada función. Una de las funciones utilizadas es la función 
exponencial. En está función se generan demandas al azar de la cuál solo 
se puede variar la media. Debido a que los valores son al azar; estos 
valores no se conocen de antemano. A medida que las demandas van 
llegando se asignan los recursos de acuerdo al estado actual de la red. 
 
• Arrival Time constante: La simulación desarrollada recibe una demanda 
nueva en cada iteración. Esta iteración representa la variable tiempo en la 
simulación siendo esta variable constante.   
 
 • Topologías: Los resultados que se obtendrán se basan en el análisis del 
comportamiento de la redes mostradas en la Figura 1. 
 
• Reserva de recursos: En la simulación se incluye la reservas de recursos. 
Está reserva permite observar en las topologías analizadas, como influye 
en el comportamiento lo conservador que se sea a la hora de asignar los 
recursos. Además, es un paso inicial si se quisiera aplicar más inteligencia 
a este tipo de redes. 
 
• Análisis del rendimiento: En este trabajo se analiza el rendimiento de las 
redes a partir de la probabilidad de bloqueo que se obtiene en cada 
simulación. Esta probabilidad de bloqueo se analiza a partir de la media de 
HT y de los Slots de acuerdo a la función probabilísticas utilizadas. 
 
 
4.4 Fuera del Alcance 
 
 Las redes EONs debido son flexibles en cuánto a la asignación del espectro. 
Está flexibilidad provoca una fragmentación en cuánto al espectro disponible en 
los enlaces de fibra óptica. Debido a que los Slots deben asignarse de manera 
consecutiva; los enlaces aun teniendo ancho de banda disponible no pueden 
asignar recursos. Esta es una de las desventajas del RSA que no son analizadas 
en este trabajo.  Por lo que están fuera del alcance de este proyecto los siguiente 
puntos: 
 
• Prevención de la fragmentación: En la simulación no se utilizan algoritmos 
de prevención de la fragmentación. A medida que las demandas van 
llegando se van asignando en el primer espacio que se encuentre 
disponible. Existen algoritmos estudiados donde la asignación de estos 
recursos pueden empezar a asignarse en slots aleatorio y no desde el 
inicio como se realiza en este trabajo [danta]. También, dependiendo del 
tipo de tráfico se establece un rango de slots donde cada tipo de tráfico 
pueden ser asignado, esto tampoco es analizado en este documento.  
 
 • Desfragmentación: Otras investigaciones conducidas en este campo están 
relacionadas con el tema de la desfragmentación. Esto consiste en utilizar 
algoritmos que permitan desfragmentar los recursos de los enlaces con el 
fin de evitar el rechazo de demandas por causa de la fragmentación 
reduciendo a su vez el blocking probability. Los algoritmos de 




La metodología utilizada en este trabajo esta comprendida en las siguientes 
fases: 
 
1) Definición: En esta etapa se definieron los requerimientos y alcances del 
proyecto detallando los puntos que se deberían incluirse en la simulación. 
También se definieron las topologías que serían analizadas. Además, 
como parte de los requerimientos, se delimitó cuales eran los resultados a 
obtener. 
 
En esta etapa, se seleccionó el uso del lenguaje Python como lenguaje 
principal en la programación del simulador. Este lenguaje se escogió 
debido a que es un lenguaje con una basta documentación. La 
documentación incluye librerías e implementaciones de terceros que son 
de muy buena ayuda a la hora de realizar proyectos de investigaciones 
universitarias relacionadas al campo de la tecnología en general. Otra de 
las razones, es que Python es un lenguaje con una curva de aprendizaje 
no muy elevada en relación a otros lenguajes de programación.  La sintaxis 
del mismo es simple e intuitiva. 
 
2) Búsqueda de información: La información relacionada con esta tesis fue 
recolectada a partir de documentos científicos recolectados de fuentes de 
internet. En principal se accedió a documentación que tratara el tema de 
las EONs. El enfoque estuvo relacionado al procedimiento establecido 
para la asignación de recursos en las EONs.  
 
 Luego de conocer como están definidas las redes EONs, se realizó un estudio 
del lenguaje de programación definido; con el fin de poder extrapolar estos 
conceptos a la sintaxis del lenguaje de programación en cuestión. 
 
3) Implementación: Luego de haber realizado la investigación se procedió a 
crear desde cero el simulador. Aunque la mayor parte de la simulación fue 
desarrollada en Python, la tabla que contiene el listado de los caminos más 
cortos fue creada en el lenguaje de programación Matlab. Estos caminos 
se obtuvieron utilizando la implementación del  algoritmo de Yen que 
calcula los K caminos más cortos, sin bucles, en un grafo que no posea 
costes negativos en los enlaces. 
  
4) Simulación: A partir de las topologías se definieron los escenarios a simular. 
Con esto definido se ejecutó la simulación para obtener los resultados que 
han sido analizados. 
 
5) Análisis de resultados: Se obtienen los gráficos a partir de los resultados 
obtenidos en las simulaciones. Se procedió al análisis de los gráficos, 

















 5 Fundamentos teóricos 
 
Durante muchos años se han utilizado los sistemas basados en WDM en las 
redes ópticas de Backbone estos sistemas contaban con una capacidad de 40 
Gb/s por canal. En la actualidad pueden llegar hasta 100 Gb/s, sin embargo, este 
ancho de banda no es suficiente para soportar conexiones de Tb/s como se 
prevé en el futuro cercano. Adicionalmente, en WDM el espectro es divido en 
trozos de 50GHz [de los de la rsentacion en fibra] siendo menos flexibles que las 
EONs. Debido a que WDM posee limitaciones, se ha planteado  el uso de la 
tecnología OFDM, la cual posee características que la hacen más flexible y 




Utiliza una modulación multi-portadora que permiten transmitir a grandes 
velocidades. Estas velocidades se consiguen al dividir las portadora en un 
número determinados de canales ortogonales. Estos canales ortogonales se 
conocen como sub-portadoras y cada uno transmite un ancho de banda 
reducido. (Zhang, De Leenher, Morea, & Mukherjee, 2013) 
 
 
Figura 2 Espectro de señales WDM y una señal OFDM 
 OFDM a diferencia de WDM permite que se solapen el espectro de frecuencia de 
las sub-portadoras debido que son ortogonales entre sí; en cambio en el caso de 
WDM hay que dividir el espectro en trozos con un ancho de banda fijo para evitar 
el Cross-Talk. Debido a esto aumentamos considerablemente el uso eficiente del 
espectro como se observa en la Figura 2. 
 
Para que un conjunto de sub-portadoras sean ortogonales entre si se debe 
cumplir con la condición de que las frecuencias centrales estén separadas entre 
si 𝑛/𝑇$, siendo 𝑛 un número entero y 𝑇$ la duración del símbolo.  
 
 
Figura 3 Espectro OFDM (Con 4 sub-portadoras) 
En la Figura 3 se pude observa que el pico de el espectro de una sub-potadora 
coincide con el cruce por cero de las otras. Aprovechando esto si se muestrea la 
señal en su pico máximo no obtendrá interferencia de las demás sub-portadoras.  
Es debido a esto que en OFDM se aprovecha de manera más eficiente el uso del 
espectro. 
 
En el dominio del tiempo las señales OFDM son una síntesis de un conjunto de 
sub-portadoras que poseen una duración regular de los símbolos (Ver Figura 4).  
  
 
Figura 4 OFDM en el dominio del tiempo (4 sub-portadoras) 
De manera general,  una señal modulada en múltiples portadoras se representa 
de la siguiente forma (Zhang, De Leenher, Morea, & Mukherjee, 2013): 
 𝑠 𝑡 = 	 𝑐*+𝑠*(𝑡 − 𝑖𝑇$)012*3456+376  
 𝑠* 𝑡 = 	 (𝑡) 𝑒9:;<=> 
 𝑡 = 	 1, (0 ≤ 𝑡	 ≤ 	𝑇$)0, (𝑡	 ≤ 0, 𝑡 > 	𝑇$)  
 
 
donde 𝑐*+ es la 𝑖– 𝑛é𝑠𝑖𝑚𝑎 información contenida en el símbolo en la posición 𝑘 
de la sub-portadora, 𝑠* el la forma de onda en la posición 𝑘 de la sub-portadora, 
 𝑁$J equivale al número de sub-portadoras, 𝑓* es la frecuencia de la sub-
portadora, 𝑇$ es el período del símbolo, y (𝑡) es la función de la forma de onda 
de las pulsaciones. Para poder detectar correctamente la información que 
transmite cada una de las sub-portadoras, se necesita un filtro que coincida con 
la forma de onda de las sub-portadoras. Por lo que la información detectada esta 
dada por la siguiente fórmula: 
 𝑐′*+ = 	 𝑟(𝑡 − 𝑖𝑇$N1O )𝑠*∗𝑑𝑡 = 1𝑇$ 𝑟(𝑡 − 𝑖𝑇$N1O )𝑒79:;<=𝑑𝑡 
 
, donde r(t) es la señal recibida en el domino del tiempo.  La condición para que 
dos sub-portadoras sean ortogonales entre sí, esta dada por las siguientes 
fórmulas: 
 𝛿*S = 	 1𝑇$ 	 𝑒9:;(<=7	<T)>𝑑𝑡N1O  =	𝑒9; <=7<T N1 sin	(𝜋 𝑓* − 𝑓S 𝑇$ )𝜋 𝑓* − 𝑓S 𝑇$  
si se cumple la condición:  
 𝑓* − 𝑓S = 𝑚 1𝑇$ 
 
entonces las sub-portadoras en cuestión son ortogonales entre sí.  
 
Como se ha podido observar la modulación OFDM y la demodulación pueden 
ser implementadas usando la transformada discreta de Fourier (IDFT) y la 
transformada discreta de Fourier (DFT), respectivamente. 
 
En OFDM la señal puede ser recuperada sin interferencias entre sub-portadoras, 
por las razones que ye se han explicado, esto a pesar de que los espectros están 
fuertemente solapados entre sí. Sin embargo, para poder hacer uso de la técnica 
OFDM hay que insertar un intervalo de seguridad (GI) y un prefijo cíclico (CP). 
Esto se debe a que en redes ópticas la velocidad de fase de un pulso depende 
 de su frecuencia. Cómo cada uno de las sub-portadoras viajan a una velocidad 
diferente un pulso puede esparcirse. A medida que las sub-portadoras son 
transmitidas a grandes distancias la dispersión de los pulsos pueda provocar que 
un símbolo cruce los límites establecidos por los símbolos de la otra portadora. 
Por lo que puede ocurrir interferencia entre símbolos (ISI).  También puede ocurrir 
los que se conoce como interferencia entre portadoras (ICI) debido a que el 
esparcimiento de los pulsos afecta al alineamiento de las sub-portadoras 
perdiendo la condición necesarias para que sean ortogonales entre sí. 
 
El GI debe ser mayor que el máximo retardo introducido en los símbolos de 
OFDM en el canal de transmisión. Si se cumple lo antes mencionado, se asegura 
que el ISI quede totalmente eliminado (Ver Figura 5) . 
 
 
Figura 5 Intervalo de seguridad (GI) y prefijo cíclico (CP) de un símbolo OFDM 
Para poder reducir el ICI se introduce un CP en el GI. El CP es una copia del 
inicio del símbolo actual que se introduce al final. Al introducir esto se asegura 
que con la ventana deslizante del DFT se pueda obtener el símbolo completo 









La tecnología de OFDM presenta una serie de ventajas que son las que hacen 
que esta técnica se adapte a los sistemas que se necesitan en el futuro de la 
redes ópticas: 
 
1. Reduce el ISI debido a que las transmisiones de datos de alta velocidad se 
hace dividendo el espectro en sub-portadoras que tienen una parte de la 
data a transmitir; provoca un incremento en en la duración del símbolo. 
 
2. Permite que la tecnología escale para soportar mayores cargas sin que se 
necesite un cambio mayor en el diseño del sistema. Esto hace que sea 
tanto adecuado para el futuro cercano como para el futuro más allá de las 
redes ópticas. 
 
3. Provee una gran mejora en cuanto al uso eficiente del espectro. Esto a su 
vez puede ser incrementado más en los canales donde se permita adaptar 
la modulación. Estás modulaciones generalmente son determinada por la 
distancia que viajara la transmisión desde su inicio a su destino final en las 
redes ópticas. A cortas distancias usando una modulación mayor se puede 
ajustar los símbolo que se transmiten por bit. 
 
Existen otras ventajas relacionadas a la eficiencia energética que no han sido 




Una de las desventajas que presenta la tecnología OFDM es que la relación 
entre el pico y la potencia media causa que el receptor tenga un rango de 
recepción dinámico amplio para poder detectar la señal sin ser distorsionada. 
 
 El otro problemas es que las redes OFDM necesitan una estricta alineación para 
que las sub-portadoras sean ortogonales entre si. Debido a esto esta redes son 
más sensibles a los ruidos que pudieran verse introducidos por otras frecuencias. 
 
5.1.3 Formatos de modulación 
 
En las redes ópticas se permite la adopción de la tecnología OFDM en conjunto 
con modulaciones avanzadas. El uso de estás modulaciones se adaptan de 
acuerdo al alcance de las mismas. La utilización de modulaciones avanzadas 
reducen la cantidad de símbolos que necesitan transmitirse. Con esta reducción 
se incrementa la eficiencia en el uso del espectro disponible. 
 
Existen varios formatos de modulaciones que son adoptadas en las redes ópticas 
que utilizan OFDM. Las adoptadas en este trabajo se describen a continuación: 
 
1) BPSK (Binary Phase-Shift Keying): En esta modulación existen dos fases 
separadas 180° soportando así un bit por símbolo. 
2) QPSK (Quadrature Phase-Shift Keying): En esta modulación existen 
cuatro fases separadas 90° soportando así dos bits por símbolo. 
3) M-QAM (M-Quadrature Amplitude Modulation): En QAM se incrementa la 
cantidad de símbolos que se pueden transmitir en relación a QPSK ya que 
modula tanto la amplitud como la fase de una señal.  En M-QAM, dos  
señales con M- niveles de amplitud modulada son multiplexadas en dos 
portadoras en la misma frecuencia con un desfase de 𝜋/2.   
 
En este proyecto se ha delimitado el alcance en una red óptica transparente y la 
cantidad de bits por símbolo que soportan las modulaciones como se muestra en 











Bits por símbolo 
(Para 12.5Ghz) 
BPSK 9,600 1 
QPSK 4,800 2 
8-QAM 2400 3 
16-QAM 1200 4 
Tabla 1 Modulaciones con sus respectivos y bits por símbolo. (Zhu, Lu, Zhang, & Ansari, 2013) 
 
5.2 Redes Elásticas 
 
En la actualidad nuevos servicios y aplicaciones han surgido en el internet. Estas 
aplicaciones como lo son el IPTV, video bajo demanda y la computación en las 
nubes se espera que los anchos de bandas demandados por las conexiones 
sean muy diversos. También se esperan conexiones con velocidades 
comprendidas entre los Gb/s hasta los Tb/s. Como ya se ha analizado las 
arquitectura de redes ópticas basado en WDM no podrán escalar de manera 
eficiente en el futuro venidero de la transmisión por fibras ópticas. Esto 
principalmente debido a que no poseen la flexibilidad para acomodar las 
demandas en el espectro. Debido a que los sistemas WDM adoptan 50 GHz que 
delimita el espacio para cada canal, en transmisiones de larga distancias para 
anchos de bandas de 400 Gb/s son afectados por el SNR lo que hace aún más 
ineficiente el uso del espectro. 
 
Para que las redes ópticas puedan acomodar el tráfico que se necesita en el 
futuro, deberán ser flexibles a la hora del uso del espectro. Se desea que las 
redes ópticas del futuro tengan características como uso flexible del espectro, alta 
eficiencia en el uso de los recursos, un a implementación con un coste bajo y un 
bajo consumo de potencia.  Debido a esto se han propuesto varias arquitecturas: 
 
1) SLICE: Es una arquitectura basada en la tecnología OFDM, donde debido 
a la flexibilidad a la hora del uso del espectro en las redes O-OFDM se 
pueden adaptar las sub-portadoras al ancho de banda requerida. Con esto 
 se logra romper las limitaciones de la asignaciones de longitudes de ondas 
fijas que se encuentran en WDM.  A nivel físico lo que hace posible que se 
puedan dividir o juntar las sub-portadoras, con el fin de adaptarse a lo 
requerido por las demandas,  son los WXCs; del cuál se explica más al 
respecto en lo adelante. La arquitectura de este tipo de redes lo podemos 
ver en la Figura 6. 
 
2) FWDM: Estás redes tienen un concepto similar a del SLICE permitiendo 
flexibilidad a la hora del asignar el espectro. FWDM es una tecnología que 
evoluciona del WDM. Al igual que las tecnologías basadas en OFDM 
permiten la modulación de multi-portadoras y necesitaran los WXCs en su 
arquitectura. En está arquitectura se utiliza la modulación N-WDM que 
consiste en el uso de sub-portadoras con un espectro casi rectangular con 
una frecuencia cercana o igual al límite de Nyquist, para que se puedan 
transferir símbolos libre de interferencias (Tomkos, Azodolmolky, Sole-
Pareta, Careglio, & Palkopoulou, 2014). Estas sub-portadoras deben estar 
divididas por un espacio que sea igual o cercano a la velocidad el símbolo, 
limitadas por el crosstalk entre sub-portadoras. 
 
Existen otras arquitecturas propuestas como una solución de WDM con MLR, sin 
embargo, el fallo de esta tecnología es que no permite la flexibilidad que brindan 
las otras arquitecturas y que es demandado en las redes ópticas futuras. 
 
Figura 6 Arquitectura de las redes ópticas elásticas 
  
5.2.1 Arquitectura de redes ópticas basadas en OFDM 
 
En las redes ópticas basadas en OFDM con el uso de WXCs se pueden crear 
caminos con múltiples velocidades de datos. Los WXCs permiten realizar una 
granulación del espectro de manera flexible con lo que se pueden concatenar 
múltiples sub-portadoras y crear un súper-canal, en caso de que la transmisión lo 
demande,  sin la necesidad de utilizar un guard band en medio. Las diferencias 
entre la asignación del espectro en WDM y en redes elásticas basadas en OFDM 
se muestran en la Figura 7 (Zhu, Lu, Zhang, & Ansari, 2013). 
 
 
Figura 7 Asignación del espectro en SLICE: a) Comparación entre las redes ópticas tradicionales y las elásticas. 






 Las arquitectura de redes ópticas basadas en OFDM tienen los siguientes 
beneficios: 
 
1) Permiten una granulación flexibles para asignar el tráfico en sub-canales o 
súper-canales. 
 
2) La utilización del espectro es más eficiente esto debido a la flexibilidad de 
alocamiento de acuerdo a la velocidad de los datos. Se ha verificado una 
mejora en la utilización del espectro que mejora desde un 5% hasta un 
95% en cuanto a las redes rígidas de WDM. Estos valores dependen de la 
topología de a red y los patrones de tráficos en la misma. En la Figura 8 se 
puede observar como se mejora la utilización del espectro en estas redes. 
 
3) Permite adaptar la modulación dependiendo de la distancia a transmitir. 
 
4) Permite apagar  sub-portadoras cuando no haya suficiente tráfico en la red, 
permitiendo que se puedan disminuir el consumo de potencia. 




Figura 8 Ahorros en el espectro debido a O-OFDM y N-WDM 
 5.2.2 Asignación de frecuencia flexible 
 
En la tecnología WDM se utilizan rejillas de frecuencia de 50 GHz como es 
definido por la ITU-T. Esto, como ya se ha mencionado, es rígido y no permite 
estrecharse en caso de que la transmisión requiera menos espectro. DWDM 
permite asignar longitudes de onda de manera flexible según la recomendación 
G.694.1 de la ITU-T (Tomkos, Azodolmolky, Sole-Pareta, Careglio, & 
Palkopoulou, 2014). 
 
En el caso de la red con rejillas fijas, se permite que a cada conexión ocupar sólo 
una ranura espectro, mientras que varias ranuras del espectro se pueden asignar 
a una conexión en el caso de las redes flexibles.  
 
La ITU-T ha extendido la recomendación para poder adaptarse al concepto de 
rejillas flexible. En esta recomendación la principal diferencia respecto a las redes 
WDM  es que la unidad básica para la conmutación son las ranuras del espectro 
de frecuencia en vez de la longitud de onda. Una ranura o slot de frecuencia es 
definida por su frecuencia nominal central dentro del rango de espectro disponible 
y el ancho del slot. Según la recomendación de la ITU-T las frecuencias 
nominales centrales son elegidas a partir de la siguiente expresión:  𝑓 = 193.1 + 𝑛	×	0.00625	𝑇𝐻𝑧 
  
, donde  193.1 THz es la frecuencia de anclaje para transmisión en la C-band, y 𝑛 
es un entero, positivo o negativo, incluyendo el 0.  Esto quiere decir que la 
frecuencia central se puede mover en la C-band en pasos de 6.25 GHz. El ancho 
del slot determina la cantidad del espectro que se quiere utilizar sin importar en la 
posición en que se encuentre. Sin embargo el ancho del slot es: 𝑚	×	12.5	𝐺𝐻𝑧 
 
, donde 𝑚 en un número entero mayor o igual a 1 debido a que al menos un par 
de slots de 6.25 GHz deben ser asignados alrededor de la frecuencia central.  La 




Figura 9 Asignación del canal óptico en (a) Rígidas y (b) Flexigrid 
 
5.2.3  Switches ópticos flexibles 
 
Los switches ópticos convencionales realizan conmutaciones de longitudes de 
ondas sin mecanismos costosos de OEO. Sin embargo, los switches ópticos 
flexibles deben ser capaces de conmutar súper-canales con característica 
variables del ancho de banda permitiendo una fina granulación (Menor que la 
típica separación entre canales de 50GHz o 100 GHz).  Estos switches deben 
poder ajustar su ventana de conmutación al ancho de banda, además deben 
poder sintonizar las frecuencias centrales debidas. Para poder proporcionara 
tales características los conmutadores deben ser de tipo variables con longitud de 
onda selectiva (WSSs). Los WSS fueron primeramente analizados en (Tomkos, 
Azodolmolky, Sole-Pareta, Careglio, & Palkopoulou, 2014). El concepto de los 
WSSs se muestra en la figura 10. 
 
  
Figura 10 Concepto de ancho de banda variable WSS 
 
Las tecnologías LCoS y MEMS permiten la construcción de WSSs.  Estás 
tecnología se describen a continuación: 
 
1) LCoS: Es una tecnología de visualización de cristal líquido y 
semiconductores que permite crear una alta resolución. El motor de 
visualización es basado en estado sólido. Los componentes de LCoS son 
usados para controlar la luz de cada pixel. Este control permite programar 
las rejillas y deflactar los rayos de luz mediante la selección de un número 
diferente de pixeles. Más detalles de esta tecnología son presentados en 
(Zhang, De Leenher, Morea, & Mukherjee, 2013) (Ryf, Su, Moller, 
Chandrasekhar, Neilson, & Giles, 2004).Ya se han implementado el LCoS 
soportando las resoluciones de 12.5 GHz en pruebas de laboratorios. 
 
2) MEMS: Es un filtro que con el uso de sistemas mecánicos micro-
electrónicos pueden bloquear las velocidades de datos y asignar de 
manera flexible las longitudes de ondas. Este filtro de bloqueo se basa en 
una difracción de las rejillas en el espacio libre, combinado con una 
disposición lineal de los ejes de inclinación en una sola dirección de un 
MEMS, como se muestra en la Figura 11. Se pueden combinar canales de 
13.2 GHz para formar un filtro pasa-banda mas amplio y ubicar los canales 
 seleccionados. Se han llevado a cabo experimento que muestran la 
vialidad de los filtros antes mencionados. 
 
 
            Figura 11 Diseño de un filtro de bloqueo flexible de velocidades de datos y de espacio entre canales 
 
5.2.4 Arquitectura de WXC 
 
Un BV-WXC se puede construir con los BV-WSSs que ya se han mencionado. 
Estos nos permite crear arquitecturas tanto para las selección de broadcast como 
para las que no lo son (Ver Figura 12 y 13).   
 
La estructura de un BV-WXC tiene que soportar: 
 
1) Colorless: Permite añadir o quitar cualquier longitud de onda. 
2) Directionless: Permite añadir o quitar cualquier dirección. 
3) Contentionless: Permite añadir o quitar la misma longitud de onda 
procedente de cualquier dirección. 
 
  
Figura 12 BV-WXC (Arquitectura de selección de Broadcast) 
 
En la arquitectura de broadcast las señales de entrada se transmiten a todos 
los puertos de salida. La selección de los canales apropiados son 
seleccionados en cada puerto de salida mediante el BV-WSS (Ver Figura 12).  
En la arquitectura de non-broadcast las señales de entrada se desmultiplexan 
con el BV-WSS y luego son enviados a diferentes puertos de salida ópticos 
que están conectados de manera transversal, estos son finalmente 
combinados con un acoplador en el puerto de salida. La funcionalidad de 
multicast se provee con los divisores ópticos (Optical Splitters). 
 
 
Redes elásticas de seis nodos han sido testeadas en con la utilización de 
WXCs y LCoS BV-WSS en (M. Jinno, 2008).  Los LCoS se han 
experimentado tanto en arquitecturas de broadcast y non-broadcast  en 















 5.3 Algoritmos RSA 
 
Para las redes ópticas elásticas no se puede aplicar el concepto de RWA que se 
usaba en WDM en relación a la asignación de longitudes de ondas. Ahora se 
utiliza el concepto de asignación de espectro para el enrutamiento o RSA.  La 
restricción utilizada en WDM, donde se utilizan longitudes de ondas continuas 
para asignar los recursos,  es cambiado por la asignación de espectro continuo 
en RSA. En RSA se asignan un número continuo de slots para satisfacer las 
necesidades de capacidad requerida por las transmisiones (Christodoulopoulos, 
Tomkos, & Varvarigos, 2010). 
 
Defino a que los slots que se pueden asignar son de 12.5 GHz está flexibilidad 
provoca que se fragmente el espectro en las redes ópticas.  En (Takagi, et al., 
2011)se han ofrecido ciertas propuestas para minimizar la fragmentación del 
espectro que consiste en utilizar modulación adaptativa e ir asignando los slots 
desde el menor slots hasta el mayor en los enlace de las rutas analizadas. Estas 
rutas son seleccionadas desde las más corta hasta la mayor.  El algoritmo 
propuesto (DA-SLICE) es el siguiente: 
 
• Paso 1: Para todas las demandas de conexión en las que el Holding Time 
(HT) haya expirado, liberar los enlaces de la ruta y todas los slots de 
frecuencias ocupadas dichos enlaces. 
• Paso 2: Seleccione una de las peticiones de ruta de configuración en el 
orden de llegada. Para la solicitud, Se buscan las rutas que ofrezcan 
disponibilidad de slots requeridos para la transmisión. Desde la ruta más 
corta a la más larga se buscan los que en toda la ruta posean los slots 
consecutivos necesarios. Esto se va evaluando con una búsqueda 
ascendente en el índice de slots. Si lo encuentra, asigne el primer par 
encontrado de rutas y ranura establecidos para la solicitud y establecer la 
ruta de acceso. De lo contrario, bloquear la petición. Repita este 
procedimiento hasta que se procesan todas las solicitudes de 
configuración. Vuelva al paso 1. 
 
 También se han propuestos algoritmos de desfragmentación en (Patel, Ji, Jue, & 
Wang, 2011).Los algoritmos que se presentan en ese trabajo son: 
 
1) Greedy-Algoritmo de desfragmentación: Los pasos de ese algoritmos son 
los siguientes: 
• Paso 1: Organizar las conexiones existentes en forma descendente 
de acuerdo a la longitud de onda en la que operan. 
 
• Paso 2: Tomar la primera conexión de la lista ordenada y selecciona 
la longitud de onda más baja. 
 
 
• Paso 3: Construir un gráfico auxiliar en el que exista un enlace entre 
un par de nodos, en el caso de que exista suficiente espectro a una 
determinada longitud de onda en la fibra que conecte el par de 
nodos, si no es así entonces no habrá un enlace entre el par de 
nodos. 
 
• Paso 4: Encuentra una ruta con un número mínimo de saltos entre 
el origen y el destino de una conexión. 
 
• Paso 5: Si existe una ruta, a continuación, volver a configurar la 
conexión en la longitud de onda seleccionada en la ruta encontrada. 
Si no existe ninguna ruta, y la longitud de onda es menor que la 
longitud de onda de funcionamiento actual, entonces incrementar la 
longitud de onda, y repita el Paso 3 al Paso 5. Si la longitud de onda 
es la misma que la longitud de onda de funcionamiento actual de 
una conexión, entonces no reconfigure la conexión y siga el Paso 6. 
 
• Paso 6: Repita los pasos 2 a 5 Pasos para todas las conexiones en 




 2) SP-Desfragmentación:  
 
• Paso 1 y Paso 2: Igual que el paso 1 y el paso 2 del algoritmo 
de desfragmentación Greedy. 
 
• Paso 3: Si hay espectro disponible en la longitud de onda en la 
ruta más corta entre el origen y el destino de una conexión, 
entonces, volver a configurar la conexión, en la longitud de 
onda seleccionada, en la ruta. Si no hay espectro disponible y 
la longitud de onda es menor que la longitud de onda de 
funcionamiento actual de un canal, entonces, increméntese la 
longitud de onda, y repita el paso 3. Si la longitud de onda es la 
misma que la longitud de onda de funcionamiento actual de 
una conexión, entonces no reconfigure la conexión y siga el 
Paso 4.                          
 
• Paso 4: Repita los pasos 2 y Paso 3 para todas las conexiones 
en la liste ordenada. 
 
5.3.1 RSA estático con ILP 
 
RSA presenta una solución estática cuando se ofrece una matriz de tráfico en 
término de las capacidades que se necesitan transmitir, en este caso las 
asignaciones del espectro son realizadas off-line.  Los requerimientos de 
capacidad son transformados a un número de sub-portadoras en los slots. En 
RSA a través de ILP se retornan la solución óptima a través de combinaciones 
entre el enrutamiento y la asignación del espectro (Zhang, De Leenher, Morea, & 
Mukherjee, 2013). El objetivo del RSA estático es asignar los recursos sabiendo 
que los slots deben ser contiguos y que deben ser los mismo en todos los 






 5.3.2 Algoritmos heurísticos para RSA estático y RSA dinámico 
 
Para resolver el problema de RSA de manera eficiente se ha propuesto varios 
algoritmos que se dividen en dos ramas principales:  
 
1) A Dos Pasos: En esta propuesta se divide el problema en dos sub-
problemas, en uno determinados la ruta. Esta ruta es determinada a través 
de una tabla con los K shortest paths que has sido previamente calculada [ 
(Zhang, De Leenher, Morea, & Mukherjee, 2013) En esta tabla de 
encaminamientos se puede balancear la carga dependiendo de los 
destinos de las transmisiones. Luego de que se tienen los ruta entonces se 
procede a asignar los slots en los enlaces que están dentro de la ruta. Esto 
se puede hacer usando una de dos políticas: 
 
• First-Fit: En este esquema la asignación del los números de slots se 
hace buscando los slots consecutivos, dentro de los enlaces de las 
rutas más cortas,  en orden ascendente dentro de los índice de slots 
disponibles en el espectro (Takagi, et al., 2011) .  
• Lowest Starting Slot: En todas las rutas seleccionadas se buscan los 
slots consecutivos en cada enlace que se requieren en orden 
ascendente. Luego de tener el índice de las posiciones, donde se 
encontraron los slots consecutivos disponibles, se elige la ruta en 
donde el índice del espectro sea menor (Christodoulopoulos, 
Tomkos, & Varvarigos, 2010). 
 
2) Un Paso: En este caso se buscan tanto la ruta como la asignación del 
espectro al mismo tiempo. Se han propuesto dos algoritmos para esto: 
 
• Modified Dijsktra’s Shortest Path (MSP): En su implementación se va 
verificando el espectro disponible dentro del algoritmo de Dijsktra. 
  
• Spectrum-Constraint Path Vector Searching (SCPVS): Se crea un 
árbol de vectores con las restricciones del espectro y se buscan las 
rutas óptimas. 
  
5.4 Algoritmo de Dijkstra 
 
Para calcular las rutas más cortas se hace uso de una versión del algoritmo de 
Dijkstra descrita por Yen (Yen, 1971) en donde solo se elijen un conjunto K de las 
rutas más cortas. Esto debido a que en este trabajo solo se intenta asignar los 
slots requeridos en las 3 primeras rutas más cortas entre un par de nodos.  
 
5.4.1 Representación de una red 
 
Para poder solucionar el problema donde debemos encontrar los KSP es bueno 
conocer la representación básica de una en le teoría de grafos [k shortest path]. 
 
Una red es representada como un grafo 𝐺 = (𝑉, 𝐸) donde 𝑉 es un conjunto finito 
de 𝑛	𝑛𝑜𝑑𝑜𝑠 (o vértices) 𝑉(𝐺) y 𝐸	un conjunto finito de 𝑚	𝑎𝑟𝑖𝑠𝑡𝑎𝑠 (enlaces) 𝐸(𝐺) 
que conectan los nodos entre sí. Una arista es comúnmente representada como 
un como 𝑒J(𝑖, 𝑗) con un peso o coste determinado, donde 𝑖 y 𝑗 son los nodos 
conectados por la arista 𝑒J.  En la Figura 14 se puede ver la representación de un 
grafo. Se dice que un grafo esta conectado si existe al menos una ruta entre cada 
par de nodos.   
 
El término ruta se pude definir como la secuencia de nodos y aristas que hay que 
seguir para trasladarse de un nodo inicial a un nodo final. Un grafo no 
direccionado es cuando todos los enlaces de la red son bidireccionales, que se 
puede mover de en los enlaces en ambas direcciones. Es posible que existan 
dos enlaces entre un par de nodos, estos enlaces con conocidos como enlaces 
paralelos.  Un self-loop es un enlace que conecte asimismo un nodo.  El conteo 
de saltos es el conteo del número de aristas en un camino simple; un camino 
simple es cuando una ruta no contiene loops. Estos términos explicados son 
necesarios debido a las restricciones de la redes cuando queremos calcular los 
KSPs.  
  
Figura 14 Representación de una red como un grafo [kshortes] 
 
5.4.2 Dijkstra Clásico 
 
El algoritmo de Dijkstra el problema que busca resolver es encontrar el camino 





    for cada v perteneciente a V[G] 
        do d[v] = infinito 
            p[v] = nulo 
    d[s] = 0 
 
S =  vacio 
Q = V[G] 
  
mientras Q no vacio 
 
do u = nodo v con min d[v] 
  
S = S unión u 'se añade al conjunto de nodos finalizados 
 
for cada v perteneciente Adyacente u  
    Relajación 
        if d[v] > d[u] + w(u,v) then  
            d[v] = d[u] + w(u,v) 
            p(v) = u 
 
El algoritmo de Dijkstra lo que hace es lo siguiente: 
 
1) Paso 1: Hasta encontrar la distancias al nodo final se va verificando los 
nodos adyacentes y se van agregando en una matriz la distancias o el 
coste del nodo evaluado al nodo de origen. Los nodos que no son 
adyacentes se ponen que por tienen una coste infinito. De estos nodos se 
toma el que tiene la distancia más corta. 
 
2) Paso 2: Luego se verifican los nodos adyacentes al nodo con la distancia 
más corta que hemos elegido y se van poniendo la distancia al nodo de 
origen a través del nodo elegido. Esta distancia será la suma desde el 
nodo que estamos verificando hasta al nodo elegido, más el coste del nodo 
elegido hasta el nodo de origen. Luego se toma el nodo con la distancia 
más corta al nodo de origen. Con este nuevo nodo, se repite el paso 2 
hasta llegar al nodo final. 
 
3) Paso 3: Al final la ruta más corta es la ruta que hemos encontrado desde el 




 5.4.3 Yen’s algorithm  
 
En los problemas de KSP lo que se quiere es buscar K rutas más cortas entre un 
par de nodos. Estoy convenientemente se hace haciendo que ciertos enlaces no 
estén presentes en los siguientes cálculos de la ruta más corta. Esta operación 
se como eliminación de un enlace.  
 
Para poder calcular los KSPs se debe asumir lo siguiente: La redes son no 
direccionales, no contienen enlaces paralelos, no contienen self-loops y no 
contienen costes negativos (este último es permitido en algunos algoritmos de 
KSPs). Para el motivo de este trabajo las redes evaluadas cumplen con las 
restricciones para poder utilizarse el algoritmo de Yen. 
 
El algoritmo de Yen lO que hace es encontrar los caminos más cortos usando el 
algoritmo de Dijkstra y poniendo los resultados en una lista. Luego de esto toma 
todos los nodos en la ruta más corta calculada excepto el nodo final y vuelve y 
calcula otra ruta más corta el nodo final (spur). Para cada uno de los nodos la ruta 
entre el nodo inicial y el nodo final se conoce como la ruta raíz. Se hacen dos 
restricciones en cuanto al spur path:  
1) No se deben pasar por ningún nodo de la ruta raíz (loopless) y 
2) No debe ser una rama desde el nodo actual o cualquier arista encontrada 
en uno de los caminos más cortos con la misma raíz. Para prevenir que las 
rutas spurs caigan en un loop o simplemente sigan rutas ya calculadas lo que 
se hace es marcar los nodos y las aristas ya usadas en un camino corto. Si 
una nueva ruta spur es encontrada es agregada a la ruta raíz de ese nodo, 
para formar un camino entre el nodo origen y el nodo final, es cual es un 
candidato para el próximo KSP. Estos caminos son almacenados como 
candidatos para ser seleccionados en el KSP. Todos estos caminos son 
almacenados en un lista B y luego los caminos que falten para completar los 
K-Shortes Paths son pasados a las lista A. Este proceso es repetido hasta que 
se encuentren los KSP requeridos. 
 
Para el caso de este trabajo se utiliza una implementación del algoritmo de Yen 
que está en los Apéndices. 
 6 Simulador 
 
El desarrollo de este trabajo está basado en la implementación de un simulador 
con las características antes descritas de las EONs. Este simulador se basa en a 
partir de las demandas que se reciben, asignar los slots del espectro que 
requieren las demandas. De esta manera, se puede observar el comportamiento 
del RSA en los escenarios que se han elegido.  
 
En general, se siguen ciertos pasos en la ejecución del simulador englobados de 




En esta etapa, las demandas se generan de manera aleatoria siguiendo un 
distribución determinada (Exponencial, Gauss, …).  Este proceso se repite una 
cantidad de veces determinadas en los parámetros iniciales. Está cantidad el es 
histórico de demandas que se analizarán para encontrar patrones en la 
transmisión que permitan poder realizar reservas previas y con esto disminuir las 
demandas que son bloqueadas debido a la falta de espectro contiguo disponible.   
 
Además de generar un histórico (ver ejemplo en Apéndices) también se genera 
las demandas que se evaluarán durante la simulación. Hacer la salvedad que 
aunque las demandas son generadas con anterioridad, el simulador es online 
(dinámico), por lo que no se conocen con antelación las demandas solicitadas.  
 
Para la generación se utilizan dos archivos: 
 
• Transmission.xml: En este se delimitan los parámetros de la simulación 
(Ver Apéndice). 
•  generate.py: Este es el script en Python que genera el histórico de 





En este parte se toman el histórico de demandas generadas y  utilizando 
estadística (Media y moda) se realizan predicciones. Estás predicciones 
consisten en utilizar la moda saber que nodo transmitirá y hacia que nodo lo hará 
en un instante de tiempo determinado. Estás predicciones van a acompañado 
con sus respectivas probabilidades de ocurrencia. 
 
A partir de estás predicciones es que se realizan las reservas en simulate.py en 
donde las mismas son realizadas si la probabilidad de certeza sobrepasa cierto 
umbral. Al final tenemos ciertos archivos que se generan con Analyze.py (Ver 
Apéndice): 
 
1) Ancho de banda: forecast_bandwidths_count.txt, 
forecast_bandwidths_mean.txt, forecast_bandwidths_mode.txt y 
forecast_bandwidths_probability.txt. 
2) Holding time: forecast_holding_time_count.txt, 
forecast_holding_time_mean.txt, forecast_holding_time_mode.txt y 
forecast_holding_time_probability.txt. 
3) Transmitters: forecast_transmitters_count.txt, 
forecast_transmitters_mean.txt, forecast_transmitters_mode.txt y 
forecast_transmitters_probability.txt. 
4) Receivers: forecast_receivers_count.txt, forecast_receivers_mean.txt, 
forecast_receivers_mode.txt y forecast_receivers_probability.txt. 
 











En esta parte se generan el listado de los K shortest paths entre par de nodos. El 
K determinado es 3. Este listado es obtenido una vez por escenario. Al menos 
que el escenario no cambie no se tiene la necesidad de volver a calcular los 
caminos más cortos. Los archivos de entradas usadas en esta simulación 
corresponde a las descripciones de los escenarios que están en .xml. Los 
escenarios son: INT9.xml, US26.xml y EURO28.xml (Ver Apéndice).  
 
Al cargar los escenarios se generan las matrices de adyacencias  de cada uno de 
ellos. (Ver Apéndice) con el script adjacency_matrices.py (Ver Apéndice).  Esta 
matrices de adjacencias son cargadas en el programa (el de Matlab) (Ver 
Apéndice) de donde se generan los listados con los K shortest paths (Ver 
Apéndice) y sus respectivos costes (Ver Apéndice). 
 
Este listado es usado por el simulador para evaluar si existen slots contiguos 
disponible para asignar esos recursos de acuerdo a las demandas, en los K 
shortest paths de un nodo origen a un nodo de destino. 
 
6.4 Descripción 
En la parte del simulador,  simulate.py (Ver Ap) se divide en 2 partes: 
 
1) Reservaciones: En esta parte se reservan las conexiones que se han 
predicho anteriormente. Para reservar se tienen que tener una probabilidad 
que sobrepase el mínimo de certeza seleccionado para realizar la reserva. 
Las reservas que se tienen son reservadas por una cantidad de iteraciones 
determinada. En caso de que la reserva no haya sido solicitada se libera el 
espectro que se había reservado. Las reservas pueden ser de 4 tipos: 
 
• Reservado: Es cuándo se ha podido reservar la demanda de 
acuerdo a las predicciones. 
 • No Reservado: Es cuándo no se pudo reservar la demanda 
predicha. 
• Cancelada: Es cuándo una reserva no fue reclamada por ninguna 
demanda y por tanto esta reserva ha expirado y es cancelada. 
• Usada: Es cuando una demanda con las mismas características 
(Nodo transmisor, nodo receptor, ancho de banda menor o igual que 
el reservado,  se solicita sin que la reserva haya expirado) se solicita 
y al tener está característica utiliza el espectro que se ha reservado. 
 
2) Demandas: En esta parte el simulador asigna los slots de frecuencia 
requeridos por las demandas. Estos slots son asignados si existen de 
manera contigua en los k shortest paths evaluados entre el nodo de origen 
y el nodo de destino; si no hay suficiente espectro contiguo, la demanda es 
rechazada. 
 
Para realizar esto existen varios pasos: 
1) Se liberan los recursos de las demandas que ya han sido 
completadas. Se liberan los recursos de las reservas que han 
expirado. 
2) Se procede a verificar si la demanda solicitada ha sido 
previamente reservada. De ser así se utilizan los recurso de la 
reservas para asignárselos a la demanda. 
3) Si no se han reservado, se buscan en los 3 caminos más cortos 
si existen slots contiguos requeridos por la demanda a asignar. 
Se utiliza la metodología First Fit (Ya explicada).  En caso de que 
existan recurso se le asignan. La modulación utilizada dependerá 
de las distancia de la ruta, las modulaciones a utilizar están 
detalladas en el código. En el caso en que no existan recursos 
disponible la demanda es denegada y se procede a la siguiente 
iteración. 
 
La simulación se repite hasta que se hayan completado las iteraciones previstas. 
 
 
 A partir de la simulación se generan varios documentos: 
 
1) Demands.xlsx: Contiene las demandas que se han generado en cada 
iteración. Estas demandas contiene varios datos acerca de la asignación 
de recursos (Ver Apéndice) como son: Transmisor, receptor,  hasta que 
iteración estará la demanda en la red, ancho de banda, la ruta, si ha sido 
bloqueada o no, la distancia de la ruta, la cantidad de slots asignados, el 
slot inicial, el slot final y la modulación utilizada (Ver Apéndice). 
 
2) RSVP.xlsx: Se almacenan las reservaciones que se solicitaron con sus 
respectivos estados. En el Excel de las reservas se almacenan: 
Transmisor, receptor,  hasta que iteración estará la demanda en la red, 
ancho de banda, la ruta reservada, el estado de la reserva, la distancia de 
la ruta, la cantidad de slots asignados, el slot inicial, el slot final y la 
modulación utilizada (Ver Apéndice). 
 
3) Blocked_probability.txt: Contiene las probabilidad de bloqueo resultante 
durante la simulación. (Ver Apéndice) 
 
4) Blocked_probability_P.txt: Contiene la probabilidad de bloqueo en cantidad 














 7 Resultados 
 
En este apartado se presentarán los resultados de las simulaciones que se han 
ejecutado en el script de Python. Estas simulaciones son basadas en las 
recomendaciones de la ITU-T para las EONs. Utilizando estás recomendaciones 
el problema que se aborda es de online, que como ya se ha explicado consiste 
en el asignamiento de recursos en tiempo real contrario a la de offline en donde 
se le otroga una matriz previa con las demandas que se necesitan asignar. 
 
Además en la simulación se utiliza el algoritmo de First-Fit ya explicado. En 
cuánto a la modulaciones se utilizan la modulación adaptada de acuerdo a la 
distancia en kilómetros desde el nodo transmisor hasta el receptor [Ver 
Apéndice]. Tambíen se utilizan los GI de un slot al inicio y al final del espectro 
asignado, como es recomendo. Con esta asignación se evita que las 
transmisiones se interfieran entre si como ya se ha explicado.  
 
Para calcular las rutas más cortas se utiliza el algoritmo de Yen que es el 
algoritmo de Dijkstra para una determinada cantidad de rutas más cortas, 
algoritmo que ya hemos explicado. 
 
Las gráficas a mostra son de BP y BBP de acuerdo a la variación de la carga en 
una red. Estás gráficas se van a comparar con los resultados obtenidos 
proveniente de las asignaciones de recursos sin reservaciones y con 
reservaciones. 
 
En el caso de las reservaciones se varian lo parámetros del tiempo que puedo 
esperar antes de liberar los recursos que he reservado y de la reserva del ancho 
de banda de acuerdo a la desviación estándar de las muestras. 
 
Cuando variamos el valor de la desviación estándar utilizamos la función 
exponencial variando la media de la misma. A continuación se mostrarán los 
resultados de las simulaciones con sus repectivos análisis. 
 
 7.1 INT9 
7.1.1 Probabilidad de Bloqueo (BP) 
 
Figura 15  Simulación en INT9 del BP, SIN RESERVACIÓN 
La Figura 15 muestra la BP en la INT9, según lo simulado con un HT de 150 
iteraciones o menos, la red opera con un BP menor que 5%. Aplicando la RSVP 
=0 para valores de 150 de HT para BP es del 0%. En el caso de RSVP de 5 
aumenta a un 2% de BP para 150 iteraciones de HT. Con RSVP de 10 aumenta 
a 5%. 
 
Sin utilizar RSVP tenemos un pico de 23%; para RSVP = 0, un pico de 10%; para 
RSVP=5, un pico de 10%; para RSVP=10, un pico de 17%.  Los valores picos 
observados para el caso de RSVP= 0 y RSVP=5 son con un HT de 300, sin 
embargo, con RSVP=10 y un HT de 300 se tienen un BP de 0%.  
 
  
Figura 16 Simulación en INT9 del BP, RSVP=0 
 
 
Figura 17 Simulación en INT9 del BP, RSVP=5 
  
 


















 7.1.2 Probabilidad de bloqueo de ancho de banda (BBP) 
 
 
Figura 19 Simulación en INT9 del BBP, SIN RESERVACIÓN 
 
La Figura 19 muestra la BBP en la INT9, según lo simulado con un HT de 150 
iteraciones o menos, la red opera con un BBP menor que 10%. Aplicando la 
RSVP=0 para valores de 150 de HT para BP es del 0%. En el caso de RSVP de 
5, para 200 y 300 GBs aumenta a un 5% de BBP para 150 iteraciones de HT. 
Con RSVP de 10 disminuye a un  2.5%. 
 
Sin utilizar RSVP tenemos un pico de 60%; para RSVP = 0, un pico de 25%; para 






Figura 20  Simulación en INT9 del BBP, RSVP=0 
 
 
Figura 21 Simulación en INT9 del BBP, RSVP=5 
  
 

















 7.2 US26 
 
7.2.1 Probabilidad de Bloqueo (BP) 
 
Figura 23 Simulación en US26 del BP, SIN RESERVACIÓN 
 
US26 muestra una BP donde para el caso de 200GBs no supera el 10% para un 
HT de 500. Sin embargo, en el caso de 100 GBs supera el 10% para un HT de 
500. Para 300GBs el HT no debe superar los 250 GBs para no sobrepasar el 
10% de BP.   
 
A pesar de que consideramos un 10% de BP, las  SPs deben trabajar en una 
probabilidad de bloqueo menor, por lo que igual que en la red de INT9 si 
utilizamos reservaciones de acuerdo a patrones de transmisión se obtienen un 
descenso en la BP de hasta un 0.1% como máximo en el caso de 500 HT y 400 
GBs. Para el caso de 500 HT y 500 GBs se obtuvo una BP de 0%. 
 
  
Figura 24 Simulación en US26 del BP, RSVP=0 
 
 
Figura 25  Simulación en US26 del BP, RSVP=5 
 En el caso de RVSP=5 iteraciones se observa un BP de un 0.1% mayor que 
RSVP=0 iteraciones. Por lo que es más conveniente liberar los recursos si no se 
solicitan en la iteración requerida. Lo mismo ocurre si aumentamos a RVSP=10 

















 7.2.2 Probabilidad de bloqueo de ancho de banda (BBP) 
 
En la Figura 27, se observa que el BP se mantiene debajo del 10% en el caso de 
un HT de 200 y 300 GBs o menos. También se puede observar que se mantiene 
por debajo un poco por encima del 10% para 150 de HT y 400 o 500 GBs. Estos 
valores, realizando las RSVP se reducen a un máximo 2% en el caso de 150 
iteracones de HT y a un máximo de 1.5% en el caso de 200 iteraciones de HT.   
 
Si se utilizan los tiempos de RSVP 5 y 10 aumenta el BBP en relación a si la 
RSVP solo aplica en la iteración reservada. En concreto, de un máximo de 4% de 
BBP en el caso de la RSVP = 0 aumenta a un máximo de 30%. 
 
 






Figura 28  Simulación en US26 del BBP, RSVP=0 
 
Figura 29  Simulación en US26 del BBP, RSVP=5 
 
  


















 7.3 EURO28 
7.3.1 Probabilidad de Bloqueo (BP) 
 
 
Figura 31 Simulación en EURO28 del BP, SIN RESERVACIÓN 
Según lo simulado, para la red EURO28 se observa, que sin utilizar ningún 
mecanismo de reservación, para operar en una zona con un 10% de BP,  el HT 
no pude exceder los 200GBs [Ver Gráfica].  
 
Al realizar la reserva como lo muestra la Figura 32, podemos observar que para 
una carga de 200 la probabilidad de bloqueo es 0%. Esto con una reserva que es 
espera ser reclamada en el misma iteración que se ha reservado. Si no es 
reclamada en la misma iteración es liberada. Vemos también que en caso de que 
tengamos una carga de 500 en donde sin reserva observamos una probabilidad 
de bloqueo máxima de un 25%, en el caso de la reserva está probabilidad de 
bloqueo se reduce a un 1𝑥107k%.   
 
Si comparamos la gráfica [Figura 32] obtenida con la reserva esperada en la 
misma iteración, con la gráfica [Figura 33] donde se mantienen los recursos 
 reservados por 5 iteraciones podemos observar que en el último caso la 
probabilidad es ligeramente mayor.  En concreto de un máximo de 1𝑥107k% 
para una carga de 500 de HT con 500 GBs promedio, paso a ser de 9𝑥107k%.  
Esto parece razonable debido a la probabilidad mínima de reserva que estamos 
utilizando, 51%. Al reservar  con está probabilidad en cada iteración se tienen 
una probabilidad alta de que la demanda utilize la reserva que se ha realizado en 
su respectiva iteración, teniendo asi más reservas acaparando los recurso de la 
red. Esto desencadena, que futuras transmisiones que usan los caminos 
reservados no puedan utilizarlos, provocando a su vez un ligero aumento en la 
probabilidad de bloqueo.  
 
Figura 32 Simulación en EURO28 del BP, RSVP=0 
Comparando con la reservación que se mantiene por 5 iteraciones con la que se 
mantiene por 10 iteraciones, podemos observar que esta última la probabilidad 
de bloqueo aumenta. Además, hemos podido notar que a medida que el HT 
aumenta y aumenta los GBs requeridos por la demandas, la BP disminuye en 
ambos casos. Los que nos da a entender que para demandas con mayor carga 
es mejor esperar más sin liberar los recursos de las reservas. 
 
 Según las gráficas obtenidas, para HT mayor de 300 y BW mayor de 300 GBs es 
más recomendable esperar más iterarciones con los recursos reservados. Si son 
menores, es mejor esperar menos iteraciones. 
 
























 7.3.2 Probabilidad de bloqueo de ancho de banda (BBP) 
 
 
Figura 35 Simulación en EURO28 del BBP, SIN RESERVACIÓN 
Según lo mostrado en la Figura 35 para demandas con una media de 100 GBs 
no podemos exceder un HT de 300 si queremos tener una BBP menor a un 10%. En cambio,  para 200 Gbs y 300 Gbs la carga no puede superar los 200. 
Para demandas de 400 Gbs y 500 Gbs la carga de la red no debe superar los 
150 considerando que la red trabaja a un 10% de probabilidad de bloqueo. 
 
 Si utilizamos la reservación las BBP desde un 50% que es la máxima para 500 
GBs y 500 de carga, hasta un 6%. Sin embargo, se puede notar que a medidas 
que tenemos más carga en la red con demandas de 200 GBs la BBP  es de un 
14% mayor que en caso de 500Gbs. 
 
Mantaniendo los recursos reservados por 5 o 10 iteraciones resulta en una BBP 
mayor que si solo mantuviéramos la reserva en la iteración reservada. Por lo que 
podemos observar que las reservas deben ser liberadas, si no se requieren en la 
iteración que fueron reservadas, para mantener una baja BBP. 
 
  
Figura 36 Simulación en EURO28 del BBP, RSVP=0 
 
 




























Las redes elásticas prometen ser el futuro de las comunicaciones, sin embargo, 
su carácteristica intrínseca de fragmentar el espectro hace que requiera una 
solución diferente a la hora de asignar el espectro. Esta solución diferente es la 
“Inteligencia”, hacer que la red sea más autónoma en la búsqueda de patrones. 
Hemos demostrado que con una búsqueda de patrones, que no supera las 
simples funciónes estadística de media y moda, se ha reducido la BP y la BBP en 
un rango de 20% hasta 50%, lo que supones que algoritmos de inteligencia más 
sofisticados mejorarían estos porcentajes.  
 
Teniendo en cuenta que el llamado “Aprendizaje Automatizado” esta de moda en 
todo lo que se relaciona a análisis de información, ¿Por qué no aplicarlos a las 
EONs?; aplicar esto  supondrá un avance significativo y sentará una nueva 
generación de comunicación por fibra óptica.  
 
La tendencia es la inteligencia, que no solo debe ser explotada a nivel 
meramente de lo que ocurre dentro del enrutamiento en sí, sino que puede 
extenderse a usar datos de redes sociales para poder predecir patrones de 
demandas que ocurrirán en la red. Y quizás, no solo las redes sociales, más bien, 
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 10 Apéndice 
 





__author__ = 'lizaldojimenez' 
 
from xml.dom import minidom 




En esta parte se obtienen lo parámetros seleccionados en el transmission.xml 
''' 
transmission_parser = minidom.parse("transmission.xml") 
number_of_nodes = int(transmission_parser.getElementsByTagName("Nodes")[0].firstChild.data) 
number_of_iterations = int(transmission_parser.getElementsByTagName("Iterations")[0].firstChild.data) 
number_of_files = int(transmission_parser.getElementsByTagName("History")[0].firstChild.data) 
holding_time_mean = int(transmission_parser.getElementsByTagName("HT_Mean")[0].firstChild.data) 
holding_time_distribution = int(transmission_parser.getElementsByTagName("HT_Distribution")[0].firstChild.data) 
tx_train = int(transmission_parser.getElementsByTagName("T_Distribution")[0].firstChild.data) 
mean_tx_train = int(transmission_parser.getElementsByTagName("T_Mean")[0].firstChild.data) 
rx_train = int(transmission_parser.getElementsByTagName("R_Distribution")[0].firstChild.data) 
mean_rx_train = int(transmission_parser.getElementsByTagName("R_Mean")[0].firstChild.data) 
simulation_transmitter = int(transmission_parser.getElementsByTagName("S_Transmitter")[0].firstChild.data) 
simulation_mean_transmitter = int(transmission_parser.getElementsByTagName("S_Mean_T")[0].firstChild.data) 
simulation_Receiver = int(transmission_parser.getElementsByTagName("S_Receiver")[0].firstChild.data) 
simulation_mean_Receiver = int(transmission_parser.getElementsByTagName("S_Mean_R")[0].firstChild.data) 
gigabytes_probabilities = transmission_parser.getElementsByTagName("Probability")[0].firstChild.data 
loads = transmission_parser.getElementsByTagName("Loads")[0].firstChild.data 
type_of_random = int(transmission_parser.getElementsByTagName("Type")[0].firstChild.data) 
nodes_list = transmission_parser.getElementsByTagName("NodesList")[0].firstChild.data 
number_of_train = int(transmission_parser.getElementsByTagName("Train")[0].firstChild.data) 
number_of_test = int(transmission_parser.getElementsByTagName("Test")[0].firstChild.data) 
distribution = transmission_parser.getElementsByTagName("Distribution") 
 
# Const 
EXPONENTIAL = 1 
transmissions_table = np.zeros((number_of_iterations, 5)) 
 
''' 
 En esta parte del código se toma la distribución de las demandas que se ha seleccionado. En caso de haber 
elegido una distribución conocida (Exponencial, Gaussiana, …) esta parte del código no se ejecuta. 
 
En el caso en que se haya seleccionado una distribución propia en donde se le asignan porcientos de 
ocurrencia dependiendo los gigabytes a transmitir, entonces se usa está parte del código. Lo que se hace es 
crear un arreglo de 100 posiciones en donde cada elemento del arreglo contiene el valor de la cantidad de 
GBs a transmitir. Por ejemplo, si se han seleccionado que las transmisiones serán de 10 y 15 GBs y que la 
probabilidad de cada una de ellas es del 70% y el 30% respectivamente entonces en el arreglo de 100 
posiciones las primeras 70 estarán llenas de 10 y las últimas 30 de 15. Luego en el código, función aleatoria 
uniforme selecciona un número del 1 al 100, por cada iteración, y entonces se toma el valor que esté en esa 
posición en el arreglo como el ancho de banda requerido por esa transmisión. 
''' 
def distribution_probabilities(probabilities, options): 
            probabilities = probabilities.split("-") 
            options = options.split("-") 
            print(options) 
            distributions = [1 for idx in range(100)] 
            pos = 0 
            for index, item in enumerate(probabilities): 
                print(int(item)) 
                item_integer = int(item) 
                for ix in range(item_integer): 
                    distributions[pos] *= int(options[int(index)]) 
                    pos += 1 
            return distributions 
 
# Function to generate all Exponential distribution 
 
''' 
Esta función es utilizada para generar una lista de números aleatorios que se acoplen a una distribución 
exponencial. En este caso, podemos elegir la media que se quiere para la distribución exponencial. El 
resultado es una lista de lo valores, con la cantidad igual al número de iteraciones. 
''' 
 
def exponential_distribution(expo_distribution, mean, iterations): 
    if expo_distribution is EXPONENTIAL: 
        list_exponential = map(int, np.random.exponential(mean, iterations)) 
        return list_exponential 
 
# Function to generate probability 
 
for hold_t in range(100, 1100, 100): 
    for bw in range(50, 1050, 50): 
        holding_time_mean = hold_t 
        print "ht:" + str(hold_t) 
        print "bw:" + str(bw) 
        # All the distributions 
        # gigabytes_distribution = distribution_probabilities(gigabytes_probabilities, loads) 
        gigabytes_distribution = [bw for i in range(100)] 
         # list_holding_time_distribution = exponential_distribution(holding_time_distribution, holding_time_mean, 
        #                                                           number_of_iterations) 
        list_holding_time_distribution = [hold_t for i in range(number_of_iterations)] 
        ''' 
        In his part a table is generated with the transmissions. Number of historical data is the number of files or 
        transmission tables that will be created. Those tables are saved in files called train[number].txt and 
        test[number].txt 
        ''' 
        for history in range(number_of_files): 
            if type_of_random == EXPONENTIAL: 
                list_tx_train = exponential_distribution(tx_train, mean_tx_train, number_of_iterations) 
                list_rx_train = exponential_distribution(rx_train, mean_rx_train, number_of_iterations) 
                for actual_iteration in range(number_of_iterations): 
                    transmissions_table[actual_iteration] = [actual_iteration, 
                                                             list_tx_train[actual_iteration], 
                                                             list_rx_train[actual_iteration], 
                                                             gigabytes_distribution[int(random.uniform(0, 100))], 
                                                             list_holding_time_distribution[actual_iteration]] 
            else: 
                for current in distribution: 
                    until = current.getElementsByTagName("Range")[0].firstChild.data 
                    until = until.split("-") 
                    transmission_distribution = current.getElementsByTagName("Transmission")[0].firstChild.data 
                    transmission_distribution = distribution_probabilities(transmission_distribution, nodes_list) 
                    receiver_distribution = current.getElementsByTagName("Receiver")[0].firstChild.data 
                    receiver_distribution = distribution_probabilities(receiver_distribution, nodes_list) 
                    for actual_iteration in range(int(until[0]), int(until[1])): 
                        transmissions_table[actual_iteration] = [actual_iteration, 
                                                                 transmission_distribution[int(random.uniform(0, 100))], 
                                                                 receiver_distribution[int(random.uniform(0, 100))], 
                                                                 gigabytes_distribution[int(random.uniform(0, 100))], 
                                                                 list_holding_time_distribution[actual_iteration]] 
 
            if history < number_of_train: 
                np.savetxt("train" + str(history) + ".txt", transmissions_table, fmt='%d') 
            else: 
                np.savetxt("test" + str(history-number_of_train) + ".txt", transmissions_table, fmt='%d') 
 
        # Create Transmission 
 
        ''' 
En esta parte se genera una tabla con las transmisiones que se tomarán en la simulación, estás 
transmisiones se toman como lo descrito en el archivo transmissions.xml. La lista resultante se almacena en 
un archivo llamado simulation.xml 
        ''' 
        if simulation_transmitter == EXPONENTIAL: 
            list_tx_train = exponential_distribution(simulation_transmitter, simulation_mean_transmitter, 
                                                     number_of_iterations) 
            list_rx_train = exponential_distribution(simulation_Receiver, simulation_mean_Receiver, 
                                                      number_of_iterations) 
            # list_holding_time_simulation = exponential_distribution(holding_time_distribution, holding_time_mean, 
            #                                                         number_of_iterations) 
            list_holding_time_simulation = list_holding_time_distribution 
            for actual_iteration in range(number_of_iterations): 
                transmissions_table[actual_iteration] = [actual_iteration, 
                                                         list_tx_train[actual_iteration], 
                                                         list_rx_train[actual_iteration], 
                                                         gigabytes_distribution[int(random.uniform(0, 100))], 
                                                         list_holding_time_distribution[actual_iteration]] 
            np.savetxt("simulation.txt", transmissions_table, fmt='%d') 
 
        execfile("Analyze.py") 




__author__ = 'lizaldojimenez' 
 
import rpy2 as r 
import numpy as np 
import ggplot as ggp 
from xml.dom import minidom 
from scipy.stats import mode 
 
transmission_parser = minidom.parse("transmission.xml") 
number_of_train = int(transmission_parser.getElementsByTagName("Train")[0].firstChild.data) 
number_of_test = int(transmission_parser.getElementsByTagName("Test")[0].firstChild.data) 
number_of_iterations = int(transmission_parser.getElementsByTagName("Iterations")[0].firstChild.data) 
 
''' 
En esta parte se crea un grupo de listas. Esas matrices tienen dimensión MxN donde M es el número de 




trains_transmitters = np.zeros((number_of_train, number_of_iterations)) 
trains_receivers = np.zeros((number_of_train, number_of_iterations)) 
trains_bandwidths = np.zeros((number_of_train, number_of_iterations)) 
trains_holding_time = np.zeros((number_of_train, number_of_iterations)) 
tests_transmitters = np.zeros((number_of_test, number_of_iterations)) 
tests_receivers = np.zeros((number_of_test, number_of_iterations)) 
tests_bandwidths = np.zeros((number_of_test, number_of_iterations)) 
tests_holding_time = np.zeros((number_of_test, number_of_iterations)) 
 
forecast = np.zeros((1, number_of_iterations)) 
 
''' 
 Se cargan los Trains y los Tests dependiendo a la columna a la que correspondan. 
''' 
for train in range(number_of_train): 
    train_set = np.loadtxt("train" + str(train) + ".txt") 
    trains_transmitters[train] = train_set[:, 1] 
    trains_receivers[train] = train_set[:, 2] 
    trains_bandwidths[train] = train_set[:, 3] 
    trains_holding_time[train] = train_set[:, 4] 
 
for test in range(number_of_test): 
    test_set = np.loadtxt("test" + str(test) + ".txt") 
    tests_transmitters[test] = test_set[:, 1] 
    tests_receivers[test] = test_set[:, 2] 
    tests_bandwidths[test] = test_set[:, 3] 
    tests_holding_time[test] = test_set[:, 4] 
 
''' 




forecast_transmitters = mode(trains_transmitters) 
forecast_receivers = mode(trains_receivers) 
forecast_bandwidths = mode(trains_bandwidths) 




forecast_transmitters_mean = np.mean(trains_transmitters, axis=0) 
forecast_receivers_mean = np.mean(trains_receivers, axis=0) 
forecast_bandwidths_mean = np.mean(trains_bandwidths, axis=0) 
forecast_holding_time_mean = np.mean(trains_holding_time, axis=0) 
 
np.savetxt("forecast_transmitters_mode.txt", forecast_transmitters[0].transpose(), fmt='%d') 
np.savetxt("forecast_receivers_mode.txt", forecast_receivers[0].transpose(), fmt='%d') 
np.savetxt("forecast_bandwidths_mode.txt", forecast_bandwidths[0].transpose(), fmt='%d') 
np.savetxt("forecast_holding_time_mode.txt", forecast_holding_time[0].transpose(), fmt='%d') 
 
np.savetxt("forecast_transmitters_count.txt", forecast_transmitters[1].transpose(), fmt='%d') 
np.savetxt("forecast_receivers_count.txt", forecast_receivers[1].transpose(), fmt='%d') 
np.savetxt("forecast_bandwidths_count.txt", forecast_bandwidths[1].transpose(), fmt='%d') 
np.savetxt("forecast_holding_time_count.txt", forecast_holding_time[1].transpose(), fmt='%d') 
 
np.savetxt("forecast_transmitters_probability.txt", (forecast_transmitters[1].transpose()/number_of_train), fmt='%f') 
np.savetxt("forecast_receivers_probability.txt", (forecast_receivers[1].transpose()/number_of_train), fmt='%f') 
np.savetxt("forecast_bandwidths_probability.txt", (forecast_bandwidths[1].transpose()/number_of_train), fmt='%f') 
np.savetxt("forecast_holding_time_probability.txt", (forecast_holding_time[1].transpose()/number_of_train), fmt='%f') 
 
np.savetxt("forecast_transmitters_mean.txt", (forecast_transmitters_mean.transpose()), fmt='%d') 
 np.savetxt("forecast_receivers_mean.txt", (forecast_receivers_mean.transpose()), fmt='%d') 
np.savetxt("forecast_bandwidths_mean.txt", (forecast_bandwidths_mean.transpose()), fmt='%d') 







__author__ = 'lizaldojimenez' 
 
import numpy as np 
from xml.dom import minidom 
 
filename = "INT9" 
simulation_parser = minidom.parse(filename + ".xml") 
number_of_nodes = int(simulation_parser.getElementsByTagName("Nodes")[0].firstChild.data) 
links = simulation_parser.getElementsByTagName("Link") 
topology_distances = np.zeros([number_of_nodes, number_of_nodes]) 




Se cargan las topologías descritas en sus respectivos .xml (INT9.xml, US26.xml, EUR28.xml). Estás topología 
contienen los enlaces entre los nodos. Se describen la distancia y el ancho de banda de los enlaces. 
 
A partir de la topologías se crean dos matrices. Una corresponde a la matriz de adyacencia donde se tiene 
como coste las distancias de los enlaces, y la otra matriz con el ancho de banda disponible en los enlaces. 
''' 
 
for link in links: 
    start = int(link.getElementsByTagName("Start")[0].firstChild.data) 
    ends = link.getElementsByTagName("Ends")[0].firstChild.data 
    ends = ends.split("-") 
    distance = link.getElementsByTagName("Distances")[0].firstChild.data 
    distance = distance.split("-") 
    bandwidth = link.getElementsByTagName("Bandwidths")[0].firstChild.data 
    bandwidth = bandwidth.split("-") 
 
    for idx, end in enumerate(ends): 
        topology_distances[start, ends[idx]] = distance[idx] 
        topology_bandwidths[start, ends[idx]] = bandwidth[idx] 
 
 
np.savetxt("topology_distances_" + filename + ".txt", topology_distances, fmt='%d') 




 __author__ = 'lizaldojimenez' 
 
import numpy as np 
import networkx as nx 
import random 
from xml.dom import minidom 
import matplotlib.pyplot as plt 




Esta parte corresponde a la clase de transmisión. _Transmission Se utiliza para la información almacenada de las conexiones 
solicitada en la simulación. La información se almacena la siguiente manera: 
    -transmitter: El nodo que desea transmitir. 
    -Receptor: El nodo que va a recibir los datos. 
    -start_iteration: En qué iteración la transmisión comience o en caso de que se bloquea debido a la falta de de ranuras 
    esto representa la iteración de la solicitud de conexión. 
    -last_iteration: Esta es la última iteración de la transmisión. El HT es el valor utilizado para calcularlo. 
    -path: Contiene los nodos de la ruta seleccionada. 
    -required_bandwidth: Contiene la solicitud de demanda de la transmisión. 
    -modulation: String con la modulación seleccionada de acuerdo a la longitud en kilómetros de la ruta. 
    -start_slot: Si las ranuras requeridas son libres en los enlaces de la ruta se elige la ranura de salida. 
    -end_slot: La posición de los últimos espacios utilizados para la transmisión. 
    -blocked: Es una variable booleana que almacena es la solicitud fue bloqueado o no. 
    -distancia: La distancia es de kilómetros de la ruta. 
    -quantity_slots: Una cantidad de ranuras contiguas son solicitud de la transmisión. Modulación y ancho de banda 





    transmitter = 0 
    receiver = 0 
    # start_iteration = 0 
    last_iteration = 0 
    path = "" 
    required_bandwidth = 0 
    modulation = "" 
    start_slot = 0 
    end_slot = 0 
    blocked = False 
    # priority = 0 
    distance = 0 
    quantity_slots = 0 
 
    def __init__(self, transmitter_rsvp, receiver_rsvp, last_iteration, required_bandwidth, path_rsvp, blocked, 
                 distance, quantity_slots, start_slot, end_slot, modulation_rsvp): 
        self.transmitter = transmitter_rsvp 
        self.receiver = receiver_rsvp 
        self.last_iteration = last_iteration 
        self.required_bandwidth = required_bandwidth 
        self.path = path_rsvp 
        self.blocked = blocked 
        self.distance = distance 
        self.start_slot = start_slot 
        self.end_slot = end_slot 
        self.modulation = modulation_rsvp 
        self.distance = distance 
        self.quantity_slots = quantity_slots 
 
 
 '' ' 
_Reservation Contiene información sobre las transmisiones reservados. _Transmission Y _Reservation almacen información similares. Las 
informaciones diferentes son las siguientes: 
     -state: El estado de la reserva da información para saber si se utilizó o no la reserva. Esto puede ser: 
         -Reserved: La reserva petición fue hecha. 
         -No Reservado: La reserva no se podía hacer. 
         -Cancelled: No se utilizó la reserva. La predicción no ha encontrado la transmisión pedida. 




    path = "" 
    transmitter = 0 
    receiver = 0 
    state = ""  # r=Reserved, n=Not Reserved, c=cancelled, u=used 
    # priority = 0 
    start_slot = 0 
    end_slot = 0 
    quantity_slots = 0 
    start_iteration = 0 
    last_iteration = 0 
    modulation = "" 
    bandwidth = 0 
    distance = 0 
 
    def __init__(self, path_demand, transmitter_demand, receiver_demand, state, start_slot, end_slot, quantity_slots, 
                 modulation_demand, 
                 bandwidth, 
                 start_iteration, last_iteration, distance): 
        self.path = path_demand 
        self.transmitter = transmitter_demand 
        self.receiver = receiver_demand 
        self.state = state 
        # self.priority = priority 
        self.start_slot = start_slot 
        self.end_slot = end_slot 
        self.quantity_slots = quantity_slots 
        self.modulation = modulation_demand 
        self.bandwidth = bandwidth 
        self.start_iteration = start_iteration 
        self.last_iteration = last_iteration 




Enlaces ópticos tienen una cantidad de ranuras disponibles de acuerdo a sus anchos de banda. Las matrices se utilizan para almacenar las 
ranuras utilizadas y las libres en cada enlace. La longitud de los arreglos es igual a la cantidad de ranuras de 6,25 GHz de los enlaces en los 




    link_state = [] 
 
    def __init__(self, available): 
        self.link_state = np.ones([available], dtype='bool') 
 
 
MAX_DISTANCE = 9600  # Constant of MAX Distance reach for the optical paths. 
 
'' ' 
Esta función devuelve el número o símbolos por las ranuras de acuerdo con la modulación. La distancia en kilómetros determina 




    "Return M slots to be use by the modulation and the modulation to be use. 0-If unrecheable. null not modulation" 
 
    if path_length <= 1200: 
        return [4, "16-QAM"] 
    elif path_length <= 2400: 
        return [3, "8-QAM"] 
    elif path_length <= 4800: 
        return [2, "QPSK"] 
    elif path_length <= MAX_DISTANCE: 
        return [1, "BPSK"] 
    else: 
        return [0, ""] 
 
 
WIDTH_OF_SLOTS = 12.5  # And slot in EONs is 12.5GHz 
BAND_GUARD = 2  # The Band guard is 2 slots. 
 
def require_slots(bandwidth_to_transmit, m_slots): 
    "Return the number of the required slots" 
    _slots_requirement = int(bandwidth_to_transmit / (m_slots * WIDTH_OF_SLOTS)) * 2 + BAND_GUARD  # SLICE = 2*SLOTS 
    if _slots_requirement == BAND_GUARD: 
        return _slots_requirement + 2 
    return _slots_requirement 
 
 
def links_available(currt_path, pos_slot, requirement, dic, loads_matrix): 
    'Return True is the slots are available in the entire path' 
    accept = False 
    for node_nxt in range(1, len(currt_path)): 
        node_prv = node_nxt - 1 
        if currt_path[node_nxt] != '': 
            link_to_check = loads_matrix[dic[int(currt_path[node_prv]) - 1][int(currt_path[node_nxt]) - 1]].link_state 
            if sum(link_to_check[pos_slot:pos_slot + requirement]) == requirement: 
                accept = True 
            else: 
                return False 
    return accept 
 
 
def idx_last_sp(tx, rx, lspi): 
    nxt_rx = rx + 1 
    nxt_tx = tx + 1 
    if nxt_rx == tx: 
        nxt_rx += 1 
    if nxt_rx < number_of_nodes:  # Last index of shortest paths from Tx to Rx 
        return paths_index[tx][nxt_rx] 
    elif nxt_tx < number_of_nodes: 
        return paths_index[nxt_tx][0] 
    else: 
        return lspi 
 
 
def determine_tx_and_rx(tx_lst, rx_lst, ite): 
    tx_iter = tx_lst[ite]  # Transmitter result from the forecast. 
    if tx_iter >= number_of_nodes: 
        tx_iter = int(random.uniform(0, number_of_nodes)) 
    rx_iter = rx_lst[ite] 
     if rx_iter >= number_of_nodes: 
        rx_iter = int(random.uniform(0, number_of_nodes)) 
    while tx_iter == rx_iter: 
        rx_iter = int(random.uniform(0, number_of_nodes)) 
    return tx_iter, rx_iter 
 
 
transmitter = 0 
receiver = 0 
required_bw = 0 
iteration = 0 
block_count = 0 
tx_reserved = False 
accept_transmission = False 
blocking_probability_table = [] 
start_slot_transmission = 0 
accept_reservation = False 
start_slot_reserved = 0 
slots_accepted = 0 
slots_rejected = 0 
load_of_the_network = [] 
current_load_of_the_network = 0 
demand_lst = [] 
transmission_list = [] 
slots_for_transmission = 0 
modulation_for_transmission = 0 
path = [] 
len_path = 0 
unreachable = False 
demands = [] 
max_load_network = 0 
start_node = 0 
end_node = 0 
reserve = False 
block = False 
available_slots = [[] for i in range(3)] 
available_slots_link_division = [] 
list_links_loads = [] 
link_check = 0 
filename = "INT9" 
simulation_parser = minidom.parse("INT9.xml") 
number_of_nodes = int(simulation_parser.getElementsByTagName("Nodes")[0].firstChild.data) 
number_of_iterations = int(simulation_parser.getElementsByTagName("Iterations")[0].firstChild.data) 
max_distance = int(simulation_parser.getElementsByTagName("Max")[0].firstChild.data) 
min_reservation_probability = float(simulation_parser.getElementsByTagName("Min")[0].firstChild.data) 
graph_type = simulation_parser.getElementsByTagName("Type")[0].firstChild.data 
links = simulation_parser.getElementsByTagName("Link") 
width_of_slots = float(simulation_parser.getElementsByTagName("Width")[0].firstChild.data) 
band_guard = int(simulation_parser.getElementsByTagName("Bandguard")[0].firstChild.data) 
bandwidth_Global = int(simulation_parser.getElementsByTagName("Bandwidth")[0].firstChild.data) 
bw_std = int(simulation_parser.getElementsByTagName("BW_std")[0].firstChild.data) 
topology_distances = np.zeros([number_of_nodes, number_of_nodes]) 
# topology_bandwidths = np.zeros([number_of_nodes, number_of_nodes]) 
topology_bandwidths = np.loadtxt("topology_bandwidths_" + filename + ".txt") 
dictionary_of_links = np.zeros([number_of_nodes, number_of_nodes], dtype='int') 
# holding_time_mean = int(simulation_parser.getElementsByTagName("HT_mean")[0].firstChild.data) 
total_costs = np.loadtxt("total_costs.txt") 
k_shortest_paths = np.loadtxt("k_shortest_paths.txt", delimiter=',', dtype='str') 
paths_index = np.loadtxt("paths_index.txt", dtype='int') 
slots_requirement = 0 
modulation = "" 
 rsvp_type_reserved = 0 
rsvp_type_cancelled = 0 
rsvp_type_used = 0 
rsvp_type_not_reserved = 0 
 
# List of Links 
 
loads = [] 
# link_load = np.zeros([int(topology_bandwidths[0, 1] / width_of_slots)], dtype='bool') 
aux_link_load = [] 
link_available_intersection = np.ones([int(bandwidth_Global / width_of_slots)], dtype='bool') 
available_slots_link = int(bandwidth_Global / width_of_slots) 
rsvp_lst = [] 
len_shortest_paths_index = len(k_shortest_paths) 
 
for start in range(number_of_nodes): 
    for end in range(number_of_nodes): 
        if topology_bandwidths[start][end] > 0: 
            available_slots_current_link = int(topology_bandwidths[start][end] / width_of_slots) 
            max_load_network += available_slots_current_link 
            loads.append(_Link(available_slots_current_link)) 
            dictionary_of_links[start][end] = len(loads) - 1 
 
# Forecasts Files 
forecast_bandwidths_count = np.loadtxt("forecast_bandwidths_count.txt") 
forecast_bandwidths_mode = np.loadtxt("forecast_bandwidths_mode.txt") 
forecast_bandwidths_probability = np.loadtxt("forecast_bandwidths_probability.txt") 
forecast_bandwidths_mean = np.loadtxt("forecast_bandwidths_mean.txt") 
forecast_transmitters_count = np.loadtxt("forecast_transmitters_count.txt") 
forecast_transmitters_mode = np.loadtxt("forecast_transmitters_mode.txt") 
forecast_transmitters_probability = np.loadtxt("forecast_transmitters_probability.txt") 
forecast_transmitters_mean = np.loadtxt("forecast_transmitters_mean.txt") 
forecast_receivers_count = np.loadtxt("forecast_receivers_count.txt") 
forecast_receivers_mode = np.loadtxt("forecast_receivers_mode.txt") 
forecast_receivers_probability = np.loadtxt("forecast_receivers_probability.txt") 
forecast_receivers_mean = np.loadtxt("forecast_receivers_mean.txt") 
forecast_holding_time_count = np.loadtxt("forecast_holding_time_count.txt") 
forecast_holding_time_mean = np.loadtxt("forecast_holding_time_mean.txt") 
forecast_holding_time_mode = np.loadtxt("forecast_holding_time_mode.txt") 
forecast_holding_time_probability = np.loadtxt("forecast_holding_time_probability.txt") 





Las reservas se realizan cuando los transmisores y receptores tienen una probabilidad de ocurrencia mayor que cierta probabilidad mínima.  
Esta probabilidad significa que si las predicciones están seguros en X por ciento de que este transmisor solicitará una conexión con este 




min_reservation_probability = 0.51 
 
for iteration in range(number_of_iterations): 
    # print iteration 
    if (forecast_transmitters_probability[iteration] > min_reservation_probability) or \ 
            (forecast_receivers_probability[iteration] > min_reservation_probability): 
        transmitter, receiver = determine_tx_and_rx(forecast_transmitters_mode, forecast_receivers_mode, iteration) 
        idx_path_start = paths_index[transmitter][receiver]  # First shortest paths in the list from Tx to Rx 
        idx_path_last = idx_last_sp(transmitter, receiver, len(k_shortest_paths)) 
        for short_path in range(idx_path_start - 1, idx_path_last - 1): 
             path = k_shortest_paths[short_path] 
            m_slots, modulation = m(total_costs[short_path]) 
            if m_slots == 0: 
                accept_reservation = False 
                unreachable = True 
                break 
            slots_requirement = require_slots(forecast_bandwidths_mode[iteration] + 
                                              (forecast_bandwidths_std[iteration] * bw_std), 
                                              m_slots)  # SLICE = 2*SLOTS 
            aux_link_load = [False for i in range(slots_requirement)]  # Trues means that the link is available 
            len_path = len(path) 
            link_available_intersection *= True 
            link_check = dictionary_of_links[int(path[0]) - 1][int(path[1]) - 1]  # Taking the first link. 
            link_available_intersection *= loads[link_check].link_state 
            for pos in range(start_slot_reserved, len(link_available_intersection) - (slots_requirement - 1)): 
                aux_link_load += link_available_intersection[pos:pos + slots_requirement] 
                if sum(aux_link_load) == slots_requirement: 
                    accept_reservation = links_available(path, pos, slots_requirement, dictionary_of_links, loads) 
                if accept_reservation: 
                    start_slot_reserved = pos 
                    aux_link_load = [False for i in range(slots_requirement)] 
                    break 
                aux_link_load = [False for i in range(slots_requirement)] 
            if accept_reservation: 
                for node_tx in range(len_path - 1): 
                    node_rx = node_tx + 1 
                    if path[node_rx] == '': 
                        break 
                    link_check = dictionary_of_links[int(path[node_tx]) - 1][int(path[node_rx]) - 1] 
                    loads[link_check].link_state[start_slot_reserved:start_slot_reserved + 
                                                 slots_requirement] *= False 
                rsvp_lst.append(_Reservation(path, transmitter + 1, receiver + 1, 'r', start_slot_reserved, 
                                             start_slot_reserved + slots_requirement - 1, slots_requirement, 
                                             modulation, 
                                             forecast_bandwidths_mode[iteration], iteration, 
                                             iteration + forecast_holding_time_mean[iteration], 
                                             total_costs[short_path])) 
                rsvp_type_reserved += 1 
                break 
        if not accept_reservation: 
            if unreachable: 
                rsvp_lst.append(_Reservation(path, transmitter + 1, receiver + 1, 'n', start_slot_reserved, 
                                             start_slot_reserved, 0, 
                                             modulation, 
                                             forecast_bandwidths_mode[iteration], iteration, 
                                             iteration + forecast_holding_time_mean[iteration], 
                                             total_costs[short_path])) 
            else: 
                rsvp_lst.append(_Reservation(path, transmitter + 1, receiver + 1, 'n', start_slot_reserved, 
                                             start_slot_reserved + slots_requirement - 1, slots_requirement, 
                                             modulation, 
                                             forecast_bandwidths_mode[iteration], iteration, 
                                             iteration + forecast_holding_time_mean[iteration], 
                                             total_costs[short_path])) 
            rsvp_type_not_reserved += 1 
        accept_reservation = False 
        unreachable = False 




 # Transmission 
# Read Files with the Simulation 
transmissions_simulation = np.loadtxt("simulation.txt") 
transmitters_list = transmissions_simulation[:, 1] 
receivers_list = transmissions_simulation[:, 2] 
required_bw_list = transmissions_simulation[:, 3] 
holding_time_list = transmissions_simulation[:, 4] 
 
'' ' 
En esta parte, primero verificamos si transmisión estaba reservada con éxito. En este, caso de que se esta transmisión se agrega 
a la lista de transmisión. En caso de que la reserva no se corresponden con lo que estaba reservado, tratamos de asignar 
la transmisión solicitada haciendo los siguientes pasos: 
    1-Liberar las conexiones que han finalizado. 
    2-Obtener los caminos más cortos K. K <= 3. 
    3-Calcular las ranuras necesarias para cada uno de los caminos K. Puede variar según la distancia del alcance y la modulación. 
    4-Demostrar si todos los enlaces tienen suficientes ranuras disponibles contiguas para asignar los slots necesarios. Esas ranuras tienen 
    al estado en la misma posición de la ranura principio hasta el último entre todos los enlaces de la ruta seleccionada. 
    4-Si uno de la ruta de acceso puede asignar los enlaces, la transmisión se acepta y se añade a la lista aceptada. Si no se puede asignar se 
agrega en la lista como bloqueado. 
    5-Si se acepta la transmisión, se modifican las ranuras disponibles en los enlaces, de acuerdo con el nuevo 
    la transmisión. 
'' ' 
 
iterations_to_wait_rsvp = 5 
 
# Execute the simulation 
for iteration in range(number_of_iterations): 
    # Free slots with ended transmission 
    for demand in demand_lst: 
        if demand.last_iteration == iteration: 
            for idx_next_it in range(1, len(demand.path)): 
                idx_first_it = idx_next_it - 1 
                if demand.path[idx_next_it] == '': 
                    break 
                link_check = dictionary_of_links[int(demand.path[idx_first_it]) - 1][int(demand.path[idx_next_it]) - 1] 
                loads[link_check].link_state[demand.start_slot:demand.end_slot + 1] += True 
                # Borrar las reservas 
    for idx, reserved in enumerate(rsvp_lst): 
        if reserved.last_iteration == (iteration - iterations_to_wait_rsvp):  # Modified for RSVP 
            for idx_next_it in range(1, len(reserved.path)): 
                idx_first_it = idx_next_it - 1 
                if reserved.path[idx_next_it] == '': 
                    break 
                link_check = dictionary_of_links[int(reserved.path[idx_first_it]) - 1][int(reserved.path[idx_next_it]) 
                                                                                       - 1] 
                loads[link_check].link_state[reserved.start_slot:reserved.end_slot + 1] += True 
            if reserved.state == 'r': 
                rsvp_lst[idx].state = 'c' 
                rsvp_type_cancelled += 1 
    transmitter = transmitters_list[iteration] + 1 
    if transmitter >= number_of_nodes: 
        transmitter = int(random.uniform(0, number_of_nodes)) 
    receiver = receivers_list[iteration] + 1 
    if receiver >= number_of_nodes: 
        receiver = int(random.uniform(0, number_of_nodes)) 
    while transmitter == receiver: 
        receiver = int(random.uniform(0, number_of_nodes)) 
    required_bw = required_bw_list[iteration] 
    ht = holding_time_list[iteration] 
    # Verify which transmission are in their last iterations do always after. 
    # Expecting the list have a RSVP in all the iterations 
     if iteration < len(rsvp_lst): 
        for time_to_rsvp in range(0, (iterations_to_wait_rsvp+1)): 
            iteration_extended = iteration - iterations_to_wait_rsvp 
            if iteration_extended > 0: 
                rsvp = rsvp_lst[iteration_extended] 
                if (rsvp.transmitter == transmitter) and (rsvp.receiver == receiver) and (rsvp.bandwidth <= required_bw) and \ 
                        (rsvp.state == 'r'): 
                    tx_reserved = True 
                    for idx_next in range(1, len(rsvp.path)): 
                        idx_first = idx_next - 1 
                        if rsvp.path[idx_next] == '': 
                            break 
                        link_check = dictionary_of_links[int(rsvp.path[idx_first]) - 1][int(rsvp.path[idx_next]) - 1] 
                        loads[link_check].link_state[rsvp.start_slot + slots_requirement:rsvp.end_slot + 1] += True 
                    rsvp_lst[iteration_extended].state = 'u' 
                    rsvp_type_used += 1 
                    demand_lst.append(_Transmission(transmitter, receiver, 
                                                    iteration + holding_time_list[iteration], 
                                                    required_bw, rsvp.path, False, 
                                                    rsvp.distance, slots_requirement, 
                                                    rsvp.start_slot, 
                                                    rsvp.end_slot, modulation)) 
                    slots_accepted += slots_requirement 
    if not tx_reserved: 
        tx_reserved = False 
        transmitter = transmitters_list[iteration] 
        if transmitter >= number_of_nodes: 
            transmitter = int(random.uniform(0, number_of_nodes)) 
        receiver = receivers_list[iteration] 
        if receiver >= number_of_nodes: 
            receiver = int(random.uniform(0, number_of_nodes)) 
        while transmitter == receiver: 
            receiver = int(random.uniform(0, number_of_nodes)) 
        next_receiver = receiver + 1 
        next_transmitter = transmitter + 1 
        idx_path_start = paths_index[transmitter][receiver] 
        len_shortest_paths_index = len(k_shortest_paths) 
        if next_receiver == transmitter: 
            next_receiver += 1 
        if next_receiver < number_of_nodes:  # Last index of shortest paths from Tx to Rx 
            idx_path_last = paths_index[transmitter][next_receiver] 
        elif next_transmitter < number_of_nodes: 
            idx_path_last = paths_index[next_transmitter][0] 
        else: 
            idx_path_last = len_shortest_paths_index 
        for short_path in range(idx_path_start - 1, idx_path_last - 1): 
            path = k_shortest_paths[short_path] 
            m_slots, modulation = m(total_costs[short_path]) 
            if m_slots == 0: 
                accept_transmission = False 
                unreachable = True 
                break 
            slots_requirement = require_slots(required_bw, m_slots)  # SLICE = 2*SLOTS 
            aux_link_load = [False for s in range(slots_requirement)]  # Trues means that the link is available 
            len_path = len(path) 
            link_available_intersection += True 
            link_check = dictionary_of_links[int(path[0]) - 1][int(path[1]) - 1] 
            link_available_intersection *= loads[link_check].link_state 
            for pos in range(start_slot_transmission, len(link_available_intersection) - (slots_requirement - 1)): 
                aux_link_load += link_available_intersection[pos:pos + slots_requirement] 
                if sum(aux_link_load) == slots_requirement: 
                     accept_transmission = links_available(path, pos, slots_requirement, dictionary_of_links, 
                                                          loads) 
                    if accept_transmission: 
                        start_slot_transmission = pos 
                        aux_link_load = [False for i in range(slots_requirement)] 
                        break 
                    aux_link_load = [False for i in range(slots_requirement)] 
            if accept_transmission: 
                for node_tx in range(len_path - 1): 
                    node_rx = node_tx + 1 
                    if path[node_rx] == '': 
                        break 
                    link_check = dictionary_of_links[int(path[node_tx]) - 1][int(path[node_rx]) - 1] 
                    loads[link_check].link_state[start_slot_transmission:start_slot_transmission + 
                                                 slots_requirement] *= False 
                demand_lst.append( 
                    _Transmission(transmitter + 1, receiver + 1, iteration + holding_time_list[iteration], 
                                  required_bw, path, False, total_costs[short_path], slots_requirement, 
                                  start_slot_transmission, start_slot_transmission + slots_requirement 
                                  - 1, modulation)) 
                slots_accepted += slots_requirement 
                break 
        if not accept_transmission: 
            if unreachable: 
                demand_lst.append(_Transmission(transmitter + 1, receiver + 1, iteration + holding_time_list[iteration], 
                                                required_bw, path, True, total_costs[short_path], 0, 
                                                start_slot_transmission, 
                                                start_slot_transmission, 
                                                modulation)) 
 
            else: 
                demand_lst.append(_Transmission(transmitter + 1, receiver + 1, iteration + holding_time_list[iteration], 
                                                required_bw, path, True, total_costs[short_path], slots_requirement, 
                                                start_slot_transmission, 
                                                start_slot_transmission + slots_requirement - 1, 
                                                modulation)) 
            block_count += 1 
            slots_rejected += slots_requirement 
        accept_transmission = False 
        unreachable = False 
        start_slot_transmission = 0 
 
 
# Free slots with ended reservations 
 
 
# Create an new Excel file and add a worksheet. 
workbook = xlsxwriter.Workbook('Demands.xlsx') 
worksheet = workbook.add_worksheet() 
 
# Widen the first column to make the text clearer. 
worksheet.set_column('A:K', 20) 
 
# Add a bold format to use to highlight cells. 
bold = workbook.add_format({'bold': True}) 
 
# Set Up 
worksheet.write('A1', 'Transmitter') 
worksheet.write('B1', 'Receiver') 
worksheet.write('C1', 'Last Iteration') 
worksheet.write('D1', 'Bandwidth (GBs)') 




worksheet.write('I1', 'Start slot') 
worksheet.write('J1', 'Last Slot') 
worksheet.write('K1', 'Modulation') 
 
for idx, demand in enumerate(demand_lst): 
    # Write information. 
    pos = idx + 1 
    worksheet.write(pos, 0, demand.transmitter) 
    worksheet.write(pos, 1, demand.receiver) 
    worksheet.write(pos, 2, demand.last_iteration) 
    worksheet.write(pos, 3, demand.required_bandwidth) 
    worksheet.write(pos, 4, str(demand.path)) 
    worksheet.write(pos, 5, demand.blocked) 
    worksheet.write(pos, 6, demand.distance) 
    worksheet.write(pos, 7, demand.quantity_slots) 
    worksheet.write(pos, 8, demand.start_slot) 
    worksheet.write(pos, 9, demand.end_slot) 





# Write Blocking Probability 
 
bp_file = open("blocked_probability_ht.txt", "a") 
bp_file.write(str(block_count) + "\n") 
bp_file.close() 
 
# # Write BPP 
# bpp_file = open("blocked_probability_P_ht.txt", "a") 
# bpp_file.write(slots_rejected/(slots_accepted+slots_rejected) + "\n") 
# bpp_file.close() 
 
# Write slots rejected 
rejected_file = open("rejected_slots_ht.txt", "a") 
rejected_file.write(str(slots_rejected) + "\n") 
rejected_file.close() 
 
# Write slots accepted 
accepted_file = open("accepted_slots_ht.txt", "a") 
accepted_file.write(str(slots_accepted) + "\n") 
accepted_file.close() 
 
# Write Reservation Reserved 
rsvp_type_reserved_file = open("rsvp_type_reserved.txt", "a") 
rsvp_type_reserved_file.write(str(rsvp_type_reserved) + "\n") 
rsvp_type_reserved_file.close() 
 
# Write Reservation Cancelled 
rsvp_type_cancelled_file = open("rsvp_type_cancelled.txt", "a") 
rsvp_type_cancelled_file.write(str(rsvp_type_cancelled) + "\n") 
rsvp_type_cancelled_file.close() 
 
# Write Reservation Used 
rsvp_type_used_file = open("rsvp_type_used.txt", "a") 
rsvp_type_used_file.write(str(rsvp_type_used) + "\n") 
rsvp_type_used_file.close() 
  
# Write Reservation Not Reserved 
rsvp_type_not_reserved_file = open("rsvp_type_not_reserved.txt", "a") 
rsvp_type_not_reserved_file.write(str(rsvp_type_not_reserved) + "\n") 
rsvp_type_not_reserved_file.close() 
 
# # Slots Count Mean 
# slots_count_file = open("slots_count_ht.txt", "a") 
# slots_count_file.write((slots_accepted+slots_rejected)/number_of_iterations + "\n") 
# slots_count_file.close() 
 
# Write Reservations 
workbook = xlsxwriter.Workbook('RSVP.xlsx') 
worksheet = workbook.add_worksheet() 
 
# Widen the first column to make the text clearer. 
worksheet.set_column('A:K', 20) 
 
# Add a bold format to use to highlight cells. 
bold = workbook.add_format({'bold': True}) 
 
# Set Up 
worksheet.write('A1', 'Transmitter') 
worksheet.write('B1', 'Receiver') 
worksheet.write('C1', 'Last Iteration') 





worksheet.write('I1', 'Start slot') 
worksheet.write('J1', 'Last Slot') 
worksheet.write('K1', 'Modulation') 
 
for idx, rsvp in enumerate(rsvp_lst): 
    # Write information. 
    pos = idx + 1 
    worksheet.write(pos, 0, rsvp.transmitter) 
    worksheet.write(pos, 1, rsvp.receiver) 
    worksheet.write(pos, 2, rsvp.last_iteration) 
    worksheet.write(pos, 3, rsvp.bandwidth) 
    worksheet.write(pos, 4, str(rsvp.path)) 
    worksheet.write(pos, 5, rsvp.state) 
    worksheet.write(pos, 6, rsvp.distance) 
    worksheet.write(pos, 7, rsvp.quantity_slots) 
    worksheet.write(pos, 8, rsvp.start_slot) 
    worksheet.write(pos, 9, rsvp.end_slot) 














 10.2 Códigos Matlab 
10.2.1 Shortest_path_generator 
 
function [Done]=shortest_paths_generator(bandwidths, distances, directory) 
  
file = strcat(directory,bandwidths); 
file_distances = strcat(directory, distances); 
SHORTESTPATHS = 3; 
topologyBandwidths = table2array(readtable(file,'Delimiter',' ', 'ReadVariableNames', false)); 
topologyBandwidths (topologyBandwidths == 0) = inf; 
  
topologyDistances = table2array(readtable(file_distances,'Delimiter',' ', 'ReadVariableNames', false)); 
topologyDistances (topologyDistances == 0) = inf; 
  
[m,n] = size(topologyBandwidths); 
pathsIndex = zeros(m); % The first ocurrence of the start to end. 
shortestPaths = []; 
totalCosts = []; 
  
for row = 1:1:m 
  for column = 1:1:n 
      if row ~= column  
        %[paths, costs] = kShortestPath(topologyBandwidths, row, column, SHORTESTPATHS); 
        [paths, costs] = kShortestPath(topologyDistances, row, column, SHORTESTPATHS); 
        for path = 1:1:3 
            totalCosts = vertcat(totalCosts,costs(path)); 
            shortestPaths = vertcat(shortestPaths, paths(path)); 
            if path == 1 
                pathsIndex(row,column) = length(shortestPaths); 
            end 
        end 
      end 
  end 
end 
  
writetable(cell2table(shortestPaths), strcat(directory,'k_shortest_paths.txt'), 'WriteVariableNames', false); 
dlmwrite(strcat(directory,'total_costs.txt'), totalCosts,'delimiter','\t'); 
dlmwrite(strcat(directory,'paths_index.txt'), pathsIndex,'delimiter','\t'); 
%writetable(pathsIndex, strcat(directory,'paths_index.txt'), 'WriteVariableNames', false); 
  




function [shortestPaths, totalCosts] = kShortestPath(netCostMatrix, source, destination, k_paths) 
% Function kShortestPath(netCostMatrix, source, destination, k_paths)  
% returns the K first shortest paths (k_paths) from node source to node destination 
% in the a network of N nodes represented by the NxN matrix netCostMatrix. 
% In netCostMatrix, cost of 'inf' represents the 'absence' of a link  
% It returns  
% [shortestPaths]: the list of K shortest paths (in cell array 1 x K) and  
% [totalCosts]   : costs of the K shortest paths (in array 1 x K) 
%============================================================== 
% Meral Shirazipour 
% This function is based on Yen's k-Shortest Path algorithm (1971) 
% This function calls a slightly modified function dijkstra()  
 % by Xiaodong Wang 2004. 
% * netCostMatrix must have positive weights/costs 
%============================================================== 
%  DATE :           December 9 decembre 2009                                  
%  Last Updated:    August 2 2010; January 6 2011; August 2 2011 
%  ----Changes April 2 2010:---- 
%  1-previous version(9/12/2009)did not handle some exceptions which should 
%    have returned empty matrices for the return values (added lines 20 and 29) 
%  2-includes the changes proposed by Darren Rowland 
%  ----Changes January 6 2011:---- 
%  1-fixed a bug reported by Babak Zafari that prevented from finding ALL 
%    the shortest paths in large networks 
%============================================================== 
if source > size(netCostMatrix,1) || destination > size(netCostMatrix,1) 
    warning('The source or destination node are not part of netCostMatrix'); 
    shortestPaths=[]; 
    totalCosts=[]; 
else 
    %---------------------INITIALIZATION--------------------- 
    k=1; 
    [path cost] = dijkstra(netCostMatrix, source, destination); 
    %P is a cell array that holds all the paths found so far: 
    if isempty(path) 
        shortestPaths=[]; 
        totalCosts=[]; 
    else 
        path_number = 1;  
        P{path_number,1} = path; P{path_number,2} = cost;  
        current_P = path_number; 
        %X is a cell array of a subset of P (used by Yen's algorithm below): 
        size_X=1;   
        X{size_X} = {path_number; path; cost}; 
  
        %S path_number x 1 
        S(path_number) = path(1); %deviation vertex is the first node initially 
  
        %*********************** 
        % K = 1 is the shortest path returned by dijkstra(): 
        shortestPaths{k} = path ; 
        totalCosts(k) = cost; 
        %*********************** 
  
        %-------------------------------------------------------- 
        while (k < k_paths   &&   size_X ~= 0 ) 
            %remove P from X 
            for i=1:length(X) 
                if  X{i}{1} == current_P 
                    size_X = size_X - 1; 
                    X(i) = [];%delete cell 
                    break; 
                end 
            end 
  
            %--------------------------------------- 
            P_ = P{current_P,1}; %P_ is current P, just to make is easier for the notations 
  
            %Find w in (P_,w) in set S, w was the dev vertex used to found P_ 
            w = S(current_P); 
            for i = 1: length(P_) 
                if w == P_(i) 
                    w_index_in_path = i; 
                 end 
            end 
  
  
            for index_dev_vertex= w_index_in_path: length(P_) - 1   %index_dev_vertex is index in P_ of deviation vertex 
                temp_netCostMatrix = netCostMatrix; 
                %------ 
                %Remove vertices in P before index_dev_vertex and there incident edges 
                for i = 1: index_dev_vertex-1 
                    v = P_(i); 
                    temp_netCostMatrix(v,:)=inf; 
                    temp_netCostMatrix(:,v)=inf; 
                end 
                %------ 
                %remove incident edge of v if v is in shortestPaths (K) U P_  with similar sub_path to P_.... 
                SP_sameSubPath=[]; 
                index =1; 
                SP_sameSubPath{index}=P_; 
                for i = 1: length(shortestPaths) 
                    if length(shortestPaths{i}) >= index_dev_vertex 
                        if P_(1:index_dev_vertex) == shortestPaths{i}(1:index_dev_vertex) 
                            index = index+1; 
                            SP_sameSubPath{index}=shortestPaths{i}; 
                        end 
                    end             
                end        
                v_ = P_(index_dev_vertex); 
                for j = 1: length(SP_sameSubPath) 
                    next = SP_sameSubPath{j}(index_dev_vertex+1); 
                    temp_netCostMatrix(v_,next)=inf;    
                end 
                %------ 
  
                %get the cost of the sub path before deviation vertex v 
                sub_P = P_(1:index_dev_vertex); 
                cost_sub_P=0; 
                for i = 1: length(sub_P)-1 
                    cost_sub_P = cost_sub_P + netCostMatrix(sub_P(i),sub_P(i+1)); 
                end 
  
                %call dijkstra between deviation vertex to destination node     
                [dev_p c] = dijkstra(temp_netCostMatrix, P_(index_dev_vertex), destination); 
                if ~isempty(dev_p) 
                    path_number = path_number + 1; 
                    P{path_number,1} = [sub_P(1:end-1) dev_p] ;  %concatenate sub path- to -vertex -to- destination 
                    P{path_number,2} =  cost_sub_P + c ; 
  
                    S(path_number) = P_(index_dev_vertex); 
  
                    size_X = size_X + 1;  
                    X{size_X} = {path_number;  P{path_number,1} ;P{path_number,2} }; 
                else 
                    %warning('k=%d, isempty(p)==true!\n',k); 
                end       
            end 
            %--------------------------------------- 
            %Step necessary otherwise if k is bigger than number of possible paths 
            %the last results will get repeated ! 
            if size_X > 0 
                shortestXCost= X{1}{3};  %cost of path 
                shortestX= X{1}{1};        %ref number of path 
                 for i = 2 : size_X 
                    if  X{i}{3} < shortestXCost 
                        shortestX= X{i}{1}; 
                        shortestXCost= X{i}{3}; 
                    end 
                end 
                current_P = shortestX; 
                %****** 
                k = k+1; 
                shortestPaths{k} = P{current_P,1}; 
                totalCosts(k) = P{current_P,2}; 
                %****** 
            else 
                %k = k+1; 
            end 
        end 










Para la generación de las demandas se utiliza el archivo .xml siguiente. Este .xml contiene la siguiente 
información: 
 
-Nodes: El número de nodos que se encuentran en la topología. 
 
-Nodes list: Contiene las etiquetas de los nodos. 
 
-Iterations: Contiene el número de peticiones de conexión. Esta iteración se refiere a los instante de tiempos 
en la que llegan las demandas. En esta simulación el tiempo de llegada es constante y en cada iteración una 
nueva demanda es solicitada. 
 
-HoldingTime: Esto nos da información acerca de la distribución estadística del tiempo de retención. El 
tiempo de retención representa el número de iteraciones que las demanda requerida estará ocupando los 
recursos que ha solicitado.  
 
-Gigabytes: Contiene la probabilidad de distribución de los gigabytes. Las cargas pueden ser de 10, 40, 100 y 
400 GB en el .xml mostrado. 
 
-History: El número de veces que este se generará. 
 
-Trains: Cantidad de la historia que corresponde a los archivos de entrenamiento estadístico. 
 
-Tests: Cantidad de la historia que corresponde a las pruebas. 
 
–Training_Transmitter: Se elige la distribución y la media de la misma. 
  
-Training_Receiver: Se elige la distribución y la media de la misma. 
 
-Simulation_Transmitters: Se elige la distribución y la media de la misma. 
 








    <Nodes>9</Nodes> <!-- Number of Nodes --> 
    <NodesList>1-2-3-4-5-6-7-8-9</NodesList> 
    <Iterations>1000</Iterations> <!-- Number of Iterations --> 
    <HoldingTime> 
        <HT_Distribution>1</HT_Distribution> <!-- 1 means exponential--> 
        <HT_Mean>40</HT_Mean> 
    </HoldingTime> 
    <Gigabytes> 
        <Loads>10-40-100-400</Loads> 
        <Probability>50-30-15-5</Probability> 
    </Gigabytes> <!-- Acceptable gigabytes --> 
    <History>25</History> <!-- Number of files to generate --> 
    <Train>20</Train> 
    <Test>5</Test> 
    <Type>1</Type> <!-- Own = 0, Exponential = 1 --> 
    <Training_Transmitter> 
        <T_Distribution>1</T_Distribution> 
        <T_Mean>4</T_Mean> 
    </Training_Transmitter> 
    <Training_Receiver> 
        <R_Distribution>1</R_Distribution> 
        <R_Mean>4</R_Mean> 
    </Training_Receiver> 
    <Simulation_Transmitter> 
        <S_Transmitter>1</S_Transmitter> 
        <S_Mean_T>4</S_Mean_T> 
    </Simulation_Transmitter> 
    <Simulation_Receiver> 
        <S_Receiver>1</S_Receiver> 
        <S_Mean_R>4</S_Mean_R> 





 10.3.2 INT9.xml 
 
<Simulation> 
    <Nodes>9</Nodes> 
    <Iterations>1000</Iterations> 
    <Width>6.25</Width> 
    <Bandguard>2</Bandguard> 
    <HT_mean>40</HT_mean> 
    <Reservation> 
        <Min>0.40</Min> 
    </Reservation> 
    <Bandwidth>4000</Bandwidth> 
    <Type>Directed</Type> 
    <Max>9600</Max> 
    <Link> 
  <Start>0</Start> <!-- Start Node from 0 to N-1 --> 
  <Ends>1-2</Ends>     <!-- End Node from 0 to N-1 --> 
  <Distances>1342-913</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
 </Link> 
    <Link> 
        <Start>1</Start> <!-- Start Node --> 
        <Ends>0-2-4</Ends>     <!-- End Node --> 
        <Distances>1342-1303-1705</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>2</Start> <!-- Start Node --> 
        <Ends>0-1-3</Ends>     <!-- End Node --> 
        <Distances>913-1303-1330</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>3</Start> <!-- Start Node --> 
        <Ends>2-4-5</Ends>     <!-- End Node --> 
        <Distances>1330-818-690</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>4</Start> <!-- Start Node --> 
        <Ends>1-3-8</Ends>     <!-- End Node --> 
        <Distances>1705-818-1385</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>5</Start> <!-- Start Node --> 
        <Ends>3-6-7-8</Ends>     <!-- End Node --> 
        <Distances>690-1400-905-1045</Distances> <!-- Distance of the Link in km --> 
         <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>6</Start> <!-- Start Node --> 
        <Ends>5-7</Ends>     <!-- End Node --> 
        <Distances>1400-278</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>7</Start> <!-- Start Node --> 
        <Ends>5-6-8</Ends>     <!-- End Node --> 
        <Distances>905-278-700</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>8</Start> <!-- Start Node --> 
        <Ends>4-5-7</Ends>     <!-- End Node --> 
        <Distances>1385-1045-700</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 






    <Nodes>26</Nodes> 
    <Iterations>1000</Iterations> 
    <Width>6.25</Width> 
    <Bandguard>2</Bandguard> 
    <HT_mean>40</HT_mean> 
    <Reservation> 
        <Min>0.75</Min> 
    </Reservation> 
    <Bandwidth>4000</Bandwidth> 
    <Type>Directed</Type> 
    <Max>9600</Max> 
    <Link> 
  <Start>0</Start> <!-- Start Node from 0 to N-1 --> 
  <Ends>2-4</Ends>     <!-- End Node from 0 to N-1 --> 
  <Distances>1375-1391</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
 </Link> 
    <Link> 
        <Start>1</Start> <!-- Start Node --> 
        <Ends>2-3-5</Ends>     <!-- End Node --> 
        <Distances>684-477-1415</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
     </Link> 
    <Link> 
        <Start>2</Start> <!-- Start Node --> 
        <Ends>0-1-4</Ends>     <!-- End Node --> 
        <Distances>1375-684-1209</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>3</Start> <!-- Start Node --> 
        <Ends>1-4-5</Ends>     <!-- End Node --> 
        <Distances>477-763-1177</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>4</Start> <!-- Start Node --> 
        <Ends>0-2-3-11</Ends>     <!-- End Node --> 
        <Distances>1391-1209-763-770</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>5</Start> <!-- Start Node --> 
        <Ends>1-3-6-7</Ends>     <!-- End Node --> 
        <Distances>1415-1177-1135-1349</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>6</Start> <!-- Start Node --> 
        <Ends>5-7-8-11</Ends>     <!-- End Node --> 
        <Distances>1135-440-481-1320</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>7</Start> <!-- Start Node --> 
        <Ends>5-6-21</Ends>     <!-- End Node --> 
        <Distances>1349-440-646</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>8</Start> <!-- Start Node --> 
        <Ends>6-10-15</Ends>     <!-- End Node --> 
        <Distances>481-454-723</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
  <Start>9</Start> <!-- Start Node from 0 to N-1 --> 
  <Ends>10-12</Ends>     <!-- End Node from 0 to N-1 --> 
  <Distances>816-702</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
 </Link> 
     <Link> 
        <Start>10</Start> <!-- Start Node --> 
        <Ends>8-9-11-15</Ends>     <!-- End Node --> 
        <Distances>454-816-1093-478</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>11</Start> <!-- Start Node --> 
        <Ends>4-6-10</Ends>     <!-- End Node --> 
        <Distances>381-757-420-540</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>12</Start> <!-- Start Node --> 
        <Ends>9-13-14-15</Ends>     <!-- End Node --> 
        <Distances>702-367-507-523</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>13</Start> <!-- Start Node --> 
        <Ends>12-15-16-17</Ends>     <!-- End Node --> 
        <Distances>367-462-496-552</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>14</Start> <!-- Start Node --> 
        <Ends>12-17</Ends>     <!-- End Node --> 
        <Distances>507-188</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>15</Start> <!-- Start Node --> 
        <Ends>8-10-12-13</Ends>     <!-- End Node --> 
        <Distances>723-478-523-462</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>16</Start> <!-- Start Node --> 
        <Ends>6-13-20-23</Ends>     <!-- End Node --> 
        <Distances>1257-496-665-430</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>17</Start> <!-- Start Node --> 
        <Ends>13-14-19-25</Ends>     <!-- End Node --> 
        <Distances>552-188-834-618</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
   <Start>18</Start> <!-- Start Node from 0 to N-1 --> 
  <Ends>19-22-25</Ends>     <!-- End Node from 0 to N-1 --> 
  <Distances>293-374-430</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
 </Link> 
    <Link> 
        <Start>19</Start> <!-- Start Node --> 
        <Ends>17-18-22</Ends>     <!-- End Node --> 
        <Distances>834-293-290</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>20</Start> <!-- Start Node --> 
        <Ends>16-23-25</Ends>     <!-- End Node --> 
        <Distances>665-457-667</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>21</Start> <!-- Start Node --> 
        <Ends>7-23-24</Ends>     <!-- End Node --> 
        <Distances>646-853-1327</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>22</Start> <!-- Start Node --> 
        <Ends>18-19</Ends>     <!-- End Node --> 
        <Distances>374-290</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>23</Start> <!-- Start Node --> 
        <Ends>16-20-21-24</Ends>     <!-- End Node --> 
        <Distances>430-457-853-1203</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>24</Start> <!-- Start Node --> 
        <Ends>21-23</Ends>     <!-- End Node --> 
        <Distances>1327-1203</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>25</Start> <!-- Start Node --> 
        <Ends>17-18-20</Ends>     <!-- End Node --> 
        <Distances>618-430-667</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
</Simulation> 
 
 10.3.4 EURO28.xml 
 
<Simulation> 
    <Nodes>28</Nodes> 
    <Iterations>1000</Iterations> 
    <Width>6.25</Width> 
    <Bandguard>2</Bandguard> 
    <HT_mean>40</HT_mean> 
    <Reservation> 
        <Min>0.75</Min> 
    </Reservation> 
    <Bandwidth>4000</Bandwidth> 
    <Type>Directed</Type> 
    <Max>9600</Max> 
    <Link> 
  <Start>0</Start> <!-- Start Node from 0 to N-1 --> 
  <Ends>1-3-19</Ends>     <!-- End Node from 0 to N-1 --> 
  <Distances>514-540-690</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
 </Link> 
    <Link> 
        <Start>1</Start> <!-- Start Node --> 
        <Ends>0-2-4-6-17</Ends>     <!-- End Node --> 
        <Distances>514-393-594-600-747</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>2</Start> <!-- Start Node --> 
        <Ends>1-3-8</Ends>     <!-- End Node --> 
        <Distances>393-259-474</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>3</Start> <!-- Start Node --> 
        <Ends>0-2-7-20</Ends>     <!-- End Node --> 
        <Distances>540-259-552-1067</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>4</Start> <!-- Start Node --> 
        <Ends>1-5-18</Ends>     <!-- End Node --> 
        <Distances>594-507-796</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>5</Start> <!-- Start Node --> 
        <Ends>4-6-9</Ends>     <!-- End Node --> 
        <Distances>507-218-327</Distances> <!-- Distance of the Link in km --> 
         <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>6</Start> <!-- Start Node --> 
        <Ends>1-5-8</Ends>     <!-- End Node --> 
        <Distances>600-218-271</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>7</Start> <!-- Start Node --> 
        <Ends>3-8-11</Ends>     <!-- End Node --> 
        <Distances>552-592-381</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>8</Start> <!-- Start Node --> 
        <Ends>2-6-7-10</Ends>     <!-- End Node --> 
        <Distances>474-271-592-456</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
  <Start>9</Start> <!-- Start Node from 0 to N-1 --> 
  <Ends>5-10-12</Ends>     <!-- End Node from 0 to N-1 --> 
  <Distances>327-522-720</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
 </Link> 
    <Link> 
        <Start>10</Start> <!-- Start Node --> 
        <Ends>8-9-11-14</Ends>     <!-- End Node --> 
        <Distances>456-522-757-534</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>11</Start> <!-- Start Node --> 
        <Ends>7-10-15-25</Ends>     <!-- End Node --> 
        <Distances>381-757-420-540</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>12</Start> <!-- Start Node --> 
        <Ends>9-13-21</Ends>     <!-- End Node --> 
        <Distances>720-783-1500</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>13</Start> <!-- Start Node --> 
        <Ends>12-14-22</Ends>     <!-- End Node --> 
        <Distances>783-400-551</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
     </Link> 
    <Link> 
        <Start>14</Start> <!-- Start Node --> 
        <Ends>10-13-15</Ends>     <!-- End Node --> 
        <Distances>534-400-376</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>15</Start> <!-- Start Node --> 
        <Ends>11-14-23</Ends>     <!-- End Node --> 
        <Distances>420-376-668</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>16</Start> <!-- Start Node --> 
        <Ends>17-18</Ends>     <!-- End Node --> 
        <Distances>834-760</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>17</Start> <!-- Start Node --> 
        <Ends>16-1</Ends>     <!-- End Node --> 
        <Distances>834-747</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
  <Start>18</Start> <!-- Start Node from 0 to N-1 --> 
  <Ends>16-4</Ends>     <!-- End Node from 0 to N-1 --> 
  <Distances>760-796</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
 </Link> 
    <Link> 
        <Start>19</Start> <!-- Start Node --> 
        <Ends>0-20</Ends>     <!-- End Node --> 
        <Distances>690-462</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>20</Start> <!-- Start Node --> 
        <Ends>19-3</Ends>     <!-- End Node --> 
        <Distances>462-1067</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>21</Start> <!-- Start Node --> 
        <Ends>12-22</Ends>     <!-- End Node --> 
        <Distances>1500-1209</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
     <Link> 
        <Start>22</Start> <!-- Start Node --> 
        <Ends>13-21-23</Ends>     <!-- End Node --> 
        <Distances>551-1209-474</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>23</Start> <!-- Start Node --> 
        <Ends>15-22-24</Ends>     <!-- End Node --> 
        <Distances>668-474-819</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>24</Start> <!-- Start Node --> 
        <Ends>11-23-26</Ends>     <!-- End Node --> 
        <Distances>775-819-1213</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>25</Start> <!-- Start Node --> 
        <Ends>11-27</Ends>     <!-- End Node --> 
        <Distances>540-722</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
     <Link> 
        <Start>26</Start> <!-- Start Node --> 
        <Ends>24-27</Ends>     <!-- End Node --> 
        <Distances>1213-8623</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 
    </Link> 
    <Link> 
        <Start>27</Start> <!-- Start Node --> 
        <Ends>25-26</Ends>     <!-- End Node --> 
        <Distances>722-623</Distances> <!-- Distance of the Link in km --> 
        <Bandwidths>4000-4000</Bandwidths> <!-- Bandwidth of the link in Ghz --> 













 10.3.5 Train.txt 
 
En los archivos de train se tienen como resultado la siguiente tabla.  
 
Iteración Transmisor Receptor Bandwidth Holding 
Time 
0 6 0 400 1000 
1 0 2 400 1000 
2 0 6 400 1000 
3 1 10 400 1000 
4 1 8 400 1000 
5 15 1 400 1000 
6 16 10 400 1000 
7 4 3 400 1000 
8 2 4 400 1000 
9 2 1 400 1000 
10 31 0 400 1000 
11 12 9 400 1000 
12 14 2 400 1000 
13 0 3 400 1000 
14 0 3 400 1000 
15 6 2 400 1000 
16 9 6 400 1000 
17 0 0 400 1000 
18 0 4 400 1000 
19 1 1 400 1000 
20 10 3 400 1000 
21 7 6 400 1000 
22 5 9 400 1000 
23 2 2 400 1000 
24 5 0 400 1000 
25 2 0 400 1000 
26 3 14 400 1000 
27 7 0 400 1000 
 28 3 1 400 1000 
29 3 8 400 1000 
30 1 9 400 1000 
31 2 0 400 1000 
32 0 2 400 1000 
33 9 2 400 1000 
34 2 1 400 1000 
35 0 5 400 1000 
36 1 1 400 1000 
37 1 4 400 1000 
38 0 5 400 1000 
39 1 0 400 1000 




Iteración Transmisor Receptor Bandwidth Holding Time 
0 2 0 550 1000 
1 4 1 550 1000 
2 11 1 550 1000 
3 2 0 550 1000 
4 8 3 550 1000 
5 7 1 550 1000 
6 0 3 550 1000 
7 8 1 550 1000 
8 1 2 550 1000 
9 5 2 550 1000 
10 10 6 550 1000 
11 0 0 550 1000 
12 0 1 550 1000 
13 2 1 550 1000 
14 1 1 550 1000 
15 5 0 550 1000 
16 1 2 550 1000 
 17 1 1 550 1000 
18 5 4 550 1000 
19 4 1 550 1000 
20 9 1 550 1000 
21 0 2 550 1000 
22 4 9 550 1000 
23 3 0 550 1000 
24 3 4 550 1000 
25 0 4 550 1000 
26 7 7 550 1000 
27 6 5 550 1000  
28 13 1 550 1000 
29 2 0 550 1000 
30 2 2 550 1000 
31 1 3 550 1000 
32 3 0 550 1000 
33 1 8 550 1000 
34 5 7 550 1000 
35 7 5 550 1000 
36 8 1 550 1000 
37 1 1 550 1000 
38 0 0 550 1000 
39 7 6 550 1000 


















 10.3.7 Simulation.xml 
 
A pesar de tener los Trains, también tenemos la simulación que puede ser o no 
similar a los Trains. Esta simulación es el corresponderá a las demandas que 
ocurrirán en la simulación. 
 
Iteración Transmisor Receptor Bandwidth Holding Time 
0 2 9 650 1000 
1 0 6 650 1000 
2 12 2 650 1000 
3 1 2 650 1000 
4 8 0 650 1000 
5 1 0 650 1000 
6 4 1 650 1000 
7 4 2 650 1000 
8 0 2 650 1000 
9 8 7 650 1000 
10 0 4 650 1000 
11 2 3 650 1000 
12 1 6 650 1000 
13 2 5 650 1000 
14 0 1 650 1000 
15 1 3 650 1000 
16 2 2 650 1000 
17 1 2 650 1000 
18 10 2 650 1000 
19 4 11 650 1000 
20 1 1 650 1000 
21 6 4 650 1000 
22 5 4 650 1000 
23 0 2 650 1000 
24 0 3 650 1000 
25 0 0 650 1000 
26 0 2 650 1000 
 27 0 4 650 1000 
28 1 1 650 1000 
29 4 0 650 1000 
30 2 4 650 1000 
31 4 2 650 1000 
32 0 1 650 1000 
33 4 3 650 1000 
34 1 3 650 1000 
35 0 2 650 1000 
36 5 0 650 1000 
37 9 2 650 1000 
38 2 4 650 1000 
39 1 0 650 1000 




Existen Diversos archivos que se generan de predicciones. Cada uno de ellos 
contiene una columna con la predicción que se ha hecho según la técnica 
estadística utilizada. Las predicciones se pueden realizar sobre: 
 
• Transmitters (Transmisores) 
• Receivers (Receptores) 
• Bandwidth (Ancho de Banda) 
• Holding Time (Tiempo de espera) 
 
Las estadísticas utilizadas pueden ser: 
 
• Count (Conteo de ocurrencias) 
• Mean (Media de los valores) 
• Mode (Moda de los valores) 
• Probability (Probabilidad de ocurrencia en base a la moda) 
• Standard Deviation (Desviación estándar) 
  
La siguiente tabla contiene ejemplos por cada uno de las estadísticas posibles: 
 
Count Mean Mode Std Probability 
7 3 0  0.35 
4 2 0  0.2 
4 4 1  0.2 
6 2 0  0.3 
6 2 0  0.3 
6 4 0  0.3 
5 3 2  0.25 
6 2 0  0.3 
5 3 1  0.25 
7 3 0  0.35 
6 2 0  0.3 
5 5 0  0.25 
4 3 0  0.2 
4 4 3  0.2 
4 2 2  0.2 
7 2 0  0.35 
4 4 1  0.2 
3 4 0  0.15 
6 4 1  0.3 
4 4 2  0.2 
5 3 0  0.25 
5 3 0  0.25 
5 3 1  0.25 
5 3 0  0.25 
9 1 0  0.45 
5 3 1  0.25 
5 2 1  0.25 
5 3 1  0.25 
4 5 0  0.2 
6 3 0  0.3 
5 4 5  0.25 
5 3 0  0.25 
5 4 0  0.25 
7 3 0  0.35 
 4 4 1  0.2 
6 2 0  0.3 
8 2 0  0.4 
5 3 1  0.25 
4 5 1  0.2 
6 4 0  0.3 




En este archivo se guardan las matrices de adyacencias de las topologías que se 
van a simular. En esta se muestran el espectro disponible en cada enlace. 
También se puede observar que los enlaces son bi-direccionales. En  nuestro 





0 4000 4000 0 0 0 0 0 0 
4000 0 4000 0 4000 0 0 0 0 
4000 4000 0 4000 0 0 0 0 0 
0 0 4000 0 4000 4000 0 0 0 
0 4000 0 4000 0 0 0 0 4000 
0 0 0 4000 0 0 4000 4000 4000 
0 0 0 0 0 4000 0 4000 0 
0 0 0 0 0 4000 4000 0 4000 















0 0 4000 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 4000 4000 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4000 4000 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 4000 0 0 4000 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4000 0 4000 4000 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 4000 0 4000 0 0 4000 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 4000 0 4000 4000 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 4000 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 
0 0 0 0 0 0 4000 0 0 0 4000 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 4000 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 4000 4000 0 4000 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 4000 0 4000 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 4000 0 0 0 4000 4000 4000 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 4000 4000 4000 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 4000 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 4000 0 4000 0 4000 4000 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 4000 0 0 0 0 0 0 4000 0 0 0 0 0 0 4000 0 0 4000 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 4000 4000 0 0 0 0 4000 0 0 0 0 0 4000 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 4000 0 0 4000 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 4000 0 0 0 4000 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 4000 0 4000 
0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 4000 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 4000 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 4000 4000 0 0 4000 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 4000 0 0 











0 4000 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 
4000 0 4000 0 4000 0 4000 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 
0 4000 0 4000 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4000 0 4000 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 
0 4000 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 
0 0 0 0 4000 0 4000 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 4000 0 0 0 4000 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 4000 0 0 0 0 4000 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 4000 0 0 0 4000 4000 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 4000 0 0 0 0 4000 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 4000 4000 0 4000 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 4000 0 0 4000 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 4000 0 0 
0 0 0 0 0 0 0 0 0 4000 0 0 0 4000 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 4000 0 4000 0 0 0 0 0 0 0 4000 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 4000 0 0 4000 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 4000 0 0 4000 0 0 0 0 0 0 0 0 4000 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 4000 0 0 0 0 0 0 0 0 0 
0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 
4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 
0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 4000 0 4000 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 4000 0 4000 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 4000 0 
0 0 0 0 0 0 0 0 0 0 0 4000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4000 0 0 4000 


















En este archivo se guardan las matrices de adyacencias de las topologías que se 
van a simular. En esta se muestran la distancia en kilómetros de cada enlace. En  
nuestro caso tenemos las siguientes tablas: 
 
A) INT9 
0 1342 913 0 0 0 0 0 0 
1342 0 1303 0 1705 0 0 0 0 
913 1303 0 1330 0 0 0 0 0 
0 0 1330 0 818 690 0 0 0 
0 1705 0 818 0 0 0 0 1385 
0 0 0 690 0 0 1400 905 1045 
0 0 0 0 0 1400 0 278 0 
0 0 0 0 0 905 278 0 700 


















 B) US26 
 
 
0 0 1375 0 1391 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 684 477 0 1415 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1375 684 0 0 1209 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 477 0 0 763 1177 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1391 0 1209 763 0 0 0 0 0 0 0 770 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 1415 0 1177 0 0 1135 1349 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1135 0 440 481 0 0 1320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1349 440 0 0 0 0 0 0 0 0 0 0 0 0 0 0 646 0 0 0 0 
0 0 0 0 0 0 481 0 0 0 454 0 0 0 0 723 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 816 0 702 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 454 816 0 1093 0 0 0 478 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 381 0 757 0 0 0 420 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 702 0 0 0 367 507 523 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 367 0 0 462 496 552 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 507 0 0 0 0 188 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 723 0 478 0 523 462 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 1257 0 0 0 0 0 0 496 0 0 0 0 0 0 665 0 0 430 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 552 188 0 0 0 0 834 0 0 0 0 0 618 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 293 0 0 374 0 0 430 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 834 293 0 0 0 290 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 665 0 0 0 0 0 0 457 0 667 
0 0 0 0 0 0 0 646 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 853 1327 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 374 290 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 430 0 0 0 457 853 0 0 1203 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1327 0 1203 0 0 







 C) EURO28 
 
 
0 514 0 540 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 690 0 0 0 0 0 0 0 0 
514 0 393 0 594 0 600 0 0 0 0 0 0 0 0 0 0 747 0 0 0 0 0 0 0 0 0 0 
0 393 0 259 0 0 0 0 474 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
540 0 259 0 0 0 0 552 0 0 0 0 0 0 0 0 0 0 0 0 1067 0 0 0 0 0 0 0 
0 594 0 0 0 507 0 0 0 0 0 0 0 0 0 0 0 0 796 0 0 0 0 0 0 0 0 0 
0 0 0 0 507 0 218 0 0 327 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 600 0 0 0 218 0 0 271 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 552 0 0 0 0 592 0 0 381 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 474 0 0 0 271 592 0 0 456 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 327 0 0 0 0 522 0 720 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 456 522 0 757 0 0 534 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 381 0 0 757 0 0 0 0 420 0 0 0 0 0 0 0 0 0 540 0 0 
0 0 0 0 0 0 0 0 0 720 0 0 0 783 0 0 0 0 0 0 0 1500 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 783 0 400 0 0 0 0 0 0 0 551 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 534 0 0 400 0 376 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 420 0 0 376 0 0 0 0 0 0 0 0 668 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 834 760 0 0 0 0 0 0 0 0 0 
0 747 0 0 0 0 0 0 0 0 0 0 0 0 0 0 834 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 796 0 0 0 0 0 0 0 0 0 0 0 760 0 0 0 0 0 0 0 0 0 0 0 
690 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 462 0 0 0 0 0 0 0 
0 0 0 1067 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 462 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1500 0 0 0 0 0 0 0 0 0 1209 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 551 0 0 0 0 0 0 0 1209 0 474 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 668 0 0 0 0 0 0 474 0 819 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 775 0 0 0 0 0 0 0 0 0 0 0 819 0 0 1213 0 
0 0 0 0 0 0 0 0 0 0 0 540 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 722 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1213 0 0 8623 














































































0 1 4 7 10 13 16 19 22 25 28 31 34
 37 40 43 46 49 52 55 58 61 64 67 70
 73 
76 0 79 82 85 88 91 94 97 100 103 106 109
 112 115 118 121 124 127 130 133 136 139 142 145
 148 
151 154 0 157 160 163 166 169 172 175 178 181 184
 187 190 193 196 199 202 205 208 211 214 217 220
 223 
226 229 232 0 235 238 241 244 247 250 253 256 259
 262 265 268 271 274 277 280 283 286 289 292 295
 298 
301 304 307 310 0 313 316 319 322 325 328 331 334
 337 340 343 346 349 352 355 358 361 364 367 370
 373 
376 379 382 385 388 0 391 394 397 400 403 406 409
 412 415 418 421 424 427 430 433 436 439 442 445
 448 















AT Arrival Time 
 
BPSK Binary Phase-Shift Keying 
 
BV-WSS Bandwidth Variable Wavelength Cross-Connects 
 
CP Cyclic Prefix 
 
DA-SLICE Distance Adaptive SLICE 
 
DFT Discrete Fourier Transform 
 
DWDM Dense Wavelength Division Multiplexing 
 
EON Elastic Optical Network 
 
FWDM Filter Wavelength Division Multiplexer 
 
GI Guard Interval 
 
HT Holding Time 
 
ICI Inter Carrier Interference 
 
IDFT Inverse Discrete Fourier Transform 
  
 
ILP Integer Linear Programming 
 
IPTV Internet Protocol Television 
 
ISI Intersymbol Interference 
 
ITU-T Telecommunication Standardization Sector of the International 
Telecommunications Union 
 
KSP  K-Shortest Paths 
 
LCoS Liquid Crystal On Silicon 
 
MEMS Micro Electro Mechanical Systems  
 
MLR Mixed Line Rate 
 
MSP Modified Dijsktra’s Shortest Path 
 
N-WDM Nyquist-Wavelength Division Multiplexing 
 
SCPVS Spectrum Constraint Path Vector Searching 
 
SDN Software Defined Network 
 
SLICE Sliced Elastic Optical Path 
 
SNR Signal to Noise Ratio 
  
OEO Optical Electrical Optical 
 
OFDM Orthogonal Frequency Division Multiplexing 
 
O-OFDM Optical Orthogonal Frequency Division Multiplexing 
 
RSA  Routing Spectrum Assigment 
 
RWA Routing Wavelength Assigment 
 
QAM Quadrature Amplitude Modulation 
 
QPSK Quadrature Phase-Shift Keying 
 
WDM Wavelength Division Multiplexing 
 
WSS Wavelength Selective Switches 
 
WXC Wavelength Cross-Connects 
 
 
 
 
 
 
 
 
