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Abstract
In this thesis, we have used Molecular Dynamics (MD) to study the role of van der Waals and Coulomb
interactions on two fundamental processes, namely, gas-surface interactions and electrospray propulsion,
respectively. For the gas-surface interaction work, we proved that conventionally used gas surface interaction
models were not adequate in reproducing the lobular scattering behavior obtained from the beam molecular
experiments. Trajectory MD simulations were used to predict angular distributions and average translational
energies. The translational energy and angular distributions of the scattered N2 were obtained for incidence
velocities of 1,453 and 2,220 m s−1, and incidence angles of 30o, 45o, and 70o and a surface temperature of 677
K. The trajectories of scattered nitrogen molecules were found to fall into three main categories, i.e., single
collision, multiple collisions with escape, and multiple collisions without escape. While the conventional GSI
models did not match the translational energy and angular distributions obtained from the experiments, the
results obtained from MD simulations were found to be in good agreement. The MD simulations also showed
that the number of surface layers used to model the HOPG surface and the carbon-nitrogen Lennard-Jones
potential are important in improving the agreement between the simulations and the experiments.
Trajectory MD simulations were also performed on quartz surface to study the difference between atom-
istically smooth (HOPG) and rough surfaces (quartz). The type of surface affected collision statistics for the
three collision categories, providing a strong correlation between incidence speed, angle, surface topology and
the probability distribution of the energy accommodation coefficients. Based on the scattering characterisics,
we developed a direct velocity sampling (DVSM) GSI model, which was then coupled to a DSMC code. A
hypersonic flow over a flat plate was simulated using DSMC coupled with DVSM. The coupled simulation
predicted flow, such as velocity contours, and surface properties, such as, heat flux in agreement to those
observed experimentally for the HOPG surface. When the parameters of quartz were used for the DVSM
model, the flow predicted was comparable to the Maxwell gas-surface interaction (GSI) model, highlighting
the accuracy and versatility of the DVSM model in modeling flows over smooth and rough surfaces.
As a natural progression of our trajectory MD simulation of diatomic N2 gas, we used trajectory simula-
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tions to model collision of ice-like argon and amorphous silica aggregates on the HOPG and quartz surface.
It was found that at all incidence velocities, the quartz surface was stickier than the HOPG surface. The
sticking probabilities and elastic moduli obtained from MD were then used to model surface evolution at a
micron length scale using kinetic Monte Carlo (kMC) simulations. Rules were derived to control the number
of sites available for the process execution in kMC to accurately model erosion of HOPG by atomic oxygen
(AO) attack and ice-nucleation on surfaces. It was observed that the effect of defects was to increase the ma-
terial erosion rate while that of aggregate nucleation was to lower it. Similarly, simulations were performed
to study the effects of AO attack and N2 adsorption-desorption on surface evolution and it was found that
N2 adsorption-desorption limits the surface available for erosion by AO attack.
With respect to the electrospray work, we performed MD electrospray simulations of 1-ethyl-3-methylimidazolium
Tetrafluoroborate (EMIM-BF4) ionic liquid with the goal of evaluating the influence of long-range Coulomb
models on ion emission characteristics. The direct Coulomb (DC), shifted force Coulomb sum (SFCS), and
particle-particle particle-mesh (PPPM) long-range Coulomb models were evaluated in terms of emission
products predicted by these three models. The DC method with a sufficiently large large cut-off radius was
found to be the most accurate approach for modeling electrosprays, but, it is computationally expensive.
The Coulomb potential energy modeled by the DC method in combination with the radial electric fields
were found to be necessary to generate the Taylor cone. The differences observed between the SFCS and
the DC in terms of predicting the total ion emission suggested that the former should not be used in MD
electrospray simulations. Furthermore, the common assumption of domain periodicity was observed to be
detrimental to the accuracy of the capillary based electrospray simulations and therefore, the PPPM model
could not be used for the electrospray. simulations.
As an efficient alternative, we developed a new octree-based Coulomb interaction model. For the octree-
based method, Coulomb interactions were categorized as intra- and inter-leaf Coulomb interactions based
on a criterion related to the Bjerrum length of the IL. The octree-based method was found capable of
reproducing Coulomb energy in agreement with established and computationally more expensive models,
such as the DC and the Damped Shifted Force (DSF) method in the absence of an external electric field.
In the presence of an external electric field, the octree-based method produced distinctly different results
compared to that obtained by the DC method. The time required to form Taylor’s cone was shorter for the
octree method compared to the DC approach. While no emission larger than monomers was observed from
the DC simulation, emission of larger species such as dimers and trimers was observed when the octree-based
Coulomb interaction model was used. Furthermore, the octree-based model formed a smaller ion emission
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cone compared to that from the direct Coulomb method, showcasing the advantage of using the octree-based
model for electrospray simulations.
We also used MD simulations as a predictive tool to study the disintegration of large droplet emitted
during the electrospray process. We considered an isolated droplet of EMIM-BF4 as a test case to understand
the effects of normal and radial electric fields on the final mass, volume, and charge of the droplet. The
disintegration process was not found to be continuous but occurred as discrete events during the initial time
steps for a range of normal and radial electric fields. Increasing the field strengths led to decrease in the
emission of secondary droplets and larger aggregates but increased the emission of smaller species. The
volume decay rate of the primary droplet was found to depend linearly on the normal and radial electric
field strengths. The radii of the ion aggregates emitted from the primary droplet and the emission break-up
times agreed well with those from the Rayleigh instability theory and the Coulomb fission model.
The MD and kMC algorithm developed for this work were specific for the HOPG and quartz surfaces,
these methods are general and can be applied to study any gas or aggregate interaction with other surface
types. Similarly, the octree-based Coulomb interaction model was used to perform electrospray simulations
of IL, it can be used to model simulations of large domains with non-homogeneous charge distributions.
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distribution of kinetic energy of all the surface atoms interacting with an incident nitrogen
molecule is shown in Fig. 4.4(c). The numbers of the individual 11 interacting carbon surface
atoms out of a total surface composed of 512 C atoms are shown. . . . . . . . . . . . . . . . . 61
4.5 Comparison of accommodation coefficient distributions for single collision and multiple colli-
sion with escape cases from multi-layered graphene and fused-quartz surfaces. . . . . . . . . . 62
4.6 Comparison of post collisional velocity distributions for trajectories incident at 1100 m/s and
20o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.7 Comparison of post-collisional MD angular distributions for multi-layered graphene and fused-
quartz, different potentials, and comparison with experiment. . . . . . . . . . . . . . . . . . . 63
4.8 Collision statistics are shown as a function of incidence angle for incidence speeds 750, 500 and
250 m/s for a fused-quartz surface. In Fig. 4.8(a), dashed lines (- - -), dotted lines (· · ·), and
dash-dot lines (-·-) represent the single collision, multiple collisions with escape, and multiple
collisions without escape cases respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.9 The ensemble average of normal and tangential energy accommodation coefficients as a func-
tion of incidence angle is shown for three velocities for a fused-quartz surface. Since multiple
collisions without escape cases have an ensemble average of unity they are not shown. . . . . 64
4.10 Comparison of post collisional MD velocity cumulative distribution function for trajectories
incident at 1100 m/s and 20o incidence angle for multi-layered graphene versus a fused-quartz
surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.11 Comparison of flow field and surface properties obtained from DSMC simulation of Lengrand’s
experiment. Number density and translational temperature are obtained for flow field per-
pendicular to the plate at a location 0.075 m away from the leading edge. Surface pressure
and Stanton number are obtained along the plate length. . . . . . . . . . . . . . . . . . . . . 66
4.12 Mach number and pressure fields predicted by the DSMC simulation of McDaniel’s experiment
using the modified CLL GSI model. The plate is located from 0 < x < 0.02 m. Note that
contour plots are not drawn to scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.13 Comparison of the flow velocities at the midpoint and trailing edge regions of the plate for
various GSI models. The circle corresponds to the shock-boundary layer interaction region
centered at x, y = 0.02, 0.07 m of the previous figure. . . . . . . . . . . . . . . . . . . . . . . . 68
5.1 All-atom MD models of the HOPG and quartz surfaces are shown. The HOPG and quartz
surface dimensions are 69.29 x 79.93 x 12.00 Å and 68.82 x 76.63 x 16.21 Å, respectively.
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the ions at the base of the Taylor cone ∼1 Å above the meniscus. . . . . . . . . . . . . . . . 156
7.11 Emission currents obtained for the Direct Coulomb (DC) with Rc = 20 Å (a) and Rc = 40
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trajectory simulation results. Force, F , is used in Eqs. 5.1 and 5.2. . . . . . . . . . . . . . . . 102
5.4 Elastic moduli of quartz+amorphous silica aggregate (R = 7.98 Å) calculated using MD
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Our universe has been governed by fundamental forces, such as, gravitational and electromagnetic inter-
actions. These are fundamental interactions, because as the term suggests, they cannot be simplified or
reduced to more basic interactions. Gravitational forces are effective on a galactic scale, influencing the
nature of space and time, and electromagnetic i.e., interatomic forces rule the atomic realm, controlling the
electrochemical properties of the molecules, which are the building blocks of all the objects in the universe.
Understanding these interactions is the basis of all scientific endeavors and therefore, the focus of this the-
sis is to explore the role and effects of interatomic and intermolecular forces and how they determine key
phenomenons in aerospace engineering.
The field of aerospace engineering has long relied on partial differential equations derived by applying
Newton’s laws to fluid motion to explain gas dynamics and similarly used finite element analysis (FEA)
to study material deformation[1]. While it is true that partial differential equations and numerical tech-
niques are the mainstay in aerospace engineering, the growing need for higher fidelity solutions has led to
integration of first principles and particle based approaches which are used to bolster the capability of afore-
mentioned numerical techniques. With the advent of high performance computing, traditional lines between
various branches of science has started to blur. Fields like material science has benefited from particle based
approaches, some of which provide means of calculating elastic moduli and other physical properties nec-
essary to solve the equations in the aforementioned FEA method. Simulations of high speed gas flows are
also incorporating quantum chemistry based transition states to determine energy cascade between different
temperature modes in a high speed gas flows. One such particle based method is molecular dynamics (MD),
where Newton’s laws of motion and interatomic potentials are used to perform atomic scale simulations.
MD is a versatile particle based technique which has found applications in fields of materials and structural
sciences[2], biomolecular engineering and pharmacology[3, 4], and nanoscale manufacturing[5], to name a few.
Particularly in aerospace engineering, MD has been used to model thermal protection systems[6, 7], vital for
atmospheric re-entry and to study performance reduction of solar panels due to sputtering by ice particles[8].
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MD has been used to perform trajectory simulations to obtain energy accommodation coefficients[9] and
gas-gas reaction rates as well as cross sections[10]. Computational fluid dynamics (CFD) and meso-scale
particle-based simulation techniques, such as the direct simulation Monte Carlo (DSMC) are used to model
hypersonic flows. However, these simulation techniques are coarse-grained, meaning that they operate at
length and time scales on the order of microns and nanoseconds, respectively. Many of the input parameters
needed for CFD and DSMC, such as, accommodation coefficients and reaction cross sections, can be obtained
from MD.
MD uses interatomic forces to simulate movements of atoms and molecules, which are specified and
controlled by user-defined MD potentials. MD potentials are derived for specific atomic species combinations
but the advances in computing capability has made it possible to perform MD simulations of potentially any
atomic species and molecules composed of these atomic species. The governing forces in MD are divided
into bonded and non-bonded interactions. The covalent bonds, angles, and dihedral terms are collectively
known as the bonded interaction terms. The electrostatic interactions, which consists of van der Waals
and Coulomb interactions form the non-bonded component of the MD potential. It is well-understood that
the covalent bonds affect macroscopic material properties, such as, melting temperatures, elastic modulus,
and thermal expansion coefficient to name a few[11, 12, 13]. We also know that elastic moduli are strongly
correlated to the strength of the covalent bonds[14]. However, more work is required to understand the role
of electrostatic, i.e., non-covalent forces on material and chemical properties, relevant to many aerospace
applications.
The covalent and non-covalent electrostatic interactions are distinctly different. The covalent interactions
are formed when atoms in a molecule share electrons. The electrostatic or non-covalent interactions are
generated by dispersed variations of electrostatic interactions between molecules or within a molecule[15],
i.e., the covalent interactions are intramolecular but the electrostatic interactions are intermolecular. The
electrostatic interactions related to our work are ionic and hydrogen bonding[16]. The ionic interactions
are caused by the attraction between ions or molecules possessing permanent charges of opposite signs and
hydrogen bonding is a type of non-covalent interaction, formed due to dipole-dipole attraction between
a partially positive hydrogen atom and a highly electronegative atom. The van der Waals term includes
permanent-permanent dipole interactions or Keesom forces, permanent-induced dipole interactions or Debye
forces, and induced-induced dipole interactions or London dispersion forces[15]. The three forces respectively
relate to induction, orientation, and dispersion but in MD terminology, we collectively refer to them as the
van der Waals interactions which are typically modeled using Lennard-Jones (LJ) potentials. While the
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ionic and hydrogen bonding forces represent the strongest non-covalent forces, the van der Waals force is the
weakest.
For aerospace applications, the Coulomb and van der Waals forces represent two ends of the electrostatic
interactions spectrum and are primary forces in two distinctly different but important areas of research.
Colloid thrusters, used on small satellites, are a subset of electrostatic propulsion devices that use relatively
benign non-metallic ionic liquids (ILs), which are defined as salts having a melting point less than room
temperature (373 K). When a capillary fed by an ionic liquid is placed in the presence of an external electric
field, a fine jet of ions is emitted from a Taylor cone[17] formed at the head of the capillary and the emitted
ions are further accelerated by the electric field. The ion emission from the Taylor cone is also known as an
electrospray. The electrospray process is entirely controlled by the ionic interactions and hydrogen bonding
present in the ionic liquids.
The van der Waals interactions are the primary forces during gas-surface interactions (GSIs), effects of
which are pedominant on the health of the space vehicle in atmospheric re-entry, where they cause significant
heating of the catalytic and non-catalytic thermal protection system materials[18]. For flows interacting
with a surface, gas-surface interactions (GSIs) play an important role in determining corrosion rates, heat
flux loads, plasma interactions, and catalysis[19]. GSIs become especially important when the flow is not
continuum, which occurs in the space environment, and for flows through micro-electro-mechanical devices.
In this work, we analyze the role of GSI using MD and scale bridging exploited using kinetic Monte Carlo
(kMC).
For the electrospray part of our work, we have analyzed the correlation between the macro electro-
chemical properties, such as, the Coulomb potential of the ILs generated by the ionic interactions and in
some cases, hydrogen bonding, and the emission of ion species from the capillary, the required extrusion
voltage, and the formation time of the Taylor cone. This work provides key insight into the differences in
spatial characteristics of ion versus droplet emissions, which has previously only been postulated[20]. We have
performed MD simulations of 1-ethyl-3-methylimidazolium tetrafluoroborate (EMIM-BF4), ethylammonium
nitrate (EAN), and ethanolammonium nitrate (EOAN) to understand the role of hydrogen bonding and the
effect of ion-pair size on the mode of operation of the colloid thruster. We also found that the long-range
Coulomb models show a high sensitivity towards the selection of the Coulomb cut-off radii and significantly
change the outcome of the MD electrospray simulation. It is therefore important to provide consistent
Coulomb forces and energies at the cut-off radius of the short-range Coulomb interactions. MD simulations
typically scale as O(N2), where N is the number of atoms used for the simulation. Thus, it is not a viable
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method to use an infinite cut-off radius, as the solutions become prohibitively expensive. We face a two-fold
problem of performing simulations with converged cut-off radius for the short-range Coulomb interactions as
well as having an accurate long-range model appropriate for the electrospray simulations or simulations with
large spatial domains with non-homogeneous charge distributions. Therefore, a novel Coulomb interaction
model based on the Barnes-Hut approximation algorithm[21] to calculate the total Coulomb (sum of short-
and long-range) potential is proposed. Using this approach, the simulation domain is discretized into an
octree structure, such that, the direct Coulomb potential is calculated only for neighboring octree leaves and
the long-range Coulomb interaction is calculated by considering the weighted average of the particle charges
in the distant cells. This is especially beneficial for simulation domains with sparse charges or spatially
non-homogeneous charge distributions. The direct Coulomb interaction model scales as O(N2) where N is
the number of atoms in the simulations. With the above-mentioned octree approach, we can reduce the
direct-sum computational cost to approximately O(N logN).
1.1 History of electrospray propulsion
Miniaturization of electronic circuits and sensors has allowed rapid development of small satellites that
can cheaply be launched to space. Micro- and nano-satellites have the potential to be used for remote
sensing of agricultural lands[22], earth-imaging[23], and constellations for low data rate communications[24].
These micro- and nano-satellites typically weigh between 1 - 50 kg (2.2 - 22 lb) and 1 - 10 kg (2.2 - 22
lb), respectively. The small satellites are often a part of a larger network, such that, each small satellite
maintains its precise position in space when the satellite network is in orbit. Therefore, small satellites
typically require an on-board propulsion device to accurately maintain their altitude and for orbit correction
maneuvers. Due to the severe volumetric and weight constraints, the on-board propulsion devices have to
be small and reliable while providing effective thrust.
While the high thrust lift capability of chemical rocket motors is a relatively mature technology to launch
satellites, miniaturization of chemical rocket engines has proven challenging. At smaller length scales, the
gas flow through the micro-nozzles encounters problems due to boundary layer formation on the nozzle
walls. Boundary layers on nozzle walls are insignificant for large size rocket engines but noticeably affects
performance of the MEMS based small chemical rocket engines[25]. Electric propulsion provides an attractive
option that can be used on the micro- and nano-satellites. The term electric propulsion includes a wide variety
of methods that are used to achieve very high exhaust velocity of their respective propellants using an electric
field. The electric propulsion devices today fall under three categories, namely, electrothermal, electrostatic,
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and electromagnetic propulsion[26]. Electrothermal propulsion devices use expansion of electrically heated
propellant through a nozzle to achieve thrust. In the electrostatic propulsion approach, the ionized propellant
particles are accelerated using an external electric field. In the electromagnetic propulsion, the current
through the propellant drives the plasma, which then interacts with an internal or external magnetic field
to generate high exhaust velocities. In a way, electrothermal propulsion devices are closest to the chemical
rockets since in both cases, the propellant gases are thermodynamically expanded through a nozzle to achieve
thrust. This also results in electrothermal propulsion having problems similar to chemical propulsion, namely,
non-equilibrium in the internal modes of the expansion gases leading to thermal losses and dissociation of
molecules. In contrast, the electrostatic and electromagnetic propulsion devices do not require the use of
nozzles and the propellants are accelerated by their interactions with either an electric or a magnetic field.
Electrostatic and electromagnetic propulsion devices, such as, ion thrusters and Hall-effect thrusters have
already been used on small satellites[27, 28] to demonstrated their space-worthiness. However, these devices
are complex and require ion bombardment sources, electromagnets, and a bevy of other sub-systems. These
complexities marginally add to the weight of the satellite, which may not be problem for a moderate or
a small satellites. For nanosatellites, however, a subset of electrostatic propulsion device known as field
emission electric propulsion (FEEP)[29] devices can also be used. The FEEP emitters use liquid Cesium
as a propellant due to its conductive properties. When a capillary fed by liquid cesium is placed in the
presence of an external electric field, a fine jet of cesium ions is emitted from a cone formed at the head
of the capillary known as Taylor cone[17]. The emitted cesium ions are further accelerated by the electric
field. Emission from the Taylor cone is also known as an electrospray and its applications are not just
limited to FEEP thrusters. Electrosprays have been used extensively in the field of microfabrication because
they allow controlled deposition[30] resulting in applications involving microfilm deposition[31], microcircuit
manufacturing[32], and ion beam lithography[33]. The electrosprays of charged liquids also find applications
in fields such as biomedical engineering[34, 35], especially in the analysis of biological tissues[36], MEMS,
pharmaceutical development[37, 38], food sciences[39], and industrial engineering[40, 41].
Further refinement of the FEEP philosophy resulted in the development of colloid thrusters. Instead of
liquid metal based propellants, colloid thrusters use relatively benign non-metallic liquids, which, similar to
liquid cesium exhibit the formation of Taylor cone in the presence of an external electric field. ILs are used
as propellants in colloid thrusters with an advantage of producing higher thrust-to-power ratios compared
to the traditional liquid cesium based FEEP[26] thrusters. ILs breakdown into sub-micron sized particles
or droplets (colloids) that are accelerated by the electric fields, generating high exhaust velocities. Similar
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to liquid cesium, these salts deform into a cone structure or Taylor cone and emit ions from the tip of the
cone. The performance and operability of colloid thrusters has been tested in space on the NASA ST-7 LISA
Pathfinder mission[42, 43].
Like all maturing propulsion technologies, electrospray thrusters are at a stage of refinement with respect
to their selection of propellants. A large number of ILs can be used as propellants for electrosprays, thus
it is necessary to have experimental and simulation based abilities to predict the thrust, required voltages,
and mode of operation prior to designing an electrospray device. MD simulations allows us to understand
the nature of electrosprays at an atomic level. The availability of a large number of interatomic potentials
makes it possible to model virtually any of the ILs.
1.2 History of gas-surface interaction models
The versatility of computational methods and the increase in the computational power have made computa-
tional particle based models like Direct Simulation Monte-Carlo (DSMC)[44] available to a large spectrum
of problems. DSMC finds a solution to the Boltzmann equation using free stream boundary conditions
pertaining to the problem and gas-surface interaction (GSI) models at surface boundaries. Even though the
majority of flow problems involve a surface, the physics of gas-surface interactions are still not well under-
stood and the mathematical aspect of GSIs is often overlooked. GSIs are significant because they dictate the
transfer of kinetic energy between the surface and gas. The formation of a boundary layer and surface and
gas temperatures are some of the important flow field characteristics governed by the energy transfer during
GSI processes. GSI models are also important in chemically reacting flows, in terms of surface catalycity
and reaction rates. Kolesnikov, et al.[45, 19] have observed that the design of thermal protection systems for
spacecraft re-entry vehicles is sensitive to the assumed GSI model. Similarly, Stewart, et al.[18] have demon-
strated the importance of surface catalycity in designing the space-shuttle thermal protection materials. In
addition to re-entry applications, GSI surface chemistry models have also been used to study corrosion in
jet nozzles by Bianchi, et al.[46] and surface damages.
Knudsen[47], in 1907 was one of the first researchers to investigate GSI for a rarefied gas flow through a
glass tube. Using the assumption that the direction in which the gas molecule rebounds from the wall is in-
dependent of the direction in which it approaches the wall, he was able to predict and experimentally observe
the cosine law of reflection, also known as Knudsen’s cosine law, although, more recent beam experiments
show deviation from this law[48]. J. C. Maxwell then refined the cosine law by proposing that only a fraction
of reflections follow the cosine law, whereas the rest are reflected specularly. Cercignani-Lampis-Lord[49, 50]
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proposed an alternate GSI with the ability to reproduce the lobular post-collision angle distributions that
are typically observed in jets and beam collisions. These GSIs, although simple, are highly versatile and
are used for many applications that require accurate modeling of energy transfer processes in the boundary
layer formation. The Maxwell and CLL models are controlled by parameters known as accommodation
coefficients, which dictate the loss or gain of kinetic energy by the impinging gas molecule from the surface
during each collision. These accommodation coefficients are specific to the combination of the gas-surface
species and are strongly dependent on gas and surface temperatures.
Goodman and Wachman[51] used experimental methods to obtain thermal accommodation coefficients
for noble gases interacting with a tungsten surface, as a function of surface temperature[52]. Baule[53]
theoretically predicted accommodation coefficients using the hard-sphere model, which was then refined and
re-examined by Goodman[54] using lattice methods. These methods assume that the surface is clean and
the results were strongly dependent on the care taken by the experimentalist to maintain a level of surface
smoothness and cleanliness. Therefore, as an alternative to experiments, MD method[55] offers an important
option to understand these GSI at the atomistic level.
MD has been previously used to determine the accommodation coefficients for laser incandescence ex-
periments. Duan, et al.[56, 57] have used molecular dynamics to investigate the thermal accommodation
coefficients for the monoatomic and diatomic molecular collisions on a multi-layered graphene surface. Sim-
ilar work was done by Kamat, et al.[58] to calculate the accommodation coefficient to study laser induced
luminescence of soot particles, which is modeled using multiple layers of graphene surfaces.
Concurrently, other researchers have tried to amalgamate MD with DSMC to model GSIs. A multi-
scale model by Yamanishi[59], et al. coupled MD simulations of molecular nitrogen and argon bombarding
carbon and silica surfaces with DSMC using non-bonded potential interactions. However, their method
was found to be difficult to implement and therefore has not been employed by the DSMC community.
Liang and Ye have also previously implemented a hybrid approach to combine the DSMC method with
MD[60] but its implementation is again very complex and computationally expensive. Yamamoto simplified
the approach used by Yamanishi’s multi-scale model by extracting the thermal accommodation coefficient
and the energy distribution functions as input parameters for Maxwell’s model to study Couette flow using
DSMC simulations. Finally, various GSI models have been compared in DSMC hypersonic flow simulations
by Padilla and Boyd[61]. Our goal is to provide a physical understanding of gas-surface collisions at an
atomistic level using ReaxFF, a force field based molecular dynamics tool[62] and LAMMPS[63].
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1.3 Dissertation Structure
The remainder of this dissertation is organized as follows: In Chapter 2, a brief history of particle-based
methods are summarized. The analysis of N2 collisions with surfaces using trajectory MD simulations are
discussed in Chapter 3. Trajectory MD simulations are then used to derive a gas-surface interaction model
and is implemented in a DSMC simulation to model a hypersonic flows over a surface, details of which are
provided in Chapter 4. A new scale-bridging technique is introduced to study aggregate accretion and surface
mass loss in a hypersonic boundary layer using kinetic Monte Carlo (kMC) in Chapter 5. The focus of the
thesis then changes to the IL work. The internal nanostructure of the EAN IL is investigated in the presence
and absence of electric field using MD simulations to determine changes in IL behavior during electrosprays,
details of which are presented in Chapter 6. Investigations into the role of long-range Coulomb interaction
on MD electrospray emissions are provided in Chapter 7. Based on the results discussed in Chapter 7,
an octree-based Coulomb interaction model was derived specifically to simulate MD domains with sparse,
non homogeneous charge distributions, details of which are provided in Chapter 8. Details of IL droplet
fragmentation and its analysis using MD simulations are discussed in Chapter 9. Finally, a summary of the
significant findings of this work and conclusions with some considerations for future research directions are
provided in Chapter 10.
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Chapter 2
Brief review of particle based
simulation methods
For this work, we have used three different simulation techniques namely, MD, DSMC, and kMC. Each
simulation technique represents three distinct length and time scales. MD simulations are predominantly
used to analyze system of atoms at the nanometer and nanosecond length and time scales, where as, DSMC
uses notional point particles such that each simulated particle represent a significant number of real atoms
or molecules. This allows for simulation of problems at micrometer and microsecond length and time scales.
Both these methods fall under the category of particle based methods because they use simple equations
of motion to progress the simulation in time. In contrast, kMC is a completely probabilistic approach and
relies on grids to simulate topology and system evolution in time. kMC simulations often serve as a bridge
between simulations with very different length and time scales. In this chapter, we will briefly discuss the
history of these three techniques.
2.1 Molecular Dynamics
The history of MD predates the ability to simulate molecular structure using modern computers. In 1962, to
model atomic motion of liquid structure, J. D. Bernal used rubber balls and stuck them with rods of regular
lengths to mimic liquid structure and analyze its behavior. However, modern MD computational techniques
can trace their root to the method first developed by Fermi, Pasta, Ulam and Tsingou[64]. The ability to
treat atomic interactions was a major landmark in the utility of MD. Initial simulations were performed by
treating interactions between two atoms as elastic collisions between two hard spheres. Further improvement
to this method was demonstrated by Gibson, et al.[65] for their simulation of radiation damage on copper
surfaces by implementing a Born-Mayer type repulsive interactions. However, the breakthrough came from
the simulation of liquid argon using Lennard-Jones potential in 1964 by Rahman[66], who is considered as
the father of MD.
The fundamental form of MD simulations use the microcanonical or NVE ensemble during the time
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progression of the simulated system. In the NVE ensemble, the number of atoms, N , volume V , and
the total energy of the system is constant for the duration of the simulation. The total energy of the MD
simulation is the Hamiltonian, i.e., the sum of its kinetic and potential energy. The kinetic energy is relatively
simple to calculate and involves tracking the velocity of all the atoms in accordance with the conservation
of mass and momentum using time integration techniques, such as the velocity Verlet scheme. Additional
considerations are required to model the potential energy of the system, which is classified into bonded or
covalent components and the non-bonded or electrostatic interactions. In MD, the first step is to define a
potential function or terms by which particles will interact in terms of the above mentioned classifications.
Traditionally these potential functions are known as force fields in the chemistry and biology community
and sometimes include the ability to model real-time bond order calculations. These potential functions
are also known as interatomic potentials, a term popularized by the materials science community. More
commonly used potentials are based on classical mechanics based interactions between two particles. These
potentials are derived based on two assumptions, namely, Born-Oppenheimer approximation, which states
that because the motion of electrons around the atom nuclei is several orders of magnitude faster than the
nuclei of the atoms, electrons can adjust their position simultaneously with the motion of the nuclei and
therefore electron motion can be treated independently. The other approximation simplifies the structure
of the nuclei to a single point particle thereby, coarse graining the motion to adhere to Newtonian classical
mechanics.
The covalent interactions are used in the simulation in the form of simple harmonic oscillator model,
such that covalent bonds and covalent angles are modeled as simple linear and torsional springs, where the
energy of the bond represents the spring stiffness. The spring stiffness is obtained from quantum chemistry
calculations performed for the respective atom-atom interactions and are user defined for the MD simulations
for each species combination. While this severely limits the quantum level information of these covalent terms,
the simplicity of this approach makes it feasible to run MD simulations with lower computational cost. The
electrostatic forces are similarly divided into two components, van der Waals and Coulomb interactions. The
van der Waals forces are short ranged, decaying as 1/r6, where r is the interatomic distances. The van der
Waals forces are dispersive in nature, such that at shorter interatomic lengths (r < 5 Å), these forces tend to
repel the respective atoms but typically, beyond r greater than 5 Å, the attractive term of the van der Waals
interactions dominates over the dispersive term. This dual behavior of the van der Waals interaction can be
captured by the Lennard-Jones, also known as 12-6, potential. Note that more sophisticated van der Waals
potential evaluation models such as the distance corrected Morse potential has also been used depending on
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the level of accuracy needed for the simulation.
The Coulomb component of the electrostatic forces relies on the atomic partial charges on the notional
atoms represented by the point particles. The Coulomb interactions decay as 1/r and are effective over
significant distances. However, evaluating the Coulomb terms is also computationally one of the most
expensive part of the MD algorithm. Therefore, the Coulomb potential is separated over short- and long-
ranges. Over shorter ranges (r < 12 Å), the Coulomb potential is directly calculated using the Coulomb
model. At distances larger than the cut-off for short-range evaluations, there are long-range Coulomb models
developed specifically to optimize the computational costs. These models include, Ewald summation, shifted
force Coulomb sum, and the newer particle–particle-particle–mesh (P3M). A new breed of MD potentials,
such as, the ReaxFF potential is designed specifically for modeling fully reactive hybrid between bond orders,
allowing simulations with chemical reactions.
The interatomic potentials also are the main area of weakness for the MD simulations. Accuracy of
MD simulations depends entirely on the detail provided in the potentials. Most commonly used potential
formats do not explicitly model hydrogen bonds but are rather included as a part of the Coulomb interaction
term. This is because the hydrogen bond strengths are strongly correlated with the molecular configuration,
location of surrounding molecules, and location of the valence electrons and therefore, require the use of
quantum chemistry models for calculating the hydrogen bond energies. Also, approximating an atom as a
point particle leads to loss of volume space normally represented occupied by finite sized nuclei. This might
lead to loss of accuracy in the virial terms. The largest disparity however lies in the treatment of the two
electrostatic forces. It is well known that the Coulomb interaction depends on the dielectric constant of the
medium but to keep calculations tenable, MD simulations are traditionally performed using the dielectric
permittivity of vacuum. Similarly, van der Waals interactions represented using Lennard-Jones potential are
based on the Fritz London theory[67], which is applicable only in vacuum and also depend on the dielectric
constant of the medium. Even with these drawbacks, MD has proven to be an extremely useful simulation
technique in multiple scientific fields.
2.2 Direct simulation Monte Carlo
Direct Simulation Monte Carlo (DSMC) is a popular probabilistic method used to simulate rarefied gas
flows[44]. It is a particle based method that simulates the gas as a system of discrete particles, where each
particle represents a large number of real gas atoms or molecules. DSMC is a probabilistic technique to solve
the Boltzmann equation for finite Knudsen number fluid flows. This method was proposed by Prof. Graeme
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Bird for modeling rarefied gas flows. Gas dynamic flows can be characterized by their mean free path, which
is the measure of the distance between two consecutive gas interatom or intermolecule collisions. The flow
regimes in which CFD and other deterministic fluid flow based solvers operate are valid for cases with very
small mean free paths (10−9 m) or the continuum flow regime. In circumstances where the mean free path
is higher (10−7 m), the continuum assumption breaks down and the Navier-Stokes equations are no longer
valid. This occurs in flows in upper earth and other planetary atmospheres as well as those in very small
confined regions, such as those inside porous media and MEMS devices. DSMC is particularly suitable for
flows with these conditions.
In DSMC, each simulation particle represents a large number of real gas molecules. These simulation
particles are moved through a simulation of physical space in a time accurate manner using Newtonian
classical mechanics. The allows for coupling simulation time with the motion of these computational particles
to solve the Boltzmann equation. However, the solution to the Boltzmann equation is also coupled to
the viscosity of the flow, which is reproduced by performing binary collisions between the computational
particles. These binary collisions are performed for particle pairs lying within the mean free path and are
chosen randomly, hence the Monte Carlo moniker is assigned to this technique. Intermolecular collisions
and molecule-surface collisions are calculated using either the Hard Sphere model, the Variable Hard Sphere
(VHS) model, or the Variable Soft Sphere (VSS) model, which are also used in conjunction with the no time
counter (NTC) or majorant collision frequency (MCF) schemes for updating the collision frequency. This
allows one to decouple the molecular movement and collision phases in DSMC for time periods smaller than
the mean collision time between two binary gas-gas collisions. With the advent of modern computational
algorithms and better computational resources, DSMC simulations can now be performed for billions of
simulated particles, which allows for high fidelity solutions to complex problems such as flows with shock
and boundary layer interactions[68]. Recent progress in combining particle-in-cell method and DSMC[69]
has expanded the reach of DSMC method to plasma dynamics problems[70].
2.3 Kinetic Monte Carlo
The kinetic Monte Carlo (kMC) is a offshoot of the dynamic Monte Carlo method and operates on the
principles of the Gillespie algorithm. [71] The true strength of kMC is evident when modeling the time
progression of simultaneous multiple independent processes. The transition rates of these processes serves
as the input to the kMC algorithm. The first mentions of the kMC method can be found in a publication
by Young and Elcock in 1966[72]. Concurrently, Bortz, et al.[73] modified the kMC framework to simulate
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the Ising model and referred to it as the n-fold way algorithm. A further improvement to the kMC method
was provided by Gillespie to include the ability to describe chemical reactions[71]. The simplicity and ease
of use of the kMC method has made it popular to study the dislocation of surface defects, surface topology
evolution, and surface contamination coverage[74].
The kMC algorithm relies on random numbers for process execution and time progression and therefore,
depends entirely on user defined time rate constants and event execution rules for accuracy. At its most
basic level, the kMC algorithm is analogous to coin flip experiments where the solution in binary terms is
either 1 or 0. This idea is then extrapolated using physics specific rules to suit the problem to be simulated
using kMC. As shall be outlined in Chapter 5, a significant achievement of our work has been the formalism
of graphene kMC surface evolution rules. This formalism was also used to model ice accretion rules in kMC.
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Chapter 3
Non-reactive scattering of N2 using
trajectory MD simulations
Non-reactive and reactive GSIs involve thermal and non-thermal scattering mechanisms, and the simpler
non-reactive GSIs make for an appealing model to study the basic gas-surface dynamics that are common to
both non-reactive and reactive events[75]. An extensive review[76] of the NO collisions on Ag(111) surface
performed using molecular beam experiments revealed that non-reactive GSIs involve multiple mechanisms
of energy exchange between the gas and the surface, which include direct scattering and physisorption.
Impulsive scattering from smooth surfaces has been extensively studied using beam molecular experiments[77,
78, 79, 80]. These interactions represent the simplest mechanism of energy exchange between the gas-
phase atoms or molecules and the surface. In contrast, the trapping-desorption mechanism is complex and
requires multiple steps to complete the collision event. During a conventional trapping-desorption process,
an atom or molecule loses sufficient energy during the collision such that it attains thermal equilibrium
with the surface[81]. The normal and parallel momentum must be fully accommodated for the molecule to
undergo trapping-desorption. This difference in the momentum accommodation time scales has important
consequences for the trapping dynamics when the surface temperature is high and the residence time of the
incoming molecule is low, because the molecule can exit the surface before the parallel momentum has been
fully accommodated. This phenomenon has been referred to as quasi-trapping and is known to occur when
the surface is smooth and the surface temperature is higher than 80 K[82]. As a result of the incomplete
accommodation of the parallel momentum, quasi-trapped molecules retain some memory of their incident
trajectory. Consequently, the angular distributions of the quasi-trapped molecules that exit the surface are
asymmetrical about the surface normal and the post-collisional translational energies cannot be described by
a Maxwell-Boltzmann (MB) distribution characterized by the surface temperature. The distinction between
the impulsively scattered and quasi-trapped molecules is difficult to determine experimentally because of the
similar time scales over which these processes occur.
The incidence energies also influence the energy transfer dynamics between the gas and surface. At
low incidence energies (Ei), the ratio of final-to-incidence energy 〈Ef 〉/〈Ei〉 increases with decreasing final
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collision angle (θf )[83], which is typical of a GSI process in the thermal regime. At low incidence energies, the
tangential or parallel momentum of the gas molecule is conserved. Rigorous parallel momentum conservation
(PMC) requires that 〈Ef 〉/〈Ei〉 = sin2(θi)/sin2(θf )[54], where θi is the incidence angle. The scattering
energy behavior at lower incidence energies conforms to the PMC model in the thermal scattering regime.
In contrast, at high incidence energies, the 〈Ef 〉/〈Ei〉 ratio decreases with decreasing θf . This regime is
defined as the structure regime, where the scattering energies are closer to those predicted by the hard
sphere model[84]. The seminal work by Rettner, Barker, and Bethune shows that the transition from the
thermal to the structure scattering regime occurs smoothly as the incidence energy is increased[83].
Raukema, et al.[78] have shown that the transition between the two regimes is heavily dependent on the
system being studied. The energy transfer is governed, in part, by the potential energy surface on which
the collision occurs. The GSI potential energy surfaces are often generated by curve fitting to experimental
data[78] and are highly specific to the incidence energy, the gas and surface species, and the part of the surface
where the interaction occurs. Previous works on the hyperthemal scattering of Ar and Xe from HOPG has
revealed that a larger energy loss to the surface is representative of a deeper GSI potential well[85, 86].
Collisions of N2 collisions with HOPG have recently become the focus of several studies, including the study
herein, to probe the effects of GSI potential on non-reactive gas-surface scattering dynamics. The impulsive
scattering of N2 from HOPG was studied by Oh, et al., for incidence energies in the range of 26-60 kJ mol
−1
and surface temperatures of 150-400 K[87]. Their experimental configuration constrained the data collection,
such that, the θi + θf = 90
o. The results of their study suggested that the molecules scattered after a single
collision with the surface. Majumder, et al.[88], have also investigated N2 collisions on graphite using MD.
In contrast with the report by Oh, et al., but in agreement with our trajectory MD simulations[89], this
study found that the molecules scatter via three distinct mechanisms, namely, single, multiple collision with,
and without escape events. The branching between the three mechanisms depends strongly on the θi and
Ei of the N2 molecules. The multiple collisions with and without escape events were described in terms of
quasi-trapping caused by the high surface temperature of HOPG.
Theoretical studies of GSIs have led to the development of several semi-empirical models, typically used
in meso-scale methods such as the direct simulation Monte Carlo (DSMC)[44], for example, the widely used
Maxwell[90, 47] and Cercignani-Lampis-Lord (CLL)[49, 50] models, which provide the ability to reproduce
the experimentally measured energy exchange during the GSI process[91, 92]. The Maxwell GSI model allows
one to generate specular as well as diffuse reflections. At the macroscopic level, the specular reflection can
be considered as an ensemble average of all impulsively scattered gas molecules. Similarly, diffuse reflections
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can be considered as an ensemble average of all possible trapping-desorption collisions. In contrast, the CLL
model allows one to control the accommodation of normal and tangential momentum, thus making it possible
to study the quasi-trapping mechanism. Another GSI model, the “hard-cube” model, introduced by Logan
and Stickney[93], treats a GSI as a binary collision between an incoming hard-sphere and a surface cube.
Despite its simplicity, the hard-cube model has been able to replicate the angular distribution of scattered
flux and energy transfer to a flat (uncorrugated) surface for experiments with low incidence energy incident
molecules. Several modifications have been made to the hard-cube model to include the effects of undulating
or corrugated surfaces, such as the washboard model by Tully[94]. Also, Goodman[54] further improved
the hard-cube model by considering the surface as a lattice of springs. Although these models have been
successful in recreating certain aspects of GSIs, none of the models simultaneously address the dynamics
of the thermal and structural regimes. MD simulations can provide a molecular-level understanding of the
scattering dynamics that goes beyond what can be inferred from the experiments and simple models. The
van der Waals forces generated by the Lennard-Jones potential dictate the collision dynamics, which are
analogous to the potential energy surfaces generated from the experimental studies.
The objective of the current study is to assess the sensitivity of the energy transfer ratio and the angular
distribution of scattered products on the GSI potential, with N2 collisions on HOPG as a model system. The
results from the MD simulations can be used to formulate GSI models that can be employed in meso-scale
methods, such as, DSMC, which aim to model GSIs in conditions relevant to atmospheric re-entry[59, 92].
The comparisons of the simulations with the results of molecular beam-surface scattering experiments allows
us to understand the effects of incidence energies, angles, and the number of surface layers on the translational
energy and angular distributions of the scattered molecules.
The remainder of the chapter is as follows; We present a brief description of the experiments and their
results in Sec. 3.1.1. We then use conventional GSI models to generate the final angle and translational energy
distributions and compare them with the beam experimental results in Sec. 3.1.3. In Sec. 3.2.1, we discuss
the set-up of our MD simulations and the general classes of trajectories observed from the MD simulations.
The role of surface layers, bonded -C-C-, and non-bonded -C-N- interactions on the statistical outcome of the
trajectory simulations and the scattering dynamics are discussed in Secs. 3.2.2, 3.2.3, and 3.2.4, respectively.
Finally, the final angle and translational energy distributions from MD are compared with those obtained
from the experiments in Sec. 3.2.5.
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3.1 Comparison of conventional GSI with beam molecular
experiments
3.1.1 Summary of experiments and analysis of their results
Hyperthermal beam molecular experiments were performed to gerenate results of N2 scattering with which
results from conventional and MD simulations can be compared. The supersonic molecular beams were
directed at the surface of ZYA-quality HOPG with dimensions of 12 mm x 12 mm x 2 mm. The HOPG
sample was supported by a steel substrate and was heated using a copper backing plate. The surface
was maintained at a temperature of 677 K for the duration of the experiment and assumed to be free of
contamination based on earlier results on the interaction of Ar with HOPG[85]. A mixture of 10% N2
(99.999%) seeded in He (99.9999%) was used to generate hyperthemal beams at two incident velocities of
1,467 m/s and 2,193 m/s. From these experiments, we obtained the ratio of average final and incidence
energies, 〈Ef 〉/〈Ei〉, where 〈Ei〉 is the average energy of the N2 molecules in the incident beam, for both
the lower and higher incidence energies for θi = 70
o, 45o, and 30o. The energy ratios exceeded the PMC
values at grazing or small (< 20 degrees) reflection angles. At small θf , the energy ratio increased with θf
before decreasing and following the general shape of the PMC prediction. This was indicative of the onset
of the transition from the thermal to structural scattering regime[78]. In contrast, for θf greater than 40
o,
the energy ratio did not change with respect to Ei for θi = 30
o and 45o. However, for θi = 70
o, the energy
ratios for 2,220 m/s were greater than those obtained from the energy ratios of 1,453 m/s.
For an incidence velocity of 1,453 m/s, the angular distributions had a maximum flux at final angles larger
than the specular angle for θi = 30
o and 45o. For θi = 70
o, the maximum flux of the angular distribution
occured slightly below the specular angle. The distributions were relatively narrow as was expected because
N2 molecules scattered from a flat HOPG surface. It should be noted that the angular distributions were
asymmetric about the maximum final angle, with a tail trailing off to lower θf . When the incidence velocity
was increased to 2,220 m/s, the angular distributions become narrower and the angle at which the maximum
flux occurs shifts to higher θf , leading to more symmetric distributions. Table 3.1 shows the angular widths
of the peak (full width half maximum, FWHM), the θf at which the maximum flux occured (θmax), and the
amount that these values changed (% change) for angular distributions collected at both incidence velocities.
The values in Table 3.1 show that the angular distributions for θi = 70
o are the most sensitive to incidence
velocity.
The experiments predicted that the angular ratio, 〈Ef 〉/〈Ei〉, generally followed the shape of the PMC
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curve, indicating that the incident parallel momentum of the N2 molecules was conserved during scattering.
From the experiment results, it coud be deduced that a large fraction of molecules suffered only a single
collision with the surface before scattering. Considering that the parallel momentum of the molecules is
basically conserved during the collision, it is the accommodation of the normal momentum that determines
the scattering dynamics. Experiments also revealed that if the molecules lose normal momentum during the
collision, they will exit the surface toward the specular angle, yielding an energy ratio that is less than one.
The molecules scattered toward the surface normal when the surface transferred energy to the molecules,
resulting in an energy ratio greater than one. As more normal momentum was transferred to the surface, the
molecule’s trajectory moved farther way from the surface normal. The angular dependencies of the energy
ratios indicate that the molecules were scattering in the thermal regime[83]. The scattered molecules retain
a large fraction of their incidence energy, which suggests that each molecule was encountering a relatively
large mass on the surface during the collision. Indeed, it has been shown that an N2 molecule interacts with
as many as 13 carbon atoms during a collision[92]. The 〈Ef 〉/〈Ei〉 energy ratios were consistently higher
than the PMC predictions for every θi and Ei.
3.1.2 Convention gas-surface interaction models
Many gas-surface interaction models have been developed to accurately simulate the complex physics of
gas-surface collisions in DSMC. Among these, the Maxwell and the Cercignani-Lampis-Lord (CLL) models
are widely used. Due to its simplicity, Maxwell model is preferred, but the CLL model is more accurate
in producing the lobular scattering patterns similar to those observed in beam experiments.[95] A formal
mathematical construct for the interaction model is known as the scattering kernel[96], K, where K(ξi, ξr)
is the probability density function that a particle will be reflected with post-collisional velocity ξr for an
incident velocity ξi.
Maxwell’s gas-surface model
In the Maxwell model[90], an incident gas particle collides with the surface and scatters either specularly or
diffusively. Elastic collisions with the surface result in specular scattering, in which the magnitude of the
tangential and normal kinetic energy component remain the same but the direction of the normal velocity
component is reversed. For diffuse scattering, the particle’s post collisional velocity components are randomly
assigned from a half Maxwellian velocity distribution generated at the surface temperature. The scattering
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kernel[97] for the Maxwell model is given by,
KM (ξi, ξr) = (1− aM )δ(ξi − ξr,specular) + aMfm(ξr)|ξr · n| (3.1)
where, fm is the Maxwell-Boltzmann velocity distribution, aM is the ratio of the number of molecules that
are scattered diffusively to the total number of scattering interactions. For most engineering applications,
this fraction is assumed to be between 0.8 and 0.9[98].
We will refer to the ratio of the kinetic energy lost by an individual gas atom or molecule to the dif-
ference between its incident and wall energy during a single MD trajectory as the instantaneous energy





where, Ei is the incident energy of the gas particle, Er is the reflected or post-collisional energy of the gas
particle, and Ewall is the energy of the gas particle equivalent to the temperature of the surface (wall). The











where, mg = 4.65×10−26 kg is the mass of the nitrogen molecule, kB = 1.3806×10−23 J/K is the Boltzmann
constant, and Twall = 300 K is the temperature of the surface. The value of ᾰE is a function of surface
temperature, surface material, surface roughness as well as the gas species. Since ᾰE is specific to an
individual collision, to use this information in the DSMC Maxwell’s GSI model, which is based on numerous
collisions, an ensemble average of ᾰE over many MD trajectories is calculated. This will be referred to as













φ = 2πR4 (3.7)
where, c′r is the most probable velocity at the temperature of the surface, |ξr| represents the magnitude
of the reflected velocity, ψ,φ are the local polar and azimuth angles respectively directed along an outward
normal from the surface, and R1 through R4 are uniformly distributed random numbers in the range (0,1).
Maxwell’s model assumes that when an incident DSMC computational particle collides with the surface,
it will either retain its kinetic energy and reflect specularly or lose all trace of its inbound kinetic energy,
becoming thermally equilibrated to the surface and diffusively reflecting. However, this is not always true
since after the collision the gas computational particles may only partially thermalize with the surface.
The average amount of kinetic energy lost is quantified by the ensemble averaged energy accommodation
coefficient αE which can also be written as,
αE =






(1− αE)ξ2i + αEc′2r (3.9)
and ξ2i represents the kinetic energy of the incident DSMC computational particle. For diffuse interactions,
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where, αn is the ensemble average accommodation coefficient for the normal component of the kinetic energy
of the particle, σt is the ensemble average accommodation coefficient for the tangential momentum of the
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gas particle, RG is the specific gas constant, and I0 is the modified Bessel function of zeroth order. Also,
ξn,i, ξn,r, ξt,i, and ξt,r are the normal incident and reflected and tangential incident and reflected velocity
components of the DSMC gas particle, respectively. For simplification, the ensemble averaged tangential
momentum accommodation coefficient σt can be converted to the form[61],
αt = σt(2− σt) (3.13)
where, αt is the ensemble averaged accommodation coefficient of the tangential component of the kinetic
energy. We will calculate an instantaneous tangential energy accommodation coefficient, ᾰt, from the change





This instantaneous tangential energy accommodation coefficient will then be averaged over typically 2500














where, Et,i and En,i are the incident tangential and normal translational kinetic energy of the gas particle,
respectively, Et,r and En,r are the post-collisional tangential and normal translational kinetic energy of the
gas molecule, and Ewall is calculated using Eq. 3.3.
Unlike Maxwell’s model, the post-collisional velocities for the CLL model depend on the pre-collisional
history of the particle. Work by Padilla[61] showed that the CLL kernel can be implemented using a
procedure that evaluates the normal component of the post-collisional velocity, ξn,r, the first tangential
velocity component of the reflected velocity, ξt1,r, and the second tangential velocity component of the
reflected velocity, ξt2,r through the selection of six uniformly distributed random numbers in the range from
(0,1).
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3.1.3 Comparison of the experimental scattering angle and energy
distributions with the conventional GSI models
Angular and translational energy distributions were generated for the Maxwell and CLL GSI models, which
were then compared with the molecular beam data for an incidence velocity and angle of 1,453 m/s and
70o presented in Sec. 3.1.1. A comparison of the angular distribution from the Maxwell model is shown in
Fig. 3.1(a). Due to the separate treatment of the specular and diffuse reflections by the Maxwell model,
a spike in the angular and energy distribution at 70o in Figs. 3.1(a) and (b), which corresponds to the
contribution from the specular reflection, can be seen. The spike in both the distributions becomes more
prominent if the value of aM is decreased. Reducing the value of αE will lead to higher scattering energies,
but the angular distributions will remain unchanged. Therefore, the Maxwell model is not well suited to
replicate the final angle and translational energies measured for scattering of nitrogen from a graphene
surface.
Using the CLL model does, however, allow us to reproduce the lobular angular distribution, as shown
in Fig. 3.2(a) for αn = 0.2 and αt = 0.4. Although the peak and width of the final angle distribution is in
excellent agreement with the experiment, it can be seen in Fig. 3.2(b) that the ratio of post collisional to
initial energy as a function of final angle for this choice of accommodation coefficients is very different from
the experiment. Note that this lack of agreement in the energy ratio is expected since the accommodation
coefficients are not consistent with the experiment which found that the primary mode of energy transfer
between N2 and the HOPG surface is in the normal direction, whereas, energy in the parallel direction was
conserved. This means that if the CLL model was able to describe the data, αn and αt should lead to
numbers closer to unity and zero, respectively. Hence values of αn = 0.2 and αt = 0.4 are inconsistent with
the experiment.
One can ask whether it is possible to improve the CLL fit with experiment by insisting on parallel momen-
tum conservation. To that end, it was found that an αn = 0.2, αt = 0.0 led to an angular distribution peak
that shifts to higher final angles and the distribution width becomes too narrow, as shown in Fig. 3.2(a).
However, as can be seen in Fig. 3.2(b), the assumption of a specular tangential energy accommodation
coefficient (αt = 0.0) leads to much better agreement with the experiment for final angles greater than
approximately 50o. Also the result is closer to the PMC curve for those final angles where the experiment
agrees with PMC because the CLL kinetic energy distribution is consistent with the “hard-cube” model of
gas-surface collisions, which assumes parallel momentum conservation (PMC)[93, 83]. However, the transla-
tional energy of the scattered molecules is over predicted by the CLL model at smaller final angles (closer to
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surface normal). Note that the CLL curve for αn = 0.2, αt = 0.0 terminates at final angles less than approx-
imately 45o due to limited normal momentum loss and conservation of parallel momentum. These results
show that the CLL model does not successfully reproduce both the experimental post collisional energy and
angular distributions when αt = 0.0.
Finally, in our previous work, [92] we took an ensemble average of our MD trajectory simulations of N2
scattering from an HOPG surface to calculate the CLL accommodation coefficients. Note that in this case,
we did not have experimental scattering data and used the -C-N- Lennard-Jones parameters in the ReaxFF
potential that were obtained from the work by Kamat, et al.[58] Similar to the work of Duan et al.[56], we
calculated[92] values of αn = 0.62 and αt = 0.05, which are generally consistent with the trends seen in
the experiment. However, when these MD derived accommodation coefficients are used here in the CLL
model, the final angle distributions for αn = 0.6, αt = 0.0 (close to 0.05) and αn = 0.6, αt = 0.4, shown in
Fig. 3.2(c), are significantly broader than those shown in Fig. 3.2(a). Examination of Fig. 3.2(b) shows that
increasing αn from 0.2 to 0.6 gives energy distribution trends which are similar to αn = 0.2. The smaller
value for αt is again consistent with the experiment and PMC, but both deviate from the experiment at
smaller angles. Thus, we can conclude that while the CLL model is beneficial in fitting molecular beam
results for use in meso-scale methods, such as DSMC, there is no a priori method to select the αn and αt.
Therefore, a more fundamental modeling approach to GSI interactions is required.
3.2 Analysis of beam molecular experiments using MD
simulations
3.2.1 Details of the MD Simulations
For the trajectory simulations, the ReaxFF MD tool[62] was used to study the impingement of molecular
nitrogen on a graphene surface at incidence angles, θi = 30
o, 45o, and 70o, with incidence velocities, vi =
1,453 and 2,220 m/s. The trajectories performed at these two incidence velocities are henceforth referred to
as lower- and higher-velocity cases, respectively. Note that all angles are referenced relative to the surface
normal. Each case, with a designated incidence velocity and angle, was simulated using 10,000 trajectories
on four and six layer HOPG surfaces, as will be discussed further in Sec. 3.2.5. It was observed that the
non-bonded -C-N- interactions occur within 8 Å. Therefore taking an initial N2 position at 10 Å above the
surface ensures that it is unaffected by surface forces. After the point of closest approach to the surface,
the simulation is allowed to continue until the N2 molecule reaches 10 Å above the surface again, so that
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no further intermolecular interactions can occur. At this step, the simulation is terminated and the post-
collision velocities are stored to generate statistics over the 10,000 trajectories. The time step used for the
simulations was 0.1 fs. Since the molecular beam was cold, no initial rotational energy was provided to the
N2 molecules during the MD trajectories. Also, it was observed that the N2 molecules did not gain significant
rotational energy after colliding with the surface.
Similar to the analysis of the measured energy ratios and angular distributions of scattered flux, discussed
in Sec. 3.1.1, we found from the trajectory simulations that interactions between the N2 molecule and the
HOPG surface were not always simple and could involve multiple collision events with the surface, especially
at shallow incidence angles and for the lower incident velocity. As observed from the results, it was found that
some of the impinging nitrogen molecules complete the trajectory only after multiple jumps or bounces on the
surface. For some trajectories, the molecule continues bouncing on the surface and does not escape from the
surface even after 9.0 ps, which is 8 times the time required for a single collision trajectory. The three collision
categories described above, are referred to as single collision, multiple collisions with escape, and multiple
collisions without escape. The fraction of molecules undergoing single collisions and multiple collisions with
and without escape was found to depend on surface topology and the incidence angle and the kinetic energy
of the gas molecule. Since the gas molecule does not escape from the surface in cases of multiple collisions
with no escape, those molecules are considered to be fully accommodated at the surface temperature. The
center-of-mass position, normal velocity, and the kinetic energy for all three cases have been presented in
our previous work[100]. Therefore, the scattering outcomes from the trajectories were classified into three
categories, namely, single collision, multiple collisions with escape, and multiple collisions without escape. A
trajectory is considered as a single collision event when the nitrogen molecule comes towards the surface and
completes the trajectory in one approach, as seen in Fig. 3.3(a), which shows the molecule’s z co-ordinate
plotted as a function of time.
Single collision events typically occur in less than 2 ps simulation time and are analogous to impulsive
scattering. For the events referred to as the multiple collisions with escape, the gas molecule approaches
the surface repeatedly before eventually moving away from the surface, as shown in Fig. 3.3(b). However,
for some multiple collision events, the gas molecule does not move away from the surface even after 10 ps,
which is when the trajectory was terminated, as shown in Fig. 3.3(c). Such trajectories are categorized
as multiple collisions without escape events. For this category, the gas particles lose almost all of their
incidence energy and are accommodated to the surface energy, but, they also continue to move on the
surface in the downstream direction by bouncing or hopping on the surface. It is certainly tempting to
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consider N2 molecules undergoing multiple collision without events as trapped or sticking to the surface.
However, if the multiple collisions without escape events were indeed trapped N2 molecules, their subsequent
scattering would occur at an energy and angle analogous to that of a MB distribution. The absence of
molecules that scatter with a MB distribution from the experimental time-of-flight data suggests that the
multiple collision without escape events are not trapped molecules.
As previously discussed in Sec. 3.1.1, these multiple collision events are implied in the term, quasi-
trapping. Using the MD trajectory simulation results, we observed that a large number of trajectories with
low normal incidence energy result in multiple collision events (quasi-trapping). Also, we found that for the
multiple collision with escape events, during the successive impingement on the surface, the N2 molecule
primarily loses energy in the normal direction and only a fraction of its tangential energy to the surface.
This causes the peak of the scattering angular distribution of the multiple collision with escape events to
be similar to that of the single collision events. However, the number of bounces experienced during these
events varies from two to 16 depending on the number of surface atoms encountered during the collision
event, thus leading to a larger variance or width to the angular distribution.
3.2.2 Effect of Number of Surface Layers on Surface Stiffness
One of the challenges in using MD to model gas beam impingement on surfaces is the large difference in
the spatial length scale. Therefore, it is important to demonstrate that a sufficient number of graphene
layers have been considered to make meaningful comparisons of MD simulations with the experiment. To
understand the effect of the number of graphene layers on the scattering results, two HOPG surfaces were
generated, namely four layer and six layer surfaces. The four layer HOPG surface was generated by arranging
512 carbon atoms in four sheets, with each sheet containing 128 atoms. Similarly, the six layer surface was
generated by arranging 768 carbon atoms in six sheets, with each sheet containing 128 atoms. The surfaces
were first energy minimized and then tempered using a constant pressure and temperature (a NPT ensemble)
of 1 atm and 677 K, respectively. The scattering dimensions for the four layer and the six layer surfaces are
17.32 x 19.98 x 9.60 Å and 17.32 x 19.98 x 16.25 Å, respectively. The surfaces were modeled as periodic in the
in-plane (x and y) directions. Snapshots of the four and six layer HOPG surfaces are shown in Figs. 3.4(a)
and 3.4(b). Further details regarding the surface generations are available in our previous work[92].
The dependence of collision statistics on the number of surface layers is shown in Figs 3.5(a) and 3.5(b)
for the lower- and higher-velocity trajectories, respectively, at different incidence angles. At lower incidence
angles (closer to surface normal), the majority of simulated trajectories were single collision events for both
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incidence velocities. At higher incidence angles, the fraction of single collision events decreased and the
fraction of multiple collision events increased. Comparing the lower- and higher-velocity cases, we observed
that increasing the incidence velocity increases the fraction of single collision events for all incidence angles.
The effect of the number of surface layers on the fraction of single collision events is more significant at higher
incidence velocities. However, for both incidence velocities, it should be noted that for the four layer HOPG
surface, as the incidence angle is increased the fraction of single collision events decreases and is compensated
by an increase in the fraction of multiple collision with escape events (dashed green line). But, when the six
layer surface is used, as the incidence angle is increased (shallower), the multiple collision without escape
events become dominant (solid blue line) instead of the multiple collision with escape events.
This important difference in the collision statistics occurs because of changes in the interlayer stiffness
when the number of surface layers is increased. To study the stiffness of the surfaces, the non-bonded
interaction between two carbon layers was approximated as a spring, such that the four layer HOPG surface
was represented as a structure comprising four sheets connected by these three springs. The first spring
connects the bottom layer of the surface to the one just above it, and so on, for the surface shown in
Fig. 3.4(a). Similarly, the six layer HOPG surface was assumed to be a combination of five springs connecting
the six layers of the surface shown in Fig. 3.4(b). During the trajectory simulation, the height of the surface
carbon atoms (z co-ordinates) that were within a 10 Å radius, centered around the surface projection of the
N2 molecule, for each surface layer was recorded and averaged. The differences between the average heights
of the surface layers provided the length of the hypothetical spring connecting two adjacent layers.
A probability distribution was generated by sampling these spring lengths for all the trajectory simu-
lations, as shown in Fig. 3.6. It should be noted that while all five springs of the six layer HOPG surface
generated a probability distribution of spring lengths similar to a normal distribution, for the four layer
HOPG, only the central spring, that is, the spring connecting sheets 2 and 3 generated a normal distribu-
tion. The top and bottom spring probability distributions were found to be bi-modal, as shown in Fig. 3.6(a).
On further investigation, it was observed that the two peaks of the bi-modal distributions represent mean
spring lengths of 3.12 and 3.28 Å. These two distances represent the respective distances between the 1st-2nd
and 2nd-3rd surface layers before and after the N2 molecule interacted with the atoms of the four layer HOPG
surface. In contrast, all five springs of the six layer HOPG surface have a mean pre- and post-collision spring
length of 3.19 Å, as shown in Fig. 3.6(b), suggesting that the six layered surface is a better representation
of the experimental graphene surface.
To obtain an effective spring constant, kr, for the four and six layer surfaces, the distribution of the
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spring lengths were fit to the form,
p(r) = C e
−Vb(r)
kBTs (3.18)
where, p(r) is the probability distribution function of the spring lengths, such that, the spring interaction
energy is given by Vb(r), kB is the Boltzmann constant, and Ts = 677 K is the canonical surface temperature.




kr (r − r0)2 (3.19)
where kr is the spring constant and r0 is the equilibrium spring length. The generated probability distribution









where µ is the median of the sampled data and σ is its standard deviation, both of which are obtained from
the MD simulations. The average spring constants for the four and six layer HOPG surfaces were thus found
to be kr = 38.92 and 44.52 eV Å
−2, respectively. A higher spring constant represents a stiffer surface. Note
that only pre-collision spring lengths were used to fit the probability distribution for the four layer surface
to Eq. 3.20.
Changing the number of graphene layers changes the stiffness of the surface. When a gas molecule collides
with a stiffer surface, it is more likely to undergo a single collision event. But higher spring stiffness also
makes the surface less flexible and so if a gas molecule is unable to escape from the surface in one approach,
it will more likely become accommodated to the surface rather than escape from it. The layers of the less
stiff, four layer surface, are prone to flexing during the gas-surface interactions, which allows the incident
gas molecule to interact with more surface atoms. When a gas molecule interacts with more surface atoms,
it is more likely to gain translational energy from the surface and reflect sub-specularly (θi > θf )[101]. Thus
if a gas molecule is unable to complete the trajectory in one approach, it can undergo multiple collisions
and escape from the surface. The less stiff, four layer surface allows the N2 molecules to exchange energy
over multiple collisions, making the multiple collision with escape events as the dominant outcome of the
trajectories at shallow incidence angles, as shown in Figs. 3.5(a) and 3.5(b). In contrast, for the stiffer six
layer surface, N2 molecules that do not complete the interaction in single collision become accommodated
to the surface.
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3.2.3 Role of -C-C- Bonded Interactions in Predicting Scattering Behavior
To study the influence of the -C-C- bonded interatomic potential on N2 - HOPG collisions, trajectory
simulations were performed by using different -C-C- bonded interactions for the same -C-N- non-bonded
interaction parameters. We performed two sets of 10,000 trajectory simulations of N2 with an incidence
velocity and angle of 1,453 m/s and 70o, respectively, on a four layer HOPG surface. For the first set of
simulations we used the ReaxFF potential to model the -C-C- bonded interactions and for the second set
of simulations, we used the AI-Rebo[102] potential. The AI-Rebo and ReaxFF potentials are similar in
their treatment of non-bonded interactions between -C-N pairs but differ in their treatment of the -C-C-
interactions in the HOPG structure. Bonded interactions in a complex network of -C-C- bonds in HOPG
are strongly influenced by the parameters used. The ReaxFF -C-C- potential was obtained from the work
by Goverapet,et al.[103] and parameters for the -C-N- interaction were obtained from the supplementary
material by Kamat,et al.[58]. The van der Waals dissociation energy for the -C-N- interaction provided in the
ReaxFF force-field files was ε = 0.1447 kcal mol−1 and the same value was also used as the well-depth, ε for
the AI-Rebo trajectory simulations. The σ = 3.3966 Å value for the Lennard-Jones potential was obtained
from the supplementary material by Jorgensen and Tirado-Rives[104] using combination rules. To calculate
the bonded interaction strengths, we performed microcanonocal ensemble (constant energy) simulations of
HOPG for 2 million time steps using both AI-Rebo and ReaxFF. From these simulations, we obtained
256,000 -C-C- bond length samples each from the two potentials. The curve-fit of the generated probability
distribution of the samples, shown in Fig. 3.7(a), was used to obtain the -C-C- bond strengths.
Using Eqs. 3.18-3.20, the -C-C- bonded interactions were found to have spring constants of kr = 41.67
and 46.61 eV Å−2, for AI-Rebo and ReaxFF, respectively. This suggests that the HOPG surface simulated
by ReaxFF is stiffer than that simulated by the AI-Rebo potential. The bond strengths can be studied
by analyzing the bond stretching frequency. In terms of wavenumbers, using Hooke’s law, we obtained the
bond stretching frequencies of 1372.71 and 1482.73 cm−1 for AI-Rebo and ReaxFF, respectively, both of
which are comparable to the reported bond stretching wavenumbers[105] of 1000 cm−1 (-C-C-) and 1600
cm−1 (-C=C-). Angular and 〈Ef 〉/〈Ei〉 distributions from these two potentials are shown in Fig. 3.7(b) and
(c), respectively. Because the HOPG four layer surface simulated by AI-Rebo was less stiff compared to
ReaxFF, the scattering peak angle predicted by AI-Rebo was closer-to-normal compared to the experiments.
The higher stiffness of the ReaxFF surface restricts the number of surface atoms that can interact with the
N2 molecule, which in turn, limits the exchange of energy between the gas and the surface. Therefore, the
energy ratios predicted by AI-Rebo are lower than the experimental and the ReaxFF values. The interaction
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of N2 molecules with a more flexible AI-Rebo surface means that the majority of the AI-Rebo trajectories
resulted in multiple collision with escape events, leading to an angular distribution that is shifted towards
the surface normal. The weaker -C-C- bonded interactions increase the fraction of multiple collision with
escape events, thereby resulting in lower final angles and lower scattering energies.
3.2.4 Role of -C-N- Non-Bonded Interaction Potential in Predicting
Scattering Behavior
To understand the role of -C-N- non-bonded interactions, the -C-N- Lennard-Jones potential parameters
were changed by reducing the well-depth for the same ReaxFF -C-C- values. Since the energy exchange
between the gas and surface atoms comes from van der Waals interactions, the dissociation energy, or the
LJ potential well-depth, has an important effect on the scattering dynamics. Zhechkov, et al.[106] have
observed that when a basis set superposition error (BSSE) error correction was applied to the aug-CC-
pVTZ DFT calculation, the physisorption energy was substantially smaller for the N2 and graphene platelet
interaction. The comparison of the baseline and the new shallower LJ potential, along with the average
DFT physisorption energies are shown in Fig. 3.8. The baseline LJ well-depth, as previously mentioned is
ε = 0.1447 kcal mol−1 which is approximately twice that of the shallower potential well-depth of ε = 0.05966
kcal mol−1 obtained from the aug-CC-pVTZ BSSE calculations.
Using the shallower LJ potential will lead to differences in the angular and energies distributions from the
baseline case resulting from changes in the type of collision events. The attractive component of the baseline
LJ potential accelerates the N2 molecule as it approaches the surface, increasing its kinetic energy, as shown
in Fig. 3.3. Higher incidence energies are more likely to generate single rather than the multiple collision
events. The shallower LJ potentials limits the ability of the surface to generate strong attractive and repulsive
van der Waals interactions required to generate single collision events, and instead, it increases the fraction
of multiple collisions events which, subsequently increases the energy transfer to the surface. Therefore, the
shallow LJ well-depth cases will generate lower scattering energies compared to the experiments and the
baseline simulations. At higher incident velocities and higher incidence angles, the N2 molecule will interact
with more surface atoms compared to trajectories with lower incident velocities and lower incidence angles.
This makes the effect of the lower LJ potential especially significant at higher incident velocities and angles,
as will be discussed next.
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3.2.5 Comparison of MD Scattering Results with Molecular Beam Data
The results discussed here were obtained from both four and six layer HOPG surfaces using the ReaxFF
-C-C- potential and baseline LJ potential (see Fig. 3.8). To obtain the translational energy and angular
distributions of scattered products, the post-collision velocity components were sampled at the end of every
MD trajectory simulation. The translational energies and angles of the scattered molecules, Ef , and θf ,
were calculated from the sampled post-collision velocity components. The total number of sampled MD
trajectories as a function of θf are shown in Fig. 3.9 for the lower- and higher-velocity simulations with
varying incidence angles.
Comparison of Figs. 3.9(a)-(c) with (d)-(f) shows that the widths of the angular distributions become
narrower at all incidence angles when the incidence velocity is increased. The distributions generated for
the θi = 45
o trajectories are nearly symmetric, as seen in Figs. 3.9(b) and (e), whereas the distributions for
θi = 30
o and 70o show a bias with extended tails at larger final angles for the former and at smaller final
angles for the latter. For both velocities and three incidence angles, we find that the majority of the N2
molecules lose translational energy to the surface and are scattered at angles larger than the incidence angle.
Therefore, the corresponding number of samples at angles closer to the surface normal is extremely low.
Nitrogen molecules reflected at these near-normal angles occur rarely when the impinging N2 molecule gains
kinetic energy from the cold surface, as opposed to losing it during the collision process. When an incident
N2 molecule approaches the graphite surface, which was observed to have transient wave-like structures as
a part of its topology during our simulations, it is exposed to a surface morphology that has a trough. This
may cause it to interact with as many as 13 carbon surface atoms[92] and generate a larger repulsion which
imparts additional kinetic energy to the gas particle during the collision and produces a scattered trajectory
that is closer to the surface normal.
Comparison of the angular and energy ratio distributions obtained from MD for the lower-velocity in-
cidence cases from the two HOPG surfaces are compared with the experimental results in Fig. 3.10(a)-(e).
Good agreement was observed for the θi = 45
o and 70o cases, in terms of the peak final angle and angular
distribution widths, as shown in Figs. 3.10(b) and (c), for both the four and six layer HOPG surface. How-
ever, for the θi = 30
o case, MD simulations over predict the peak final angle by 7o (closer to surface normal)
when the four layer HOPG surface is used. The disagreement in the peak final angle is reduced when the
six layer HOPG surface is used, suggesting that the nature of the energy loss predicted by these simulations
is closer to that observed in the experiments.
The translational energy lost by the nitrogen molecule is calculated as a ratio of its final energy to
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incidence energy (〈Ef 〉/〈Ei〉). Since the angular dependence of this ratio is proportional to the energy
loss at the surface, the better agreement of the six layer HOPG simulations with the experiment at θi =
30o can be explained in terms of the translational energy ratio distribution shown in Fig. 3.10(d). Energy
ratios of trajectories with final angles closer to 30o for the six layer HOPG were in better agreement to the
experimental values, compared to the energy ratios from the four layer HOPG trajectories. As discussed
previously in Sec. 3.2.2, the four layer surface predicts higher energy gain for θf < 30
o compared to the six
layer HOPG surface and to the experimental results. Reasonable agreement was obtained for the energy
ratios for θi = 45
o and 70o cases, for both four and six layer HOPG simulations at 1,453 m/s incidence
velocity, as shown in Figs. 3.10(e) and (f).
Similarly, for the higher-velocity trajectory simulations, the four layer surface over predicts the peak
final angle as shown in Fig. 3.11(a) for θi = 30
o. Using the six layer surface gives better agreement with
experiment, but the peak final angle is still over predicted by 5o. Good agreement was observed between the
MD results for the four and six layer HOPG and the experimental results for θi = 45
o and 70o, as shown
in Figs. 3.11(b)-(c). Compared to the lower-velocity angular distributions shown in Figs. 3.10(a)-(c), the
angular distributions for the higher-velocity cases are noticeably narrower, as seen in Figs. 3.11(a)-(c). This
is expected because the higher incidence velocities will lead to more specular-like reflections.
Important differences in terms of the energy exchange are observed when the energy ratio distributions
are compared for different incidence angles for the higher-velocity case. Good agreement was found between
the MD prediction and experiments at θi = 30
o and 45o, as shown in Fig. 3.11(d) and 3.11(e), respectively.
However, for θi = 30
o, almost all nitrogen molecules, for both the four and six layer HOPG surfaces, lose
energy to the surface whereas almost all nitrogen molecules gain energy from the surface at an incidence
angle of 70o (Fig. 3.11(f)). Comparing the energy ratios, shown in Fig. 3.11(f) with the angular distribution
shown in Fig. 3.11(c) it can be concluded that the energy gained by the N2 molecule is in the normal direction
and not in the tangential direction, as any gain in the tangential direction would lead to larger peak final
angles.
Compared to the final energies at θi = 30
o and 45o, the MD results at θi = 70
o, shown in Fig. 3.11(f),
are in larger disagreement with the PMC model and with the experiment. We performed additional higher-
velocity trajectory simulations with θi = 70
o using the low-LJ potential well-depth discussed in Sec. 3.2.4.
While lowering the well-depth did not change the angular distribution, it significantly reduced the final
energy. The trajectories simulated with the baseline LJ potential well-depth, predicted that the N2 molecule
gains additional translational energy from the surface. Reducing the LJ potential well-depth decreases the
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attractive forces acting on the N2 as it approaches the surface, as well as the repulsion as it travels away
from the surface. Thus, for the lower LJ potential, N2 molecules lose more energy to the surface, lowering
the 〈Ef 〉/〈Ei〉 ratio, as shown by the “Low-LJ 4 layer” curve in Fig. 3.11(f).
Another very recent MD study by Majumder, et al.[88] has simulated the scattering dynamics of N2
from HOPG. The angular distributions were narrower than those reported in this work, particularly at low
θi. Additionally, the probability of multiple collision events reported in their work were substantially lower
than those found in the current study. It should also be noted that MD study by Majumder, et al.[88],
uses substantially lower surface temperature (300 K compared to 677 K used for this work) and does not
have comparisons with other experimental works. The current study has shown how sensitive the scattering
dynamics are to the gas-surface potential, which may explain the lack of quantitative agreement between
the experimental results presented here and the simulations by Majumder, et al.[88]
3.3 Summary
In this chapter, we presented a comparison of molecular beam results and MD simulations for N2 scattering
from HOPG provided insight into the complex gas surface interactions of a relatively simple, non-reacting
system. The experimental results showed that N2 molecules scattered from an HOPG surface in lobular
angular distributions, the widths of which decreased when the incidence velocity was increased. There was
no evidence for molecules that equilibrated thermally with the surface before scattering. However, at the
lower incidence velocity, the observed dynamical behavior of the scattered molecules suggested that some of
the molecules were partially accommodated (or “quasi-trapped”) to the surface. The extent of quasi-trapping
was greatest at θi = 70
o, where the energy oriented along the surface normal was lowest. MD simulations
reveal that the gas-surface interactions can be categorized into three distinct scattering types, which are
single, multiple with, and without escape events. These categories were found to be strongly correlated to
the incidence angle, velocity, and the number of surface layers, because these parameters affect the energy
transfer to the surface. For a surface temperature of 677 K and a baseline interatomic ReaxFF potential on
a six layer HOPG surface, the MD simulations agree well with the experimental translational energy and
angular distributions for all incidence velocities and angles that were studied.
The MD simulations showed that N2 scattering on HOPG is dependent on the number of surface layers,
-C-C- bonded interactions, and LJ potential well-depth. It was found that the six layer surface is stiffer
compared to the four layer HOPG surface and therefore gives better agreement with experiments. While the
influence of the surface stiffness on lower incidence angle trajectories is not significant, it is clearly important
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for higher incidence angles. Decreasing the LJ well-depth has a similar effect to that of reducing the number
of surface layers or decreasing the -C-C- bond stiffness. Decreasing any of these quantities reduces the
fraction of single collision events with the surface and generates a higher fraction of multiple collision with
escape events. For all incidence angles, more flexible surfaces lead to lower final translational energies.
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3.4 Table and Figures
Table 3.1: Characteristics of the angular distributions obtained from experiments.
θi Ei = 30.3 kJ mol
−1 (1,453 m/s) Ei = 67.9 kJ mol
−1 (2,220 m/s) Relative change
70o 67.0o 72.0o 0.15
θmax 45
o 55.0o 60.0o 0.09
30o 39.0o 43.0o 0.10
70o 21.6o 15.5o 0.28
FWHM 45o 34.0o 26.7o 0.21
30o 30.0o 24.0o 0.20
(a) (b)
Figure 3.1: Comparison of experimental angular and energy distributions with Maxwell model in (a) and
(b), respectively, for vi = 1,453 m/s and θi = 70
o.
(a) (b) (c)
Figure 3.2: Comparison of experimental angular distributions with CLL model using αn = 0.2 and 0.6 in
(a) and (c), respectively, for vi = 1,453 m/s and θi = 70
o. The comparison of experimental scattering
energy distribution with CLL model is shown in (b).
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(a) (b) (c)
Figure 3.3: Z position and kinetic energy of N2 molecule during the single, multiple collision with escape,
and multiple collision without escape events are shown in (a), (b), and (c), respectively.
(a) (b)
Figure 3.4: Snapshots of the four and six layer HOPG surface are shown in (a) and (b), respectively. The
carbon atoms (surface) are shown in copper and nitrogen atoms (gas) are shown in teal.
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(a) (b)
Figure 3.5: Collision statistics for the N2 trajectory simulations with vi = 1,453 and 2,220 m s
−1 are shown
in (a) and (b), respectively. The dashed and the solid lines represent results from the four and six layer
HOPG surfaces, respectively.
(a) (b)
Figure 3.6: Distributions of the interlayer distances for the four and six layer HOPG at surface
temperatures of 677 K are shown in (a) and (b), respectively.
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(a) (b) (c)
Figure 3.7: Probability distributions for HOPG -C-C- bond lengths are shown in (a). Angular and energy
ratios of scattered N2 for vi = 1,453 m/s and θi = 70
o on a four layer HOPG surface are shown in (b) and
(c), respectively.
Figure 3.8: Comparison of the carbon-nitrogen van der Waals potential from ReaxFF and the ab-initio
derived physisorption potential using aug-CC-pVTZ and aug-CC-pVTZ BSSE.
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(a) vi = 1,453 m s
−1, θi = 30o. (b) vi = 1,453 m s−1, θi = 45o. (c) vi = 1,453 m s−1, θi = 70o.
(d) vi = 2,220 m s
−1, θi = 30o. (e) vi = 2,220 m s−1, θi = 45o. (f) vi = 2,220 m s−1, θi = 70o.
Figure 3.9: Distributions of the number of samples as a function of final angle, θf . Results from the four
and six layer simulations are shown in blue and green, respectively.
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(a) θi = 30
o. (b) θi = 45
o. (c) θi = 70
o.
(d) θi = 30
o. (e) θi = 45
o. (f) θi = 70
o.
Figure 3.10: Angular and translational energy distributions of N2 trajectories at vi = 1,453 m/s are shown
in the top and bottom rows, respectively. Experimental values are shown in red and MD values for the four
and six layers are shown in blue and green, respectively.
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(a) θi = 30
o. (b) θi = 45
o. (c) θi = 70
o.
(d) θi = 30
o. (e) θi = 45
o. (f) θi = 70
o.
Figure 3.11: Angular and translational energy distributions of N2 trajectories at vi = 2,220 m/s are shown
in the top and bottom rows, respectively. Experimental values are shown in red and MD values for the four
and six layers are shown in blue and green, respectively.
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Chapter 4
Development of a direct velocity
sampling gas-surface interaction
method
To understand the influence of the different MD-derived GSI models and their specific parameters in DSMC,
the well understood problem of hypersonic flow over a flat plate was studied. In this study, we have com-
pared our DSMC results with the experimental and simulation work by Lengrand[91] and McDaniel[107].
Lengrand[91] performed an experiment investigating the flow of nitrogen gas over a multi-layered graphene
flat plate at a Knudsen number of 0.033, measuring the heat flux and number density over the plate. Later,
McDaniel[107] conducted a flow experiment with nitrogen gas over a fused-quartz surface at a Knudsen num-
ber of 0.003 to measure the velocity profiles in the boundary layer using laser-induced fluorescence. Since at
the atomistic level, a multi-layered graphene surface is smooth and planar as opposed to fused-quartz which
is rough or amorphous, these two cases should provide an interesting test of the MD-derived GSI models.
The organization of the chapter is as follows. We briefly describe the process of MD surface generation
in Sec. 4.1.1 as well as the initial conditions and the potential used for the MD trajectory simulations in
Sec. 4.1.2. The analysis of the trajectory simulations performed to obtain accommodation coefficients, post-
surface velocity and angular distributions for multi-layered graphene and fused-quartz surfaces is discussed
in Sec. 4.1.3 and Sec. 4.1.4 and comparisons of instantaneous with ensemble averaged tangential and normal
energy accommodation coefficients from a fused-quartz surface are presented in Sec. 4.1.5. In Sec. 4.2 the
accommodation coefficients and the statistics obtained from MD were used to perform DSMC simulations
for the experimental conditions of Lengrand and McDaniel. Since various GSI models will be implemented
in the DSMC studies of the two experimental cases, a summary of these models is shown in Table 4.1.
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4.1 Molecular dynamics simulation of nitrogen molecule
collisions on multi-layered graphene and fused-quartz
surfaces
ReaxFF, a reactive force-field based molecular dynamics tool, is used to perform trajectory simulation
of nitrogen on a multi-layer graphene and fused-quartz surfaces. The MD interatomic potentials can be
classified into bonded and non-bonded interactions. The covalent bond, angles, and dihedral terms are
classified as bonded interactions. The electrostatic and van der Waals forces are simulated using the non-
bonded potential. The trajectory simulations depend primarily on the van der Waals interactions, which in
ReaxFF is simulated using the distance corrected Morse potential[62],







































where, x is the shielding parameter which restricts the potential from approaching infinity, rij is the inter-
atomic distance, χ is the van der Waals shielding, rvdW is the van der Waals radius, β is the width of the
potential well, and Dij is the van der Waals dissociation energy, which represents the depth of the potential.
The subscripts i and j represent the atom species. The first exponential term of Eq. 4.1 represents the
attraction term and the later represents the repulsive part. The van der Waals parameters used for this work
are provided in Table 4.2.
The force-field files contain the interatomic interaction parameters required for an MD simulation. The -
C-C- potential used to simulate the multi-layered graphene surface was obtained from the work by Goverapet,
et al.[103] The unit-cell dimensions of multi-layered graphene were obtained from Paci, et al.[108] The
potential used to simulate -C-N- interactions has been obtained from the supplementary material of Kamat,
et al.[58] The -Si-Si- and -Si-O- interactions were simulated using the potential by Fogarty, et al.[109] The
Si-N and -N-O- potentials were obtained from the work by Rahnamoun, et al.[8] All ReaxFF silica interaction
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potentials can also be obtained from the LAMMPS[63] database. Interaction potentials to simulate helium
trajectories on a multi-layered graphene surface were obtained from the previously mentioned work by Kamat,
et al.[58]
4.1.1 Surface generation
The multi-layered graphene surface is generated from a supercell composed of two multi-layered graphene
sheets consisting of 32 carbon atoms each in a periodic cell of size 8.539 x 9.860 x 6.450 Å. The supercell
is duplicated once in the x, y, and z directions, resulting in four sheets of multi-layered graphene such that
each sheet of multi-layered graphene contains 128 carbon atoms, giving a total of 512 carbon atoms in a
periodic domain of size 17.078 x 19.72 x 25.00 Å. The surface is annealed using an NPT ensemble with the
periodic cell held at a constant pressure of 1 atm using a Berendsen barostat with a damping constant of
100 fs and a Berendsen thermostat with a coupling of 10 fs. The Berendsen[110] barostat and thermostat
are used to maintain the system pressure and temperature, respectively, at the required conditions during
an MD simulations. The surface was heated from 300 to 1000 K and cooled back to 300 K in steps of 100 K
per 2 ps with a total annealing simulation time of 40 ps. The final surface obtained is shown in Fig. 4.1(a)
and it can be seen that the multi-layered graphene sheets are relatively ordered and flat. The final periodic
cell size obtained is 17.32 x 19.98 x 25.00 Å with a potential energy per atom of of -196 kcal/mol.
To generate the fused-quartz surface, 176 SiO2 molecules are placed randomly in a periodic cell of 20
x 20 x 20 Å to achieve the expected mass density of 2,200 kg/m3. An energy minimization procedure is
performed for 125 ps with a time-step of 0.25 fs followed by a two-step procedure similar to that performed
for the multi-layered graphene formation. An NVT followed by an NPT annealing process is performed with
the fused-quartz surface being heated from 300 to 4000 K in steps of 100 K per 2 ps. Although the Berendsen
thermostat and barostat parameters were the same as that used for the multi-layered graphene annealing
steps, the annealing was performed with a periodicity in all three dimensions. However, the trajectory
simulations required the surface to be periodic only in two tangential dimensions and not in the normal
direction. The conversion process to form a surface periodic in two dimension leads to some non-terminated
silicon bonds on the top and bottom planes of the surface. The final fused-quartz surface is comprised of
532 atoms with a cell volume of 16.23× 19.57× 24.538 Å and is shown in Fig. 4.1(b). The final mass density
of the generated surface is 2,250 kg/m3, which compares well with the measured mass value of 2,200 kg/m3.
The first co-ordination shell of Si-O, Si-Si, and O-O was calculated to occur at 1.59 Å, 3.0 Å, and 2.60 Å, as
shown in Fig. 4.1(c) and are in excellent agreement with the results by Fogarty, et al.[109] The values of the
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Si-O-Si and O-Si-O angles obtained are 152.43o and 108.92o respectively, and are also in good agreement
with the experimental values of Da Silva, et al.[111]
4.1.2 Initial conditions and cases
MD is adept at simulating non-bonded van der Waals interactions very accurately, a benefit that was exploited
to calculate the instantaneous accommodation coefficients given in Eqs. 3.2, 3.14, and 3.16. The energy lost
or gained by the nitrogen molecule when it approaches the surface in a non-reactive manner was recorded in
each MD trajectory. To accurately determine the amount of energy change of the impinging and scattered
molecule, it is released from a random location in the x−y plane, 8.0 Å above the surface, a distance at which
the initial van der Waals forces are negligible. For all MD trajectories, the nitrogen molecule is provided
rotational kinetic energy about its center-of-mass equal to the rotational temperature obtained close to the
surface of the plate in DSMC simulations using the baseline Maxwell’s GSI model with full accommodation,
to be discussed in Sec. 4.2. The nitrogen molecule then travels towards the surface and eventually begins
accelerating due to the attractive component of the van der Waals force which gradually increase as the gas
molecule approaches the surface. As the gas molecule comes closer to the surface, the strong repulsive forces
exerted by the surface atoms begin to push the gas molecule away from the surface. Because the multi-
layered graphene surface is made up of a large number of small interconnected carbon structures, during the
collision the two atoms of the nitrogen molecule will interact with six or more of the carbon atoms arranged
in the topology described. In a nominal trajectory, as the nitrogen molecule travels away from the surface
due to repulsive forces, the surface starts to attract the gas molecule again with a force which gradually
decreases as the distance between the surface and the gas molecule increases. Eventually the gas molecule
returns back to 8.0 Å above the surface and the simulation is stopped because the collision process is deemed
to be complete. A time step of 0.25 fs for a total simulation of 36,000 time steps was performed and energy
conservation was found to hold to within 0.05%.
The nitrogen gas molecule is provided with pre-collisional normal and tangential velocities based on
the incidence speed and angular distributions from the experimental conditions of Lengrand and McDaniel,
which will be modeled with DSMC in Sec. 4.2. The free stream conditions and the flow orientation used
by Lengrand for his experiments have been provided in Table 4.3. The MD trajectories are initialized with
incidence speeds of 1503 and 1100 m/s, representing free stream and low velocity gas particles expected in
the boundary layer flow. The incidence angle, θ, was varied from 0o, 20o, 40o, 60o, and 80o. Each MD case is
defined by a combination of an incidence speed and angle. Please note that for this work, the incidence angles
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are defined from the surface plane and not from the surface normal. Similarly, the McDaniel experiment
had a free stream velocity of 750 m/s parallel to the plate, so the MD trajectories of molecular nitrogen
bombarding fused-quartz are initialized at incidence speeds of 750, 500, and 250 m/s and incidence angles
of 10o, 20o, 30o, and 40o. To generate adequate statistics for the collision dynamics, approximately 2,500
such trajectories are performed for each MD case.
4.1.3 Analysis of the ensemble averaged and instantaneous energy
accommodation coefficients obtained from the trajectory simulations
A validation case was run with cold nitrogen molecules sampled from a Maxwell-Boltzmann velocity distri-
bution at 300 K with random incidence angles bombarding a hot multi-layered graphene surface at 3,000 K.
The ensemble average energy accommodation coefficient, αE = 0.32, ensemble average normal energy ac-
commodation coefficient, αn = 0.61, and ensemble average tangential energy accommodation coefficient, αt
= 0.03, obtained from the MD simulations were found to be in good agreement with the values αE = 0.27,
αn = 0.62, and αt = 0.05 presented by Duan, et al.[56] An ensemble averaged accommodation coefficient of
0.2 was obtained for a second validation with helium as the incidence gas and the multi-layered graphene
surface at same temperature condition, showing good agreement with a value of 0.19 by Duan, et al.[57]
Good agreement was also observed between the MD ᾰE distribution of Duan, et al.[56], and this work as
shown in Fig. 4.2.
First, we start with the analysis of the multi-layered graphene trajectory simulations. From the collision
statistics shown in Fig. 4.3(a), it is observed that the number of single collision cases increases as the incidence
angle is increased, whereas, the number of multiple collision cases decreases. When the incidence speed is
lowered, the fraction of trajectories resulting in single collision cases decreases and the number of multiple
collision cases increases. It was also noticed that ᾰE for single collision cases was significantly different
than those for the multiple collision with escape cases. As seen from Fig. 4.3(b), αE for the single collision
and multiple collision with escape cases increases as the incidence speed or the incidence angle is increased.
However, the ensemble average energy accommodation coefficient for all trajectories remains roughly the
same, because the lower ensemble average accommodation coefficients of the single collision and multiple
collision with escape cases at low incidence speeds and angles are offset by the contribution from the higher
fraction of multiple collision without escape cases.
Generally, the value of energy accommodation coefficient for any gas-surface interaction is assumed to
be between zero and unity[51]. It can be seen in Fig. 4.3(b), however, that for grazing angles of incidence
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the ensemble averaged energy accommodation coefficients for some single collision and multiple collisions
with escape cases can be negative. This occurs because the instantaneous energy accommodation coefficient
for many single collision or multiple collisions with escape cases were negative because Er > Ei. When
accommodation coefficients were originally formulated for use in DSMC, conventional models of gas-surface
energy exchange treated the incident atom or molecule as a single hard sphere colliding with another single
hard sphere surface atom with an energy equivalent to the surface temperature. However, from the MD
simulations, the impinging molecular nitrogen was observed to interact with more than one surface atom,
and, in some cases, with as many as 11 surface atoms, when the molecular nitrogen was closest to the
surface, as shown in Fig. 4.4(a). Surface atoms are said to interact with the nitrogen molecule when the
pair exerts a mutually repulsive force, i.e. when they are within 4.0 Å of each other. The kinetic energy
contribution from the surface carbon atoms during the point of closest approach of the nitrogen molecule
is shown in Fig. 4.4(b). The nitrogen molecule can gain kinetic energy from the 11 surface atoms whose
individual kinetic energies are obtained from a Maxwell-Boltzmann distribution at the surface temperature.
The individual kinetic energy of the 11 surface carbon atoms are shown in Fig. 4.4(c). Therefore from an
atomistic point of view, when Ewall is evaluated using Eq. 3.3 it may not adequately represent the kinetic
energy contribution of the surface in all cases. Finally, when all types of collisions are considered (i.e., also
including multiple collisions without escape), it can be seen in Fig. 4.3(b) that the ensemble averaged energy
accommodation coefficient is positive for all incidence angles in accordance with conventional models.
Next, we compare the ensemble and instantaneous energy accommodations obtained from the multi-
layered graphene and fused-quartz surfaces. Difference in the trends of these trajectory outcomes can be
explained in terms of the topological variations between the two surfaces, as shown in Figs. 4.1(a) and 4.1(b).
The multi-layered graphene top surface, although a bit wavelike, is ordered and flat. In comparison, the fused-
quartz surface, being amorphous, is disordered without any planar reflection surface. Table 4.4 summarizes
the types of collisions and the instantaneous and ensemble averaged accommodation coefficients for the
multi-layered graphene and fused-quartz surfaces at two incident velocity and angle cases. It is observed
that for an incidence speed and angle of 1503 m/s and 80o, more trajectories result in a single collision for
the multi-layered graphene than for the fused-quartz surface. Also, a very small fraction of trajectories result
in multiple collision with no escape for multi-layered graphene, but this fraction is considerably higher for
the fused-quartz surface. The ensemble averaged energy accommodation coefficients for both surfaces and
all collision types were found to be similar for incidence angles closer to the surface normal. As shown in
Table 4.4, the fraction of multiple collisions without escape cases remains relatively unchanged for the fused-
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quartz surface but dramatically increases for the multi-layered graphene surface. At the lower incidence
speeds, on the multi-layered graphene surface, it is observed that the number of single collision events is
reduced, whereas the number of multiple collision with escape cases increases. Table 4.4 shows that the
ensemble average energy accommodation coefficient for the fused-quartz and the multi-layered graphene
surfaces are different at lower incidence speed and angle, unlike for the higher incidence speed and angle
case. It was observed from the single collision trajectory simulations that the energy exchange during the
gas-surface interaction occurs primarily in the normal direction and the tangential kinetic energy remains
comparatively unchanged. Especially for the smooth surface topology of multi-layered graphene, the loss
in gas tangential kinetic energy is negligible. This effect is more prominent at shallow or grazing angles
of incidence because most of the incident kinetic energy is in the tangential direction. At 1,100 m/s and
20o incidence speed and angle, the normal kinetic energy of the nitrogen molecule is very similar to the
thermal kinetic energy of the surface. This limits the kinetic energy exchange between the gas with the
multi-layered graphene surface. The irregular topology of the fused-quartz surface traps the incident gas
molecule regardless of its incidence angle resulting in higher energy accommodation coefficient than the
multi-layered graphene surface.
Since the cumulative distribution function will be used to sample the instantaneous energy accommo-
dation coefficients for one of the GSI models considered in DSMC (Sec. 4.2.1), we discuss the distributions
of ᾰE obtained for the two surfaces and two incident velocity conditions. It can be seen from Fig. 4.5(a)
that ᾰE is similar for both surface materials for the 1503 m/s and incidence angle of 80
o case. The peak
ᾰE for multiple collision with escape cases, for both surfaces, lies at 0.9 but for single collision cases it
lies at 0.5 and 0.9 for the fused-quartz and multi-layered graphene, respectively. The instantaneous energy
accommodation coefficient distribution for trajectories at an incidence speed and angle of 1100 m/s and 20o,
for the multi-layered graphene surface, are similar for the single collision and multiple collision with escape
cases, with peaks at 0.0 and 0.1, respectively. The distribution for the fused-quartz surface peaks at higher
values for single collision and multiple collision with escape cases, at 0.2 and 0.4, respectively, as shown in
Fig. 4.5(b). Finally, the cumulative distribution function of ᾰE obtained from trajectories of nitrogen on
multi-layered graphene at the lower incidence speed is shown in Fig. 4.5(c) which will also be used in the
modified Maxwell’s model in DSMC.
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4.1.4 Comparison of post-collision velocity and angular distributions
Post-collisional velocities also highlight the differences in the surface topology. The pre-collisional velocity
component distributions correspond to a single normal velocity towards the surface (Vz) and the two tangen-
tial velocity components, Vx and Vy, are assigned using random values from an arc-sine distribution of the
tangential component of the incidence speed. The distribution of the post-collisional MD velocities for the
multi-layered graphene and fused-quartz surface at an incidence speed and angle of 1100 m/s and 20o are
shown in Figs. 4.6(a) and 4.6(b), respectively. For the multi-layered graphene surface, it is observed that the
post-collisional tangential velocity distribution is similar to the pre-collisional distribution but the normal
velocity distribution takes a Gaussian-like shape. Post collision, some nitrogen molecules perform multiple
collisions in the vicinity of the surface and, at the time of simulation sampling, may still be moving towards
the surface. These cases contribute to the negative velocities observed in the Gaussian-like distribution for
the normal velocities.
The presence of the negative normal post-velocities, which means that post-collision, the nitrogen molecule
is traveling towards the surface, is attributed to the trajectories resulting in multiple collisions without escape.
The multiple collision without escape cases occur because of the attractive component of the non-bonded
interactions simulated by the distance corrected Morse potential. Note that the Maxwell and CLL GSI
models used in DSMC assume that the gas-surface collisions follow the hard-sphere model, which implicitly
means that the gas-surface interaction is based on a purely repulsive potential. The normal post-collisional
velocity is assigned from a half-Maxwell-Boltzmann distribution at the surface temperature, such that it
generates only positive normal velocities[99] (i.e. oriented away from the surface). Indeed when the MD
simulations were run with purely repulsive potential, by considering only the second exponent of Eq. 4.1, for
a multi-layered graphene surface with an incidence speed and angle of 1100 m/s and 20o, Fig. 4.6(c) shows
that there are no negative normal post-collisional velocities and the tangential velocity components undergo
only small change post-collision, similar to Fig. 4.6(a). Comparison of the post collision z-velocities with the
half-Maxwellian for the case with a purely repulsive collision in Fig. 4.6(c) shows however that the two do
not agree, suggesting the need to modify Maxwell’s GSI model.
Post-reflection angular distributions of the exiting nitrogen molecule also reveal information about the
GSI. The distributions of MD trajectory reflection angles for the multi-layered graphene and fused-quartz
surfaces using a bin-width of 10o are shown in Fig. 4.7(a). With an incidence angle of 20o, it is important to
note that the reflection angle distribution for the multi-layered graphene surface peaks at 20o but it peaks
at 45o on the fused-quartz surface. For the multi-layered graphene surface the angular distribution for a
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purely repulsive potential is also shown in Fig. 4.7(a). It can be seen that all of these angular distributions
are very different from Knudsen’s cosine law dependence. Comparison of the two shows that the reflection
angle distribution for the baseline potential is a more full lobular distribution, which is caused by nitrogen
molecules being able to reflect at higher angles. Yamanishi, et al.[59] measured the in-plane reflection angle
distribution for a beam of nitrogen gas incident on a multi-layered graphene surface with incidence speed
and at angle of 787 m/s and 55o. Comparison of the experiment with an MD simulation at same incidence
speed and angle, presented in Fig. 4.7(b), shows that the MD simulations capture the distribution trends
with the peak reflection angle at 40o. The fuller distribution of the experiment is most likely due to the
thermal spread in the molecular nitrogen beam.
The post-collision angular distributions of the nitrogen molecule as well as final energy trends are similar
to those measured by Rettner et al.[83] Rettner et al. measured the energies and angles of Xe scattered
from a Pt(111) surface and performed MD simulations using a semi-empirical potential.[112] Their work
demonstrated that for a given incidence angle measured with respect to the surface normal, if the gas
molecule gains energy from the surface, its scattering angle will be closer to the surface normal and less
than its incidence angle. This is consistent with the parallel momentum conservation suggested by the hard-
cube GSI models and also observed from the MD simulation for single collision events. At grazing angles
of incidence (i.e. the gas molecule is traveling almost parallel to the surface), the gas molecules lose very
little kinetic energy during single collision events. This explains why the energy accommodation coefficient
increases as the incidence angle closer to the surface normal, as shown in Fig. 4.3(b).
4.1.5 Instantaneous and ensemble averaged tangential and normal energy
accommodation coefficients for the fused-quartz surface
As was shown in Table 4.1, the modified-CLL models for molecular nitrogen interactions with a fused-quartz
surface will be used to model the McDaniel experiment. This subsection summarizes the manner in which the
MD accommodation coefficient data bases were obtained. The instantaneous tangential and normal energy
accommodation coefficient, ᾰt and ᾰn, for the single collision and multiple collision with escape categories are
calculated from the final tangential and normal velocity of the nitrogen molecule at the end of the simulation
using Eqs. 3.14 and 3.16, respectively. The statistics of the collision categories and the ensemble average
tangential and normal energy accommodation coefficients, αt and αn, calculated using Eqs. 3.15 and 3.17,
for all incidence speed bins are shown in Figs. 4.8(a) through 4.9(d), respectively. As shown in Fig. 4.8(a), for
the three incidence speeds, the fraction of collisions resulting in the three cases varies only marginally even
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with an increase in the incidence angle. This is due to the amorphous nature of the fused-quartz surface and
the lack of a planar reflection surface topology. However, the fraction of multiple collisions without escape
cases increases as the incidence speed is lowered, consequently, resulting in the decrease of the fraction of
single collision and multiple collision with escape cases.
The ensemble averaged tangential and normal accommodation coefficient for the single collision cases
are shown in Fig. 4.8(b) and 4.8(c) respectively. The positive or negative sign of the instantaneous accom-
modation coefficients, ᾰt and ᾰt is dependent on whether the gas molecule gains or loses energy in relation
to whether the incidence speed of the gas molecule is higher or lower than its most probable speed at the
surface temperature. For all incidence angles with incidence speeds higher than 500 m/s, the tangential
kinetic energy of the gas particle is higher than the kinetic energy corresponding to the most probable speed
of the gas particle at the surface temperature. Hence, when the gas particle loses tangential component of
the kinetic energy to the surface, the resulting ᾰt is positive. Similarly, for all incidence angles with incidence
speeds lower than 500 m/s, the tangential kinetic energy of the gas molecule is less than the kinetic energy
corresponding to its most probable speed. Therefore, when the gas molecule gains tangential kinetic energy
from the surface, the resulting ᾰt is positive. In contrast, at an incidence speed and angle of 500 m/s and
30◦, the tangential velocity is 433 m/s and its equivalent kinetic component is similar to its kinetic energy
corresponding to the most probable speed of 422 m/s. Even though the tangential kinetic energy of the gas is
higher, when the nitrogen molecule interacts with multiple surface atoms, it gains tangential kinetic energy,
resulting in a negative ᾰt. Many single collision cases show such behavior for incidence speed and angle
of 500 m/s and 30◦, which explains the sudden negativity seen in the ensemble average tangential energy
accommodation at this speed and velocity in Fig. 4.8(b). As the incidence angle approaches 40o, measured
with respect to the surface plane, the normal kinetic energy of the gas molecule is similar to the thermal
kinetic energy of the surface, which limits the kinetic energy exchange that can take place between the gas
and the surface. This results in lower normal energy accommodation coefficient for the single collision cases,
as shown in Fig. 4.8(c). The ensemble average tangential and normal energy accommodation coefficients
for the multiple collisions with escape cases are shown in Fig. 4.9(a) and 4.9(b), respectively. Unlike for
the single collision cases, the negative ensemble averaged tangential energy accommodation coefficients were
not observed at any incidence angles, for the multiple collisions with escape cases, as can be seen from
Figs. 4.8(b) and 4.9(a), respectively. In contrast to the smooth topology of multi-layered graphene, due to
the amorphous nature of fused-quartz, trajectories at grazing incidence angles will interact with more number
of surface atoms, leading to higher normal energy accommodation coefficient than multi-layered graphene.
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The high fraction of multiple collision without escape cases contributes to the ensemble average, maintaining
a steady ensemble average tangential and normal accommodation coefficients for varying incidence angles,
as shown in Fig 4.9(c) and 4.9(d), respectively. When all collision categories are considered and their energy
accommodation coefficients are averaged, no negative values were observed regardless of the incidence speed
and incident angle conditions.
4.2 DSMC simulation using conventional versus DVSM GSI
model
DSMC modeling of flows over a flat plate are performed to understand the sensitivity of the flows to different
GSI models, which are based on the new data from MD simulations. The experiments of Lengrand and
McDaniel were modeled using the new and baseline Maxwell’s GSI models, as outlined in Table 4.1. Since
the MD results are sensitive to the type of surface, the reported surface materials are also given. Before
comparing DSMC simulations with measurements, we discuss how to use the MD information taken at the
nm-length scale to the larger macroscopic length scales of flow.
The DSMC numerical parameters for the simulations performed in this work are given in Table 4.3.
Convergence studies were performed by halving and doubling the cell size and it was observed that the
sampled macroparameters remained unchanged when the cell size was halved as compared to the baseline.
The average local Knudsen number, defined as the ratio of the local mean free path to the local collision
cell size and the ratio of the DSMC time step to the local time between collisions had values of 10 and
15, and 3 and 12, for the Lengrand’s and McDaniel’s case, respectively, thus satisfying the requirement for
convergence of the DSMC solutions with respect to the choice of numerical parameters. Chemical reactions
were not modeled and the only species modeled was molecular nitrogen. The variable hard sphere model was
assumed with a viscosity temperature dependence coefficient, ω of 0.75. Only translational and rotational
degrees of freedom were considered since the gas temperature was not high enough to have significant energy
contribution from the vibrational mode.
4.2.1 Using MD trajectory outcomes in DSMC
As previously discussed, the baseline GSI models employed in DSMC are typically controlled by a single or
constant value of energy accommodation coefficient. However, from MD, we can see that there is potentially
much more information about the dynamics of the GSI such that a single, static value of the ensemble
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average accommodation coefficient would not fully describe the collision mechanics.
The methodology of assigning dynamic DSMC energy (α̂E), tangential (α̂t), and normal (α̂n) accommo-
dation coefficients from the MD CDFs for the Maxwell and CLL models is performed using the MD data
shown in either Figs. 4.3(a) and 4.3(b) or Figs. 4.8(a) through 4.8(c) for the modified Maxwell or modified
CLL model, respectively. The first step is to decide which of the types of three collisions, i.e., single or
multiple collisions with or without events, the DSMC particle will experience. To decide this, a random
number is selected between (0,1) and compared with the MD fraction for multiple collisions without escape
cases. If the random number is less than the value of that fraction, the DSMC particle is assumed to have
experienced multiple collisions without escape and assigned DSMC energy accommodation coefficients equal
to unity. Otherwise, if the random number is greater than that fraction, a second random number is drawn
between (0,1) and the product of the two random numbers is used to determine if the collision experienced
is one of multiple collisions with escape or a single collision case. If the collision is deemed to be of multiple
collisions with escape case, its accommodation coefficient is obtained using the MD derived CDF of instan-
taneous accommodation coefficients for multiple collisions with escape cases. Conversely, if the collision is
deemed to be a single type, the collision is assigned an accommodation coefficient from the MD derived CDF
of instantaneous accommodation coefficients for single collision cases. This is done by generating a third
random number and the accommodation coefficient value corresponding to this random number from the
CDF is assigned. To summarize, if a DSMC simulated particle approaches the fused-quartz surface with
an incidence speed greater than 625 m/s, at an angle between 25◦ and 35◦, then the statistics shown in
Fig. 4.8(a) for an incidence speed and angle of 750 m/s and 30o will be used to define its case as either
single collision or multiple collision with or without escape and its accommodation coefficient. Depending
on the assigned collision classification, the energy accommodation coefficients will be provided from the data
shown in Figs. 4.8(c) through 4.9(a), respectively. This approach is known as either the modified Maxwell
or modified CLL model in Table 4.1.
To avoid the complexity of first assigning an accommodation coefficient and then selecting a post surface
collision velocity for the DSMC particle in the Maxwell or CLL model, the MD post-collisional velocity
components can be directly assigned to the DSMC simulated particle based on the distribution of final post-
collisional gas velocity components obtained from the MD simulations. This technique is referred to as the
”direct velocity sampling” method and is detailed in the last row of Table 4.1. The cumulative distribution
function of post-collisional velocities generated by MD for the multi-layered graphene and silica surfaces with
incidence speed and angle of 1100 m/s and 20o are shown in Figs. 4.10(a) and 4.10(b), which correspond to
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the MD velocity distributions shown in Fig. 4.6. For the direct velocity sampling GSI, the collisions are not
classified into the previously mentioned three collision categories, since the post-collision MD velocity CDF
inherently accounts for that information. The velocities are assigned directly using three random numbers
and the MD derived post-velocity CDFs, depending on the incidence speed and angle of the DSMC particle.
For the direct velocity sampling GSI, a question arises as to how one should interpret negative normal post
surface collision velocities. These MD trajectory velocities represent the molecule traveling back towards the
surface, occur during multiple bounces but are on a molecular length scale of Angstroms. For the micro to
millimeter length scale of DSMC, they would appear to be stationary or hovering above the plate. Therefore,
rather than assigning the DSMC computational particle a negative normal velocity, it is assigned a very small
positive velocity close to zero in the DSMC time step after the collision (Vz = 0.0001 m/s). This is a good
physical interpretation for an MD trajectory where the molecule has performed multiple collisions without
escape. In subsequent DSMC time steps the computational particle will collide with other particles and
eventually be moved away from the surface.
4.2.2 Simulations of Lengrand’s experiment
The initial conditions and numerical parameters used for the DSMC simulations of Lengrand’s experiment are
shown in Table 4.3. We performed DSMC simulations using Maxwell’s model with full energy accommodation
(aM = 1 and αE = 1), a modified Maxwell’s GSI, and the direct velocity scaling method (DVSM) with
multi-layered graphene as well as fused-quartz data. Results from these GSI models, as well as the DSMC
simulations of Tsuboi and Matsumoto[95] using the CLL model with αn = 1.0 and αt = 0.986, are compared
with the experimental data for normalized number density of the flow at a distance of 0.075 m along the
plate, from the leading edge of the plate. The experimentally obtained normalized surface pressure is also
used for comparison.
The comparison of normalized number density is shown in Fig. 4.11(a). We observe that all GSI models
except DVSM (derived from MD graphene simulations), under-predict the peak number density. While
the DVSM seems to correctly predict the peak number density as well as its location, its agreement with
experiment farther away from the plate surface is not maintained. For the Maxwell’s GSI with full energy
accommodation coefficient, the simulated gas particles lose more kinetic energy and do not travel far from
the surface after surface collisions. This results in a peak number density location closer to the plate surface.
In contrast, for the DVSM (with multi-layered graphene data), the simulated gas particles lose less kinetic
energy to the surface and therefore are able to travel farther from the surface. Note that we were not able
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to replicate the predicted DVSM (with multi-layered graphene data) number density profile by varying aM
and/or αE in Maxwell’s GSI model. In contrast, closer to the plate, both, the Tsuboi’s CLL and DVSM
(derived from MD fused-quartz simulations) seem to follow the number density trend exhibited by Maxwell’s
GSI with full energy accommodation.
As a consequence of losing more kinetic energy to the surface, the translational temperatures, seen in
Fig. 4.11(b) for Maxwell’s GSI model with full energy accommodation and the DVSM with fused-quartz data
are much lower than those predicted by the modified Maxwell’s model and the DVSM with multi-layered
graphene data. The DVSM with fused-quartz data was obtained from MD trajectories on an amorphous
fused-quartz surface, which, unlike the planar surface of multi-layered graphene, has topological irregularities
leading to more diffuse reflections, such that, the tangential velocity distribution is similar to that resulting
from the Maxwell’s GSI model. The overall effect of lower energy accommodation is to increase the gas
temperature close to the surface. Since the surface pressure calculation depends on the gas temperature, the
DVSM with multi-layered graphene data GSI leads to the highest surface pressures followed by the modified
Maxwell’s GSI model, as shown in Fig. 4.11(c). The results from Maxwell’s GSI with full accommodation,
DVSM with quartz, Tsuboi’s CLL simulations, and the DSMC simulations of Lengrand are lower and closer
to the experimentally observed values. Note that in the flow number density measurements, Lengrand used
a brass plate coated with graphene paint, but for the surface pressure and derived heat flux measurement, a
non-coated brass plate was used. Akin to fused-quartz, a brass surface at the atomistic level has topological
irregularities and is not as smooth or planar as the multi-layered graphene surface used in our MD simulations
to obtain the corresponding DVSM.
This is also reflected in the Stanton number, which represents the normalized heat flux to the surface.
Figure 4.11(d) shows a comparison of the heat flux predicted by different GSI models using the Stanton
number, defined as,
St = q/[ρ∞V∞Cp(T0 − Tw)]
where the heat flux q is obtained from the DSMC simulations and the value of the normalization term,
ρ∞V∞Cp(T0 − Tw) = 21, 850 W/m2 was obtained from the work of Lengrand.[91] It can be seen that the
Stanton number is lowest for the DVSM with multi-layered graphene data and the modified Maxwell’s GSI
model because the gas particles lose less kinetic energy to the surface in these models. When the DSMC
simulation is performed using DVSM with fused-quartz data, the results are very similar to those from
Maxwell’s GSI model with full energy accommodation and the experiment.
In summary, comparison with experiment shows that the DVSM with multi-layered graphene data GSI
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is reasonable at predicting the flow number density, but does not predict the flow temperature or surface
properties accurately. This suggests that our MD surface of multi-layered graphene, used to obtain the
DVSM data, may not be a good approximation of the actual surface used in the experiments.
4.2.3 Simulations of McDaniel’s experiment
DSMC simulations of McDaniel’s experiment were performed using the parameters presented in Table 4.3.
In this case, the inlet boundary conditions are non-uniform in terms of tangential and normal velocity,
translational temperature, as well as the number density and were obtained from Fig. 5.2 in the work by
Padilla[61]. The tangential and normal velocity varies between 720 - 730 m/s and 50 - 150 m/s, respectively.
The number density and translational temperatures vary between 6.8 - 7.2 ×1021 m−3 and 9 - 9.2 K,
respectively. These boundary conditions were modeled using an array of jet inlets. The Knudsen number
for the simulation is 0.003, based on the plate length of 0.02 m. As previously mentioned, the simulations of
McDaniel’s experiment were performed using the Maxwell, CLL, modified CLL, and direct velocity sampling
GSI models.
The Mach number and pressure contours from the DSMC simulation using the modified CLL GSI model
are shown in Fig. 4.12(a) and 4.12(b), respectively. The plate surface is located along the x axis for 0 ≤
x ≤ 0.02 m. From the Mach number contour plot, we see the location and structure of the shock in the flow
field over the plate surface. Similarly, the pressure jump due to the shock can be seen from the pressure
contour in Fig. 4.12(b). The thin gray lines in Fig. 4.12(b) show the perpendicular lines from the mid-point
and trailing edge locations of the plate and into the flow where DSMC results will be compared in the next
figure. The comparison of the tangential and normal velocities at the mid-point region of the plate is shown
in Figs. 4.13(a) and 4.13(b), respectively. Similarly, the flow properties at the trailing edge of the plate are
shown in Figs. 4.13(c) and 4.13(d). The results from the CLL GSI model with full tangential and normal
accommodation coincide with those from the Maxwell GSI with full energy accommodation because the flow
field Knudsen number is near the continuum regime, so the results from the baseline Maxwell’s GSI model
are therefore not shown in the comparison plots. The tangential velocity, at the mid-point region, obtained
from the Maxwell’s GSI model and DVSM, compares well with the experiment, as shown in Fig. 4.13(a). The
tangential velocities are over-predicted by the modified CLL GSI because the majority of trajectories result
in multiple collisions without escape and are assigned full tangential energy accommodation coefficient. At
the mid-point region, normal velocities from all GSI models compare reasonably well with the experiment, as
shown in Fig. 4.13(b). Even though all GSI models are in poor agreement with the experimentally observed
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tangential velocities at the trailing edge, as shown in Fig. 4.13(c), the modified CLL model correctly predicts
the location of the shock, as indicated by the circular region shown in Fig. 4.13(d), which is consistent with
the Mach contour plot, at (x, y) = (0.02, 0.007) m shown in Fig. 4.12(a). Because of the low Knudsen
number and the amorphous nature of the fused-quartz surface, the DVSM using the fused-quartz data
performs similarly to the Maxwell’s GSI model in terms of the flow field properties over the plate surface.
4.3 Summary
In this chapter, we present the analysis of gas-surface interaction using MD simulations. This study was
performed by obtaining the accommodation coefficients and post-collision velocity data, which was further
used in DSMC GSI models. It was observed from the MD simulations that the gas-surface interactions fall
into three categories, i.e., single and multiple with and without escape. The energy lost or gained by the
impinging gas molecule was found to depend on what category of collision occurred. The fraction of these
categories, in turn, depended on the incidence angle and speed of the interacting gas and the topology of
the surface. In our modeling, multi-layered graphene was comparatively more planar than fused-quartz and
so the distribution of collisions among the three categories for that surface was found to strongly depend
on the gas molecule’s incidence angle to the surface compared to the fused-quartz surface case. Also for
the multi-layered graphene surface, many collisions were observed to have a negative instantaneous energy
accommodation coefficient. After analyzing the kinetic energy exchange during the interaction, it was found
that the gas molecule interacted with more than one surface atom. This leads to a gain in the kinetic energy
of the impinging gas molecule even though it initially had higher kinetic energy (per-atom) than the surface
atoms on average. Although we have only used molecular nitrogen in the MD simulations, this approach
is sufficiently general such that it can be used to evaluate collision statistics for other gas-surface particle
species combinations.
The GSI data obtained from the MD simulations were used in DSMC to simulate flows over a flat plate
and compared with the measurements of Lengrand and McDaniel. The direct velocity sampling GSI, which
uses MD-derived post-collisional velocity components, showed good agreement with Lengrand’s experimen-
tal values in predicting the peak number density and its location when the DVSM model was used with
multi-layered graphene data. However, the surface pressure measurements by Lengrand were conducted on a
brass plate and so DVSM with fused-quartz data was used for the comparison since there are no similar mea-
surements with complete material surface characterization. When used to simulate McDaniel’s experiment,
the direct velocity sampling method agreed well with the results from Maxwell’s GSI model with full energy
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accommodation. This suggests that the direct velocity sampling method is general enough to be used for
flows having low Knudsen number. The direct velocity sampling method requires little modification to the
pre-existing DSMC algorithm and is the most straight forward way to extend MD simulation data obtained
at the atomistic scale to much larger length and time scales.
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4.4 Tables and Figures
Table 4.1: List of GSI models used for DSMC simulations of the experiments.





Modified Maxwell Yes No
Modified CLL No Yes
Direct velocity sampling Yes Yes
Table 4.2: Parameters used to calculate van der Waals potential.
Parameter χ rvdw(Å) β D (kcal/mol)
Species
C 2.1346 1.9133 9.7602 0.1853
N 7.8431 1.9324 10.0667 0.1376
Si 1.2523 2.0473 12.3588 0.1743
O 7.7719 1.9741 10.2187 0.0880
He 4.0000 1.3000 12.0000 0.0050
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Table 4.3: Numerical parameters and conditions for the DSMC simulationsa
Knudsen numberb 0.033 0.003
Case Lengrand McDaniel
Surface Graphene Quartz
Free stream number density n∞ (/m
3) 3.176× 1020 7.0× 1021
Number of computational particles at steady state 4.5× 106 12× 106
Number of collisions cells at steady state 440 x 200 1300 x 400
Particles per collision cell 50 25
Domain size (m) 0.11 x 0.05 0.039 x 0.012
Grid size (m2) 440 x 200 1300 x 400
FNUM 4.64× 1011 1.53× 1011
Time step τ (s) 1× 10−7 1× 10−8
Total number of time steps 70,000 100,000
Number of time steps prior to sampling 30,000 50,000
Free stream temperature T∞, K 13.32 9.0
Free stream velocity U∞, m/s : 1503 750
aAngle of attack of the plate : 0◦
bDefined for a characteristic length of 0.05 and 0.02 m for Lengrand and McDaniel, respectively.
Table 4.4: Comparison of collision statistics for surface materials and incident speeds and angles
Surface type Total number Fraction of Collisions: Ensemble averaged energy accommodation:
of collisions Single w. esc. w/o. esc. Single Multiple w. esc. Cumulative
Incident speed of 1503 m/s and 80o incidence angle
Graphene 2031 0.8479 0.1182 0.0340 0.5823 0.8946 0.6334
Quartz 2500 0.5668 0.1532 0.2680 0.5946 0.8000 0.7164
Incident speed of 1100 m/s and 20o incidence angle
Graphene 2208 0.2413 0.2957 0.4628 0.0931 0.0314 0.4496
Quartz 1500 0.4293 0.2753 0.2953 0.2431 0.3176 0.3195
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(a) Final multi-layered graphene sur-
face used for the trajectory simula-
tions, generated after NPT annealing
(b) Structure of the fused-quartz sur-
face
(c) Radial density function of the Oxygen-
Oxygen, Silicon-Silicon, Silicon-Oxygen
atoms of the generated fused-quartz surface.
Figure 4.1: Topology of the multi-layered graphene and fused-quartz surface with its physical properties.
The definition of incidence angle, θ is shown.
Figure 4.2: The distribution of instantaneous energy accommodation coefficients, ᾰE , for a validation case
with multi-layered graphene surface and helium gas.
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(a) Collision statistics of the trajectory simulations. (b) Ensemble average energy accommodation coefficients, αE .
Figure 4.3: Collision statistics and αE for two incident velocities for a multi-layered graphene surface are
shown as a function of incidence angle in Figs. 4.3(a) and 4.3(b), respectively. In Fig. 4.3(a), dashed lines
(- - -), dotted lines (· · ·), and dash-dot lines (-·-) represent the single collision, multiple collisions with
escape and multiple collisions without escape cases respectively. In Fig. 4.3(b), dashed lines (- - -), dotted
lines (· · ·), and solid line (—) represent αE for single collision, multiple collision with escape, and all
trajectories cases, respectively. Since the multiple collision without escape cases are assigned αE = 1 for all
trajectories, they are not shown in Fig. 4.3(b).
(a) The number of interacting C sur-
face atoms.
(b) Total kinetic energy of surface
atoms within 4 Å of the nitrogen
molecule.
(c) Kinetic energy of 11 carbon sur-
face atoms interacting with an nitro-
gen molecule.
Figure 4.4: Surface - impinging molecule interactions. A carbon surface atom is considered to be
interacting when it is within the minimum approach distance of 4 Å of the nitrogen molecule. The
distribution of kinetic energy of all the surface atoms interacting with an incident nitrogen molecule is
shown in Fig. 4.4(c). The numbers of the individual 11 interacting carbon surface atoms out of a total
surface composed of 512 C atoms are shown.
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(a) Distribution of ᾰE for trajectories
with incident speed of 1503 m/s and
80o incidence angle
(b) Distribution of ᾰE for trajectories
with incident speed of 1100 m/s and
20o incidence angle
(c) Cumulative distribution function
for ᾰE at 1503 m/s and 80
o.
Figure 4.5: Comparison of accommodation coefficient distributions for single collision and multiple collision
with escape cases from multi-layered graphene and fused-quartz surfaces.
(a) Graphene surface (b) Quartz surface (c) Graphene surface - purely repul-
sive potential
Figure 4.6: Comparison of post collisional velocity distributions for trajectories incident at 1100 m/s and
20o.
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MD Simulation
Yamanishi exp.
(b) 55o incidence angle, 787 m/s incidence speed multi-layered
graphene surface
Figure 4.7: Comparison of post-collisional MD angular distributions for multi-layered graphene and
fused-quartz, different potentials, and comparison with experiment.
(a) Collision statistics. (b) αt, for single collision trajectory
cases.
(c) αn, for single collision trajectory
cases.
Figure 4.8: Collision statistics are shown as a function of incidence angle for incidence speeds 750, 500 and
250 m/s for a fused-quartz surface. In Fig. 4.8(a), dashed lines (- - -), dotted lines (· · ·), and dash-dot lines
(-·-) represent the single collision, multiple collisions with escape, and multiple collisions without escape
cases respectively.
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(a) αt, for multiple collisions with escape trajectory cases. (b) αn, for multiple collisions with escape trajectory cases.
(c) αt, for all trajectory cases. (d) αn, for all trajectory cases.
Figure 4.9: The ensemble average of normal and tangential energy accommodation coefficients as a
function of incidence angle is shown for three velocities for a fused-quartz surface. Since multiple collisions
without escape cases have an ensemble average of unity they are not shown.
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(a) Graphene surface (b) Quartz surface
Figure 4.10: Comparison of post collisional MD velocity cumulative distribution function for trajectories
incident at 1100 m/s and 20o incidence angle for multi-layered graphene versus a fused-quartz surface.
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(a) Number density comparison (b) Translational temperature comparison
(c) Surface pressure comparison (d) Stanton number comparison
Figure 4.11: Comparison of flow field and surface properties obtained from DSMC simulation of Lengrand’s
experiment. Number density and translational temperature are obtained for flow field perpendicular to the
plate at a location 0.075 m away from the leading edge. Surface pressure and Stanton number are obtained
along the plate length.
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(a) Mach number (b) Pressure (Pa)
Figure 4.12: Mach number and pressure fields predicted by the DSMC simulation of McDaniel’s
experiment using the modified CLL GSI model. The plate is located from 0 < x < 0.02 m. Note that
contour plots are not drawn to scale.
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(a) Tangential flow velocity at the midpoint of the plate. (b) Normal flow velocity at the midpoint of the plate.
(c) Tangential flow velocity at the trailing edge of the plate. (d) Normal flow velocity at the trailing edge of the plate.
Figure 4.13: Comparison of the flow velocities at the midpoint and trailing edge regions of the plate for
various GSI models. The circle corresponds to the shock-boundary layer interaction region centered at
x, y = 0.02, 0.07 m of the previous figure.
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Chapter 5
Multiscale Modeling of Damaged
Surface Topology in a Hypersonic
Boundary
The study of the extreme thermochemical non-equilibrium flow environment around a hypersonic vehicle
has been the subject of intense gas dynamic and material response studies[113]. Survivability of surface
flush mounted onboard seeker lenses during the in-flight phase of a hypersonic vehicle is critical[114]. Also,
experiments of high-speed flows use electro-optical sensors, which are housed inside viewing apertures covered
by lenses, on the outer surface of the vehicle[115]. The damage to the outer-surfaces of hypersonic vehicles
caused by the high temperature boundary layer gases, particularly, reactive atomic oxygen and particulate-
surface interactions, has been well-documented[116, 117]. However, prior to reaching hypersonic speeds, the
lens surfaces are susceptible to the accretion of ice crystals, large dust or sand particles. Even though, these
large particles are non-reactive, they will still cause considerable damage to the lens surface by creating
defects or stick to the surface and reduce transmission properties of the lens surface.
While the interaction between reactive molecular species and surfaces has been studied using experiments
and simulations[118, 119], not much is known about large aggregate interactions. The optical lenses used
on the hypersonic vehicles are mostly made of quartz. To prevent lens corrosion, they are generally coated
with thin protective layers of materials like (highly ordered pyrolytic graphite) HOPG. Work by Wang, et
al.[120], has shown that graphene coating on silicate glass is effective in protection against water or ice
damage without high losses in optical transmission. In addition, HOPG is stable and chemically inert in
the ambient atmosphere up to a temperature of 670K[121], which makes it an ideal candidate for use in the
temperatures typically observed in the hypersonic boundary layers. However, it is necessary to understand
the mass removal of quartz and HOPG after it is contaminated by accretion of large aggregates, as the
surface mass removal rate plays a vital role in determining the structural integrity of the lens material.
Simulations of flows to study surface ablation due to hypersonic boundary layers have been performed
using deterministic as well as stochastic methods such as computational fluid dynamics (CFD)[122, 123] and
direct simulation Monte Carlo (DSMC)[124, 125], respectively. Work has been done to understand binary gas
collisions[10, 126] using high fidelity potential energy surfaces and gas-gas interactions has taken precedence
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compared to the gas-surface chemistry models. To model surface reactions in CFD or DSMC, either the
reaction rate was fitted to the experimental data or a rate expression based on Langmuir-Hinshelwood
kinetics[127] were used. Furthermore, for all practical purposes, the mean field approximation[128], which
assumes that the incident gas atoms or molecules are homogeneously distributed on the surface and therefore,
mass removal will occur uniformly at all surface locations, is used to model surface chemistry. This, however,
is not true at an atomic level as observed from a previous experimental study of atomic oxygen (AO)
bombardment on HOPG surfaces[118]. In that work, it was observed that the alteration in surface topology
caused by mass removal is significantly affected by the surface temperature, especially for material like HOPG,
where damage is more likely to occur in the region surrounding previously formed defects. It is possible to
model the surface mass removal and analyze the surface topology using trajectory molecular dynamics
(MD) simulations[58]. MD simulations have been used previously to obtain the energy transfer between
N2 gas molecules and the surface using trajectory simulations[125, 129]. Results from these simulations
provide information, such as, the post-collision energy distribution and scattering angle distributions. These
distributions serve as an input in meso-scale DSMC code to realistically model gas-surface interactions.
For this chapter, MD simulations are performed for HOPG and quartz surfaces as they are typically used
for lens surfaces on hypersonic space vehicles. The choice of HOPG and quartz allows for a comparison
between an atomically smooth and rough surfaces, respectively, and are considered as two limiting cases in
the context of material topology. Similarly, two types of aggregates were considered, namely, a Lennard-
Jones solid representing ice and amorphous silica, since these represent two ends of the spectrum in terms of
aggregate rigidity. The ice aggregate was approximated purely as a Lennard-Jones solid composed of argon
atoms, held together in a FCC structure using only van der Waals forces. The van der Waals interaction
potential between argon atoms was artificially increased to match the hydrogen bonding observed between
water molecules in ice. To study impacts by harder materials, trajectory simulations were also performed
by bombarding ice-like argon and amorphous silica aggregates on the two types of surfaces. The trajectory
simulations were performed for three incidence velocities, 0.5, 1.0, and 1.5 km/s, which are typically observed
in a hypersonic boundary layer. These MD simulations made it possible to obtain detailed information
regarding the post surface-collisional translational and rotational energies as well as fragmentation behavior
of the aggregates[130].
However, MD simulations of gas-surface interactions, either of molecular species or large aggregates, are
performed at a nanometer length scale whereas, the smallest possible, computationally feasible, cell sizes used
by either CFD or DSMC methods are on the order of microns. Therefore, to bridge the gap between these
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two methods an n-fold way, kinetic Monte Carlo (kMC) algorithm is employed to allow us to accurately
extend nanometer length scale processes to the micron length scale. For the first time, MD simulations
have been used as an intermediate step in calculating sticking probabilities and aggregate-material elastic
moduli, which are then used as input to the kMC simulations. The sticking probabilities are unique for each
combination of aggregate and surface type, and will determine the kMC rate at which the contaminating
aggregates will cover the surface on the micron length scale. Similarly, the MD derived elastic moduli will
be used to recreate the depth and contact area in kMC generated when the aggregate collides with a micron
length surfaces as opposed to the angstrom scale surfaces studied in MD.
Previously, kMC has been used in tandem with other micron length scale solvers by Pricer, et al.[131],
and Drews, et al.[132, 133], who used kMC feedback to study copper electro-deposition, such that a fluid
solver provided the instantaneous gas flux to the kMC solver, which in turn provides the concentration, i.e.,
time-accurate number density of the material emitted from the surface back to a finite-difference continuum
flow solver. Similarly, kMC has been coupled with a computational fluid dynamics (CFD) solver to study
the effects of surface reactivity for catalytic reactor modeling[134]. An advantage of using kMC is that it
can provide instantaneous surface deformation feedback as well as the flux of ablative gases to a continuum
flow solver without having to rely on pre-defined rate constants[135, 136].
But before coupling kMC with any of the micron-scale gas dynamic flow solvers, rigorous analysis has to
be performed so as to accurately model surface mass removal mechanisms that closely mimic those observed
from experiments or from MD simulations. For example, the accretion behavior of ice is very different from
that of amorphous silica, and therefore, specific rules are necessary to model ice accretion in kMC in addition
to the sticking probabilities derived from MD simulations. Similarly, when modeling HOPG material removal
due to AO bombardment, rules are again necessary for accurate kMC simulations. Therefore, a significant
goal of this chapter was also the development of a formalism which allows for accurate kMC simulations of
HOPG material removal and to study the accretion depending on the type of aggregate.
The main objective of this chapter is to provide surface regression rates of HOPG and quartz surfaces due
to boundary layer gases for non-ideal surfaces that are contaminated by ice or silica aggregates. Processes,
such as adsorption-desorption, surface contamination, and damage simultaneously play an important role in
the overall surface regression rate. While surface regression can be simulated using MD, the disparity in the
length and time scales of the adsorption-desorption, surface accretion, and surface mass removal due to AO,
makes it untenable to study all competing process, in parallel, in a single MD simulation. It is necessary
to analyze material behavior in the presence of all aforementioned processes to understand which process
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dominates and which retards the overall material loss rate. The kMC method provides an ability to model
surface regression while accounting for multiple processes. Material loss rate from the kMC simulation can
then be used to morph the surface grid in real-time in fluid flow solvers, such as, CFD and DSMC.
The organization of the remainder of this chapter is as follows: The MD simulation cases for the aggregate
trajectory simulations are discussed in Sec. 5.1.1. Changes in the aggregate structure during aggregate-
surface interaction is discussed in detail in Sec. 5.1.2. Sticking probabilities and the elastic moduli of the two
surfaces, derived from the trajectory simulations, are presented in Secs. 5.1.3 and 5.1.4, respectively. A brief
introduction to the kMC algorithm and methodology of the simulated kMC cases is provided in Sec. 5.2.1.
The derivation of rules to model HOPG mass removal by AO and that for the ice aggregate nucleation
are discussed in Secs. 5.2.2 and 5.2.3, respectively. Since the lenses embedded in the hypersonic vehicle
surface will contain defects due to bombardment of aggregates along with sticking, the elastic modulus
derived from MD simulations are used in recreating these defects in the form of craters on the surfaces
in the kMC simulations. The manner in which craters are formed on the kMC surface is discussed in
Sec. 5.2.4. In Sec. 5.3, we discuss the material modeling in a hypersonic boundary layer using kMC. The
ice and silica nucleation simulations on the HOPG and quartz surfaces are first discussed in Sec. 5.3.1. In
Sec. 5.3.2, we present a comparison of the surface material removal rate due to AO bombardment on pristine
and damaged HOPG and quartz surfaces with and without ice-like argon and amorphous silica aggregates
accretion. Finally, we present the surface topology evolution simulations in the presence of AO attack and
N2 adsorption-desorption process with three gas inflow conditions representing an altitude of 14, 20, and
30 km in Sec. 5.3.3. Results from these kMC simulations have made it possible to understand the role of
aggregate accretion, pre-existing defects, and the presence of N2 on the surface removal by AO attack.
5.1 Aggregate-surface interactions studied using atomistic
simulations
5.1.1 Description of colliders, surfaces, and MD runtime parameters
To study damage and contamination on HOPG and quartz surfaces, collisions were performed using two types
of aggregates, namely, ice-like argon and amorphous silica. In previous work[137], we modeled the molecular
structure of ice formed in rocket exhaust plumes and observed clusters formed ranging from sizes of 21 to 324
water molecules. However, these simulations did not consider the influence of surface interactions, as is our
interest in this chapter. Simulations of ice clusters are computationally challenging and require the use of
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computationally intensive atomic interaction potentials. Therefore, in this chapter, ice was approximated as
an aggregate formed by argon atoms held together exclusively by van der Waals forces in order to mimic the
strong hydrogen bonding in a frozen ice particulate. The ice-like aggregate was made up of 38 argon atoms
arranged in an FCC (face centered cubic) structure which gives it a diameter of 15.38 Å. Since the baseline
van der Waals forces between argon atoms would be too weak to mimic those in an actual ice particulate,
the Lennard-Jones well depth between argon atoms in the ice-like argon aggregate was artificially increased
from 0.01 to 0.086 eV. The LJ energy well depth of 0.086 eV is approximately equal to the average of
polarization contribution of 0.06 eV in ice and was purposely increased by a small value to account for the
charge transfer contribution which cannot be modeled in an argon LJ solid[138]. We can justify the use of
ice-like argon because the lowest (strongest) van der Waals potential well-depth modeled between C-Ar is
-0.0065 eV located at C-Ar interatomic distance of 3.2 Å, which is similar to that for C-O, -0.0059 eV at
3.6 Å[139]. The difference of 0.4 Å is on the same length scale as the atom position fluctuations observed
in the MD HOPG surface and therefore, will not significantly impact the results from the MD simulations.
Also, the mass of each argon atom was modified to equal that of a single water molecule, thus allowing for
similar momentum exchange as that of ice aggregate when incident towards the surface.
The second type of aggregate considered, amorphous silica, was formed using 56 Si and 112 O atoms
with a diameter of 15.97 Å. The Si-Si, O-O, and Si-O interactions for the amorphous silica were modeled
using the Tersoff potential[140]. It should be noted that both the non-covalent and covalent bonds in MD
are modeled using a simple harmonic oscillator model. Therefore, the bonding energy is analogous to the
spring stiffness or rigidity. The Si-O covalent bond strength in amorphous silica is 1.38 eV compared to the
0.086 eV non-covalent bond energy of between “ice-like” argon atoms, which makes the amorphous silica
aggregate significantly more rigid compared to the ice-like argon aggregate. Prior to performing trajectory
simulations of both ice-like argon and amorphous silica, aggregates were first energy minimized using the
lowest potential energy as the criterion and then equilibrated to an internal temperature of 50 K using a
Berendsen thermostat[110]. These aggregates were initialized with 50 K internal temperature to model ice
and silica aggregates present in the upper atmosphere environment.
The HOPG surface was modeled with four layers, each layer consisting of 2,048 carbon atoms, with
dimensions of 69.29 x 79.93 x 12.00 Å. These dimensions provide a large enough system to represent the
response of the actual HOPG material to impacts due to large aggregate collisions. The -C-C- bonds
of the multi-layered HOPG surface were modeled using the AIREBO[102] potential in LAMMPS. It was
observed from our previous work[129] that while AIREBO and REAXFF both generated similar kinetic
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energy exchange during gas-surface interactions, in this chapter, AIREBO potential was preferred over the
ReaxFF[62] potential as it allowed trajectory simulations to be performed at significantly lower computational
cost[141]. Similarly, the quartz surface was formed using 2,268 Si and 4,536 O atoms with a final size of 68.82
x 76.63 x 16.21 Å and was modeled using the Tersoff potential[140]. The Tersoff potential was preferred
because the Si-O interaction parameters have been specifically optimized to model the quartz nanostructure.
The all-atom MD model of the HOPG and quartz surface are shown in Figs. 5.1(a) and 5.1(b), respectively.
The surface dimensions in the lateral directions, x and y, are selected such that they are more than four
times the contact radius of 12-15 Å observed during the severest collision modeled in this chapter. Maximum
surface atom dislocations are limited within this radius. Also, the effects of aggregate impact are limited to
only the three uppermost layers of the HOPG, thus validating the selection of surface dimensions as well as
the number of layers. The quartz surface is comparatively more rigid than HOPG and will undergo even
lesser deformation during aggregate impact. Prior to performing trajectory simulations, both the surfaces
were first energy minimized and then equilibrated to a temperature of 600 K, representing a typical surface
temperature of a hypersonic vehicle.
For all trajectories, the aggregates were simulated to collide at a normal angle and 2,000 total trajectories
were performed for each incident velocity to generate adequate statistical data. Before performing each
simulation, the surface was re-equilibrated for 0.1 ps to ensures that each of the 2000 trajectories was
statistically independent. The trajectory simulations were performed by bombarding the aggregates with an
incidence velocity in the range of 0.5 - 1.5 km/s. This velocity range was selected based on the velocities
typically observed in the boundary layer of a hypersonic vehicle[142]. The selected velocity range provides a
spectrum of post-collisional outcomes, such as sticking, direct scattering and fragmentation.
5.1.2 Comparison of aggregate behavior after collisions with the two surface
types
Results from the aggregate trajectory MD simulations can be observed from the pre- and post-collision
aggregate behavior. Snapshots of the ice-like argon and silica aggregate incident on the HOPG and quartz
surface with an initial velocity of 1.0 km/s are shown in Fig. 5.2. It was observed that at 2.8 ps, a time prior
to surface impact, the ice-like argon and amorphous silica aggregates retain their initial shapes. However,
for the ice-like argon aggregate, its structure suffers significant deformation during collision with either of
the two surfaces. This is because the kinetic energy exchange between the surface and the ice-like argon
aggregate is sufficiently greater than the van der Waals interaction holding the ice-like argon aggregate in its
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FCC structure, causing its partial fragmentation, as highlighted by argon atoms ‘A’ and ‘B’, and atom ‘C’ on
the HOPG and quartz surfaces, respectively. The fragmented atoms move farther away from the aggregate
and are no longer influenced by the LJ forces of the aggregate near the end of the simulation at 9 ps. The
impact of ice-like argon aggregate on the quartz surface is similar to that observed for the HOPG surface.
In contrast, when the amorphous silica aggregate is incident on either of the two surfaces at the same
incidence velocity of 1.0 km/s, it does not experience significant deformation and no fragmentation is observed
during the entire collision process, as can be seen on the right hand side of Fig. 5.2. However, it was observed
that after collision with the HOPG surface, the silica aggregate gains rotational energy from the surface, as
evident from the change in the position of atom ‘D’ before and after the collision. The gain in rotational
energy was observed for all trajectories of amorphous silica impinging on the HOPG surface, regardless of
incidence velocity. The non-uniformity of the amorphous silica, causes non-symmetric reactive forces at
the time of impact, which then results in the rotational energy gain by the aggregate. The stronger bond
energy of SiO2 in amorphous silica also helps retain its structure during the collision with the surface and
prevents fragmentation, unlike in ice-like argon. The silica aggregate continues to rotate even after moving
away from the surface. The amorphous silica has a non-uniform geometry and as stated previously, it is
significantly more rigid compared to the ice-like argon aggregate. In the ice-like argon case, weak LJ forces
allow movement of individual argon atoms during the collision with the surface, thereby deforming the
aggregate. This dissipates some of the repulsive forces exerted by the surface and post-collision rotational
energy gain is not observed.
There are differences in the post-surface silica aggregate behavior when the silica aggregate is incident
on the quartz surface. As shown in Fig. 5.2, the amorphous silica aggregate does not deform or undergo
rotation during the collision with the quartz surface, as highlighted by the position of atom ‘E’, unlike that
observed during impact on HOPG. Instead it undergoes a phenomenon referred to as pinning, that is, the
aggregate sticks to the surface after it lands on the surface. The unique arrangement of Si and O atoms in
the quartz structure leads to a non-planar surface topology and similarly, the rough nature of the amorphous
silica aggregate allows atom ‘E’ to act as an anchor and all aggregate and surface atoms interact to create a
“Velcro”-like effect. Unlike HOPG, multiple surface atoms do not exert either repulsive or attractive force
at any given instance. Thus, at any give time during the trajectory, the repulsive force generated between a
surface-aggregate atom pair will always have a counteracting attractive force between other surface-aggregate
atom pairs. This leads to a stationary, pinned aggregate when the silica aggregate collides with the quartz
surface.
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It was found that regardless of the surface, the post-collisional behavior of the silica aggregate was the
same when the incidence velocity was varied. In contrast, the post-collisional behavior of ice-like argon
aggregate was strongly correlated to the incidence energy. The LJ forces holding the ice-like argon aggregate
are weak and even for the lowest incidence velocity of 0.5 km/s, it was found that the ice-like argon aggregate
no longer retained its FCC structure and was significantly deformed. However, unlike at higher incidence
velocities, the aggregate does not suffer partial fragmentation at 0.5 km/s and performs a soft landing
because the energy exchange between the cluster and surface is much more gradual, thereby preventing the
constituent cluster atoms from acquiring excess kinetic energy required to fragment the cluster. As expected,
increasing the incidence velocity increases the probability and the severity of fragmentation. It was found
that the number of argon atoms fragmented from the ice-like argon aggregate was significantly greater
when the incidence velocity was increased from 1.0 to 1.5 km/s (on average, 2 for 1 km/s versus 6 for 1.5
km/s). Changes in the translational and rotational energy of the aggregate during the trajectories were also
obtained from the trajectory simulations and have been presented in our previous work[130]. This reference
also provides greater context to aggregate deformation and aggregate fragmentation has been discussed in
detail.
5.1.3 Sticking probability and aggregate surface footprint
Next, the sticking and fragmentation behavior of the two aggregates from the two surface types at three
incidence velocities was examined. The prototypical trajectories representative of the most likely outcomes
for a sample size of 2,000 trajectories of the aggregate and surface types at aggregate initial velocities of
0.5, 1. and 1.5 km/s, showed that for the ice-like argon aggregate collisions on the HOPG surface, the most
likely outcomes of the trajectories at 0.5 and 1.0 km/s was sticking to the surface. However, at an incidence
velocity of 1.5 km/s, the repulsive force on the aggregate was strong enough to repel the aggregate away from
the surface. Similar outcomes were also observed when the ice-like argon aggregate was incident on a quartz
surface. At 1.0 km/s incidence velocity, almost all ice-like aggregates stuck to the quartz surface, which is in
agreement to the behavior of ice incident on amorphous silica reported by Rahnamoun and van Duin[8] from
their ReaxFF MD simulations. In contrast, the covalent solid amorphous silica aggregate was repelled by
the HOPG surface at all incident velocities, due to a combination of the amorphous silica aggregate rigidity
and the planar HOPG layer topology. When the silica aggregate was incident on the rougher quartz surface,
the structure of the aggregate and the surface created a “Velcro”-like effect, which caused all aggregates to
stick to the surface, at all incidence velocities.
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The sticking probability for a particular combination of aggregate, surface and incident velocity can be
obtained from the MD simulations as the ratio of the number of trajectory simulations in which the aggregates
stick to the surface to the total number of trajectory simulations performed. The sticking probabilities for
the argon and silica aggregates on the HOPG and silica surfaces are given in Tab. 5.1. It was observed
that except for the silica-quartz case, the sticking probability is highest at the lowest velocity and becomes
considerably lower as the velocity is increased.
The variation in sticking probabilities shown in Tab. 5.1 with respect to the aggregate incidence velocity
is due to the change in interaction time between the aggregate and the collective repulsive force exerted by
the surface atoms. At higher velocities, aggregate atoms approach closer to the surface atoms, experiencing
higher repulsive forces. The ice-like argon aggregate has the highest sticking probability when incident on the
amorphous quartz surface. The comparatively weaker repulsion exerted by the multiple non-planar atoms
on the surface coupled with commensurate attractive forces between the aggregate atoms on the far-side
(furthest away from the surface) and the surface atoms effectively reduces the kinetic energy and stops the
aggregate atoms, generating the highest sticking probabilities. In contrast, the silica aggregate collision on
HOPG generates the lowest sticking probabilities. The planar topology of the HOPG surface combined with
the non-deforming nature of the amorphous silica aggregate results in multiple carbon atoms exerting strong
repulsion on the aggregate atoms. Finally, the rougher topology of the quartz surface and the amorphous
structure of the silica aggregate lead to “Velcro”-like conditions, as discussed previously. This will predictably
always force the silica aggregate to stick to the quartz surface for all incidence velocities.
The aggregate sticking behavior can also be correlated with the propensity of the aggregates to deform
upon contact with the surface. To quantify aggregate deformation, positions of all the aggregate atoms
interacting with the surface atoms were recorded. The aggregate and surface atoms were defined to interact
with each other if the interatomic distance was less than 6.0 Å. Next, the minimum and maximum differences
of the x and y atomic positions in the aggregate were calculated along the surface x−y plane. The difference
along the x and y directions represents the semi-major and semi-minor axis of the ellipsoidal area covered
by the aggregate trajectories when colliding with the surface. The coverage areas for all 2,000 trajectories
for each aggregate-surface cases were calculated and were normalized by the initial projected area of the
aggregate on the surface, calculated at the start of the simulation, to obtain the relative increase in the
surface coverage area. The initial projected area of the aggregates is simply a circular area equivalent to
the radii of the two aggregate types, which are, 185.29 and 200.30 Å2 for the ice-like argon and amorphous
silica aggregate, respectively. Note that the coverage area of the largest remaining aggregate structure was
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considered if fragmentation was observed upon collision with the surface.
The probability distribution functions (PDF) of the relative increase in the surface coverage area for
the ice-like argon aggregate colliding with the HOPG surface were found to be similar for the 0.5 and 1.0
km/s cases, while that for the 1.5 km/s was significantly different and aggregate deformation increased the
coverage area by approximately 2.7 times its initial area. This is in agreement with the sticking probabilities
shown in Tab. 5.1, where, the sticking probabilities are close to unity for 0.5 and 1.0 km/s but is much
lower at the highest incidence velocity of 1.5 km/s. At that incidence velocity, the ice-like argon aggregates
approach closer to the surface atoms, thereby causing severe deformation of the aggregate which results in a
larger surface coverage and a reduced sticking probability. In comparison, the amorphous silica aggregate is
more rigid and does not deform upon colliding with the HOPG surface. In line with the decreasing sticking
probabilities observed with increasing incidence velocity for amorphous silica aggregates incident on the
HOPG surface, the most probable surface coverage also increases with increasing incidence velocity.
The rougher quartz surface is naturally more sticky and, as expected, the sticking probability of the
ice-like argon aggregate on quartz is higher than that obtained for ice-like argon on HOPG at all incidence
velocities (third row in Table 5.1). At lower incidence velocities of 0.5 and 1.0 km/s, the rougher surface
limits the spread of the ice-like argon aggregates. Therefore, the relative surface coverage area at 0.5 and
1.0 km/s for the ice-like argon impacts on quartz are similar to those of ice-like argon on HOPG. At the
higher incidence velocity of 1.5 km/s, the ice-like argon aggregate approaches closer to the quartz surface.
The rougher quartz surface has uneven surface topology, leading to more surface-aggregate atom interactions
with more fragmentation and subsequently a relative increase in the surface coverage. The relative surface
coverage for amorphous silica aggregates colliding with the quartz surface is negligible because the irregular
structure of the former and the roughness of the surface ensures that the aggregate sticks to the surface
at all incidence velocities. Thus there is no noticeable increase in the relative surface area covered by the
aggregate for this combination.
5.1.4 Surface material properties derived from MD
When aggregates collide with the surface, they cause temporary surface deformation by dislocating the
surface atom positions. A comparison of the surface depth profiles, obtained along a line horizontal to the
surface plane, for the various cases is shown in Figs. 5.3(a) - 5.3(c). As expected, the surface depth increases
with increase in the aggregate incidence velocity since it imparts comparatively higher momentum to the
surface. In addition, we observe that the deformation of the HOPG surface (Fig. 5.3(a)) is relatively higher
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for the silica aggregate compared to the argon-ice (Fig. 5.3(b)), consistent with its higher mass and therefore
higher momentum transfer. Depth profiles could not be obtained for the ice-like aggregate bombarding the
quartz surface since the ice-like argon aggregate fragments rather than deforming the surface. The surface
deformation profiles of the quartz-amorphous silica system, shown in Fig. 5.3(c), are similar to those observed
for the amorphous silica-HOPG system (Fig. 5.3(a)). However, for the same incidence velocity, the HOPG
surface is predictably more deformed compared to the quartz surface. It is interesting to note that the
roughness of the quartz surface causes relatively similar deformation for 1.0 and 1.5 km/s. The roughness
of the surface in combination with strong Si-O bonds helps dissipate the collision energy, thereby, localizing
and limiting the depth of collision.
While the force imparted by the aggregate during interaction with the surface can not be considered as a
continuous point load, results from the MD trajectory simulations can still be used to obtain surface material
property, such as, the elastic modulus which will be used to generate craters on the surface modeling using
kMC in Sec. 5.2.4. Typically, elastic modulus is derived from contact loading experiments by calculating
the depth of contact for a system of point load acting on a half-space. It should be noted that quartz
is anisotropic[143], whereas, HOPG is orthotropic, which is a subset of anisotropic materials. For general

















In Eqs. 5.1 and 5.2, the elastic modulus of the combined load (aggregate)-surface system in the lateral plane,
E∗a , and normal to the surface plane, E
∗













and, I1, I2, and I3 are the numerical integration functions. For general orthotropic materials, the experi-
mentally obtained values of I1 = 6.338× 10−2, I2 = 7.25× 10−2, and I3 = 0.1359 GPa[144]. Note that the
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subscript ∗ in both, lateral and normal system elastic moduli represents the combined elastic modulus of the










where, ν1 and ν2 , and E1 and E2 are the Poisson’s ratios and and the Young’s moduli of the aggregate and
surface, respectively.
Using the surface depths shown in Fig. 5.3, the contact radius, a, and depth, δ were obtained from
2,000 MD trajectory simulations for the different aggregate-surface types as a function of incident aggregate
velocity. As shown in the figure, the contact radius was calculated as half of the distance along the surface
between the two inflection points formed immediately before and after the deepest point, δ, on the surface
depth profile curves. Using these values in Eqs. 5.1 and 5.2, the lateral and normal elastic moduli were
calculated. As stated previously, the ice-like argon and quartz aggregate have a radius of R of 7.68 and
7.98 Å, respectively. The force imparted by aggregate impact to the surface, F was estimated from the MD
trajectories by considering the product of the mass of the aggregate and the aggregate deceleration. The
aggregate will decelerate from its initial incident velocity and momentarily come to rest upon collision with
the surface, during which its velocity is zero. Therefore, incident velocity divided by the time taken by the
aggregate to collide with the surface will provide the deceleration of the aggregate. The time taken by the
aggregate to reach the lowest z co-ordinate is the time required by the aggregate to decelerate from initial
incident to zero velocity or the time the aggregate takes to collide with the surface.
A summary of the force calculations is provided in Tabs. 5.2 - 5.4. For the sake of comparison, we have
considered both, HOPG and quartz materials as orthotropic. The combined normal elastic modulus of the
HOPG- and ice-like argon system, averaged over the three velocities is 65.61 GPa. Similarly, the combined
elastic moduli of the HOPG-amorphous silica and the quartz-amorphous silica systems are provided in
Tabs. 5.3 and 5.4, and the elastic moduli averaged over three incidence velocities are 83.1 and 52.41 GPa,
respectively. However, the elastic modulus of graphene[145, 146] and quartz[143] are 1050 and 99 GPa,
respectively, where the former is significantly larger than the combined elastic modulus obtained from this
analysis. This indicates that the ice-like argon aggregates held together using van der Waals forces have a
very high elasticity, which reduces the combined elastic modulus of the HOPG and ice-like argon system.
Since, the amorphous silica is similar to quartz, their elastic modulus can be expected to similar as well.
But the unsymmetrical geometry of the amorphous silica aggregate results in rotational energy gain when
incident on HOPG or sticking when incident on the quartz surface, which affects the depth and the contact
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radius obtained from the MD simulations, thereby, reducing the elastic modulus. Obtaining the combined
elastic modulus is important for simulating surface damage in kMC which requires the elastic modulus of
the combined system and not just that of only the aggregate or the surface.
5.2 kMC algorithms developed to model surface mass removal
kMC is a probabilistic method, which is typically used to simulate time evolution of processes with binary
outcomes. kMC has been applied successfully to study surface growth, defect and dislocation mobility, and
surface erosion. To use kMC, propagation or deposition rates must be defined, which are usually obtained
from experiments, MD, or density-functional theory (DFT) simulations. Our objective of using kMC is to
understand how contaminants affect surface mass removal in the presence of a hypersonic boundary layer.
However, kMC simulations depend on specific mechanism, such as that for mass removal for HOPG surface
as well as the role of defects in ice nucleation growth.
5.2.1 General approach
The “process-list algorithm”[147] is based on the N -fold way algorithm originally used to study the Ising
model[73]. The N -fold way method stipulates that one event will occur for every iteration of this algorithm
and the time taken by this event is calculated based on its process rate and added to the total elapsed
time[148]. This method is particularly useful when simulating multiple unique classes of events in tandem,
each with a pre-determined rate of occurrence. Every independent process to be modeled is classified as a
class or category of event, with a total number of category of events, NT . For each possible event category,
i, a process rate, wi is provided as an input to the simulation. To model gas-surface interactions in kMC,
a lattice or a grid is used, such that, each cell represents a surface site. The number of surface sites, ni,
available for the ith category of event is determined every iteration. The rate of the ith event is calculated
as the product of the process rate constant and the number of sites available, i.e., wini and the sum of all





and its reciprocal represents the average time between any two events occurring in the system.
At the beginning of a kMC iteration, the total simulation run-time for which all categories of events will
be modeled, tf , is chosen by the user and the sum of all process rates, R is calculated. Using a random
number, r1, chosen from a uniform distribution of values between zero and one, a category of event k from
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N possible category of events is chosen if,
k∑
i=0
wini ≥ r1R >
k−1∑
i=0
wini for 1 ≤ k ≤ N. (5.7)
After determining the category k, the surface site at which this event will be executed is selected by the
integer product of r2 ·nk, where nk represents the number of surface sites at which event k is possible and r2
is the second random number. Upon executing this event, the surface site is removed from the list of sites
available to execute a future event of category k in subsequent iterations. The third random number, r3, is
then used to calculate the process time,
t = R−1log(r3.) (5.8)
The simulation clock is updated by adding the process time to the total elapsed time, thus concluding one
iteration of the kMC simulation. If the total elapsed time is less than tf , then the algorithm, i.e., calculating
the sum of process rate, selecting random numbers, determining the process, and adding process time to the
total elapsed time is executed again until the elapsed time is greater than or equal to tf .
In this chapter, we have a total of NT = 8 distinct categories of events which are typically encountered
in a hypersonic boundary layer flow. These include aggregate accretion, mass removal due to AO attack,
N2 adsorption and desorption, AO adsorption and desorption, and O2 recombination and desorption, as
summarized in Tab. 5.5. The process rate for each event category will depend on the number density of
the aggregate, AO, and N2 species as well as the number of available sites on the surface, ni, on which a
category of event is allowed. As shown in Tab. 5.6, the process rate for aggregate accretion, AO attack,
and N2 adsorption are widely different. It is possible to decouple event categories with several orders of
difference in the process rates since the N -fold way algorithm considers each category as independent and
not associated with the outcomes of previous events, except for the desorption and recombination processes.
Initially, only the ice or silica aggregate accretion (N = 1) was modeled in the absence of any gas species
by enforcing the sites available for these processes to be zero (n2 through n8 = 0). This made it possible to
extend the simulation time on the order of seconds necessary to obtain aggregate nucleation and meaningful
surface coverage. The surface obtained after these simulations can be considered as “contaminated” by the
aggregate species and with the addition of craters, surface defects can be created prior to modeling the
incidence of boundary layer gaseous species. Using the contaminated and defective surface, the role of AO
attack (n1, n3 through n8 = 0) on surface regression rate will be analyzed in Sec. 5.3.2. For the final,
a surface with craters is used to model AO attack in the presence of N2 adsorption-desorption, and AO
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recombination.
5.2.2 Derivation of graphene erosion rules
As stated previously, HOPG and quartz represent atomically smooth and rough surfaces, respectively. Com-
pared to the two dimensional structure of graphene, because of the three dimensional crystalline structure
of quartz, all surface regions are equally susceptible to damage and therefore, surface regression can occur at
random locations on the surface and is modeled as such in the subsequent kMC simulations. However, due to
the unique layout of carbon atoms in a multi-layered HOPG, material removal is not random[119]. Previous
kMC simulations of graphene have been performed for mono-layer modification of graphene surfaces with
little or no restrictions for surface damage modeling[149, 150, 151]. Allowing unrestricted random removal
of surface sites may be acceptable when modeling materials such as quartz, but does not accurately reflect
the low-temperature (< 600 K) HOPG regression behavior. While the adsorption event can occur randomly
on the top-most layer of the surface, however, the AO will remove surface material preferentially from sites
surrounding previous defects. Thus it is necessary to formulate a set of rules that will control the number
of sites ni available for AO attack. Restricting the number of sites reduces the sum over process rates given
in Eq. 5.6 and modifies the possibility of an event occurring by dynamically changing Eq. 5.7 during every
iteration of the kMC simulation.
To determine mass removal rules, the meso-scale kMC HOPG surface is constructed using 32 x 32 x 4
surface sites in the x, y, and z directions, respectively. The simulation sites represent a surface with lateral
dimensions of 0.32 x 0.32 µm in the x and y directions, with each site, representing a 100 x 100 Å of the
atomic-scale HOPG surface, the approximate surface area of HOPG simulated using MD. Each site has a
height of 100 Å, resulting in a per cell cubic volume of 1 × 106 Å3. Consider a prototypical surface site,
represented by cell (i, j, k), such that, (i+ 1, j, k), (i, j+ 1, k), and (i, j, k+ 1), represent the cells east, north,
and top of the site with index (i, j, k). Similarly, indices (i− 1, j, k), (i, j − 1, k), and (i, j, k − 1), represent
the cells west, south, and below the site with index (i, j, k), where i, j, k are used as address counters for
the surface sites. Sites (i − 1, j, k), (i + 1, j, k), (i, j − 1, k), (i, j + 1, k), (i − 1, j − 1, k), (i − 1, j + 1, k),
(i+ 1, j − 1, k), and (i+ 1, j + 1, k) are hereafter referred to as the eight adjacent sites.
First, the rules formulated for HOPG material removal by AO attack are tested for a continuous flux
of AO by using only a single kMC process category (NT = 1). From molecular beam experiments of AO
interactions with HOPG, it was observed that a carbon atom is emitted from the surface for every 22 oxygen
atoms incident on the surface, i.e., an HOPG volume of 3.0× 10−25 cm3 is destroyed for every oxygen atom
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incident on the surface[118]. Therefore, since each surface site represents a volume of 1.0×10−18 cm3, it will
degrade only when 3.0× 107 oxygen atoms hit the surface site. To test the HOPG material removal by AO
rules, we use an AO flux of 1015 atoms/cm2/s[152, 153], on a surface area of 0.32 x 0.32 µm, equal to an AO
fluence of 106 atoms/s. Note that, even though, this is a low flux regime, typical for low earth orbit below
200 km, the mass removal rules are still applicable for the higher flux simulations performed in Secs. 5.3.2
and 5.3.3, since they depend on the surface material property and not the gas concentration. Based on this
AO fluence and the number of atoms required to degrade one surface site, we obtain a kMC process rate
coefficient of w1 = 3.0× 10−2 /s. To analyze the effect of HOPG mass removal rules discussed below, kMC
simulations are performed for tf = 10 s as this simulation time was found to be adequate to capture the
effects of these rules.
Initial kMC simulations are performed assuming that any surface site is susceptible to removal by AO,
i.e., there are no specific rules for surface material removal. Each layer of the kMC HOPG model contains
32 x 32 = 1024 sites, and for the first simulation, all sites of the fourth/top-most layer (index k = 3) are
assigned the av flag to signify that the sites are available for mass removal. When a site (i, j, 3) is selected
for removal by the kMC process rate, it is assigned the dg and na flags, indicating that site (i, j, 3) has been
removed by AO and is no longer available for further kMC mass removal processes. The flags, dg and na
are used to specify the status of the site as ‘degraded’ and ‘not-available’, respectively. After the site has
been removed, the region of the surface grid is considered an empty volume and is no longer a part of the
kMC simulation. Note that at the start of the kMC simulation, all sites are flagged pr to denote that all
sites are pristine. However, not all sites are made available for removal by AO at the start of the simulation.
Following the removal of site, (i, j, 3), site (i, j, 2), which is located below site (i, j, 3), is flagged available for
subsequent kMC AO attack by assigning it a ‘available’ tag using a pr flag. This rule is applied to all lower
layers of the kMC surface.
The resulting HOPG surface with random site removal is shown in Fig. 5.4(a). kMC simulations with
unrestricted mass removal for 10 s reveals a surface with tower-like structures and accompanying holes which
extend to all three surface layers. It would be highly improbable that a uniform bombardment of AO on a
HOPG surface will generate a surface topology, such that, a tall structure is adjacent to a cavity extending
more than two surface layers, similar to that highlighted in Fig. 5.4(a). At lower surface temperatures between
300 and 600 K[118], the incoming atomic oxygen is likely to interact with taller structures surrounding a
surface location before creating steep, multi-layer pits on a graphene surface at that location. The oxygen
atoms are more likely to remove carbon atoms from the edges of the graphene structure rather than from the
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non-defective basal planes away from the edges. The basal plane of graphene is held strongly by the -C-C-
bonds and will resist mass removal when acted upon by the oxygen atoms at lower surface temperatures (<
600 K). Work by Dewapriya, et al.[154] has shown that the -C-C- bond strength in graphene starts weakening
as the surface temperature is increased. Also, heating multi-layer graphene above 620 K will result in larger
interlayer distances, which will facilitate higher oxidation[155] and as a consequence, carbon atoms will be
removed equally from all regions of the surface. Surface temperatures in a hypersonic Mach 8 flow over a
flat plat vary between 400 and 970 K[156]. Therefore, as the conditions in the hypersonic boundary layer
transition from low temperature to high temperature, special consideration must be provided to account for
changes in the regression behavior of graphene from edge dominated to random regression[118, 119].
The probability of site removal due to uniform gas flux will be higher along the boundaries of previously
formed cavities or edges i.e. defects in HOPG since these sites are susceptible to additional damage on
account of cavity and edge defects[157]. When a gas atom or molecule enters a cavity with a small radius,
it is more likely to be influenced by the attractive van der Waals forces from the layers forming the walls of
the cavity than by the sites at the bottom of the cavity. To limit the formation of unrealistic cavities, a new
limited lower layer exposure (L3E) rule is proposed such that the site below the degraded site is available
for mass removal if and only if all eight adjacent sites surrounding the degraded site are also degraded, i.e.,
if site (i, j, k) has been assigned a dg flag in an earlier iteration step, site (i, j, k − 1) has an av flag, if and
only if sites (i− 1, j, k), (i+ 1, j, k), (i− 1, j − 1, k), (i, j − 1, k), (i+ 1, j − 1, k), (i− 1, j − 1, k), (i, j − 1, k),
and (i + 1, j − 1, k) are also flagged dg. Using this rule from a pristine surface start limits the availability
of sites for removal on the lower layers of the surface. At the end of 10 s, as shown in Fig. 5.4(b), the
surface generated using this rule has markedly less number of degraded sites on the lower two surface layers,
compared to that with random degradation, i.e., there are very few blue sites in Fig. 5.4(b) compared to
Fig. 5.4(a).
For HOPG, it is also well known that the sites around defects are especially susceptible to further mass
removal along those previous defects[119]. Edel, et al.[119] observed that surface mass removal on HOPG is
highly unlikely if there are no previous defects and to study mass removal, they intentionally introduced a
small number of defects by etching a graphite layer prior to exposure to a uniform hyperthermal molecular
oxygen flow over the surface. This phenomenon cannot be modeled by only using the previous limited lower
layer exposure rule and edge defect growth (EDG) has to be taken into consideration. However, this rule
can only be implemented if there are some previously existing defects/degraded sites present on the top-
most layer of the surface. To introduce similar defects in the kMC surface, prior to implementing the edge
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growth rule, during the first five iterations, all surface sites on the top-most surface layer are flagged as av
or available for mass removal. When one such initial defect is created on arbitrary site (i, j, k), all sites with
the exception of the eight proximate sites are re-flagged as na or not available for mass removal. Following
this, mass removal will now occur only around the defects formed in a previous step, mimicking the realistic
behavior observed in HOPG. This rule is then implemented in combination with the previously discussed
limited lower layer exposure rule.
The next kMC simulation is performed after implementing the limited lower layer exposure as well as
edge defect growth. Compared to the surface formed using only the limited lower layer exposure rule, the
surface generated after implementing both the rules shows less surface mass removal, as shown in Fig. 5.4(c).
Also, the mass removal occurs such that it forms a continuous boundary and not across random sites, which
is the expected realistic HOPG mass removal behavior. This behavior is known as fractal sublimation and
was studied for a single layer graphene using experiments and kMC by Huang, et al.[158]
However, as shown in Fig. 5.4(c), the formation of the isolated or “island” non-degraded sites is observed
after implementing the two rules discussed above. “Island” sites represent HOPG sites with open edges on
all four sides (in the x and y direction) and are also not connected to other sites at the diagonal vertices.
In real graphene, the edges of these “island” sites will be composed of unsaturated dangling carbon atoms
which have a known affinity to react with AO[159]. Therefore, the “island” sites are the leading candidate for
AO attack compared to sites with non-degraded neighbors. Thus, in addition to the previous two rules, an
“island” prohibition (IP) rule is also implemented to prioritize the removal of such sites. This rule stipulates
that if there exists a site (i, j, k) with flag av and if all eight proximate sites are flagged dg, then site (i, j, k)
will be removed in the next iteration.
The HOPG surface obtained by implementing all three rules is shown in Fig. 5.4(d). Implementing all
three rules modifies the overall mass removal rate of HOPG by controlling the number of sites, ni, available
for mass removal. For the simulation with no surface rules, all 1084 sites in the top layer are available for
AO attack, and as these initial top-layer sites are degraded, the sites on the lower layers become available for
mass removal. This leads to a marginal decrease in the number of sites available for mass removal, as shown
in Fig. 5.5. However, this behavior is counter-intuitive and unrealistic. For realistic modeling of HOPG mass
removal, initially, the number of sites available for mass removal should be low and gradually increase as the
material becomes progressively more damaged. This behavior is not obtained even after implementing the
first rule, i.e., limited lower layer exposure rule. Although, the number of sites available for mass removal is
significantly different after implementing the first rule, the surface mass removal still follows an exponentially
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decreasing rate as a function of time. When the two rule surface is modeled, during the first five iterations,
all 1084 sites are available to form the initial mass removal site, following which, only the sites surrounding
the degraded site are made available for mass removal. As shown in Fig. 5.5, this leads to a more realistic
trend of available sites with a gradually increasing rate as a function of time. Implementing the final rule
leads to only a small change in the observed trend, but avoids the formation of isolated “island” surface
sites.
5.2.3 Rules for ice-like argon nucleation and growth
Studies by Heidorn, et al.[160], have revealed that ice nucleation on silver surfaces is not random. The ice
islands formed on the surface increase in size in the shape of a fractal. These fractal structures are formed
when smaller ice aggregates amalgamate together and often span nanometers in width. Similar to the kMC
rules formulated to regulate HOPG mass removal, rules are also required to model ice nucleation in kMC.
Specifically, there are two rules, which are enforced to model fractal-like ice growth related to the propensity
of ice aggregates to nucleate along diagonal surface sites and in the gaps between sites with ice-coverage.
We discuss these rules next.
Fractal growth in kMC can be modeled by ensuring that ice aggregates nucleate only along the diagonal
surface sites connected to a site with pre-existing ice aggregate. To understand this rule, let us assume that
an ice aggregate has accreted and occupied a prototypical surface site, represented by cell (i, j, k). During
the subsequent kMC iterations, ice is allowed to accrete only on the diagonal sites, namely, (i− 1, j − 1, k),
(i − 1, j + 1, k), (i + 1, j − 1, k), and (i + 1, j + 1, k). To recreate fractal growth, only sites with one vertex
connected to ice-occupied surface sites are made available for subsequent ice accretion. To better understand
this condition, let us assume that sites, (i, j, k), (i−1, j−1, k), (i−1, j+1, k), (i+1, j−1, k), and (i+1, j+1, k)
are occupied by ice aggregates. Even though, site (i+ 2, j, k) lies on the diagonal of site (i+ 1, j + 1, k), ice
is not allowed to accrete in the next iteration since this site also lies along a diagonal of site (i+ 1, j − 1, k)
which already contains ice. This algorithm creates a continuously increasing fractal structure with growth
purely along diagonals of newly accreted surface sites.
However, one of the consequence of implementing diagonal growth using the above mentioned logic is
that it encourages the growth of repeating structures that form a long chain-like structure along the surface
(with ice occupying sites (i, j, k), (i+ 1, j + 1, k), (i+ 2, j, k), (i+ 3, j + 1, k), and so on), which replicates a
polymer chain rather than an ice fractal like those observed in the work by Heidorn, et al.[160] Furthermore,
ice will also nucleate not just along the diagonals but also in the gaps between the sites with ice-coverage.
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Therefore, a rule is implemented to allow ice-accretion also on sites where at least three neighboring surface
sites are already occupied by ice. This rule also discourages the formation of the chain-like structures. The
ice nucleation in voids rule can be visualized by assuming that ice-accretion on previously empty site (i, j, k),
is allowed only if either three of the four sites, (i− 1, j, k), (i+ 1, j, k), (i, j − 1, k), or (i, j + 1, k) are already
covered by ice. Both these rules are implemented every iteration when performing kMC simulations of
ice-accretion.
5.2.4 Crater generation on a pristine surface
If an aggregate size is on the order of 0.1 µm, even a low incident velocity of 500 m/s is adequate to cause
significant damage to the surface. The surface deformation due to such an aggregate is large enough to cause
craters on the surface. The force transmitted by ice or amorphous silica aggregate with a radius of 0.1 µm at
an incidence velocity of 500 m/s with a collision time of 5 ps will impart a force of 40 to 90 mN, respectively.
Using this force and aggregate radius, Eqs. 5.2 and the average combined normal elastic moduli, discussed in
Sec. 5.1.4, are used to determine the depth of the crater generated. Since the average normal elastic moduli
of all three systems, namely, HOPG with ice-like argon, HOPG with amorphous silica, and quartz with
amorphous silica, were approximately equal as shown in Tabs. 5.2 - 5.4, the post-collisional depth calculated
using Eq. 5.2 was approximated as 700 Å , or seven kMC surface layers, for all three systems. Similarly,
the contact radius for all three combinations was calculated using Eq. 5.1 and is approximately equal to
300 Å or a radius of three kMC cells. An isometric and top-view of a kMC surface with two craters of
this size are shown in Figs. 5.6(a) and 5.6(b), respectively. The AO attack modeling on HOPG is largely
dependent on pre-existing defective sites as discussed in Sec. 5.2.2, therefore, the sides of the crater represent
sites eligible for further mass removal in subsequent time steps. To understand the effect of contact radius
on HOPG mass removal modeling, simulations are also performed by creating craters seven surface layers
deep with a contact radius increased twice or equal to six kMC sites. An isometric and top-view of such a
surface is shown in Figs. 5.6(c) and 5.6(d), respectively. For all the kMC simulations discussed in Sec. 5.3,
the location of these craters is chosen at random for each of the 1,000 kMC simulations performed to provide
a statistically converged surface mass removal and coverage results.
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5.3 kMC simulations of material performance in a hypersonic
boundary layer
After establishing rules for HOPG material removal due to AO attack, ice accretion, and crater generation,
all further full-scale kMC simulations are performed on larger HOPG and quartz surface with a total size of
0.62 x 0.62 x 0.08 µm3. The kMC surface grid is generated using 62 x 62 x 8 surface sites, such that, each
site represents a volume of 1× 106 Å3.
5.3.1 Ice and amorphous silica particle accretion on a pristine surface
The aggregate accretion of ice and amorphous silica (NT = 1) on HOPG and quartz surfaces is first modeled
in the absence of AO and N2 adsorption-desorption (n2 through n8 = 0) and is analyzed by performing
1,000 simulations to provide adequately large statistics. As observed from the MD trajectory simulations,
depending on the surface type, not all aggregates incident on the surface will accommodate or stick to the
surface. To incorporate the MD derived sticking probabilities for ice-like argon aggregates and amorphous
silica, shown in Tab. 5.1, the kMC algorithm is modified by implementing a check using two additional random
numbers. It is assumed that the aggregates are incident towards the surface with a Maxwell Boltzmann
velocity distribution with a mean velocity of 1 km/s and a temperature of 600 K. It is known that for a
normal distribution, approximately 68% of all values fall within one standard distribution of the mean. To
use this detail, a random number (between zero and one) is generated every kMC iteration, and if the value
of this number is less than 0.158, then the aggregate is assumed to be incident at 0.5 km/s. Similarly, if the
value of the random number is greater than 0.841, the aggregate is assumed to be incident at 1.5 km/s. A
second random number is generated and if this random number is less than the sticking probability associated
with the assigned incidence velocity for the current kMC iteration, then the surface site is categorized as
covered by an aggregate.
In addition to the rules and sticking probabilities, the kMC solver also needs the process rate of ice and
amorphous silica aggregates incident towards the surface. Work by Sand, et al.[161], indicates a peak rate of
100 ice crystals in a 1.0 L volume of air when flying through cloud cover. With a vehicle velocity of 1 km/s,
for a kMC surface area of 0.62 x 0.62 µm2, the process rate obtained for ice accretion is w = 3.844×10−5 /s.
Similarly, work by Volz, et al.[162], has found that there are a maximum of 104 dust particles with a radius
of 0.1 µm in a cloud cover in a 1.0 m3 volume of air. The dust rate is considered as the input to calculate
the process rate of amorphous silica and is equal to w = 3.844 × 10−6 /s. For both types of aggregates,
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1,000 kMC simulations are performed, for a simulation time of 105 s, because the process rate of both, ice
and amorphous silica is very low.
The kMC HOPG surface after 105 s of ice accretion is shown in Fig. 5.7(a). The fractal growth of ice
can be observed to be radially growing outwards forming five distinct clusters. Formation of these clusters is
entirely dependent on the applied ice growth rules, which control the number of eligible sites, n, on which ice
accretion is allowed. The fractal ice clusters generated from kMC are qualitatively similar to those shown in
the work by Sand, et al.[161] Because, the sticking probability of ice on quartz surface is considerably lower
than those on HOPG, the ice clusters formed on quartz during the kMC simulations are much smaller but
they look similar with respect to the fractal structure. Note that the ice accretion rules are same for graphene
and quartz as nucleation primarily depends on the type of aggregate and not on the surface material.
Amorphous silica accretion is random and all sites are eligible to accept silica aggregates on both, HOPG
and quartz, surfaces. The silica accretion on the HOPG surface modeled for 105 s using kMC is shown in
Fig. 5.7(b). Due to the random selection of sites available over which silica can accrete, the kMC HOPG
surface after silica accretion is remarkably different compared to that obtained after ice accretion. The role
of sticking probability is evident from the significantly higher surface coverage obtained after 105 s of kMC
simulation of silica accretion on a quartz surface, as shown in Fig. 5.7(c). A comparison of the surface
coverage percentage for the four cases (two types of aggregates and two types of surfaces) as a function
of time is shown in Fig. 5.8. Because all silica aggregates incident on the quartz surface will stick to the
surface, approximately 30 % of the surface is covered during the simulation compared to 5% obtained for ice
incident on either of the surfaces. The surface covered by the aggregates will delay the removal of surface
sites compared to uncovered sites in the presence of AO, as will be discussed next.
5.3.2 Surface removal due to reactive atomic oxygen
The effects of surface material removal due to AO attack (N = 2) is modeled in kMC using a surface size of
0.62 x 0.62 x 0.08 µm (n1, n3 through n8 = 0). The process rate of incident AO adjusted for the increased
surface area is equal to w = 2.4 × 10−1 /s for interactions with an HOPG surface. While the exact loss
of quartz volume due to AO flux was not available, Hastings and Garret[163] provide an erosion yield of
3.0× 10−24 cm3 for every incident AO on a Kapton surface. This erosion yield is a good approximation for
general solid surfaces with repeating structures and can be used to derive the process rate of quartz loss
due to AO needed in the kMC simulations. The degradation rate of Kapton was used as a substitute for
quartz because both materials degrade by random removal removal of sites, without any applied rules. It is
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expected that the degradation rate of quartz will be lower than that of Kapton because of the stiffer Si-O
bonds compared to polyimide polymer chains in KAPTON. This will increase the time required to completely
remove all quartz sites. The process rate obtained for quartz assuming an erosion yield of 3.0× 10−24 cm3
is w = 2.4 /s. The mass removal simulations are performed for 50 and 1 s for the HOPG and quartz
surface, respectively. Since the quartz surface degrades considerably more rapidly because its mass removal
is random, the kMC simulation is performed for a smaller duration compared to HOPG. The isometric
and top view of the HOPG surface with two baseline-sized craters, after 50 s, are shown in Figs. 5.9(a)
and 5.9(b), respectively. The isometric and top-view of the post-mass removal kMC HOPG surface with two
wide craters, after 50 s, are shown in Figs. 5.9(c) and 5.9(d), respectively. The combination of edge defect
growth and limited surface exposure rule generates a kMC surface with shallow mass removal, creating a
pattern with an outward growing mass removal with severe mass removal near the previously formed craters.
When wider craters are generated on the surface, the extent or area of surface removed by AO attack is
larger.
In contrast, the quartz surface exhibits significantly different surface topology after 1 s of AO attack
compared to the HOPG surfaces, as shown by the isometric and top-view in Figs. 5.10(a) and 5.10(b),
respectively. It should be noted that no significant differences are observed in the surface topology when
AO attack is modeled on the surface with two wide craters, as shown from the isometric and top view of
the surface in Figs. 5.10(c) and 5.10(d), respectively. The differences in the material removal behavior of
HOPG versus quartz due to AO attack is quantitatively analyzed from the per layer mass removal of surface
sites for the simulation performed with two wide craters. The number of per-layer surface sites available for
removal by AO as a function of simulation time, for the HOPG and quartz surface are shown in Figs. 5.11(a)
and 5.11(b), respectively. On both surfaces, the topmost layer (layer 7) loses the highest number of surface
sites during mass removal, however, the loss of surface sites as a function of simulation time is different for
the two surfaces. The loss rate of the topmost layer of quartz appears to reach a steady state by 1 s since
possible sites are no longer available. In comparison, the loss rate of the topmost HOPG layer is steep even
near the end of the simulation because of the aforementioned rules. On the quartz surface, the loss rate
gradually increases with increasing surface depth, i.e., more surface sites become eligible for AO attack as
the upper layers are spent. For HOPG however, all layers show uniform mass removal rates due to the edge
growth rule.
The role of craters on the material removal rate by AO is studied by performing 1,000 mass removal kMC
simulations on both, HOPG and quartz surface, with one baseline and wide craters, as well as with two wide
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craters. The total number of surface sites available for mass removal as a function of simulation time for
the HOPG and quartz surfaces are shown in Figs. 5.12(a) and 5.12(b), respectively. The number of surface
sites summed over all eight layers available for AO attack on an HOPG surface is limited in the beginning
because of the aforementioned rules but as the initial sites are removed, further sites become eligible for AO
attack. On average, for every HOPG site which is removed, approximately two sites will become eligible for
AO attack. This results in an exponentially increasing number of sites which are available for mass removal
on an HOPG surface, as shown in Fig. 5.12(a). In comparison, all quartz surface sites on the top-most layers
are eligible and as those sites are removed, the sites on the lower adjacent layer become eligible for AO
attack. However, because of random removal of sites, the number of sites available for mass removal reaches
a plateau because at any given time, a single degraded site will enable only one site to be eligible for mass
removal in the next kMC iteration. When either the size or the number of craters is increased, it generates
more sites eligible for removal at the start of the simulation on both surfaces and consequently, also affects
the rate at which sites become eligible for AO attack.
It is expected that when ice and amorphous silica are accreted on a surface, the surface site loss rate due
to AO attack will be modified. This is especially true for the quartz surface bombarded with amorphous
silica which covers approximately 30% of the surface, as shown in Fig. 5.8. The surfaces are first subjected
to 105 s of ice and silica accretion in kMC. These surfaces are then used in a subsequent kMC simulations of
AO attack. The number of intact or non-degraded surface sites (summed over all surface layers) on HOPG
surfaces as a function of simulation time is shown in Fig. 5.13(a). Degradation of HOPG is strongly coupled
to the applied rules and thus, aggregates covering the surface do not significantly change the rate of surface
site loss for all cases. In contrast, the quartz surface is affected by the aggregate coverage. As shown in
Fig. 5.13(b), the number of quartz degraded surface sites is lower when the surface is covered with aggregates.
The sticking probability of amorphous silica on quartz is unity and therefore, a significant portion of the
surface is covered, as discussed earlier. This protects the surface and retards the removal of the underlying
surface sites. The ice accretion on either of the two surfaces is limited and does not significantly change the
removal rate.
5.3.3 Surface evolution in realistic hypersonic boundary layer conditions
The surface evolution shown in Figs. 5.12(a) and 5.12(b) assumes an influx of only AO towards the surface
(n1 and n3 through n8 = 0). However, hypersonic boundary layers also contain a large fraction of molecular
nitrogen along with AO, which will undergo adsorption and desorption on the surface sites (events N = 3
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and 4). When an influx of both, AO and molecular N2, is modeled on the kMC surface, the adsorption-
desorption processes now compete with the AO attack, thereby lowering the number of sites available for
material removal. Additionally, oxygen atoms from the boundary layer gaseous flow may adsorb on the
HOPG and quartz surfaces and then react with subsequent incident oxygen atoms forming molecular oxygen
by way of an Eley-Rideal mechanism[164, 108]. The details of the process rate expressions for the adsorption,
desorption, and recombination reactions are discussed next.




kb−→ L+ S (5.10)
O(g) + O(s)
kr−→ O2(s) (5.11)
where, L, the species can either be AO or N2, S is an available surface site, and LS represents a surface
site occupied by species L. Reaction mechanisms 5.9 - 5.11 correspond to events N = 3 and 5; 4,6, and 8;
and, 7, respectively, listed in Tab. 5.5. The surface recombination of atomic oxygen (reverse of Eq. 5.11) and
generation of O2 (N = 7) is based on the well known Eiley-Rideal mechanism.




= kf nS fL = −kb nLS (5.12)
where the units of the rate of change of nLS are #/(m
2s), kf is the adsorption rate constant (m
2), nS is
the surface number density of sites available for adsorption (#/m2) and fL (#/(m
2s)) is the mass flux of
species L to the surface calculated as a product of nL, number density, and v̄L, bulk velocity of species L.
The desorption rate constant, kb (#/s), is the reverse rate coefficient of Eq. 5.10. In Eq. 5.11, kr is the
desorption rate constant for recombination (m3/s), where nLS is the surface number density of O2(s) .















where, h = 6.62607 × 10−34 Js is Planck’s constant, Ts = 600 K is the surface temperature, mL is the
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mass of an oxygen atom or N2 molecule in kg, kB = 1.3806× 10−23 J/K is Boltzmann’s constant, Ed is the
desorption energy, R is the universal gas constant, and θD is the Debye temperature in K. Values for these
constants were obtained from the literature; e.g., θD = 2100 and 495 K for graphene[167] and quartz[168],
Ed of N2 from HOPG and quartz[169] = 5.186 and 4.473 kJ/mol, Ed of AO from HOPG[170] and quartz[171]
= 184.096 and 101.3 kJ/mol, and Ed of O2 from HOPG[172] and quartz[173] = 14.47 and 242.672 kJ/mol.
In Eq. 5.12, the surface number density of sites available for adsorption, nS , and sites occupied, nLS , can
be expressed as,
nS = ntαads (5.15)
nLS = ntβdes (5.16)
where, αads and βdes are the fraction of surface area available for adsorption to the total surface area, and
fraction of surface area occupied by species L to the total surface area, respectively. Also, nt is the surface
density (#/m2) of the total number of pristine surface sites available for events N = 2 through 8. Note that
initially, only surface sites on the topmost layer will be available for events N = 2 through 8 but as surface
sites are removed by AO attack (N = 2), sites immediately underneath it become available for events N =
2 through 8, and will change the value of nt, depending on the surface type.
After substituting Eqs. 5.15 and 5.16 into the first and second equalities of Eq. 5.12, the respective rate
equations for adsorption and desorption of the Lth species may be written as,
d [nLS ]
dt
= kf fL αads nt = −kb βdes nt (5.17)
Multiplying all terms in Eqs. 5.17 by the surface area, As, we can relate the adsorption and desorption rates








= wdesAs nt (5.19)
where, wads and wdes (both in #/s) are the adsorption and desorption process rates,
wads = kf fL αads (5.20)
wdes = −kbβdes (5.21)
94






= −kr nO(s) nO(g) (5.22)
where nO(s) is the surface number density of sites occupied by atomic oxygen, and nO(g) is the number
density of atomic oxygen in the gas phase. Note that the formation of absorbed molecular oxygen (N = 7)
and the desorption of recombined O2 (N = 8) are treated as independent events in the kMC simulations
because the sites with adsorbed recombined O2 will contribute to the βdes for the desorption of O2, and in
turn, modify the process rate, wdes for event N = 8.
The rate constant, kr for the recombination reaction can be expressed as[174],






where, Ea is the activation energy for oxygen recombination with a value of 17 and 109.03 kJ/mol for








The partition functions for adsorbed O2, gas phase oxygen atoms, and adsorbed oxygen atoms, FO2(s) , FO(g) ,















where, m is the mass of either an oxygen atom or molecule, l = 10−19 m2 is the area of an elementary
cell obtained by considering the van der Waals diameter of oxygen (3.16 Å) as the cell length, Frot is the
rotational partition function,[177] and Ftr(s) is the two-dimensional translational partition function for the
adsorbed atomic and molecular oxygen[174]. The remaining terms in the rotational partition function are
the speed of light, c = 3.0 × 10−8 m/s, the symmetry number, σ = 2, and the molecular oxygen rotational
constant, B = 144 m−1. The rotational partition function of molecular oxygen is Frot = 145.011 and after
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evaluating all terms in Eq. 5.24, the value of the pre-exponential factor k0 = 2.029× 10−17 m3/s. Note that
the partition function for the recombined adsorbed O2 has contributions from translational and rotational
modes but the electronic mode is assumed to be frozen.
Similar to the adsorption and desorption rate equations, nO(s) can be expressed as,
nO(s) = ntγrecom (5.28)
where, γrecom is the fraction of surface covered by adsorbed atomic oxygen to the total surface area. The











nO(g) nt γrecom (5.29)
Similar to the earlier rates, multiplication of Eq. 5.29 by the surface area, As on both sides gives the







= wrecomAs nt (5.30)
where, the recombination process rate (#/s) can be expressed as,






Initially, the desorption process rate, wdes, is zero since there are no N2 and AO adsorbed sites. The N2
and AO adsorption process rates, wads, are highest since αads is unity. As more sites are occupied by N2 and
AO, αads decreases which lowers the N2 and AO adsorption process rate. However, as the number of N2 and
AO adsorbed sites increases, the fraction of AO and N2 adsorbed sites to total available sites, βdes, and the
desorption process rate, wdes, increase. This leads to an equilibrium such that the adsorption process rate
is equal to the desorption process rate. The equilibrium state is maintained unless the available number of
surface sites is reduced by the independent AO attack event (N = 2).
The process rates of events N = 2 through 8 are determined from the species number density in the
boundary layer formed around a sphere at the three altitudes of 14, 20, and 30 km using the ambient
number densities and hypersonic Mach numbers listed in Tab. 5.7[178]. The altitudes used for this chapter
represent a range of number densities to demonstrate the versatility of kMC in modeling multiple processes.
In terms of free stream conditions, the velocity was assumed to be 600 m/s, which is equal to the most
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probable speed at a temperature of 600 K for the three altitudes and the number density and Mach number
were used to determine the boundary layer mass density using an approximation that the surface pressure is
roughly two times the free stream dynamic pressure[179]. The product of incidence speed and species number
density provides the flux of gas towards the surface in the kMC simulations. Note that the boundary layer
species mass fractions used in this chapter represent those observed at the edge of the boundary layer at
a distance of 0.015 cm above the surface. The process rate of AO attack and N2 and AO adsorption are
presented in Tab. 5.7 along with the simulation times used to model these cases.
To understand the effects of pre-existing defects, simulations were performed with one as well as two
craters on the initial surfaces, as shown in Fig. 5.6(a). Similar to the kMC simulations discussed in Sec. 5.3.2,
craters were generated at random locations on the surface. However, aggregate sticking was not modeled in
this section because the process rate of aggregate sticking is at least six orders of magnitude lower than that
of AO and N2 process rates. The total time of simulations with AO attack and N2 adsorption-desorption
was selected to obtain a steady material removal rate, which in turn, depends on the gas fluence at the three
altitudes, as shown in Tab. 5.7. This time scale is on the order of milliseconds to seconds for altitudes of 14,
20, and 30 km altitude, whereas, ice and amorphous silica accretion occurs on a time scale of several hours.
The snapshots of evolution of the HOPG and quartz surface with one initial defect are shown in Figs. 5.14
and 5.15, respectively. Both surfaces were initialized with a single pre-existing defect or a crater randomly
placed on the surface plane. The gas flux on both surfaces, calculated using the number densities given
in Tab. 5.7, is representative of an altitude of 30 km. At 0.01 s, the surface material removal due to AO
on the HOPG surface is minimal and specifically concentrated around the pre-existing defect, as shown in
Fig. 5.14(a). This is followed by the surface material removal in the region surrounding the defect and as
surface sites are removed by AO attack, more sites become available for subsequent AO attack. The topology
of the HOPG surface at 0.1 s is shown in Fig. 5.14(b). The HOPG surface evolution is very similar to that
observed by Huang, et al.[158] The surface material removal is severe as more sites are susceptible to AO
attack leading to a significantly deformed surface at 0.3 s, as shown in Fig. 5.14(c). In contrast, because of
the lack of surface removal rules, the surface material removal on the quartz surface is more random and
occurs at a faster rate, as evident from the surface topology at 0.5 ms in Fig. 5.15(a). Random surface site
removal due to AO continues to deform the quartz surface topology, at 0.001 s, and eventually depletes sites
even on the lowest surface layers, at 0.002 s, as shown in Figs. 5.15(b) and 5.15(c), respectively. Work by
Xiao, et al.[180] also shows the evidence of open pores and random surface mass removal in the SEM image
of post-oxidation quartz surface.
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Surface mass removal rates from a typical simulation of HOPG with one crater at 14 km altitude is
shown in Fig. 5.16(a). Initially, when a site is removed on the HOPG surface, six more neighboring sites
are flagged as eligible for removal, which leads to an increase in the number of sites available for AO attack
as the simulation progresses. This behavior continues until the point when there are no subsequent surface
sites eligible for attack by AO and therefore, the number of sites available for AO attack as well as that for
AO and N2 adsorption starts decreasing significantly. It should be noted that while all sites on the topmost
layer are eligible for AO and N2 adsorption, due to the applied surface attack rules, only a limited number
of sites are initially eligible for removal by AO attack. Therefore, as surface sites are removed by AO attack,
the number of sites available for AO and N2 decreases while that for AO attack increases.
This behavior is observed at all three altitudes. The N2 and AO adsorption processes compete for
the number of eligible sites. However, due to a combination of low adsorption energy of AO on HOPG,
high desorption rate of N2, and a relatively low desorption process rate of AO, the AO adsorption process
dominates and AO adsorption occupies more sites than N2. Because the adsorption process rate of AO is
higher than that of N2 at 30 km altitude, as shown in Tab. 5.7, the HOPG surface is completely covered
by AO and AO adsorption is preferred over N2 adsorption. Also since the desorption energy of recombined
oxygen is very low on HOPG, the desorption of recombined O2 is the fastest process and does not allow any
O2 to occupy any surface sites in subsequent iterations.
The kMC simulations on HOPG show that there is an initiation time during which the number of surface
sites available for AO attack remains constant, indicating a structurally stable surface region. The initiation
time, as well as the total time required for removal of all sites, can be used to quantify how the altitude or
gas composition, surface type, and pre-existing surface defects affect surface material loss. At an altitude
of 14 km, the number of surface sites available for AO attack (red curve) remains constant up to 3 µs, as
shown in Fig. 5.16(a), for the HOPG surface and all surface sites are completely lost to AO attack by 0.3
ms. The initiation time and the time required to lose all sites to AO attack increases to 0.1 ms and 3 ms at
20 km and to 1 ms and 0.1 s at 30 km, respectively.
Surface mass removal rates from a quartz surface is shown in Fig. 5.16(b). In contrast to HOPG, on
a quartz surface, all sites are eligible for AO attack as well as AO, N2 adsorption-desorption, and AO
recombination at the start of the simulation. Furthermore, because no rules govern surface site removal on
quartz, as soon as a surface site is lost to AO attack, the site immediately below becomes available. This
process continues until there are no new sites. Therefore, unlike HOPG, the number of sites available for
AO attack does not increase and then decrease. Instead it remains constant and then rapidly decreases as
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surface sites are depleted and no new sites become available. It should also be noted that while N2 adsorption
was the least frequent event at 14 km on HOPG surfaces, as shown in Fig. 5.16(a), it is the most dominant
event on the quartz surface, as shown in Fig. 5.16(b). Because of the structure of quartz, adsorbed AO will
recombine to form O2 and immediately desorps in the molecular form. Therefore, an increase is observed
initially in the number of surface sites occupied by AO and as recombination occurs, the number of sites
occupied by AO is reduced. This allows N2 adsorption to compete and become the dominant event.
However, because the number density of N2 relative to AO is lower at higher altitudes, N2 does not remain
as competitive compared to AO adsorption on the quartz surface. At 20 km, N2 is dominant only when
adsorbed AO starts recombining, and, at 30 km N2 adsorption is no longer dominant and instead, majority
of the surface sites are occupied by AO. Similar to the HOPG cases, because the desorption energy of O2 is
low, any recombined O2 will immediately desorp and therefore, no noticeable O2 coverage was observed in
either HOPG or quartz cases. The initiation time and the time taken to remove all surface sites for quartz
was significantly shorter compared to the HOPG surfaces due to random surface site removal.
In summary, given the low number density of ice and silica aggregates in the atmosphere (Sec. 5.3.1), the
percentage of kMC surface covered by either ice or silica is between 5 and 30 % even after a simulation time
of 105 s, as shown in Fig. 5.8. This percentage of surface coverage does not significantly affect the HOPG and
quartz surface regression due to AO attack, as shown in Figs. 5.13(a) and 5.13(b), respectively. However, a
higher surface coverage > 75 % lowers the surface regression rate by approximately 10%. In comparison, the
effect of craters is much more important, as shown in Fig. 5.12. In contrast to the effect of aggregate coverage,
the N2 adsorption-desorption mechanism produces a measurably lower surface regression rate by AO attack
regardless of the type of surface defect, but, the magnitude of the surface flux of AO and N2 will effect the
surface mass removal rate. Finally, Figs. 5.12 and 5.13 show that the effect of aggregate coverage and N2
adsorption-desorption processes is to increase the initiation time as well as retard the surface regression rate
due to AO attack.
Surface mass regression rates and initiation times obtained from the meso-scale kMC simulations can
be used in fluid flow solvers to model hypersonic boundary layers at larger length and time scales. For
example, the surface regression rates obtained from the kMC simulations can serve as input to control grid
and surface morphing. There are three general classes of conditions that can occur for ice and silica-laden
hypersonic boundary layer flows over a surface, namely, flows with large and smaller aggregates and those
with a major mass fraction of N2 compared to atomic oxygen. If the ice or silica aggregate size is larger than
0.1 µm, it will create impact craters on the surface grid even at a low incidence velocity of 500 m/s instead of
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sticking to the surface. So crater modeling, as outlined in Sec. 5.2.4, becomes important in modeling surface
regression. For flows with relatively smaller ice or silica particles, with radii on the order of 5-10 nm, the
presence of these aggregates will not affect the surface regression rates if the dominant gas species in the
boundary layer is AO. For such a flow case, the regression behavior shown in Figs. 5.9, 5.11(a), and 5.12(a)
and those in Figs. 5.10, 5.11(b), and 5.12(b) describes the physics of HOPG and quartz surface regression,
respectively. In contrast, for a flow with a higher fraction of N2 compared to AO in the boundary layer, the
initiation and total surface site removal times determined from kMC simulations should be used to model
HOPG and quartz regression. Smaller aggregates of size 5-10 nm in such a flow will not have sufficient time
to nucleate on the surface before the surface site is lost to regression. It should be noted that when modeling
HOPG regression, the trends obtained in Figs. 5.9, 5.11(a), and 5.12(a) apply to the case where the surface
temperature is less than 600 K. If there is additional heat transfer to the surface at later times in the vehicle
trajectory causing the surface temperature to exceed 600 K, the regression behavior of HOPG will be similar
to that of quartz and the trends obtained from Figs. 5.10, 5.11(b), and 5.12(b) should be used.
5.4 Summary
In the chapter, we present scale-bridging kMC surface specific rules to model ice surface coverage and HOPG
surface removal. MD simulations were used to study the interactions of ice-like argon and amorphous silica
aggregates with atomically smooth HOPG and the comparatively rougher quartz surface. To simulate ice
aggregation, a simplified model of ice was created by assigning the Lennard-Jones potential between two
argon atoms to have the same energy as that of hydrogen bonding between two water molecules in ice. The
MD trajectory simulations were used to calculate the sticking probabilities as function of incidence velocity
for the two aggregate types interacting with HOPG and quartz surfaces. It was found that at all incidence
velocities, the quartz surface was stickier than HOPG. Furthermore, it was observed that the ice-like argon
easily deforms and occasionally fragments upon contact with either of the two surfaces. In contrast, the
more rigid amorphous silica aggregates gained rotational energy upon collision with the smoother HOPG
surface due to the asymmetric shape of the aggregate and at all incidence velocities stuck to the rougher
quartz surface. The sticking probabilities and the impact depth analysis obtained from the MD trajectory
simulations were then used in the kMC simulations of gas and particle interactions with the HOPG and
quartz surfaces.
The kMC micron-sized simulations were performed to understand the effects of particulate coverage, pre-
existing defects, and boundary layer nitrogen adsorption on the surface material loss rate due to AO attack.
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To accurately model the HOPG material loss by AO and ice-nucleation on surfaces in kMC, rules were
derived based on experimental observations to control the number of sites available for process execution
in kMC. It was observed that ice-HOPG, ice-quartz, and amorphous silica-HOPG nucleation required a
significantly longer time to cover the surface area compared to that for amorphous silica-quartz nucleation.
This was due to the combination of higher sticking probabilities for the quartz surface and the ice nucleation
rules on HOPG. When the surface is covered with either of the two contaminants in significantly large
proportion, the mass removal of surface due to AO attack is reduced. The adsorption-desorption of N2,
and O2 recombination processes also act as deterrent to surface mass removal by AO. It was found that the
presence of defects made little impact on the time required for the surface morphology to reach a steady
state when the adsorption-desorption processes were modeled in conjunction with AO attack. Because of the
unique two dimensional structure of graphene in HOPG, as opposed to tightly packed crystalline structure of
quartz, the latter loses surface sites more rapidly than HOPG for the same incidence conditions. The surface
mass loss and aggregate build-up rules provided in this chapter are general and can be used in other kMC
simulations as well as in full gas dynamic simulations of boundary layer gas - vehicle material interactions.
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5.5 Tables and Figures
Type of interaction / velocity 0.5 km/s 1 km/s 1.5 km/s
Ice-like argon - HOPG 0.99 0.88 0.055
SiO2 - HOPG 0.34 0.12 0.0038
Ice-like argon - quartz 0.99 0.98 0.46
SiO2 - quartz 1.00 1.00 1.00
Table 5.1: Sticking probabilities for the two aggregates and two surfaces as a function of initial velocity
Property / velocity 0.5 km/s 1 km/s 1.5 km/s
Collision depth (Å), δ 0.165 0.551 1.012
Contact radius (Å), a 3.942 6.944 9.499
Force (N) 2.52× 10−10 8.41× 10−10 1.51× 10−9
E∗a (GPa) 2.369 1.445 1.016
E∗δ (GPa) 100.957 55.704 40.205
Table 5.2: Elastic moduli of HOPG+ice-like argon aggregate (R = 7.68 Å) calculated using MD trajectory
simulation results. Force, F , is used in Eqs. 5.1 and 5.2.
Property / velocity 0.5 km/s 1 km/s 1.5 km/s
Collision depth (Å), δ 0.326 0.652 1.282
Contact radius (Å), a 3.892 8.023 11.365
Force (N) 5.59× 10−10 1.86× 10−9 3.35× 10−9
E∗a (GPa) 5.456 2.076 1.315
E∗δ (GPa) 90.838 95.543 62.487
Table 5.3: Elastic moduli of HOPG+amorphous silica aggregate (R = 7.98 Å) calculated using MD
trajectory simulation results. Force, F , is used in Eqs. 5.1 and 5.2.
Property / velocity 0.5 km/s 1 km/s 1.5 km/s
Collision depth (Å), δ 0.521 0.957 1.234
Contact radius (Å), a 4.481 9.766 13.334
Force (N) 5.59× 10−10 1.86× 10−9 3.35× 10−9
E∗a (GPa) 3.718 1.196 0.846
E∗δ (GPa) 39.468 52.749 64.872
Table 5.4: Elastic moduli of quartz+amorphous silica aggregate (R = 7.98 Å) calculated using MD
trajectory simulation results. Force, F , is used in Eqs. 5.1 and 5.2.
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Category Process
N = 1 ice or quartz accretion
N = 2 material removal due to AO
N = 3 N2(g) + S → N2(s)
N = 4 N2(s) → N2(g) + S
N = 5 O(g) + S → O(s)
N = 6 O(s) → O(g) + S
N = 7 O(g) + O(s) → O2(s)
N = 8 O2(s) → O2(g) + S






















































































































































































































































































































































































































































































































































































































































































































































































































































































Table 5.7: Flow conditions used for kMC simulations with N2 adsorption-desorption and AO recombination
and attack.∗
Altitude (km) 14 20 30
Free stream mass density (kg/m3) 2.4093× 10−1 2.4093× 10−2 3.0× 10−3
Free stream Mach number 15.99 15.99 5.8434
Mass fraction of N2 0.75 0.72 0.52
Mass fraction of AO 0.22 0.24 0.28
Approximate N2 number density 6.2394× 1026 5.9897× 1025 7.1998× 1023
in boundary layera (#/m3)[179, 181]
Approximate AO number density 3.2042× 1026 3.4955× 1025 6.7873× 1023
in boundary layer (#/m3)
HOPG AO adsorption 4.98× 106 5.43× 105 1.05× 104
process rate, wads (#/s)
Quartz AO adsorption 8.97× 107 9.78× 106 1.91× 105
process rate, wads (#/s)
HOPG N2 adsorption 5.54× 106 5.32× 105 6.39× 103
process rate, wads (#/s)
Quartz N2 adsorption 9.97× 107 9.57× 106 1.15× 105
process rate, wads (#/s)
HOPG process rate for 2.46× 105 2.69× 104 5.22× 102
AO attack (#/s)
Quartz process rate for 2.46× 106 2.69× 105 5.22× 103
AO attack (#/s)
aEstimated considering surface pressure is roughly twice the free stream dynamic pressure[179, 181].
∗Constant velocity of 600 m/s assumed for all cases.
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(a) Four layer HOPG surface (b) Quartz surface
Figure 5.1: All-atom MD models of the HOPG and quartz surfaces are shown. The HOPG and quartz
surface dimensions are 69.29 x 79.93 x 12.00 Å and 68.82 x 76.63 x 16.21 Å, respectively. Carbon atoms are
represented as teal in HOPG, silicon and oxygen atoms are represented by yellow and red in quartz,
respectively.
Figure 5.2: Snapshots of ice-like argon and amorphous silica aggregate when incident on HOPG and quartz
surfaces at 1.0 km/s, at different simulation times. Dimensions of boxes are 50 x 30 Å. Argon atoms are
represented in pink, silica and oxygen atoms are represented by yellow and red, respectively.
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(a) Argon cluster and HOPG surface (b) Silica cluster and HOPG surface
(c) Silica cluster and quartz surface
Figure 5.3: Depth profile of the surfaces for different incident velocities just after the collision. The
inflection points are shown as ‘A’ and ‘B’ in Fig. 5.3(a).
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(a) Random mass removal (b) With limited lower layer exposure (L3E)
(c) With L3E + edge mass removal growth (EDG) (d) with L3E + EDG + island prohibition (IP)
Figure 5.4: Topology of the graphene surface. Here and in subsequent figures contour colors represent
surface layers.
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Figure 5.5: Comparison of available kMC sites for AO attack as a function of simulation time. For this
simulation, pristine surface without craters was used and only AO influx was modeled.
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(a) Isometric view - baseline craters (b) Top view - baseline craters
(c) Isometric view - wide craters (d) Top view - wide craters
Figure 5.6: Topology of an eight layer surface with two craters. The surface has a total size of 0.62 x 0.62 x
0.08 µm3 with a kMC surface grid of 62 x 62 x 8 surface sites. Width and depth of the craters are
determined using material properties obtained from MD simulations
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(a) Ice accretion on HOPG
(b) Amorphous silica accretion on HOPG (c) Amorphous silica accretion on quartz
Figure 5.7: Top-view of the surface at 105 s for the kMC accretion simulation performed using sticking
probabilities derived from MD simulations and ice accretion rules discussed in Sec. 5.2.3. White represents
coverage of the surface site by the aggregate. For this simulation, pristine surface without craters was used
and no AO and N2 influx was modeled.
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Figure 5.8: Comparison of surface coverage for the kMC accretion simulations performed using aggregate
sticking probabilities derived from MD simulations.
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(a) Isometric view - baseline craters (b) Top view - baseline craters
(c) Isometric view - wide craters (d) Top view - wide craters
Figure 5.9: Topology of the 8 layer graphene surface obtained from the kMC simulation after 50 s of AO
attack without accretion.
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(a) 2 baseline craters isometric view (b) 2 baseline craters top view
(c) 2 wide craters isometric view (d) 2 wide craters top view
Figure 5.10: Topology of the 8 layer quartz-like surface obtained from the kMC simulation after 1 s of AO
attack without accretion.
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(a) HOPG surface (b) Quartz-like surface
Figure 5.11: Number of surface sites available per layer for AO attack without accretion as a function of
simulation time for a 2 wide crater surface.
(a) HOPG surface (b) Quartz-like surface
Figure 5.12: Number of surface sites summed over all eight layers available for AO attack without accretion
as a function of simulation time. A pristine surface is initialized by removing five sites from the topmost
layer.
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(a) HOPG surface (b) Quartz-like surface
Figure 5.13: Number of intact surface sites on a surface that has been first modified by ice or amorphous
silica accretion and then subject to AO attack.
(a) t = 0.01 s (b) t = 0.1 s (c) t = 0.3 s
Figure 5.14: Snapshot of HOPG surface evolution with 1 crater as a function of simulation time for a gas
flux representative of 30 km altitude. Both AO and N2 influx were modeled for this simulation.
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(a) t = 0.0005 s (b) t = 0.001 s (c) t = 0.002 s
Figure 5.15: Snapshot of quartz surface evolution with 1 crater as a function of simulation time for a gas
flux representative of 30 km altitude. Both AO and N2 influx were modeled for this simulation.
(a) HOPG surface (b) Quartz surface
Figure 5.16: Surface mass removal rate for 1 crater surfaces as a function of simulation time for a gas flux
representative of 14 km altitude.
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Chapter 6
Role of nanostructure and hydrogen
bonding on electrosprays
The ability of ILs to generate electrosprays along with their stability and low vapor pressure make them a
good candidate for their use as a propulsion device in space. Micro-thrusters are a promising form of propul-
sion devices for small satellites in station keeping and on-orbit correction because of their high efficiency and
long operational life. A family of these devices, known as colloid or electrospray thrusters, use ionic liquids
as propellant, such that the ions emitted by the Taylor’s cone are accelerated by an applied electric field,
generating thrust. Broadly speaking, colloidal electrosprays operate either in the ionic or droplet emission
mode, in the later mode of operation, multiple charged ions coalesce and form large clusters. Examples of
ion emitters whose emission properties have been studied include 1-ethyl-3-methylimidazolium tetrafluorob-
orate (EMIM-BF4)[182], which readily emits in a pure ion mode, 1-butyl-3-methylimidazolium dicyanamide
(BMIM-DCA)[183, 184], and 1-ethyl-3-methylimidazolium bis[(trifluoromethyl)sulfonyl]imide[185]. With re-
spect to droplet emitters, recent work by Alonso-Matilla, et al.[186] has shown that EAN produces stable
emission of fine droplets as small as 1 nm in diameter, which is beneficial as it results in a better charge-to-
mass ratio leading to more efficient colloid thrusters. Protic ILs, like EAN, are also known to be environ-
mentally more benign than other organic solvents[187] and easier to synthesize compared to aprotic ionic
liquids[188] such as EMIM-BF4. However, the final selection of IL type for propulsion devices ultimately
depends on the power required for extrusion which is connected to the nanostructure and chemical behavior
in the presence of an electric field.
MD simulations of IL electrosprays have previously been used to predict and understand the behavior
of IL emission. Kim, et al.[189] and Borner, et al.[190, 182, 191, 192] have performed MD electrospray
simulations of liquid gallium and EMIM-BF4, respectively, to obtain thrust and emission currents. The
extensive database of MD potentials available for numerous ILs enables one to study emission from a number
of ILs. For this work, we have performed MD electrospray simulations of EAN and ethanolammonium nitrate
(EOAN) from a bulk reservoir. EAN and EOAN fall under the subset of ILs known as protic ILs (PIL) that
are formed by proton transfer due to stoichiometric combination of a Brønsted acid and base[187, 193].
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EAN and EOAN are two of the oldest and well-studied PILs. Gabriel[194] synthesized EOAN in 1888 and
Walden discovered EAN in 1914[195]. Even though, EAN and EOAN are classified as PILs and both have
similar constituent molecular groups in their ion-pairs, EAN shows a higher tendency to form aggregates in
the bulk than EOAN. EAN is reported to “self-assemble into a sponge-like nanostructure in bulk”[196] and
form separate polar and apolar domains. The polar and apolar domains consist of charged ammonium and
nitrate groups and long chains of alkyl groups in the EAN bulk, respectively. EOAN, in contrast, does not
have a well-defined nanostructure and the presence of the hydroxyl group is reported to make its structure
“weaker”[196] compared to that of EAN. Our objective is to use MD simulations of EAN and EOAN in
the presence of an external electric field to explain how the nanostructure of EAN and EOAN are different,
the hydrogen bond network is affected due to an electric field, and the electric field changes the molecular
structure of the IL ion-pairs.
ILs are classified into either aprotic or protic types. The imidazolium based ILs, such as EMIM-BF4 fall
under aprotic class of ILs and as stated by Borner, et al.[192], EMIM-BF4 operates in the ion mode[197]. On
the other hand, EAN is classified as a protic ILs, which are known to be environmentally more benign than
other organic solvents[187] and easier to synthesize compared to aprotic ionic liquids[188]. EAN has been
reported to emit in the droplet mode, producing a jet of nanodroplets[186]. Since future propellants may use
mixtures of protic and aprotic types of ILs, we use MD electrospray simulations to analyze the differences
in the emission behavior of the two ILs.
The remainder of this chapter is as follows. In Sec. 6.1 we discuss the details of the interatomic potentials
and the boundary conditions used for the MD simulations. In Sec. 6.2, we discuss the differences in the
nanostructures of EAN and EOAN, in the absence and presence of an external electric field. In section 6.3,
we present the differences in the hydrogen bond networks of the two ILs and how they change when the bulk
is placed in an external electric field. In Sec. 6.4, the changes occurring in the molecular structure of EAN
and EOAN, when placed in an electric field, are discussed.
6.1 Geometry and Numerical Parameters of the MD simulations
MD simulations of EAN, (C2H5)NH3
+ and NO3
−, and EOAN, (C2H4)OHNH3
+ ·NO3−, were performed
using the LAMMPS[63] molecular dynamics package and OPLS-AA interaction parameters provided by
Jorgensen, et al.[198] and Umebayashi, et al.[199]. A cut-off radius of 20 Å was used for the Lennard-Jones
and the short-range Coulomb interactions. The long-range Coulomb interactions were modeled using the
particle-particle particle-mesh method[200]. The all-atom molecular structures of EAN and EOAN ion-pairs
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used for the MD simulations are shown in Fig. 6.1(a) and (b), respectively and the partial charges of these
atoms are given in Tab. 6.1. To generate bulk nanostructures of EAN and EOAN, 1,000 ion-pairs of the IL
under analysis were placed in a domain of size 60 x 60 x 60 Å with periodic boundaries in all three dimensions,
such that the mass density of the system was close to its experimental value of 1,216 and 1,265[201] g/cm3,
respectively. The system was then energy minimized using the lowest system potential energy criterion to
avoid any possible atom or bond overlaps. This was followed by equilibration for 250 ps using the isobaric-
isothermal (NPT) ensemble implemented by the Berendsen barostat followed by 250 ps of canonical (NVT)
ensemble equilibration at a set temperature of 293 K using the Berendsen thermostat[110]. The equilibrated
systems for EAN and EOAN had a final dimension of 53 x 53 x 53 Å.
Since the equilibrated systems were periodic in all three directions, they could not be used directly
for extrusion simulations. The periodic box system were therefore modified such that the periodicity was
removed in the z direction and the zmax was increased to 200 Å to incorporate the external electric field in
the MD simulation, as shown in Fig. 6.2. At zmin of the domain, a bed of 441 platinum atoms was introduced
on which the ILs rests and the electric field ground was placed 10.0 Å below the IL meniscus along the x− y
plane of the simulation domain. The IL-vacuum interface is referred to as the meniscus. The cathode is
placed 100 Å above the IL meniscus and the emitted charged droplets during extrusion were sampled at the
cathode plane. The final simulation domain size for both the EAN and EOAN was 53 x 53 x 200 Å , and
the external electric field was applied between z = 43 Å and z = 150 Å. Radial density functions, g(r), of the
atom-atom correlation from EAN were found to be in good agreement with those obtained by Umebayashi,
et al.[199] from their MD simulations. Similarly, the RDFs of atom groups from the EOAN simulations were
found to be in agreement with those obtained by Hayes, et al.[202]
From our preliminary MD simulations of EAN and EOAN in the presence of an external electric field, it
was observed that EOAN ion-pairs were emitted for electric field strengths as low as 3.0 V/nm, but, extrusion
of EAN ion-pairs from the bulk required a higher electric field of 8.0 V/nm. To maintain consistency in
discussing the differences between EAN and EOAN, the analyses presented in this work are for an external
electric field of strength 8.0 V/nm. Figure 6.3 shows a comparison of the emission currents which illustrate
quite clearly that the emission of ions from EOAN is more spontaneous, higher, and occurs over a shorter
time period than EAN.
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6.2 Comparison of EAN and EOAN nanostructures in the
presence and absence of an Electric Field
A snapshot of the MD simulation of EAN, performed using the simulation domain described in Sec. 6.1, in
the absence of an applied electric field is shown in Fig. 6.4(a). It was observed that the apolar CH2 and
CH3 groups of EAN cations are aligned, forming alkyl chains or carbon chain aggregates that are widely
observed in the EAN nanostructure. These EAN alkyl chains have been previously studied by Kennedy,
et al.[203] using ESI-MS to show aggregation formation in EAN that is probably due to hydrogen bonding
between the EAN cations and anions. Similarly, work by Ludwig[204] provides a possible stable structure
of these aggregates, which, in the neutral state favors a cubic structure with the three proton donors of
the ethylammonium cation oriented towards the three acceptor nitrate ions. Using ab initio calculations,
Ludwig[204] showed that a stable aggregate of EAN has eight cations and seven anions (C8A
+
7 ) and generates
alkyl chains within the EAN nanostructure. These alkyl chains, observed in our MD simulations, can be
seen more easily when only the carbon atoms are shown, as in Fig. 6.4(b) where the empty regions represent
the volume occupied by the anions which surround the alkyl chains. In contrast, a similar extensive network
of alkyl chains was not observed when the MD bulk nanostructure of EOAN was analyzed. The cation
aggregates of EOAN are much smaller and consist of approximately two to three cations.
In the presence of an external electric field of 8.0 V/nm, the EAN and the EOAN showed important
differences in their respective nanostructures. For EAN, the anions create a barrier across the ground node
of the electrode, forming a cation-anion sandwich. Kornyshev[205] and Bazant[206] have shown that ILs
that have strong polar groups, such as EAN, form static bilayers at a solid charged interface in the presence
of an external electric field. These static bilayers act as capacitors[207] and are known to resist the emission
of ions from the IL[208]. In our MD simulations, even though we do not have a solid charged interface, the
ground of the applied electric field acts as a charged interface, which is located 10 Å below the IL-vacuum
interface, as shown in Fig. 6.2. The static bilayer structure in EAN is observed distinctly by isolating only
the cation carbon atoms and the anion oxygen atoms, as shown in Fig. 6.5(a). The influence of the applied
electric field permeating through the EAN bulk can be seen from the extent of the cation-anion layers formed
below the applied field. From Fig. 6.5(a), we observe that the effects of the electric field are strongest at
the interface and gradually weakens further down in the bulk of the liquid. This can also be observed by
isolating only the EAN anions, as shown in Fig. 6.5(b), where, it can be seen that the two ordered layers
of anions transition to a more disordered arrangement of anions associated with the EAN nanostructure in
121
the absence of an electric field. On the other hand, the effect of the applied electric field is not as strong on
the EOAN nanostructure. As seen from the snapshot of isolated cation carbon groups shown in Fig. 6.6(a),
no cation-anion static bilayers were observed near the ground of the electric field. The strong electric field
causes the anions to form an ordered layer or a barrier along the ground of the electric field, as shown in
Fig. 6.6(b), but this does not generate a cation-anion sandwich layer, similar to that observed in EAN. As
will be discussed in the subsequent sections, the hydrogen bond network is stronger in EAN than that in
EOAN, thus, allowing the cation-anion static bilayers to form in EAN but not in EOAN.
For each ionic liquid, RDFs were generated for three separate cases, namely, by sampling ion-pairs in the
absence of an external electric field, within the topmost layer nearest to the applied electric field (referred to
as eField 50 Å), and in the bottom most layer of the bulk, farthest from the applied electric field (referred
to as eField 10 Å), as shown in Fig. 6.2. The RDFs for the atom-atom correlation between the cation
central carbon-anion nitrogen atoms (C1 −NO) of EAN and EOAN ion-pairs are shown in Figs. 6.7(a) and
(b), respectively. Although static bilayer formation affects the relative positions of the groups of atoms, it
does not change the density of either of the ILs. This is the reason why the first and second co-ordination
shell radii remain unchanged with the application of the electric field, thereby suggesting no change in the
density of the EAN bulk. Due to the rearrangement of anions and cations in the region closest to the electric
field, the magnitude of g(r) for the first co-ordination shell is comparatively lower for the ion-pairs sampled
from this region. The RDF curves for the ion-pairs sampled without electric field and for ion-pairs sampled
farthest away from the electric field are in agreement, thus confirming that the effect of the electric field does
not permeate through the entire bulk but is limited to approximately 10 Å below the ground of the applied
electric field. Similar RDFs generated for the C1 − C1 of the ion-pairs sampled from the layer closest to the
applied electric field, eField 50 AA, shows higher g(r) compared to ion-pairs sampled when no electric field
was applied. This observation, coupled with the decrease in the C1 −NO correlation, suggests that for both
the ILs, there is a tendency of the anions to form a barrier close to the applied electric field thus changing
the cation-anion correlations near the region of applied electric field.
6.3 Effect of electric field on hydrogen bond networks
The differences between the behavior of EAN and EOAN in the presence of an external electric field can
be attributed to their respective nanostructures, which, in turn depend on the features of the hydrogen
bond networks in the bulk. Hydrogen bonds (HBs) are formed due to electrostatic attraction between a
hydrogen atom, covalently bound to a strong electronegative atom such as nitrogen or oxygen, and a strong
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electronegative atom belonging to a nearby ion-pair. In EAN ion-pairs, hydrogen bonds could be formed
between HN and O and for EOAN, between HN and O and HO and O (see Fig. 6.1). Previous work[203, 209]
on EAN presents strong evidence of the importance of hydrogen bonding to the nanostructure of EAN.
Using X-ray diffraction experiments and MD simulations, Song, et al.[210] have observed that the strong
electronegative nitrogen atoms of the ammonium group in the cation act as proton donors to other charge
dense oxygen atoms of the nitrate anion, forming an extensive network of hydrogen bonds (N-HN · ··O) within
the bulk.
Representative hydrogen bonding between the ammonium group and the oxygen atoms of the anions
from our MD simulation, particularly, the preference of the anions to surround the ammonium group,
is shown in Fig. 6.8, which is similar to that observed by Song, et al.[210] from their MD simulations.
Each ethylammonium cation and nitrate anion has three proton donor and acceptor sites, respectively. So
potentially, there can be a maximum of three HBs between a cation and anion, even if these bonds are
highly distorted. Similarly, each ethanolammonium cation has two strong electronegative atoms, namely,
the nitrogen of the ammonium group and the oxygen of the hydroxyl group acting as proton donors to the
acceptor anion oxygen atoms. However, it should be noted that the empirical potential structure refinement
(EPSR) simulations of EOAN by Hayes, et al.[202] suggests that the presence of the hydroxyl group in the
EOAN cation is found to weaken the solvophobic alkyl chain clusters because the steric hindrance restricts
the formation of hydrogen bonds in the bulk.
In our MD studies we use a simple molecular geometry based criterion to characterize a HB. If an
interaction of the form, Y-H· · ·X, is such that the H· · ·X distance is greater than the H-X covalent bond
distance but is less than the van der Waals H· · ·X distance[211], then Y-H· · ·X is defined as a HB, where
Y is the electronegative atom such as N or O and X is the proton acceptor. We also require that the angle
made by Y-H· · ·X be greater than 90o. The length of the HB is defined as the distance between the H atom
and the proton acceptor. There are three hydrogen atoms attached to the electronegative nitrogen of the
ammonium group in both EAN and EOAN ion-pairs. This hydrogen bond is referred to as the N-HN · ··O HB
and there can at maximum be three HB of this type per ion-pair for both, EAN and EOAN. The hydroxyl
group in EOAN provides the possibility of generating one O1 −HO · ··O type HB. The RDFs were generated
for the three electric-field cases, similar to the procedure discussed in Sec. 6.2.
The radial distribution functions of the N-HN · ··O HBs in EAN for all three cases are shown in Fig. 6.9(a).
For the case with no external electric field, the first shell of the RDF is centered at 2.4 Å, which is in
agreement with the peak values reported by Hayes, et al.[202] This distance is greater than the N-H covalent
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bond distance of 1.01 Å but less than the N· · ·H van der Waals distance of 2.75 Å and the angle made by
the N-HN · ··O was found to be 117o which is greater than the stipulated value of 90o, thus demonstrating
the presence of the N-HN · ··O HBs in the EAN bulk. The average number of HBs per ion-pair was found
to be similar for cases with no electric field and for ion-pairs sampled at the bottom of the domain with
applied electric field (blue curve). The number of HBs per ion-pair decreased by approximately 20% when
the ion-pairs were sampled from the region closest to the applied electric field (green curve) compared to
the region at the bottom of the domain. Thus it can be conjectured that a fraction of the energy provided
by the applied electric field is utilized to cleave the HBs present in the ionic liquid bulk. For the case with
an applied electric field, the first co-ordination shell radius of the N-HN · ··O HBs in EAN ion-pairs closest
to the external electric field is similar to that observed for EAN ion-pairs in the absence of an electric field.
However, the first co-ordination shell radius for the EAN ion-pairs sampled at the bottom of the domain is
marginally smaller compared to the case with no electric field, representing a minor decrease in the average
N-HN · ··O HB lengths for ion-pairs in the region furthest away from the applied electric field. The second
co-ordination shells represent the non-bonded van der Waals interactions between the HN and the O atoms
and therefore are not a part of the hydrogen bond network.
Figure 6.9(b) shows the RDF of the HN and O atoms in EOAN. The number of N-HN · ··O per EOAN was
found to be much lower than for the N-HN · ··O HBs in EAN. EOAN ion-pairs sampled farthest away from
the electric field, showed an increase in the average number of N-HN · ··O HBs, which is in complete contrast
to EAN, where all regions showed a decrease in the number of N-HN · ··O HBs when the electric field was
applied. For the EOAN ion-pairs sampled closest to the applied electric field, a decrease of approximately
17% was observed in the average number of N-HN · ··O HBs compared to the case without applied electric
field. No significant differences were observed in the location of the first co-ordination shell for cases with
and without an electric field.
The RDFs of the O1 −HO · ··O HBs in EOAN are shown in Fig. 6.9(c). When no external electric field
is present, the first co-ordination shell is found at a radius between 2.3-2.4 Å, which is greater than the O-H
covalent bond distance of 1.69 Å but less than the O· · ·H van der Waals radius of 2.72 Å and the angle
made by O1 −HO · ··O atoms was found to be 118o. The average number of O1 −HO · ··O HBs sampled
from EOAN ion-pairs in the absence of an electric field and from the ion-pairs sampled at the bottom of
domain are similar as seen from the agreement between the radial density functions in Fig. 6.9(c). However,
for EOAN ion-pairs sampled closest to the applied electric field, the average number of HBs per ion-pair
decreases by approximately 25%. Unlike the shifts in the first shell radius of the N-HN · ··O found in EAN,
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the first shell radii of the O1 −HO · ··O HBs are similar for all three cases.
The connectivity of N-HN · ··O and O1 −HO · ··O HBs determines the nanostructure of both EAN and
EOAN, which in turn affects their behavior in the presence of an external electric field. To quantify the HB
network in the bulk, simulations were performed for 1,000 ion-pairs of both EAN and EOAN, which were first
energy minimized using the lowest possible system potential energy as the criteria. The ion-pairs were then
equilibrated using the canonical (NVT) ensemble for 250 ps, allowing the ionic liquid to attain the desired
temperature of 300 K. This was followed by 250 ps of the microcanonical (NVE) ensemble simulations,
during which the atom positions were saved every 1.25 ps, giving us a sample size of 1,000 ion-pairs and 200
frames (atom positions). These atom positions were then post-processed to generate the HB statistics used
for the hydrogen bond calculations.
Using the aforementioned geometric criterion, probability distributions were generated for N-HN · ··O
HBs in EAN and EOAN and O1 −HO · ··O HBs in EOAN. The probability distributions calculated for the
number of HBs per ion-pair, n, at an equilibration temperature of 300 K are shown in Fig. 6.10. There are
significant differences in the number of HBs per ion-pair sampled from the EAN and EOAN simulations,
both in the absence and presence of an electric field. Starting with Fig. 6.10(a) for EAN, it can be seen that
in the absence of an electric field, an EAN ion-pair has the highest probability of forming two N-HN · ··O type
HBs (n = 2) out of a possible three, with approximately 32% of the total 1,000 ion-pairs belonging to this
state. Approximately 20% of EAN ion-pairs do not have any HBs (n = 0) and the other 20% form all three
possible N-HN · ··O type HBs per ion-pair (n = 3). For the EOAN ion-pairs the probability distributions
shown in Fig. 6.10(b), consider both the number of N-HN ···O and O1 −HO ···O type HBs per EOAN ion-pair,
with the first and second indices referencing the former and latter, respectively. It was found that in the
absence of an electric field, approximately 20% of the EOAN does not form any HBs and the other 20% of
the sampled EOAN ion-pairs have a combination of one N-HN · ··O and one O1 −HO · ··O type HBs. These
two are the most dominant states in the EOAN bulk. The other states with greater than 10% probability
include ion-pairs having one N-HN · ··O type HBs and no O1 −HO · ··O type HBs, no N-HN · ··O but one
O1 −HO · ··O type HBs, and two N-HN · ··O with one O1 −HO · ··O type HBs. The likelihood of EOAN
ion-pairs having three N-HN · ··O type HBs was observed to be low.
When the electric field was applied, the number of EAN ion-pairs samped with the n = 2 and 3 decreased
but not significantly. This small decrease of less than 5% in the fraction of EAN ion-pairs with two and three
N-HN · ··O type HBs was compensated by a marginal increase in the fraction of EAN ion-pairs with no or one
N-HN · ··O type HBs, as shown in Fig. 6.10(a). However, overall the probability distributions did not change
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significantly when the electric field was applied to the EAN ion-pairs. Similarly only small changes were
observed in the fraction of EOAN ion-pairs with two and three N-HN · ··O with no O1 −HO · ··O type HBs.
Also, no changes were observed in the fraction of EOAN ion-pairs with no N-HN · ··O and one O1 −HO · ··O
type HBs. In contrast, as shown in Fig. 6.10(b), a significant decrease was observed in the fraction of EOAN
ion-pairs having a combination of N-HN · ··O and O1 −HO · ··O type HBs. This was compensated by the
increase in the fraction of EOAN ion-pairs with no HBs and with only one N-HN · ··O and no O1 −HO · ··O
type HBs.
The EAN ion-pairs form only the N-HN · ··O type HBs but 50% of EAN ion-pairs have two or more HBs
per ion-pair and of the remaining, 30% will have at least one HB. These HBs in EAN are formed between
the ammonium group in the cation and anion, which leads to distinct clusters of anions surrounded by the
clusters of cations, as discussed previously. In contrast, the majority of EOAN ion-pairs will either have no
HBs or a combination of one N-HN · ··O and O1 −HO · ··O type HB. As shown in Fig. 6.1, the hydroxyl
and ammonium groups are present on the opposite ends of the EOAN cation. For both types of HBs to
exist in EOAN, there needs to be anions at either ends of the cation. This leads to a more sparse, equal
distribution of the cations and anions in the EOAN bulk, as shown in Fig. 6.6 as opposed to the clustered
structure observed in EAN, seen in Fig. 6.5. The lack of change in the fraction of ion-pairs with more than
one N-HN ···O type HB coupled with a large decrease in the population of ion-pairs having both types of HBs,
when the electric field is applied, suggests that the effect of the electric field was to prevent the formation of
the O1 −HO · ··O type HBs but not the N-HN · ··O type HBs, enabling more emission from EOAN compared
to EAN, as shown in Fig. 6.3. This inability of the electric field to prevent the formation of the N-HN · ··O
type HBs was also observed from the insignificant changes to the probability distributions of the HBs in
EAN, shown in Fig. 6.10(a). It should be noted that the electronegativity of the proton donor atom dictates
the strength of the HBs, therefore the O1 −HO · ··O should be stronger than the N-HN · ··O type HB but
only marginally because the electronegativity of nitrogen (3.06 PU∗) is not significantly greater than that
of oxygen (3.61 PU)[212]. However, based on the observations from Figs. 6.10(a) and 6.10(b), the electric
field was more effective in preventing the formation of the O1 −HO · ··O type HBs than the N-HN · ··O type
HBs. It should be noted that the after applying the electric field to the IL bulk, the total number of HBs
was higher in EAN than in EOAN.
∗Pauli Units
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6.4 Effect of the electric field on energy storage in ion molecular
modes
To understand the effects of an applied electric field on the molecular structure and energy modes of EAN
and EOAN, additional MD simulations were performed by placing a large droplet, consisting of 1,000 ion-
pairs, at the center of a simulation domain with size 200 x 200 x 200 Å. For these simulations, the applied
electric field covers the entire domain, such that the cathode is at z = 200 Å along the x − y plane and
the ground is at z = 0 Å, with the field strength of 8.0 V/nm. A snapshot of the immersed EAN droplet
and its emissions are shown in Fig. 6.11. As opposed to the previous bulk simulations, where the EAN bulk
is resting on the platinum plate so that it has only one liquid-vacuum interface, the suspended droplet of
EAN ion-pairs has multiple liquid-vacuum interfaces. This should remove any bias that may exist due to the
periodicity of the simulation domain or the static bilayer formation with the IL bulk. When the suspended
droplet was completely immersed within an electric field of strength 8.0 V/nm, spontaneous emission of
cations and anions towards the cathode and ground was observed, respectively, for both EAN and EOAN.
This emission behavior is different from that of EAN with only one liquid-vacuum interface, where emission
was observed to be sporadic and occurred approximately once every 16 ps. A similar spontaneous emission
of cations and anions was also observed from the EOAN droplet. Where as, the EAN droplet was completely
disintegrated only after 100 ps, the EOAN droplet disintegrated much faster in approximately 20 ps.
Subtle but important changes in these multiple interface simulations were observed in the molecular
structures of the EAN and EOAN ion-pairs. For the EAN cation, no changes were observed in the CH and
NH bond lengths of the CH3 and the NH3 groups. Similarly, no significant changes were observed in the
NH3 groups of the EOAN cations. However, the electric field induced excitation of the CH bond lengths
in the CH2 group for both EAN and EOAN. The methyl C atom in EAN and the ammonium N atom in
EAN and EOAN have negative partial charges and their constituent hydrogen atoms have a positive charge.
Therefore, the effect of the electric field is minimal on the CH3 and the NH3 groups as the negative partial
charges counteract the forces exerted on the positive group due to the negative electric field. But in the
methylene groups of EAN and EOAN, both the carbon and hydrogen atoms have positive partial charges
of different magnitudes, resulting in the excitation of the methylene CH bonds when the electric field is
applied. The NC and the CC bonds of the cation also show more excitation about their mean bond lengths
because the sum of the partial charges of the methyl, methylene, and the ammonium group are all positive
with unequal magnitudes.
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The covalent backbone angle formed by the N-C1 − CM in EAN and EOAN, represents a torsional
degree-of-freedom and will undergo excitation when placed in an electric field. The NCC backbone angle
distributions of the EAN and EOAN immersed droplets in the absence and presence of an external electric
field are shown in in Figs. 6.12(a) and (b), respectively. The EAN NCC backbone angle has a much narrower
distribution compared to that of the EOAN, in the absence of an electric field. The applied electric field
excites the covalent angles of EAN which results in a broader distribution, as shown in Fig. 6.12(a). On
the other hand, the EOAN NCC covalent angle distribution, shown in Fig. 6.12(b) possesses higher covalent
potential energy. Therefore, after applying the electric field, the EOAN NCC angle distribution is not
significantly different as it is already at a higher covalent potential energy even prior to the application of
the electric field. This would suggest that when an electric field is applied to EAN, a fraction of the energy
provided by the electric field is stored in the NCC backbone angles acting as torsional springs, instead
of overcoming the Coulomb electrostatic interactions between cations and anions. In comparison, energy
provided by the electric field to the EOAN bulk is not utilized to excite the NCC covalent angle and therefore
allows easier emissions from the bulk. For the anions of both EAN and EOAN, even though, the NO bonds
in the nitrate anion do not show as much stretching, minor changes are witnessed in the anion structure
of both, EAN and EOAN. Due to thermal equilibration, the oxygen atoms of the anion exhibit motion
with respect to the anionic nitrogen. This motion can be described as the oscillation of the plane formed
by the three oxygen atoms with respect to the nitrogen atom at the center. In the absence of an external
electric field, oscillations occur with a mean out-of-plane offset distance of 0.25 Å from the nitrogen atom.
When the external electric field is applied, the distribution of the offset lengths becomes broader, as shown in
Figs. 6.12(c) and (d), for EAN and EOAN, respectively. The applied electric field generates more oscillations
in the anion structure broadening the distribution, suggesting that a part of the energy due to the external
field is stored in the form of these oscillations.
During electrospray extrusion from a capillary, an EAN or EOAN droplets emitted from the tip will
encounter varying electric fields. These external electric fields are highest near the mouth of the capillary
and become gradually weaker farther away from the capillary into the bulk. Even at the mouth of the
capillary, the radial electric field contribution is highest near the walls of the capillary and is weakest at
its axial center. Observations from the droplet simulations at lower applied electric fields, for both EAN
(lower than 5 V/nm) and EOAN (lower than 3 V/nm), suggests that the droplet loses only few ion-pairs
and the droplet retains its overall structure. This allows us to predict that during an electrospray process,
predominantly monomers and dimers will be emitted near the walls of the capillary but heavier trimers and
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droplets will be emitted near the center of the capillary. Trimers and droplets emitted very early in the
electrospray will encounter much stronger electric fields and decompose into monomers and dimers. After
Taylor cone generation, these larger species will encounter weaker electric fields and will travel without
disintegrating.
6.5 Summary
Changing our focus to IL simulations, in this chapter, we discussed MD simulations of EAN and EOAN in
the presence of an electric field to understand its effects on the nanostructure of the two ILs. It was observed
that EAN bulk behaves differently than EOAN in the presence of an electric field. The field strength required
to emit ion-pairs from EAN was higher than that required for EOAN. While anions of both ILs form a barrier
or layer at the ground of the electric field, the nature of the EAN nanostructure leads it to form static bilayers
of cations and anions in a sandwich layer configuration below the ground of the applied field. The localized
relocation of the anions relative to the cations generates differences in the cation-anion correlation functions
but it does not change the radii of the first or second co-ordination shells. Based on these observations, we
can state that the mass density of either of the two ILs did not change for the case with the electric field
applied just below the meniscus.
Key differences in the responses of EAN and EOAN ion-pairs to the applied electric field were observed.
The NCC backbone angles of EAN were found to respond with more excitation compared to that of EOAN,
when the ion-pairs of both ILs were completely immersed in an external electric field. This provides an
additional mode of energy storage in EAN, thus further reducing the available energy that can be utilized
to overcome the electrostatic interactions between the cations and anions and generate ion emissions from
the bulk.
The potential differences in the nanostructure of the two ILs were also investigated with respect to the
nature of the hydrogen bond network. Both EAN and EOAN ion-pairs have a tail ammonium group and
nitrate anions, thereby providing three proton-donor acceptor pairs per molecule leading to three possible
N-HN · ··O type HBs per ion-pair. Additionally, the hydroxyl group in EOAN also acts as a proton donor
allowing the formation of O1 −HO · ··O type HBs in EOAN. Using MD, it was observed that EAN ion-pairs
have the highest probability of possessing two N-HN · ··O type HBs per ion-pair. In contrast, the EOAN
ion-pairs have higher probability to possess both N-HN · ··O and the O1 −HO · ··O type HBs. It was observed
that the electric field strengths used in this work were more effective in preventing the formation of the
O1 −HO · ··O type HBs but not the N-HN · ··O type HBs. In both EAN and EOAN, HBs are formed
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primarily between the cations and anions and during the electrospray process of either of the ionic liquids, a
part of the energy supplied by the electric field is also used in preventing the formation these HBs along with
overcoming the Coulomb interactions between ion-pairs. Finally, to use EAN or EOAN as a electrospray
propellant, it is necessary to perform further analysis taking into account the responses of the HBs to the
added solvents and how it may facilitate emission at a lower electric field strengths.
Additionally, we used the effective coarse graining method (EFCG) to develop a coarse grained potential
for EAN. The process of developing this potential as well as comparison of the extrusion results from the
coarse grained simulation in comparison with the all-atom simulations are discussed in the Appendix.
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6.6 Table and Figures













Figure 6.1: Molecular structure and atom types of EAN and EOAN are shown in (a) and (b), respectively.
Subscripts are used to differentiate the carbon and hydrogen atoms based on their position in the
molecular skeleton. Atom colors are: C (teal), H (silver), N (blue), and O (red). EAN and EOAN
molecules are approximately 5.0 and 7.0 Å across in dimension.
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Figure 6.2: Boundary condition utilized for MD simulations. The height of the IL-vacuum interface is 53
Å. For the cases with applied external field, a strength of 8.0 V/nm is applied between the cathode and
ground electrodes.
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Figure 6.3: Extrusion currents as a function of emission time obtained at and above the cathode (see
Fig. 6.2) for the bulk simulations with an electric field of 8.0 V/nm.
Figure 6.4: Visualization of 500 EA+ and 500 NO−3 and -C-C- (only cations) of the all-atom bulk
nanostructure of EAN in the absence of an electric field is shown in (a) and (b), respectively. Atom colors
are here and in subsequent figures: C (teal), H (silver), O (red), N (blue), Pt (tan).
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Figure 6.5: Visualization of -C-C- (only cations) with anion oxygen atoms near the eField ground and 500
NO−3 (all cations omitted) from all-atom domains in the bulk EAN simulation in the presence of an
electric field, shown in (a) and (b), respectively.
Figure 6.6: Visualization of -C-C- (only cations) and 500 NO−3 (all cations omitted) from all-atom domains
in the bulk EOAN simulation in the presence of an electric field, shown in (a) and (b), respectively.
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Figure 6.7: Radial distribution functions (RDF) of the C1 −NO for EAN and EOAN are shown in (a) and
(b), respectively.
Figure 6.8: Representative hydrogen bonding (NH· · ·O) in EAN observed in an MD snapshot. Atom colors
are: C (teal), H (silver), N (blue), O (red). Lateral dimensions of the shown simulated space is 5 Å. Atom
(a) is a cation tail carbon atom, CM, (b) is the cation central carbon atom, C1, and (c) is the

















































(c) EOAN - (O1 − HO · ··O)
Figure 6.9: Radial distribution functions of HBs in the absence and presence of an external electric field
from MD simulations.
(a) EAN (b) EOAN
Figure 6.10: Probability distribution of the number of HBs per ion-pair, ‘n’, calculated at a temperature of
300 K. For EOAN, the first index of the x axis represents the number of N-HN · ··O HBs per ion-pair and
the second index represents the number of O1 −HO · ··O HB per ion-pair. Please note that n are the
discrete states and that no populations exist in regions between two n values
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Figure 6.11: Visualization of the all-atom suspended 1,000 ion-pair EAN droplet in an applied electric field
strength of 8.0 V/nm is shown. Atom colors are: C (teal), H (silver), O (red), N (blue). The edge of the
region of applied electric fields are shown by green lines.
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Figure 6.12: The normalized distribution of the NCC cation backbone angle for EAN and EOAN are
shown in (a) and (b), respectively. The out-of-plane offset of the nitrate anions from EAN and EOAN are
shown in (c) and (d), respectively. The red and the green curves represent the results for the cases in the
absence and presence of the applied electric field, respectively.
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Chapter 7
Role of long-range Coulomb cut-off
radius and periodicity
The objective of this work is to quantify the sensitivity of electrospray emission modes to the method
of calculation of long-range Coulomb forces. The variation of long-range Coulomb contributions to the
selection of cut-off radii and its change on the outcome of the MD electrospray simulations was explored.
MD simulations typically scale as O(N2), where N is the number of atoms used for the simulation. Thus,
it is not viable to use an infinite cut-off radius, as the solutions become prohibitively expensive. Also, the
Coulomb forces and energies at the cut-off radius that separates the long-ranged and short-ranged forces
must be matched. We, therefore, face a two-fold problem of performing simulations with converged cut-off
radius for the short-range Coulomb interactions as well as having an accurate long-range model appropriate
for the electrospray simulations.
In this work, we investigate the effects of long-range Coulomb models on the electrospray emissions using
the coarse-grained (CG) EMIM-BF4 potential of our previous work[190]. In Sec. 7.1, we provide the details of
the MD simulation geometry and the electrical boundary conditions used to implement the applied electric
field responsible for extrusion of the IL from a capillary and the typical long-range Coulomb interaction
models used for MD simulations are briefly discussed in Sec. 7.2. The effects of these long-range Coulomb
interaction models on the Taylor cone formation and the emission of ions sampled from the electrospray
simulations are discussed in Sec. 7.3.1. Similarly, the ion emission currents of different ion species and the
Coulomb energy of the system are used to analyze the dependence of Coulomb cut-off radius on electrospray
simulations in Sec. 7.3.2. Finally, the effect of periodic boundary conditions on Coulomb potential energy
and its subsequent effects on ion emissions are discussed in Sec. 7.3.3.
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7.1 Numerical parameters and potentials used for the MD
simulations
The all atom model of EMIM-BF4 and its corresponding coarse grained (CG) model are shown in Figs. 7.1(a)
and 7.1(b), respectively. The CG potential allows the simulation to be performed using just five CG sites
instead of 27 atoms required for an all-atom simulation by simplifying groups of non-essential degrees-of-
freedom into a single site[213]. The coarse grained (CG) potential for the EMIM-BF4 was obtained by
modifying the CG EMIM-NO3 potential derived by Wang, et al.[214, 213] using the effective field coarse
graining method (EFCG). This method allows large molecular groups within an ion-pair to be treated as
single CG site. The position the CG groups were calculated from the center-of-mass of all the constituent
atoms forming those CG groups. The masses and charges of the CG sites were simply the sum of the
masses and partial charges of the atoms forming the CG sites. The all-atom EMIM-BF4 ion-pair, shown in
Fig. 7.1(a) was simplified to CG EMIM-BF4, shown in Fig. 7.1(b), by approximating the cation complex
imidazolium, methylene, and two methyl groups to CG groups IM, MR, M1, and M2, respectively. Similarly,
the anion BF−4 was also approximated as a single CG site. The EFCG method uses separate treatments to
calculate the bonded and non-bonded interactions. The bonded interactions, namely, the covalent bonds,
angles, and dihedrals were simulated using a harmonic function. The non-bonded interactions were modeled
during the simulations using the tabulated potentials calculated from EFCG, for a combination of each CG
site. The extrusion simulations were performed using 256 cores of Intel Xeon Phi 7250 (Knights Landing)
nodes on the STAMPEDE 2 machine, employing the parallelized version of the PPPM and DC methods and
required approximately 38 hours each to complete a simulation time of 1.0 ns. The PPPM model was used
with the desired relative error in forces with accuracy of 1× 10−5 for all our simulations.
To understand the effects of long-range Coulomb interactions and the electric field boundary conditions,
relatively larger scale (> 10,000 atoms) MD simulation domain, as shown in Fig. 7.2(a), was designed. A
capillary of radius 56 Å and length 275 Å was constructed using 16,626 platinum atoms. The capillary was
filled with 9,455 molecules of EMIM-BF4 which were first energy minimized and then thermally equilibrated
to room temperature. The desired flow within the capillary was generated using a repulsive moving wall
with a Lennard-Jones 9-3 potential. The capillary was placed within a domain of size 500 x 500 x 1,375 Å,
at the zmin= 0 Å of the domain. An extractor ring was placed at z = 1,275 Å, positioning it 1,000 Å away
from the mouth of the capillary. A negative potential was applied at the extractor and the ground potential
was applied at the mouth of the capillary. An external electric field was obtained for these simulations by
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solving the Laplace’s equation for the appropriate boundary conditions, as will be discussed in Sec. 7.2. The
species specific extraction current was obtained by sampling the emitted ion-pairs at the extractor plane.
It should be noted that with an exception of the direct Coulomb method, the other long-range Coulomb
interaction methods require the domain to be periodic in all three dimensions. However, it is not possible
to have the domain periodic in the extrusion direction, i.e. along the z axis. Therefore, a combination of
evaporate and slab procedures were used along the x−y plane at zmax of the domain in LAMMPS to generate
a quasi-periodicity in the extrusion direction for simulations that explicitly required periodicity in all three
dimensions. The evaporation procedure allows one to remove atoms from a specified region, which in our
case is a rectangular box of size 500 × 500 × 20 Å3 placed right beyond the extractor plane. Removing
atoms beyond the extractor ensures that particles leaving the domain at zmax = 1375 Å do not reenter
from zmin due to periodicity. To shield the electrostatic contributions of these out-bound ion pairs on the
atoms near zmin, the slab fix inserts an empty volume between the periodic images. This effectively allows
the boundary to be treated as quasi-periodic, turning off the long-range Coulomb interactions along that
periodic boundary.
7.2 Long-range Coulomb interaction models










where, n is the total number of atoms in the system, rij is the distance between atoms i and j, C is known
as the Coulomb constant, qi, qj are the user defined partial charges on atoms i and j, respectively, and are
typically obtained from Density Functional Theory (DFT) calculations that are used to define the interaction
potential. The values of qi can be found in Table 2.1 of Ref. [190]. The electrostatic interaction energy,
observed from Eq. 7.1, scales as 1/r and even a small change in the interatomic distance leads to a large
fluctuation at short distances. For simulations having large spatial dimensions or with large number of atoms
(> 10,000), the electrostatic energy calculations using Eq. 7.1 can be computationally expensive. The spatial
distances become especially large when periodic boundary conditions are used, since the simulation box now
becomes infinite in length. To overcome this limitation, the electrostatic energy calculations are split into
short- and long-range Coulomb interactions, where, the latter is the electrostatic energy calculated at long
ranges beyond the user selected short range cut-off distance, Rc. From the computational point of view, the
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electrostatic energy is now calculated as,
ECoul = Eshort−range + Elong−range (7.2)
where the first and second terms are associated with the designations of Edirect and Emesh, respectively,[200]
and








, rij < Rc (7.3)
The purpose of this splitting of the Coulomb energies is to use a comparatively computationally inexpensive
Coulomb interaction approximation at distances larger than the cut-off radius while ensuring that the short-
range interactions are calculated directly using Eq. 7.1. Using Eq. 7.1 for short-range interactions provides
the best accuracy for the interactions between closest particles which generates the largest contribution to the
sum of all pair-wise interactions. Of course, in an ideal case we would calculate all the Coulomb interactions
using Eq. 7.1 assuming an infinitely large cut-off radius. We will evaluate some extrusion conditions in this
work for a cut-off radius much larger than is typically used to understand the effect on the MD simulations
and will refer to these simulations as using the Direct Coulomb (DC) approach.
There are a number of methods available for the calculation of the long-range or Emesh part of the
electrostatic interaction which vary in their complexity from the simple shifted force Coulomb sum (SFCS)
to the complex Ewald’s sum method. The SFCS method[215] works on the principles of truncating and
dampening the Coulomb interaction over large distances. SFCS is, computationally, the least expensive
of the long range models but due to the truncation and dampening of Coulomb interactions beyond the
cut-off radius, Rc, this method is used primarily for preparation of systems for further simulations using
models with better accuracy. More complex methods like Ewald’s summation use Fourier transformations
to compute the long-range interactions. These methods are computationally more expensive than the SFCS
method but provide good accuracy. Finally, the Particle-particle particle-mesh (PPPM)[216] is one variant
of the Ewald’s summation method and is attractive for systems with large numbers of atoms because it scales
as N log2(N) instead of a double summation N
2 scaling. The mathematics and implementation details of
the PPPM method are provided in work by Pollock and Glosli[217], Darden, et al.[218], and Toukmaji and
Board Jr[219]. We briefly discuss the methodology of using it to evaluate the Emesh term below.
The Emesh term is calculated by mapping the charged particles to the mesh nodes of a grid superimposed
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where, ε is the vacuum permittivity and ρ(R̄) and φp(R̄) are the charge density and electrostatic potential
obtained by solving Poisson’s equation at the grid nodes with position vector, R̄. The charge density is





where, hx, hy, hz are the fixed, constant grid cell sizes in x, y, and z respectively. The charges, q(R̄) are
obtained using a mapping scheme such that the charges present in the grid cell are distributed to the 8 nodes




qiW̄ (r̄i − R̄) (7.6)
W̄ = WxWyWz (7.7)




for δ < hx
0 for δ ≥ hx
(7.8)
δ = |ri,x −Rx| (7.9)
where W̄ is the weight assigned to the interaction depending on the distance between the position vector of
the ith particle r̄i and the grid node position vector, R̄.
Typically, it is computationally feasible to calculate the short-range Coulomb interactions using Eq. 7.1
for Rc less than 12 Å. This makes it necessary to calculate the long-range Coulomb interaction using Emesh
for grid sizes, hx, hy, and hz, equal to 12 Å. Since a molecule of EMIM-BF4 spans approximately 10 Å across,
the Emesh grid size of hx = hy = hz=12 Å should be optimum for our MD EMIM-BF4 simulations. The
field generated by the potential obtained at each grid node from the solution to the Poisson’s equation is
given as,
Ēk = −∇̄φp(R̄) (7.10)
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where, Ēk is the field at the k
th grid node. The effective long-range Coulomb energy, Elong−range or Emesh
on an atom due to the field generated in Eq. 7.10 is given as,






F̄ki = qiĒk (7.12)
such that, F̄ki is the force on i
th atom due to the electric field contribution from the grid node k and r̄pi
is the vector joining the position vector of the atom with the position vector of the grid node. With these
definitions, the total Coulomb potential energy of the system is therefore the sum of the energies given in
Eqs. 7.3 and 7.11.







+ ϕp + ϕl (7.13)
where the first term is the short-ranged potential calculated by the direct Coulomb approach, with a cut-off
radius, Rc, the second term is obtained from the solution of Poisson’s equation using the PPPM method,
and the third term is due to an externally applied electric field, constant in time. In Eq. 7.13, the first two
terms are analogous to “space charge” since they represent the effect of the induced electric field, but, at
the atomistic level. Once the electrical boundary conditions are specified, such as in Fig. 7.2(b), ϕl can be
obtained from Laplace’s equation,
∇2φl = 0 (7.14)
using the generalized minimal residual (GMRES) method[220] with a grid-size (hx, hy, and hz) equal to
the Coulomb cut-off radii, Rc. A Neumann boundary condition was applied in the periodic x − y and
non-periodic z directions, except at the extractor ring and the capillary, as shown in Fig. 7.2(b). Note
that this contribution to the total electric potential on an atom only needs to be computed once, at the
zero-th time step, whereas, the first and second terms of Eq. 7.13 are computed every time step in the MD
simulation. Grid convergence for Eq. 7.14 was tested by reducing the grid size from 12 to 5 Å. As opposed to
a constant normal electric field, the spatially varying electric field in the direction of extrusion defined by this
configuration is strongest at the mouth or meniscus of the capillary and becomes gradually weaker farther
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away from the capillary. Also in contrast to a constant normal electric field with no radial component, the
radial electric field enhances the formation of the Taylor cone.
7.3 Results and discussions from the MD extrusion simulations
7.3.1 Ion emission behavior for different long-range Coulomb interaction
models
Two sets of MD simulations were performed using two different long-range Coulomb interaction methods.
For the first, the Coulomb interactions were calculated solely using Eq. 7.3 for both short- and long-range,
referred to as the DC method, with an extended cut-off radius of 20 Å. For the second set of simulations,
the short-range Coulomb interactions were calculated using Eq. 7.3 with a cut-off radius of Rc = 12.0 Å
and beyond Rc, the long-range was calculated using the PPPM method, as described by Eqs. 7.4 - 7.12,
with desired relative error in forces of 1.0 × 10−5. The grid-size used by the PPPM method was equal to
the cut-off radius, Rc = 12 Å. For both set of simulations the mass flow rate was varied from 1.22× 10−12,
2.44 × 10−12, 4.88 × 10−12, 7.32 × 10−12, and 9.76 × 10−12 kg/s. Emission results from these simulations
were then compared with those obtained by Borner, et al.[190, 182, 191] for their EMIM-BF4 simulations
using the SFCS long-range Coulomb model and the electrospray experiments performed by Romero-Sanz, et
al.[221]
An electrospray device operates either in a positive or negative mode of operation. If a negative potential
is applied at the extractor, it acts as a cathode and the electrospray is said to operate in a positive mode
of operation. For the MD simulations, a negative extraction potential of -13 V was applied and so positive
ion species were sampled at the extractor. The emitted positive ion species were classified based on the
number of cations present in the aggregate. Using the definition, (EMIM− BF4)n · EMIM+, if n was zero,
the aggregate was termed a monomer and if n = 1 or 2, the aggregate was defined as a dimer or trimer,
respectively. For n larger than 9, the aggregates were defined as a droplet. The emitted ions were sampled
at the annular extractor ring, 1,000 Å away from the capillary and the emission currents were calculated as a
cumulative time moving average for the sampled ion species obtained at every 10 ps. The emission currents
shown in this work were averaged for approximately 750 ps. The approximate number of monomers, dimers,
trimers, and droplets emitted at lowest mass flow rate of 1.22× 10−12 kg/s was found to be 62, 49, 80, and
10, respectively.
A comparison of the emitted monomer currents for the entire mass flow rate range is shown in Fig. 7.3(a).
145
We observed that while the coupled DC + PPPM and SFCS methods over-predicted the monomer emission
currents, the DC method produced good agreement with the experiments for all mass flow rates. However,
this agreement did not extend to the dimer, trimer, and droplet current for any of the three MD Coulomb
interaction methods, as shown in Figs. 7.3(b), 7.4(a), and 7.4(b), respectively. The MD results from the DC
and coupled DC + PPPM method under-predicted the dimer current compared to the experiments. Use
of the SFCS model, however, leads to a weaker system Coulomb energy resulting in even higher emission
rates of larger emission species and hence the over-prediction of the dimer current. All three MD methods
over-predicted the trimer and droplet currents compared to the experiments. While, the extraction potential
of -13 V was adequate in generating strong enough normal and radial electric fields near the mouth of the
capillary, it did not produce sufficiently strong normal electric fields farther away from the capillary to break
the larger aggregates into smaller species. This causes the MD simulations to predict higher trimer as well
as droplet currents. The agreement of the total ion current (sum of monomer, dimer, and trimer), shown
in Fig. 7.5(a), from the DC and coupled DC + PPPM method with the experiment was achieved because
the over-prediction of trimer and droplet currents compensated the under-predicted dimer currents. The
SFCS method showed large disagreement with the experiment on account of weaker Coulomb interactions,
especially at higher mass flow rates for all ion species except trimers. The larger emitted ion species underwent
subsequent breakdown into smaller ion species due to the weaker Coulomb interactions. The large droplet
currents from all MD methods caused the total emission current to be higher than the experiment values,
as shown in Fig. 7.5(b), but despite that, the DC and coupled DC + PPPM methods compared better than
the SFCS method for the total emission currents. Given the approximations inherent in the SFCS method
and its level of accuracy, it should therefore be avoided when performing electrospray MD simulations due
to its failure to generate sufficiently strong Coulomb interactions.
The difference in the evolution of the Taylor cone structure and the emission behavior can be deduced
from the rate of ion emissions and the Coulomb energy per emitted ion. For this comparison, we analyzed
the electrospray simulation at the lowest mass flow rate of 1.22× 10−12 kg/s. As observed from Fig. 7.6(a),
the ion emission characteristics for the DC and the coupled DC + PPPM were fundamentally different.
The emission of ions predicted by the coupled DC + PPPM was initially and continually larger, whereas,
the DC method showed gradual emission at a much lower rate. The snapshots of ion emission for the DC
and coupled DC + PPPM method at approximately 400 ps simulation time are also shown in Figs. 7.7(a)
and 7.7(b) respectively. The gradual increase in the ion emission for the DC method leads to a distinct cone
structure formation at the mouth of the capillary after which emission occurs at the apex of the cone shaped
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structure. As previously mentioned, the presence of the radial electric field also helps the formation of the
cone structure. This is reflected from the gradual increase in the emission of ion pairs up to 350 ps and then
higher emission beyond 350 ps in Fig. 7.6(a).
A comparison of Coulomb energy per ion of emitted ions is shown in Fig. 7.6(b). In the DC method, the
build-up of the Taylor cone and emission of only monomers up to 350 ps leads to a positive Coulomb energy
per ion for the emitted ions. Beyond 350 ps, once the Taylor cone was fully formed, larger ion species were
emitted from the apex. For the coupled DC + PPPM method, emission was observed to contain monomers
and larger species from the start of the simulation. The sparse distribution of the emitted species and the
presence of anions in the larger ion species lead to negative Coulomb energy per emitted ion for the coupled
DC + PPPM method throughout the duration of the simulation and for the DC method beyond 350 ps.
For the DC + PPPM method, after 400 ps, a large number of ion pairs were spontaneously emitted in the
domain, lowering (less-negative) the Coulomb energy per emitted ion.
7.3.2 Effect of Coulomb cut-off radius, Rc, and Emesh grid size on emission
It was found from MD simulations that the effects of cut-off radius were most evident at lower mass flow rates
and for a high extractor ring potential. Therefore, the simulations discussed in this section were performed for
a mass flow rate of 1.22×10−12 kg/s and an applied extractor potential of -17 V. We consider the DC method
with a large Rc to be the most accurate so that simulations using this method were performed for a cut-off
radii of Rc = 20, 40, and 60 Å. A good agreement was observed in the potential energies of the simulations
with DC method with Rc of 40 and 60 Å, suggesting that the DC method with Rc = 40 Å represents a
converged result, as shown in Figs. 7.8(a) through 7.9(b). Two other simulations were performed with the
coupled DC + PPPM method with a cut-off radii of Rc = 12 and 20 Å, respectively. It can be seen in the
figures that the results are generally more sensitive to the cut-off radius for the DC+PPPM than the DC
method.
The potential and kinetic energies for all ions, i.e., inside and outside the capillary, are shown in
Figs. 7.8(a) and 7.8(b), respectively. Since the changes in the covalent and van der Waals interactions
are insignificant in the presence of an external electric field compared to the changes in the Coulomb energy,
the Coulomb energy is considered representative of the total potential energy of the system. The kinetic
energy as a function of time for the two methods are seen to be significantly different in Fig. 7.8(a) even
after increasing the cut-off radius for the coupled DC + PPPM method. The system with lower potential
energy (less negative) will have more emissions and therefore, higher kinetic energy. The highest Coulomb
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energy (most negative) was observed when only the DC method was used. We observed that the potential
energy of the system with the DC method and Rc = 20 Å implementation had a higher potential energy
(more-negative), representing stronger Coulomb energy interactions in the system than for the simulations
with coupled DC + PPPM method. For the DC method with a large cut-off radius (> 40 Å), the initial
potential energy was found to be lower (less negative) than predicted by the other methods due to the loose
ions present at the meniscus of the capillary. As these few initial ions were emitted, prior to 150 ps, the
Coulomb energy of the DC methods was stronger compared to the coupled DC + PPPM approach. As
the cut-off radius for the coupled DC + PPPM systems was increased, the Coulomb energy of the system
became comparatively stronger (more negative). However, for the coupled DC + PPPM system, even after
increasing the Rc to 20 Å from Rc = 12 Å, the Coulomb energy did not match with that of the DC method
for a Rc = 20 Å.
This lack of agreement between the DC and DC+PPPM can be understood, given the approach that
MD packages such as LAMMPS use. The general algorithm for long-range Coulomb interaction modes is
to ensure that the short-range Coulomb energy approximates the long-range Coulomb energy at the cut-off
radius to provide smooth transitioning between the short and long-range potentials. This leads to truncation
of the Coulomb energy for the coupled DC + PPPM method even when the cut-off radius was increased to
20 Å. The combined effect of dampening the short-range interactions for the DC + PPPM coupled systems
and the long-range interactions resulted in weaker (less negative) Coulomb energies compared to simulations
with only the DC method.
The lower Coulomb energy (less negative) for the coupled DC + PPPM method facilitated the emission
of ions from the capillary, leading to higher emission rates, as seen in Fig. 7.9(a). The combination of
stronger Coulomb interactions enhanced the formation of a Taylor cone using the DC method as was shown
in Fig. 7.7(a), as opposed to disrupted structure observed for the DC + PPPM coupled method, shown in
Fig. 7.7(b). The DC methods for both cut-off radii have similar emission trends and show minor differences
only after 400 ps simulation time. Furthermore, when the Coulomb energy per ion of only the emitted ions
was considered, the selection of cut-off radius for the both the DC and the coupled DC + PPPM caused
very little change, as shown in Fig. 7.9(b). The differences in the trends for these two methods is similar to
that shown previously in Fig. 7.6(b).
The Coulomb interaction of the emitted ions and the ions present in the capillary just below the meniscus
plays an important role in determining the statistics of ion emission even when only the pure DC method
is used. Figure 7.10(a) shows the number or ions emitted from the capillary (outside the capillary) as a
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function of simulation time. The second curve labeled ‘Top 20 Å’ identifies those ions inside the capillary
that fall within a cutoff radius of 20 Å from the base of the Taylor cone. The interactions between these
ions pairs strongly influences the Taylor cone structure. When this cut off radius is increased to 40 Å, not
surprisingly the number of ions present within the top 40 Å is twice that of ions present in the top 20 Å.
Both the number of ions within the capillary and external to the capillary remain relatively constant until
around 500 ps when the Taylor cone formation begins. To understand how the summation in Eq. 7.3 depends
on the choice of Rc, the Coulomb energy was calculated for this system using the ion positions from an MD
snapshot taken at 500 ps as a function of a sphere of influence, for 0 ≤ r′ ≤ Rc for each ion in the domain.
Figure 7.10(b) shows that for small r′ values the Coulomb energy oscillates as additional ion pairs are added
to the summation, however, at larger r′ the magnitude of the oscillations decreases. Nevertheless, for even
a conventional cut-off radius of Rc = 12 Å, fluctuations were observed in the measured Coulomb energy
suggesting that a simulation performed with this value would not result in physically converged emission
predictions. The figure shows that the amplitude of the fluctuations are essentially completely damped for
a higher cut-off radius of Rc = 40 Å, although, this in general results in very high computational costs.
Therefore, selecting a cut-off radius of at least 20 Å will provide a better assessment for ion electrospray
simulations than the usual cut-off radius of Rc = 12 Å.
The effect of cut-off radii on the emission currents is shown in Figs. 7.11 and 7.12. The stronger (more
negative) Coulomb interactions generated by the DC, Rc = 20 Å method cause slow but stable emission of
ions, with monomers and dimers as the most dominant emitted species, as shown in Fig. 7.11(a). The ion
emission trends for the DC cases shown in Fig. 7.9(a) are similar for increased cut-off radius from Rc = 20
to 40 Å. This explains why the emission currents presented in Fig. 7.11(b) are unchanged even for larger
Rc values. Figure 7.12(a) shows that the weaker (less negative) Coulomb interactions for the coupled DC
+ PPPM simulations, especially for a lower cut-off radius, Rc = 12 Å, allowed for easier emission resulting
in comparatively higher emission currents than the DC method. The ease of emission for the coupled
DC + PPPM method also leads to emission of larger ion species from the capillary. Whereas, the DC
method predicted low emission currents of trimers and droplets, the coupled DC + PPPM method showed
considerably higher trimer and droplet currents. Extending the cut-off radius for the coupled DC + PPPM
from 12 to 20 Å caused the total currents to be marginally lower, but, they were still significantly higher
than the DC method, as shown in Fig. 7.12(b).
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7.3.3 Effect of periodicity on the electrospray emissions
When MD simulations of bulk physical properties, such as mass density and electrical conductivity, are
conducted for ionic liquids, one typically assumes that the system is periodic to reduce the number of
required simulated atoms. But in case of the electrospray simulations, the IL liquid is contained within
a capillary which is placed in its entirety in the simulation domain. This makes it necessary to question
whether it is correct to implement periodicity in the electrospray MD simulations. In fact, the use of the
PPPM method to model non-periodic domains has been reported to generate incorrect results by Luty et
al.[222] For the results discussed in this chapter, the simulation domain was considered periodic in the x− y
direction and non-periodic in the extrusion or the z direction. As shown in Fig. 7.13, periodicity in the x
and y creates non-physical images around the actual domain. These images are generated at the domain
boundaries and also contribute to the Coulomb interaction calculations.
To analyze the effects of periodicity, MD simulations were performed for both the DC and the coupled DC
+ PPPM methods by modifying the domain constraints to make all three dimensions non-periodic. However,
the coupled DC + PPPM could not be performed on a non-periodic domain in MD and so to approximate
a non-periodic domain, the size of the domain shown in Fig. 7.2(a) was increased in the x and y directions
to 2,000 Å. Accordingly, the periodic images generated were far enough from the actual simulated domain
that their influence on the energy of the system was negligible. This allowed us to calculate the potential,
kinetic, and Coulomb energy without the contributions from the non-physical images for the coupled DC +
PPPM method.
The Coulomb energy comparison of the periodic and non-periodic DC and coupled DC + PPPM methods
is shown in Fig. 7.14(a). Changing the periodicity did not affect the simulation performed using the DC
method but changed the emission behavior for the coupled DC + PPPM method. The potential energy
for the non-periodic coupled DC + PPPM method was closer in trend to the DC method rather than the
periodic coupled DC + PPPM results. The kinetic energy of the periodic DC, non-periodic DC, and the
non-periodic coupled DC + PPPM cases showed remarkable agreement, in Fig. 7.14(b), suggesting similar
emission characteristics. The ion emission rate and the Coulomb energy per ion of the emitted ions for the
non-periodic coupled DC + PPPM method are in closer agreement with the results obtained by the DC
method, as shown in Figs. 7.15(a) and 7.15(b), respectively. The assumption of periodicity does produce
important changes in the emission behavior and should not be implemented for the electrospray simulations
performed for the configuration shown in Fig. 7.2(b). Increasing the domain size of the coupled DC + PPPM
simulations to make it non-periodic increases the computational cost and makes it computationally twice
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more expensive than the non-periodic DC method with Rc = 20 Å. Therefore, in contrast to the general
perception, the DC method gives the best physical results for these types of MD simulations at the lowest
possible computational cost. However, it should be noted that the DC method with Rc = 40 Å is five times
more expensive than the simulations with non-periodic DC method and Rc = 20 Å.
7.4 Summary
In this chapter, we showed that the choice of the long-range Coulomb interaction model dictates the emission
behavior observed from the extrusion MD simulation. Comparison of the DC+PPPM and SFCS methods
with the exact DC approach showed that the SFCS under-predicts the Coulomb interactions thereby gen-
erating very high emission currents. The DC+PPPM method, while efficient, was not able to reproduce
the Coulomb energy trends obtained by the exact DC method. For both the DC and DC+PPPM methods,
the Coulomb interaction cut-off radius has an effect on the emission currents, kinetic and Coulomb energies,
Coulomb energy per emitted ion, and number of ions emitted. The DC+PPPM results appear to be more
sensitive to this parameter than the DC approach. With respect to the DC approach, convergence in the
above mentioned physical parameters is achieved for Rc = 40 Å, however, the relative difference in the
Coulomb energies for emitted ions and currents between Rc = 20 and 40 Å does not warrant the five times
higher computational cost necessary to perform simulations with a cut-off radius of 40 Å. Although, useful
for accurate simulations of bulk IL physical properties, domain periodicity incorrectly alters the emission
characteristics for the coupled DC + PPPM method for the extrusion geometries modeled in this work.
For this reason, it is recommended that to model the strong Coulomb interactions in ILs with the highest
fidelity, a non-periodic domain using the DC method and a value of Rc = 20 Å be used in MD electrospray
simulations.
It should be noted that generating emission and Taylor cone structure during the MD electrospray
simulations is not only dependent on the long-range Coulomb models, cut-off radius, and periodicity but
also on the external electric field boundary conditions. The radial components of the electric field creates
lateral movement of ion-pairs at the mouth of the capillary, causing the meniscus to deform into a Taylor cone





Figure 7.1: All-atom (a) and corresponding coarse-grained model (b) of EMIM-BF4. For the all-atom
model, atom colors are: C (teal, larger light grey), H (silver, smaller light grey), N (blue, dark grey), B
(pink, larger), F (green, smaller). Each EMIM-BF4 is approximately 6 Å across in dimension.




















Figure 7.3: Emission current of monomer (a) and dimer (b) species sampled at the extraction plane, shown
as a cumulative moving average at every 5 ps for mass flow rates of 1.22× 10−12, 2.44× 10−12,
4.88× 10−12, 7.32× 10−12, and 9.76× 10−12 kg/s.
(a) (b)
Figure 7.4: Emission current of trimer (a) and droplets (b) sampled at the extraction plane, shown as a
cumulative moving average at every 5 ps for mass flow rates of 1.22× 10−12, 2.44× 10−12, 4.88× 10−12,
7.32× 10−12, and 9.76× 10−12 kg/s.
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(a) (b)
Figure 7.5: Ion (sum of monomer, dimer, and trimer) (a) and total (b) emission current sampled at the
extraction plane, shown as a cumulative moving average at every 5 ps for mass flow rates of 1.22× 10−12,
2.44× 10−12, 4.88× 10−12, 7.32× 10−12, and 9.76× 10−12 kg/s.
(a) (b)
Figure 7.6: Comparison of number of ions emitted (a) and Coulomb energy per ion of emitted ions (b) for
the DC and DC + PPPM coupled Coulomb interactions, for an EMIM-BF4 electrospray simulations at a
mass flow rate of 1.22× 10−12 kg/s and extraction potential of -13 V.
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(a) (b)
Figure 7.7: Emission snapshot for the DC (a) and coupled DC + PPPM (b) method. The copper colored
particles are the platinum sites that form the capillary, the light blue colored particles represent the M1
CG site, silver colored represent the IM CG site, red colored particles represents the MR CG site, dark
blue colored particles represents the M2 CG site, and yellow colored particles represent the anion of BF4
CG sites.
(a) (b)
Figure 7.8: Comparison of kinetic (a) and Coulomb energy (short+long-range) (b) for the Direct Coulomb
(DC) with Rc = 20 Å and Rc = 40 Å, and DC + PPPM method with Rc = 12 Å and 20 Å.
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(a) (b)
Figure 7.9: Comparison of number of ions emitted (a) and Coulomb energy per ion of emitted ions (b) for
the Direct Coulomb (DC) with Rc = 20 Å and Rc = 40 Å, and DC + PPPM method with Rc = 12 Å and
20 Å.
(a) (b)
Figure 7.10: Comparison of ion counts (a) and evaluation of Eq. 7.3 as a function of r′ (b) for the Direct
Coulomb (DC) simulation at a mass flow rate of 1.22× 10−12 kg/s. The green curve (circle symbols) in
Fig. 7.10(a) shows the number of ions inside the capillary within Rc = 20 Å from the ions at the base of
the Taylor cone ∼1 Å above the meniscus.
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(a) (b)
Figure 7.11: Emission currents obtained for the Direct Coulomb (DC) with Rc = 20 Å (a) and Rc = 40
Å (b).
(a) (b)
Figure 7.12: Emission currents obtained for the DC + PPPM method with Rc = 12 Å (a) and 20 Å (b).
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Figure 7.13: Plan view (x− y plane) of the domain images (blue, dashed) created around the actual
domain (red, solid) due to periodicity. Sides of the square represents 500 Å.
(a) (b)
Figure 7.14: Comparison of Coulomb energy (short+long-range) (a) and kinetic energy (b) for the




Figure 7.15: Comparison of number of ions emitted (a) and Coulomb energy per ion of ions emitted (b) for






As presented in the previous chapter, it is understood that the process of electrospraying is primarily dom-
inated by contributions from the Coulomb interactions and these are key for any accurate MD simulations
of electrosprays. However, unlike van der Waals forces, Coulomb interactions decay as the inverse of inter-
atomic radius, making these forces important over long distances, and therefore, computationally the most
expensive part for MD simulations of charged systems. As discussed in the previous chapter, traditionally,
electrostatic interactions are divided between short and long-ranges. Interactions are deemed short-range if
the interatomic distance is less than the user-defined cut-off radius. The short-range interactions are calcu-
lated using Coulomb’s law while those over longer-ranges are computed using long-range Coulomb interaction
methods, such as the Ewald summation[223]. In periodic charge dense systems, a cut-off radius of 10-15 Å is
considered adequate to sub-divide interactions into short- and long-ranges. However, for simulation domains
with nanometer length scales, such as those used to model electrosprays, the spatial non-homogeneity of
ion-pair distributions leads to sparse charge regions which made it necessary to develop accurate long-range
Coulomb models. While long-range methods, such as DC and PPPM[216] methods have been reliable in
MD simulations of bulk ionic liquids with periodicity in at least two dimensions, they are found to be in-
accurate for simulations with domains that have sparse density distributions, non-periodicity, and charge
non-homogeneity in domains with high aspect ratios[224]. For these reasons, we developed a novel Coulomb
interaction model based on the Barnes-Hut algorithm[21] to simulate such systems.
Hierarchical algorithms, such as the Barnes-Hut algorithm[225] and the fast multipole method (FMM)[226]
have been used to compute Coulomb forces in MD simulations[227, 228]. The standard steps involved in
these algorithms are the construction of an octree structure, traversing the octree from the leaves to the
root to calculate the Coulomb energies of atoms in each leaf due to atoms belonging to other leaves (outer
expansion), traversing the octree from the root to leaves to calculate Coulomb energies inside the leaf due
to atoms outside the leaf (inner expansion), which is then followed by the accumulation of forces on each
particle. To access the parent-child information between leaves at the multiple levels of the octree, point-
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based octree approaches have been implemented. The need to have a pointer-based approach, however,
makes FMM challenging to implement and its efficiency depends on how the particles are distributed in
the domain[146]. Furthermore, the accuracy of the FMM method depends on the order of expansion. For
astrophysical applications, which is one of the main areas of use, three expansion coefficients are considered
adequate since they provide approximately three significant digits of accuracy[229]. For MD simulations,
typically, five digits of accuracy are needed, which is possible only when seven expansion coefficients are
used[230]. Although considerable work has been done to parallelize the FMM method on computers with
distributed memory with good efficiency[231, 232, 233, 234], it generally scales poorly with increasing num-
ber of processors for expansion coefficients greater than three. To circumvent problems associated with
pointer-based octree methods, we present a Barnes-Hut based algorithm, which relies on a linearized octree
structure[235], similar to the approach used by Jambunathan and Levin[69] for their work on particle-in-cell
methods. The linearization of the octree makes it possible to implement this method with the pre-existing
LAMMPS framework[63].
We present here a Barnes-Hut based Coulomb interaction model with the specific intent of studying the
evolution of ionic liquid systems with a non-homogeneous charge distribution in the domain. In this work,
we perform all-atom MD simulations of ethylammonium nitrate (EAN) using the new Coulomb interaction
method. EAN is categorized as a room temperature ionic liquid and is one of the oldest known ILs[195]. The
all atom MD model of EAN was shown previously in Fig. 6.1(a). The electrochemical properties of EAN have
been analyzed in detail using both, experiments[236] and MD simulations[199, 202, 16]. Lenguito, et al.[237]
and Alonso-Matilla, et al.[238] have experimentally shown that EAN can be successfully electrosprayed.
To demonstrate the capability of the octree-based Coulomb interaction model, two categories of sim-
ulations have been performed. The first set of simulations are used to study the fluctuations and energy
stability of the octree-based method during the evolution of an isolated droplet of EAN. In the second set
of simulations, the extrusion of EAN is simulated using a larger domain to model the entire electrospray
process, including the initial time-steps when the Taylor’s cone is formed. To validate the Coulomb energies
and total energy predicted from the octree-based Coulomb interaction model, the same set of simulations
have also been performed using Coulomb’s law directly, but with a large cut-off radius of 40 Å. We discuss the
improvement in accuracy when the octree-based method is used and look at the differences in the Coulomb
energy and emission species and currents that result from these two methods. Note that, we did not perform
simulations of EMIM-BF4 CG using the octree-based Coulomb interactions. The CG interatomic potential
for EMIM-BF4 was developed taking into consideration the DC+PPPM Coulomb interaction models and was
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incompatible with the octree-based approach. In future, we will use the octree-based Coulomb interaction
model to perform electrospray simulations of all-atom EMIM-BF4.
8.1 Numerical framework for the octree-based Coulomb model
To improve computational efficiency without comprising the accuracy of the Coulomb energy, an octree-
based Coulomb interaction model is proposed to calculate the short- and long-range Coulomb energies. An
octree is a hierarchical structure which encompasses a domain that will undergo recursive sub-division into
eight equal parts until a user-defined criterion is satisfied. In this structure, the three-dimensional simulation
domain encompassing all the atoms in the system forms the first internal node, also known as the root or
the queen. The root is divided into octants or children, which are the first generation of nodes. Based on the
two limiting criteria, namely, (1) the number of particles present in the children and (2) its dimension, the
children nodes will undergo further recursive subdivision, until one of the two conditions are met. The final
nodes that do not undergo sub-division are known as the leaf nodes. Note that a leaf is analogous to a cell
in grid based methods. A schematic of a two-dimensional octree is shown using arbitrary notional particles,
representing the partial charges, instead of actual ion-pairs for simplicity, in Fig. 8.1(a). The red outermost
frame, which encompasses the domain is known as the root of this octree. During the MD simulation, the
root then undergoes recursive sub-division, every time step, to form leaves, which are analogous to cells of
a uniform grid. In this example, the octree root has 10 leaves.






where, rij is the distance between atoms i and j, C is Coulomb’s constant, and qi, qj are the user defined







These electrostatic interactions scale as 1/r, which leads to large fluctuations in energy for small changes in
rij at distance less than 15 Å but the fluctuations decay rapidly over larger distances (> 60 Å). When charge
interactions are calculated by summing up the atomic partial charges over large interatomic distances, using
Eq. 8.2 becomes computationally expensive. To overcome this limitation, the electrostatic energy calculations
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are split into short- and long-range Coulomb interactions, based on a user specified cut-off distance, Rc, and
the electrostatic energy is now calculated as shown by Eq. 7.2. where, the first term, Eshort−range, is slightly
modified from Eq. 7.3 to[200],

























for χ ≤ RS
(8.4)
Using Eq. 8.2 with a cut-off radius leads to a major drawback, because the charges contained within the
cut-off radius must be charge neutral. However, as the atomic partial charges move back and forth across the
cut-off radius in subsequent time steps due to fluctuations in interatomic forces, the region inside the cut-off
radius is no longer charge neutral and can cause a kinetic energy drift or a spurious energy gain within the
system. Also the Coulomb energy calculations are no longer be considered “stable” or energy conserved[239].
These fluctuations in the interatomic forces are inherent to all MD simulations and one way of addressing
them is by shifting and dampening the Coulomb interactions, such that they are close to zero at the cut-off
radius. Using the DSF method of Fennell and Gezelter[215], the Aij term in Eq. 8.2 can be modified by
introducing the shift radius, RS , and dampening parameter, αd, as shown in Eq. 8.4, where, κ = qiqj and
χ = rij . The complementary error function, erfc, is introduced to reproduce the effective screening used by
the Ewald summation method and the dampening parameter accelerates the convergence of the Coulomb
energies by dampening the Coulomb energy fluctuations around the shift radius[240, 241]. It can be observed
that Eq. 8.4 will simplify to Eq. 8.2 if the dampening parameter, αd = 0 and shift radius, RS tends to infinity.
The RS and αd parameters are inter-dependent and the choice of RS used for the simulations of this work
will be discussed in Sec. 8.2. Equation 8.4 has been specifically used to obtain Coulomb energies for charged
systems in a continuous bulk media. Typically, for simulations of bulk media, a smaller shift radius and
consequently, a larger dampening parameter, is adequate as there are sufficient charges that contribute to
the Coulomb energy within the spherical volume of radius equal to the shift radius. However, simulations of
electrosprays represent a domain with non-homogeneous, sparsely distributed charges which will require very
large (¿ 160 Å) shift radius and a small dampening parameter to accurately account for charges distributed
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over longer ranges. Since a larger shift radius could negate the benefits obtained by using Eq. 8.4, some
modification of the DSF method will be required for the octree-based method.
For the octree based Coulomb interaction method, the Coulomb interactions are divided into the intra-
and inter-leaf Coulomb energies,
ECoul = Eintra−leaf + Einter−leaf (8.5)










where, l is the total number of leaves in the octree, nm is the number of atomic partial charges in octree leaf
m. For the schematic of an octree shown in Fig. 8.1(a), the intra-leaf Coulomb interactions are evaluated
using Eq. 8.6 over all ten leaves. Figure 8.1(b) shows that the Eintra−leaf contribution from leaf m = 10
will have Coulomb interactions from only the four notional particles belonging to that leaf.
To compute the Einter−leaf term, which includes the Coulomb interactions between atomic partial charges
belonging to different leaves, the center-of-mass of each leaf, Rp, is first calculated and assigned a charge






where, p is the leaf index, np is the total number of atoms belonging to leaf p, and ri,p and mi,p are the
position vector and mass of the ith particle belonging to leaf p, respectively. The charge, Qp, associated






















ri,p > Rinner · θ
(8.9)
where, for Bi,m;p, κ is now calculated as the product of qi,m and Qp, χ = |ri −Rp| is the distance between
the ith atomic partial charge belonging to leaf m and the center-of-mass of leaf p. Note that the intra- and
inter-leaf energy terms are analogous to the conventionally used terminologies of the short- and long-range
interactions but with some important differences. In the octree-based Coulomb method, the short-range
Coulomb interactions are now calculated using the intra-leaf term by Eq. 8.6 and the first part of the
inter-leaf term of Eq. 8.9.
The demarcation between the short- and long-range Coulomb interactions, Rinner and θ, is not decided
arbitrarily using a Coulomb cut-off radius. The inner radius, Rinner, corresponds to the dimensions of
the smallest leaves in the octree and the accuracy parameter, θ, determines the extent of the short-range
Coulomb interaction. The product of the inner radius and the accuracy parameter becomes the effective
cut-off radius over which Coulomb interactions are deemed short-range. For example, in the octree schematic
constructed using the Rinner criterion of 20 Å, shown in Fig. 8.1(a), assuming that θ = 2, the inter-octree
Coulomb energy between notional particles A and B is computed using the first row of Eq. 8.9, since the
distance between notional particle A and the center-of-mass of leaf m = 2, which contains notional particle
B, is less than Rinner · θ. The distances between notional particle A and the center-of-mass of leaves m = 7,
8, and 10 are greater than Rinner · θ. Therefore, to calculate the Coulomb interaction between notional
particles A and C, D, E, the second row of Eq. 8.9 is used.
The schematic shown in Fig. 8.1(a), also explains the origin of fluctuations that will also be observed
in energy conservation for the octree-based Coulomb interaction method. If we consider the interaction
between notional particles B and E, where, notional particle E lies at the boundary of leaves m = 8 and
5, it is clear that due to small fluctuations in its positions generated by interactions with other notional
particles or kinetic energy, notional particle E may lie either in leaf m = 7 or 5 in subsequent time steps
during the simulation. When notional particle E is present in leaf m = 5, its Coulomb interaction energy
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will be calculated using the first expression of Eq. 8.9 as the distance between the centers-of-mass of leaves
m = 2 and 5 is less than Rinner · θ. However, when notional particle E jumps to leaf m = 7 in the next time
step, the partial charge on notional particle E will now be approximated as a coarsened charge located at
the center-of-mass of leaf m = 7 because the distance between the centers-of-mass of leaves m = 2 and 7 is
greater than Rinner · θ. In the absence of dampening and force-shifting, this would lead to differences in the
Coulomb energy calculated in subsequent time steps that would cause a spurious gain in kinetic energy of
the system.
The octree algorithm proposed by Barnes-Hut[21] does not specify a lower limit on the minimum dimen-
sions of the leaf, Rinner, but instead requires that each octree leaf should not contain more than one particle.
However, this approach would not be computationally practical in regions with high number densities of
atoms or for accurately maintaining the long-range order of the liquid during the simulation. Therefore,
the accuracy parameter, θ, and inner radius, Rinner, are selected based on physical considerations. For the
ionic liquid simulations, we propose that Rinner must be adequately large to capture all the co-ordination
shell radii or peaks of the radial density function (RDF) of the bulk IL system under consideration. The
average location of individual ions in a bulk solution is expressed in terms of a radial density function,
g(r). This function represents the probability of finding another ion at a particular distance, r, from an
individual ion. Similar to the crystal structure of solids, there are distances at which ions can be found
with a higher probability relative to other ions in ionic liquids. The distances at which higher probability
of ions is observed is unique to each ionic liquid and is referred to as the long-range order, which can be
verified using x-ray diffraction studies and MD simulations. For the nitrogen atoms of the ammonia and
nitrate groups, representing the cation and anion parts of EAN, it is observed that the long-range order or
atom-atom correlation persists to approximately 12 Å, as shown in Fig. 8.2. Therefore, a value of Rinner
= 10 Å is implemented as the smallest leaf size for the octree-based Coulomb interaction model to perform
MD simulations of EAN.
The Debye-Hückel-Bjerrum theory is used to obtain the accuracy parameter, θ, from the Bjerrum length,
λB . The Bjerrum length is defined as the distance at which the electrostatic interaction between two ions
of opposite charges is comparable in magnitude to thermal energy, kBT , of the medium, which in our study
is the energy equivalent to the temperature of the ionic liquid[242, 243]. To obtain the Bjerrum length, we















Using εn = 25.1 as the dielectric constant[236], in Eq. 8.11, the Bjerrum length of EAN is calculated to be, λB
= 22.19 Å. The Bjerrum length represents the distance over which the Coulomb interaction is significantly
more important for a given charge dense system compared to contributions from covalent bonds, angles,
dihedrals, van der Waals potential, and kinetic energy. Thus, a larger value of Rinner ·θ = 30 Åis a reasonable
criterion to demarcate the boundary between short- or long-range interactions for EAN simulations. Since
the value of Rinner for EAN is 10 Å obtained from the radial density function, an accuracy parameter θ =
3 is obtained. Using this hypothesis, we expect to obtain converged Coulomb energy values for the EAN
simulations when using Rinner = 10 Å and θ = 3, as will be demonstrated in Sec. 8.2.
Finally, because the octree is an adaptive grid, the grid generation process is dynamic. During the MD
simulations, the octree structure from the previous time step is destroyed and recreated every time step
to ensure that the number of atomic partial charges in each leaf satisfy the recursive sub-division criterion
at any given time. To construct the octree grid, the root is recursively subdivided using the Rinner and a
minimum number of particles criteria. First, the number of ion-pairs (or partial atomic charges) in each leaf
is counted. If there are more than two ion-pairs (∼ 40 atoms) inside a leaf, that leaf is subdivided further.
This process is performed until either the number of ion-pairs in each leaf is a maximum of two, or the
leaf size is equal to Rinner = 10 Å. During the simulation, atomic partial charges move from one leaf to
another, which may cause the number of atomic partial charges in a leaf to be higher than the criteria used
for the recursive subdivision. This is not problematic when calculating intra-leaf Coulomb interactions using
Eq. 8.6 because all atomic partial charges mapped to each leaf are considered. However, when additional
atomic partial charges enter into a previously formed octree leaf, the center-of-mass, Rp calculated using
Eq. 8.7, as well as the charge associated with that leaf, Qp are affected. During the inter-leaf Coulomb
evaluations, changes in center-of-mass and charges associated to the leaves when the octree structure itself
has not changed would result in Coulomb interactions being calculated using the second expression of Eq. 8.9
instead of the first, which may lead to a spurious gain in kinetic energy.
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8.2 MD simulation set-up and validation of octree-based
Coulomb interaction model
To validate and assess the accuracy and efficiency of the octree-based Coulomb interaction method, two
sets of MD simulations of EAN were performed using both, direct Coulomb as well as the octree-based
Coulomb interaction models. Since, the EAN molecule consists of a relatively small cation and anion species,
compared to more complex aprotic and other protic ILs, it is a good candidate to study the effects of Coulomb
interaction models in the presence of an external electric field. For the simulations discussed in this section,
2,000 ion-pairs of EAN were arranged in a spherical geometry, with an approximate radius of 40.81 Å. The
primary droplet, for this case, represents a large droplet that could be emitted in an electrospray and is large
enough to analyze the effects of the Coulomb model but is also computationally tractable. The spherical
arrangement of EAN ion-pairs is henceforth referred to as the primary droplet to distinguish it from the
secondary emissions that occur when a droplet is placed in the presence of an external electric field. The
primary droplet was placed in the center of the simulation domain with dimensions 160 x 160 x 1280 Å.
However, since it is necessary to have a cubic domain shape to generate the octree root, the simulation
domain was divided into eight equal roots, each of size 160 x 160 x 160 Å. Initially, the ion-pairs were
arranged randomly within a sphere, which was followed by potential energy minimization step to eliminate
unrealistic ion arrangements and atom/bond overlaps generated while arranging the ion-pairs. A canonical
ensemble (NVT) simulation was performed for 250 ps using the Berendsen thermostat to lower and maintain
the EAN primary droplet at 5.0 K.
All MD simulations in this work were performed using the LAMMPS toolkit[63]. The OPLS-AA inter-
atomic potential used for the EAN simulations was obtained from the work of Jorgensen, et al.[198] and
Umebayashi, et al[199]. A cut-off radius of 12.0 Å was used for the Lennard-Jones forces between the atoms.
Each EAN ion-pair was modeled using nine covalent bonds and angles simulated using harmonic potentials.
Each ion-pair was also modeled with four dihedral angles simulated using the OPLS potential. A time step
value of 0.5 fs was used for all the simulations. In addition to the octree-based Coulomb interaction method,
all direct Coulomb and DSF simulations of the primary droplet were performed using a Coulomb cut-off
radius of 40 Å. Note that a Coulomb cut-off radius of this size is not possible in the larger electrospray sim-
ulations performed in the presence of an external electric field that will be discussed in Sec. 8.3. Therefore
for those larger simulations, the Coulomb cut-off radius will be reduced to 20 Å.
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8.2.1 Selection of octree-based Coulomb interaction model parameters
There are three independent variables, namely, RS , Rinner, and αd that are needed in the MD simulations
with the octree-based Coulomb interaction model. To understand the sensitivity of the MD simulations
to these parameters, the direct Coulomb method (Eq. 8.3), the DSF method (Eq. 8.4), and the octree-
based Coulomb method (Eqs. 8.6 and 8.9) were used to calculate the Coulomb energy of a single snapshot
composed of 2,000 ion-pair EAN droplets held at 5.0 K, as a function of the aforementioned parameters.
Wolf, et al.[244, 239] and Demontis, et al[245] recommend that the shift radius used in the MD simulations
should be RS ≥ 5dij , where, dij is the distance between the cation and anion in the first co-ordination
shell. From the radial distribution function of the nitrogen atom of the ammonia and nitrate groups of EAN,
shown in Fig. 8.2, the first co-ordinate shell radius is dij = 4.0 Å, which leads to an RS = 20 Å. Demontis, et
al.[245] also suggest that the optimal dampening parameter should be αd = 2/RS . These recommendations
for RS and αd were made for MD simulations of systems of 432 MgO molecules and aluminosilicate-water,
respectively. These, however, are not adequate for MD simulations of ILs because the long-range order in
liquids extends to longer distances compared to solids. Furthermore, as stated previously, when force shifting
is used, all interactions beyond RS are ignored. Therefore, for the octree-based method, a larger shift radius
is used. The purpose of using the octree-based method is to account for Coulomb interactions over distances
greater than 60 Å and a smaller shift radius would not allow us to account for these interactions. Since the
EAN primary droplet has a diameter of 80 Å, a shift radii of 160 (two times the diameter) and 320 Å (four
times the diameter) are used in the MD simulations. Using the expression given by Demontis, et al.[245],
the associated αd values for RS = 160 and 320 Å are 0.01 and 0.005, respectively.
The comparison of the system Coulomb energy obtained from different Coulomb models is shown in
Fig. 8.3. As shown in Fig. 8.3(a), using the dampening and force shifting for the DSF method with RS
= 320 Å and αd = 0.005 leads to a reduction (less negative) in the Coulomb energy of the system due to
charge-screening and dampening of the Coulomb energies compared to that obtained from the DC method.
When the DC or DSF method is used, it generates large fluctuations in Coulomb energies for small changes
in the cut-off radius and provides converged results only beyond large cut-off distances greater than 40 Å. In
comparison, as shown in Fig. 8.3(b), the octree-based Coulomb interaction model implemented using Eqs. 8.6
and 8.9 provides converged (non-fluctuating) Coulomb energy for an accuracy parameter as small as θ = 1.75
(Rinner ·θ = 17.5 Å) for all the selected RS and αd values but due the dampening and shifting, the Coulomb
energies are lower (less negative) than that from the direct method. The octree-based method allows one
to account for electrostatic contributions over distances greater than traditional cut-off radii used for the
169
DC method, which leads to better convergence when calculating the Coulomb energy. It is observed that
decreasing the shift radius or increasing the dampening parameter leads to lower (less negative) Coulomb
energy indicating a weakening of cohesion of the droplet structure. The Coulomb energy calculated by the
DSF and the octree-based method with RS = 320 Å and αd = 0.005 are in close agreement and therefore
these RS and αd values will be considered as the baseline values.
8.2.2 Validation of energy conservation using droplet simulations
For MD simulations of charge dense systems, it is vital to ensure that the selected Coulomb interaction
method does not introduce large, spurious energy gains in the system due to numerical artifacts. One
method of testing the presence of spurious energy gains is to perform microcanonical ensemble (NVE) MD
simulations of charged systems using different Coulomb interaction methods, during which, the potential
and kinetic energy of the atoms are monitored. As mentioned previously, while, the use of any limiting
cut-off condition in treating Coulomb interactions precludes strict energy conservation, the gain or loss of
energy should be small (< 1%) in comparison to the sum of the kinetic and potential energies. To test the
energy conservation of the octree-based Coulomb interaction model, the primary droplet maintained at 5.0
K is simulated for an additional 25 ps using the Berendsen thermostat, following which, the thermostats
are removed. The droplet is then simulated using a microcanonical ensemble (NVE), where any spurious
changes of kinetic or potential energy are monitored. The primary droplet at 5.0 K has intentionally very
low kinetic energy so that even small gains in energy can be easily observed. At higher temperatures, the
gain in the kinetic energy would be a very small fraction of the total energy and would only be detected
after considerably longer simulation time compared to that required for a 5.0 K primary droplet simulation.
When the Coulomb energy from the non-damped and non-shifted octree-based Coulomb model (RS =∞,
αd = 0.0) is compared with that obtained for the direct Coulomb method using Rc = 40 Å (Eq. 8.3), large
differences are observed in the potential energy, as shown in Fig. 8.4(a). In the presence of a thermostat,
during the NVT phase of the simulation, the Coulomb energies from the non-damped octree-based and
direct method agree within 1.0% (-10,400 eV versus -10,300 eV, respectively). However, in the absence of a
thermostat for the non-damped octree-based simulation, the thermal motion of the atoms, back and forth
across the leaf boundaries at distances equal to the effective cut-off radius (Rinner · θ) leads to large gain in
kinetic energy of the atoms, which is then reflected by an increase in the Coulomb energies in the subsequent
time steps, as shown in Fig. 8.4(a). A Similar analysis of the isolated primary droplet is also performed using
the DSF method (Eq. 8.4) with a shift radius of RS = 320 Å, and the dampening parameter, αd = 0.005. It is
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observed from Fig. 8.4(a) that the Coulomb energy obtained from the DSF method is 3.0 % lower than that
obtained from the direct method at all simulation times (-10,050 eV versus -10,300 eV, respectively). Another
noticeable difference between the two methods is reduced fluctuations in the calculated Coulomb energy of
the system when the DSF method is used compared to the direct method. Shifting the potential truncates
the electrostatic interactions and neglects all interactions beyond the shift radius. However, because the
shift radius of 320 Å is sufficiently large to encompass the entire droplet geometry, the effects of this shift
are minimal. In parallel, as discussed previously, the use of dampening parameter allows charge screening at
the shift radius, reducing the influence of atoms moving back and forth at this radius. This leads to lower
Coulomb energy fluctuations in the DSF Coulomb energies shown in Fig. 8.4(a).
Because shifting and dampening are also used in the octree-based method, the results from the DSF
simulations are used as the baseline for comparison. The octree-based Coulomb model (Eqs. 8.6 and 8.9) are
used to perform simulations for different combinations of RS and αd. From Fig. 8.4(b), it can be observed
that using the octree-based method with shift radius and dampening parameter eliminates the spurious gain
previously observed for the non-damped octree-based case shown in Fig. 8.4(a). Furthermore, compared to
the Coulomb energies obtained from DSF method, the octree-based method results are free of fluctuations.
For the DSF and octree-based simulations performed using the same RS = 320 Å and αd = 0.005, the
Coulomb energies from the octree method is only 1.0 % lower than those obtained from the DSF case (-9,950
eV versus -10,050 eV). When the DSF method is used, all Coulomb interactions within the shift radius
are treated using Eq. 8.4. But when the octree-based Coulomb interaction method is used, interactions
between atomic partial charges for distances greater than the Rinner · θ criterion are computed using the
center-of-mass of the leaf and its associated charge (second part of Eq. 8.9). This coarsening of charges
allows computational saving albeit with a small loss of accuracy, as indicated by a relative difference of only
1.0 % in the computed Coulomb energies. As previously discussed in Sec: 8.2, the recommended dampening
parameters for shift radii of 160 and 320 Å are 0.01 and 0.005, respectively. However, to analyze the effect
of varying the dampening parameter, simulations are also performed using RS = 160 Å with αd = 0.005
as well as using RS = 320 Å and a αd = 0.01. It was found that using a larger dampening parameter
or decreasing the shift radius adversely affects the calculation of Coulomb interactions by weakening the
Coulomb energies of the system, as shown in Fig. 8.4(b).
A comparison of the total (sum of potential and kinetic) energy of the system for these simulations are
shown in Figs. 8.4(c) and 8.4(d). As shown in Fig. 8.4(c), while the total energy from the direct and DSF
simulations remain steady, the non-damped octree-based simulation shows a significant increase in the total
171
energy. Since the Coulomb energy is the dominant contributor to the potential energy, the rise of the total
energy for the non-damped octree-based method shown in Fig. 8.4(c) compared with that from the Coulomb
energy in Fig. 8.4(a) 25 ps onwards shows that the total energy increases more rapidly than the Coulomb
energy. This indicates that the kinetic energy of the system increases more rapidly than the Coulomb energy.
This rapid increase of kinetic energy suggests that even small changes in Coulomb energy will lead to a large
increase in the kinetic energy of the system. Although the total energy obtained using the DSF and octree
method with RS = 320 Å and αd = 0.005 can be seen in Fig. 8.4(b) to be in agreement, the octree-based
method shows comparatively higher fluctuations in total energy. While the Coulomb energy obtained using
the octree-based method, as shown in Fig. 8.4(b), is comparatively smoother compared to the DSF method
because of the coarsening of charges beyond Rinner ·θ, coarsening also leads to loss of accuracy in calculating
the electrostatic potential between any two particles at these distances. Considering the example octree
shown in Fig. 8.1(a), there is a small difference in the electrostatic potential energy generated on particle
D due to particle A, which is not equal to that generated on particle A by particle D due to the use of
coarsening. However, it should be noted that over multiple time steps these small difference are canceled
out resulting in a steady Coulomb energy calculations, devoid of spurious gains, as shown in Fig. 8.4(d).
Consistent with the lower Coulomb energy (less negative) calculated using the octree-based method for RS
= 160 and αd = 0.01, the total energy calculated for this simulation is also lower (less negative) compared
to the DSF and the non-damped octree-based simulation. Even though there are differences in the Coulomb
energy of the system when either the Coulomb model or the model parameters are changed, the RDFs of
the ammonia and nitrate nitrogen atoms for the DSF and the octree-based methods were found to coincide.
The co-ordinate shell locations and their intensities obtained from all Coulomb models were the same, which
suggests that the RDF and as a consequence, the EAN mass density, is not affected by the shift radii and
dampening parameters used in this work.
8.2.3 Energy fluctuations due to leaf jumping
The octree-based Coulomb interaction method must ensure the continuity of the Coulomb forces across the
interface between the intra- and inter-leaf Coulomb interaction limits. This is tested by artificially moving
a single cation away from the primary droplet-surface. The cation is moved 0.1 Å every time step and the
simulation is stopped when the cation moves 100 Å from the primary droplet surface. Snapshots from this
MD simulation are shown in Fig. 8.5. When the cation is at the primary droplet surface or 10 Å above it, as
shown in Figs. 8.5(a) and 8.5(b), respectively, the cation is acted upon by the Coulomb interaction from half
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the primary droplet using Eq. 8.6 because the effective cut-off is, Rinner ·θ = 30 Å. When it is moved farther
than 30 Å away from the droplet surface, as shown in Figs. 8.5(c) and 8.5(d), the Coulomb interactions of
the ion with the droplet are calculated entirely using Eq. 8.9.
The Coulomb energy of the cation during its motion away from the droplet should be devoid of spurious
gains or losses within reasonable limits. As the cation moves away from the droplet, the Coulomb energies
generated between the cation and the droplet by the direct and DSF methods are in reasonable agreement,
as shown in Fig. 8.6(a). The non-homogeneous distribution of atomic partial charges inside the primary
droplet as the cation moves away leads to fluctuations in the Coulomb energy. For the DSF method, the
electrostatic interactions between the atoms of the cation and the rest of the primary droplet are calculated
on a per-atom basis, whereas, for the octree-based method, the interactions between the cation and the
primary droplet ion-pairs are evaluated as a combination of intra-leaf (within the Rinner · θ limit) and by
using the center-of-mass weighted average of charges (beyond Rinner · θ distance). This leads to lower
(less-negative) Coulomb energies calculated by the octree-based method compared to the DSF method for
distances between the cation and droplet surface of less than 15 Å, as shown in Fig. 8.6(b). The one-to-
one electrostatic interactions between all atoms also leads to noisier Coulomb energies for the DSF method
compared to the results from the octree-based method. When the cation-droplet surface distance is more
than 15 Å, the Coulomb energies from the octree-based method and the DSF are in reasonable agreement
and the result from the octree-based Coulomb interaction method is markedly less noisy. For the cation-
droplet surface distance greater than 15 Å, the majority of the Coulomb interactions between the cation
and primary droplet atomic partial charges in the octree-based Coulomb method is calculated using charge
coarsening, which leads to a smoother Coulomb energy. The difference between the Coulomb energy from
the octree-based and the DSF method at distances less than 15 Ådoes not cause significant differences in
the total Coulomb energy of the system, as seen in the good agreement shown previously in Fig. 8.4(b). It is
also worth noting that the intra-molecular potential contributions from other sources, such as the covalent
bonds, angle, and dihedral terms, are more dominant than the Coulomb energy for a single cation beyond a
15 Å distance from the primary droplet, as shown in Fig. 8.6(a). However, for a system of many charged
particles in the presence of external fields, as is the case for electrosprays, Coulomb interactions do exert
considerable influence on the emission characteristics, as discussed next.
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8.3 MD simulations with the octree-based Coulomb method in
an external electric field
Coulomb interactions are significant in dense charge systems especially in the presence of an external electric
field which inputs energy into the system to overcome cohesive Coulomb interactions between ion-pairs. To
study the ability of the Octree Coulomb method to model such systems two types of cases are considered
in this section. First, the primary droplet geometry considered in the previous section is now simulated
assuming external radial and normal electric field strengths of 0.05 and 0.5 V/ Å, respectively. These values
reflect the field strengths that were observed near the electrospray capillary exit by solving Laplace’s equation
with an extrusion potential of -60 V and the tip boundary condition, as discussed in our previous work[246].
In a second, larger simulation, 19,810 ion-pairs of EAN were placed inside a capillary formed by placing
17,115 platinum atoms as a hollow cylinder open on both ends, forming a radius of 59 Å and a height of
290 Å. The capillary was formed by placing 17,115 platinum atoms as a hollow cylinder, open on both ends.
The EAN ion-pairs were randomly placed inside the volume of the cylinder formed by the platinum atoms.
Similar to the primary droplet simulations, the capillary filled with the EAN ion pairs was also potential
energy minimized to remove spurious atom/bond overlaps. This was followed by 250 ps of a canonical
ensemble simulation to equilibrate the IL within the capillary at 295 K. The extrusion simulation were then
performed by superimposing the external electric field calculated using Laplace’s equation for an extrusion
potential of -60 V for the tip boundary condition[224]. The EAN ion-pairs were ejected from the capillary
using a moving potential wall to generate a mass flow rate of 2.50 × 10−12 kg/s. The domain size for the
extrusion simulation was 320 x 320 x 1280 Å, such that the bottom of the capillary was placed normal to
the x − y plane at z = 0. To quantify ion emission from the extrusion simulations, emission currents are
obtained by tallying the emitted ions at the collection zone, which is located 1000 Å away from the tip of
the capillary. The collection zone starts starts in the x − y plane at z = 1270 Å and continues up to z =
1280 Å. The lower plane of the collection zone is known as the extrusion plane. During the simulations,
emitted ion-species are tallied in the collection zone to calculate the emission currents. The height of the
collection zone is deliberately set at 10 Å, such that it is adequate to tally the emission but small enough to
avoid double counting which may occur before the emitted ion-species are removed from the domain.
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8.3.1 Droplet evolution in the presence of an external efield
Snapshots from the droplet evolution simulation for the octree-based Coulomb interaction model with RS
= 320 Å and αd = 0.005 are shown in Fig. 8.7. After 2.5 ps of simulation time, the primary droplet starts
emitting secondary monomers (cations) towards the positive Z direction and anions towards the negative
Z direction, as shown in Fig. 8.7(a). Unlike the spherical shape held by the droplet at 2.5 ps, significant
deformation of the primary droplet can be observed after 5.0 ps, which is accompanied by a higher emission of
secondary ions, as shown in Fig. 8.7(b). The primary droplet loses its shape and is on the verge of complete
fragmentation after 7.5 ps in the presence of the external fields, as shown in Fig. 8.7(c). The particular
arrangement of atoms shown in Fig. 8.7(c) is a simulation domain with a discrete distribution of charged
particles, which is where the octree-based Coulomb method performs especially well. The octree generated
for this simulation domain at 7.5 ps is shown in Fig. 8.8. It can be observed that the octree leaves (cells)
are more refined near the center region with higher charge density and becomes coarser near the Zmin and
Zmax boundaries.
A comparison of a linear curve-fit obtained for the number of monomers emitted during the simulation
for the different Coulomb models is shown in Fig. 8.9. For all Coulomb models, it was observed that only
monomers were emitted during the simulation. It is evident that the number of monomers emitted by the
direct Coulomb method is markedly higher compared to that from the DSF and octree-based simulations,
even though, in the absence of any external fields, the Coulomb interactions calculated by all three methods
are in relative agreement of about 4.0 %, as discussed in Sec. 8.2.2. When the first monomer is emitted, the
limited Coulomb cut-off used by the direct Coulomb method restricts the Coulomb force that is exerted by the
ion-pair on the droplet beyond the cut-off distance resulting in a higher emission rate predicted by the direct
Coulomb method. In contrast for the DSF model, a much larger shift radius of RS = 320 Å and consequently,
a much smaller dampening parameter of αd = 0.005, increases the number of Coulomb interactions between
ion-pairs in the droplet as it fragments in the electric field compared to the direct method. This, in turn,
lowers the DSF emission rate compared to that of the DC method. The strengths of the octree method
become apparent during the dynamic evolution of the droplet in the presence of an external electric field.
For the same RS and αd, the emission rate for the octree-based method is slightly higher compared to the
DSF method because of its charge coarsening. However, the use of charge coarsening is justified by the
fact that the octree-based simulation is computationally two times faster compared to the DSF method
and provides considerably good agreement. Predictably, when the shift radius, RS is lowered to 160 Å, the
octree-based emission rate is higher.
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As shown previously in Fig. 8.4(a), the direct Coulomb method generates the most negative or strongest
cohesion in the absence of an external electric field. However, when the electric field is applied, the Coulomb
interactions calculated using direct Coulomb method rapidly start decreasing (less negative), faster than
other methods, as shown in Fig. 8.10(a). These trends occur because a more stable Coulomb energies are
calculated over longer distances with the DSF and the octree-based method that limit the rise (decrease)
of Coulomb energy. This is also reflected in the gradual increase in the total energy (sum of potential
and kinetic) of the system, shown in Fig. 8.10(b). The octree-based Coulomb model provides the ability
to account for long-range Coulomb forces that counteract the acceleration of monomers extracted by the
external electric field. This limits the kinetic energy gained by the secondary in-pair emissions, thus, slowing
the increase in the kinetic energy of the system.
8.3.2 Capillary electrospray at 2.5 ×10−12 kg/s
Having validated the performance of the octree-based Coulomb method for the droplet geometry in the
presence of an electric field, simulations of the electrospray process are performed to study the formation of
Taylor’s cone and the extrusion process. The capillary simulations contain a comparatively large number of
atoms (314,265) and therefore, 512 processors were used to perform the capillary electrospray simulations.
Although the DSF and the octree-based methods are demonstratively superior in modeling emission from
the IL droplet in the presence of an external electric field, the former cannot be used for the capillary
geometry since the computational cost required for such a simulation would be prohibitively high for an RS
= 320 Å. Therefore, to compare the emission rate and currents obtained from the octree-based Coulomb
model, simulations were also performed using the direct Coulomb method with a comparatively smaller
cut-off radius of 20 Å, because even a 40 Å value would be untenable. When using the octree-based method,
initial computations with a shift radius of RS = 320 Å and αd = 0.005 indicated kinetic heating of the ionic
liquid within the capillary due to thermal motion of the atoms as they move through a distance greater
than the shift radius. While the shift radius of 320 Å and an associated dampening parameter of 0.005
provided converged Coulomb energies for the droplet geometry, the columnar arrangement of IL bulk in the
capillary gives rise to highly non-symmetric interactions between ion-pairs within the shift radius leading to
spurious kinetic energy gains for the smaller dampening parameter. Therefore, the dampening parameter
was increased to αd = 0.1 only for the inter-leaf Coulomb interactions, but, αd = 0.005 was used for the
intra-leaf Coulomb component. The shift radius was unchanged for both octree components.
The octree structure for a snapshot of atomic partial charge positions at 30 ps is shown in Fig. 8.11. At
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30 ps, the Taylor’s cone structure is almost fully formed and, as shown in Fig. 8.11(a), ion-species emission
can be seen occurring from the sides as well as the tip of the Taylor cone. Monomers A-C and dimer D can
be seen to be moving towards the collection zone. As shown in Fig. 8.11(b), the octree grid is refined in the
regions containing these ion-species. The three-dimensional isometric view of the octree structure generated
for the atomic partial charge positions at 30 ps is shown in Fig. 8.11(c).
Snapshots of the Taylor’s cone formation from the MD simulation using the octree-based method are
shown in Fig. 8.12. The snapshot in Fig. 8.12(a), obtained at 2.5 ps, shows ion-pairs creating the upper
meniscus of the IL inside the capillary within its tip. At 25 ps, the external electric field affects the shape
of the bulk structure of IL pushed out of the capillary, which initiates the formation of the Taylor’s cone, as
shown in Fig. 8.12(b). The fully formed Taylor’s cone is seen in Fig. 8.12(c) at the tip of the capillary at 35
ps. The process of formation of the Taylor’s cone is similar for both, the direct and octree-based Coulomb
method. However, the slightly weaker Coulomb energies generated due to dampening in the octree-based
method causes the Taylor’s cone structure to form approximately 15 ps earlier compared to the direct
Coulomb method.
Similar to the droplet evolution case, the Coulomb energy per atom of the system from the octree-based
method is within 3% agreement of that obtained from the direct Coulomb method, as shown in Fig. 8.13(a).
The charge coarsening coupled with heavier dampening for inter-leaf terms (αd = 0.1) generates a system
with marginally weaker Coulomb interactions but this weakening is small and in fact, predicts somewhat
slower ion emission and atom loss rate, as seen in Figs. 8.13(c) and 8.13(d), respectively. The total energy
(sum of potential and kinetic energies) comparison, shown in Fig. 8.13(b), reveals significant differences
between the octree-based and the direct Coulomb methods. During the initial stages of the Taylor’s cone
formation, there is a steady growth in the total energy for both the methods. Since the Coulomb energies
of both the simulations are relatively constant, as shown in Fig. 8.13(a), the rise in the total energy can be
attributed primarily to the kinetic energy gain. In the octree-based method, as the Taylor’s cone is being
formed, more accurate representation of long-range Coulomb interactions predicts the emission of larger
ion-species, such as dimers and trimers as the Taylor’s cone is forming, which leads to a rise in the total
energy of the system beyond the first 15 ps.
Similar to the droplet emission case, when the ion-species are tallied at the collection zone, only monomer
emission is observed from both the simulations. Since the ion emission is not continuous, emission currents
are presented as cumulative moving averages for the two methods in Fig. 8.13(c). Consistent with the gain
in kinetic energy of the system, monomer emission current from the octree-based method is higher compared
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to that from the direct method. However, the time of first-emission is delayed for the octree-based Coulomb
interaction method. Even though the emission currents from the octree-based simulation is higher, the long-
range Coulomb interactions provide stability to the Taylor’s cone structure, ensuring that the emission of
ion-species occurs towards the extrusion zone and not towards the sides. This is also reflected in the rate of
loss of atoms from the simulation domain during the Taylor’s cone formation. As shown in Fig. 8.13(d), there
is a continuous loss of atoms, from the domain when the direct Coulomb method is used. In comparison, the
loss of atoms during the formation of the Taylor’s cone, prior to 30 ps, is significantly lower for the octree-
based method, even though, the Coulomb energy it predicts is weaker compared to the direct method, as
shown in Fig. 8.13(a).
There are quantifiable differences between the octree-based Coulomb and direct Coulomb simulations in
terms of emission species and currents. Even though the Coulomb energy of the system predicted by the
direct Coulomb method is more negative compared to the octree-based method, the limited region within
which the Coulomb interactions are calculated for the direct Coulomb method leads to more emission of
smaller ions rather than larger species. Also, only monomers were observed in the collection zone since any
larger ion-species that were emitted from the Taylor’s cone underwent further fragmentation due to energy
obtained from the external electric field while moving towards the collection zone. To better understand
the nature of emissions from the Taylor cone, instead of only tallying ion-species at the fixed collection zone
1,000 Å away from the tip of the Taylor’s cone, the ion-species are tallied every 50 Å from the capillary tip.
Comparisons of the monomer, dimer, and trimer emissions as a function of distance from the capillary tip,
for the two simulations, are shown in Figs. 8.14(a), 8.14(b), and 8.15, respectively. While no species larger
than monomers were observed from the direct Coulomb simulation at any distance from the capillary tip,
significant emission currents from the dimer and trimer were observed closer to the capillary tip from the
octree-based simulation, as shown in Figs. 8.14(b) and 8.15, respectively. From our previous simulations[246],
it was observed that larger ion-species are emitted only from a well-formed, coherent Taylor’s cone. Thus, it
can be concluded that the octree-based Coulomb model promotes the formation of a more coherent Taylor
cone structure compared to the direct Coulomb method and as a consequence, the latter method does not
predict the emission of larger ion-species.
The lower emission current coupled with the higher loss of ion-pairs predicted by the direct Coulomb
model (see Figs. 8.13(c) and 8.13(d), respectively) suggests that a majority of ion-pairs emitted from the
capillary do not contribute to the emission currents tallied at the collection zone. These are lost or wasted
when they leave from the lateral boundaries due to sideways or radial emission since they do not contribute
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to the emission currents after the Taylor cone is formed. The Taylor’s cone structure is also weaker and hence
allows a higher number of ion-pairs to escape, leading to significant, albeit a wasteful loss of ion-pairs from
the domain. This was measured by comparing the velocity distribution functions for all cations emitted from
the capillary for both the simulations. A comparison of the X and Y lateral velocity components shows that
the distribution is narrower for cations emitted from the octree-based simulation, as shown in Figs. 8.16(a)
and 8.16(b). This indicates that when the direct Coulomb method is used, ion-pairs are emitted with higher
lateral velocities compared to that observed when the octree-based method is used. Another significant
difference between the two methods can be noted from the distribution of the axial (Z component of)
velocity. As shown in Fig. 8.17, the distribution from the octree-based simulation is not only comparatively
narrower but also the peak of the distribution is located at a lower axial velocity compared to that observed
from the direct Coulomb method. This is again indicative of heavier cations such as dimers and trimers that
are emitted when the octree-based Coulomb method is used.
While the Taylor’s cone was observed in both set of simulations, the stability provided to this struc-
ture due to long-range Coulomb interactions by the octree-based Coulomb method generates more focused,
concentrated emission. This was analyzed by generating a probability distribution of distance from the
capillary tip at which the ions leave the domain between 20 and 45 ps during the simulation, representing
the time during which the Taylor’s cone is partially to fully formed. As shown in Fig. 8.18, the normalized
probability distributions from the two methods are considerably different. The peak of both distributions
lie within 100 Å from the capillary tip and is comprised of monomer anions that cannot travel towards
the collection zone because the applied electric field is positive. That is, anions leave the domain from the
lateral boundaries at distances less than 100 Å from the capillary tip. The secondary peak observed from
the octree-based simulation represents the distance away from the capillary tip at which a large fraction of
cations leave the domain. The wider velocity distribution from the direct Coulomb simulation indicates that
the cone-emission is isotropic and the majority of the ions emitted from the capillary are lost laterally, soon
after they are emitted.
8.4 Summary
In this chapter, we proposed an octree-based Coulomb interaction model targeted towards simulations of
ILs, in the presence of external electric fields and sparse, non-periodic domains. The Coulomb interactions
are sub-divided into intra- and inter-leaf Coulomb interactions based on the Bjerrum length criterion, thus
associating the Coulomb cut-off criterion with a physical electro-chemical property of the simulated IL.
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The energy conservation validation of the octree-based method showed that attention must be paid to the
selection of the shift radius and dampening parameters to avoid spurious gains in the kinetic energy of
the system. To obtain agreement with the direct Coulomb and DSF method Coulomb energies, the octree
method simulations were performed with RS = 320 Å and αd = 0.005. Using a smaller shift radius and
consequently, a larger dampening parameter would lead to weaker Coulomb energies of the system. It should
be noted that the selection of RS and αd was based on the characteristic dimensions of the simulation, such
as, the radius of the primary droplet and the length of the capillary. It is advisable to use the largest
characteristic length present in the simulation as a shift radius when employing the octree-based Coulomb
interaction method to avoid the need to run simulations to estimate its value. The use of the octree-based
Coulomb interaction model in the absence of an electric field does not change the physical properties of the
simulated ILs, such as the radial density function.
While the Coulomb and total energy of the system obtained from the direct, DSF, and the octree-based
methods are in reasonable agreement in the absence of external electric fields, the differences are significant
between the direct and the octree-based method in the presence of an external electric field. For the droplet
evolution test case, the ability to account for Coulomb interactions over longer distances limited the emission
of ions when the octree-based Coulomb interaction model was used, even though, the Coulomb energies of
the entire system are weaker (less-negative) compared to that predicted by the direct Coulomb method. For
the same droplet geometry, the octree-based Coulomb method was found to be twice as fast compared to
the DSF method, while providing a good agreement in Coulomb energies and ion emission rates.
For the capillary based simulations, the long-range Coulomb interactions captured by the inter-leaf
Coulomb term in the octree-based method reduces the Taylor cone formation time compared to the di-
rect Coulomb model. Furthermore, emission of lager species such as dimers and trimers was observed only
from the simulation performed with the octree-based Coulomb interaction model. The lack of long-range
interactions leads to larger tangential or cross-stream emission of ions and subsequent loss of atoms when
the direct Coulomb method is used to model extrusion from the capillary geometry. This resulted in a
significantly lower emission current compared to that obtained from the octree-based Coulomb interaction
model. Finally, it was shown that the emission of ions from the Taylor’s cone was into a smaller angle when




Figure 8.1: Example of an arbitrary octree structure constructed with Rinner = 20 Å, particles A-E denote
notional ion-pairs. Figure on the right shows a three dimensional view of the octree leaf (m=10).
Figure 8.2: Radial distribution function of ammonia and nitrate nitrogen atoms of EAN.
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(a) (b)
Figure 8.3: Comparison of Coulomb energy convergence for a single snapshot taken at a time of 35 ps of
atom positions of 2,000 ion-pairs representing a EAN primary droplet at a temperature of 5.0 K. Direct
Coulomb and DSF method (RS=320 Å,αd=0.005) comparison shown in left and Octree-based Coulomb




Figure 8.4: Comparison of Coulomb energy and total (potential + kinetic) energy of an isolated primary
droplet. Coulomb energy calculated using direct (Eq. 8.3), DSF (Eq. 8.4), and octree-based method
(Eqs. 8.6 and 8.9 with RS =∞ and αd = 0.0) shown in (a). Coulomb energy calculated using DSF and
octree-based methods (Eqs. 8.6 and 8.9) shown in (b). Total energy of simulations using direct, DSF, and
octree-based method (RS =∞ and αd = 0.0) shown in (c). Total energy of simulations using octree-based
methods shown in (d).
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(a) (b) (c) (d)
Figure 8.5: Snapshots of the simulation with constrained cation moving away from the primary droplet
surface. Distance between cation and the droplet surface in (a), (b), (c), (d) is 0, 10, 30, and
60 Å respectively.
(a) (b)
Figure 8.6: Comparison of Coulomb energy of the constrained cation with potential energy contribution
from other sources shown in (a). Comparison of Coulomb energy of the constrained cation from damped
octree-based Coulomb interaction model shown in (b).
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(a) (b) (c)
Figure 8.7: Snapshots of the primary droplet simulation in the presence of an external electric field. This
case is performed with damped octree-based Coulomb interaction method with RS = 320 Å and αd =
0.005. Droplet structure in (a), (b), and (c) is at a simulation time of 2.5, 5.0, and 7.5 ps, respectively.
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Figure 8.8: Octree structure generated by the damped octree-based method for the droplet simulation in
the presence of external electric field at 7.5 ps (see Fig. 8.7(c)). Top and bottom: isometric and front view.
The smallest leaves are of size equal to Rinner = 10 Å.
Figure 8.9: Comparison of number of secondary monomers emitted from the primary droplet in the
presence of external electric field.
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(a) (b)
Figure 8.10: Comparison of Coulomb energy and total energy per atom of the primary droplet in the
presence of external electric field shown in (a) and (b), respectively.
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(a) (b) (c)
Figure 8.11: Snapshot of atomic partial charge positions at 30 ps (a) for the capillary electrospray
simulation performed with damped octree-based Coulomb interaction method, and front (b) and isometric
(c) views of the generated corresponding octree structure. Radius of the capillary is 59 Å.
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(a) (b) (c)
Figure 8.12: Snapshots of the Taylor’s cone formation during the capillary electrospray simulation. This
case is performed with damped octree-based Coulomb interaction method with RS = 320 Å, intra-leaf
Coulomb αd = 0.005 and inter-leaf Coulomb αd = 0.1. The radius of the cylinder is 59 Å. Snapshots at




Figure 8.13: Comparison of Coulomb (a), total energy per atom (b), emission currents (c), and number of
atoms present in the simulation (d) during the capillary extrusion simulations. Figures 8.13(a), 8.13(b),
and 8.13(d) use MD data collected over the entire domain and include both anions and cations.
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(a) (b)
Figure 8.14: Comparison of the cation monomer (a) and dimer (b) emission currents as a function of
distance from the capillary tip, obtained from the octree-based and direct Coulomb methods for 2,000
frames after 20 ps simulation time.
Figure 8.15: Comparison of the cation trimer emission currents as a function of distance from the capillary




Figure 8.16: Comparison of the normalized X (a) and Y (b) velocity distribution functions of the atomic
partial charges emitted at the tip of the capillary, obtained from the octree-based and direct Coulomb
methods for cations after 20 ps for 2,000 time frames.
Figure 8.17: Comparison of the normalized Z (c) velocity distribution functions of the atomic partial
charges emitted at the tip of the capillary, obtained from the octree-based and direct Coulomb methods for
cations after 20 ps for 2,000 time frames.
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Figure 8.18: Comparison of the normalized emission probability distribution functions of both cations and
anions emitted between 20 and 45 ps, obtained from the octree-based and direct Coulomb methods.
Capillary tip is located at z = 290 Å.
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Chapter 9
Analysis of IL droplet fragmentation
in electrosprays
Colloid thruster experiments provide important information regarding the species specific emission currents[221]
and the thrust generated for the applied potential across the device, but, they lack the specificities of the
shape and strength of the electric field generated around the mouth of the capillary. It should also be noted
that while the experiments are conducted over length and time scales of micro-meters and micro-seconds, the
current computational capability only allows one to simulate electrosprays at length and timescales of nano-
meters and nano-seconds. Thus, it becomes incumbent for the MD simulations to use external boundary
conditions that recreate the Taylor cone formation and emission characteristics similar to the experiments
without the knowledge of the spatial and temporal evolution of the electric fields generated during the
experiments, which have been studied in detail in our previous published work[224].
Electrospray experiments and simulations have been performed to either study the formation of Taylor
cone or to obtain the emission currents at the extraction ring[191, 192]. However, our knowledge of what
happens to the emitted species when traveling between the Taylor cone and the extractor plane is often
limited and highly complex[247]. Many studies have been performed to analyze the mechanism of charged
droplet disintegration[248] which occurs due to the disproportionate and asymmetric charge density. A
variety of techniques, which include, high speed photography[249, 250], rapid solidification using sol-gel[251],
and MD simulations[252, 253] have been used to capture the transient behavior of the ion aggregates emitted
by the electrosprays. Their MD simulations have been performed for a system of water molecules charged
by Cl−[252] and pronated diglycine molecules[253] to study the effect of Rayleigh critical limit and the
evolution of nanojet from the droplets. While shape deformation[254] and mass loss can be analyzed using
experimental[255] methods, only theoretical models and MD simulations are capable of providing insight
regarding charge reduction during the droplet disintegration process. The leading theories for charged
droplet disintegration include the charged residue mechanism (CRM)[256], which states that smaller ions
are emitted by the original droplet due to successive instabilities predicted by Rayleigh theory[257] and
the ion evaporation mechanism (IEM)[258], which describes the disintegration process using first order
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reaction kinetics. Both theories are valid in their respective limits but their applicability to a given droplet
disintegration process is not well understood[259]. MD simulations allow the study of droplet disintegration
for any IL and obtain detailed information regarding the emitted species, velocities, and charges.
Simulations in this work are aimed at understanding the effects of electric field strengths on the droplet
disintegration using EMIM-BF4. The boundary conditions and the domain information used for the MD
simulations are first discussed in Sec. 9.1. The formation of Taylor cone and the evolution of the charged
droplet in applied electric fields are shown from snapshots in Sec. 9.2.1 and 9.2.2, respectively. The effect of
normal and radial electric fields on the mass and volume of the droplet are discussed in Sec. 9.2.3. Finally,
the droplet radii and charges obtained from the MD simulations are compared with theoretical models in
Sec. 9.2.4.
9.1 Problem set-up and numerical parameters used for
electrospray MD simulations
9.1.1 Preparing the electrospray MD simulation system
The simulations results discussed in this chapter of EMIM-BF4 CG were performed using the boundary
conditions and domain dimensions shown in Fig. 9.1(a). The extraction voltages used for the EMIM-BF4
simulation was φ = -17 V, as it generates potential gradients comparable to those that occur over the
length scale of the experiments. All simulations were performed in LAMMPS using the direct Coulomb
(DC) method to calculate all electrostatic non-bonded interactions with a cut-off radius of Rc = 20 Å. The
capillary of radius 56 Å and height 825 Å was formed using 49,878 platinum atoms and was filled with
28.365 EMIM-BF4 ion-pairs for the electrospray extrusion simulations. The ion-pairs in the capillary were
first energy minimized using the system potential energy as the criteria to remove any non-physical CG site
or bond overlaps that may exist. The ion-pairs were them equilibrated to a temperature of 297 K using the
canonical (NVT) ensemble. A repulsive wall was used to generate a mass flow rate of 1.09× 10−11 through
the capillary for the electrospray simulations. The emitted positive ion species were classified based on the
number of cations present in the aggregate. Each emission species has a specific charge and a fixed mass, the
ratio of which, charge-to-mass ratio (z/m) is often used for characterizing the operation of the electrosprays.
All emission species, except the droplets, have charge, z = 1, but the masses of EMIM-BF4, monomers,
dimers, and trimers are 18.459 × 10−26, 51.332 × 10−26, and 84.205 × 10−26 kg, respectively. The droplets
produced in EMIM-BF4 may have charges higher than z = 1 and mass larger than 281.443× 10−26 kg. The
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thrust produced by each species depends on its acceleration as a result of charge and its respective mass.
Thus, monomers are typically the most energetic and the droplets are the slowest moving species.
A large droplet emitted from the extrusion simulation was isolated at a distance of approximately
300 Å above the meniscus of the capillary or Z = 1,125 Å in Fig. 9.1(a), and simulations were performed
using this primary droplet to study the evolution of an IL droplet in the presence of an external electric
field. The droplet obtained was placed in the center of a domain consisting of four quadrants, as shown in
Fig. 9.1(b). The normal electric field, Ez was applied along the Z axis and its strength was constant in all
the four quadrants but to model the radial electric field, the polarity of Ex and Ey were modified depending
on the quadrant. In all quadrants, both, Ex and Ey were provided constant and equal magnitude. However,
while the polarity of both Ex and Ey were positive in the first quadrant, in the second quadrant, the polarity
of the Ex was changed to negative. Similarly, the polarity of the both Ex and Ey was negative in the third
quadrant and was changed to positive Ex but negative Ey in the fourth quadrant. This effectively allowed us
to create radial electric fields that counteract the cohesion of the droplet generated due to the electrostatic
forces. The boundaries in the X and Y directions were considered non-periodic. The boundaries in the
Z direction were ‘shrink-wrapped’[63], a feature which allows the domain boundaries to extend during the
simulations to encompass all atoms or CG sites, no matter how far they moved.
9.1.2 Boundary conditions for electrospray simulations
The external electric fields play an important role in determining the emitted ion species and the general
shape of the structure of Taylor cone at the mouth of the capillary. The external electric field implemented on
the electrospray simulations was calculated using the potential, φl, derived by solving the Laplace’s equation
shown in Eq. 7.14 The boundary conditions used to solve the Eq. 7.14 are shown in Fig. 9.1(a). The entire
outer surface of the capillary was grounded using a Dirichlet boundary condition of φ = 0 V. The simulation
domain was non-periodic in all three dimension and a Neumann boundary condition was applied on all three
boundaries. Therefore, the total electric potential exerted on the ith CG site is given by Eq. 7.13, such
that, qi and qj are the partial charges on the CG sites, n is the total number of CG sites with a cut-off
radius, Rc = 20 Å. The first term of Eq. 7.13 represents the Coulomb interaction potential between the two
CG sites, while the second term represents the potential due to the external electric fields. Note that the
contribution from the Laplace term of Eq. 7.13 to the total electric potential on a CG site only needs to be
computed once, at the zero-th time step, whereas, the first term of Eq. 7.13 was computed every time step
in the MD simulation. Grid convergence for Eq. 7.14 was tested by reducing the grid size from 20 to 5.0 Å.
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It was observed that the solution to Eq. 7.14, using the boundary set-up and conditions shown in
Fig. 9.1(a) and an extraction voltage of -17 V generated an external electric field with normal as well
as radial components, as shown in Figs. 9.2(a) and 9.2(b), respectively. Both, the normal and radial electric
field components are strongest at the meniscus or mouth of the capillary and become gradually weaker away
from the mouth of the capillary. It was found that the presence of the radial electric field near the capillary
meniscus is necessary to generate the Taylor cone shape[224]. The unique shape of the electric field also
effects the stability of the Taylor cone and the type of ions species that are emitted from it.
The variation in the normal and radial electric fields can be better viewed by extracting the values along
the gray center-line in Fig. 9.2(a). Along the center-line of the capillary, the normal electric field is highest
at the mouth of the capillary and decreases rapidly within 300 Å from the mouth of the capillary or z =
1,125 Å, as shown in Fig. 9.2(c). The normal electric field remains constant throughout rest of domain but
starts decreasing close to the extractor plane, located at z = 1,825 Å. The radial electric field variation along
the tangential direction was obtained by extracting values along the z = 1,000 Å, shown in Fig. 9.2(b). The
radial electric field is zero at the center-line or axis of the capillary and near the boundaries, as shown in
Fig. 9.2(d).
9.2 Role of normal and radial electric fields on the emission
species
9.2.1 Formation of the Taylor cone and emission characteristics
Snapshots of the formation of the Taylor cone from the MD simulations are shown in Fig. 9.3. The high
mass flow rate through the capillary does not allow instantaneous formation of the Taylor cone and the
ion-pairs flow out of the capillary with a contiguous cylindrical shape, at 700 ps simulation time, as seen in
Fig. 9.3(a). At 800 ps, the combination of the normal and radial electric field start shaping the emitted mass
into a cone shaped structure, as shown in Fig. 9.3(b). This constriction results in the formation of a large
IL droplet, consisting of 2,614 EMIM-BF4 ILs from the tip of the cone structure. As shown in Fig. 9.3(c),
after 800 ps, this primary droplet, titled ‘A’, remains isolated as it moves away from the tip of the Taylor
cone structure towards the extractor plane along with other aggregates (see ‘B - E’). The Taylor cone apex
is formed approximately 200 Å above the mouth of the capillary, i.e., at z = 1,025 Å from the base of
the capillary. The details of Taylor cone formation and the sampled ion species has been published in our
previous work[224, 246].
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It is useful to analyze the differences in the emission of smaller ion species versus the larger droplets,
as it allows for a better understanding of the Taylor cone formation. We hypothesized that EMIM-BF4
ion-pairs are either emitted as monomers from the sides of the Taylor cone or as larger ion-species from
the tip of the Taylor cone. This was verified by generating velocity distributions of the monomers and
droplets. A sampling plane located at 100 Å above the Taylor cone (z = 1,125 Å) was selected because
at that location the emitted droplets and monomers have not yet been accelerated and are still traveling
with their initial velocities. This location also ensures that we obtain sufficient droplet statistics, since the
droplets break down into smaller emission species as they travel towards the extractor plane. The tangential
and axial velocity distributions of the droplets are shown in Figs. 9.4(a) and 9.4(b). Tangential velocities
are generated because of the interaction of radial electric field with the emitted ion species. The shape of
the tangential velocity distribution of droplets has the form of a normal distribution with a mean value
close to zero, suggesting that the majority of droplets emitted from the capillary have negligible tangential
velocities. Since the radial electric fields are weakest near the tip of the Taylor cone, we can interpret
Fig. 9.4(a) to show that the droplets lack tangential velocities because they are emitted from the tip of the
Taylor cone. The distribution of droplet axial velocities, shown in Fig. 9.4(b), suggests that majority of the
droplet are emitted with an axial velocity between 5 and 10 km/s. In contrast, a similar analysis of monomer
velocities gives different results. The monomer tangential velocity distribution, shown in Fig. 9.4(c), does not
have a maximum probability close to zero, but instead exhibits a noticeable number of samples at non-zero
tangential velocities. This result suggests that emitted monomers interact with the radial electric field and
since the field is strongest near the sides of the Taylor cone, we can conclude that majority of the monomers
are emitted from the sides of the Taylor cone, as was concluded by Lozano[20] in his experimental studies
on the EMIM-BF4 electrosprays. Finally, because the mass of monomers is comparatively much lower than
that of droplets, they are strongly accelerated in the axial direction with no clear continuous distribution of
velocities, as shown in Fig. 9.4(d).
9.2.2 Evolution of the primary droplet in the applied electric field
As noted previously, during the extrusion simulation, the emitted ion-species travel towards the extractor
plane, which is only 1,000 Å away from the mouth of the capillary but these actual ion-species travel on the
order of micro-meters during experimental electrospray operations. The larger aggregate may break down
into smaller species as they travel longer distances towards the extractor plane in the presence of an external
electric field. To replicate this process, we isolate the large droplet emitted from the extrusion simulation,
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shown as group ‘A’ in Fig. 9.3(c). This droplet is at least 40 Å away from either the Taylor cone or any
other aggregate and therefore does not have Coulomb interaction contributions from other ion-pairs in the
domain. To study further break-up of this large droplet, the primary droplet was simulated in a quasi-infinite
domain, shown in Fig. 9.1(b), for a range of normal and radial electric fields typically experienced by the
droplet during its motion from the tip of the capillary to the extractor plane. For the extraction voltage of
-17 V and the simulation domain shown in Fig. 9.1(a), the region between the tip of the Taylor cone and the
extractor plane (between z = 1,125 Å and z = 1,825 Å) has a normal electric field range between 0.05 - 0.15
V/nm. As established previously, the large droplets are emitted from the tip of the Taylor cone, along the
axis of the capillary, where the radial electric fields are weakest. Therefore, we can assume that the droplet
will experience radial electric fields in the range 0.001 - 0.01 V/nm.
Multiple MD simulations of the primary droplet were performed for the above range of the normal and
radial electric fields. Snapshots of the primary droplet simulation for a normal and radial electric field
strengths of 0.05 and 0.005 V/nm, respectively, are shown in Fig. 9.5. The times given for the primary
droplet simulations, shown in Fig. 9.5, represents simulation time beyond the initial 950 ps required for the
droplet to form during the extrusion simulation. It was observed that several ion-species (monomer, dimer,
and trimer) and droplets were emitted during the first 100 ps (total time 100 + 950 = 1,050 ps) of the
simulations, as shown in Fig. 9.5(a). The smaller species and droplets (circled in orange) emitted from the
larger primary droplet (circled in red) are accelerated by the electric field and travel faster than the large
droplet (see secondary emission ‘D’). After 200 ps, the smaller ion aggregates move 300 Å away from the
larger droplet, as shown in Fig. 9.5(b) and the rate of emission of the smaller ion species emitted from the
larger droplet reduces substantially. The smaller aggregates emitted from the larger droplet travel faster
than the droplet due to their lower mass. The emission of smaller ion aggregates from the larger droplet
stops completely after 300 ps, as shown in Fig. 9.5(c). The rate of emission of smaller species from the
droplet is strongly dependent on the external electric fields, as discussed in the following sub-section.
The ion aggregates emitted from the primary droplet were sampled 400 Å above the instantaneous center-
of-mass of the larger droplet. Ion aggregates were sampled during the entire period of the simulation up
to the time when the primary droplet stopped emitting any more ion aggregates. In Fig. 9.6(a), the total
number of emitted ion aggregates are shown as a function of normal electric field. It was observed that at the
lowest normal electric field, the emission of smaller droplet from the primary droplet was a maximum followed
by trimers, dimers, and monomers. As the normal electric field was increased, the smaller ion-aggregates,
such as dimers, trimers, and monomers were the dominant emitted species. The higher magnitude of normal
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electric field weakens the electrostatic forces required to form smaller droplets from the primary droplet,
resulting in higher emission of smaller ion species.
Similarly, the number of small droplets emitted from the larger primary droplet decreased as the radial
electric field was increased, as shown in Fig. 9.6(b). Concurrently, even the number of emitted dimers and
trimers decreased when the radial electric field was increased. In contrast, the radial electric field enhanced
the emission of monomers from the primary droplet. The primary droplet used for the simulation is not a
perfect sphere but a prolate geometry. Thus, the radial electric field acts on a larger surface area on the sides
of the prolate droplet, allowing for easier emission of smaller monomers rather than larger droplets from the
top of the droplet.
9.2.3 Effect of electric fields on the final droplet mass and volume
The volume and total mass of the primary droplet were tracked during the isolated droplet simulation as
a function of time. Figure 9.7 shows the decrease in droplet volume and mass for different applied normal
electric fields. As previously stated, the simulation time shown in Fig. 9.7 is beyond the 950 ps required to
emit and isolate the droplet from the capillary. The results shown in Fig. 9.7 were obtained for the radial
electric field of 0.005 V/nm. For the simulations performed with a normal electric field of 0.05 V/nm, the
initial emission of smaller ions and the resulting initial decrease in the droplet volume occurred during the
initial 200 ps of the simulation, as shown in Fig. 9.7(a). When the normal electric field was increased to
0.1 V/nm, this rapid decrease in the volume occurs in approximately 100 ps, as shown in Fig. 9.7(b), and
reduces to 50 ps for the highest normal electric field of 0.15 V/nm. The volume and mass of the droplet did
not show significant change after the initial rapid emission of ion aggregates from the droplet, even when
the simulations were allowed to run for extended time of 1,200 ps.
The final mass and volume of the droplet were found to depend on the strength of the electric fields.
The effect of normal and radial electric field on the final droplet mass is shown in Figs. 9.8(a) and 9.8(b),
respectively. A least square fit of the data points shows a linear relationship between the normal and radial
electric fields and the final droplet mass, such that the slopes of the least square fit are negative. Not
surprisingly, the final droplet mass decreased if either the normal or radial electric fields were increased.
From the negative slopes of the least square fit, we can infer that increasing the radial electric fields will
produce droplets with lower final mass compared to that by increasing the normal electric field.
The normal and radial electric fields also influence the rate of volume decrease of the main droplet.
From our analysis of the primary droplet simulations, it was observed that a power law would be the best
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mathematical representation of the change in the volume of the droplet. So, power law equation was used
to generate a curve fit for the volume loss of the droplet as a function of the simulation time, as shown in
Fig. 9.7. The equation used for curve-fitting has the following form,
y = ep∗ln(x)+c (9.1)
where, c is the initial droplet volume, x is the simulation time, and p is the decay rate of the droplet
volume. The decay rate for all primary droplet simulations were calculated and analyzed as a function of the
normal or radial electric fields used for the primary droplet simulations. A least square fit of the obtained
volume decay rates was generated for both the normal and radial electric field cases, as shown in Figs. 9.9(a)
and 9.9(b), respectively. From the slope of the least square fit, we can state that the decay rate, p, has
a linear dependence on the normal electric field, shown in Fig. 9.9(a), suggesting that the droplet would
lose mass and its corresponding volume faster if the magnitude of the normal electric field was increased.
Although, a similar analysis also shows the linear dependence of decay rate with the magnitude of the radial
electric fields, shown in Fig. 9.9(b), this result does not provide a true representation of the droplet volume
decay in the radial electric fields. The slope of the least square fit is positive suggesting that the droplet
decay rate reduces when the magnitude of the radial electric field was increased, which is counter-intuitive
but valid. From our simulations, we observed that when the droplet was placed in a strong radial electric
field, the initial loss of smaller aggregates from the droplet was not symmetric. This created an imbalance
in the distribution of charges within the droplet, which generated a biased movement of the entire droplet
towards one of the four quadrants shown in Fig. 9.1(b). Since the droplet no longer experiences symmetric
radial fields, the radial electric fields become ineffective in removing further mass from the droplet, leading
to a reduction in the volume decay rate. However, it should be noted that this result is not in conflict with
that shown in Fig. 9.8(b) because, the maximum mass loss of the droplet occurs during initial time-steps,
when the droplet experiences symmetric radial fields, and not during the later time steps when the droplet
is entirely within one of the four quadrants. Due to the irregular shape of the droplet (not a perfect sphere)
and its orientation during the primary droplet simulations, the radial electric fields were found to be more
effective but not necessarily faster at removing mass from the droplet, as can be inferred from Figs. 9.8(b)
and 9.9(b).
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9.2.4 Comparison of MD results with Rayleigh instability and Coulomb
fission models
The charge residue method (CRM)[256, 260] and the ion evaporation mechanism (IEM)[258] are the two
notable semi-empirical theories traditionally used to study of the disintegration of the large droplets emitted
by the electrosprays[252]. The CRM proposes that successive instabilities in the primary droplet causes
emission of secondary droplets, as described by the Rayleigh[257] theory. According to this theory, the
number of charges required for instabilities to occur in the primary droplet, also known as the Rayleigh
limit, depends on the physical and electrochemical properties of the droplet. The Rayleigh limit for the
droplet can be calculated as[253],
z2 = 64π2ε0γr
3/e2 (9.2)
where, z is the number of charges, ε0 = 8.8541× 10−12 F/m is the permittivity of vacuum, γ is the surface
tension, e = 1.60217 × 10−19 C is the elementary charge, and r is the radius of the droplet. Using Eq. 9.2,
for EMIM-BF4, a surface tension of γ = 52 dyn/cm[261], an approximate primary droplet radius of r =
54.11 Å for the mass density, ρ = 1, 260 kg/m3 and an initial droplet mass of 8.365× 10−22 kg, the critical
charges required for Rayleigh instabilities is z = 43. The initial charge of the primary droplet used in the
MD simulation, z = 158 is much higher than that critical threshold of z = 43, suggesting that the primary
droplet will definitely undergo further disintegration. During the MD simulations, we monitored the total
number of charges as a function of time, as shown in Figs. 9.10(a) and 9.10(b). However, it should be noted
that even for the highest normal electric fields, the final total charge of the droplet was still higher than the
critical Rayleigh limit but the droplet did not undergo further disintegration. The electric field normal to





therefore, the total electric field to completely overcome the electrostatic forces of a droplet with z = 158
and r = 54 Å is Es = 7.77 V/nm. Substituting the expression for the Rayleigh limit, Eq. 9.2, in Eq. 9.3,








Using Eq. 9.4, the required electric field for Rayleigh disintegration is ERy = 2.083 V/nm. However, both,
the electric fields associated with the droplet charge and the field required for Rayleigh disintegration are
much higher than the highest normal and radial electric fields used in the simulations, which could explain
why the droplet does not undergo further disintegration during the simulations even when the simulation
time is extended to 1,200 ps.
We also used the Born model, which is a basic component of the IEM, to calculate the predicted radius







The Born radius for EMIM-BF4 is RB = 4.45 Å, which is the approximate radius of the dimer. As shown
in Figs. 9.6(a) and 9.6(b), the dimers were the dominant emitted species during the MD simulations for
most of the electric field values, suggesting that our simulations are in agreement with the theoretically
obtained values of Eq. 9.5. However, the Born model does not provide any information regarding the
emission of smaller droplets from the original droplet. We therefore use the Coulomb fission model to obtain







Using the Coulomb fission model, we obtain a secondary droplet radius, Rs = 16.68 Å, which is approximately
equal to the radius of the secondary droplets, consisting of 9 or more cations and 8 anions, emitted during
our primary droplet MD simulations.
The Coulomb fission model also allows one to calculate the break-up time of the secondary emission as





























For the EMIM-BF4 droplet of radius, r = 54 Å, using Eqs. 9.7 - 9.10, the primary droplet perturbation
breakdown time was tbreak = 44 ps. In Figs. 9.10(a) and 9.10(b), each decrease or rise
∗ in the total droplet
charge represents the emission of a secondary ion-species or droplet. A larger decrease in charge signifies the
emission of a larger aggregate from the primary droplet and the smaller decrease represents the emission of
monomers, dimers, and trimers. In Fig. 9.10(a), sharp decreases in the droplet charge at t = 50, 175, and
225 occur after 30-40 ps of no change in the droplet charge, thus providing a reasonable agreement between
the simulations and the jet breakdown time predicted by the Coulomb emission theory. As expected, for
higher electric field strengths and as the primary droplets become smaller due to mass loss, the emission
time reduces to approximately 20 ps, as shown in Fig. 9.10(b).
The final droplet charges also depend on the strength of the normal and radial electric fields. A linear
dependence of the final droplet charge on the normal electric field is obtained, as shown in Fig. 9.11(a).
The charge-to-mass (z/m) ratio of monomers, dimers, and trimers is higher than that of the secondary
smaller droplets emitted by the original droplet. At higher normal electric fields, the original droplets emits
more dimers, monomers, and trimers and less secondary droplets, resulting in higher loss of charge from the
original droplet. In contrast, no dependency was observed between the final droplet charges and the radial
electric field strengths, as shown in Fig. 9.11(b). This may be due to the irregular shape of the droplet used
for the simulations.
9.3 Summary
In this chapter, we presented the MD simulations of primary EMIM-BF4 droplet, providing key insights in
the evolution and final state of large droplets emitted during the electrospray process. The results obtained
from this work can be used as initial conditions for larger length-scale models, such as, the kinetic Monte
Carlo methods. Conventional theories, such as, CRM and IEM predict a complete disintegration of large
droplets into gaseous ion species but from MD simulations, we observed that large droplet does not undergo
∗The emission of anions from the primary droplet increases the droplet charge
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disintegration after a certain mass is reached. A dependence of droplet mass and volume on the strengths
of the normal and radial electric fields was also observed. In the presence of strong radial electric fields, an
unsymmetrical loss of mass was observed, which resulted in the lateral motion of the droplet. The faster loss
of charges during the initial time steps and the subsequent lateral motion of the droplet reduced the rate of
volume decay.
A good agreement was obtained between the theoretically predicted Born radius and the secondary
emission species emitted during the MD simulations. The radius of the secondary droplets emitted during
the simulations compared well the radius predicted by the Coulomb fission theory. The time between
successive emissions of secondary droplets was found to be comparable to the primary droplet perturbation
time obtained from the Coulomb fission model. While the final droplet charges were found have a linear
dependence with the normal electric fields, no such correlation was obtained between the charges and the
radial electric field strengths.
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9.4 Figures
(a) Electrical boundary conditions. (b) Schematic of isolated droplet simulation.
Figure 9.1: Schematic of an MD isolated droplet simulations and boundary conditions used for extrusion
simulations.
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(a) Contour plot of the normal electric field. (b) Contour plot of the radial electric field.
(c) Linear variation of the normal electric field along y = 0. (d) Linear variation of the radial electric field along z =
1, 000.
Figure 9.2: The electric fields generated by solving Eq. 7.14 with the boundary conditions shown in
Fig. 9.1(a) and extraction voltage of -17 V.
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(a) At t = 700 ps. (b) At t = 800 ps. (c) At t = 950 ps.
Figure 9.3: Snapshot of electrospray and droplet formation from coarse-grained MD simulation of
EMIM-BF4. Mass flow rate and extraction potential of 1.09× 10−11 kg/s and -17 V, respectively. Atom
colors are: M1 (teal), IM (silver), MR (red), M2 (navy), BF4 (yellow), and Pt (bronze). The capillary
diameter is 112 Å and vertical dimensions are 800 Å.
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(a) Tangential (Vx and Vy) velocities of droplets. (b) Axial (Vz , towards the extractor plane) velocities of
droplets.
(c) Tangential (Vx and Vy) velocities of monomers. (d) Axial (Vz , towards the extractor plane) velocities of
monomers.
Figure 9.4: The tangential and axial velocity distributions of the monomers and droplets emitted from an
EMIM-BF4 electrospray. Total number of droplets and monomers sampled are 390 and 321, respectively.
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(a) At t = 100 ps. (b) At t = 200 ps. (c) At t = 300 ps.
Figure 9.5: Snapshot of isolated droplet simulations using coarse-grained EMIM-BF4. Normal and radial
electric fields are 0.05 V/nm and 0.005 V/nm, respectively. Atom colors are: M1 (teal), IM (silver), MR
(red), M2 (navy), BF4 (yellow), and Pt (bronze). The droplet diameter is 100 Å and vertical dimensions
are 400 Å.
(a) Effect of normal electric field, using constant radial electric
field of 0.005 V/nm.
(b) Effect of radial electric field, using constant normal electric
field of 0.10 V/nm.
Figure 9.6: Emitted ion-species as a function of normal and radial electric fields.
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(a) Normal electric field strength 0.05 V/nm. (b) Normal electric field strength 0.10 V/nm.
(c) Normal electric field strength 0.15 V/nm.
Figure 9.7: Droplet volume and total mass as a function of simulation time for the radial electric field of
0.005 V/nm. The normal electric field strengths are provided in the figure captions.
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(a) Effect of normal electric field, using constant radial electric
field of 0.005 V/nm.
(b) Effect of radial electric field, using constant normal electric
field of 0.10 V/nm.
Figure 9.8: Final droplet mass as a function of normal and radial electric fields.
(a) Effect of normal electric field, using constant radial electric
field of 0.005 V/nm.
(b) Effect of radial electric field, using constant normal electric
field of 0.10 V/nm.
Figure 9.9: Volume decay rate as a function of normal and radial electric fields.
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(a) Normal electric field of 0.05 V/nm. (b) Normal electric field of 0.15 V/nm.
Figure 9.10: Droplet charge as a function of simulation time, for a radial electric field of 0.005 V/nm.
(a) Effect of normal electric field, using constant radial electric
field of 0.005 V/nm.
(b) Effect of radial electric field, using constant normal electric
field of 0.10 V/nm.
Figure 9.11: Final droplet charge as a function of normal and radial electric fields.
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Chapter 10
Conclusions and future work
The research presented in this thesis represents the work spanning over six years, findings from which has led
to successful publication of 7 journal papers and more than 10 conference proceedings. These findings will
benefit two important research communities in the aerospace engineering, namely, gas-surface interactions
and MD simulations of ionic liquids. While the research on these topics was performed with specific gas
molecules, aggregates, surfaces, and ionic liquids, the methods and algorithms developed in this work are
general and can be used for any potential applications. The octree-based Coulomb method and kMC also
have scope for further improvements with regards to computational efficiency. The key take-aways from the
two projects are outlined next.
10.1 Gas-surface interaction analysis using MD and kMC
Simulations of gas-surface impacts using MD raised several important questions with regards to the role
of type of interatomic potentials and therefore, the bond stiffness on collision characteristics, such as the
post-collision angle and energy distributions of gas molecules. While the experiments can provide these
characteristics, the results are obtained as ensemble average over billions of gas molecules colliding with the
surface and therefore, cannot provide information regarding how surface atoms interact with a single gas
molecule. This information is necessary in determining the role of surface covalent bonds on post-collision gas
properties. In my work, I have demonstrated how higher surface stiffness will increase the fraction of specular
reflections and vice-versa. These are the details which can lead to better surface material development.
To my knowledge, this is the first time MD simulations were used to classify gas molecule-surface collisions
into three distinct types namely, single, multiple collisions with, and without escape, respectively. Another
surprising finding was the existence of small fraction of total gas-surface collisions when a gas molecule at
higher energy compared to the surface will still take energy from the surface during the collision with the
surface. These findings also helped determine a novel gas-surface interaction kernel, direct velocity sampling
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method, capable of reproducing the lobular angular distribution of post collision gas molecules observed from
beam molecular experiments representing hypersonic flows over surfaces. While the direct velocity sampling
method is capable of providing atomic level information of gas energy to a higher level solver, such as,
CFD and DSMC, it does not take into account the topological changes to the surface during these collision
events. For this purpose, we developed the kMC surface evolution algorithm in tandem with the surface
deformation rules for specific surfaces. Therefore, coupling the direct velocity sampling method and kMC
with a higher level solver will produce simulations of hypersonic boundary layers in unprecedented detail, in
both, boundary layer and surface topology, scale bridging the atomic level information to computationally
tenable time and length scales.
The real strength of kMC however, is the ease with which it can be incorporated to parallel high level
solvers, such as DSMC or CFD. The inherent design of the kMC algorithm makes it possible to easily run
the kMC simulations on parallel computing architectures. Since all events have independent probabilities
and process rates, multiple kMC simulations, each on a separate processor, can be performed to simulate a
millimeter length scale surface. The communication between multiple processors will also be minimal and
limited to transmitting condition of neighboring surface sites, necessary to enforce the material specific rules.
Parallelization and coupling with either DSMC or CFD will allow researchers in the field of hypersonic flows
to model the process of boundary layer formation as well as model surface topology evolution, allowing to
study the complicated phenomenon of hypersonic flows over an evolving surface in its entirety. This has
implications in terms of more accurate heat flux predictions and ability to model advanced sacrificial ablative
materials during flow simulations of spacecrafts reentering atmosphere.
10.2 Simulations of IL electrosprays using MD and PIC
While MD simulations of IL and electrosprays have been performed by other research groups over many years,
there has been little attention paid to the selection of simulation domain boundary (periodic versus reflective),
type of long-range Coulomb interaction model, and the cut-off radius determining the separation of the long-
vs short-range Coulomb interactions. These variables may be inconsequential for bulk MD simulations of
ILs but play an important role in the accuracy of the results for the electrospray MD simulations. From
the work discussed here, it could be demonstrated that cut-off radius, domain size, and the type of domain
boundaries could completely change the emission characteristics of the electrospray plume modeled in MD.
It was observed that electrospray simulations were most accurate for a non-periodic style domain boundaries
and therefore, none of the existing long-range Coulomb interaction models could be used to generate correct
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electrospray plume characteristics. These results were instrumental in our decision to develop an application
specific long-range Coulomb interaction model.
Simulations of electrospray are performed with domain sizes many times (¡ 20) the capillary diameter. As
the IL ion-pairs propagate in this relatively large domain, it leads to domains with sparse charge distributions,
such that the ion-pairs are all located in a small region of the domain and the emission products are sparsely
located within the domain. Domains such as these are computationally inefficient due to computational
load imbalance between the processors mapping the domain. Hierarchical algorithms are particularly well-
suited for such domains and therefore, we developed an octree-based Coulomb interaction model targeting
electrospray MD simulations. Because Coulomb interactions represent the most important force term in
the IL MD simulations, our octree-based Coulomb interaction model was developed to be computationally
competitive with most-commonly used long-range Coulomb interaction models and at the same time, provide
very accurate Coulomb interaction calculations. This was made possible by dividing the computational cost
between intra- and inter-octree components as opposed to conventionally used long- and short-range Coulomb
divisions. Our method was incorporated with the LAMMPS code and has been made general so that it can
be used for other simulation with sparse charge distribution in the domain.
Even with the improvements in the long-range Coulomb interaction model, the actual length and time
scales of the electrospray devices are on the order of micrometers and microseconds, respectively. These
length and time scales are computationally untenable for the electrospray MD simulations. While we have
demonstrated the ability to generate the Taylor cone in MD, the emission products observed from these
simulations contain a small but noticeable fraction of droplets composed of a large number of IL ion-pairs.
In the electrospray apparatus, when the droplets traverse through the micrometer length scales, the electric
field causes the droplets to fragment into smaller secondary ion species. We designed MD simulations to
perform IL droplet fragmentation by isolating just the droplet. Results from our study indicate a good
agreement with aspects of ion emission model (IEM) and charge residue model (CRM). These results will
be beneficial for our future work to develop a stand-alone kinetic Monte Carlo approach to simulate droplet
fragmentation.
The lessons learnt from the kMC simulations will be used to formulate a kMC algorithm to model droplet
fragmentation. Droplet fragmentation will occur primarily due to Rayleigh instability within the droplet and
the energy provided by the external electric field. Irrespective of the presence of electric field, droplets with
charges more than the Rayleigh limit will undergo Rayleigh instability, whereby, charges over the Rayleigh
limit will fragment from the droplet. Therefore, we can use the theoretical models derived from parts of
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the CRM and IEM to obtain a process rate. This process rate, coupled with the probability of monomer,
dimer, and trimer emission can then be used to execute a secondary emission event and can be extended
to cover the entirety of droplet fragmentation. The kMC combined with a PIC solver will enable one to
model electrospray plumes on the millimeter length scales, including the ability to model monomer, dimer,
trimer, and droplet emission from the capillary as well as dynamically model dimer, trimer, and droplet
fragmentation while these species are in the regions away from both, the capillary and the extractor plate.
This will eventually allow one-to-one comparison between the electrospray simulation results obtained from
the experiments with those predicted numerically.
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Appendix A
Coarse-grained MD simulations of
EAN using EFCG
Since a large number of molecules are required to simulate non-equilibrium processes such as electrosprays
in MD, these simulations are computationally very expensive. As discussed in previous chapters, researchers
such as, Borner, et al.[190], have overcome this problem by using coarse-grained potentials to model elec-
trospray simulations of EMIM-BF4. The coarse-grained potential of EMIM-BF4 was obtained by modifying
the CG potential of EMIM-NO3 derived by Wang, et al.[213, 214, 264] from the all-atom potential using
the EFCG method. The EFCG[214, 213] method works on the principle of simplifying non-essential group
of atoms and their respective degrees-of-freedom to a single coarse-grained site[264]. For EAN electrospray
simulations, it was postulated that modeling the relative dynamics of hydrogen or oxygen atoms may not be
vital. Therefore for the CG model of EAN, it was proposed that the atoms forming CH3, CH2, NH3, and
NO3 should be simplified to CG sites E2, E1, N1, and NN, respectively, as shown in Figs. A.1(a) and (b),
respectively. This allows one to simulate EAN using only four CG sites as opposed to 15 atoms required for
the all-atom simulations.
The EFCG method lays down the rules to obtain a CG potential from the existing all-atom potentials.
The location of each CG site is taken as the center-of-mass of its constituent atoms thus satisfying the
linear relationship criteria between the location of the CG sites with its constituent atoms. Constituent
atoms forming one CG site cannot belong to any other CG site and each CG site should have at least one
constituent atom. Also, the force acting on one CG site should be equal to the sum of forces acting on
constituent atoms forming that CG site. The mass and partial charge of the CG site is calculated as the
sum of masses and partial charges of the constituent atoms forming that site, as discussed in other previous
work[92]. This conserves kinetic energy and electric charges when transitioning from the all-atom to CG
model.
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A.1 Determination of CG bonded interaction parameters
The coarse-graining procedure requires separate treatments to derive bonded and non-bonded interactions
from all-atom potentials. Bonded interactions account for the energy of covalent bonds, angles, and dihedral
terms. The non-bonded interactions have contributions from the van der Waals and Coulomb terms. To
obtain the bonded interaction parameters, an all-atom simulation of 64 EAN ion-pairs was energy minimized
and equilibrated using a grand-canonical ensemble (NPT) followed by a canonical ensemble (NVT) with a 0.5
fs time step, for a simulation time of 2.5 ns, each, at a temperature of 295 K. After performing equilibration,
4,000 samples of atomic positions were collected by running the system with a micro-canonical ensemble
(NVE) over three million time steps. Each sample represents a snapshot of the position of all atoms of
64 EAN ion-pairs every 750 time steps (0.375 ps). For each sample, 64 molecules per sample, using a
post-processing code, bond-lengths between groups forming methylene(E2) - methyl(E1) and methyl(E1)
- ammonium(N1) were obtained along with the values of the angle formed by the methylene - methyl -
ammonium group. Therefore, for each of the bonds and covalent angle, 256,000 values were obtained from
which probability distribution functions (PDFs) were generated for the two bonds (between E1-E2 and
N1-E1) and one angle (E1-E2-N1).
The generated PDFs were then approximated using a curve fit of the form shown in Eq. 3.20, where, µ
is the median of the sampled data and σ is the its standard deviation, both of which were obtained from the
all-atom MD simulations. This form of the normal distribution is comparable to a Boltzmann distribution
shown in Eq. 3.18. The potential energy for the bonded interactions due to bond stretching is calculated





kθ (θ − θ0)2 (A.1)
where, kr and kθ are the harmonic spring constants of the CG covalent bonds and angles, respectively.
Substituting the harmonic functions from Eqs. 3.19 and A.1 into Eq. 3.18, and comparing the resulting
expression with the normal distribution from Eq. 3.20, it is observed that r and θ are the bond distance and
angle formed by the three center of masses respectively. The r0 and θ0 represent the equilibrium values for
the bond and angles and are equal to the median, µ of the bonds and angles from the sampled data.
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A.2 Determination of CG non-bonded interaction parameters
The non-bonded potential has contributions from the van der Waals dispersion and Coulomb electrostatic
interactions,
Enon−bonded = EvdW + ECoul (A.2)
















rij < 20 Å (A.3)
where, n and m are the total number of atoms on the two molecules under consideration, σ is the distance
at which the energy is zero between the atom pair, and ε is the lowest energy between the atom pair. The
value of σ and ε are calculated from ab-initio calculations[198], and rij is the distance between the atom
pair.









, rij < Rc (A.4)
where, rij is the distance between atoms i and j, C is Coulomb’s constant, qi, qj are the user defined
partial charges on atoms i and j which are obtained from ab-initio calculations[198], respectively. When the
CG assumptions are made, the information regarding the van der Waals and the intra-molecular Coulomb
interactions is lost but the ability to model the inter-molecular Coulomb interactions is retained since the
partial charges of each CG site is approximated as the sum of partial charges of the constituent atoms
forming that CG site. In the proposed EAN CG model, there are four CG sites resulting in 10 distinct pairs
(for eg. E1-E1, E1-E2, E1-N1, N1-NN, etc).
Combining a group of constituent atoms which occupy a finite volume in the simulation domain to a
single point leads to losses in the spatial variations that exists in the all-atom MD domain. This loss of
spatial variation is important because it influences the intra-molecular component of non-bonded interaction
forces. To account for different spatial configurations observed in the all-atom EAN system, a Monte-Carlo
approach using 8,000 different molecular orientations was implemented by placing the constituent atoms
forming one of the CG pair at a fixed point and placing the constituent atoms of the second CG in a random
orientation, radially 2.0 Å away from the center of mass of the first group of atoms. Keeping the first group
of atoms fixed, the second group is moved radially 0.02 Å outwards along the line joining the center of
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masses of these two molecules for all 8,000 orientations. At every increment, the non-bonded van der Waals
and Coulomb interactions are recorded as a function of radial distance for each CG pair combination. This
process is repeated up to a radial distance of 20 Å and the values obtained from the 8,000 samples are
averaged. From the MD simulations, the van der Waals and Coulomb force exerted between the constituent
atoms forming the two CG sites are obtained. However, this Coulomb force is the sum of inter- as well





The inter-molecular Coulomb force is then subtracted from the sum of van der Waals and Ftotal to obtain




+ Ftotal − Finter−molecular (A.6)





such that, Q1 and Q2 are the sum of the partial charges on the constituent atoms forming the first and
second CG site and R12 is the radial distance between the center of masses of the two CG sites.
Consider two CG sites, E1 from the cation and NN, which forms the anion. The Coulomb and van der
Waals forces averaged over 8,000 configurations are shown in Figs. A.2(a) and A.2(b). The total Coulomb
force, Ftotal, obtained from Eq. A.5, and the inter-molecular Coulomb force, Finter−molecular, obtained using
Eq. A.7, are shown in Fig. A.2(a). The Finter−molecular is then subtracted from the sum of van der Waals
and Ftotal, provided as Eq. A.6, which is shown in Fig. A.2(b). This effective force and its corresponding
potential is inputted to the MD simulations as a tabulated potential to model the CG non-bonded interaction
potential.
Using the bonded and non-bonded CG potentials, 4,000 samples of atom positions were collected, similar
to that from the all-atom simulations. Probability distribution function (PDFs) of bonds connecting sites
E1-N1, E1-E2, and angle N1-E1-E2 were generated and compared with those from the all-atom simulations.
It was found that while the distribution of angles agreed well, the median value for both CG bonds was
0.0075 Å less than the specified equilibrium bond distances. Thus a correction was applied to the bonded
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CG model, such that the equilibrium bond distances for both CG bonds were increased by 0.0075 Å and
the final values are shown in Tab. A.1. After implementing the second correction, equilibration and NVE
simulations were repeated. Using the simulations performed with the corrected bonded CG potential, the
comparison between the CG bond and angle distributions are shown in Fig. A.3(a)- A.3(c). It can be
observed that the distribution of the CG bonds between sites E1-E2, E1-N1 and angle N1-E1-E2 are in
excellent agreement with the distributions obtained from the all-atom simulations.
To validate the non-bonded interactions of the derived CG potential, 64 CG EAN ion-pairs were placed
in a periodic cell of size 25 x 25 x 25 Å and the system was energy minimized. This was followed by 2.5
ns of NPT and NVT ensemble equilibration simulations, both with a time step of 0.5 fs, similar to the
all-atom MD simulations. From these equilibrium simulations, the mass density of the CG system was found
to be 1,080 kg/m3 which was lower than the desired mass density of 1,216 kg/m3 because the non-bonded
interactions were too repulsive at larger than expected inter-CG site distances. To correct this, the non-
bonded interaction force values for all atom-pairs were shifted by 0.25 Å. The system was re-equilibrated
after this correction and the desired mass density of 1,219 kg/m3 was obtained. To verify the accuracy of
the CG potential, RDFs from the CG simulations were compared with those obtained from the MD all-atom
simulations, as shown in Fig. A.4. To obtain the all-atom site RDFs, the center of mass of the constituent
atoms forming that group were considered. The RDFs are typically used to ensure the accuracy of long-range
structural order of any liquid system MD simulations and, therefore, the focus is on the comparison of the
first and second co-ordination shell radii and not their magnitudes. For all the CG pairs, the first and second
co-ordination shells were generated with reasonable accuracy in comparison with the all-atom simulation,
which validates the non-bonded interaction parameters for EAN CG model. The accuracy of the CG EAN
potential was also verified by reproducing the electrical conductivity of 2.39 S/m, which is in agreement to
the experimental value of 2.47[186].
The prime objective of coarse graining was to achieve lower computational cost of the electrospray MD
simulations. For a 64 molecule periodic cell, the number of simulated particles was reduced from 960 to
256. Using 8 Xeon E5-2680 @ 2.7 GHz processors on the STAMPEDE system, a speed up of approximately
five times was obtained. Since the electrospray simulations typically have more than 19,000 molecules, the
potential speed up and the savings in the computational cost is beneficial.
Similar to the coarse-graining performed for EAN, Wang, et al.[213] have reduced the non-essential
degrees-of-freedom in the EMIM-NO3 ion-pairs. Using CG, the number of required particles to simulate one
molecule was reduced from 27 atoms to just five CG sites. The same CG potential was modified by replacing
238
the anion from NO3 to BF4 to obtain the CG potential for EMIM-BF4. The two CH3 groups were simplified
to two single sites ‘M1’ and ‘M2’ respectively, as shown in Figs. A.1(c) and (d), respectively. The largest
computational saving is observed by reducing the large imidazolium group to a single CG site. The CH2
group in the cation and the BF4 anion were simplified to sites ‘MR’ and ‘BF4’, respectively. Equilibration
and electrospray simulations of CG EMIM-BF4 were performed for this work using the potential derived
by Wang, et al.[214] Borner, et al.[190], also modeled the electrical conductivity of CG EMIM-BF4 in MD
simulations and found good agreement with the experimental values.
A.3 Numerical parameters and boundary conditions used for the
MD electrospray simulations
The simulations results discussed in this appendix were performed using the boundary conditions and domain
dimensions shown in Fig. 7.2. The extraction voltages used for the EAN and EMIM-BF4 simulations were
φ = −60 and -17 V, respectively. The extraction voltage of -17 V was used for EMIM-BF4 as it generates
potential gradients comparable to those that occur over the length scale of the experiments. It was observed
that an extraction voltage of -17 V did not cause emission from EAN. Instead, by trial and error, it was found
that a starting extraction voltage of -60 V generated emission from EAN. The capillary of radius 56 Å and
height 275 Å is first filled with 9455 ion-pairs for EMIM-BF4 simulations and 19,810 ion-pairs for the EAN
simulations. The ion-pairs in the capillary were first energy minimized using the system potential energy as
the criteria to remove any non-physical CG site or bond overlaps that may exist. The ion-pairs were them
equilibrated to a temperature of 297 K using the canonical (NVT) ensemble. A repulsive wall was used to
generate a mass flow rate of 1.22 × 10−12 and 1.14 × 10−11 kg/s for the EMIM-BF4 and EAN electrospray
simulations, respectively. All extrusion simulations were performed using a time step of 0.5 fs. The emitted
ion-pairs were then sampled at the extractor ring and the emission current was calculated. The emission
currents are shown as cumulative moving averages, where each data set represents the data obtained over
20 ps.
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A.4 Comparison of the cation-anion separation energy of EAN
vs EMIM-BF4
As stated previously, EMIM-BF4 belongs to the aprotic class of ionic liquids whereas, EAN belongs to the
protic class of ionic liquids. These two ILs show significant differences in their molecular structures and
electro-chemical behaviors. Ionic liquids belonging to the protic ILs (PIL) subset are formed by proton
transfer due to stoichiometric combination of a Brønsted acid and base[187, 193]. EAN is reported to “self-
assemble into a sponge-like nanostructure in bulk”[196] and form separate polar and apolar domains. The
polar and apolar domains consist of charged ammonium and nitrate groups and long chains of alkyl groups in
the EAN bulk, respectively. EMIM-BF4 in comparison is a larger molecule than EAN and does not show the
tendency to form separate polar and apolar domains in the bulk. The average number of anions surrounding
a cation, also known as the coordination number of EAN was observed to be 1.9 and that of EMIM-BF4 was
1.5, suggesting that the bulk structure of EAN is more closely packed than of EMIM-BF4. In other previous
work[16], it was observed that EAN contains an extensive network of hydrogen bonds which is not present
in EMIM-BF4, possibly making the emission of ion-pairs from the EAN bulk more difficult to achieve than
EMIM-BF4 for the same extraction voltage.
As mentioned in the introduction, EMIM-BF4 operates in the ion emission mode during the electrospray
process. In contrast, Alonso-Matilla, et al.[186] has shown that ethylammonium nitrate (EAN) produces
stable emission of fine droplets as small as 1 nm in diameter, which is preferable in certain electrospray
operations because it results in better charge-to-mass ratio leading to more efficient colloid thrusters. The
physical and chemical properties of EMIM-BF4 are different to those of EAN. With respect to mass density,
surface tension, and conductivity the values for EMIM-BF4 compared to EAN are 1,240 versus 1,216 kg/m
3,
0.054 vs. 0.047 N/m, and 1.31 vs. 2.47 S/m, respectively. Borrajo-Pelaez and Gamero-Castano[265, 266]
have observed that the charge-to-mass ratio of EAN droplets was approximately two times higher than that
for EMIM-BF4. When the same acceleration potential (applied voltage difference between the electrodes)
was applied, the average droplet velocity of EAN was observed to be higher than that of EMIM-BF4 (10
versus 7.6 km/s respectively). But, it has also been observed that EAN requires roughly three-times higher
extraction potential to generate emission compared to EMIM-BF4.
The external electric field generates the force required to separate ions from the IL bulk by acting on the
partial charges of the individual CG sites. The Coulomb attraction between the cation and anion determines
the energy required to separate and move the ion species in the presence of their respective electric field.
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The Coulomb attraction of the system was analyzed by simplifying the extrusion simulation as a two-step
process. First, the applied electric field has to overcome the energy of the ionic bond and separate the cation
and anion, and second, move the cation away from the bulk towards the cathode. The bulk simulations,
domain details of which were shown previously in Fig. 6.2, were used to understand the change in Coulomb
energy during both steps of the extrusion process. The height, h, represents the distance of the meniscus
from the platinum base on which 1,000 IL ion-pairs are resting. The value of h was 53 and 79 Å, for EAN and
EMIM-BF4, respectively. The Coulomb interaction measurements were found to be sensitive to inter-particle
distances as small as 0.01 Å.
To simulate single ion-pair/ion emission simulations, a cation-anion ion-pair at the center of an IL bulk
of 1,000 ion-pair was selected and artificially moved through the IL bulk towards the cathode in the presence
of an applied electric field. The ion-pair was moved 0.5 Å every time step, normal to meniscus, in the
direction of the applied electric field and after every movement at each time step, the system was energy
minimized to avoid atom and bond overlaps due to the artificial displacement of the ion-pair. The potential,
total (sum of potential and kinetic energy), and Coulomb energy of the entire system were monitored to
find the changes in the interaction energy due to the motion of the ion-pair first, through the bulk and then
through the externally applied electric field. This simulation was repeated by artificially moving only the
cation of the ion-pair towards the meniscus and then towards the cathode using the same procedure. These
simulations were performed for EAN and EMIM-BF4 using different constant electric field strengths of 8.0
and 3.0 V/nm, respectively.
The amount of energy required to separate the cation-anion pair can be estimated from the difference
in the Coulomb energy to move just the cation versus that necessary to move the ion-pair, measured at the
meniscus, as shown in Fig. A.5.∗ The solid and dashed lines represent the energy values for movement of
the entire ion-pair and of only the cation, respectively. Large spatial fluctuations are observed in both EAN
and EMIM-BF4. These fluctuations occur when the artificially displaced test ion-pair disrupts the long-
range order of the liquid. However, it should be noted that the smaller oscillations between 30 and 50 Å in
Fig. A.5(a) are not noise but occur when the artificially displaced test ion-pair encounters an alkyl aggregate
within the bulk in EAN. These smaller fluctuations were observed in the region closer to the liquid-vacuum
interface rather than deeper inside the EAN bulk and were not witnessed in EMIM-BF4. Comparing the
differences in the energy due to the motion of the ion-pair versus the motion of only the cation, there is a
difference of 4.0 and 1.5 eV for EAN and EMIM-BF4, respectively. This explains the fundamental differences
∗It was observed that the contributions from the covalent bond and angles, and van der Waals energy were not significant
and potential energy of the system was primarily only due to Coulomb interactions.
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that exist in the emission characteristics of EAN and EMIM-BF4 ILs. The extensive network of hydrogen
bonds existing in EAN provides resistance to the separation of cations and anions[16]. However, it should be
noted that only normal electric field was used in these bulk simulations to separate the cation-anion pair and
the presence of, both, the normal and radial fields will make the emission of ions easier. The higher energy
required to separate the EAN cation-anion pairs explains the need to have a higher extraction potential of
-60 V to generate the EAN electrospray compared to the φ = -17 V used for EMIM-BF4.
A.5 Comparison of the emission species and currents
A.5.1 Evolution of Taylor cone structure of EAN vs EMIM-BF4
The evolution of Taylor cone formation generated by EMIM-BF4 ion-pair emissions are shown in Fig. A.6,
using snapshots obtained from the MD simulations. Up to 400 ps only a few loose ions near the meniscus are
emitted, as shown in Fig. A.6(a) because the combination of low mass flow rate and low extrusion voltage
create a low emission rate out of the capillary. Even at 400 ps, the apex shape formation is evident but
is not developed. At 500 ps, the initial stages of the formation of a Taylor cone structure can be seen at
the mouth of the capillary. The combination of strongest electric fields, both radial and normal, near the
mouth of the capillary allows the Taylor cone to become fully formed, but the radial electric field also leads
to emission of loose ions from the sides of the cone structure, as shown in Fig. A.6(b). The cone structure
is fully developed after 600 ps, as shown in Fig. A.6(c). Once the Taylor cone structure is fully formed, the
emission of ion-pairs occurs primarily from the apex, which is in a region of lower electric field strength.
This allows the emission of larger ion-species to occur beyond 600 ps simulation time.
Similarly, the evolution of the Taylor cone structure from the EAN simulation is shown in Fig. A.7. Due
to a much higher flow rate compared to the EMIM-BF4 simulations, a large amount of IL bulk is seen emitted
outside the capillary even at 200 ps. But as shown in Fig. A.7(a), due to the stronger Coulomb potential in
the EAN bulk, the emitted IL does not yet have a cone-like structure. At the same time, loose ion-pairs are
emitted from the top of the IL bulk which is present outside the capillary. However, at 300 ps, the radial
electric fields at the mouth of capillary start generating emissions in the lateral direction, gradually forming
the Taylor cone shape, as shown in Fig. A.7(b). Again, the formation of large droplets can be observed
near the apex of this cone-like structure due to the presence of weaker electric fields there. The Taylor cone
becomes fully formed at 400 ps, as shown in Fig. A.7(c), with a steady emission of large droplets observed
from its apex.
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A.5.2 Comparison of species specific electrospray emission currents
The emission currents were sampled at the extractor for each emitted ion-species from the EMIM-BF4
and EAN electrospray simulations. For EMIM-BF4, the smaller ion species, such as, the monomers and
dimers, emitted during the initial stages of the Taylor cone formation are sampled after 500 ps, as shown in
Fig. A.8(a). However, once the Taylor cone is fully formed after 600 ps, larger species such as the trimers are
emitted followed by much larger droplets. It should also be noted that some of the larger droplets undergo
further breakdown during their travel from the apex of the Taylor cone towards the extractor plane due to the
weaker, but nonetheless, effective electric field. The larger droplets mostly break apart into monomers and
trimers. Thus the droplets have the lowest contribution towards the total emission currents. The monomers
and trimers form the most dominant emitted species and the droplets are the least dominant emitted species
in EMIM-BF4, thus confirming that EMIM-BF4 operates in the ion instead of in the droplet regime.
The emission of monomers from EAN occurs much earlier, at 200 ps, at the extractor plane. In contrast
to the EMIM-BF4 simulation, the dimers and trimers are observed at approximately the same time, after 350
ps, rather than at later time steps. The distinct cone formation, shown in Fig. A.7(c), allows a continuous
emission of trimers, which are continually sampled at the extractor plane. It was hypothesized that dimers are
the species in lowest concentration since EAN ion-pairs are either emitted as monomers from the sides of the
Taylor cone or as larger ion-species from the tip of the Taylor cone. This was verified by generating velocity
distributions of the monomers and droplets. A sampling plane located at 100 Å above the Taylor cone was
selected because at that location the emitted droplets and monomers do not undergo further acceleration and
maintain their emitted velocities. This location also ensures that sufficient droplet statistics are obtained,
since the droplets break down into smaller emission species as they travel towards the extractor plane. The
tangential and axial velocity distributions of the droplets are shown in Figs. A.9(a) and A.9(b). Tangential
velocities are generated because of the interaction of radial electric field with the emitted ion species. The
shape of the tangential velocity distribution of droplets has the form of a normal distribution with a mean
value close to zero, suggesting that the majority of droplets emitted from the capillary have negligible
tangential velocities. Since the radial electric fields are weakest near the tip of the capillary, Fig. A.9(a)
can be interpret to show that the droplets lack tangential velocities because they are emitted from the tip
of the capillary. The distribution of droplet axial velocities, shown in Fig. A.9(b), suggests that majority
of the droplet are emitted with an axial velocity between 40 and 80 km/s. In contrast, a similar analysis
of monomer velocities does not give this result. The monomer tangential velocity distribution, shown in
Fig. A.9(c), does not have a maximum probability close to zero, but instead exhibits a noticeable number of
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samples at non-zero tangential velocities. This result suggests that emitted monomers interact with the radial
electric field and since the field is strongest near the sides of the Taylor cone, the majority are emitted from
the sides of the Taylor cone, as was concluded by Lozano[20] in his experimental studies on the EMIM-BF4
electrosprays. Finally, because the mass of monomers is comparatively much lower than that of droplets,
they are strongly accelerated in the axial direction with no clear maxima, as shown in Fig. A.9(d).
This type of information is vital to understanding the modes of operation of a colloid thruster for a
particular ionic liquid. Furthermore, comparing the fraction of ion-to-droplet emission allows one to predict
the efficiency of such a device. Unlike EMIM-BF4, the larger EAN ion-species, such as trimers and droplets,
do not undergo further breakdown while traveling towards the extractor plane. The Coulomb interactions
in the larger emitted species would require a much stronger electric field to break down the droplets into
monomers and dimers. Therefore, for EAN, this results in trimers being the dominant emitted species,
followed by monomers and droplets. In fact, the droplet emission current contributes approximately a
quarter of the total emitted current.
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A.6 Table and Figures
Table A.1: Parameters for the CG EAN, shown in Fig. A.1(b), bonded interactions.
1
2 kx (eV) Equilibrium values (r0/θ0)
Bond N1-E1 14.2621 (1/Å 2) 1.58345 (Å )
Bond E1-E2 794.8861 (1/Å 2) 1.6697 (Å )
Angle N1-E1-E2 4.1618 (1/rad2) 107.6589 (deg)
Figure A.1: All atom models of EAN and EMIM-BF4 are shown in (a) and (b) and their respective
coarse-grained models are shown in (c) and (d). All-atom model colors are: C (teal), H (silver), N (blue),
and O (red). All-atom EAN and EMIM-BF4 ion-pairs are approximately 5.0 and 10.0 Å across in
dimension.
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(a) The total Coulomb force (Eq. A.5) and inter-molecular
Coulomb force (Eq. A.7).
(b) The van der Waals and the effective (Eq. A.6) non-bonded
force.
Figure A.2: Non-bonded interaction forces between CG sites E1-NN as a function of radial distance.
(a) Bond distance E1-E2 from the
coarse-grained model.
(b) Bond distance E2-N1 from the
coarse-grained model.
(c) Angle N1-E1-E2 from the coarse-
grained model.
Figure A.3: Probability distribution comparison of the sampled bond distance and angle data from the
all-atom and coarse-grained MD simulations.
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(a) Site E1-E1. (b) Sites E2-N1. (c) Site E1-NN.
Figure A.4: Radial density function (RDF) comparison between all-atom and coarse grained simulation of
EAN for different sites.
(a) EAN. (b) EMIM-BF4.
Figure A.5: Coulomb energy of 1,000 ion pairs is shown, such that, the solid and dashed lines represent the
case when the entire cation-anion and when only the cation were moved towards the cathode, respectively.
An extrusion electric field of 8 and 3 V/nm was assumed for EAN and EMIM-BF4, respectively.
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(a) At t = 400 ps. (b) At t = 500 ps. (c) At t = 600 ps.
Figure A.6: Snapshot of Taylor cone formation seen from coarse-grained MD simulation of EMIM-BF4.
Mass flow rate and extraction potential of 1.22× 10−12 kg/s and -17 V, respectively. Atom colors are: M1
(teal), IM (silver), MR (red), M2 (navy), BF4 (yellow), and Pt (bronze). The capillary diameter is
112 Å and vertical dimensions are 250 Å.
(a) At t = 200 ps. (b) At t = 300 ps. (c) At t = 400 ps.
Figure A.7: Snapshot of Taylor cone formation seen from coarse-grained MD simulation of EAN. Mass flow
rate of 1.14× 10−11 kg/s and extraction potential of -60 V, respectively. Atom colors are: N1 (navy), E1
(teal), E2 (yellow), NN (red), and Pt (bronze). The capillary diameter is 112 Å and vertical dimensions
are 250 Å.
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(a) Coarse-grained (DC) MD EMIM-BF4 simulation. (b) Coarse-grained (DC) MD EAN simulation.
Figure A.8: Comparison of ion species current sampled at the extractor plane as a function of simulation
time. Mass flow rate of 1.22× 10−12 and 1.14× 10−11 kg/s for EMIM-BF4 and EAN, respectively. The
extraction voltages used are φ = −17 and -60 V for EMIM-BF4 and EAN, respectively.
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(a) Tangential (Vx and Vy) velocities of droplets. (b) Axial (Vz , towards the extractor plane) velocities of
droplets.
(c) Tangential (Vx and Vy) velocities of monomers. (d) Axial (Vz , towards the extractor plane) velocities of
monomers.
Figure A.9: The tangential and axial velocity distributions of the monomers and droplets emitted from an
EAN electrospray. Total number of droplets and monomers sampled are 390 and 321, respectively.
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