Materialized views are nowadays commonly used in the data warehouse environment. Materialized views need to be updated when data sources change. Since the update of the views may impose a significant overhead, it is essential to update the views efficiently. Though there has been much work on efficient maintenance of a single view, maintenance of multiple views has not been sufficiently investigated.
Materialized views are nowadays commonly used in the data warehouse environment to support on-line analytical processing (OLAP). Materialized views are generally defined over several base relations. When base relations are changed, the materialized views defined by the base relations must also be updated. Since queries calling for upto-date information has been increasing, an efficient view maintenance strategy has been an important issue in data warehouse application.
Materialized views can be maintained by either recomputation or incremental maintenance. Incremental maintenance computes and propagates only the change of the views. For example, consider a materialized view V = A 1 B. If the changes to A and B are given as ∆A and ∆B respectively, the change of V , i.e., ∆V , can be computed by ∆V = (∆A 1 B) ∪ (A 1 ∆B) ∪ (∆A 1 ∆B), or ∆V = (∆A 1 B) ∪ (A 1 ∆B), where A = A ∪ ∆A. When the amounts of changes are much smaller than the sizes of base relations and views, incremental maintenance is usually much cheaper than recomputation. Thus, many possible methods that allow incremental view maintenance have been proposed in the past [ [8] .
In general, there can be more than one view in the data warehouse. These views often share some common expressions among them. If the intermediate results generated during maintaining some views can be reused to maintain other views, we may significantly reduce the overall maintenance cost. Suppose that we have two materialized views V1 = A 1 B 1 C and V2 = B 1 C 1 D, and the changes to A, B, C, and D are given as ∆A, ∆B, ∆C, and ∆D respectively. Note that the expression B 1 C is shared between V1 and V2. In our previous work [6] , we proposed an efficient incremental view maintenance method that computes the change of a view in a recursive manner. The proposed method is called the delta propagation strategy. If we apply the delta propagation strategy, ∆V1 and ∆V2 can be computed by the following expressions.
Here, A = A ∪ ∆A, B = B ∪ ∆B, and C = C ∪ ∆C. ∆(B 1 C) represents the change of B 1 C, i.e., ∆(B 1 C) = (∆B 1 C) ∪ (B 1 ∆C). In the above example, the change of a common subexpression of V1 and V2, i.e., ∆(B 1 C), is computed first before ∆V1 and ∆V2 are computed. We can now see that ∆(B 1 C) is shared between ∆V1 and ∆V2. If we reuse ∆(B 1 C) in computing ∆V1 and ∆V2, we may reduce the overall cost of maintaining V1 and V2. Note that this is possible because the delta propagation strategy computes ∆V1 and ∆V2 in a recursive way.
In this paper, we address the problem of optimizing the incremental maintenance of a set of materialized views. We showed in [6] that the delta propagation strategy can maintain a view efficiently by computing the change of the view recursively. We extend the delta propagation strategy to multiple views in this paper. We define the multiple view maintenance problem, and present a heuristic algorithm that selects the intermediate results to be reused in a greedy manner.
The remainder of the paper is organized as follows. Related work is outlined in Section 2. In Section 3, we present our materialized view model, and it cost model for performance comparison of various view maintenance expressions. Our previous work for a single view [6] is described briefly in Section 4. Section 5 proposes our incremental maintenance method for multiple views. Section 6 gives results of performance experiment. Finally, we conclude our work in Section 7.
RELATED WORK
There has been much work on incremental maintenance of various kinds of materialized views [1] [15] . In this paper, we will focus on join views that have been considered the most widely used in data warehouse applications. There have been a few methods for incremental maintenance of a join view. For an n-way join view
proposed the following maintenance expression to compute ∆V .
Since expression (1) requires too many terms, the following maintenance expression consisting of only n terms has been proposed in [2] [5] .
Here, R i represents Ri∪∆Ri. Expression (2) is equivalent to expression (1), but has only n terms. Roughly speaking, the term R 1 
Rn represents the change of V due to ∆Ri after R1, R2, · · · , Ri−1 have been updated. Because of its simplicity, expression (2) has been widely used to compute the change of a join view.
However, even in expression (2), each base relation Ri (or R i ) appears in (n − 1) terms repeatedy. Each base relation, therefore, needs to be accesses (n − 1) times to evaluate expression (2) . Hence, we proposed a new incremental maintenance method for a join view to further reduce the number of accesses to base relations in [6] . Our proposed method in [6] is called the delta propagation strategy. The delta propagation strategy computes the change of a view in a recursive
One of the maintenance expressions used by the delta propagation strategy for V is as follows.
. That is, the delta propagation strategy partitions {R1, R2, R3, R4} into {R1, R2} and {R3, R4}, then it computes ∆(R1 1 R2) and ∆(R3 1 R4) first before it computes ∆V . Note that compared with expression (2), the number of accesses to R1, R2, R3, and R4 is reduced to 2 respectively in expression (3). Besides expression (3), various expressions can be generated according to how {R1, R2, R3, R4} is partitioned. More detail on the delta propagation strategy will be described in Section 4.
Maintenance of multiple views is closely related to multiple query optimization [17] [18] . However, applying multiple query optimization techniques directly to multiple view maintenance would be very expensive, since incremental maintenance expressions are generally quite complex. To our best knowledge, [7] is the only work that has addressed the problem of optimizing the maintenance of multiple views. They applied their previous work on multi-query optimization [16] to exploit common subexpressions among view maintenance expressions. However, their work is based on expression (2), which requires more number of accesses to base relations than the expressions considered by the delta propagation strategy.
PRELIMINARIES

View Definition Model
A materialized view can be variously defined over base relations or other materialized views or both. In this paper we consider materialized views defined by the join of base relations. Join views can be easily extended to selectproject-join views, which cover most of materialized views in the data warehouse environment. Moreover, a join view can be easily extended to accommodate a view with aggregations using generalized projections [10] .
A join view V over n base relations R1, R2, · · · , Rn is defined as follows:
For a base relation R, the change of R are denoted by ∆R. R represents the relation R to which ∆R is propagated, i.e., R = R ∪ ∆R. The formal description of ∆R and the union operator can be found in [2] and [9] .
Cost Model
In this paper we adopt the linear work metric developed in [5] as a cost model to compare view maintenance expressions. Although the linear work metric is relatively simple, the cost of processing complex maintenance expressions can be effectively estimated [5] . In the linear work metric, the cost of processing a maintenance expression is the sum of the costs of processing each term of the expression, and the cost of processing a term is proportional to the sum of the sizes of the operands of the term. Let Cost(E) be the cost of processing the expression E, then the cost of computing ∆V = (∆R1 1 R2)∪(R 1 1 ∆R2) can be obtained as follows:
Here, c is a constant and |R| is the size of relation R.
MAINTAINING A SINGLE VIEW
In this section, we briefly describe the delta propagation strategy proposed in [6] .
Delta Propagation Strategy
The delta propagation strategy is an incremental view maintenance method that uses the delta expression to compute the change of a join view. The delta expression is defined as follows.
Then the delta expression for V representing ∆V is defined as follows: A delta expression can be represented as a tree, which we call a delta evaluation tree. The root node of a delta evaluation tree for a view V is ∆V . According to Definition 4.1, ∆(1 P1), ∆(1 P2), ..., ∆(1 Pm) become the children of the node ∆V with ∆(1 Pi) (1 ≤ i ≤ m) being the ith child from the left. ∆R1, ∆R2, ..., ∆Rn become the leaf nodes of the tree. Figure 2 shows the delta evaluation trees representing the delta expressions in Figure 1. 
Optimal Plan for a Single View
There can be many possible delta propagation trees for a join view. The optimal delta propagation tree means one whose corresponding delta expression has the minimal cost with respect to the cost model described in Section 2.2. In this section, we describe briefly how to find the optimal delta propagation tree. The cost of a delta propagation tree can be obtained by applying the cost model in Section 2.2 to the delta expression represented by the tree as follows.
Cost(∆(1 Pi)) constant c is equal to 1 in the linear work metric, for simplicity. The optimal delta evaluation expression is the one that minimizes expression (4). To find the optimal solution of expression (4), we developed a dynamic programming algorithm in [6] . See [6] for more detail on the proposed algorithm. Using the proposed algorithm in [6] , we can find the optimal delta propagation tree for a singe join view.
MAINTAINING MULTIPLE VIEWS
So far, we have described a strategy for maintaining a single view. However, in general, there can be more than one view in the data warehouse. These views often share some common expressions among them. If the intermediate results generated during maintaining some views can be reused to maintain other views, we may significantly reduce the overall maintenance cost. Recall that, in Definition 4.1, the delta expression computes ∆(1 P1), ∆(1 P2), ..., ∆(1 Pm) first to compute the overall change of V . Thus, if we can reuse ∆(1 Pi) to maintain other views, we may reduce the overall cost of maintaining views even more. In this section, we present an algorithm that reuses common intermediate results to maintain more than one view. The following is an example of sharing intermediate results.
Consider V1 = A 1 B 1 C and V2 = B 1 C 1 D. Figure  3-(a) shows the optimal delta evaluation trees for V1 and V2 when ∆V1 and ∆V2 are computed separately. These are the locally optimal trees for V1 and V2. However, if we reuse ∆ (B 1 C) , it may lead to the globally optimal plan. Figure 3-(b) shows the globally optimal trees for V1 and V2 that share ∆(B 1 C). Note that reusing common results may not always lead to a globally optimal strategy. If |∆(B 1 C)| is considerably larger than |∆ (A 1 B) |, reusing ∆(B 1 C) may not be a good plan. Thus, we need to decide what intermediate results should be materialized and reused. We will call this problem the multiple view maintenance problem.
Problem Formulation
Let V = {V1, V2, ..., Vn} be a set of views to be maintained, and let MinCost(∆Vi) denote the cost of the optimal delta evaluation tree for Vi. If we do not reuse any intermediate results, the total cost T otalCost(V ) of computing ∆V1, ∆V2, ..., ∆Vn is as follows:
MinCost(∆Vi)
Let S denote a set of the intermediate results that are decided to be materialized and reused. For example, S = {} in Figure 3 -(a) and S = {∆(B 1 C)} in Figure 3 -(b). Let MinCost(∆Vi|S) denote the cost of the optimal delta evaluation tree for Vi given that the expressions in S are already computed and materialized. It is clear that MinCost(∆Vi|S) ≤ MinCost(∆Vi). Given a set S, the total cost T otalCost(V |S) of computing ∆V1, ∆V2, ..., ∆Vn using S is as follows:
MinCost(∆Vi|S)
The first term corresponds to the cost of computing S. Note that MinCost(Si|S − {Si}) is used because Si should not be in S when we compute Si. The second term corresponds to the cost of computing ∆V1, ∆V2, ..., ∆Vn given that the expressions in S are computed and materialized. To obtain MinCost(∆Vi), we can use expression (4) in Section 4.2. However, for MinCost(∆Vi|S), we need to extend expres-
End While /* Results */ Construct the optimal delta evaluation trees for V1, V2, ..., Vn using S. End Procedure (4) is extended as follows:
where Cost(∆Vi|S) denotes the cost of processing expression ∆V given that expressions in S are materialized. Note that if we have 
The Greedy Algorithm
The multiple view maintenance problem we have defined has the same form as the traditional multiple query optimization problem [17] [18] . The aim of multiple query optimization is to exploit common subexpressions to reduce overall evaluation cost. A delta evaluation tree for a view in our problem corresponds to an access plan for a query in the multiple query optimization problem. Similarly, common nodes among delta evaluation trees correspond to common subexpressions among input queries. Note that instead of original incremental maintenance expressions, which can be quite complex, we consider delta evaluation trees in our problem. However, [17] showed that the multiple query optimization problem is NP-hard. For this reason, most work on the multiple query optimization has concentrated on heuristic algorithms. In this paper, we develop a heuristic algorithm that selects a set S to be materialized in a greedy manner. Our approach is similar to that of [16] . After S is selected, the algorithm constructs the optimal delta evaluation tree for each view using S.
In our heuristic algorithm, we first construct a set C that contains all possible subexpressions that can be reused among views. It is clear that S must be a subset of C, i.e., S ⊆ C. To find the optimal set S that minimizes T otalCost(V |S), one of the simplest methods is to iterate over each subset of C and select a subset of C that minimizes T otalCost(V |S). However, the number of subsets of C is exponential in the size of C. Therefore the exhaustive algorithm that iterates over each subset of C is impractical. Figure 4 shows a heuristic algorithm that selects S in a greedy manner. The algorithm iteratively picks shared expressions to materialize. At each iteration, the expression that is most beneficial to the total cost if it is materialized is chosen to be added to S. We present the performance result of our algorithm for multiple views in Section 6.
EXPERIMENT
In this section, we show the result of performance experiment among several view maintenance methods. The performance of each view maintenance method was measured by the time taken for updating views by that method. In Figure 5 : The performance evaluation of updating multiple views the experiment, we used the TPC-R benchmark schema and data [19] . An Oracle8i database system running on a Sun Ultra-60 with 256MB RAM was used as the data warehouse environment. We defined six views, i.e., V1, V2, V3, V4, V5, and V6, each of which was defined as follows:
The definitions of V1, V2, V3, V4, V5, and V6 are based on the TPC-R query Q2, Q3, Q5, Q9, Q10, and Q21 respectively. All the base relations were created and populated using the TPC-R schema.
In the experiment, we compared our incremental maintenance method for multiple views (i.e., Ours (sharing)) with our previous method that does not allow sharing of intermediate results. (i.e., Ours (no sharing)) Also, a view maintenance method that uses expression (2) was compared in the experiment. (i.e., N-term)
The time taken for executing each view maintenance method is shown in Figure 5 . In the experiment, we made changes to the base relations by inserting new tuples to the base relations. We varied the size of the changes to the base relations from 2% to 20% of their original size, which is a typically used range of changes in the experiments of incremental view maintenance methods [11] [5] . Figure 5 shows that our incremental maintenance method for multiple views outperforms the other methods in the whole range.
The time reported in Figure 5 is the optimization time plus the total time for updating all the six views. For our method, optimization time means the time taken for finding delta evaluation trees for the six views. However, these optimizations took just a few seconds in the experiment, which is quite a short time in our environment. Hence, we can confirm that our proposed method can be effectively used to maintain multiple join views.
CONCLUSIONS
Materialized views have been widely used in data warehouses to support OLAP queries. When data sources change, materialized views need to be updated to reflect the changes of data sources. Since the updates of views may impose a significant overhead on the warehouse, it is very important to update the warehouse views efficiently. There are commonly multiple views in the warehouse. We presented an efficient incremental maintenance method for multiple join views that reuses common intermediate results among views. The concept of the delta evaluation tree with consideration of sharing intermediate results makes it possible to maintain multiple join views efficiently. We showed through experiment that the proposed method gives more benefits than the method that maintains each view separately.
