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We present an orbital-optimized version of our orbital-specific-virtuals second-order Møller-Plesset
perturbation theory (OSV-MP2). The OSV model is a local correlation ansatz with a small basis
of virtual functions for each occupied orbital. It is related to the Pulay–Saebø approach, in which
domains of virtual orbitals are drawn from a single set of projected atomic orbitals; but here the vir-
tual functions associated with a particular occupied orbital are specifically tailored to the correlation
effects in which that orbital participates. In this study, the shapes of the OSVs are optimized simulta-
neously with the OSV-MP2 amplitudes by minimizing the Hylleraas functional or approximations to
it. It is found that optimized OSVs are considerably more accurate than the OSVs obtained through
singular value decomposition of diagonal blocks of MP2 amplitudes, as used in our earlier work.
Orbital-optimized OSV-MP2 recovers smooth potential energy surfaces regardless of the number of
virtuals. Full optimization is still computationally demanding, but orbital optimization in a diagonal
or Kapuy-type MP2 approximation provides an attractive scheme for determining accurate OSVs.
© 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.3696962]
I. INTRODUCTION
In second-order Møller-Plesset perturbation theory
(MP2), or in coupled-cluster theory, the number T abij repre-
sents the probability amplitude for the excitation of a pair of
electrons from occupied orbitals i, j to virtual orbitals a, b.
Clearly, the number of these rises quartically with the size of
the system studied. In canonical electron correlation methods
the amplitudes appear to be dense, but there are grounds for
optimism that most of the correlation energy can be accounted
for using much more compact representations of the informa-
tion embodied in the amplitudes.
An early approach for compressing correlated-
wavefunction expansions was through the use of natural
orbitals, that is the basis formed from the eigenvectors of a
correlated density matrix.1, 2 The natural orbitals are global
to the entire system, and the degree of compression does not
take account of the short-range nature of electron correlation.
This can be achieved, however, through the use of pair natural
orbitals (PNOs), introduced by Edmiston and Krauss3 and
pioneered as a general method for molecular correlation
theories in Meyer’s development of the coupled-electron-
pair approximation.4 The approach has recently returned to
prominence through the work of Neese and co-workers5, 6 and
Tew et al. have recently demonstrated how the PNO concept
can be extended to increase the efficiency of resolution of
identity approximations in explicitly correlated F12 theories.7
An alternative proposed by Pulay and Saebø is the use
of fixed domains of projected atomic orbitals (PAOs) for
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each (localized) occupied orbital.8–10 The disadvantages of
using a non-orthogonal representation of the virtual space is
greatly outweighed by increased locality, and the predetermi-
nation of fixed domains has made possible extremely efficient
implementations in the groups of Werner and Schütz.11–15
In particular, linear scaling local implementations of
key methods (LMP2,12, 16, 17 LCCSD,15, 18 and LCCSD(T)
(Refs. 14 and 19)), further enhanced by density fitting (DF-
LMP2,20 DF-LCCSD(T) (Refs. 21 and 22)), have revolution-
ized the applicability of reliable correlation methods to large
molecular systems.23
The key criticism of the Pulay–Saebø approach and
Werner–Schütz implementations is dependence on a large
number of parameters, required to determine the level of the-
ory applied to each occupied-orbital pair, and to determine
the domains of PAOs. It has also been noted that without
care potentials obtained by these local methods can display
discontinuities.24 It should be pointed out that with attention
to detail this can be avoided, and in fact is largely remedied
in explicitly correlated variants25 because the F12 correlation
factor can compensate for much of the so-called domain error,
as demonstrated by Werner.26
In our previous paper,27 we presented a method in which
the level of theory is determined by just a single threshold
or integer by means of which the canonical results can be
systematically approached, and tested the method on a vari-
ety of systems and properties including the dependence on
the basis sets and choice of molecular system. It was shown
that the orbital-specific virtual (OSV) approximation leads to
significant advantages over Pulay–Saebø approaches, both in
terms of computational cost and accuracy. In particular, the
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method produces smooth potential energy curves without re-
liance on additional system-dependent parameters. In our pre-
vious work, we generated sets of OSVs with a very simple
procedure based on singular-value decomposition. In this pa-
per, we focus on optimizing the OSVs in order to capture as
much of the electron correlation as possible with a given num-
ber of virtual orbitals, and to avoid the bottleneck that arises
in the SVD procedure for large systems.
II. ORBITAL-SPECIFIC VIRTUAL MP2
In this section, we briefly review the OSV
approximation.27 The method can be summarized by
stating that excitations are allowed from a localized molec-
ular orbital to a small number of orbital-specific virtual
orbitals. In the language of tensor factorization it can be seen
that the method amounts to a decomposition of the full T2
amplitude in the form,
T
ij
ab ≈ T ijμiνj C(i)μiaC
(j )
νj b
, (1)
where i, j are occupied orbitals; a, b are virtual orbitals; and
μi, ν j are orbital-specific virtuals associated with occupied or-
bitals i and j, respectively. Here and throughout summation
over repeated dummy indices is assumed. Note that Eq. (1)
serves only to clarify the relationship between OSV-MP2 and
canonical MP2: in OSV-MP2 the canonical amplitudes T ijab
are never explicitly constructed.
This approach is closely related to PAO-local methods,
except that there the domains contain functions drawn from a
single set of PAOs; here there is the flexibility to consider sets
of virtuals {μi} specifically suited to the correlation effects in
which orbital i participates. The method is also closely related
to PNO methods, except here our special virtual orbitals are
labelled by a single occupied index, rather than by a pair of
occupied orbitals. This can be expected to confer improved
efficiency in integral transformation, even when density fitting
is used,5, 6 and also makes extension to odd-order excitations
more obvious.
In the early days of the PAO-driven local methods the
direct excitation approach was used28 but it was quickly rec-
ognized that greater accuracy could be achieved by allowing
excitations from orbitals i and j into the union of the sets of
virtual orbitals associated with each occupied orbital.10, 29
Following these pioneering studies we investigated both the
direct (dOSV) and full (fOSV) excitation ansätze in our
earlier paper.27
A. Direct excitation ansatz
The first order wavefunction is written as
|(1)〉 = 1
2
T ijμiνj
∣∣ijμiνj 〉, (2)
where ∣∣ijμiνj 〉 = ˆEμii ˆEνj j |(0)〉, (3)
where the ˆEμii are spin-summed excitation operators. The
Hylleraas MP2 energy functional is given by
J = T ijμiνj
(
˜Rijμiνj + ˜Kijμiνj
)
, (4)
or
J = ˜T ijμiνj
(
Rijμiνj + Kijμiνj
)
, (5)
where
Rijμiνj = Kijμiνj +
(
1 + ˆP iμijνj
)
×[T ijμiσj fσj νj − T ikμiτkf kjSτkνj ], (6)
Kijμiνj = 〈ij |μiνj 〉, (7)
fμiνj = 〈μi | ˆF |νj 〉, (8)
Sμiνj = 〈μi |νj 〉, (9)
and where
˜Aijμiνj = 2Aijμiνj − Aijνjμi . (10)
The permutation operator used in Eq. (6) is defined by
ˆP
iμi
jνj
Aijμiνj = Aijμiνj + Ajiνjμi . (11)
One can regard the OSV approach as partitioning the vir-
tual space into a space spanned by OSVs {μi} and the com-
plementary space spanned by secondary virtual orbitals {μ¯i}
for each occupied orbital i. The amplitudes for excitations to
the secondary virtual orbitals are omitted as
T
ij
μ¯iνj
= T ijμi ν¯j = T ijμ¯i ν¯j = 0. (12)
We note that the contravariant amplitudes ˜T ijμ¯iνj , ˜T
ij
μi ν¯j
, and
˜T
ij
μ¯i ν¯j
do not generally vanish under the condition of Eq. (12)
because, for example, ˜T ijμ¯i ν¯j = 2T ijμ¯i ν¯j − T ijν¯j μ¯i , and T ijν¯j μ¯i is not
amongst the set of quantities set to zero.
The same is true for the residual, so the residual equations
˜R
ij
μiνj = 0 and Rijμiνj = 0 give different solutions. The latter
condition is derived by projection with a set of bra states and
does not give an upper bound to the MP2 energy because the
contribution of Rijνjμi in Eq. (4) is neglected, and these terms
are not constrained to vanish. In practice this makes little dif-
ference, but since in this paper we are aiming to optimize the
orbital rotations which define the OSVs is becomes important
to use the former condition, providing a rigorous upper bound
to the MP2 energy.
B. Full excitation ansatz
In the full excitation ansatz additional cross excitations ij
→ ν jμi are included. The first order wavefunction is written
as
|(1)〉 = 1
2
∑
p,q∈{μi,νj }
T ijpq
∣∣ijpq 〉
= 1
2
tr
⎛
⎝T ijμiσi T ijμiτj
T
ij
νj σi T
ij
νj τj
⎞
⎠
⎛
⎝
∣∣ijμiσi 〉 ∣∣ijμiτj 〉∣∣ijνj σi 〉 ∣∣ijνj τj 〉
⎞
⎠
T
,
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Thus, the Hylleraas MP2 energy functional is rewritten as
J = tr
⎛
⎜⎝
˜T
ij
μiσi
˜T
ij
μiτj
˜T
ij
νj σi
˜T
ij
νj τj
⎞
⎟⎠
×
⎡
⎢⎣
⎛
⎜⎝
R
ij
μiσi R
ij
μiτj
R
ij
νj σi R
ij
νj τj
⎞
⎟⎠+
⎛
⎜⎝
K
ij
μiσi K
ij
μiτj
K
ij
νj σi K
ij
νj τj
⎞
⎟⎠
⎤
⎥⎦
T
. (13)
In contrast to the direct excitation ansatz, here each electron
in pair ij is excited to the same virtual orbital space, namely,
the union {μi} ∪ {ν j}, so minimization of the Hylleraas func-
tional and the projected equation give the same variational
solution.
Because μi and ν j are not always orthogonal, linear
dependencies have to be removed. Following the approach
adopted in PAO methods,8–10 we eliminate the redundant vec-
tors by canonical orthogonalization of the overlap matrix S,
and truncate small eigenvalues using a threshold of 10−6. Al-
though the active virtual-orbital space is doubled in size by
addition of the cross excitation, it is comparable in accuracy
to the case where the number of active virtual orbitals is dou-
bled in the direct excitation ansatz. The detailed comparison
will be shown in Sec. V.
III. ORBITAL OPTIMIZATION IN OSV-MP2
Optimized OSVs are expected to capture as much of the
electron correlation as possible with a given number of virtual
orbitals. In our previous paper,27 we generated sets of OSVs
by means of singular-value decomposition (SVD) of the diag-
onal amplitudes
∑
μi
C(i)μiaλμiC
(i)
μib
= T iiab =
Kiiab
2i − a − b , (14)
where i, a are orbital energies. When localized orbitals are
used for occupied or virtual orbitals, the orbital energies are
replaced by diagonal elements of the Fock matrix. Although
this provides a reasonable guess, SVD does not necessarily
yield optimal OSVs, and in addition, becomes a bottleneck
for large systems as will be shown in Sec. IV. The use of
optimal OSVs can also be expected to stabilize the numerics,
and this is borne out by the calculations presented below.
In this paper, we optimize the shapes of OSVs, i.e., their
orbital coefficients, by minimizing the Hylleraas functional in
Eq. (4) or (5) with respect to both amplitudes and orbital co-
efficients of OSVs. The rotations mixing the active and sec-
ondary virtual orbitals {ψp|p ∈ μi, μ¯i} are parametrized as
|ψσi 〉 =
∑
p∈{μi,μ¯i }
|ψp〉Upσi , (15)
where U(X) = exp(X) and where X is anti-hermitian:
X = −X†. Because the Hylleraas functional is invariant to ro-
tations within the active or within the secondary virtual space,
the rotation parameters of diagonal blocks Xμiσi and Xμ¯i σ¯i are
redundant and set to be 0. To optimize the orbital coefficients,
we use the augmented hessian method30 in which the Hessian
at the reference point X = 0 consists of four blocks
H =
(
HXX HXT
HXT T HT T
)
, (16)
where
HXμ¯iσi ,Xν¯j τj =
∂2J
∂X
(i)
μ¯iσi
∂X
(j )
ν¯j τj
, (17)
HXμ¯iσi ,T klrs =
∂2J
∂X
(i)
μ¯iσi
∂T klrs
, (18)
H
T
ij
pq ,T klrs
= ∂
2J
∂T
ij
pq∂T klrs
, (19)
and where p ∈ {μi}, q ∈ {ν j}, r ∈ {σ k}, and s ∈ {τ l} in the
case of the dOSV ansatz, and p, q ∈ {μi, ν j} and r, s ∈ {σ k,
τ l} in the case of the fOSV ansatz.
From a technical point of view, the situation is closely
analogous to the optimization problem in multiconfigura-
tional self-consistent field theory, but here the number of
orbital rotation parameters greatly outnumber the linear pa-
rameters because there are many sets of virtual orbitals to
be optimized. The HTT block is diagonal dominant and needs
only the diagonal elements H
T
ij
pq ,T
ij
pq
as a preconditioner. The
OSVs are quasi-canonicalized by diagonalizing the diagonal
block (i = j) of the Fock matrix [Eq. (8)]. Nevertheless, some
of the orbital rotation parameters are strongly coupled to each
other and some non-diagonal elements of the HXX block, such
as HXμ¯iσi ,Xμ¯iτi are necessary for preconditioning. It should
be noted that the orbital optimization in the full excitation
ansatz suffers from intrinsic redundancies between orbital ro-
tations and amplitudes. To remove the redundancies, we have
fully diagonalized the hessian matrix and projected out small
eigenvalues. Thus, the current implementation of the orbital
optimization in the full excitation ansatz is impractical and
limited to very small molecules, unless these redundancies
are removed by using approximate Hylleraas functionals as
described in the next paragraph.
In addition to full optimization, we have implemented
two different simplified optimization schemes using ap-
proximate Hylleraas functionals. The first is based on the
Kapuy MP2 (KMP2) approximation,31–33 which neglects
non-diagonal elements of the occupied block of the Fock ma-
trix (or rather, excludes them from the definition of the zeroth-
order operator) to give
JKMP2 = T ijμiνj
(
˜RKMP2 ijμiνj + ˜Kijμiνj
)
, (20)
where
˜RKMP2 ijμiνj = 2RKMP2 ijμiνj − RKMP2 ijνjμi , (21)
RKMP2 ijμiνj = Kijμiνj +
(
1 + ˆP iμijνj
)
×[T ijμiσj fσj νj − T ijμiνj f jj ], (22)
and
RKMP2 ijνjμi = Kijνjμi +
(
1 + ˆP iμijνj
)
×[Sνjρi (T ijρiσj fσjμi − T ijρiσj f jjSσjμi )]. (23)
124106-4 Kurashige et al. J. Chem. Phys. 136, 124106 (2012)
TABLE I. CPU time (min) for obtaining OSVs and solving dOSV-MP2 am-
plitude equations. The number of OSVs is 70 and constant for all calculations,
and the error in the correlation energy is always less than around 1%.
OSV definition Solve
Nbasis SVD opt-J dMP2 dOSV-MP2
(gly)7 1192 16 11 34
(gly)8 1354 27 16 48
(gly)9 1516 43 21 67
(gly)10 1678 65 29 92
(gly)11 1840 94 37 117
(gly)12 2002 140 46 153
(gly)13 2164 190 57 192
(gly)14 2326 245 74 232
The KMP2-optimization expected to be an alternative to the
full-optimization, i.e., it is expected that nearly optimal or-
bitals are obtained. The other is the diagonal MP2 (dMP2)
approximation, which neglects some of the non-diagonal ele-
ments of the amplitudes (T ijμiνj = 0 when i = j):
J dMP2 = T iiμiμ′i
(
˜RdMP2 iiμiμ′i
+ ˜Kiiμiμ′i
)
, (24)
where
RdMP2 iiμiμ′i
= Kiiμiμ′i +
(
1 + ˆPμi
μ′i
)× [T iiμiρiFρiμ′i − T iiμiμ′i f ii].
In this case, the direct-excitation ansatz and full-excitation
ansatz become equivalent. The dMP2-optimization expected
to be an alternative to the SVD procedure.
IV. ACCELERATION OF OSV-MP2
One of the bottlenecks of the previous implementation
for large systems is the SVD of the diagonal blocks of the
reference amplitudes in Eq. (14), e.g., in Table I, the CPU time
for the SVD (245 min) exceeds that for the OSV-MP2 solver
(232 min) at a quasi-one-dimensional glycine tetradecamer
(gly)14.
While the scaling of O(NoccN3vir) for obtaining the SVD
orbitals of canonical virtual orbitals cannot be reduced by
screening due to the delocalized nature of canonical orbitals,
this bottleneck can be removed by use of PAOs in Eq. (14),
and substituting the eigenvalue a with the diagonal Fock-
matrix element faa. Then the Kiiab and (approximate) T iiab are
sparse and the number of relevant PAOs per localized orbital
will be constant for large molecules. It should be noted that
less correlation energy is captured by these PAO SVD or-
bitals than canonical SVD orbitals, but the difference can be
recovered by optimizing the orbitals in the dMP2 scheme, as
shown below. Therefore, the best strategy is to start from PAO
SVD orbitals then optimize using the dMP2 approximation;
the scaling and computational cost of dMP2 is considerably
lower than canonical SVD, as shown in Table I.
Preconditioning for the amplitude equation has been im-
proved. In our previous study, we had simultaneously di-
agonalized the overlap and Fock matrix in the space of
orbital-specific virtuals for each diagonal occupied pair for
preconditioning, which is similar to the idea of quasi-
canonical orbitals,11 but still leads to relatively slow conver-
gence for the case of direct excitation ansatz, e.g., it takes
16–20 iterations to converge within a tolerance of 10−6
hartree. To further accelerate the convergence, diagonal
blocks of the Hessian H
T
ij
μi νj
,T
ij
ρi σj
are used as a preconditioner,
i.e., the linear equation
H
T
ij
μi νj
,T
ij
ρi σj
T ijρiσj = Rijμiνj (25)
is solved in each iteration. It is solved by an efficient iter-
ative scheme, dramatically accelerating the convergence of
dOSV-MP2. The energy now typically converges to within
10−6 hartree in fewer than 8 iterations, comparable to the
convergence of PAO-LMP2 with preconditioning using quasi-
canonical orbitals.
In many cases, integral transformation is the most time
consuming step in LMP2. The density fitting approximation
has proven extremely effective for removing this bottleneck,
and a linear scaling transformation algorithm can be achieved
in PAO-LMP2 by exploiting sparsity of the 3-index integrals,
discarding spatially distant occupied pairs, and using the lo-
cal fitting approximation.20 The same holds for OSV-MP2,
but our current implementation exploits none of these local
approximations, so the bottleneck is still the O(N5) assembly,
as for canonical DF-MP2. It should be noted here, unlike the
PAO-LMP2, in which active-virtual orbitals are drawn from
a single set of PAOs, the OSV-MP2 utilizes as many sets of
active-virtual orbitals as the number of occupied orbitals, as
its name suggests, and the number of OSVs can be large. The
integral transformation
(iνj |A) =
∑
p
C(j )pνj (ip|A) (26)
should be performed for all ν j for which j forms an occu-
pied pair with i, and is therefore expensive for large sys-
tems. The situation is much the same as PNO correlation
approaches, and some efficient truncations are required to
avoid this bottleneck. We may add in passing that local fit-
ting approximations20 have been implemented and will be de-
scribed in a forthcoming paper.
V. RESULTS
To assess the effect of orbital optimization, we performed
benchmark calculations for polyglycine and propadienone.
The geometries of the polyglycine molecules that are used in
this section were generated so as to extend in one-dimensional
chains. All calculations have been done on a single Intel
Core2Duo 3.0 GHz processor.
A. Accuracy in the correlation energies
Correlation energies of the PAO-LMP2 and OSV-MP2
give upper bounds to the true MP2 correlation energy because
the energies of these are obtained by the Hylleraas functional.
Therefore, the error in correlation energy is a clear measure
of accuracy, and the energy monotonically decreases with the
number of virtuals.
Figure 1 gives the error in correlation energy for glycine
monomer with cc-pVDZ (Ref. 34) basis sets against the
124106-5 Kurashige et al. J. Chem. Phys. 136, 124106 (2012)
FIG. 1. Errors in the MP2 correlation energy (−0.800109 Eh) against the
number of virtual orbitals for glycine monomer with cc-pVDZ basis sets.
number of virtuals, i.e., the average pair domain sizes for
PAO-LMP2 and the number of OSVs per occupied orbital for
dOSV-MP2 and fOSV-MP2. Note that for fOSV-MP2 the ac-
tual active virtual-orbital space per occupied pair is doubled
in size by inclusion of the cross excitations; therefore, fOSV-
MP2 has roughly twice the computational cost of dOSV-MP2
and PAO-LMP2 calculations with the same number of virtual
orbitals in Fig. 1. OSV(SVD-PAO) denotes OSVs obtained
by singular value decomposition of diagonal blocks of refer-
ence amplitudes using PAOs, as shown in Eq. (14). OSV(opt-
JMP2) denotes that OSVs are optimized using the true Hyller-
aas functional.
It can be seen that OSV-MP2 is consistently more accu-
rate than PAO-LMP2 even with the simple, non-optimal SVD
orbitals. With both the direct and full excitation ansätze, the
accuracy of the OSV-MP2 was much improved by optimiz-
ing OSVs; in other words, the number of virtuals necessary to
get a given accuracy is reduced by optimization. This small
system is nearly the maximum limit for the current imple-
mentation of orbital optimization with the fOSV-MP2 ansatz
because there are remaining redundancies as described above,
and an efficient algorithm to optimize simultaneously the or-
bitals and amplitudes has not yet been found.
Figure 2 gives the error in correlation energy for a larger
system, glycine dimer, using the cc-pVTZ (Ref. 34) basis set.
OSV(SVD-CMO) denotes OSVs obtained by singular value
decomposition of diagonal blocks of reference amplitudes
using canonical virtual orbitals [See Eq. (14)]. OSV(opt-
J dMP2) denotes that the OSVs are optimized by minimizing
the approximate dMP2 Hylleraas functional of Eq. (24). The
OSV(SVD-CMO) and OSV(SVD-PAO) are not identical be-
cause in Eq. (14) the eigenvalues are simply replaced by diag-
onal Fock-matrix elements for PAOs. OSV(SVD-CMO)-MP2
consistently gave lower energies than OSV(SVD-PAO)-MP2
for a given number of virtual orbitals, as shown in Fig. 2.
FIG. 2. Errors in the MP2 correlation energy (−1.756307 Eh) against the
number of virtual orbitals for glycine dimer with cc-pVTZ basis sets.
Interestingly, OSV(opt-J dMP2) gives more-or-less the
same energies as OSV(SVD-CMO), but orbital optimization
based on the dMP2 ansatz is more efficient than the expensive
singular value decomposition, which scales as O(NoccN3vir).
Naturally, the fully optimized OSVs further improve these re-
sults, albeit at considerable computational cost.
Figure 3 and Table II give the error in correlation energy
and the CPU time for the orbital optimization, respectively,
for larger polyglycine molecules up to the hexamer with the
cc-pVTZ basis. OSV(opt-JKMP2) denotes the OSV that is
optimized by using the approximate Hylleraas functional in
Eq. (20).
The number of OSVs was 60 for all calculations.
Figure 3 shows that errors remained below 1% for
FIG. 3. Error in correlation energy with OSV(opt-J dMP2), OSV(opt-JKMP2),
and OSV(opt-JMP2) for (gly)n = 1 − 6. The number of active virtuals ψμi is
60 and constant for all the calculations.
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TABLE II. CPU time (s) for optimizing OSVs averaged over all macro iter-
ations (orbital rotations).
(gly)1 (gly)2 (gly)3 (gly)4 (gly)5 (gly)6
Nbasis 220 382 544 706 868 1030
Integral transformation
6 56 240 649 1472 3599
Augmented Hessian
opt-JKMP2 91 355 749 1274 1883 3547
opt-JMP2 442 2779 6595 11 159 23 359 . . .
OSV(opt-JKMP2) and OSV(opt-JMP2), and below 2% for
OSV(opt-J dMP2). The errors rapidly saturate for large
molecules due to the spatial locality of electron correlation.
The error in correlation energy changed by only 0.01% be-
tween the pentamer and hexamer for OSV(opt-JKMP2), and
by 0.03% for OSV(opt-J dMP2). This indicates that the errors
of OSV(opt-JMP2) and OSV(opt-JKMP2) are saturated some-
what more rapidly than those of OSV(opt-J dMP2).
As shown in Table II, the CPU time for orbital optimiza-
tion is greatly reduced by the use of the KMP2 approximation,
which neglects non-diagonal elements of the occupied block
of the Fock matrix in the Hylleraas functional. The errors for
OSV(opt-JKMP2) are close and almost parallel to those for
OSV(opt-JMP2). The CPU time for the augmented-hessian
eigenvalue equation solver of OSV(opt-JKMP2) scales with
system size as O(N2.2) while that of OSV(opt-JMP2) scales as
O(N2.8). This is because the most expensive step in OSV(opt-
JMP2) of O(N3occN3OSV) is reduced to O(N2occN3OSV) by the
KMP2 approximation. Therefore, OSV(opt-JKMP2) is an effi-
cient alternative to OSV(opt-JMP2), or can be used to obtain a
close initial guess for the more accurate method. The integral
transformation step scales steeply as O(N4.0) and becomes a
bottleneck in OSV(opt-JKMP2) for large systems, although as
mentioned earlier, this bottleneck can be essentially removed
through exploiting integral sparsity.
B. Potential energy curves
While the error in correlation energy is a good measure
of accuracy of the approximations, relative energies of dif-
ferent geometries or states are obviously of greater practical
importance.
Figure 4 shows potential energy curves for dissociation
of the CH2C=CO molecule by the dOSV-MP2 and fOSV-
MP2 methods using various types of OSVs. Each geometry
was optimized at the MP2/cc-pVDZ level with frozen C=C
bond length. The energies relative to the dissociation limit
are shown in kcal/mol. The true MP2 curve was nicely re-
produced by the dOSV-MP2 method, using fewer than half
the number of virtual orbitals (NOSV = 25 cf. Nvir = 52), with
errors in dissociation energy of 1.4 and 4.0 kcal/mol using
OSV(opt-JMP2) and OSV(SVD-CMO) virtuals, respectively.
In Ref. 24 it was shown that PAO-LMP2 exhibits a
discontinuous potential energy curve for this system. Al-
though the discontinuity problem seemed to be fixed by
OSV-MP2 in our previous study,27 it reappears for dOSV-
MP2(SVD-CMO) and fOSV-MP2(SVD-CMO) when the ex-
FIG. 4. Potential energy curves resulting from various OSV-MP2 approx-
imations for extension of the central C=C bond of propadienone us-
ing a cc-pVDZ basis set. Each geometry was optimized at the MP2/cc-
pVDZ (52 virtual orbitals) level with frozen C=C bond length, and rela-
tive energies of the total energies from the dissociation limits are shown
in kcal/mol.
tremely small number of active virtual-orbitals were used,
i.e., the calculations with NOSV = 2. These energy jumps oc-
cur when SVD eigenvalues cross and where only one of the
two degenerate eigenfunctions are included in the OSV space.
However, the potential energy curves of OSV(opt-JMP2)-MP2
are continuous by definition, and even with this small number
of virtuals was surprisingly parallel to the true MP2 curve.
The most stable bond lengths at HF, MP2, and OSV(opt-
JMP2)-MP2 with NOSV = 2 were 1.29, 1.34, and 1.33Å,
respectively.
VI. SUMMARY
Orbital-specific virtual MP2 has been improved by opti-
mizing the virtual orbitals. In our previous study, OSVs for
occupied orbital i were generated by SVD of the diagonal
block of reference amplitudes, T iiab. Here we have simulta-
neously optimized amplitudes and OSVs by minimizing the
MP2 Hylleraas functional or approximations to it that ne-
glect various coupling terms. In addition, we have acceler-
ated the OSV-MP2 solver by implementing the method with
density-fitting and with a new preconditioner for dOSV-MP2.
The simple SVD step, which is a bottleneck in our previ-
ous method, has been replaced by efficient dMP2 optimiza-
tion. Accuracy in the correlation energies of the polyglycine
molecules is considerably improved by use of MP2-optimized
orbitals.
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