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This thesis presents an experimental yet analytical method for factoring prior 
knowledge into the design of complex and innovative interfaces. This research assumes 
that the use of graphical interfaces involves schemata operations ranging from transfer 
to induction. Transfer operations apply existing knowledge, such as prior schemata, 
and are effortless, preconscious, and deemed intuitive. Induction operations, which 
require new schemata to be constructed, are resource-demanding and responsible for 
recurrent errors during first usage. 
An experimental procedure was tested for manipulating schemata operations 
at the level of an interface’s states and features. Thirty-one participants, prior to using an 
on-board computer prototype, studied its screenshots in reading vs. schema induction 
conditions. Distinct patterns of transfer or induction resulted for features of the prototype 
whose functions were familiar or unfamiliar, respectively. Though moderated by participants’ 
cognitive style, these findings demonstrate a means for quantitatively assessing the transfer 
of prior knowledge vs. the need for inducing new schemata.  
Following this construct validation, a method that applied effect-size 
calculation to itemizing and pinpointing schemata operations was formalized at the 
granularities of interface states and features. Principles for comprehensively factoring 
prior knowledge in design and for integration into the design cycle of innovative 
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People interact with interfaces every day: when they use a smart-phone app, 
rent a car with an onboard computer, or just browse a website for information. These 
activities require users to navigate through an arborescence of states (or web pages) 
having features (e.g., menus, labels, icons) that can be ambiguous or simply too 
innovative to understand at first glance. First-time users often resort to exploring the 
interface by trial and error. Users lacking in prior knowledge of the domain of activity, 
or of the contents that are implemented, may become disoriented and fail to find 
intended features. Interfaces that contain innovative features thus come with a major 
hurdle of feeling non-intuitive, being underused, and ultimately being rejected. 
 
From the early stages of Human Factors Engineering (HFE) and Cognitive 
Engineering, to modern-day intuitive use design, various paradigms of Human 
Computer Interaction (HCI) have reformulated one common theme: human-system 
interfaces must fit users’ prior knowledge. A more recent take on this theme is that 
intuitive use occurs when users “transfer” prior knowledge across devices and 
domains. This stems from the realization that prior familiarity leads novices to use 
intuition rather than effortful analytical thinking (Blackler et al., 2010; Fischer et al., 
2015a; Langdon et al., 2007). However, the methods adopted to address this concern 
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share the common drawback of subjectivity. In HFE, prior knowledge is found to be 
estimated by experts who decide if a task is totally familiar or not (cf. HEART - Human 
Error Assessment and Reduction Technique, Smith and Harrison, 2002). In Intuitive Use 
design, one or two experimenters code video-recordings of participants using a test 
interface for heuristics such as expectedness, subjective certainty of correctness, 
latency, relevant past experience, and absence of evidenced reasoning (Blackler et al., 
2010, drawn upon Bastick, 1982, 2003). 
 
2. Prior knowledge transfer and schemata operations 
 
A series of important analogical reasoning experiments have shown that 
transfer of knowledge from a known situation to a new (or novel) one is mediated by 
abstract knowledge representations called schemata (Gick and Holyoak, 1983; Gentner 
et al., 2003). This suggests that users transfer knowledge between devices, contexts, 
and domains in pursuance of prior schemata. Subsequent multimedia learning studies 
have shown that prior schemata transfer can be addressed along with new schemata 
induction in a single experiment. Such experiments must recruit participants from a 
select population; typically persons unfamiliar with the tested domain (or system) yet 
who possess a comparable knowledge of relevant topics. For example, one may call for 
participants who are novices with a 3D printing application (app), yet who understand 
how to operate smart phones, personal computers, printers, and mobile apps. Each 
participant is assigned to either an experimental or control group to study the tested 
domain. This group manipulation results in schemata induction being elicited or 
prevented, respectively. Participants then solve a series of target tasks that are 
representative of the domain, such as programming a complex scenario, debugging 




Target performances typically exhibit a factor interaction between the group 
manipulation (viz., schema induction) and the select population’s prior knowledge. 
Statistically, an induction group displays better target performances than a reading 
group when the domain/system being tested is unfamiliar or novel (Fischer et al., 
2009; 2015a; Gentner et al., 2003; Gick and Holyoak, 1983; Mayer, 1980). This pattern 
is representative of new schema induction, meaning participants lacked relevant 
schemata that the induction group could induce. When the domain/system is familiar, 
though, reading and induction groups exhibit equally good performances (Mayer, 
2001). This pattern is representative of prior schema transfer, namely participants 
already possess relevant schemata and do not need to induce anything to perform 
well. One last case has been reported in which both groups exhibited poor 
performances. Such a pattern indicates that the induction group failed to induce new 
schemata, which occurs when participants are too naïve about a domain (Chalmers, 
2003).  
 
The thesis examines the construct validity of the factor interaction of schema 
induction with prior knowledge at the level of interface features. This rationale is 
generalized to additional group contrasts and schemata operations, and analytics are 
formulated for pinpointing schemata operations associated with first usage of the 
interface. 
 
3. Schema-based analytics 
 
Let an interface be a collection of states, where each state displays a set of 
features with differing numbers and functional novelty. Admittedly, the more one 
state’s features are novel to a given user population, the more likely these users will: 
• err in clicking the correct feature for reaching their goal 
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• need to induce new schemata, namely for assimilating functions so that 
the same errors are not committed when revisiting the state. 
 
Conversely, the more a state’s features are familiar to the user population, 
the more likely they will be able to: 
• grasp feature meaning and function through mere knowledge transfer or 
slight amendment, 
• figure out which feature should be clicked to achieve some goal. 
 
The schemata operations of interest here are the amendment of prior 
schemata and the induction of new schemata. Such operations can be manipulated 
either with two or three experimental groups:  
• a control group, who serves as a baseline for using the interface (target-
task solving) without studying its screenshots (no source study), 
• a reading group, who studies every screenshot of the interface under 
reading conditions (source study) before using the interface (target 
solving), 
• an induction group, who studies every screenshot of the interface under 
induction conditions (source study) before using the interface (target 
solving). 
 
Reading and induction are elicited by making participants match either word 
or function clues to each state of the tested interface. For each state of the interface, a 
screenshot is taken and a feature is randomly selected. For each feature selected, two 
types of clues are formulated: a word clue that is presented to the reading group, and 
a function clue that is presented to the induction group. Word clues correspond to a 
single word appearing in a screenshot. Thus, word matching requires screenshots to be 
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skimmed at a lexical level, which is not likely to support induction of new schemata 
(Gick and Holyoak, 1980; Mayer, 1980). Function clues are sentences describing, in the 
form of a concrete task, a functional relationship between two features in a 
screenshot. Function matching incidentally requires that screenshot features be 
interpreted, elaborated, and compared at a functional level. Such studying supports 
the induction of new schemata (Gentner and Medina, 1998, Gentner et al., 2003, Gick 
and Holyoak, 1983; Mayer, 1980), in that the induction group gets to induce schemata 
for those features whose function are new to them.  
 
Once every screenshot has been matched, each group (between-subject 
design) uses the interface following a predefined scenario of usage task. Each usage 
task requires participants to navigate from a current state to a goal. Here, usage 
performance is inversely proportional to the number of features selected, or states 
explored, during a given usage task. By logging every user action, participants’ 
performances can be automatically counted by feature, state, or usage task. Schema-
based analytics can then be performed to screen for the effects of amendment and 
induction manipulations (viz., control vs. reading group, and induction vs. reading or 
control group) at any of these granularities.  
 
For this screening method, one must determine the extent to which reading 
(word matching) and induction (function matching) affects the performance of the 
reading and induction groups relative to that of the control group. The approach 
formalized consists of calculating the average values and variances of these usage 
performances. Group differences are then quantified through an effect size, which is a 
statistic for estimating the magnitude of an experimental effect (generally a control 
and manipulated group; Fischer et al., 2014; Kelley and Preacher, 2012; McGough and 
Faraone, 2009). Cohen’s d is commonly used to report effect sizes for a continuous 




This thesis applies such calculations to different granularities of a test 
interface (e.g., per state or feature) and showcases their application to analyzing the 
cognitive causes of human error, and to diagnosing the intuitiveness of an interface. 
The following patterns (or group differences) were considered:  
• Features compatible with the participants’ prior knowledge schemata tend 
to yield equally good performances from all the three groups (viz. pattern 
of prior schemata transfer).  
• Features that are learnable, meaning they require some new schema, 
yield more errors for the control group than for the induction group (viz. 
pattern of new schema induction).  
• When the induction group fails to induce new schemata through function 
matching, their performances are as poor as those of the control group 
(viz. pattern of inoperative induction pattern). 
 
The thesis is organized as follows: Chapter 2 reviews how prior knowledge is 
addressed in the field of HCI (e.g., system and interface design), with a generalization 
toward how this factor affects the usage and learning of novel task environments. 
Chapter 2 also addresses current design practices in terms of their methodological 
pitfalls. This is wherein the research problem for this thesis stands: a lack of 
quantitative and objective means for factoring users’ prior knowledge in system 
design. Chapter 3 reframes the role of prior knowledge in system usage in terms of 
schemata theory and outlines an experimental approach for objectifying its underlying 
operations. In Chapter 4, an experiment is proposed that examines the construct 
validity of schema induction for differentiating familiar interface features from those 
that are new. In Chapter 5, this procedure is extended to other informative cases of 
the interaction of prior knowledge with schemata operations, and a method for 
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screening interfaces based on effect-size analytics is presented. Finally, Chapter 6 
discusses the potential for the method to inform the design of innovative systems and 






Chapter 2 | Prior knowledge 
prescription in HCI 
 
 
Major publications in HCI and user-centered design have impressed upon 
practitioners and researchers the notion that performance towards new task 
environments largely depends upon users’ background knowledge. Constructs such as 
mental models, analogies, and metaphors (Norman, 1988, Norman and Draper, 1986) 
are emblematic of this affirmation. A vast history of HCI studies defends the role of 
prior knowledge and/or its corollaries (e.g., prior experience, prior expertise, prior 
familiarity). Prior knowledge is deemed critical for understanding attitude toward 
technology (Fishbein and Ajzen, 1975), perceived usefulness (Eagly and Chaiken, 1993), 
usage performance (Langdon et al., 2007), learning (Antonucci and Wozny, 1996; 
Waern, 1985), and adoption of technology (Thompson et al., 1994), to cite a few. This 
chapter explores topics in HCI that factor the role of prior knowledge in usage 
performance. Topics of concern include the methods by which researchers have thus 
far addressed prior knowledge, as well as methodological challenges that seem to 
impede transference to the practice.  
 
1. Precursor approaches: Human Error Identification 
 
One of the earliest concerns in Systems and Human Factors Engineering was 
safety for professionals operating in technical-to-high-risk systems (e.g., planes, power 
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plants). Even such highly trained users encounter situations that challenge their 
expertise and past experiences. One important goal of system design is to reduce the 
propensity for such events to result in inappropriate user actions. A variety of Human 
Error Identification (HEI) techniques exist to help practitioners evaluate human errors 
during the design lifecycle of interactive systems (Kirwan, 1998). In these techniques, a 
team of analysts (e.g. Human Reliability Analysis experts, Human Factors specialists) 
break down a usage scenario of interest into basic task steps (task analysis). Analysts 
then project an error scheme onto each task step to infer which may elicit usage 
errors. The analysts list such errors, estimate their likelihood and severity (optional), 
and formulate design solutions for their prevention. 
 
An error scheme is a typology of human errors. Basic schemes list behavioral 
deviations (called “External Error Mode”, EEMs) from a prescribed course of action. For 
example, an action (e.g., the click of icon) may be omitted, substituted by another, or 
executed too early or too late. More advanced schemes address the cognitive 
mechanisms1 whose failures results in error (Hollnagel, 1993; 1991; Johnson et al., 
1992; Rasmussen, 1986; Rasmussen et al. 1987; Reason, 1987; 1990). These 
“Psychological Error Mechanisms” (PEMs) guide the inference of EEMs (e.g., users may 
not understand a label [PEM], and thus may not fill out a required field [EEM]). 
Addressing human error at a cognitive level is more insightful and instructive for 
redesign (Kirwan, 1998; Stanton and Baber, 1996). As PEMs are derived from 
fundamental unified theories of information processing, the mechanisms they tailor 
                                                      
1
 Some PEM techniques, such as TRACEr (Shorrock and Kirwan, 2002), compile many heteroclites 
cognitive mechanisms (e.g. insufficient learning, integration errors, anticipation biases, erroneous 
hypothesis, perceptive confusion, negative transfer, interference, intrusive routines, etc.). Others, such 
as SHERPA (Embrey, 1986) and THEA (Pocock et al., 2001), rely on generic cognitive theories such as SRK 
(Skills-Rules-Knowledge; Rasmussen, 1986), GEMS (Generic Error Modeling System; Reason, 1990), or 
the Action Cycle (Norman, 1988). 
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are not specific to high-risk systems and thus should be applicable to ordinary devices 
(e.g., software, vending machines; Baber and Stanton, 1994, 1996). 
 
1.1. HEI process 
 
In order to analyze risk in a ‘predictive’ manner, HEI requires that human tasks 
be broken down into physical and cognitive actions so that probabilities of failure can 
be assigned to each. One example of this is THEA (Technique for Human Error 
Assessment; Fields et al., 1997; Pocock et al., 2001), which models usage scenarios 
through Hierarchical Task Analysis. Human errors are then projected for each task step 
through analysts’ responses to 20 predefined questions, e.g., “Is complex reasoning, 
calculation or decision making involved?” (see Footnote 1). These questions serve to 
identify 15 PEMs derived from the Action Cycle (Norman, 1988), a major theory of HCI. 
Questions that reveal a cognitive failure are reported in a table along with design 
remedies. Most of THEA’s questions2 should be answered within the context of an 
interface state, for example screenshots of states that users should explore according 
to the usage scenario (for a fully worked example, see Pocock et al., 2001, p 22).  
 
By blending systems analysis and cognitive theory, THEA helps practitioners in 
pinpointing human errors that are likely to affect system usage, understanding their 
nature, and preventing similar errors from occurring again. In order to predict the 
errors identified with THEA, and thereby rank design remedies, one should perform 
assessment with a proven error quantification technique, such as HEART (Human Error 
Assessment and Reduction Technique; Smith and Harrison, 2002; Williams, 1986; 
                                                      
2
 Notably: “Does the user interface support or evoke goals?”; “Can the user determine relevant 
information about the state of the system from the total information provided?”; “Is there feedback to 
know if the task is proceeded successfully towards the goal and according to a plan?”; Are changes to 
the system resulting from user action clearly perceivable?”; etc.  
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Kirwan, 1997). To compute “human error probabilities” (HEP), HEART provides a list of 
nine task types with associated likelihoods, and a list of 38 “error producing 
conditions” (EPCs) with associated multipliers. The largest error likelihood corresponds 
to tasks that are “totally familiar, performed at speed with no idea of likely 
consequences,” and is valued at 0.553. The largest EPC multiplier, valued at 17, 
corresponds to “Unfamiliarity with a situation which is potentially important but which 
only occurs infrequently or which is novel.”4 Hence, this representative quantification 
method deems prior familiarity to be the most significant error factor, meaning 
analysts should determine which states challenge users’ prior knowledge (HEART) 
before they identify potential errors (THEA) and design remedies. 
 
1.2. Methodological limitations of HEI 
 
It is apparent that HEI considers users’ prior knowledge as a source of possible 
magnification for the stages at which information processing may fail. The means for 
addressing prior knowledge and cognition, however, rely strictly on analysts’ judgment 
(Ayton, 1998; Stanton and Baber, 2002). A common issue with purely analytical 
methods such as HEI is that different analysts, or even the same analyst at different 
times, may lack consistency (Johnson, 1999). It is especially difficult to reach reliable 
conclusions regarding the drawbacks and redesign of complex systems (Li et al., 2010), 
unless several skilled analysts participate in the analysis. However, since this is not 
within the means of most organizations, in practice such a methodology is not well 
suited for widespread adoption. 
                                                      
3
 Two next highest likelihoods are valued at 0.16 for “Complex task requiring high level of 
comprehension and skill” and 0.09 for “Fairly simple task performed rapidly or given scant attention.” 
4 Two next EPCs have multipliers of 11 and 10 for “A shortage of time available for error detection and 
correction” and “A low signal-noise ratio.” 
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2. Modern design approaches: intuitive use frameworks 
 
Most recently, prior knowledge has become the center of studies and design 
frameworks that are tailored to the attainment of intuitive use. The goal of this 
research is that devices not only be error-free in use, but also usable “on the go,” 
without apparent effort, training, or outside help. In light of the past decade’s 
proliferation of personal devices and software apps, it is no doubt that intuitive use, if 
decidedly engineered, would become a core requirement for system design.  
 
Seminal intuitive use studies brought a more empirical approach to the notion 
that device features whose function or appearance is familiar tend to be used 
correctly, rapidly, and intuitively. Blackler et al. (2010) showed that a digital camera 
yielded more intuitive uses from participants who had a broad familiarity with 
technology, yet little experience with digital cameras, than from participants who had 
limited familiarity with technology, yet were familiar with digital cameras. In other 
words, intuitive use relies on transfer of knowledge from familiar devices and domains 
onto new devices (Blackler et al., 2010; Blackler and Hurtienne, 2007, Langdon et al., 
2007).  
 
Design frameworks based on this finding recommend that device familiarity 
be increased by thorough inspection of users’ past experiences and habits (Blackler et 
al., 2007; 2014; Loeffler et al., 2013). Such frameworks depart from the analytical 
approach presented Section 1.1 in that they analyze data collected from actual user-
testing sessions. However, their objective insight into users’ performances does not 
remove a dependence on analysts. As a matter of fact, non-observability of cognitive 
mechanisms was overcome by asking participants to “think aloud” while using the 
device. The following section reviews three different frameworks by which analysts 
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coded participants’ verbal protocols (or utterances) with respect to a predefined 
scheme or set of rules. 
 
2.1. Design frameworks for intuitive use 
 
2.1.1. Spiral tool   
 
Blackler et al. (2010) showed that features familiar from other devices tend to 
be used intuitively. Blackler and Hurtienne (2007) thoroughly reviewed design 
techniques from HCI that may promote intuitive use (e.g. stereotypes, metaphors, 
redundancy). In Blackler et al. (2007, 2014), these design techniques were integrated 
within a “spiral tool” for practitioners to: 
Stage 1: select and sample intended user population, 
Stage 2: inspect features that are familiar to this population, determine a) how 
these features are known, b) how they are expected to look, c) their 
location, and d) their function,  
Stage 3: apply these familiarities to designing the features of a device. 
 
Stage 2 (familiarity inspection) aims to extract body reflectors, stereotypes, 
familiar appearances, functions, locations, affordances, and metaphors relevant to the 
intended user population. This stage combines products reviews, literature reviews, 
user interviews, and usability techniques (e.g., naturalistic observations, participatory 
design, etc.). Stage 3 (design) is structured so that domain stereotypes (e.g., familiar 
labels from the domain), metaphors and affordances (e.g. familiar things susceptible to 
transfer from other domains), and redundancy can be applied (Blackler and Hurtienne, 
2007). Though not explicitly mentioned, it is expected that user testing occurs after 
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Stage 3. The spiral tool has been deployed for the design and redesign of feature 
appearance and location for a remote controller, microwave oven, and MP3 player 
(Blackler et al., 2007; 2010; 2014). 
 
2.1.2. IBIS method 
 
Hurtienne (2009) showed that sensorimotor knowledge abstractions, called 
image schemas, support fast and correct mappings between the layouts and functions 
of an interface. For example, the image schema UP-DOWN is relevant to designing a 
volume control or attractiveness meter. Hurtienne’s Image Schema CATalog5 (ISCAT) 
links dozens of these image schemas to hundreds of metaphorical extensions (e.g., UP 
= “louder”) and user interfaces.  
 
One design framework that employs these image schemas is the “IBIS” 
method (German for “design of intuitive use with image schemas,” Loeffler et al., 
2013), whereby practitioners: 
Stage 1: select end-users for systems similar to the one being designed,  
Stage 2: conduct surveys and contextual enquiries in which the end-users use the 
system to be redesigned under thinking-aloud conditions; extract image 
schemas, 
Stage 3: apply these image schemas to specifying a prototype,  
Stage 4: evaluate the prototype by means of a questionnaire toolbox. 
 
Stage 2 (contextual inquiry) aims at collecting verbal protocols from which an 
image schema expert extracts users’ image schemata and determines relevant design 
                                                      
5
 Retrieved March 2014 at http://iscat.stefciu.de/  
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metaphors. In Loeffler et al. (2013), the IBIS method was deployed to redesign the 
layout of an image browser and product order manager. 
 
2.1.3. Image schema method 
 
The method developed by Asikhia et al. (2015) quantifies image schemas as a 
basis for orienting redesign. To summarize the main stages, at least two trained 
analysts should: 
Stage 1: break down the tasks for using a given device in terms of image schemas 
from two channels: those intended by the designers and those 
expressed by users, 
Stage 2: compare the image schemas between the two channels both 
quantitatively and qualitatively,  
Stage 3: formulate design strategies. 
 
In Stage 1, analysts extract image schemas from both the product’s user 
manual and user tests. Image schemas for which the analysts agree (Cohen kappa 
coefficient > .6) proceed to the next stage. In Stage 2, image schemas that have been 
extracted from the user manual (a proxy for designer’s intent) and correctly expressed 
by participants are counted toward an intuitiveness score. The remaining image 
schemas -i.e., those incorrectly extracted from the user manual or not expressed by 
the participants- serve to formulate concrete redesign strategies. 
 
The method was applied in the assessment of three different clock alarms. 
The authors found, in terms of user data, that direct observation and verbal protocols 
were more relevant for identifying image schemas than surveys or questionnaires. 
They also found that the nested nature of image schemas poses a key issue to their 
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extraction from verbal protocols (or utterances), as even trained analysts are likely to 
confuse co-occurring image schemas (for another detailed analysis of this issue, see 
also Hurtienne, 2009, p. 161). 
 
2.2. Limitations of intuitive use frameworks 
 
Contrary to the analytical methods of HFE, modern design frameworks place 
the user at the center of evaluation: it is actual user data, and not simply the 
prescribed tasks, that are analyzed through a predefined scheme. Still, the three 
frameworks of intuitive use rely on coding on the part of practitioners. The cost of this 
approach far surpasses that of analytical evaluation, since it requires manually coding 
dozens of audio/video recordings second-by-second instead of coding a task scenario 
(Folleso et al., 1995; Stanton and Baber, 2002). As an illustration of this, the student 
designer who tested Blackler et al.’s framework (2007) reported that he spent “a great 
deal more time investigating and analyzing the intended users than he would 
otherwise” (p. 8). One partner who applied Loeffler et al.’s framework (2013) also 
reported that “the time required to plan, conduct and transcribe the contextual 
inquiries was strongly underestimated” (p. 8). In sum, analytical and empirical methods 
share the pitfalls of relying on subjectivity (e.g., analyst, test moderator) and several 
skilled practitioners for reducing bias –anywhere from two in image schema studies 
(Hurtienne, 2009) to ten in HEI (Hollnagel and Amalberti, 2001). However, in the case 
of empirical methods, practitioners must pore over large quantities of user data (viz., 
hours of audio/video recordings), which drastically adds to the cost of labor. 
 
The absence of prioritization or guidance is not likely to help. In the Spiral Tool 
and the IBIS method, redesign is not conditioned by previous issue identification (e.g., 
risk of human error as in HEI, discrepancy between designers’ intent and users’ 
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interaction in Asikhia et al.’s method). Instead, practitioners are warranted to apply 
familiarity-tailored redesign techniques in a way that is systematic. For Blackler et al. 
(2007), designers can enter a spiral at “a suitable point and leave it when necessary” 
(p. 8), while for Loeffler et al. (2013) “image-schematic metaphors that are suitable for 
the implementation are prioritized and afterwards mapped to those use cases where 
they fit according to the interview” (p. 5). As shown next, such lack of rationale for 
prioritizing not only adds unnecessary cost to the method but may also hinder its 
effectiveness, especially for issues regarding prior knowledge. 
 
3. Cognitive lessons from Instructional Design 
 
At its heart, HCI has striven to guide users in assimilating the functionality of 
new technologies (personal computers in the 80’s, wearable devices nowadays). Users, 
in this sense, are not different from learners, and thus research findings from 
instructional design (also known as instructional system design) should provide a good 
background for addressing system design. After all, both fields strive to create learning 
environments or experiences that are novel and technical, yet fit within our cognitive 
capacities. 
 
3.1. Risks of familiarity-based (re)design 
 
Instructional design is the practice of creating experiences that render the 
acquisition of knowledge and skill more efficient, effective, and appealing. Researchers 
in this field investigate the extent to which instructional techniques support the 
construction of rich and versatile knowledge. In particular, design techniques are not 
effective when applied to content that is either too innovative or too familiar. When 
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content is too innovative, people lack the minimum knowledge required to assimilate 
and elaborate upon it. In such cases, instructional design is inoperative, meaning it fails 
to support knowledge construction (see Figure 1). A sensible interpretation of this first 
risk is that completely novel concepts - even when well formulated - tend to be 
ignored or falsely interpreted, leading to an incomplete or skewed understanding 
(Chalmer, 2003). A second risk is that techniques that are typically beneficial for new 
content (Borgman, 1999; Hsu, 2006; Mayer, 1976) lose their efficacy when content is 
too simple or familiar (Hsu, 2005; 2006; Mayer, 1999; Ozgungor and Guthrie, 2004; 
Pollock et al., 2002). This phenomenon is revealed by factor interactions between prior 
knowledge (e.g., experts vs. novices) and the design principles invoked by intuitive use 




Metaphors are considered essential to intuitive use, since they represent new 
concepts in terms of familiar ones (Blackler and Hurtienne, 2007; Loeffler et al., 2013; 
O’Brien et al., 2010). However, consider a familiar concept F, such as a warehouse, 
used as a metaphor for understanding a technical concept T, such as a database. The 
metaphor conveyed by F provides little benefit to a database programmer who already 
possesses prior knowledge of T. In fact, instructional design research has shown that 
while metaphors may assist novices in assimilating concepts, they are useless for 




Population stereotypes should support intuitive use design, since they reflect 
cultural conventions (Blackler and Hurtienne, 2007). However, when it comes to 
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labeling concepts, Furnas et al. (1987) consider the existence of stereotypes a myth. 
They found that the likelihood of two people labeling a concept with identical 
keywords was low (7-18%). Keyword agreement was also low (about 33%) for 
commonly shared topics (e.g., keywords proposed by expert cooks to novice and 
expert cooks). The same study showed a satisfactory agreement (50-100%) only when 
several words were combined to label a single concept. In fact, expertise (or shared 
knowledge), which is indispensable to vocabulary stereotypes, entails multiple 
semantic associations that in turn override stereotypes. This enables experts to easily 
resolve ambiguities in vocabulary. McNamara and McDaniel (2004) made participants 
with varying levels of baseball knowledge read sentences containing word ambiguities 
(e.g., homographs). Those knowledgeable about baseball resolved the ambiguities 
more quickly than novices. The same phenomenon is corroborated in visual design.  
 
Mugge and Schoormans (2012) investigated the effect of stereotypical 
appearance (e.g., color of a washing machine, shape of a camera) on consumers’ a 
priori usability rating of devices. Their study showed that, compared to products 
conforming to stereotypes, products whose appearance departed from stereotypes 
were rated less usable by novices and equally as usable by experts. When combined, 
the above findings suggest the search for stereotypes may prove more costly than 




A similar argument holds for attaining intuitive use through added 
redundancy (Blackler and Hurtienne, 2007). However, novices with low technological 
backgrounds are likely to be slowed down by a redundant interface (Reddy et al., 
2009). Additionally, research in instructional design indicates that novices perform 
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more accurately in the presence of redundancy, yet this gain disappears as they 
become more experienced (Kalyuga et al., 2000). In particular, Mayer (1999) 
recommended that redundancy (e.g., using both a word and a picture) be employed 
for users with low experience rather than high.  
 
3.1.4. Effect interaction and reversal effect of prior knowledge 
 
In its simplest form, the interaction between prior knowledge and design 
techniques can be formulated as in Table 1. 
 
Table 1: Factor interaction between prior knowledge and redesign. 
 
- Novices perform better after design improvement. 
- Experts perform equally well regardless of design improvement. 
 
In its more complex form, the factor interaction can yield a so-called 
“expertise reversal” effect, whereby instructional techniques that are highly effective 
for novices actually have negative consequences for experts (Sweller et al., 2003; for 
thorough reviews, see Kalyuga, 2007; Mayer, 2001). For example, Yeung et al. (1998) 
found that novices learned better from a manual that integrated its vocabulary into 
the text, as opposed to providing it separately. Experts, though, performed less well 
when the vocabulary was integrated. This phenomenon is particularly detrimental, 
since aside from wasting time attempting to improve something that requires no 
improvement, redesign actually causes performance deterioration. These two forms of 








Figure 1: Effectiveness of design techniques (solid) and the expertise reversal effect (dashed), as a 
function of prior knowledge. 
 
 
In Figure 1, the vertical line (dotted) represents the threshold of prior 
knowledge beyond which one is considered an expert. At lowest levels of prior 
knowledge, design techniques are inoperative. At intermediary levels of prior 
knowledge, they become beneficial. At highest levels of prior knowledge (e.g., 
experts), the content is intuitive and design techniques tend to either be ineffective 
(solid) or counter-effective (dashed). Before exploring the causes of these interactions 
in Chapter 3, a few ideas pertaining to their incidence in design must first be 
developed. 
 
3.2. Issues with applying prior knowledge to design 
 
3.2.1. User diversity 
 
The risks reviewed in Section 3.1 may pose an issue for achieving universal 











inoperative beneficial useless (intuitive)
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varying levels of knowledge. At the very least, universal design is not endorsed by 
educational researchers who instead believe in tuning environments to the learning 
needs of each person. In this vein, conceptualizing intuitive use as a mechanism by 
which people transfer their prior knowledge suggests that intuitive use is not a 
universal phenomenon, but rather a very personal or cultural one. 
 
Researchers like Hurtienne (2009), Loeffler et al. (2013), and Asikhia et al. 
(2015, see also Antle et al. 2009) conceptualize intuitive use through knowledge that is 
grounded in the sensorimotor. Such primitive representations, called image schemas, 
are thought to support intuitive use more broadly than technical, cultural, or 
specialized knowledge. However, studies on the role and potential of image schemas 
for intuitive use have thus far been limited either to products that are already 
widespread (e.g., alarm clocks for Asikhia et al., 2015; ticket-vending machines for 
Hurtienne et al., 2013) or whose primary focus is physical embodiment (e.g., gesture-
based interfaces for Antle et al., 2009). The relevance of image schemas for these 
cases was not fully evidenced6. In addition, it is unclear whether image schemas can 
generalize to the design of devices that prominently tap more specialized knowledge 
domains. 
 
The complex effects of prior knowledge documented in instructional design 
call for separating target users of interactive systems into groups of prior knowledge 
and then tailoring design strategies to their needs. For systems likely to involve 
distinctive groups of domain expertise (e.g., assistive driving technologies), a unique 
solution or universal design may be difficult to attain. Alternatives should be 
                                                      
6
 Antle et al. (2009) did find any image schemas that elicited a natural mapping between a gesture-
based interface and an audio system. Hurtienne et al. (2013) obtained no overall improvement of 
effectiveness (errors), efficiency (time), or satisfaction after redesigning a ticket-vending machine along 
image schemas. Finally, design issues identified by Asikhia et al. (2015) for an alarm clock seem like they 
could have been identified by mere inspection (e.g., up/down features were reversed, the display had 
poor contrast, etc.). 
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considered, such as ‘progressive disclosure controls’7, which unite users with varying 
levels of knowledge within the same interface (White et al., 2015). In such a case, 
simple icons, menu entries, and layouts are implemented with infotips –or explanatory 
hints that are displayed when hovered over– for features that challenge less 
knowledgeable users. Because redundant and explanatory content (viz. infotips) is only 
visible on demand, expertise reversal effects (viz. negative impacts on knowledgeable 
users) should be contained. One could envision more adaptive forms that adjust the 
detail and explanation of fetched tips based on the user’s history of previously hovered 
tips.  
 
Alternative design solutions like the one above require a determination for 
different sample populations of which features are compatible with prior knowledge 
and which should be considered from a different perspective, such as learning or 
training. It remains that establishing the information needs for user groups of varying 
levels of knowledge places a strong emphasis on cost-effectiveness of the method, a 
requirement largely ignored by current methods of factoring prior knowledge in 
design. 
 
3.2.2. Data-informed redesign 
 
One aspect about the risks outlined in Section 3.1 that is particularly 
actionable is that features that are already the object of some prior knowledge should 
not benefit from redesign. Various studies in HCI corroborate this rationale. Antonucci 
and Wozny (1996) found that the benefits of an advanced instructional material called 
“functional tree diagram” depend on users’ initial competence. They clustered the 
                                                      
7
 For the original description of this design principle, see https://msdn.microsoft.com/en-
us/library/windows/desktop/dn742409(v=vs.85).aspx  (accessed on May 2015) 
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performances (e.g., completion time, errors count, and percentage of tasks 
completion) of novices on a series of database management tasks. Their multivariate 
analysis identified three clusters: a highly effective group who well understood the 
task requirements and was effective in managing the database, a mildly effective 
group who completed some of the assignment but needed more time, and an 
ineffective group who displayed confusion and inability to plan any action. Akin to the 
solid line in Figure 1, providing a functional tree diagram to the highly effective and 
ineffective groups resulted in no measurable benefit, while the mildly effective group 
displayed improvements in their performances. 
 
Hurtienne et al. (2013) redesigned a ticket-vending machine through 
metaphors, familiar tabs, clear labels, etc. Contrary to expectation, usage 
performances and satisfaction did not improve. Perhaps prior expertise related to 
purchasing was sufficient to override a variety of instantiations, including the redesign 
of a vending machine. However, Hurtienne et al. found that participants’ prior 
experience with technology had a greater effect for the original machine than the 
redesigned one. This outcome resembles the factor interaction in Table 1, which 
indicates that redesign has a greater effect on participants with low experience rather 
than high. Such selective effects of redesign, though, are likely to be hindered when 
participants with different technology experiences are pooled together. Two other 
examples of usage accuracy not benefiting from redesign include Gudur et al. (2013), 
who applied a simpler menu structure to a pet-sitting game, and Blackler et al. (2014), 
who applied their spiral tool to the features of a microwave oven. Neither design 
strategy resulted in improvement of the device’s “correct uses” by participants.  
 
The above examples warrant the need to diagnose, during system design, the 
features that challenge users’ prior knowledge. Redesigning only those features 
36 
 
through metaphors or familiar cues would not only save significant development time, 
but would also be more tangible in terms of outcome. 
 
3.2.3. Research problem 
 
Researchers have long promoted the importance of user prior knowledge for 
system design. Yet transference to the practice has encountered two major drawbacks 
from the status quo: 
• subjectivity, or reliance on judgment and opinion of a subject (be it from 
analysts or test participants),  
• application cost, or the necessity to code hours of audio/video material, 
train multiple analysts for the sake of reliability, etc. 
 
One part of the issue may be epistemological. The field of HCI seems 
indulgent toward the idea that human participation in system interactions can be 
addressed through qualitative means (e.g., questionnaires, surveys, observations) – 
almost as if the mechanisms at stake were subject-centered rather than an expression 
of natural laws of behavior and cognition. The field of cognitive psychology, also 
interested in human behavior, has long ruled out such qualitative approaches (viz., 
phenomenology, ethnography, coding, etc.) due to their limited experimental 
repeatability. It would be interesting if methods addressing user prior knowledge 
strove for objectivity, tackled dependence on analyst coding and projection, and 
embraced engineering-grade requirements such as reliability and cost-efficiency. This 
is for example the case with Asikhia et al. (2015), who foresaw the automated 




The problem addressed by this thesis is to describe prior knowledge in terms 
of its underlying mechanism, rather than external manifestations, and to engineer this 
mechanism in a way that is objective, cost-effective, and actionable. By cost-effective, 
it is meant that the analysis of 50 participants does not require 10 times the amount of 
time and resources than that of 5 participants. By actionable, it is meant that pain 
points discovered through user tests be precisely screened while their cognitive causes 
are diagnosed. Objectivity is achieved through experimental paradigms of information 
processing founded in the field of cognitive psychology. Analytics are used for practical 











1. Cognitive framing of the problem  
 
1.1. Knowledge transfer 
 
Transfer mechanisms are central to understanding the role of prior knowledge 
in system usage. Recent studies have made it apparent that first usage is supported 
less by mere experience with a given device than knowledge accumulated from other 
devices and tasks. Blackler et al. (2010) found more intuitive uses from participants 
with a broad technological background than from those familiar with only a certain 
type of device. Hurtienne et al. (2013) showed that usability reflects prior experience 
with various device types rather than one. O’Brien et al. (2012) confirmed through 
naturalistic analysis that prior knowledge associated with the use of everyday devices 
has multiple sources.  
 
In light of these findings, the main asset of prior knowledge is likely its 
transferability from familiar domains (and devices) onto new situations. Such transfer 
mechanisms were thoroughly examined back when analogical reasoning was 
conceptualized in the 80’s. This research entailed two-stage procedures in which 
participants studied a source problem and its solution before solving a target problem. 
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Transfer was demonstrated when participants spontaneously reused the source to 
solve the target. By formulating similar source and target problems in terms of their 
surface and/or means-goal structure, researchers were able to intertwine the 
conditions for so-called near and far transfer. Near transfer requires a solution to be 
re-applied to a problem that is similar in terms of surface attributes, objects, story, or 
context. For far transfer, the solution principle must be applied to a target problem 
that is outwardly dissimilar to the source (e.g., with a different story, context, or 
objects). Various studies along these lines have shown that transfer occurs 
spontaneously between outwardly similar situations (Gick and Holyoak, 1980), even 
when their means-goal structure is incompatible (Holyoak and Koh, 1987; Novick, 
1988). However, transfer failed between analogous problems whose structure is 
similar, yet whose surface attributes differ (Gick and Holyoak, 1980; Spencer and 
Weisberg, 1986).  
 
Gick and Holyoak (1983) overcame this issue with their series of experiments 
in which participants compared, in writing, two instantiations of a solution principle 
prior to solving an analogous target problem. The target problem was solved through 
transfer by nearly 90% of participants who emphasized the solution principle in their 
comparisons, but by none of the participants who focused on details of the source 
stories in their comparisons. This breakthrough was attributed to the induction of a 
schema, i.e., the construction of a knowledge representation whereby attributes 
common to the two source problems were encoded as constant, while attributes 
specific to one source or the other were encoded as variable (see also Gentner et al., 
2003). It is in pursuance of these variables that schemata are transferable to instances 





1.2. Schemata and their properties 
 
Because they represent the principle(s) common to several experiences at the 
expense of their specificity, knowledge schemata (or just schemata, for short) are 
more likely to transfer to new tasks than literal knowledge (Gentner et al., 2003; Gick 
and Holyoak, 1983; Neisser, 1976). This is what differentiates experts from novices: 
sufficient exposure to instances so that their common traits are abstracted rather than 
stored in memory through specific and separate representations (Rumelhart and 
Ortony, 1977). Like expertise, the learning process by which experiences are 
abstracted into a single schema requires either time or effort. As an example, the first 
time one discovered how to click an icon likely resulted in a specific representation. If 
only used occasionally, hypothesis testing and deliberation would be needed to cope 
with a different icon. Only by clicking many icons, in varying contexts and purposes, 
would one abstract a common schema that subsumes all such experiences past and 
future. Any icon is then processed through the same schema. Once a schema is 
acquired, new instances are processed in an automatic fashion, namely rapidly and 
unconsciously (Chi et al., 1981; 1982; Gobet et al., 2001). 
 
Instructional design researchers also conceptualize the two forms of 
interaction depicted in Figure 1 in terms of cognitive load pertaining to schema-based 
cognition. Schemata are considered to be rich, goal-oriented, and abstract knowledge 
representations, typically possessed by domain experts and not by novices (Chi et al., 
1981; 1982; Sweller, 2003; 2004). Such representations “chunk” the processing of 
information in working memory, which renders processing automatic (Shiffrin and 
Schneider, 1977; Sweller et al., 2003; van Merrienboer and Sweller, 2005). As a schema 
is applied “as is,” or “transferred,” its structure overrides the analysis of information 
and results in minimal effort for comprehension and decision to proceed. This is why 
experts do not need guidance to excel at a variety of tasks. Nevertheless, if guidance is 
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added that experts cannot refrain from processing, redesign can result in greater 
cognitive load and decreased performance (Sweller et al., 2003).  
 
1.3. Schemata operations during first use 
 
According to schema theory (Rumelhart and Norman, 1978; 1981), situational 
attributes that are compatible with users’ prior schemata from other –and possibly 
remote- domains and contexts are processed by transfer, namely effortlessly. 
Conversely, attributes are moderately consuming to encode when prior schemata 
must be amended (e.g. accretion, tuning), and highly consuming when new schemata 
must be constructed (Chalmers, 2003). This theory can be transposed to the 
information attributes at stake during system usage. A majority of systems nowadays 
are interfaced through digital displays, with their features implemented as icons/labels 
that are grouped into states. A state corresponds to a distinct collection of features 
displayed on the screen at any given time (for illustration, see Figures 2 and 3). Hence, 
as long as a desired feature (goal) is not displayed, users must navigate from state to 
state until it is found. The distance between a currently displayed state and the goal is 
reduced through iterative means-end analyses (Newell and Simon, 1972), whereby 
users judge which of the current state’s features (e.g., menu entry) best matches the 
goal.  
 
Mean-end analysis requires that users perceive a current state’s appearance, 
interpret its function attributes, determine the feature closest to the goal, and then 
command its execution (Norman and Draper, 1986). As mentioned above, such 
attributes are processed effortlessly through transfer when they are compatible with 
prior schemata. Processing is moderately consuming when prior schemata must be 
amended, and highly consuming when new schemata must be induced. This latter 
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operation is difficult to achieve with the few resources left over from means-end 
analysis (Sweller, 1988, 1994; Sweller and Levine, 1982; Van Gerven et al., 2002). 
Hence, states for which users should induce new schemata will tend to remain 
resource-demanding at later encounters (Tuovinen, 1997) and cause recurring means-
end analysis errors. One thus foresees the value in redesigning a given system or 
interface in pursuance of the schemata operations associated with its usage. According 
to schema theory, only states whose attributes require construction of new schemata 
should be redesigned. This is why, in the present thesis, a method is sought for 
pinpointing schemata operations during first usage of a system, with induction of new 
schemata considered as a criterion for redesign. 
 
2. Manipulation of schema induction 
 
2.1. Proxy for interaction of prior knowledge and redesign 
 
The factor interaction of prior knowledge and design depicted in Table 1 has 
been documented in instructional design studies that controlled prior knowledge as an 
inter-individual factor (i.e., novices and experts are different individuals of an 
experiment). Interactive products tend to mix common and innovative features, 
though, so that prior knowledge acts as an intra-individual and intra-material factor. 
Table 1 can thus be reformulated into Table 2.  
 
Table 2: Factor interaction between prior knowledge (feature familiarity) and redesign 
 
- Features not compatible with prior schemata are used more 
correctly after design improvement. 
- Features compatible with prior schemata are used equally correctly 




In order to operationalize Table 2, one could redesign an interface and 
conduct user tests that compare original and redesigned versions as a function of 
features’ prior familiarity. Since the redesign of an entire interface can be overkill, 
though, one could instead manipulate participants’ representation of the original 
interface through instructions. As with design manipulations, the effectiveness of 
instructions tailored to the construction of new schemata depends on prior knowledge 
(Table 3). 
 
Table 3: Examples of design manipulations, instructional manipulations, and their pattern of 




Experimental manipulation Performance pattern 
Design (an original and 















familiar from other 
devices and domains 
(Fischer et al., 
2015a), etc. 






Design improved by 
simplifying (Hsu, 2005; 
Mayer, 1976; Borgman, 
1999), adding metaphors 
(Hsu, 2006), adding 
explanations (Mayer, 1999), 
suppressing ambiguity 
(McNamara and McDaniel, 
2004), increasing coherence 
(McNamara, 2001; 
McNamara and Kintsch, 
1996; Ozgungor, 2004), 
increasing redundancy 
(Kalyuga, 2000, Mayer, 
1999), etc. 
Control group : study 






study conditions such as 
note-taking (Peper and 
Mayer, 1986),  comparison 
(Gick and Holyoak, 1983; 
Gentner et al., 2003), 
comparison within an 
elaborative context  
(Mayer, 1980; Fischer et 
al., 2009), etc. 
Equally good performances, regardless of 
experimental manipulation (e.g., original 
vs. improved design, or control vs. 
schema-tailored groups), indicate transfer 
of prior knowledge. 
 
Better performance with the improved 
design (relative to the original), or from 
the schema-tailored group (relative to the 






Instructional manipulation allows factor interaction to be addressed with just 
one version of the material and two experimental groups (indicated by the dashed 
cells in Table 3): one group whose instructions are tailored for construction of new 
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schemata, and one whose instructions are not (control groups, generally performing a 
reading study task).  
 
2.2. Procedure of reference 
 
In reality, it takes many trials to construct a new schema. Gick and Holyaok’s 
induction procedure accelerated the process by allowing schemata to be “induced” in 
a single take through instance comparison. Contrary to reading, summarizing, or even 
rephrasing (Catrambone and Holyoak, 1989; Gick and Holyoak, 1980; Mayer, 1980; 
Spencer and Weisberg, 1986), comparison leads to multiple instances being encoded 
for what they share, as opposed to their specificities, which in turn leads to more 
encoding of structural attributes and less of idiosyncratic ones. Comparison supports 
schema induction even when both instances are unfamiliar, as any knowledge 
garnered from one instance helps in understanding the other(s) (Gentner et al., 2003; 
Gick and Holyoak, 1983).  
 
Instructional design studies have since confirmed the power of schema 
induction for HCI-related tasks. Notably, Mayer (1980) made novices assimilate 
database management commands from an instructions manual. While a group that 
was required to simply read the commands’ descriptions failed to write programs 
afterwards, a group that was required to compare instructions (comparison), or with 
detailed descriptions of concrete and familiar tasks (comparison plus elaboration), 
succeeded in writing programs both simple and advanced. The comparison and 
comparison-plus-elaboration groups induced new relevant schemata relative to the 
writing of database programs, as evidenced by their performances being better than 




2.3. Transposition to system interfaces 
 
 Fischer et al. (2009, 2015a; see also Fischer, 2010) transposed Mayer’s 
procedure to multi-state interfaces by making novice participants study each 
screenshot of a test interface (study phase) prior to using the interface (target phase). 
In this study phase, participants are first presented with a clue and then a screenshot, 
then asked to judge whether the clue and screenshot matched. Using two types of 
clues, either a superficial or elaborative encoding of attributes was elicited: 
• word clues, which consist of single words 
• function clues, which consist of sentences that describe, in terms of a concrete 
task, a screenshot function. 
 
For the purpose of illustration, consider the smart phone screenshot in Figure 








A word clue such as ‘Mail’ would be a match (appears in the screenshot), 
whereas a word clue such as ‘Notification’ would be a mismatch. A function clue such 
as ‘Change of notification mode for your incoming messages’ would be a match 
(corresponds to the functions in the screenshot), whereas a function  clue  such  as  
‘Check  your  inbox  for  new  messages’  would  be  a  mismatch.  Function clues differ 
from the words appearing in the screenshot (e.g., ‘message’ instead of ‘mail’), and the 
task they describe relates two features (i.e. ‘Mail’ and ‘Settings’). 
 
Now consider two groups of participants, each of whom study all possible 
state screenshots of the smart phone depicted in Figure 2. A reading group performs 
“word matching” judgments by matching screenshots with word clues. Word matching 
requires that screenshots be encoded rather lexically, meaning that function need not 
be understood. Because parameters associated with some functionality can be 
distributed and repeated throughout the interface, this group may amend their 
corresponding prior schemata through associative learning, tuning, or accretion. Word 
matching is a superficial task, though, that one cannot rule out the possibility that 
screenshots be encoded with little rigor, and the group’s prior schemata barely 
amended. Either way, members of the reading group are not likely to update their 
prior schemata for functions of the phone that are new8.  
 
In contrast, an induction group performs “function matching” judgments by 
matching screenshots with function clues. Function matching causes function 
attributes from the screenshots being interpreted with respect to the clues 
(comparison), until the relationship and concrete task depicted by the clue 
                                                      
8
 Given that new schemata are not induced when sources are read for comprehension (Gick and 




(comparison plus elaboration) are identified. The induction group should thereby 
induce schemata for functions of the phone that are new to them.  
 
At this point, the groups differ strictly in terms of the schemata at their 
disposal for interpreting the smart phone: prior schemata for the reading group, and 
newly induced schemata for the induction group. Both groups then complete a target 
task scenario involving some selection of the smart phone’s features9. In terms of 
performance, states with previously unfamiliar functions would yield an induction 
pattern, with more means-end analysis errors committed by the reading group, while 
states with familiar functions would yield a transfer pattern, with equally few means-




3.1. Test interface 
 
Systems that intertwine common features with innovative ones are ideal 
benchmarks for testing and refining the above proposed procedure. So far, schema-
based manipulation has been tested only for the prototype of an on-board computer. 
The current version, called DoIT#, was written in C# and developed after an earlier 
version that was based on automotive reviews (Floudas et al. 2004) and technology 
blogs (Fischer, 2010). On-board computers are particularly suited for addressing 
schemata operations, as they require that drivers of all technical backgrounds navigate 
                                                      
9
 Such usage scenarios are plotted at the experimenter’s discretion. In Mayer (1980), comparison and 
elaboration indeed enabled participants to write near and far programs, respectively. Similarly, function 
matching –because it combines elaboration and comparison- should enable participants to translate the 
smart phone’s features into near and far usage tasks alike. Thus, in principle, the experimenter is free to 
specify the usage scenario deemed relevant for evaluating the test interface. 
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a multistate interface in order to program features relative to diverse technology 
domains and degrees of innovation. 
 
DoIT# comprised five technology domains (Audio, Air conditioning, 
Navigation, On-board computer, and Telephone) and about 160 features grouped into 
75 states such as the one illustrated in Figure 3. Some of the features were basic (e.g., 
dialing a number, defrosting the windshield), some were innovative (e.g., performing a 





Figure 3: DoIT#’s state window (top) and command panel (bottom). 
 
 
Participants navigated through DoIT#’s states by clicking on the command 
panel with a mouse. The buttons labeled ‘Audio’, ‘Phone’, ‘GPS’, ‘AirCon’, and 
‘Computer’ allow direct access to the corresponding technology domain. Participants 
could scroll through the list of features by using the ‘UP’ and ‘DOWN’ buttons. The 
‘ENTER’ and ‘ESC’ buttons could be used to display the state of a feature and return to 




Command clicks (e.g., ENTER, ESC) were recorded in a log file as raw data and 
later formatted to calculate state exploration by means of a tool kit called AMME 
(Automatic Mental Model Evaluation; Rauterberg, 1993). Using an interface 
description, AMME automatically formats observable actions collected by the log file 
into a network description, a set of complexity metrics, and a state matrix. This output 
was formatted with complementary VBA (Visual Basic for Applications) macros that 
counted the number of times each state or each feature had been explored per 
participant and usage task. 
 
3.2. Schema induction procedure 
 
3.2.1. Study conditions (word vs. function matching) 
 
Screenshots of DoIT#’s states were arbitrarily placed into two (equivalent) 
subsets and studied in either matching or mismatching trials. For matching trials, one 
feature was randomly selected from each screenshot (e.g., ‘driving indices’ in Figure 3). 
Word clues corresponded to a single word chosen from the label of each selected 
feature. Function clues consisted of a sentence that described, in plain terms and as a 
concrete task, a function common to the selected feature and another feature in the 
screenshot. For mismatching trials, the word clues corresponded to any word that did 
not appear in the screenshot, while the function clues corresponded to a function that 
slightly mismatched those of screenshot’s features. Function clues were formulated 
using a thesaurus and an automotive dictionary, and were then revised by two 




A Labview module was employed that display a clue for 15 seconds, or until 
the participants clicked ‘GO’. The screenshot to be matched was then similarly 
displayed for 15 seconds, or until the participants clicked either ‘YES’ or ‘NO’. Figure 4 
illustrates a word-matching trial. To begin the trial, participants read the clue (i.e. 
‘Indices’) then clicked ‘GO’ in order to display the screenshot to be matched. 
Participants responded with either ‘YES’ or ‘NO’, depending on whether or not they 




Figure 4: Trial example of the word-matching study condition. 
 
A function-matching trial resembles the word-matching trial depicted in 
Figure 4, except in place of the word clue (‘Indices’) would be a function clue (e.g., 
‘Display the average speed’). Participants would respond with either ‘YES’ or ‘NO’, 
depending on whether they find the function relationship that matches the clue in the 
screenshot. In order to avoid bias from their ordering, the 75 clue-screenshot trials 
were placed into two random orders that were counterbalanced from one participant 
to the next.  
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3.2.2. Target usage tasks 
 
The usage phase consisted of ten target tasks that were worded differently 
from DoIT#’s labels: (1) display the number of kilometers traveled, (2) request the 
route to the house of a friend whose contact information is in the address book, (3) 
request a route that avoids tolls, (4) display the navigation directions in the rear-view 
mirror, (5) set the temperature to 18°C, (6) activate sleeping alert, (7) activate 
assistance for passing cars, (8) activate the internal air filter, (9) set the ventilation to 
silent mode, and (10) calculate rest time during the trip. Tasks were printed on 
separate pages of a handout.  
 
3.3. Research plan 
 
An experiment was undertaken to verify the interaction of schema induction 
with prior knowledge, at the level that interests designers the most: interface features. 
This experiment involved: 
• determining the idiosyncratic familiarity levels associated with every 
feature of a test interface by means of a simple questionnaire. 
• applying the induction procedure detailed in Section 3.2. A reading 
and an induction group were made to study the states of an interface 
through word and function matching respectively (study phase), and 
ensuing means-end analyses performances for a series of usage tasks 
(target phase) were analyzed as a function of group manipulation and 
idiosyncratic familiarity. 
 
After confirming that familiar features elicited a transfer pattern, while non-
familiar ones elicited an induction pattern, a second study was conducted that: 
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• added a baseline group (control) to the experimental design 
• formalized a quantitative means to identify schemata patterns at any 
granularity level of the interface (e.g., states, features). 
 
A proof of concept was obtained by screening DoIT# in terms of schemata 
operations, presenting avenues for orienting the (re)design of such interfaces, and 





Chapter 4 | Construct validity of 
procedure  
 
In the previous chapter, two study tasks, word and function matching, were 
detailed for manipulating schema induction for multi-state type of interfaces. The goal 
of the experiment presented in the current chapter was to examine the construct 
validity of this procedure as a means for: 
• operationalizing schema induction at the level of an interface’s 
features,  
• eliciting a factor interaction with participants’ prior knowledge. 
 
Participants’ prior knowledge was individually determined by means of a 
feature familiarity questionnaire. Their cognitive style was also examined, as it may 
impact their thoroughness in performing word and function matching tasks (Fischer et 
al., 2009, 2015a; Fischer, 2010). 
 
1. Factors of interest 
 
1.1. Feature and goal familiarity  
 
The transfer studies reviewed in Chapter 3 suggest that features used from 
other devices, as well as those compatible with prior schemata from other domains, 
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should be processed by transfer. In the proposed paradigm, such features should yield 
a transfer pattern, namely equally good means-end analysis performances between 
the reading and induction groups. A familiarity questionnaire can address this by 
asking whether each feature of a test interface has been used in another device (used), 
has never been used yet its function is known from other domains (cognized), or is not 
known at all (new). Cognized features are those features whose function is familiar 
from any activity domain that comes to mind. For example, while a feature labeled 
‘sort by key’ may never have been used, its function may still be ‘cognized’ through 
prior knowledge of ‘sorting’ and music. Used—and likely cognized—features should 
yield a transfer pattern, whereas new features should yield an induction pattern.  
 
Since use of an interface involves comparison of each state encountered with 
a goal (viz. means-end analysis), users may benefit from familiarity of not only the 
current state but also the goal. As the goal of a target task is to find and use a certain 
feature, the familiarity of each feature as given by the aforementioned questionnaire 
was used to assign whether the goal of each target task was used, cognized, or new to 
the participants. This goal familiarity factor was examined at an exploratory level. 
 
1.2. Cognitive style 
 
It is well substantiated that people differ in their haste to engage in effortful 
analysis (Epstein and Pacini, 1999; Kahneman, 2003). This difference can be considered 
a cognitive style, since performances for explicit tasks, such as judgment and problem-
solving are affected (Langan-Fox and Shirley, 2003; Reber and Walkenfeld, 1991).  Such 
studies employed the Rational-Experiential Inventory (REI; Pacini and Epstein, 1999; 
for validation aspects, see also Pretz and Totz, 2007). This self-assessment tool 
comprises 20 experiential statements that address ability and preference for intuition, 
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and 20 rational statements that address ability and preference for analysis. In contrast 
to experiential scores, rational scores are associated with the personality trait of 
conscientiousness, which encompasses deliberation, carefulness, and attentiveness to 
norms and rules (Pacini and Epstein, 1999).  
 
Compared to individuals with high experiential scores (called Experientials), 
individuals with high rational scores (called Rationals) tend to perform more slowly, 
exhibit better decision-making skills in problems of logic and mathematics, and are less 
sensitive to stereotypes, beliefs, and heuristic biases (Shiloh et al., 2002; Witteman et 
al., 2009). Reber et al. (2007) demonstrated that people confronted with state-
transformation problems that can be solved strictly with common and implicit 
knowledge still exhibit individual differences. Participants prone to following their 
intuitions as measured by the REI made quicker decisions, considered fewer clues, and 
performed poorly compared to participants prone to analysis. This finding may pose an 
issue for operationalizing schema induction through function matching. If Experientials 
do not sufficiently compare a function clue to the screenshot, they will induce fewer 
schemata and display less-pronounced induction patterns than Rationals. Participants’ 




The experiment investigated the effects and interactions of schema induction, 
feature familiarity, goal familiarity, and cognitive style on usage performances. The 
dependent variable accounting for usage performance corresponded to the number of 
times a participant explored an interface state while searching for a goal (i.e., per 
target usage task). This variable, called state exploration, reflected participants’ 
means-end analyses. The more participants failed to understand the functionality of a 
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state, the more likely they would be to re-explore this state in order to try other 
features. Schema induction and feature familiarity were examined in a hypothetico-
deductive manner. By transposing previous interactions of learning and prior 
knowledge (see Chapter 2, Section 3 and Chapter 3, Section 2) to feature familiarity, it 
was expected that: 
• new features would yield more state explorations for the reading 
group compared to the induction group (induction pattern),  and 
• features that are used or cognized would result in equally few state 
explorations for both groups (transfer pattern).  
 
Goal familiarity and cognitive style were controlled for exploratory purposes. 
 
3. Materials and methods 
 
3.1. Participants and design of experiment 
 
Thirty-one Japanese students, aged 18–25 years (mean = 21.9 years), were 
recruited at the University of Tsukuba in Japan based on the following survey criteria: 
they possessed a driver’s license, did not major in computer science or engineering, 
had no prior experience with on-board computers or GPS navigation systems, and 
were familiar with computers and phones.  
 
Each participant received 820 Japanese yen (approximately $9.00) as 
compensation for attending a 45-min experiment. Although presented here in English, 
all materials were written and administered in Japanese. The experiment used a mixed 







Table 4. Design of experiment. 
 
The between-subjects factors were cognitive style (2) and schema induction 
(2). The within-subjects factors were feature familiarity (3) and goal familiarity (3). The 
dependent variable, state exploration, was averaged per participant and target task. 
 
3.2. Cognitive style inventory 
 
Participants’ cognitive style was characterized according to a Japanese 
translation of the REI (Naitou et al., 2004). The inventory comprised twenty 
experiential-oriented and twenty rational-oriented statements. Examples of 
experiential-oriented statements are ‘I believe in trusting my hunches’, ‘Using my gut 
feelings works well for me in figuring out problems in my life’. Examples of rational-
oriented statements are ‘I enjoy thinking in abstract terms’, ‘I think that it is foolish to 
make important decisions based on feelings’.  
 
The REI is a paper-and-pencil test. Administering it electronically presented a 
few advantages, though, such as calculating participants' scores in real-time. 
Additionally, electronic administration can limit desirability bias such as reluctance to 
report socially demeaning traits (e.g., being ‘absolutely not good at figuring out 
complicated problems’). Fox and Schwartz (2002) showed that such bias is attenuated 
Between Cognitive Style
Experientials                                                                                                                                                           
Rationals                                                                                                                                                                                                                                            
Schema Induction
Reading                                                                                                                                                                          
Induction                                                                                                                                                                                                                                             
Factors Conditions
Within Feature Familiarity New                                                            Cognized                                              Used
Goal Familiarity New               Cognized         Used         New         Cognized          Used         New         Cognized          Used
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when questionnaires are administered electronically, the order of statements is 
randomized, or respondents are prevented from adjusting their ratings based on 
previous responses. Accordingly, the REI was implemented in an Excel template that 
presented statements in random order and faded out each one immediately after it 




Figure 5: Rational Experiential Inventory (REI). 
 
Participants rated each statement of the REI from 1 (completely false) to 5 
(completely true). This scale was reversed for experiential ratings, and individual 
scores were calculated by summing the forty ratings. Participants scoring above 120 
were assigned alternately to word or function matching, meaning either the reading or 
induction group, and likewise for those scoring under 120. Actual cognitive styles were 
assigned during data analysis (see Section 5 of this chapter) after the median score for 






3.3. Familiarity questionnaire 
 
The familiarity questionnaire (Figure 6) was prepared by copying the labels of 





Figure 6: Feature familiarity questionnaire.  
 
Participants selected either ‘used’ (the hand icon in Figure 6) for features they 
had used in another device, or ‘cognized’ (the ear icon) for features they knew from 
any other context. Features that were new were left unselected. The responses 
provided a basis for coding the main feature of each state explored during the usage 









The REI, familiarity questionnaire, DoIT#, and animated instructions for the 
experiment were embedded in a PowerPoint slideshow that participants browsed at 
their own pace. This self-directed administration permitted the experimenter to test 
several participants simultaneously. The test room contained three desks equipped 
with a PC, pencils, and paper. The desks were placed about 4 m from each other. 
Opaque panels were installed between each desk, and participants were given noise-
canceling headphones to prevent them from hearing each other’s progress. The 
experiment was presented to the participants as an evaluation campaign for the 
prototype of an on-board computer. Participants were encouraged to proceed at any 
pace they found comfortable. No achievement feedback was given and no 
performance requirements (e.g., being fast, avoiding errors) were enforced. 
 
Following a welcome message and instructions, participants completed the 
REI. The slideshow resumed with an animation that illustrated either the word- or 
function-matching study conditions. Once their study phase was completed, 
participants were instructed to write down the names of at least three videogames, TV 
programs, cartoon characters, and foods that came to mind. This categorical fluency 
task aimed to prevent recency effects. The slideshow then resumed with a description 
of DoIT#’s command panel. The experimenter interacted individually with each 
participant and demonstrated two basic usage tasks (call a recently dialed number and 
check inbox messages). The experimenter also provided the handout that listed the 
target tasks (see Chapter 3, Section 3.3.2).  
 
Participants were instructed to start with the first target task and click on the 
command panel button labeled ‘Task Completed’ once they reached the 
corresponding goal feature in DoIT# (Figure 3). This action triggered a pop-up message 
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instructing participants to proceed to the next task. Participants could call the 
experimenter whenever they felt stuck at a task. To avoid bias, the experimenter 
noted the task and directed the participant to the next task. Tasks aborted, as well as 
those not correctly solved, were excluded from analysis. After the tenth task, the 
slideshow resumed with the familiarity questionnaire, which participants completed in 




Participants’ REI scores ranged from 34 to 156, with an average of 113.1 and 
median of 121.5. The 13 participants who scored under the median were coded as 
Experientials (reading group = 7, induction group = 6), while the 18 participants who 
scored above the median were coded as Rationals (reading group = 10, induction 
group = 8). According to the familiarity questionnaire, 61.27% of DoIT#’s features were 
new to participants, 18.53% were cognized, and 20.20% were used. Regarding target 
tasks, 69.11% were new to participants, 16.36% were cognized, and 14.52% were used. 
The percentages of used, cognized, and new features did not differ significantly by 
schema induction, χ2 (2, N = 863) = 5.577, ns, or cognitive style, χ2 (2, N = 863) = 3.641, 
ns. The percentages of used, cognized, and new goals did not differ significantly by 
schema induction, χ2 (2, N = 310) = .793, ns, or cognitive style, χ2 (2, N = 310) = 2.128, 
ns.  
 
State exploration was subjected to a 2 × 2 × 3 × 3 ANOVA. As Levene’s tests 
(all F(3, 27) ≤ 2.586, p ≥ .74) and Mauchly's tests (all p ≥ .064) were non-significant, 
variance homogeneity and sphericity were assumed, respectively. Therefore, an alpha 
level of .05 was used for the ANOVA, which revealed a significant effect of goal 
familiarity, F(2, 54) = 6.595, p = .003 (Ep² = .196). A Bonferroni post-hoc test showed 
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that participants made more state explorations for target tasks whose goal was new, 
compared to cognized (p = .012) and used (p = .009). The pairwise comparison 
between cognized and used goals was non-signiﬁcant. Feature familiarity, F(2, 54) = 
2.903, p = .063 (Ep² = .097, power = .544), schema induction, F(1, 27) = 2.341, p = .138 
(Ep² = .080, power = .314), and cognitive style, F(1, 27) = .390, p = .537 (Ep² = .014, 
power = .093), did not reach significance. The significant interactions between these 
factors are reported below. 
 
5.1. Schema induction 
 
The interaction of schema induction and feature familiarity (Figure 7) was 








Since the central question of the experiment concerns the effect of schema 
induction, simple effects of schema induction were examined at each level of feature 
familiarity. Schema induction was significant for new features, F(1, 27) = 13.484, p = 
.001 (Ep² = .333), indicating fewer state explorations for the induction group than for 
the reading group. This finding is characteristic of the induction pattern. Schema 
induction did not reach significance for cognized features, F(1, 27) = .012, p = .914 (Ep² 
= .000, power = .051) or for used features, F(1, 27) = 0.029, p = .867 (Ep² = .001, power 
= .054). The absence of a significant difference between the reading and induction 
groups supports the transfer pattern discussed Section 3.1.  
 
The interaction between feature familiarity, schema induction, and cognitive 










Simple effects of schema induction were analyzed for each combination of 
feature familiarity and cognitive style in order to screen the induction and transfer 
patterns pertaining to this interaction. For Rationals, schema induction was significant 
for new features, F(1, 27) = 4.654, p = .040 (Ep² = .147), with an induction pattern, 
since the induction group made significantly fewer state explorations than the reading 
group. Transfer patterns occurred as expected, since Rationals displayed no significant 
effect of schema induction for cognized, F(1, 27) = 0.308, p = .583 (Ep² = .011; power = 
0.087) or used features, F(1, 27) = 0.152, p = .700 (Ep² = .006, power = .066). 
Experientials did not exhibit any effect of schema induction, regardless of whether 
features were new, F(1, 27) = 0.628, p = .435 (Ep² = .023, power = .103), cognized, F(1, 
27) = 0.156, p = .696 (Ep² = .006, power = .069), or used, F(1, 27) = .685, p = .415 (Ep² = 
.025, power = .126). The two latter outcomes resulted in a small effect size, yet 
insufficient power to exclude the possibility of a Type II error. Altogether, the three-
way interaction was such that only Rationals exhibited the expected transfer and 
induction patterns. 
 
5.2. Goal familiarity 
 
The interaction between feature familiarity and goal familiarity (see Figure 9) 






Figure 9: State exploration by goal familiarity and feature familiarity (means and standard errors). 
 
 
Separate ANOVAs for each level of goal familiarity revealed no significance of 
feature familiarity when the goal was new, F(2, 26) = 1.384, p = .269 (Ep² = .096, power 
= .270). The effect size associated with this finding was moderate, though, and power 
was insufficient to reject a possibility of Type-II error. Feature familiarity had a 
significant effect when the goal was cognized, F(2, 26) = 5.973, p = .007 (Ep² = .315). A 
Bonferroni post-hoc test indicated significantly fewer state explorations for used 
features than for new (p = .005) or cognized ones (p = .017). The pairwise comparison 
of new features with cognized ones was non-significant. Feature familiarity had a 
significant effect when the goal was used, F(2, 26) = 6.801, p = .004 (Ep² = .343). A 
Bonferroni post-hoc test showed that there were significantly fewer state explorations 
for cognized features than for new (p = .003) or used ones (p = .002). The pairwise 
comparison of new features with used ones was non-significant.  
 
Altogether, while familiar features were processed by transfer of prior 
schemata, their means-end analysis ultimately depended on goal familiarity. When a 
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goal was new, feature familiarity improved usage performance tendentially, yet not 
significantly. When the goal was familiar, the effect of feature familiarity on state 
exploration proved to be more elaborate. Participants seemed inclined toward 
cognized features when the goal was cognized, and toward used features when the 
goal was used. This was confirmed by conducting follow-up ANOVAs for only the 
cognized and used levels of feature by goal familiarity. When their goal was cognized, 
participants made more explorations toward cognized features than used ones, F(1,30) 
= 8.061, p = .008 (Ep² = .212), and vice versa when the goal was used, F(1,30) = 13.192, 
p = .001 (Ep² = .305). In other words, participants responded to familiarity by tailoring 
their means-end analyses toward the features with familiarity levels similar to the 
pursued goal.  
 
6. Discussion  
 
This experiment aimed at verifying the interaction of schema induction with 
feature familiarity. As expected, schema induction improved state explorations for 
new features (induction pattern) and not for familiar ones (transfer pattern). This 
finding confirms that function matching supports the induction of new schemata. 
Furthermore, features used in other devices, along with features whose functions 
were cognized from other domains, yielded comparable transfer patterns, which 
suggests that near and far transfer were simultaneously addressed.  
 
Cognitive style and goal familiarity were involved in interactions, yet simple 
effects could not be fully interpreted due to insufficient statistical power. Such factors 
were controlled for exploratory purposes though, meaning that in the future they 
should be re-examined with specific hypotheses and sensitive experimental designs. 
Concerning cognitive style, the interaction of schema induction and feature familiarity 
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was qualified by a three-way interaction in which only Rationals exhibited induction 
and transfer patterns. Statistical power was insufficient to interpret the results for 
Experientials. Studies involving judgment and problem solving have already established 
that, compared to Rationals, Experientials tend to take less information into account 
(Epstein, 2008; Epstein and Pacini, 1999; Reber et al., 2007; Stanovich and West, 2000). 
The amount and type of encoding achieved by participants could be verified with an 
explicit memory test (e.g., recognition, Fischer, 2010). In any case, instructing 
participants to answer rationally may suffice in yielding more rational behavior. 
Ferreira et al. (2006) selectively increased rational responses (i.e., the rate of heuristic 
responses was unchanged) by telling participants they would participate in a study on 
rationality and should base their answers on reflective thinking, as opposed to telling 
the participants they would participate in a study on intuition and should follow their 
sensibilities. Similarly, Nisbett et al. (1983) found that providing participants with the 
analytical requirements of a judgment task selectively increased rational answers. 
Altogether, the results for Experientials could be further addressed with an explicit 
memory test and, if necessary, corrected by emphasizing the analytical aspects of 
function matching. 
 
Concerning goal familiarity, the main effect obtained was qualified by a two-
way interaction with feature familiarity. Despite feature familiarity resulting in states 
being processed by transfer, means-end analysis was degraded by goal novelty. In this 
case, feature familiarity failed to restore effective state explorations. Conversely, 
familiarity of the goal (viz. cognized or used) appeared to improve state exploration 
and also spur some form of strategy, or perhaps bias, from participants who may have 
treated feature familiarity as a criterion for means-end analysis. This outcome, which 
reflects the solving nature of HCI whereby users encode and assess states against a 





The findings for seen and cognized features endorsed the notion that 
knowledge transferred during first usage is not reducible to the domain of technology. 
The patterns resulting from a schema induction experiment thus seem more 
appropriate than relying on participants’ memories of the devices and features they 
have previously used.  
 
In fact, prior experiences with devices are too numerous to be inventoried, 
and in any case it is not so much their numbers that matter as the abstractness and 
transferability of their representation (for further discussion, see Fischer et al., 2015a). 
Transferability can nevertheless be experimentally determined by manipulating 
schema induction. Thereby, prior knowledge is assessed through its impact on usage 
performance (a.k.a. implicit effect of memory), instead of its mere symptoms (viz. 
performance metrics10, phenomenological descriptors11, or activity probes12). Such 
experiments reveal whether features are used correctly in pursuance of prior 
knowledge, and whether they require a significant knowledge update to be used 
correctly. Lastly, this approach is methodologically valuable as prior knowledge is 
addressed without subjective rating (on behalf of participants) or coding (on behalf of 





                                                      
10
  Typically, error- and time-related. 
11
  E.g., perceived effortlessness, perceived usability, etc 
12









The previous chapter examined the construct validity of schema induction as a 
means for assessing transfer and induction during first usage. This is a prerequisite to 
analyzing schemata operations at more detailed granularities of the interface, such as 
screening which states/features allow prior schemata to be transferred and which 
require new schemata to be induced. While on average new features yielded an 
induction pattern, variation exists in the degree to which schemata were actually 
induced. As a matter of fact, the number of features varies from one state to another, 
so that different states to contribute more or less significantly to schema induction. 
Besides this, other patterns are possible, such as states/features that exhibit many 
explorations for each group, and states/features that exhibit more explorations by the 
induction group (Fischer et al., 2009). In the present chapter, additional patterns are 
explored by: 
• manipulating schemata relative to a control group that is representative of 
baseline performances collected during typical user tests  
• examining the cognitive basis and diagnostic value of various patterns 
expected from baseline, reading, and induction groups 





1. Schema-based analytics 
 
1.1. Effect sizes 
 
For each state or feature, the number of explorations for the reading and 
induction groups can be averaged. Patterns can be screened at the level of an 
interface’s states or features through comparison of each experimental group’s 
performances. While it is possible to inspect p-values, statistical significance does not 
gauge the overall effect of a manipulation between two groups. As Greenwald et al. 
(1996) noted, Fisher historically intended the p-value to be an informal way of 
determining whether the evidence produced by an experiment was worth a second 
look. This was accomplished by assuming the null hypothesis to be true and then 
calculating the chances of obtaining what was actually observed. Smaller p-values 
indicated a greater likelihood of the null hypothesis being true. This approach, 
however, provides no way of measuring the extent to which the alternative hypothesis 
is correct.  
 
There are several reasons why the p-value is not a sufficient statistical 
measure, including a) the probability of accepting the null hypothesis typically exceeds 
that of falsely rejecting it, b) the null hypothesis is most often a simple point 
hypothesis, and c) non-rejection of the null hypothesis does not establish any degree 
of validity for the alternative hypothesis. By examining only the p-value, it possible to 
interpret a statistically non-significant result as an indicator of no effect (Sun et al. 
2010). This means that a real effect may have gone undetected because the 
experiment lacked statistical power (probability that the test correctly rejects the null 
hypothesis). Alternatively, significant differences can always be found when sample 
sizes are sufficiently large. In order to circumvent these issues and formulate a 
concrete statement about an alternative hypothesis, one must make the assumption 
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that a real effect existed in the first place. An alternative measure called the effect size, 
which measures the magnitude and direction of an effect, provides a quantitative 
measure for rejecting marginal results and facilitating comparison across different 
sample sizes (McGough and Faraone, 2009). As discussed in the following section, the 
effect size can be used to screen states in terms of schemata operations and prioritize 
their redesign. 
 
1.2. Screening formalism 
 
Let an interface I be a collection of n states, so that I = {s1, s2, …, sn}. Each state 
displays k features, sn = {f1, f2, …, fk}, where k can differ for each state. For each state s 
(or each feature f), the mean numbers of explorations by the control, reading, and 
induction groups are denoted CS, RS, and IS, respectively. The control group represents 
naturally occurring (i.e., non-manipulated) behavior.  
 
In order to attribute performance either to prior schemata amendment or to 
new schemata induction, a measurement of the effect of each experimental 
manipulation is required. Cohen’s d is commonly used to report effect size for a 
continuous measurement (such as CS, RS, and IS) based on their mean values and 
standard deviations. The Cohen's d between the control and reading groups is given by 
 
                                        dR = [Cs – Rs]/σR ,                                                           (1) 
 
where σR is the pooled standard deviation for CS and RS. Similarly, the Cohen’s 




                                        dI = [Cs – Is]/σI .                                                   (2) 
 
When screening states, both magnitude and sign are used to compare dR and 
dI. By convention, one considers a Cohen’s d score of 0.2 as small, 0.5 as medium, and 
0.8 as large. It is reasonable to consider that schema amendment/induction has a 
moderate-to-large effect size for states having d > 0.4. Each state s can be associated 
with a pair (dR, dI) and plotted. The control group underperforms relative to either of 
the experimental groups when d > 0.4 and outperforms when d < -0.4. When |d| < 0.4, 
the manipulation is considered to have no practical effect. These three categories of 
effect size result in nine possible combinations for each pair. Three cases of particular 
interest are detailed below, from highest to lowest priority of redesign. 
 
   Case 1: -0.4 < dR < 0.4 and -0.4 < dI < 0.4. A lack of relevant prior schemata 
results in errors that neither reading nor induction is capable of reducing. The latter, 
referred to as inoperative induction, is particularly severe, and can denote that 
participants are too naïve to compare and elaborate a topic (Bransford et al., 1982; 
Rumelhart, 1980; Woloshyn et al., 1992). States that fall within this case require 
substantial redesign. 
 
Case 2: dI > 0.4. Although a lack of prior schemata results in errors, these 
errors are reduced through the induction of new schemata (Fischer et al., 2009; 2014; 
Gentner et al., 2003; Gick and Holyoak, 1983; Mayer, 1980). States that fall within this 
case (a.k.a. pattern of positive induction) must also be improved substantially. 
 
Case 3: dR > 0.4. Prior schemata are available but require amendment (viz. 
accretion). While this amendment is moderately demanding (the reading group’s study 
condition was perceptual, mostly), it still reduces both the complexity of means-end 
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analysis and the number of errors. Redesign of these states (a.k.a. pattern of positive 
amendment) is less urgent. 
 
Figure 10 shows the regions corresponding to these cases for the plot of dI vs. 
dR, with the arrows indicating directions of increasing effect size for schema induction 




Figure 10: Plot of dI vs. dR with regions corresponding to three effect size cases described above. 
 
 
2. Proof of concept 
 
2.1. Participants and design of experiment 
 
Participants were thirty students from the University of Tsukuba, Japan. All 
possessed a driver’s license, were inexperienced with either onboard computers or 













minute experiment. Participants were homogeneously assigned to the control, 
reading, and induction groups. 
 
2.2. Procedure and overview of method  
 
Upon arrival, the participants were given noise-canceling headphones and 
seated in individual workstations. They browsed a PowerPoint slideshow in which the 
experimental material was embedded. The slideshow displayed word-matching 
instructions for the reading group and function-matching instruction for the function 
group. After these groups completed their study phase, the slideshow resumed with a 
description of DoIT#. The control group’s slideshow started with this latter description. 
Each participant was given a demonstration of two basic usage tasks followed by a 
target task scenario to perform.  
 
Data from state and feature explorations was logged using AMME and 




Figure 11: Method overview. 
 
 
Effect sizes were between the control and the reading / induction groups 
using Cohen’s d. Such calculation was possible for any level of granularity (e.g., per 
state, feature, or usage task), any subset of data (e.g., all usage tasks, only tasks 
involving innovative features), and any criterion of task success (e.g., only tasks 
successfully completed). Typically, such choices are based on project needs. In the 
following sections, I present two cases of effect size-based analytics: one for analyzing 













2.3. Human error analysis 
 
Human errors were calculated by subtracting the prescribed number of state 
explorations required to complete a task from the total number of visits to all states 
explored by the participant during that task. Averages of the number of means-end 
analysis errors per state are computed for each group (CS, RS, and IS), along with their 
corresponding standard deviations. DoIT#'s states are sorted by largest-to-smallest 
values of CS. Corresponding effect sizes for schemata amendment and induction are 





Figure 12: Effect sizes per state for schemata amendment (dR) and induction  (dI). 
 
 
                                                      
13
 States are labeled as follows: states beginning with adas_ and param correspond to driving assistance, states 
beginning with guide_, dest, and itin correspond to navigation, and states beginning with aircon_ and vent correspond 






















A standard user test (i.e., control group only) can provide an error-based 
ranking of states similar to that presented in Figure 12. With manipulations (reading 
and induction groups) and effect size calculations, one can go beyond basic observable 
error (viz. EEMs) and qualify their cognitive causes (PEMs). By a quick a glance at Figure 
12, one can tell that: 
• the states labeled adas_a, adas_b, guide_a, guide_b, and itin have red bars 
greater than 0.4, meaning that they benefited from new schemata induction, 
• the states labeled aircon_a, aircon_b, and dest did not benefit from new 
schema induction (red bar less than 0.4), and yielded inoperative analysis (both 
bars between -0.4 and 0.4), 
• no blue bar is greater than 0.4, meaning that no state benefited from prior 
schemata amendment. 
 
Adas_a and adas_b displayed ADAS (Automotive Driver Assistance System) 
features, while guide_a, guide_b, and itin displayed GPS (Global Positioning System) 
navigation features. The patterns of positive induction associated with these states are 
consistent with the fact that participants were inexperienced in both of these 
technology domains. In principle, the features of these states are innovative for people 
who have never used an on-board computer or GPS navigation service, and lack the 
prior schemata for their functioning. However, by engaging participants in a 
screenshot study tailored to new schema induction, this effect could be circumvented. 
The five states with positive induction patterns likely pose serious issues to drivers who 
are unfamiliar with recent automotive technology. All means (e.g., redesign, 
formation, education) should be considered for improving their understanding and 




A similar argument applies to error-yielding states found to endorse patterns 
of inoperative induction. The state labeled dest consisted of GPS navigation features, 
while the three other states pertained to air conditioning features, the latter of which 
would seem to be a trivial technology. However, DoIT# was designed so that each of its 
technology domains contained features that were common as well as innovative (e.g., 
air-flow modulators, pollen filters, etc.). For these states, participants were faced with 
features incompatible with their prior schemata and failed to induce their underlying 
function. Such states, for which neither amendment of prior schemata nor induction of 
new schemata reduced erroneous behavior, should be inspected and redesigned with 
caution.  
 
Finally, the absence of positive amendment patterns suggests that, at this 
level of error proneness, states require a form of learning that is more advanced than 
schemata amendment. In fact, two of the states tended toward negative amendment 
patterns (cf. driving and param). A tentative explanation is that these states may have 
been outwardly consistent with participants’ prior schemata, when in actuality they 
were innovative and required induction of new schemata. Ultimately, studying such 
states superficially (viz., lexically) can be deleterious to novice users. The formative 
implication of such cases has yet to be established.  
 
Histograms can be cumbersome to view for large numbers of states. It is more 
convenient to delineate the three PEM cases described in Section 3.3 with a plot of dI 





Figure 13: Schemata induction (dI) vs. amendment (dR), plotted for thirteen states. 
 
This plot allows the viewer to quickly gauge each state’s PEM. Priority of 
redesign should be given to states that fall within the regions of inoperative induction 
and positive induction. As Cohen’s d provides a standardized measure of effect size, 
the successive redesigns of an interface can be compared, and migration of states 
across PEM regions can be monitored. 
 
2.4. Assessment of intuitive use 
 
For analysis of human errors, cognitive causes of system usage were 
addressed from highest error counts to least. Assessment of intuitive use calls for a 
different angle. While prior knowledge is one of, albeit the most critical, many causes 
of human error, intuitive use is more of a behavioral (or phenomenological) byproduct 
of prior knowledge. Intuitive use thus calls for a closer look at users’ prior knowledge 











intuitive, as these endorse strategies tailored at creativity or aesthetics. Aspects that 
are not intuitive require instructional strategies that revolve around knowledge 
mapping, active learning, and training. This echoes the approach of O’Brien et al. 
(2010), for whom practitioners should establish which aspects of a system are best 
designed for analysis, and which are best designed for intuition. 
 
In the presence of a multifunction system, or any hub of technology domains, 
a sensible strategy would be to profile their most advanced technologies in terms of 
which of their component features actually benefit from prior knowledge and which 
require some knowledge update. As an illustration of this strategy, I examined the 
states of DoIT# explored by participants for tasks related to automotive technology14, 
regardless of task success15, with a focus on states that yielded a large positive 
induction pattern. Indeed, while states yielding either large positive or inoperative 
induction patterns require redesign, the former would seem more straightforward to 
reformulate since one can draw from the function clues by which participants induced 
schemata. In Figure 14, dI > -0.4 is plotted vs. dR for states explored during usage tasks 
1, 2, 3, 6, 7, and 10. Each data point in this plot represents a pair of effect sizes 
corresponding to amendment and induction for one state of DoIT#. States in the low 
effect-size region (red dashed box) have both |dI|, |dR| < 0.4 and correspond to either 
inoperative induction (red squares) or transfer patterns (green lozenges). The cutoff 
for the transfer pattern is equal to an average of one or less state explorations for the 
control group. States with positive induction (dI > 0.4) are located above the red 
                                                      
14
 In DoIT#, automotive technologies such as GPS navigation and driving assistance are more 
technologically advanced than the others, e.g., audio, phone, air conditioning.  
15
 One may limit the analysis only to usage tasks that participants successfully completed. Indeed, 
participants may not have completed certain tasks because they did not understand the task 
instructions. In experimental psychology, where the purpose is to understand the mechanism of 
cognition, focus is often on tasks completed successfully. In usability settings that intend to evaluate a 
prototype, however, one would consider any case where the prototype caused difficulty for 
participants, and therefore analyze both successful and unsuccessful tasks.  
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dashed box, while those yielding positive amendment patterns (dR > 0.4) are located to 
its right.  
 
 
Figure 14: State screening in terms of dI (> -0.4) and dR. States in the low-effect size region (red dashed 
box) yield either an inoperative induction pattern (red squares) or transfer pattern (green diamonds). 
 
States with large values of dI likely require some redesign: they yielded errors 
for the control group that were overcome by only the induction group, thanks to the 
schemata induced by the latter.  Since each state consisted of several features, it might 
be useful to screen an interface at the level of its features. By plotting DoIT#’s features 
in the same manner as its states, one may prioritize the redesign of features yielding 
problematic patterns, such as inoperative and positive induction. Alternatively, one 
could use state plots such as Figure 14 to select states that exhibit induction, and then 
screen the corresponding features. Screenshots for two of these states, indicated in 




Figure 15 displays the state titled “Driving assistance.” The third feature from 
the top, speeding alert, yielded a negative16 amendment pattern, suggesting its 
function was fairly compatible with the control group’s prior schemata. The first, 
second, and fifth features yielded induction patterns, suggesting their functions 
challenged participants’ prior schemata. These features, in particular lane change 
alert, required participants to induce new schemata, and may thus prove challenging 
for actual users to assimilate. 
 
Figure 15: Detailed state view and feature screening for the “Driving assistance” state (right). Red 
(dark) is the value of dI and blue (light) is the value of dR for each corresponding feature on the left. 
 
 
Figure 16 displays the state titled “Guidance.” The two first features from the 
top, Itinerary details and Trip statistics, and the last feature, Pause, yielded positive 
induction patterns, which suggests that their functions challenged participants’ prior 
                                                      
16
 Patterns of negative induction and/or amendment may reflect an inconsistency between the 
prototype’s information architecture and users’ functional schemata. Here, we did not examine this 
issue: it has yet to be addressed in a hypothetico-deductive fashion, and it requires triangulations 




schemata. However Pause, being a common-sounding feature, would normally not be 
expected to yield an induction pattern. By inspecting the data at the level of usage 
tasks, it was discovered that participants in the control and reading groups mistook the 
GPS navigation’s Pause feature for a calculation of the time at rest, which is a separate 
feature of the onboard computer. Participants in the induction group did not make this 
mistake, though, which suggests that function matching helped them to resolve the 
functional difference between pausing the GPS and displaying the time spent at rest 
during a trip. This example illustrates how schemata manipulations can complement 
classical user tests. A test of one control group would only have shown that features 
with apparent similarities, such as Pause and time-at-rest, can be mistaken. Only by 
adding a reading and induction group can the severity of this mistake be captured, 
namely whether the confusion is resolved through amendment of prior schemata or 
induction of new schemata. 
 
 
Figure 16: Detailed state view and feature screening for the “Guidance” state (right). Red (dark) is the 




Both the above state plot and detailed state view correspond to steps for 
screening an interface in terms of amendment and induction operations. Thorough 
assessment of an interface may require a successive layering of such screenings in a 
diagnostic fashion. This rationale is not unlike the way web analytics go beyond simple 
averages of website visits or traffic. Critical business decisions can be made when 
traffic is analyzed at finer granularities, since it becomes possible to determine the 
impact of specific marketing campaigns and other events. Of course, averages for each 
group performance are needed for assessing experimental manipulation. However, by 
considering the magnitude of these manipulations (viz. effect sizes) at finer 
granularities, patterns of schemata operations can be diagnosed for individual states 
and features of the interface. This can considerably facilitate the formative evaluation 
of large interfaces, as one is provided with quantitative and cognition-centric guidance 
regarding the states/features that should be redesigned. As the instructional design 
studies presented in Chapter 2 suggest, priority should be given to redesign of features 




By manipulating schema induction and calculating effect sizes for different 
granularities of an interface, a method for schema-based screening was presented for 
diagnosing errors that result from lack of prior knowledge, as well as lack of 
intuitiveness. In both cases, the method permitted the states and features of an 
interface to be screened by schemata operations (i.e., amendment vs. induction) and 
quantitatively determined which states or features should be redesigned first.  
  
Schema-based screening can be compared to standard user tests. The latter 
typically involve only one group of about ten participants (viz. the control group), and 
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thus may seem less expensive. However, they often rely on verbal protocols for 
addressing user cognition, which are tedious to analyze (each audio/video recording 
must coded manually) and prone to subjectivity (unless analysis is performed by 
multiple coders). In comparison, schema manipulations require minimal intervention 
on the part of the experimenter, allow several participants to be tested 
simultaneously, and may be administered remotely (e.g., participants are tested 
autonomously and asynchronously). No expertise is required to take screenshots of 
the interface’s states, describe their architecture with respect to AMME, generate 
clues, and administer the experiment. Screening based on effect sizes can be then be 
performed in a completely automatable way. It should be noted that sensitivity of the 
screening method depends on sample size. An a priori computation of population 
effect size as a function of statistical significance and power suggests that twice as 
many participants as employed in the human error analysis would be needed for 
attaining effect sizes greater than 0.9. While practitioners are willing to test prototype 
iterations on about ten participants, they may balk at the idea of multiplying this 
amount. The aforementioned remote and unsupervised administration of the method 
would alleviate this issue by dramatically increasing the number of participants 












Chapter 6 | Conclusion 
 
 
1. Fine-tuning the design process 
 
This thesis revolves around the risk that design techniques can be ineffective –
even counter-effective– for features that fit users’ prior schemata. One sensible 
solution is to focus familiarity-oriented design strictly on features (e.g., menus, 
options) incompatible with prior schemata and to skip features already compatible 
with prior schemata. To this end, I proposed that schemata operations be pinpointed 
at the level of an interface's states and features by an analytical coupling of schema 
manipulations with effect-size calculations. 
 
In terms of application, this method aligns with agile development 
frameworks, which warrant early prototyping of products followed by short cycles of 
testing and redesign. Testing with participants permits identifying pain points or/and 
any aspect of a prototype that require redesign. With very little effort, such user tests 
can be geared toward addressing feature compatibility with users’ prior schemata. The 
stages that assure an effective application of this method are the following: 
Stage 1: design a prototype, 
Stage 2: test the prototype and determine which novel, innovative, or 
challenging features should undergo Stage 3 – in theory, the other 
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features could be left unchanged, or revised from a creative and 
aesthetic angle, 
Stage 3: deploy design techniques (e.g., prior familiarity, habit inquiry), then 
iterate the process. 
 
Stage 1 should incorporate practices in effect of the product domain (e.g., 
mobile vs. desktop), such as stakeholder enquiry, user-requirement and competitor 
analysis, information architecture design, interaction design patterns, usability 
principles, etc. Stage 2 requires assessment techniques that are tailored to intuitive 
use, familiarity, or performance. To this effect, practitioners would conduct a schema 
manipulation experiment and pattern screening, such as the one presented in this 
thesis, or consider other approaches of assessment, such as coding of verbal protocols 
(Blackler et al., 2010; Gudur et al., 2013; Lawry et al., 2010), self-rating questionnaires 
(Mohs et al., 2006; Naumann and Hurtienne, 2010), or performance metrics (e.g., click 
behaviors and task paths, time, correct uses, Blackler et al., 2010; O'Brien et al., 2010). 
Stage 3 concerns existing design frameworks, usability recommendations, and more. 
The design frameworks mentioned Chapter 2, Section 2.1 would be deployed at this 
stage.  
 
The relative innovativeness of the system being prototyped should orient the 
choice of method carried out at Stage 2. As usages turn into domain schemata, a shift 
in performance criterion occurs from accuracy to speed to automaticity (Camp et al., 
2001; van Merrienboer, 1997; for a discussion see also Fischer et al., 2015b). Hence, 
common systems could be better gauged by speed and automaticity (e.g., verbal 
protocols, dual task performance) rather than accuracy. Two empirical examples of 
redesign improving criteria of verbal protocols yet not accuracy include Gudur et al. 
(2013), who applied a simpler menu structure to a pet-sitting game, and Blackler et al. 
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(2014), who applied their spiral tool to the features of a microwave oven. Neither 
design strategy resulted in improvement of the device’s “correct uses” by participants. 
The number of “intuitive uses” coded at the level of participants’ think-aloud protocols 
increased, though, suggesting that the tested devices intrinsically posed issues for 
automaticity and not accuracy. 
 
Conversely, accuracy seems more sensible for assessing the design of 
innovative functions and cutting-edge technology. Due to their capacity to objectify 
cognitive causes of usage errors, schema induction experiments could support initial 
iterations of prototype testing (Fischer et al., 2014). Once a prototype’s flaws are 
pinpointed and corrected, other approaches may suffice for consolidating additional 
enhancements. If improvements are successful, speed and automaticity become more 
sensible criteria of assessment, provided they are worth the corresponding investment 
of labor.  
 
Finally, for the sake of being comprehensive, designers may seek guidance for 
instilling inventiveness at the level of a prototype's visual design. Fischer et al. (2015a, 
b; see also Tables 1-3 of this thesis) reviewed literature evidencing contents that are 
the object of some prior expertise or transferable knowledge remain equally easy to 
understand or handle, regardless of design. In this sense, features that are found to 
yield a transfer pattern seem ideal candidates for injecting some creativity or 
originality into a design. 
 
2. Remaining issues  
 
A schema induction experiment can determine the extent to which states or 
features of an interface challenge the prior schemata of a user population. Such an 
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assessment depends on the sample of participants, which must be carefully selected to 
meet the demographics and characteristics of expected end users. Thus far, DoIT# was 
tested on younger drivers familiar with common technologies, yet not with GPS 
systems and onboard computers. One would expect a different population to exhibit a 
different state plot than the one presented in Figures 13 or 14. For example, users 
naive with computers and smart phones may exhibit more inoperative induction 
patterns, and fewer positive induction and amendment patterns. Or, users familiar 
with on-board computers could be expected to exhibit more transfer patterns, and 
fewer positive and inoperative induction patterns.  
 
Also at stake is the familiarity of the domain for which a technology is 
implemented. To take an example, users from countries accustomed to seasonal 
allergies, such as Japan, may easily grasp the difference between a particle filter and 
carbon filter (viz. for pollen vs. smog). Amendment and positive induction patterns are 
more likely to be exhibited for such filter options, while users from countries in which 
allergies are not common would more likely exhibit inoperative induction. The degree 
to which schema-based screening captures prior schemata and learning needs of a 
select user population is a sensitivity issue yet to be examined. 
 
Methodological improvements are pending, such as the construct validity of 
each pattern. This work has already begun for patterns of transfer and positive 
induction, and is expected to extend to the patterns of inoperative induction, negative 
induction, and negative amendment. For now, the latter are based on assumptions 
from literature that have yet to be addressed in a hypothetico-deductive fashion. 
Additional studies are needed to extend the application scope of this method, in 
particular regarding its sensitivity to individual factors, interface type, etc. Most 
important is verification of the formative asset of schema-based analytics, namely its 
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ability to inform redesign and, if so, its cost-effectiveness compared to other 
lightweight techniques (e.g., cognitive walkthroughs, questionnaires).  
 
3. Prospective work 
 
As schema induction experiments do not rely on subjectivity, they can be 
automated to a large extent. As a reminder, the experimenter’s duties are to capture 
screenshots of a test interface, label them, generate word and function clues, and 
form clue-screenshot matching trials. The experiment itself is administered by 
computer, and user data recorded and analyzed in an automated fashion.  
 
With further programming, the above could be integrated into a single 
application. The driving force behind this follow-up project is to enable practitioners to 
create their own prototypes and carry out schema-based analytics (Fischer et al., 
2015c). A platform, called URU (for Unmoderated User Testing), is being developed 
that combines: 
• natural language processing techniques for automating the 
preparation of material (notably the generation of clues)  
• with web technology that enable unsupervised testing of participants 
from Amazon’s Mechanical Turk service.  
 
The goal of this strategy is facilitate the access of large pools of participants from 
countless demographics, and then to unleash the analytics power of the method 
presented in this thesis. Also sought are research contributions such as expanding the 
construct validity and sensitivity of clue-screenshot matching as a means for 
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