ABSTRACT The objective of this inductive research was to investigate: 1) the relationship between diabetes mellitus and individual risk factors of metabolic syndrome (MetS), in a non-conservative setting; 2) the prediction of future onset of diabetes using relevant risk factors of MetS; and 3) to investigate the relative performance of machine learning methods when data sampling techniques are used to generate balanced training sets. The dataset used in this research contains 667 907 records for a period ranging from 2003 to 2013. Quantifying the contribution of individual risk factors of MetS in the development of diabetes in a non-conservative setting logistic regression analysis was performed. Our analyses contradict the view that diabetes is commonly associated with low levels of high-density lipoprotein (HDL). Instead, our results demonstrate that the increased levels of HDL are positively correlated with diabetes onset, particularly in women. We also proposed J48 decision tree and Naïve Bayes methods for prediction of future onset of diabetes using relevant risk factors obtained from logistic regression analysis, over balanced and unbalanced datasets. The results demonstrated the supremacy of Naïve Bayes with K-medoids undersampling technique as compared to random under-sampling, oversampling, and no sampling. It is achieved on average 79% receiver operating characteristic performance with the increased true positive rate. The results of this paper suggest further research to clarify the pathophysiological significance of HDL and pathways in the development of diabetes.
I. INTRODUCTION
Diabetes Mellitus is a metabolic disorder of glucose management [1] , [2] . Over the last century, the prevalence of diabetes mellitus has escalated dramatically, thereby making it a global hazard [3] . Today, worldwide about 425 million people have diabetes [4] . This epidemic disease is also a major cost driver in healthcare. Healthcare expenditures for diabetes are anticipated to be $490 billion for 2030, accounting for 11.6% of the total health care expenditures in the world [5] . In addition to this, in 2015, diabetes alone was responsible for 4.5 million deaths around the world [4] . Globally, by 2030, it is projected that diabetes will be the 7th leading cause of death [5] , [6] . The dilemma is that typical patients who might develop diabetes are not aware of the associated complications involved therein. Identifying individuals at high risk for developing diabetes has become more relevant because of the positive results seen with medication and lifestyle modification in the prevention (or delay) of type 2 diabetes. However, predictive risk factors are needed to allow clinicians to identify and monitor individuals at increased risk for developing type 2 diabetes. Numerous clinical trials and meta-analyses studies confirm that MetS, a cluster of risk factors or clinical and biological abnormalities [7] , [8] , demonstrates a significant relationship with cardiovascular disease and all-cause mortality [9] , [10] .
Kadota et al. [11] evaluated the relationship between metabolic risk factor and cardiovascular mortality and concluded that glucose tolerance plays an important role in cardiovascular mortality. It has also demonstrated that excluding nonobese individuals with several metabolic risk factors from the diagnosis of MetS might overlook their risk of cardiovascular disease.
Wheelock et al. [12] conducted a research study for the development of diabetes into adulthood based on early childhood measurements and characterized the effect of metabolic syndrome on diabetes risk in 5-year windows of follow-up time, allowing for the visualization of short-, medium-, and long-term risk of diabetes attributable to early risk factors. Baseline measurements included Body Mass Index (BMI), blood pressure, serum cholesterol, and 2-hour plasma glucose after an oral glucose tolerance test. The results of the study demonstrated that blood pressure and cholesterol did not predict diabetes risk after adjustment for BMI and glucose tolerance.
Perveen et al. [13] also demonstrated that non-alcoholic fatty liver disease is strongly associated with MetS; the proposed method could potentially help physicians make more informed choices about their management of more vulnerable patients. Wilson [14] determined that the relative risk of coronary heart diseases was significantly higher in women than in men, although they did share the same number of metabolic risk factors. This study demonstrated that the presence of three or more metabolic risk factors increased the risk for coronary heart diseases.
Numerous existing research studies have demonstrated the role MetS plays as a predictor of cardiovascular disease [12] , [21] - [24] and reported that regardless of any clinical criteria or definition, it is the major outcome of cardiovascular disease [9] , [14] , [16] - [21] . Many reports have also confirmed a strong relationship between MetS and incident diabetes. A comprehensive and summative review article regarding utilizing MetS as a predictor for diabetes mellitus as well as cardiovascular disease can be found in [15] .
While no standard criteria have been defined for MetS [15] , in the majority of existing studies [10] , [22] , [23] diabetes is widely considered to be one component in the MetS criteria used for prediction of future diabetes onset. However, inclusion of diabetes as a contributing risk factor in the MetS profile loses its advantage as a predictor of incident diabetes.
In this data-driven study, we assessed the clinical importance inherent to MetS as the predictor of diabetes risk, in a non-conservative setting and hypothesized that diabetes is a major outcome of MetS rather than one of its contributing factors for prediction of future diabetes onset.
The concept of MetS, in a non-conservative setting, is helpful and important for healthcare providers to effectively utilize it in identifying individuals at higher risk of developing diabetes. This is particularly valuable not only for the prevention of diabetes itself, but also to decrease associated complications. Furthermore, patients at increased risk might become motivated to actively carry out lifestyle modifications, and physicians can implement the focused risk management and comprehensive implementation approaches available to them to mitigate major complications. [10] , [11] .
Therefore, we sought to examine the relationship of diabetes and individual risk factors of MetS, proposed by NHLBI and AHA as given in Table 1 , in a non-conservative setting, and systematically evaluate the predictive power of significant metabolomics data in predicting future risk of type 2 diabetes using machine learning techniques, and to examine whether data sampling approaches that generate balanced training sets, could improve the relative performance of these techniques. In this paper, we use the terms diabetes mellitus and type 2 diabetes mellitus interchangeably.
II. METHODOLOGY A. HEALTHCARE DATA
The dataset incorporated in this research is obtained from the Canadian Primary Care Sentinel Surveillance Network (CPCSSN) which is a pioneer multi-disease EMR-based surveillance system of Canada. Data from all participating networks, provided by family physicians and other primary care providers, are aggregated into a single national database (http://cpcssn.ca/). CPCSSN contains 667907 records for a period ranging from 2003 to September 30, 2013 and every record is comprised of various attributes regarding vital signs, diagnosis and demographics. This dataset has previously been used by Mashayekhi et al. [4] and Perveen et al. [24] to assert the discriminatability of the Framingham diabetes risk model in a Canadian population and to analyze the discrimination power of different ensemble techniques to classify individuals as diabetic respectively.
The CPCSSN dataset incorporated in this research includes information related to systolic blood pressure (sBP), diastolic blood pressure (dBP), HDL, triglycerides (TG), BMI, fasting blood sugar (FBS) and sex. All the records for lab values mentioned above for each patient are recorded in mmol/L and demographic and clinical characteristics are described using mean ± standard deviation for continuous variables and categorical data are expressed as frequencies and percentages. Out of 667907 records 40637 individuals have diabetes mellitus. An abstract detail of CPCSSN dataset is given in Table 2 .
As the consolidation of healthcare information from healthcare centers and hospitals in CPCSSN is an on-going endeavor, all information related to risk factors proposed by NHLBI and AHA for the diagnosis of MetS, used for the prediction of diabetes mellitus are not available for all the individuals, thus restricting the size of data. Approximately 36,234 patients out of 40,637 do not have information for all the factors that are considered in this research and were removed from study sample. Thus, this cross-sectional study resulted in a total of 4,403 records for final dataset that comprises of 59.43% female and 40.56% male and augmented with diabetic and non-diabetic status based on most recent laboratory test results. Among them approximately 4,045 are non-diabetic and 358 are diabetic as a whole as listed in Table 3 .
CPCSSN received ethics approval from the research ethics boards of all host universities for all participating networks and from the Health Canada Research Ethics Board. All participating CPCSSN sentinel primary care providers provided written informed consent for the collection and analysis of their EMR data. All data are fully anonymized, using the PARAT tool from Privacy Analytics (Ottawa, Canada). Ryerson University research ethics board provided a waiver of ethics review for this study. No animals were used in this study. All methods were carried out in accordance with relevant guidelines and regulations.
B. PROPOSED METHOD 1) ASSOCIATION BETWEEN RISK FACTORS OF METABOLIC SYNDROME AND DIABETES
Various institutions have defined metabolic syndrome as encompassing a set of clinical and biological risk factors including hypertension, central obesity, dysglycemia and dyslipidemia with insulin resistance as the source of pathogenesis [7] , [25] , [26] .
Many reports narrated that the predictability of MetS for diabetes mellitus onset is superior to the predictability linked with either the Framingham Risk Score Model [20] or conventional clinical risk factors excluding laboratory parameters, such as TRG, FBS, HDL and BP [27] . Hence, MetS would be helpful as a practical toolset for the prediction of future onset of metabolic disorders such as diabetes. Comprehensive selection of relevant predictors is crucial for the advance development and management of personal and public health. Moreover, we demonstrate how MetS criteria proposed by NHLBI and AHA, in a non-conservative setting, could be helpful in clinical practice, particularly for the prediction of future onset of diabetes. The selection is based on the bidirectional association of MetS risk factors with diabetes as shown in Table 1 . Hence, to evaluate the association of MetS risk factors with diabetes, logistic regression analysis is performed on the study data sample.
2) DEALING WITH IMBALANCED DATASET
Problems involving imbalance data are common to several fields including healthcare. However, numerous research articles have reported that in practice better classification performance could be gained by having balanced class distribution dataset [28] . Subsequently, a number of prominent methods have been proposed and used in the domain of data mining to tackle this problem in order to have better predictive performance [29] . These techniques are commonly VOLUME 7, 2019 known as ''Sampling Methods.'' The prime notion behind these methods is to refurbish the original dataset in order that uniform representation of each class is ensured in a dataset.
In the present study, a ten-year CPCSSN dataset consists of 667,907 instances that are comprised of a heterogeneous sample of diabetic (8.13% of the whole samples) as well as non-diabetic (91.86%) individuals. The StdDev between both classes is significantly large and could lead to lower accuracy of prediction by the classifiers.
As the classification algorithm presumes that the training data sample is drawn from a uniform distribution, it might be possible that a classifier will produce erroneous and undesirable results if it receives unbalanced data. Since the dataset used in this research is highly unbalanced as depicted in Table 3 , the study goal is to explore the role of different data sampling techniques and compare the performance of aforementioned machine learning techniques. The adopted method, to overcome unbalanced data, belongs to the class of external level solutions because they are independent of classification algorithms; we analyze three basic sampling approaches in addition to the no sampling approach and two classification algorithms. The following are the data sampling approaches incorporated in this paper:
All of the data points from majority and minority training sets are used.
b: RANDOM UNDER-SAMPLING
Random under-sampling technique, makes use of all the objects from the minority class. Instances are randomly removed from majority until the desired balance is achieved or both classes are equally balanced. The downside of this approach is loss of useful and important information from the majority class. In this case we take 10% samples without replacement from the non-diabetic patients and combine them with diabetic instances. Random under-sampling without replacement reduced the majority sample from 4045 to 404 patients. Now the diabetic event rate in the refurbished dataset after under-sampling is increased approximately to 46.98% from 8.13% as shown in Table 5 . 
c: RANDOM OVER-SAMPLING
In random over-sampling all instances from the majority and minority class are used. Additionally, the numbers of instances in the minority class are randomly replicated with replacement, until the desired balance is achieved. In this case we are replicating 358 samples 10 times with replacement from diabetic patients (minority class) and combining them with non-diabetic instances (majority class). Random over-sampling enlarged the minority class sample from 358 to 3580. Now the diabetic event rate for the new dataset after over-sampling is increased approximately to 46.95% from 8.13%.
d: K-MEDOIDS UNDER-SAMPLING
This sampling method is primarily based on under-sampling and unsupervised clustering algorithm. In this approach a k-medoid clustering algorithm is applied independently in which the clusters medoid /center object are the actual data object of interest. The data objects of the majority class are clustered where the value of K is equal to the number of minority class instances. As the cluster building process starts by randomly selecting initial cluster centers, the process is repeated and the best result (the one with the minimum cost) is selected. The new dataset after k-medoid under-sampling is a combination of whole data objects from the minority class and the cluster medoids obtained from the majority class. Subsequently, an abstract detail related to the characteristics of our study samples using different sampling techniques, is given in Table 4 .
3) MACHINE LEARNING CLASSIFICATION MODELS a: DECISION TREE CLASSIFICATION
J48 is an extension of the ID3 Decision Tree (DT) developed by Quinlan [33] . It is an open source java implementation of the C4.5 algorithm in the Weka collection. It consists of using a variation of information gain, generally used to overcome the effect of biasness. An attribute with the highest gain ratio is selected to be a splitting attribute in building the tree [2] . Gain ratio-based DT comparatively outperforms information gain in terms of both accuracy and dealing with complex tasks [31] - [33] . Gain ratio, is defined as follows:
Entropy is a gauge to measure the level of disorder in data. Basically, it defines the quantity of information provided by an event. DT is a tree like hierarchical structure that consists of branches (arcs) and three types of nodes, root, intermediate and leaf node respectively that correspond to the sequence of decision rules. Comprehensive detail regarding DT with their specificity and sensitivity is provided in [32] , [34] , and [35] .
b: NAÏVE BAYES (NB)
Naïve Bayes classification, a supervised learning algorithm, belongs to the family of simple probability classifiers based on Bayes theorem, with strong independence assumptions between the features [36] . This assumption made it computationally less complex, easy to build and with no complicated iterative parameter estimation, which make it more attractive to use for large datasets. By using a probabilistic approach, it allows the capture of uncertainty about the underlying model in a principled manner by determining the probabilities of the outcomes. Lewis [36] provides a detailed description of the Naïve Bayes classifier. An abstract overview of the proposed method is illustrated in Figure 1 . It demostrates study sample, risk factors of MetS proposed by NHLBI and AHA along with proposed concept that diabetes is a major outcome of MetS rather than one of its contributing factors, data sampling techniques (random under sampling over sampling with replacement and k-mediode sampling) incorporated in this study for balancing class distribution, classification algorithms (J48 (C4.5) decision tree and NB) and different performance measures to evaluate the performance of the proposed method.
c: EXPERIMENTAL CONFIGURATION
We selected Naïve Bayes and J48 for predictive modeling because in pre-experiments using several machine learning algorithms, these two machine learning algorithms showed the best predictive power; in addition, Naive Bayes and J48 decision tree are widely used machine learning algorithms to solve association, prediction and classification problems in epidemiological and medical studies because of their unique characteristics.
The J48 decision tree algorithm is run with the following settings: as the confidence factor that represents a threshold value of allowed inherent error in data (whether an attribute is inside the confidence interval of the assigned class) is set to 0.5, while pruning the decision tree is set to true. The minimum number of instances at a single leaf node for which confidence interval is computed was set to 15 individuals. In order to obtain simpler and smaller decision trees, binary split is set to false. After training the classification models with the above-mentioned experimental setup, the next most important task is to validate them. The hold-out method is used to validate the performance of the both models. The hold-out method basically portioned the dataset into two disjoined subset into training and test datasets in order to train and test the model respectively. In this research 70% and 30 % ratio is used for training and testing respectively. An abstract detail of each study sample is presented in Table 4 . The detailed experimental results can also be seen in Table 8 .
d: PERFORMANCE MEASURE
To assess the discriminative capability of the abovementioned classifiers in each dataset, commonly used performance measures (such as Area under Receiver Operating Characteristic curves (AROC), Precision, Recall, F-measure and Matthews Correlation Coefficient (MCC)) are incorporated in this study [37] - [39] . The following formulas are used to measure abovementioned performance measures are shown below.
Where as l in equation 2 and 3 represents the number of classes and TP, TN, FP and FN in equation 5 represent true positives, true negative, false positives and false negatives instances, respectively. The MCC performance measure is also incorporated to analyze the performance of our proposed model. In the most general case, MCC is a good compromise amongst discriminancy, consistency and coherent behaviors with imbalanced class distribution as in our case (see Table 4 ) and randomization. It is in essence an association between the observed and predicted binary classifications and ranges between −1 and +1, where −1 depicts a perfect inverse prediction between prediction and observation and +1 represents a perfect prediction, 0 no better than random prediction.
We also incorporated the AROC curve for performance evaluation. Theoretically, the AROC can have values ranges from 0 to 1, where a classifier with best discrimination capability will take the value of 1. Nevertheless, the practical lower bound for classification with random discrimination capability is 0.5 which indicates a classifier with no discriminative capability.
III. RESULTS
All experiments and statistical analyses were performed using IBM SPSS Statistics (version 19), Waikato Environment for Knowledge Analysis (WEKA, version 3.9) data mining tool and Python (Version 2.7). Scikit-learn API, which is designed to interoperate with the Python numerical and scientific libraries NumPy and SciPy, was used for identifying K-medoids.
A. ASSOCIATION OF DIABETES MELLITUS WITH THE INDIVIDUAL RISK FACTORS OF MetS
In the dataset used for this study, there are 4045 non-diabetic individuals and 358 individuals with diabetes. Five clinical risk factors are considered relevant in the context of diabetes prediction proposed by NHLBI and AHA for the diagnosis of MetS. Subsequently, logistic regression is performed to validate the association and predictive power of each of these risk factors in the context of diabetes. The SPSS statistical software is used to find the significant p-value for individual risk factors in males and females separately. The logistic regression model is statistically significant, Nagelkerke R 2 (6)=0.316 and 0.41 for males and females, respectively; which means that the models can explain approximately 30-40 % of the variance in the dependent variable associated with the predictor (independent) variables. All the risk factors showed statistically significant difference for the male and female populations. Tables 6 and 7 demonstrate comparative predictive powers of the individual risk factors in males and females, respectively. 
B. COMPARISON OF DATA SAMPLING TECHNIQUES AND CLASSIFICATION ALGORITHMS ON UNBALANCED AND BALANCED DATASETS
Once the study design and study population are addressed, the challenges that follow in the methodology of predictive research are the development, validation, or assessment of multivariable prediction models. Use of poor methods may lead to biased results [35] , [39] - [42] . We incorporated both unbalanced and balanced datasets together with three data sampling techniques that include random under-sampling, over-sampling with replacement and K-medoids sampling in order to obtain a better insight as to which of the proposed techniques contribute most to the classification algorithms. Hold out method was adopted for model building. An abstract detail of each study sample is presented in Table 4 . The datasets were then fed into J48 decision tree and Naïve Bayes algorithms.
To evaluate the overall discriminative capability of multivariate classifiers different, well accepted accuracy measures are used that include precision, recall, F-measure, MCC and AROC. Fig. 2 demonstrates the performance of the supervised classification algorithms on the unbalanced datasets using MetS predictors in the context of diabetes prediction. The results show weighted average performance on both diabetic and non-diabetic classes. Naïve Bayes classifier achieves 71% ROC with 70% false positive rate. Whereas J48 demonstrates 50% ROC and 93% false positive rate, which indicates lowest predictive power or random guessing. Here the problem of unbalanced data can be seen noticeably. The results demonstrate that the false positive rate is very high. If we examine Table 7 we can see that the performance of these classifiers is approximately 70% for non-diabetics, which is the majority class. On the other hand, if we consider J48 (C4.5) classifier is unable to perform well on the minority diabetic class in our study sample. They resulted in biased predictions and misleading accuracies. The comparative results of Naïve Bayes and J48 on the balanced dataset which is generated using random under-sampling method is shown in fig. 3 . The results show that random under-sampling method has improved the performance of both classification models as compare to no sampling. Naïve Bayes classifier achieved on average 79% ROC performance with increased true positive rate (81% and 69% for non-diabetic and diabetic classes, respectively) and VOLUME 7, 2019 with minimized false positive rate (30% and 18% for nondiabetic and diabetic classes, respectively). On the other hand, the results show that the J48 model also depicts variation in ROC performance and effectively improved it on average 78%. Furthermore, the random under-sampling technique has also improved true positive rate (to 70% and 81% for non-diabetic and diabetic classes, respectively and decreased false positive rate 18% and 29% for non-diabetic and diabetic classes, respectively).
FIGURE 4.
Performance of classification models on balanced dataset using random over-sampling.
FIGURE 5.
Performance of classification models on balanced dataset using K-medoids Sampling. Fig. 4 and 5 illustrate the performance of Naïve Bayes and J48 on balanced datasets that are generated using two sampling approaches: random over-sampling with replacement and K-medoids sampling respectively. These techniques are used in our experimental setup for predicting diabetes in an individual using MetS risk factors. In Fig. 4 the ROC performance of the J48 classifier using a dataset generated through the over-sampling method is very comparable to the ROC performance of Naïve Bayes using the dataset generated through K-medoids sampling as shown in Fig. 5 . However, there is a slight variation observed in the MCC performance measure in the case of J48 using over-sampled dataset. It can be concluded from these results that the K-medoids sampling method has significantly improved the performance of both classifiers in term of increased sensitivity and specificity.
In particular, Naïve Bayes achieved the highest ROC performance on average 86% as compared to J48 ROC performance (82%). A detail demonstration of experimental results obtained from unbalanced and balanced datasets using the above-mentioned algorithms are presented in Table 8 .
IV. DISCUSSION
Diagnostic prediction of a particular disease is becoming a significantly important domain due to the large and rich medical datasets that are gradually becoming available [26] . However, clinical datasets with extensive features are hard to access due to a variety of valid reasons [40] . Such datasets are still an important resource for at least two reasons. Firstly, they provide population level clinical knowledge. Secondly, they allow data mining researchers to develop methodologies for clinical decision support systems [44] .
Comprehensive management of risk factors is very important for the improvement of personal and public health. As mentioned above, although MetS presents various unresolved issues owing to lack of certainty inherent in biological disease, it is ideal as a predictor of future onset of diabetes.
With the inclusion of diabetes in the defining criteria, MetS loses its clinical advantage as a predictor for the development of diabetes. Shin et al. [15] also demonstrated that the prevalence of MetS is relatively weak in predicting diabetes onset, compared with its value in non-diabetic subjects. As the concept of MetS, in a non-conservative setting is helpful and important for physicians in identifying individuals at higher risk of diabetes. Hence, more attention should be given to the role that MetS can play as an intervention tool for diabetes prevention under a non-conservative setting. By receiving a diagnostic risk of developing diabetes using MetS, patients might become motivated to actively carry out lifestyle modifications, and physicians can implement the focused risk management and comprehensive implementation approaches available to them to mitigate major complications.
Unlike the proposed study, existing research [10] , [22] , [23] have not assessed the clinical importance inherent to MetS as the predictor of diabetes risk, in a non-conservative setting. In the present study an effort has been made to evaluate and verify this hypothesis that diabetes is a major outcome of MetS rather than one of its contributing factors for diagnostic prediction of diabetes. Therefore, we sought to examine the relationship of diabetes and individual risk factor of MetS, proposed by the National NHLBI and AHA. Ideally, potentially significant candidate risk factors are selected based on some theoretical or clinical understanding. There is no clear-cut method that is widely recommended for the selection of independent risk factors from a set of candidate risk factors. Many research studies have highlighted the importance of optimal selection of significant risk factors as spurious risk factors increase the chance of biased results in terms of over-fitted and unstable models [41] - [43] . In the present study logistic regression is also performed to validate the predictive power of individual risk factors proposed for MetS for the prediction of future diabetes onset. [41] also demonstrated that FBS solely is the prime risk factor with the ability of predicting diabetes incidence. As a consequence, MetS with FBS is a complimentary aid in the prediction of future diabetes in an individual; the populations in this category especially required extensive care in healthcare management services.
The role of MetS in individuals who have been diagnosed with diabetes is a topic many believe should not be ignored. Alexander et al. [44] described in their research that in the US, among diabetic patients, the prevalence of MetS is approximately 80%. Most individuals with diabetes have multiple contributing risk factors for the onset of cardiovascular disease other than hyperglycemia. As cardiovascular disease is the major cause of mortality in diabetic individuals [15] , [45] , [46] , more consideration should be exercised with regard to all modifiable risk factors.
Although increasing levels of FBS is linked with an increased likelihood of exhibiting diabetes both in males and females, increasing HDL is associated with a reduced likelihood of diabetes onsets in males particularly [45] - [47] with an approximately 20% reduced chance of developing diabetes with a one-unit change in HDL.
All the risk factors have significant relation with diabetes in males and females, except dBP. In females, as compare to males, amongst all of the variables, dBP does not significantly add value to the model. Existing research studies have extensively described that highly elevated HDL is associated with increased risk of cardiovascular disease [48] , [49] . The results of this study also reveal that although high levels of HDL are typically associated with sound health status, this may not be the always case, particularly for women. Elevated HDL in women is not necessarily good and is not always promising for the preventions of diabetes mellitus. The presence of a one-unit increase in HDL is positively correlated to diabetes onset (p < 0.005, OR = 1.017 [95% CI, 0.638-0.621]). We need to examine this relationship, to clarify the pathophysiological significance of HDL and pathways in the development of diabetes. Further studies are obviously required in this regards, depending on their sexes and genetic backgrounds.
In practice, existing literature have shown that better prediction performance can be achieved by having balanced data [50] ; therefore, after validating significant risk factors, a robust yet simple framework is proposed to address the class imbalance problem in the study sample. The results demonstrated the supremacy of K-medoids under-sampling technique as compare to random under-sampling, oversampling and no sampling.
The reason behind comparative lower performance of random under-sampling and over-sampling is that over-sampling techniques randomly select some instances from the minority class and replicate them in order to generate a balanced dataset with equal distribution for each class. These new replicated instances are similar or even identical to the original minority class instances that make it easier to correctly classify. Basically, this leads to overoptimistic estimation of the accuracy for the minority class whereas; the accuracy for the majority class remains large due to the class imbalance bias. On the other hand, random under-sampling may lead to loss of vital information as data instances are randomly eliminated until the desired threshold is met. This leads random under-sampling to perform worse than oversampling. In contrast, the K-medoids sampling technique uses heuristics and optimally selects/eliminates the data instances, hence its performance is superior compared with the corresponding other techniques. This research demonstrates that the proposed technique is suitable for use in situations where sample sizes are small and datasets are unbalanced with optimal discrimination for prediction of diabetes.
V. CONCLUSION
The present study assessed the association between risk factors of MetS and diabetes mellitus. Subsequently, it evaluated the predictive powers of multivariate classification algorithms: Naïve Bayes and J48 (C4.5) decision tree model using relevant risk factors together with combinations of random under sampling, over sampling and k-medoids sampling techniques to generate balanced training sets to improve the predictive accuracy for the minority class. To the best of our knowledge, this is the first study for predicting incident diabetes using machine learning methods based on relevant risk factors of MetS risk proposed by NHLBI and AHA. The results demonstrated the supremacy of Naïve Bayes with K-medoids under-sampling technique as compared to random under-sampling, over-sampling and no sampling. Experimental results also demonstrate that the proposed technique is suitable with optimal discrimination for prediction of future onset of diabetes, understanding the contributing factors, role of data sampling techniques to generate balanced training dataset and building efficient prediction models. These tools can help produce specific guidelines to facilitate physician and healthcare providers to make informed choices about the management of patients with risk of future onset of diabetes and improve their health condition. This research also suggests further research to clarify the pathophysiological significance of HDL in the development of diabetes particularly in women. These techniques can also be extended to predict other type of ailments which arise from metabolic syndrome.
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