Density estimation is an old and central problem in statistics and machine learning. There exists only few approaches to cast this problem in a differential privacy framework and to our knowledge, while all provide proofs of security, very little is still known about the approximation guarantees of the unknown density by the private one learned. In this paper, we exploit the tools of boosting to show that, provided we have access to a weak learner in the original boosting sense, there exists a way to learn a private density out of classifiers, which can guarantee an approximation of the true density that degrades gracefully as the privacy budget ε decreases. There are three key formal features of our results: (i) our approximation bound is, as we show, near optimal for our technique at hand and (ii) the privacy guarantee holds even when we remove the famed adjacency condition of inputs in differential privacy, thereby leading to a stronger privacy guarantee we relate to as integral privacy. Finally, (iii) we provide for the first time approximation guarantees for the capture of fat regions of the density, a problem which is receiving a lot of attention in the generative adversarial networks literature with the mode capture problem. Experimental results against a state of the art implementation of private kernel density estimation display that our technique consistently obtains improved results, managing in particular to get similar outputs for a privacy budget ε which is however orders of magnitude smaller.
Introduction
Density estimation is an old problem in statistics [Fix and Hodges, 1951, Silverman, 1986] . In a differentially privacy setting, learning unknown distribution P through a private distribution Q entails two objectives: ≤ exp(ε) , ∀x ∈ X, ∀D ≈ D .
I is a suitable form of divergence, b > 0 bounds the approximation error and ε is the differential privacy budget [Dwork and Roth, 2014] . Q(.; D) indicates reference to the sample from which Q was learned, and ≈ means that samples differ from one observation only. This constraint is a cornerstone of the protection: the output of a differentially private mechanism is guaranteed to have small fluctuations when its input is subject to local perturbation [Dwork and Roth, 2014] , thereby leading to an appealing protection called plausible deniability if each input is an individual. A substantial literature has covered the case where Q is an histogram [Machanavajjhala et al., 2008] (and references therein), essentially focusing on the privacy requirement (2) (some work have also analyzed the accuracy requirement (1), but from an expected divergence standpoint [Wasserman and Zhou, 2010, Section 4] ). Some work have covered the continuous case , Duchi et al., 2013a , Hall et al., 2013 , Wasserman and Zhou, 2010 (and references therein), essentially through the expression of Q in a basis of functions whose coefficients are randomized to achieve privacy. A subset of them has also derived guarantees in expectation and in a minimax setting [Duchi et al., 2013a,b, Wasserman and Zhou, 2010] . Applications include the privatization of the popular kernel density estimation [Silverman, 1986] in . If we except the combination with a uniform histogram [Wasserman and Zhou, 2010, Section 4 .1], all previous techniques involve randomization at some point in the process, and many of those use general randomization tools from the differential privacy toolbox [Dwork and Roth, 2014, Chapter 3] . Density estimation is one domain for which it has been formally shown that applying such general tools can yield significantly suboptimal performances, hence pleading for tailored solutions [Wainwright, 2014] . To summarize, learning a differentially private density entails two separate problems: (i) guarantee the privacy of the estimation, (ii) guarantee any relevant approximation of the true density. While all previous approaches would show the privacy guarantee , Duchi et al., 2013a , Hall et al., 2013 , Wasserman and Zhou, 2010 , very few of them would investigate formal approximation guarantees to the true density at affordable assumptions about the models at hand [Duchi et al., 2013a , Wainwright, 2014 . To our knowledge, there is to date no fully practical and private approach showing strong formal approximation guarantees in the intersection of those previous work. Our contribution is the introduction and thorough analysis of a new technique for private density estimation which builds upon a celebrated theory of statistical learning: boosting [Kearns, 1988 , Sebastiani, 1996 . Boosting was previously used once in the context of differential privacy to privatize database queries . Compared to this work, we use the ingredients of boosting as they were initially designed: a weak learner outputting classifiers slightly different from random guessing. Hence, we bring density estimation in contact with supervised classification and our techique learns a private density out of classifiers. Those classifiers are used to craft the sufficient statistics of an exponential family -hence, with the successes of deep learning, those sufficient statistics can represent extremely complex mappings resulting in extremely diverse densities. To be more specific, our contribution can be split along the following three main lines:
We introduce a new algorithm for private density estimation, IPB-DE, which is straightforward to implement and only requires access to an oracle providing classifiers, from which the output density is crafted as an exponential family. If this oracle is a weak learner in the original sense of the boosting theory, then we provide formal conditions under which (i) the density learned by IPB-DE, Q T , converges with the number of iterations to the target density P as we relax the privacy constraints and increase the number of boosting iterations T ; we also show that IPB-DE can be successful at a problem generalizing the mode capture problem, that of capturing "fat" regions of Our method, ε = 0.25
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Figure 1: Our method vs private KDE on a ring Gaussian mixture (see Section 5). Remark the values of ε (chosen for the densities to look alike).
the density. Finally, we show that IPB-DE achieves performances close to the optimum for the kind of approaches that we consider;
We show that our algorithm satisfies the requirements of ε-differential privacy, and in fact complies with a significantly stronger model of privacy in which we remove the adjacency constraint in (2). This also implies that we remove the constraint that samples D, D have the same size. We achieve this level of privacy by ensuring bounded variations in the densities that we model -bounded but still ensuring that we always learn something from the true density regardless of ε;
We provide experimental results against a state of the art approach to private KDE , which shows that our approach outperforms private KDE, in particular when ε is small, which makes IPB-DE a good fit for privacy demanding applications. Figure 1 provides an example of experimental result comparing the two approaches (See Section 5).
The rest of this paper is organized as follows. Section 2 presents related works. Section 3 introduces key definitions. Section 4 introduces our algorithm, IPB-DE, and states its key privacy and approximation properties. Section 5 presents experiments and a last Section discusses and concludes. For the sake of readability, all proofs are postponed to an Appendix.
Related work
The simplest approaches to private density estimation compute a private distribution Q from a non private one,Q by a simple combination with an uninformed distribution U as:
where "+" is a shorthand for the combination, which can be as simple as a convex combination for an uniform U when the input data S is an histogram [Wasserman and Zhou, 2010] . More complex versions of the couple (+, U ) exist, and a broad litterature has been early developed for discrete distributions [Machanavajjhala et al., 2008] (and references therein). For a general Q not necessarily discrete, more sophisticated approaches have been developped, most of which exploit the basic toolbox of differential privacy (DP, [Dwork and Roth, 2014, Section 3] ): given non-privateQ, one compute the sensitivity s of the approach, then use a standard mechanism M (Q, s) to compute a private Q. If mechanism delivers ε-DP, like Laplace mechanism [Dwork and Roth, 2014] , then we get an ε-DP density. Such general approaches have been used for Q being the popular kernel density estimation (KDE, [Givens and Hoeting, 2013] ) in several ways , Hall et al., 2013 . A convenient way to fit Q is to approximate it in a specific function space, being Sobolev [Duchi et al., 2013a , Hall et al., 2013 , Wasserman and Zhou, 2010 , Bernstein polynomials , Chebyshev polynomials [Thaler et al., 2012] , and then compute the coefficients in a differentially private way. This approach suffers several drawbacks. First, the sensivity s depends on the quality of the approximation: increasing it can blow-up sensitivity in an exponential way , which translates to a significantly larger amount of noise. Second, one always pays the price of the underlying function space's assumptions, even if limited to smoothness [Duchi et al., 2013a ,b, Hall et al., 2013 , Wainwright, 2014 , Wasserman and Zhou, 2010 , continuity or boundedness , Duchi et al., 2013a ,b, Thaler et al., 2012 . We note that we have framed the general approach to private density estimation in ε-DP. While the state of the art we consider investigate privacy models that are at least closely related, not all are ε-DP: some opt for a more local form of differential privacy [Duchi et al., 2013a ,b, Wainwright, 2014 , others for relaxed forms of differential privacy [Hall et al., 2013, Rubinstein and . Nevertheless, all share the common canvas that a training sample S is required to compute M (Q, s) , Duchi et al., 2013a ,b, Hall et al., 2013 , Machanavajjhala et al., 2008 , Thaler et al., 2012 , Wainwright, 2014 , Wasserman and Zhou, 2010 . In terms of privacy, keeping such data in a trusted party may be fine, but it provides weak protection against white box attacks described as pan-private [Dwork, 2010] . A trivial workaround exists that would noisify S and keep the original S out of reach, but at the obvious expense of accuracy on M (Q, s). Finally, if all previous techniques formally investigate privacy (eq. (2)), the quality of the approximation of Q with respect to P (eq. (1)) is much less investigated. The state of the art investigates criteria of the form J(P, Q)
where the expectation entails all relevant randomizations, including sampling of S, mechanism M , etc. [Duchi et al., 2013a ,b, Wainwright, 2014 , Wasserman and Zhou, 2010 ; minimax rates J * .
= inf Q sup P J(P, Q) have also been investigated [Duchi et al., 2013a ,b, Wainwright, 2014 .
Definitions
Let X be a topological space (typically, X = R d ) and let P be the target distribution. Without loss of generality, all distributions considered have the same support, X. We are given a dataset D = {x i }, where each x i ∼ P is an i.i.d. observation and our goal of density estimation is to propose a distribution Q ε (x; D) such that KL(P, Q ε (x; D)) is small, where KL denotes the Kullback-Leibler divergence. We pick the KL divergence because of its popularity, technical convenience and the fact that it is the canonical divergence for broad sets of distributions [Amari and Nagaoka, 2000] . We indicate a constant ε, which represents a privacy budget: ε > 0 and the smaller, the stronger is the privacy demand.
In supervised learning, a classifier is a function c : X → R where sign(c(x)) ∈ {−1, 1} denotes a class. We assume that c(x) ∈ [− log 2, log 2] and so the output of c is bounded. This is not a restrictive assumption; in the context of boosting, many work would in fact assume the same [Schapire and Singer, 1999] . We now present the weak learning assumption. It involves a weak learner, which is an oracle taking as inputs two distributions P and Q and is required to always return a classifier c that weakly guesses the sampling from P vs Q.
Definition 1 (WLA) Fix γ P , γ Q ∈ (0, 1] two constants. We say that WeakLearner(., .) satisfies the weak learning assumption (WLA) for γ P , γ Q iff for any P, Q, WeakLearner(P, Q) returns a classifier c satisfying
Remark that as the two inputs P and Q become the same distribution, it is harder to satisfy the WLA, but this is not a problem as whenever this happens, we shall have successfully learned P through Q. The classical theory of boosting would just assume one constraint over a distribution M whose marginals over classes would be P and Q [Kearns, 1988] , but our definition can in fact easily be shown to coincide with that of boosting.
Definition 2 Let D and D denote input datasets from X, and D ≈ D denote the predicate that D and D differ by one observation. Let A denote an algorithm which outputs densities from input datasets. For any fixed ε > 0, A is said to meet ε-differential privacy (DP) iff, noting Q ε (.; D) (resp. Q ε (.; D )) any output of A on D (resp. D ), it always holds that
A is said to meet ε-integral privacy (IP) iff (5) holds even when removing the D ≈ D constraint.
Note that integral privacy is a significantly stronger notion of privacy since by removing the D ≈ D constraint, we implicitely remove the constraint that D and D are neighbors or have the same size.
An integrally private boosted density estimation algorithm
Before we provide our algorithm, we show how the joint objective of being both integrally private and accurate is non trivial to satisfy when it comes to density estimation. In essence, for any integrally private algorithm, the guarantee of being accurate once (on a single D) means being always accurate (on every D).
Lemma 3 Suppose algorithm A is ε-IP and there exists a dataset D and
2: for t = 1, . . . , T do 3:
The proof is straightforward; we give it for completeness: for any D, D , we have
from which we derive the statement of Lemma 3 assuming A is ε-IP.
We now present our algorithm, IPB-DE. It essentially consists in repeatedly querying the weak learner to discriminate between P and a guess distribution Q t which is progressively refined using its output classifier c t , for a number of iterations T . We start boosting by setting Q 0 as the starting distribution, typically a simple uninformed (to be private) distribution such as a standard Gaussian. The classifier is then aggregated on to Q t−1 in the following way, integrating the normalization constant:
where θ(ε) = (θ 1 (ε), . . . , θ t (ε)), c = (c 1 , . . . , c t ) (from now on, c denotes the vector of all classifiers) and ϕ(θ(ε)) is the log-normalizer given by
This process repeats until t = T and the proposed distribution is Q ε (x; D) = Q T . It is not hard to see that Q ε (x; D) is an exponential family with natural parameter θ(ε), sufficient statistics c, and base measure Q 0 [Amari and Nagaoka, 2000] . We now shows three formal results on IPB-DE.
IPB-DE is integrally private
We now show that IPB-DE meets the requirements of integral privacy.
Theorem 4 IPB-DE is ε-integrally private.
(Proof in Appendix, Section 7.1) We observe that privacy comes with a price, as for example lim ε→0 θ t (ε) = 0, so as we become more private, the updates on Q . become less and less significant. This contrasts with classical approaches on differential privay relying on noise injection, as in the case of increased privacy we would typically increase the variance of the noise [Dwork and Roth, 2014] .
IPB-DE approximates the target distribution in the boosting framework
Circumventing the constraints of accurate integral privacy in the context of density estimation (Lemma 3) can be done via the boosting trick: boosting requires weak improvements over randomness, but it does so regardless of the input to the weak learner. Hence, it could be used to get guarantees in the integral privacy framework, which we now indeed give, as we show that IPB-DE is a boosting algorithm, and we obtain a bound on the KL divergence which is guaranteed to decrease at each iteration provided the weak learner is not too weak. We include the iteration index t in the notations from Definition 1 since the actual values may differ amongst iterations, even when they are still within the prescribed bounds (as e.g. for c t ).
Theorem 5 For any t ≥ 1, suppose WeakLearner satisfies at iteration t the WLA for γ t P , γ t Q . Then the KL divergence drops as follows:
where
and Γ(z) = log(4/(5 − 3z)).
(Proof in Appendix, Section 7.2) We will refer to the two cases as high and low boosting regimes respectively. Remark that in the high boosting regime, we are guaranteed that Λ t ≥ 0 and provided γ t Q > 1/3, the KL divergence is guaranteed to decrease. Otherwise, the drop largely depends on the performance of the classifiers at each iteration. During early iterations of boosting, when Q t−1 and P are easier to tell apart, it is expected that γ t P and γ t Q are such that we enter the high boosting regime. Eventually when P and Q t−1 are closer, we will have γ t Q < 1/3 and thus enter the lower regime, in which case we need γ t P + γ t Q ≥ c * t · θ t (ε)/2 so that the bound is not vacous. This is a somewhat minor constraint since as t increases, θ t (ε) tends to 0.
Since the factor θ t (ε) decreases at each iteration, the largest guarantee on the KL variation in (13) occurs during the early iterations, which is a good thing since it is during the early iterations that we can expect the classifiers to be able to tell P and Q t apart, therefore bringing IPB-DE to the high boosting regime and to a guaranteed KL drop in (13).
It is not hard to check that the total drop guarantee of the KL divergence behaves as KL(P, Q 0 )− KL(P, Q T ) = Ω(ε), which vanishes as ε → 0, highlighting the cost of privacy. It also not hard to show that such a kind of drop is optimal for the approach we take, in which the variations of the density Q T are limited (for an illustration, see Lemma 9 in the proof of Theorem 4, Appendix). We could probably obtain much better guarantees from the KL standpoint by alleviating this constraint, but it actually comes with the major benefit of the integral privacy guarantee. We show the near optimality of our approach in Appendix, Section 7.2.
IPB-DE and the problem of mode capture
Our last results shows that IPB-DE gives guarantees on "mode capture", which we reframe in our context as the successful capture of "fat" regions of P , of which significant modes would just be a particular case. This is a prominent problem in the area of generative models [Tolstikhin et al., 2017] . We give two results on this, where the first result shows how the mass capture quantity B dQ t behaves for any t and any region B. The second result is more specific to regions B that contain a mode. In particular, we describe a setup where each mode of the target distribution is acquainted with its own region. To do this, we employ Voronoi partitioning. Suppose that the target distribution P has m modes, denoted by x * 1 , x * 2 , . . . , x * m and consider a Voronoi partition of X based on the m modes and so that V k denotes the Voronoi cell associated with x * k . The fatness of the mode x * m can be understood as the quantity
Since this is a Voronoi partition, we have the desired properties that each mode x * k is contained in exactly one Voronoi cell V k and that the support is partitioned into the cells, so that
We note that any partition that satisfies the above is sufficient however we chose Voronoi for its established convenience.
Theorem 6 For any region B,
where ∆ t = KL(P, Q 0 ) − KL(P, Q t ).
(Proof in Appendix, Section 7.3) Notice that B dQ t should increase with ε (we reduce privacy). For this to happen, and so for the bound not to be vacuous, we need to have B dP + 2∆t ε − 1 > 0, which essentially imposes to have ∆ = Ω(ε) and B dP not too small, i.e. Theorem 6 applies to relatively fat modes and during the early rounds of boosting (t small). We can show another theorem for mode capture which proves that at each iteration, at least one mode has its voronoi cell which is better captured.
Theorem 7 At each iteration t of boosting, the density mass of Q t compared to Q t−1 increases across at least one Voronoi cell of P for every iteration in the high boosting regime.
(Proof in Appendix, Section 7.3) Theorem 7 can also hold outside the high boosting regime, with a refinement of the analysis: the exact quantity of increase for a mode region B (see proof) is
and remark that we guarantee a positive increase as long as
If a given mode region has not yet been sufficiently captured by the algorithm at iteration t, then we expect that a weak learning classifier c t is easily able to distinguish P from Q t−1 over this particular region. The left hand side of Equation 18 is precisely the accuracy of such a classifier on the mode region B and is large for uncaptured regions B, whereas the right hand side is small since B dP < 1. Thus, this regions is better captured at iteration t.
Experiments
Architecture of Q t and private KDE: we carried out experiments on a simulated setting inspired by , to compare IPB-DE (implemented following its description in Section 4) against differentially private KDE [ . We fit neural network classifiers: if we let X ∈ {R, R 2 } the input support, then the neural network architecture for each classifier c t is:
At each iteration t of boosting, the neural network classifier c t is trained using 10, 000 samples from P and Q t−1 using Nesterov's accelerated gradient descent with η = 0.01 based on cross-entropy loss with 750 epochs. Random walk Metropolis-Hastings is used to sample from Q t−1 at each iteration. For the number of boosting iterations in IPB-DE, we pick T = 3. This is quite a small value but given the rate of decay of θ t (ε) and the small dimensionality of the domain, we found it a good compromise for complexity vs accuracy. Finally, we pick for Q 0 a standard Gaussian, with zero mean and identity covariance. We perform comparisons against privatized kernel density estimation , which we refer to as DPB. We use a bandwidth kernel and learn the bandwidth parameter via 10-fold cross-validation.
Metrics: we consider two metrics, inspired by those we consider for our theoretical analysis and one investigated in Tolstikhin et al. [2017] for mode capture. We first investigate the ability of our method to learn highly dense regions by computing mode coverage, which is defined to be P (dQ < t) for t such that Q(dQ < t) = 0.95. Mode coverage essentially attempts to find high density regions of the model Q (based on t) and computes the mass of the target P under this region. Second, we compare the negative log likelihood, −E P [log Q] as a general loss measure. Domains: we essentially consider three different problems. The first is the ring Gaussians problem, following e.g. Goodfellow [2016] : we simulate a Gaussian mixture distribution with 8 modes regularly spaced on a circle. The target distribution contour map can be seen from the approximation of IPB-DE in Figure 2 for ε = 5. We also consider a mixture of three "random Results: due to the lack of space, we report here results on the ring and 1D Gaussians, and push to Appendix (Section 8) the results on the random Gaussians. Figure 2 displays contour plots of the learned Q against DPB . Figure 1 in the introduction also provides additional insight in the comparison. Figure 4 provides metrics for the 1D Gaussian domain comparison.
The experiments bring the following observations: IPB-DE is be much better at density estimation than DPB if we look at the ring Gaussian problem. IPB-DE essentially obtains the same results as DPB for values of ε that are 400 times smaller as seen from Figure 1 . We also remark that the density modelled are more smooth and regular for IPB-DE in this case. Looking at the results on the random Gaussians dampens a little bit our performances against DPB, even when the densities IPB-DE learns are still a better fit, and still more regularly shaped. We attribute the fact that our performances are much better on the ring Gaussians to the fact that our Q 0 is a standard Gaussian, located at the middle of the ring in this case. Nevertheless, this initial distribution, which is the same standard Gaussian for the random Gaussians domain, should then come as a disavantage on this random Gaussians domain and we clearly see that even in this case, IPB-DE still provides significantly better fits than DPB.
All domains show a consistent decreasing NLL for IPB-DE as ε increases, with a very sharp decrease for ε < 2 on the random Gaussians (Appendix, Section 8). We attribute it to the fact that it is in this regime of the privacy parameter that IPB-DE captures all modes of the mixture. For larger values of ε, it justs fits better the modes already discovered. We also remark on the 1D Gaussians that DPB rapidly reaches a plateau of NLL which somehow show that there is little improvement as ε increases, for ε ≥ 1. This is not the case for IPB-DE, which still manages some additional improvements for ε > 5 and significant beats DPB. We attribute it to the strength and flexibility of IPB-DE as a density estimator.
In the case of mode coverage, we observe that the mode coverage decreases until ε ≈ 1, and then increases, on all domains, for IPB-DE. This, we believe is due to our choice of Q 0 , which as a Gaussian, already captures with its mode a part of the existing modes. As ε increases however, IPB-DE performs better and obtains for ring Gaussians and the 1D Gaussians a significant improvement over Q 0 .
Conclusion
In this paper, we have proposed a new approach to private density estimation, IPB-DE. Our approach differs from the state of the art for continuous density estimation mainly because it does not consider the private fitting of the true density in a basis of functions whose coordinates are then privatized, but opts for a fixed class -exponential families -in which the sufficient statistics is then learned via classifiers, the boosting theory then guaranteeing under some assumptions that this will result in progressively better fitting of the true density. We show that IPB-DE is private in a model stronger than differential privacy, since we alleviate the adjacency condition for the likelihood ratio constraint. We achieve this by a trick which consists in implicitly bounding the variations of the densities we learn, the boosting assumption then guaranteeing that we still can achieve some good approximation of the optimal density. We show that our algorithm is also successful at capturing fat regions of the true density. The mode capture problem being a subproblem of this one, we obtain some approximation guarantees for IPB-DE of the fat regions surrounding the significant modes of the true density.
Experimentally, we have compared our approach to a differentially private version of kernel density estimation (KDE), a state of the art approach to density estimation. Our results are a clear advocacy that our technique can early (with respect to boosting iterations) retrieve good approximations of the true density vs private KDE, and successfully models in the general case densities which looks less jittered and clearly display modes that are good approximations of the true ones.
Proofs and formal results

Proof of Theorem 4
The proof follows from two Lemma which we state and prove.
Lemma 8 For any T ∈ N * , we have that
Proof Since (ε/(ε + 4 log(2)) < 1 for any ε and noting that θ t (ε) = (ε/(ε + 4 log(2))θ t−1 (ε), we can conclude that θ t (ε) is a geometric sequence. For any geometric series with ratio r, we have that
Indeed, r 1−r is the limit of the geometric series above when T → ∞. In our case, we let r = (ε/(ε + 4 log(2))) to show that
which concludes the proof.
Lemma 9 For any ε > 0 and T ∈ N * , let θ(ε) = (θ 1 (ε), . . . , θ T (ε)) denote the parameters and c = (c 1 , . . . , c t ) denote the sufficient statistics returned by Algorithm 1, then we have
Proof Since the algorithm returns classifiers such that c t (x) ∈ [− log 2, log 2] for all 1 ≤ t ≤ T , we have from Lemma 8,
and similarly,
Thus we have
By taking exponential, integrand (w.r.t Q 0 ) and logarithm of 28, we get
Since θ(ε), c ∈ [−ε/4, ε/4] and ϕ(θ(ε)) ∈ [−ε/4, ε/4], the proof concludes by considering highest and lowest values.
The proof of Theorem 4 now follows from the following derivations, whose inequality follows from Lemmata 8 and 9:
and since we have nowhere used the fact that D and D are adjacent, IPB-DE is ε-integrally private, as claimed.
Proof of Theorem 5
We begin by first deriving the KL drop expression. At each iteration, we learn a classifier c t , fix some step size θ > 0 and multiply Q t−1 by exp(θ · c t ) and renormalize to get a new distribution which we will denote by Q t (θ) to make the dependence of θ explicit.
Lemma 10 For any
Proof Note that Q t (θ) is indeed a one dimensional exponential family with natural parameter θ, sufficient statistic c t , log-partition function ϕ(θ) and base measure Q t−1 . We can write out the KL divergence as
It is not hard to see that the drop is indeed a concave function of θ, suggesting that there exists an optimal step size at each iteration. We split our analysis by considering two cases and begin when γ t Q < 1/3. Since θ > 0, we can lowerbound the first term of the KL drop using WLA. The trickier part however, is bounding ϕ(θ) which we make use of Hoeffding's lemma.
Lemma 11 (Hoeffding's Lemma) Let X be a random variable with distribution Q, with a ≤ X ≤ b such that E Q [X] = 0, then for all λ > 0, we have
Lemma 12 For any classifier c t satisfying Assumption 1 (WLA), we have
, a = −c * t and λ = θ t (ε) and noticing that
allows us to apply Lemma 11. By first realizing that
We get that
Re-arranging and using the WLA inequality yields
Applying Lemma 12 and Lemma 10 (writing Q t = Q t (ε) ) together gives us
Now we move to the case of γ t Q ≥ 1/3.
Lemma 13 For any classifier c t returned by Algorithm 1, we have that
where Γ(z) = log(4/(5 − 3z)).
Proof Consider the straight line between (− log 2, 1/2) and (log 2, 2) given by y = 5/4 + (3/(4 · log 2))x, which by convexity is greater then y = exp(x) on the interval [− log 2, log 2]. To this end, we define the function
Since c t (x) ∈ [− log 2, log 2] for all x ∈ X, we have that f (c t (x)) ≥ exp(c t (x)) for all x ∈ X. Taking E Q t−1 [·] over both sides and using linearity of expectation gives
= 5 4 + 3 4 log 2
as claimed. Now we use Lemma 10 and Jensen's inequality since θ t (ε) < 1 so that
Remark on the near-optimality of our approach. It is not hard to show that given our "prudential" (with respect to the privacy parameter ε) approach to density modeling which bounds the values of the density to be learned as in (25), there is a maximal guarantee on the decrease of the KL divergence, that we now state.
Lemma 14 Consider any distribution Q ε (x; D) having the form of (11) (main file) and satisfying (25). Then it holds that
Proof Writing out the expression for KL and using Lemma 9 yields
Indeed, when c * t = log(2) and our classifiers perform with high accuracy then we have γ t Q → 1 and γ t P → 1 which in turn means that c * t γ t P + Γ(γ t Q ) → 2 log(2), the total KL drop can result in 2 log(2)
as T → ∞, reaching the lower bound. Hence, our guarantee in Theorem 5 (main file) yields a guarantee of decrease of the KL divergence which is in fact close to the best possible.
Proof of Theorems 6 and 7
We start by a general Lemma.
Lemma 15 For any region of the support B, we have that
Proof By first noting that for any region B,
we then use the inequality 1 − x ≤ log(1/x) to get
Re-arranging the above inequality gives us the bound.
Lemma 15 allows us to understand the relationship between two distributions P and Q t in terms regions they capture. The general goal is to show that for a given region B (which includes the highly dense mode regions), the amount of mass captured by the model B dQ t , is lower bounded by the target mass B dP , and some small quantity. The inequality in Lemma 15 comments on this precisely with the small difference being a term that looks familiar to the KL-divergence -rather one that is bound to the specific region B. Though, this term can be understood to be small since by Theorem 5, we know that the global KL decreases, we give further refinements to show the importance of privacy parameters ε. We show that the term B log(P/Q t )dP can be decomposed in different ways, leading to our two Theorems to prove.
Lemma 16
where ∆ = KL(P, Q 0 ) − KL(P, Q t )
Proof We decompose the space X into B and the complement B c to get
where we used Theorem 5, and similarly we can use a similar argument in Lemma 14, with θ = θ(ε) for brevity, so that
Combining these inequalities together gives us:
We are now in a position to prove Theorem 6. Proof (of Theorem 6) Using Lemma 16 into the inequality in Lemma 15 yields
Theorem 17 For any region B and any iteration t > 1,
where δ = B dP .
Proof Let Z t = X dQ t be the normalizing factor where whereQ t corresponds to the unnormalized distribution Q t , and notice that
21
This leads to
We also derive a relevant inequality from
= 1 Z t−1 X exp(θ t (ε) · c t )dQ t−1 (94) = X exp(θ t (ε) · c t )dQ t−1 (95)
which then by taking logs on both sides gives
So we have that 
Using the bound on
we get
We now proceed to the proof of Theorem 7 Proof (of Theorem 7) By Lemma 15, for a given region, the amount covered by Q t−1 is at least
and the amount covered by Q t can be written like this and decomposed using Theorem 17, we get
The increase in the lower bound at each iteration is
To complete the proof, we need to show that this quantity is positive, which depends on the sign of B c t dP since we have by assumption that Γ(γ t Q ) ≥ 0. We need to show that there exists at least one Voronoi cell V k such that B c t dP > 0. Since the Voronoi cells partition the support X, we have 
where positivity follows from the weak learning assumption. Since the total sum is positive, there is guaranteed to exist a non-empty set of indices I ⊆ {1, . . . , m} such that V k c t dP > 0 for all k ∈ I. 
