Abstract-The problem of peak-to-average power ratio (PAPR) of high-order orthogonal frequency-division modulation (OFDM) is considered. Using results on level crossing of random processes, an upper bound on the probability that the PAPR of an OFDM signal will exceed a given value is derived. Numerical computations are used to show that this bound is tight for low-pass OFDM systems. The central limit theorem is used to find an asymptotic expression for the bound when the number of carriers N grows to infinity. The central limit theorem is also used to find an asymptotic expression for another bound that is based on the envelope of the OFDM signal, and is tighter for bandpass systems. It is shown that, effectively, the PAPR grows as 2 ln N and not linearly with N, and by developing a lower bound on the probability that the PAPR of an OFDM signal will exceed a given value, it is shown that asymptotically most OFDM symbols have a PAPR close to 2 ln N. Some approaches to coping with the PAPR problem are briefly discussed in light of the obtained results.
I. INTRODUCTION

O RTHOGONAL frequency-division modulation (OFDM)
is an attractive modulation method for channels with a nonflat frequency response, as it saves the need for complex equalizers. However, its main disadvantage is the high peak-toaverage power ratio (PAPR) of the output signal, which may take values within a range that is proportional to the number of carriers in the system. As a result, linear behavior of the system over a large dynamic range is needed and the efficiency of the output amplifier is reduced.
Many methods for reducing the PAPR have been proposed; the most widely known are based on amplitude clipping [1] - [3] or on some forms of coding [4] - [6] . However, comparative analysis of those methods could be a complex task, because the effects of those methods are usually analyzed using simulations or by simple case study, and no general analytical framework for such analysis exists. In this work, we try to characterize analytically the statistics of the PAPR problem in OFDM by considering the probability that the PAPR of an OFDM symbol will exceed a given level. Bounds on this probability are derived using results on level crossing of random processes, a topic that was Publisher Item Identifier S 0090-6778(01)04866-8.
developed by Rice in his fundamental work [7] , and was discussed extensively in [8] . We give a lot of attention to the case in which the number of carriers grows to infinity, for several reasons. First, the results could also be applied, with good accuracy, for systems with a moderate number of carriers. Secondly, the asymptotic discussion allows an insight into the nature of the PAPR problem, including the results that the PAPR grows logarithmically with the number of carriers and not linearly, the effect of nonequal power distribution on the PAPR, and the different nature of the PAPR problem for low-pass and bandpass systems.
A result related to the envelope-based bound developed in Section VI has appeared previously in [9] under somewhat different conditions. This result can be used to show a logarithmic growth of the PAPR with the number of carriers [6] . However, the bound given in this work is tighter, and is not just proved to exist, but is given explicitly.
In other related works, the asymptotic behavior of the code rate needed to reduce the PAPR in OFDM below a given fixed level was analyzed-by numerical methods in [10] and through an analytical lower bound in [11] . It was demonstrated that the code rate converges to a value dependent on the PAPR threshold. The asymptotic analysis in this work is different, namely, the probability that the PAPR of an OFDM symbol will exceed a given level is found.
The rest of the paper is organized as follows. In the next section, the basic definitions and assumptions are given. In Section III, the upper bound is derived. Section IV presents an algorithm to calculate the bound and the comparison of the bound to the probability itself. The asymptotic form of the bound is found in Section V. In Section VI, a bound that is tighter for bandpass OFDM systems is developed. The asymptotic discussion is completed by developing lower bounds in Section VII. In Section VIII, the results and their implications are discussed, and the paper is concluded in Section IX.
II. BASIC ASSUMPTIONS
In OFDM systems, the bits are grouped to form -blocks of information symbols, called OFDM symbols. Each OFDM symbol is associated with a corresponding OFDM signal having duration :
where , is the number of carriers, is the information symbol carried by the th carrier, is the 0090-6778/01$10.00 © 2001 IEEE frequency of the carrier with the lowest frequency, and is defined to be the bandwidth of the OFDM signal, 1 which is times the frequency difference between carriers. To ensure orthogonality the symbol duration should be , the inverse of the frequency spacing of the carriers. We further demand to be an integer multiple of , so that is periodic with period . This allows an elegant derivation of the bound. In most practical systems, is taken to be , where is a guard time which is chosen to be longer than the time spread of the channel. In the receiver, only a time portion of length is used for demodulation, and this provides the immunity of OFDM to multipath delay spread. The introduction of also allows a more realistic shaping pulse than the rectangular window in (1). We take . Other shaping pulses might change the average power but not the peak power statistics.
After the OFDM signals are formed, they are sent serially through the channel. The transmitter's output signal is (2) where is the OFDM symbol index and is the OFDM signal associated with the th OFDM symbol.
The peak factor of is usually defined as the ratio between the maximum instantaneous power might reach and its average power. It is well known that the peak factor of an OFDM output signal grows linearly with , the number of carriers in the system. However, as will be shown, when is large, the peak factor will not give a good measure of the peak power problem, because the probability that a PAPR equal to the peak factor will be measured during a given interval of time is very low. A better description of the problem could be given by a probabilistic analysis, as is done in [12] . Therefore, we define the PAPR of one OFDM symbol as (3) where is the average power of the transmitted signal . Note that is a random variable (RV) because the OFDM symbol is a RV, and as a result is a random process. Finding exactly the distribution function of could be a complex task when is not a small number, so we will look for bounds on the distribution of .
Define the effective peak factor as (4) where is some small number representing a small probability that may be considered negligible in practice. Sometimes the PAPR of the envelope of the signal is considered rather than the PAPR of the signal itself. Define the PAPR of the envelope of one OFDM symbol as (5) where is the Hilbert transform [13] of .
Since OFDM is usually used in channels with nonflat frequency response, it is sometimes desirable to allocate different amount of power to different carriers, to fully exploit the capacity of such channels [14] , [15] . Let be the amount of power allocated to the th carrier. We assume that the power allocation does not change throughout the system operation, so the average power of is equal to the mean of the average power of in , and we write . Modifications of the results when this is not the case (e.g., in systems with dynamic power allocation) are straightforward.
We make the following assumptions about the OFDM symbols.
are independent RVs.
(6a)
For each and have the same statistics. In particular, we have and (6b)
There exist such that for all when denotes a bound on the norm of all constellation points.
(6c)
Assumptions (6a) and (6b) are appropriate when the constellations associated with the carriers are all doubly symmetric QAM, and no coding is used. Assumption (6c) states that the constellations are uniformly bounded. It is obvious for finite constellations and finite , but it is necessary in order to simplify the proofs in the Appendix.
III. UPPER BOUND
The bounds developed in this paper are based on the following theorem about the mean number of level crossing of differentiable process [13] .
Let be a stationary random process with a continuous first-order distribution, having continuous and differentiable sample functions with probability one on an interval with length , and let denote the number of points at which crosses the level during this interval. Then the mean of is given by (7) with being the first-order probability density of . Before using this theorem, we note that could be defined equivalently as (8) with defined for every as (9) where is a RV distributed uniformly over and independent of . The definitions (3) and (8) will lead to the same RV, as is just a randomly shifted version of , and for every given OFDM symbol . Definition (8) is easier to work with than definition (3) since , unlike , is a stationary random process and it possesses a probability density function.
The OFDM signal is periodic, so it suffices to consider its behavior during one period . The probability that the maximum of the OFDM signal will be above a level is equal to the probability that will cross this level at least twice during one period (once upward and once downward). Using this fact and the Markov inequality [13] , we obtain (10) and for the PAPR (11) We define (12) and we call "the bound."
IV. COMPUTATION OF THE BOUND
To compute from (7) and (12), we need the joint probability density function of the process and its time derivative. We show here how it may be computed using methods used in [16] . For every finite , is zero outside some rectangle , so it can be expanded as a double Fourier series in this rectangle (13) where the Fourier coefficients can be expressed in terms of the characteristic function of ,
According to assumption (6b), is symmetric in both dimensions, so we write (15) Using (15) in (12) and (7) and integrating term by term, we obtain (16) ,
, and depends on , on the constellations, and on the carrier's power allocation. We assume now that the constellations are quadrature phase-shift keying (QPSK) and the power is equally distributed between carriers: every constellation is . Let us find , , and for this case. The derivation may be modified to include other constellations and general power distribution.
The maximum amplitude of every subchannel is , so , and since the maximum amplitude of the derivative of the th subchannel is , we have . As for , we may write (17) where is the RV introduced in (9) . As is stationary, we take without loss of generality. Conditioned on , the RV is a sum of independent RV, each with the characteristic function (18) for . We have then (19) Using this in (14), we find the Fourier coefficients
The expectation over can be found by numerical methods. For small , has several discontinuity points with a large difference between the values of the limit from the right and the limit from the left. As Fourier series do not converge well in the vicinity of such points (the Gibbs phenomenon), this method of computing will not give satisfactory results.
However, as grows the discontinuity gap will decrease and the Gibbs phenomenon will become negligible. Moreover, the expectation over could be carried out more simply, since for large is very similar for most values of . To demonstrate the properties of the bound, was computed for and the following cases. 1) , which is the lowest frequency for which has no DC component. 2)
. were estimated from (18) using the Monte Carlo method.
was also estimated for those cases from (1) and (3) using the Monte Carlo method, by considering 5 10 OFDM signals sampled eight times faster then the Nyquist rate (due to sampling, it is only a lower bound on , but we do not make this distinction as it is rather tight). The comparison between and the bound is plotted in Fig. 1 . We see that in case 1) the bound appears very tight, and it become looser as grows. It may also be observed that as grows, the bound gets tighter. The reasons for this will be discussed in Section VI.
We remark that an analytic expression for the Fourier coefficients may be found with the use of an extra assumption, that each subchannel is uniformly randomly phase shifted, independently of other subchannels (see [16] ). In this case (21) This expression may be used to compute an approximation for when large -ary phase-shift keying (MPSK) constellations are used.
V. ASYMPTOTIC BEHAVIOR
In this section, we find an asymptotic expression when for . Before presenting the results, we need to consider the power distribution between carriers in more detail. We assume that the OFDM system is designed to approximate some given power spectral density . is assumed to be a Riemann-integrable function in the interval , bounded by some constant , with
This power distribution may be approximated (and asymptotically achieved) if the power allocated to the th carrier is
For example, when the power is to be equally distributed in , in this interval, and for all . Since is Riemann-integrable, so are and in the given interval, and the following limits exist, as shown Note that as is the (one-sided) spectral density of when , and are the first and second normalized spectral moments for when , respectively.
Let us now consider the behavior of when . Since the OFDM signal is a sum of independent random processes, it would be reasonable to expect that the OFDM signal will approach a Gaussian random process. The mean number of crossings of a level of a zero-mean Gaussian random process , with a finite normalized second spectral moment and variance , is given by Rice's formula [8] :
(27) Thus, intuition might suggest that the mean number of level crossings of will approach those of the Gaussian process with the same mean, variance, and second spectral moment, given by (27). It turns out that under our assumptions this is indeed the case, as shown in the Appendix (28) where denotes limit as . Applying this result to the bound , we obtain
For large values of , (29) gives a simple way to estimate . However, the asymptotic behavior can be stressed using the substitution (30) Note that the right-hand side of (30) does not depend on and can be made as small as one wishes by proper selection of . From (30) and (4), we can see clearly that grows asymptotically no faster then . On the other hand, the maximum possible PAPR taken over all OFDM symbols (the peak factor) grows linearly with . For example, in a QPSK OFDM system with carriers and equal power distribution , while from (27) asymptotically. Clearly, from an engineering point of view, a method to reduce the PAPR for large should be judged asymptotically according to its reduction of the PAPR relative to rather than relative to . In the common case where the power is equally distributed between carriers, (29) becomes (31) and when (32) A natural question that arises from (29) is how fast does approach its limit, or how accurate an estimate of from (29) would be for different values of ? The answer depends not only on one's definition of "accurate," but also on the specific constellation used. A partial answer could be deduced from Fig. 2 where was computed and plotted for a QPSK OFDM system with and equal power distribution for , together with its limit. To allow presentation on a single graph, the horizontal axis for each finite case is , and the asymptotic result was computed from (30). The graph associated with each case can be easily spotted as for large values of . We can see that approaches its limit faster for low values of than for high values of . This may be attributed to the fact that at high levels is not "Gaussian enough." We may also conclude that practically, for large , (29) could be used as an upper bound on and therefore on for every .
VI. ENVELOPE-BASED BOUND
In Section IV, we saw that the bound becomes looser as grows. To gain insight into the reason, let us consider the envelope of defined as
where denotes the Hilbert transform of . In Fig. 3 , a portion of two OFDM signals, together with their envelope, are plotted. The two signals are related to the same OFDM symbol in two OFDM systems that differ only by the value of . It can be seen that when is large, crosses the level more times and thus, on average, will grow. It can be seen from (26) and (29) that for large values of , grows almost linearly with . On the other hand, the fact that grows makes the peak amplitude of closer to the peak value of , but clearly, when the level of the envelope does not change very quickly this will not change by much. As a result, the bound become looser. We can also see that for (see Fig. 3 ), the envelope "spends" less time above than . If, in addition, increases, then also increases but by a lesser amount as compared with . Therefore, as grows, the bound becomes tighter. This discussion suggests that a bound based on the level crossing of the envelope of may be tighter than for large values of . First, let us define to be the power of the OFDM signal realization which has the maximum average power. For MPSK constellations, for example, we have . The probability that will lie entirely above the level is zero, because then the realization of would have to have power exceeding , an event with probability zero. So the probability that the maximum of will be above is equal to the probability that will cross this level at least twice during one period. We have (34) and since for every
We define , and we call it the envelope bound. From (34) and the fact that , we have that is also a bound on the probability that the PAPR of the envelope will exceed a given value (36) Computation of the mean of level crossing for does not seem much easier than to compute , so we will settle with finding an approximation for it as . The mean number of crossings of a level of the envelope of a stationary Gaussian process , in a time interval with length , is given, under certain conditions, by [8] By comparing (40) to (29), it can be seen that is less tight asymptotically than . For the right-hand side of (39) to approach a constant, should grow asymptotically like yielding (41) as opposed to (30). The reason for this is that is based on counting crossings of , and it sometimes happens that will cross a level, while lies entirely below this level (see in Fig. 3) . The higher the level the less time will lie above this level, and the lower the probability that "will catch up with" . However, for bandpass OFDM systems could be tens or hundreds times larger than , and so would be much tighter than for any PAPR value of practical interest. A comparison between the envelope bound and the asymptotic bound for a 32-carrier system with equal power distribution is presented in Fig. 4, for two values of . In each case, we added for reference computation results of the (nonasymptotic) bound and the Monte Carlo computation of for the QPSK case. The dominance of each bound over the other in each case is evident.
VII. ASYMPTOTIC LOWER BOUNDS
In this section, we develop asymptotic lower bounds on and on under the assumption that the power is equally distributed between carriers. The autocorrelation of in this case is (42) For , we have , so the RV are uncorrelated. In the Appendix, it is shown that for every , the distribution of approaches the distribution of Gaussian RV with zero-mean and variance , so for , we have (43) with . may be lower bounded by (44) Using the inequality [17] (45) and the expansion for small (46) we get for (47) A lower bound on can be similarly obtained by considering samples of at , . This series approaches an independent Rayleigh distributed series. Denoting , it can be shown (see also [18] ) that (48) 
VIII. DISCUSSION
The results of this paper were derived for systems without coding. When coding is introduced, the information symbols carried by different carriers will not be statistically independent, and the limiting statistics of depends on the exact type of coding used. When coding is introduced to lower the peak factor by eliminating OFDM symbols with a high PAPR [4] , or in coding techniques that have a very low peak factor [5] , it is clear that the OFDM signal will not have the asymptotic properties of uncoded systems. However, this is not always necessarily the case, and in many other coding techniques will still approach a Gaussian process, and the asymptotic bounds (29) and (39) will be valid.
Let us now look at the nature of the PAPR problem in OFDM for different values of . The peak factor of OFDM systems grows linearly with because for some OFDM symbols all the subchannel waveforms add in phase at some point. This will be the dominant effect in systems with a small number of carriers. However, when is large, the probability that such an OFDM symbol will be sent is extremely low, and the dominant effect is the Gaussian behavior of the OFDM signal. As the number of carriers grows, will stay "Gaussian" with the same variance and spectral properties, and what changes is only the length of the OFDM symbol. Thus, the effective PAPR grows because the OFDM signal becomes longer! From (29) and (39), we can see that we may lower the effective peak factor by changing the power distribution between carriers. This interesting property could be taken into account when planning power distribution, along with other considerations [15] .
The measure of the effective peak factor analyzed in this paper is especially interesting in systems that avoid sending OFDM symbols with a large PAPR by coding or by other means [19] . However, when clipping is used more meaningful measures are the spectral splatter and the bit-error rate penalty caused by clipping, whose analysis require other tools.
It should be noted that the results of the paper could be derived for an OFDM signal with normalized bandwidth, as and do not depend on , and and depend only on . Finally, we remark that the bounds obtained are applicable not only in OFDM, but also in other communication systems where the output signal is constructed from a sum of signals and approaches a Gaussian process (as in systems with pre-equalization), and in some signal processing problems [9] .
IX. CONCLUSION
The PAPR problem in OFDM was considered, and bounds on the probability that the PAPR of one OFDM symbol will exceed a given value were sought. We found a general upper bound on the probability that turned out to be tight for a low-pass OFDM system, so that it allows an accurate estimation of the probability. We used the central limit theorem to find the following results for systems with a large number of carriers: a limiting expression of the bound that allows its simple computation, an upper bound based on the envelope of the signal that is tighter then the general bound for bandpass OFDM systems, and limiting expressions for lower bounds. These results can be used to estimate analytically the probability that the PAPR will exceed a desired value. We also used them to show that for a large number of carriers, the PAPR of almost all OFDM symbols is close to .
APPENDIX
To obtain the limit of the mean number of level crossings the following multidimensional CLT [20] is used:
Let be a sequence of independent random -dimensional real vectors such that every has a probability distribution function with vanishing first-order moments and finite second-order moments . Suppose that, as the following two conditions are satisfied:
where the are not all equal to zero, and
for every , where denotes the norm of , . Then the probability distribution function of the variable converges to that normal probability distribution function which has its first-order moments zero and its second-order moments . For arbitrary fixed and , define for From (23) we see that for every , converges to a value between 0 and when , so is finite for every and .
Consider the RV . From the existence of the limits (24) and (25) we have for (A6) so (A1) is satisfied. As the constellations are bounded by and is bounded by , for every there exists such that for every and every , is strictly zero, (A2) holds also, and the RV (A7) converges to a Gaussian RV with zero-mean and covariance matrix for every . Thus the distribution function of the RV also converges to the distribution function of a Gaussian RV with zero-mean and covariance matrix . So we have for (A8)
Since the second-order moments of converge to the second-order moments of the Gaussian RV with zero-mean and covariance matrix , we have (A9) and from (7) the asymptotic mean number of level crossings is: where the convergence follows from the convergence of to the value we get from the corresponding Gaussian distribution.
From (7), (A11) and (A16) (A17)
