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 Daerah Tengger Indonesia merupakan salah satu daerah yang kaya akan 
komoditas pertanian, salah satu komoditas utamanya adalah kentang. Dalam 
proses penanaman kentang, data curah hujan digunakan untuk menentukan 
waktu tanam yang paling tepat untuk memanen hasil maksimum. Namun, musim 
hujan saat ini tidak menentu dan sangat sulit untuk memprediksi waktu tanam, 
terutama di daerah Tengger. Oleh karena itu dibutuhkan suatu metode yang 
dapat memprediksi curah hujan dengan kesalahan sekecil mungkin.  
Adaptive Neuro Fuzzy Inference System (ANFIS) merupakan salah satu 
metode prediksi yang cukup handal karena dilengkapi dengan arsitektur jaringan 
yang bisa belajar. ANFIS menggunakan Sugeno Fuzzy Inference System (FIS) 
dalam arsitekturnya. Untuk meningkatkan hasil prediksi, parameter Sugeno FIS 
akan dioptimalkan antara lain pada batasan fungsi keanggotaan dan koefisien 
konsekuen rule Sugeno. Algoritma genetika digunakan untuk proses optimasi 
Sugeno FIS sebelum masuk ke proses pelatihan dengan ANFIS.  
Pemodelan optimasi menggunakan algoritma genetika berhasil memberikan 
optimasi pada batasan fungsi keanggotaan dan optimasi pada koefisien 
konsekuen rule Sugeno sebelum masuk ke dalam proses pembelajaran dengan 
ANFIS dibuktikan dengan nilai RMSE yang lebih kecil jika dibandingkan dengan 
ANFIS tanpa optimasi. Pemodelan hybrid ANFIS-GA yang menghasilkan error 
paling kecil didapat dari pemodelan dengan delapan parameter input dengan 
memasukkan empat variabel data time series yang berpengaruh terhadap curah 
hujan, yaitu data time series curah hujan, suhu, kelembaban, dan lama 
penyinaran matahari, masing-masing pada time lag T-1 dan T-2. Hasil prediksi 
curah hujan menggunakan metode hybrid ANFIS-GA menghasilkan nilai RMSE 
yang lebih kecil jika dibandingkan dengan metode yang pernah digunakan untuk 
prediksi curah hujan yang lain yaitu metode GSTAR-SUR, Tsukamoto FIS, hybrid 
Tsukamoto FIS dengan algoritma genetika, dan system dynamics. 
 
Kata kunci: Prediksi, Curah Hujan, Hybrid, Adaptive Neuro Fuzzy Inference 




Tengger area is one area that is rich in agricultural commodities, one of its 
main commodity is potatoes. In the process of planting potatoes, rainfall data is 
used to determine the most appropriate planting time to harvest the maximum 
results. However, when the rainy season was erratic and very difficult to predict 
the timing of planting, especially in the area of Tengger. Therefore we need a 
method that can predict rainfall with error small as possible. 
Adaptive Neuro Fuzzy Inference System (ANFIS) is one prediction methods 
are quite reliable because it is equipped with a network architecture that can be 
learned. ANFIS using Sugeno Fuzzy Inference System (FIS) in its architecture. To 
improve the prediction results, FIS Sugeno parameters will be optimized include 
the restrictions consequent membership functions and coefficients Sugeno rule. 
Genetic algorithms are used to process optimization Sugeno FIS prior to entry 
into the training process with ANFIS. 
Modeling optimization using a genetic algorithm optimization successfully 
deliver on the limits of membership functions and consequent optimization of 
the coefficient rule Sugeno before entering into the learning process with ANFIS 
evidenced by a smaller RMSE values when compared with ANFIS without 
optimization. Modeling hybrid ANFIS-GA that produces error smallest obtained 
from modeling to eight input parameters by entering the four-variable data time 
series that influence rainfall; the time series data of rainfall, temperature, 
humidity, and solar radiation, each on lag time T-1 and T-2. Results of rainfall 
prediction using ANFIS-GA hybrid method produces RMSE values are smaller 
than the other method; GSTAR-SUR, Tsukamoto FIS, FIS Tsukamoto hybrid 
genetic algorithm and system dynamics. 
 





HALAMAN SAMPUL ...................................................................................................i 
PENGESAHAN ........................................................................................................... ii 
PERNYATAAN ORISINALITAS ................................................................................... iii 
KATA PENGANTAR ................................................................................................... iv 
ABSTRAK ................................................................................................................... v 
ABSTRACT ................................................................................................................ vi 
DAFTAR ISI .............................................................................................................. vii 
DAFTAR GAMBAR ................................................................................................... xii 
DAFTAR TABEL ...................................................................................................... xvii 
DAFTAR LAMPIRAN ............................................................................................... xxi 
BAB 1 PENDAHULUAN ............................................................................................. 1 
1.1 Latar Belakang ....................................................................................... 1 
1.2 Rumusan Masalah ................................................................................. 2 
1.3 Tujuan .................................................................................................... 3 
1.4 Manfaat ................................................................................................. 3 
1.5 Batasan Masalah ................................................................................... 3 
1.6 Sistematika Pembahasan ...................................................................... 4 
BAB 2 LANDASAN KEPUSTAKAAN ........................................................................... 6 
2.1 Curah Hujan ........................................................................................... 6 
2.1.1 Pengertian Curah Hujan ................................................................ 6 
2.1.2 Faktor-Faktor yang Mempengaruhi Curah Hujan ......................... 6 
2.1.3 Siklus Hidrologi dan Syarat Terjadinya Presipitasi ........................ 8 
2.2 Prediksi ................................................................................................ 10 
2.2.1 Pengertian Prediksi ..................................................................... 10 
2.2.2 Jenis-Jenis Prediksi ...................................................................... 11 
2.3 Data Deret Berkala (Time Series) ........................................................ 11 
2.3.1 Pengertian Data Deret Berkala (Time Series) .............................. 11 
2.3.2 Prediksi Data Time Series ............................................................ 11 
2.4 Metode Prediksi Curah Hujan ............................................................. 12 
viii 
 
2.4.1 Prediksi Curah Hujan Dengan Generalized Model Space Time 
Autoregressive-Seemingly Unrelated Regression (GSTAR-SUR) .......... 12 
2.4.2 Prediksi Curah Hujan Dengan Tsukamoto Fuzzy Inference System 
(FIS) ....................................................................................................... 12 
2.4.3 Prediksi Curah Hujan dengan Hybrid Tsukamoto FIS dengan 
Algoritma Genetika .............................................................................. 13 
2.4.4 Prediksi Curah Hujan dengan System Dynamics ......................... 13 
2.4.5 Prediksi Curah Hujan dengan ANFIS ........................................... 14 
2.5 Logika Fuzzy ......................................................................................... 14 
2.5.1 Teori Himpunan Fuzzy ................................................................. 14 
2.5.2 Fungsi Keanggotaan Fuzzy .......................................................... 15 
2.5.3 Sistem Inferensi Fuzzy (Fuzzy Inference System) ........................ 17 
2.5.4 Sugeno Fuzzy Inference System (FIS) .......................................... 18 
2.6 Jaringan Saraf Tiruan (Artificial Neural Network) ............................... 19 
2.7 Adaptive Neuro Fuzzy Inference System (ANFIS) ............................... 19 
2.7.1 Arsitektur Jaringan ANFIS ............................................................ 20 
2.7.2 Algoritma Pembelajaran Hibrida ................................................. 22 
2.8 Algoritma Genetika ............................................................................. 22 
2.8.1 Pengertian Algoritma Genetika ................................................... 23 
2.8.2 Alur Algoritma Genetika .............................................................. 23 
2.9 Root Mean Square Error (RMSE) ......................................................... 24 
BAB 3 METODOLOGI ............................................................................................. 25 
3.1 Metode Penelitian ............................................................................... 25 
3.2 Studi Literatur ..................................................................................... 26 
3.3 Teknik Pengumpulan Data .................................................................. 27 
3.4 Analisis Data ........................................................................................ 27 
3.4.1 Data Curah Hujan (Rainfall) ........................................................ 27 
3.4.2 Data Suhu (Temperature) ............................................................ 29 
3.4.3 Data Kelembaban (Humidity) ...................................................... 31 
3.4.4 Data Lama Penyinaran Matahari (Sunshine Radiation) .............. 32 
3.5 Analisis dan Pemodelan ANFIS-GA ...................................................... 33 
3.6 Metode Pembanding Prediksi Curah Hujan ........................................ 35 
3.6.1 Metode GSTAR SUR ..................................................................... 35 
ix 
 
3.6.2 Metode Tsukamoto Fuzzy Inference System (FIS) ...................... 36 
3.6.3 Metode Hybrid Tsukamoto FIS dan Algoritma Genetika ............ 36 
3.6.4 Metode System Dynamics ........................................................... 36 
3.6.5 Metode ANFIS ............................................................................. 37 
3.7 Pengujian ............................................................................................. 37 
BAB 4 PEMODELAN ............................................................................................... 39 
4.1 Hybrid ANFIS-GA dengan Dua Parameter Input ................................. 39 
4.1.1 Pemodelan Sugeno Fuzzy Inference System (FIS) Dua Parameter
 .............................................................................................................. 41 
4.1.2 Pemodelan Adaptive Neuro Fuzzy Inference System (ANFIS) Dua 
Parameter............................................................................................. 43 
4.1.3 Pemodelan Hybrid ANFIS-GA Dua Parameter ............................. 45 
4.2 Hybrid ANFIS-GA dengan Empat Parameter Input ............................. 50 
4.2.1 Pemodelan Sugeno Fuzzy Inference System (FIS) Empat 
Parameter............................................................................................. 52 
4.2.2 Pemodelan Adaptive Neuro Fuzzy Inference System (ANFIS) 
Empat Parameter ................................................................................. 56 
4.2.3 Pemodelan Hybrid ANFIS-GA Empat Parameter......................... 59 
4.3 Hybrid ANFIS-GA dengan Delapan Parameter Input .......................... 64 
4.3.1 Pemodelan Sugeno Fuzzy Inference System (FIS) Delapan 
Parameter............................................................................................. 66 
4.3.2 Pemodelan Adaptive Neuro Fuzzy Inference System (ANFIS) 
Delapan Parameter .............................................................................. 71 
4.3.3 Pemodelan Hybrid ANFIS-GA Delapan Parameter ...................... 73 
BAB 5 HASIL ........................................................................................................... 80 
5.1 Hasil Prediksi dengan Dua Parameter Input ....................................... 80 
5.1.1 Training dan Testing Model Pertama ......................................... 80 
5.1.2 Training dan Testing Model Kedua ............................................. 85 
5.1.3 Hasil Pembelajaran pada Batasan Fungsi Keanggotaan Sugeno 90 
5.1.4 Hasil Pembelajaran pada Koefisien Konsekuen Rule Sugeno ..... 91 
5.2 Hasil Prediksi dengan Empat Parameter Input Bentuk Pertama (T-1, T-
2, T-17, dan Zt-34) ............................................................................... 92 
5.2.1 Training dan Testing Model Pertama ......................................... 92 
5.2.2 Training dan Testing Model Kedua ............................................. 97 
x 
 
5.2.3 Hasil Pembelajaran pada Batasan Fungsi Keanggotaan Sugeno
 ............................................................................................................ 102 
5.2.4 Hasil Pembelajaran pada Koefisien Konsekuen Rule Sugeno ... 104 
5.3 Hasil Prediksi dengan Empat Parameter Input Bentuk Kedua (T-1, T-2, 
Zt-3, dan Zt-4) .................................................................................... 105 
5.3.1 Training dan Testing Model Pertama ....................................... 105 
5.3.2 Training dan Testing Model Kedua ........................................... 110 
5.3.3 Hasil Pembelajaran pada Batasan Fungsi Keanggotaan Sugeno
 ............................................................................................................ 115 
5.3.4 Hasil Pembelajaran pada Koefisien Konsekuen Rule Sugeno ... 117 
5.4 Hasil Prediksi dengan Delapan Parameter Input .............................. 118 
5.4.1 Training dan Testing Model Pertama ....................................... 118 
5.4.2 Training dan Testing Model Kedua ........................................... 124 
5.4.3 Hasil Pembelajaran pada Batasan Fungsi Keanggotaan Sugeno
 ............................................................................................................ 129 
5.4.4 Hasil Pembelajaran pada Koefisien Konsekuen Rule Sugeno ... 132 
BAB 6 PEMBAHASAN ........................................................................................... 135 
6.1 Perbandingan Hasil ANFIS-GA dengan GSTAR SUR ........................... 135 
6.2 Perbandingan Hasil ANFIS-GA dengan Tsukamoto FIS ..................... 136 
6.3 Perbandingan Hasil ANFIS-GA dengan Hybrid Tsukamoto FIS dan 
Algoritma Genetika ........................................................................... 138 
6.4 Perbandingan Hasil ANFIS-GA dengan System Dynamics ................. 139 
6.5 Perbandingan Hasil ANFIS-GA dengan ANFIS ................................... 141 
6.6 Perbandingan Hasil Prediksi dengan Berbagai Metode .................... 143 
6.7 Perbandingan RMSE ANFIS-GA Berdasarkan Jumlah Input .............. 146 
BAB 7 PENUTUP .................................................................................................. 148 
7.1 Kesimpulan ........................................................................................ 148 
7.2 Saran .................................................................................................. 148 
DAFTAR PUSTAKA ................................................................................................ 150 
LAMPIRAN A HASIL PREDIKSI CURAH HUJAN KECAMATAN PUSPO DENGAN 2 
PARAMETER INPUT  TAHUN 2010-2014 ............................................................. 156 
LAMPIRAN B HASIL PREDIKSI CURAH HUJAN KECAMATAN SUMBER DENGAN 2 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 157 
xi 
 
LAMPIRAN C HASIL PREDIKSI CURAH HUJAN KECAMATAN TOSARI DENGAN 2 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 163 
LAMPIRAN D HASIL PREDIKSI CURAH HUJAN KECAMATAN TUTUR DENGAN 2 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 166 
LAMPIRAN E HASIL PREDIKSI CURAH HUJAN KECAMATAN PUSPO DENGAN 4 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 169 
LAMPIRAN F HASIL PREDIKSI CURAH HUJAN KECAMATAN SUMBER DENGAN 4 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 172 
LAMPIRAN G HASIL PREDIKSI CURAH HUJAN KECAMATAN TOSARI DENGAN 4 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 175 
LAMPIRAN H HASIL PREDIKSI CURAH HUJAN KECAMATAN TUTUR DENGAN 4 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 178 
LAMPIRAN I HASIL PREDIKSI CURAH HUJAN KECAMATAN PUSPO DENGAN 8 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 181 
LAMPIRAN J HASIL PREDIKSI CURAH HUJAN KECAMATAN SUMBER DENGAN 8 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 184 
LAMPIRAN K HASIL PREDIKSI CURAH HUJAN KECAMATAN TOSARI DENGAN 8 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 187 
LAMPIRAN L HASIL PREDIKSI CURAH HUJAN KECAMATAN TUTUR DENGAN 8 





Gambar 2.1 Siklus Hidrologi .................................................................................... 9 
Gambar 2.2 Fungsi Keanggotaan Triangular ......................................................... 15 
Gambar 2.3 Fungsi Keanggotaan Trapezoidal ...................................................... 16 
Gambar 2.4 Fungsi Keanggotaan Gaussian ........................................................... 16 
Gambar 2.5 Fungsi Keanggotaan Generalized Bell ............................................... 17 
Gambar 2.6 Diagram Blok Fuzzy Inference System ............................................... 17 
Gambar 2.7  Proses Komunikasi Antar Neuron .................................................... 19 
Gambar 2.8  Arsitektur  jaringan ANFIS ................................................................ 22 
Gambar 2.9  Diagram Alur Algoritma Genetika .................................................... 24 
Gambar 3.1 Diagram Alir Tahapan Penelitian ....................................................... 26 
Gambar 3.2  Arsitektur Optimasi ANFIS-GA .......................................................... 34 
Gambar 3.3  Pemodelan Kromosom pada GAs ..................................................... 34 
Gambar 4.1  Flowcahrt Metode Hybrid ANFIS GA dengan Dua Parameter Input 40 
Gambar 4.2  Fungsi Keangotaan Curah Hujan T-1 ................................................ 42 
Gambar 4.3  Fungsi Keangotaan Curah Hujan T-2 ................................................ 42 
Gambar 4.4  Arsitektur ANFIS dengan Dua Parameter Input ............................... 43 
Gambar 4.5  Ilustrasi Representasi Kromosom dengan Dua Parameter Input..... 45 
Gambar 4.6  Contoh Representasi Kromosom ..................................................... 45 
Gambar 4.7  Contoh Inisialisasi Populasi pada GAs .............................................. 46 
Gambar 4.8  Contoh Proses Crossover .................................................................. 48 
Gambar 4.9  Contoh Proses Mutasi ...................................................................... 48 
Gambar 4.10  Flowcahrt Metode Hybrid ANFIS GA dengan Empat Parameter.... 51 
Gambar 4.11  Fungsi Keangotaan Curah Hujan T-1 .............................................. 54 
Gambar 4.12  Fungsi Keangotaan Curah Hujan T-2 .............................................. 54 
Gambar 4.13  Fungsi Keangotaan Curah Hujan T-3 .............................................. 54 
Gambar 4.14  Fungsi Keangotaan Curah Hujan T-4 .............................................. 55 
Gambar 4.15  Fungsi Keangotaan Curah Hujan T-17 ............................................ 55 
Gambar 4.16  Fungsi Keangotaan Curah Hujan T-34 ............................................ 55 
Gambar 4.17  Arsitektur ANFIS dengan Empat Parameter Input ......................... 57 
xiii 
 
Gambar 4.18  Ilustrasi Representasi Kromosom dengan Empat Parameter Input
 ............................................................................................................................... 59 
Gambar 4.19  Contoh Representasi Kromosom ................................................... 60 
Gambar 4.20  Contoh Inisialisasi Populasi pada GAs ............................................ 60 
Gambar 4.21  Contoh Proses Crossover ................................................................ 62 
Gambar 4.22  Contoh Proses Mutasi .................................................................... 63 
Gambar 4.23  Flowcahrt Metode Hybrid ANFIS GA dengan Delapan Parameter . 65 
Gambar 4.24  Fungsi Keangotaan Curah Hujan T-1 .............................................. 68 
Gambar 4.25  Fungsi Keangotaan Curah Hujan T-2 .............................................. 68 
Gambar 4.26  Fungsi Keangotaan Suhu T-1 .......................................................... 68 
Gambar 4.27  Fungsi Keangotaan Suhu T-2 .......................................................... 69 
Gambar 4.28  Fungsi Keangotaan Kelembaban T-1 .............................................. 69 
Gambar 4.29  Fungsi Keangotaan Kelembaban T-2 .............................................. 69 
Gambar 4.30  Fungsi Keangotaan Lama Penyinaran Matahari T-1 ...................... 70 
Gambar 4.31  Fungsi Keangotaan Lama Penyinaran Matahari T-2 ...................... 70 
Gambar 4.32  Arsitektur ANFIS dengan Delapan Parameter Input ...................... 71 
Gambar 4.33  Ilustrasi Representasi Kromosom dengan Delapan Parameter Input
 ............................................................................................................................... 74 
Gambar 4.34  Contoh Representasi Kromosom ................................................... 74 
Gambar 4.35  Contoh Inisialisasi Populasi pada GAs ............................................ 75 
Gambar 4.36  Contoh Proses Crossover ................................................................ 77 
Gambar 4.37  Contoh Proses Mutasi .................................................................... 77 
Gambar 5.1  RMSE Kecamatan Puspo dengan 2 Parameter Input Model Pertama
 ............................................................................................................................... 81 
Gambar 5.2  RMSE Kecamatan Sumber dengan 2 Parameter Input Model 
Pertama ................................................................................................................. 81 
Gambar 5.3  RMSE Kecamatan Tosari dengan 2 Parameter Input Model Pertama
 ............................................................................................................................... 82 
Gambar 5.4  RMSE Kecamatan Tutur dengan 2 Parameter Input Model Pertama
 ............................................................................................................................... 82 
Gambar 5.5  RMSE Kecamatan Puspo dengan 2 Parameter Input Model Kedua. 86 
Gambar 5.6  RMSE Kecamatan Sumber dengan 2 Parameter Input Model Kedua
 ............................................................................................................................... 86 
Gambar 5.7  RMSE Kecamatan Tosari dengan 2 Parameter Input Model Kedua . 87 
xiv 
 
Gambar 5.8  RMSE Kecamatan Tutur dengan 2 Parameter Input Model Kedua .. 87 
Gambar 5.9  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-1 ................. 91 
Gambar 5.10  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-2 ............... 91 
Gambar 5.11  RMSE Kecamatan Puspo dengan 4 Parameter Input Model Pertama
 ............................................................................................................................... 93 
Gambar 5.12  RMSE Kecamatan Sumber dengan 4 Parameter Input Model 
Pertama ................................................................................................................. 93 
Gambar 5.13  RMSE Kecamatan Tosari dengan 4 Parameter Input Model Pertama
 ............................................................................................................................... 94 
Gambar 5.14  RMSE Kecamatan Tutur dengan 4 Parameter Input Model Pertama
 ............................................................................................................................... 94 
Gambar 5.15  RMSE Kecamatan Puspo dengan 4 Parameter Input Model Kedua
 ............................................................................................................................... 98 
Gambar 5.16  RMSE Kecamatan Sumber dengan 4 Parameter Input Model Kedua
 ............................................................................................................................... 98 
Gambar 5.17  RMSE Kecamatan Tosari dengan 4 Parameter Input Model Kedua99 
Gambar 5.18  RMSE Kecamatan Tutur dengan 4 Parameter Input Model Kedua 99 
Gambar 5.19  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-1 ............. 103 
Gambar 5.20  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-2 ............. 103 
Gambar 5.21  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-17 ........... 103 
Gambar 5.22  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-34 ........... 104 
Gambar 5.23  RMSE Kecamatan Puspo dengan 4 Parameter Input Model Pertama
 ............................................................................................................................. 106 
Gambar 5.24  RMSE Kecamatan Sumber dengan 4 Parameter Input Model 
Pertama ............................................................................................................... 106 
Gambar 5.25  RMSE Kecamatan Tosari dengan 4 Parameter Input Model Pertama
 ............................................................................................................................. 107 
Gambar 5.26  RMSE Kecamatan Tutur dengan 4 Parameter Input Model Pertama
 ............................................................................................................................. 107 
Gambar 5.27  RMSE Kecamatan Puspo dengan 4 Parameter Input Model Kedua
 ............................................................................................................................. 111 
Gambar 5.28  RMSE Kecamatan Sumber dengan 4 Parameter Input Model Kedua
 ............................................................................................................................. 111 
Gambar 5.29  RMSE Kecamatan Tosari dengan 4 Parameter Input Model Kedua
 ............................................................................................................................. 112 
xv 
 
Gambar 5.30  RMSE Kecamatan Tutur dengan 4 Parameter Input Model Kedua
 ............................................................................................................................. 112 
Gambar 5.31  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-1 ............. 116 
Gambar 5.32  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-2 ............. 116 
Gambar 5.33  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-3 ............. 116 
Gambar 5.34  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-4 ............. 117 
Gambar 5.35  RMSE Kecamatan Puspo dengan 8 Parameter Input Model Pertama
 ............................................................................................................................. 119 
Gambar 5.36  RMSE Kecamatan Sumber dengan 8 Parameter Input Model 
Pertama ............................................................................................................... 120 
Gambar 5.37  RMSE Kecamatan Tosari dengan 8 Parameter Input Model Pertama
 ............................................................................................................................. 120 
Gambar 5.38  RMSE Kecamatan Tutur dengan 8 Parameter Input Model Pertama
 ............................................................................................................................. 121 
Gambar 5.39  RMSE Kecamatan Puspo dengan 8 Parameter Input Model Kedua
 ............................................................................................................................. 125 
Gambar 5.40  RMSE Kecamatan Sumber dengan 8 Parameter Input Model Kedua
 ............................................................................................................................. 125 
Gambar 5.41  RMSE Kecamatan Tosari dengan 8 Parameter Input Model Kedua
 ............................................................................................................................. 126 
Gambar 5.42  RMSE Kecamatan Tutur dengan 8 Parameter Input Model Kedua
 ............................................................................................................................. 126 
Gambar 5.43  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-1 ............. 130 
Gambar 5.44  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-2 ............. 130 
Gambar 5.45  Hasil Optimasi Batasan Fungsi Keanggotaan pada T T-2 ............. 130 
Gambar 5.46  Hasil Optimasi Batasan Fungsi Keanggotaan pada T T-2 ............. 131 
Gambar 5.47  Hasil Optimasi Batasan Fungsi Keanggotaan pada H T-2 ............. 131 
Gambar 5.48  Hasil Optimasi Batasan Fungsi Keanggotaan pada H T-2 ............. 131 
Gambar 5.49  Hasil Optimasi Batasan Fungsi Keanggotaan pada S T-2.............. 132 
Gambar 5.50  Hasil Optimasi Batasan Fungsi Keanggotaan pada S T-2.............. 132 
Gambar 6.1  Grafik Nilai RMSE GSTAR-SUR dan Hybrid ANFIS-GA ..................... 136 
Gambar 6.2  Grafik Nilai RMSE Tsukamoto FIS dan Hybrid ANFIS-GA ................ 137 
Gambar 6.3  Grafik Nilai RMSE Hybrid Tsukamoto FIS dengan GA dan Hybrid 
ANFIS-GA ............................................................................................................. 139 
Gambar 6.4  Grafik Nilai RMSE System Dynamics dan Hybrid ANFIS-GA ........... 141 
xvi 
 
Gambar 6.5  Grafik Nilai RMSE ANFIS dan Hybrid ANFIS-GA .............................. 143 
Gambar 6.6  Grafik Nilai RMSE Berbagai Metode ............................................... 145 
Gambar 6.7  Grafik Nilai RMSE Hybrid ANFIS-GA Berdasarkan Jumlah Parameter 






Tabel 3.2 Data Curah Hujan di Empat Kecamatan ................................................ 28 
Tabel 3.3 Data Suhu .............................................................................................. 30 
Tabel 3.4 Data Kelembaban .................................................................................. 31 
Tabel 3.5 Data Lama Penyinaran Matahari ........................................................... 32 
Tabel 4.1 Rentang Nilai Parameter Input Sugeno FIS ........................................... 41 
Tabel 4.2 Rentang Nilai Parameter Input Sugeno FIS ........................................... 41 
Tabel 4.3 Contoh Perhitungan Fitness pada Kecamatan Puspo ........................... 46 
Tabel 4.4 Perhitungan Nilai Propabilitas dan Kumulatif ....................................... 47 
Tabel 4.5 Hasil Seleksi Roulette Whell .................................................................. 47 
Tabel 4.6 Hasil Evaluasi Setelah Proses Reproduksi ............................................. 49 
Tabel 4.7 Hasil Seleksi Elitism................................................................................ 49 
Tabel 4.8 Rentang Nilai Empat Parameter Input Sugeno FIS Bentuk Pertama ..... 52 
Tabel 4.9 Rentang Nilai Empat Parameter Input Sugeno FIS Bentuk Kedua ........ 53 
Tabel 4.10 Rentang Nilai Parameter Input Sugeno FIS Bentuk Pertama .............. 53 
Tabel 4.11 Rentang Nilai Parameter Input Sugeno FIS Bentuk Pertama .............. 53 
Tabel 4.12 Contoh Perhitungan Fitness pada Kecamatan Puspo ......................... 61 
Tabel 4.13 Perhitungan Nilai Propabilitas dan Kumulatif ..................................... 61 
Tabel 4.14 Hasil Seleksi Roulette Whell ................................................................ 61 
Tabel 4.15 Hasil Evaluasi Setelah Proses Reproduksi ........................................... 63 
Tabel 4.16 Hasil Seleksi Elitism ............................................................................. 63 
Tabel 4.17 Rentang Nilai Delapan Parameter Input Sugeno FIS ........................... 66 
Tabel 4.18 Himpunan Fuzzy dan Nilai Linguistik Parameter Input Sugeno FIS ..... 67 
Tabel 4.19 Contoh Perhitungan Fitness pada Kecamatan Puspo ......................... 75 
Tabel 4.20 Perhitungan Nilai Propabilitas dan Kumulatif ..................................... 76 
Tabel 4.21 Hasil Seleksi Roulette Whell ................................................................ 76 
Tabel 4.22 Hasil Evaluasi Setelah Proses Reproduksi ........................................... 78 
Tabel 4.23 Hasil Seleksi Elitism ............................................................................. 78 
Tabel 5.1 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 2 Parameter Input 
Model Pertama ..................................................................................................... 83 
xviii 
 
Tabel 5.2 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 2 Parameter 
Input Model Pertama ............................................................................................ 83 
Tabel 5.3 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 2 Parameter Input 
Model Pertama ..................................................................................................... 84 
Tabel 5.4 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 2 Parameter Input 
Model Pertama ..................................................................................................... 85 
Tabel 5.5 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 2 Parameter Input 
Model Kedua ......................................................................................................... 88 
Tabel 5.6 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 2 Parameter 
Input Model Kedua................................................................................................ 88 
Tabel 5.7 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 2 Parameter Input 
Model Kedua ......................................................................................................... 89 
Tabel 5.8 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 2 Parameter Input 
Model Kedua ......................................................................................................... 90 
Tabel 5.9 Hasil Optimasi Koefisien Konsekuen Rule Sugeno ................................ 92 
Tabel 5.10 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 4 Parameter 
Input Model Pertama ............................................................................................ 95 
Tabel 5.11 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 4 Parameter 
Input Model Pertama ............................................................................................ 95 
Tabel 5.12 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 4 Parameter 
Input Model Pertama ............................................................................................ 96 
Tabel 5.13 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 4 Parameter 
Input Model Pertama ............................................................................................ 97 
Tabel 5.14 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 4 Parameter 
Input Model Kedua.............................................................................................. 100 
Tabel 5.15 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 4 Parameter 
Input Model Kedua.............................................................................................. 100 
Tabel 5.16 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 4 Parameter 
Input Model Kedua.............................................................................................. 101 
Tabel 5.17 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 4 Parameter 
Input Model Kedua.............................................................................................. 102 
Tabel 5.18 Hasil Optimasi Koefisien Konsekuen Rule Sugeno ............................ 104 
Tabel 5.19 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 4 Parameter 
Input Model Pertama .......................................................................................... 108 
Tabel 5.20 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 4 Parameter 
Input Model Pertama .......................................................................................... 108 
xix 
 
Tabel 5.21 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 4 Parameter 
Input Model Pertama .......................................................................................... 109 
Tabel 5.22 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 4 Parameter 
Input Model Pertama .......................................................................................... 110 
Tabel 5.23 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 4 Parameter 
Input Model Kedua.............................................................................................. 113 
Tabel 5.24 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 4 Parameter 
Input Model Kedua.............................................................................................. 113 
Tabel 5.25 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 4 Parameter 
Input Model Kedua.............................................................................................. 114 
Tabel 5.26 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 4 Parameter 
Input Model Kedua.............................................................................................. 115 
Tabel 5.27 Hasil Optimasi Koefisien Konsekuen Rule Sugeno ............................ 117 
Tabel 5.28 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 8 Parameter 
Input Model Pertama .......................................................................................... 121 
Tabel 5.29 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 8 Parameter 
Input Model Pertama .......................................................................................... 122 
Tabel 5.30 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 8 Parameter 
Input Model Pertama .......................................................................................... 123 
Tabel 5.31 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 8 Parameter 
Input Model Pertama .......................................................................................... 123 
Tabel 5.32 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 8 Parameter 
Input Model Kedua.............................................................................................. 127 
Tabel 5.33 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 8 Parameter 
Input Model Kedua.............................................................................................. 128 
Tabel 5.34 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 8 Parameter 
Input Model Kedua.............................................................................................. 128 
Tabel 5.35 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 8 Parameter 
Input Model Kedua.............................................................................................. 129 
Tabel 5.36 Hasil Optimasi Koefisien Konsekuen Rule Sugeno ............................ 133 
Tabel 6.1 Nilai RMSE Menggunakan GSTAR-SUR ................................................ 135 
Tabel 6.2 Perbandingan Nilai RMSE GSTAR-SUR dan Hybrid ANFIS-GA ............. 135 
Tabel 6.3 Nilai RMSE Menggunakan Tsukamoto FIS ........................................... 137 
Tabel 6.4 Perbandingan Nilai RMSE Tsukamoto FIS dan Hybrid ANFIS-GA ........ 137 
Tabel 6.5 Nilai RMSE Menggunakan Hybrid Tsukamoto FIS dan Algoritma 
Genetika .............................................................................................................. 138 
xx 
 
Tabel 6.6 Perbandingan Nilai RMSE Hybrid Tsukamoto FIS dengan GA dan Hybrid 
ANFIS-GA ............................................................................................................. 139 
Tabel 6.7 Nilai RMSE Menggunakan System Dynamics ...................................... 140 
Tabel 6.8 Perbandingan Nilai RMSE System Dynamics dan Hybrid ANFIS-GA .... 140 
Tabel 6.9 Nilai RMSE Menggunakan System Dynamics ...................................... 141 
Tabel 6.10 Perbandingan Nilai RMSE ANFIS dan Hybrid ANFIS-GA .................... 142 
Tabel 6.11 Perbandingan Nilai RMSE Metode Pembanding dengan Hybrid ANFIS-
GA ........................................................................................................................ 144 
Tabel 6.12 Perbandingan Nilai RMSE Hybrid ANFIS-GA Berdasarkan Jumlah 






LAMPIRAN A HASIL PREDIKSI CURAH HUJAN KECAMATAN PUSPO DENGAN 2 
PARAMETER INPUT  TAHUN 2010-2014 ............................................................. 156 
LAMPIRAN B HASIL PREDIKSI CURAH HUJAN KECAMATAN SUMBER DENGAN 2 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 157 
LAMPIRAN C HASIL PREDIKSI CURAH HUJAN KECAMATAN TOSARI DENGAN 2 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 163 
LAMPIRAN D HASIL PREDIKSI CURAH HUJAN KECAMATAN TUTUR DENGAN 2 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 166 
LAMPIRAN E HASIL PREDIKSI CURAH HUJAN KECAMATAN PUSPO DENGAN 4 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 169 
LAMPIRAN F HASIL PREDIKSI CURAH HUJAN KECAMATAN SUMBER DENGAN 4 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 172 
LAMPIRAN G HASIL PREDIKSI CURAH HUJAN KECAMATAN TOSARI DENGAN 4 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 175 
LAMPIRAN H HASIL PREDIKSI CURAH HUJAN KECAMATAN TUTUR DENGAN 4 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 178 
LAMPIRAN I HASIL PREDIKSI CURAH HUJAN KECAMATAN PUSPO DENGAN 8 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 181 
LAMPIRAN J HASIL PREDIKSI CURAH HUJAN KECAMATAN SUMBER DENGAN 8 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 184 
LAMPIRAN K HASIL PREDIKSI CURAH HUJAN KECAMATAN TOSARI DENGAN 8 
PARAMETER INPUT TAHUN 2010-2014 .............................................................. 187 
LAMPIRAN L HASIL PREDIKSI CURAH HUJAN KECAMATAN TUTUR DENGAN 8 







BAB 1 PENDAHULUAN 
1.1  Latar Belakang 
Data curah hujan merupakan salah satu aspek penting dalam berbagai bidang 
kehidupan. Bidang-bidang tersebut antara lain adalah bidang transportasi dan 
bidang pertanian. Pada bidang transportasi, data curah hujan banyak digunakan 
khususnya untuk transportasi udara dan transportasi laut (Kashid & Maity, 2012). 
Pada bidang pertanian, data curah hujan sangat paling banyak dibutuhkan, salah 
satunya digunakan untuk menentukan masa tanam setiap tahunnya. Selain 
menentukan masa tanam, banyaknya curah hujan juga dapat mempengaruhi 
jenis tanaman apa yang cocok untuk ditanam (Pervin & Islam, 2015). Dari 
fenomena tersebut dapat disimpulkan bahwa data curah hujan memegang 
peranan yang sangat penting dalam bidang pertanian. 
Indonesia adalah salah satu negara agraris dengan potensi pertanian yang 
sangat besar. Salah satu daerah pertanian yang cukup besar di Indonesia adalah 
area Jawa Timur. Tengger adalah salah satu daerah di Jawa Timur. Daerah 
Tengger meliputi empat kecamatan, tiga kecamatan berada di Kabupaten 
Pasuruan dan satu kecamatan di Kabupaten Probolinggo. Tiga kecamatan di 
Kabupaten Pasuruan adalah Kecamatan Puspo, Tosari, dan Tutur. Sedangkan 
satu kecamatan di Kabupaten Probolinggo adalah Kecamatan Sumber. Pada 
daerah Tengger banyak potensi pertanian yang dikembangkan. Salah satu 
komoditi pertanian yang yang paling banyak di Tengger adalah komoditi 
pertanian kentang (Batoro, Setiadi, & Chikmawati, 2006). Tanaman kentang 
sangat bergantung pada curah hujan dalam proses penanamannya, karena waktu 
penanaman menyesuaikan dengan banyaknya curah hujan (Wahyuni, Mahmudy, 
& Iriany 2016). Namun, musim penghujan saat ini tidak menentu dan curah hujan 
sangat sulit untuk diprediksi, sehingga mengakibatkan proses penanaman 
kentang khususnya di daerah Tengger menjadi terganggu (Iriany, Mahmudy, 
Sulistyono, & Nisak, 2015). Pengaruh perubahan iklim yang berdampak pada 
tidak menentunya curah hujan mempunyai pengaruh yang signifikan terhadap 
hasil produki kentang dari tahun ke tahun (Indriantoro, 2010). Menurut 
Indriantoro (2010) rata-rata jumlah produksi kentang tahun 2004 atau tahun 
sebelum adanya perubahan iklim yaitu sebesar 14.165 kg/Ha, hasil panen 
tersebut lebih besar jika dibandingkan dengan rata-rata produksi kentang pada 
tahun 2010 atau tahun setelah terjadi perubahan iklim yang hanya sebesar 
10.580 kg/Ha. Sehingga dibutuhkan perhitungan yang tepat untuk memprediksi 
curah hujan agar masalah tersebut dapat diatasi. 
Prediksi curah hujan pernah dilakukan oleh Iriany, Mahmudy, Sulistyono, & 
Nisak (2015) dengan metode Generalized Model Space Time Autoregressive- 
Seemingly Unrelated Regression (GSTAR-SUR). Pada penelitian tersebut 
dilakukan prediksi curah hujan pada daerah Tengger di empat kecamatan yaitu 
Puspo, Sumber, Tosari dan Tutur. Nilai Root Mean Square Error (RMSE) tertinggi 




tempat yang sama juga pernah dilakukan oleh Wahyuni, Mahmudy, dan Iriany 
(2016b) dengan metode Tsukamoto Fuzzy Inference System (FIS). Pada penelitian 
tersebut nilai RMSE pada daerah Tutur lebih kecil yaitu 8.64. Metode hybrid 
Tsukamoto FIS dengan Algoritma Genetika juga pernah dilakukan oleh Wahyuni 
& Mahmudy (2016) untuk memprediksi curah hujan di lokasi yang sama. Nilai 
RMSE yang didapatkan di daerah Tutur lebih kecil lagi yaitu 6.63. Metode-
metode yang digunakan untuk melakukan prediksi curah hujan memang sudah 
cukup baik, namun masih tetap mempunyai beberapa kelemahan, salah satunya 
adalah nilai error atau Root Mean Square Error (RMSE) yang di hasilkan masih 
cukup tinggi dan data yang digunakan sebagai acuan prediksi hanya satu data 
curah hujan saja. Padahal ada beberapa faktor yang dapat mempengaruhi curah 
hujan seperti yang disampaikan oleh Wilson (1990), diantaranya kelembaban 
udara, suhu, tekanan udara, dan kecepatan angin. 
Metode hybrid dengan pendekatan metode baru untuk proses prediksi sudah 
banyak dikenalkan. Salah satu metode hybrid dengan pendekatan baru pernah 
dikenalkan oleh Li & Su (2010), dalam penelitian tersebut dikenalkan metode 
hybrid Genetic Algorithm-Hierarchical Adaptive Network-Based Fuzzy Inference 
System (GA-HANFIS). Pada metode tersebut, kedua parameter dasar clustering 
dan rule base dioptimalkan oleh GAs dan Neural Networks (NNs). Model tersebut 
diterapkan untuk memprediksi konsumsi AC harian pada sebuah hotel dalam 
jangka waktu lebih dari 3 bulan. Hasil yang diperoleh dari model yang diusulkan 
dan dibandingkan dengan metode NNs biasa, menunjukkan bahwa model GA-
HANFIS memiliki kinerja yang lebih baik daripada NNs dalam hal akurasi prediksi 
menjadi lebih baik. Selain itu, metode hybrid dengan pendekatan metode baru 
juga pernah dikenalkan oleh Tahmasebi & Hezarkhani (2012), dalam penelitian 
tersebut dikenalkan metode Coactive Neuro-Fuzzy Inference System (CANFIS) 
yang mengkombinasikan dua pendekatan, yaitu Artificial Neural Network (ANN) 
dan Fuzzy Logic (FL). Untuk meningkatkan performa CANFIS, digunakan 
Algoritma Genetika untuk mengoptimasi parameter ANN yaitu learning rate, 
momentum of the network dan jumlah MFs untuk setiap input. Gabungan dari 
metode tersebut disebut CANFIS-GA. 
Berdasarkan penelitian sebelumnya yang mengenalkan banyak pendekatan 
baru untuk metode hybrid, pada penelitian ini juga akan mengenalkan 
pendekatan baru. Pendekatan baru yang diusulkan adalah hybrid Adaptive Neuro 
Fuzzy Inference System dengan Genetic Algorithm (ANFIS-GA) untuk prediksi 
curah hujan. Genetic Algorithm digunakan untuk mengoptimasi batasan fungsi 
keanggotaan dan koefisien konsekuen rule Sugeno sebelum masuk ke dalam 
proses pelatihan dengan ANFIS. Data time series yang akan digunakan untuk 
prediksi adalah data curah hujan, suhu, kelembaban, dan lama penyinaran 
matahari. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan pada sub bab sebelumnya 




1. Bagaimana menentukan arsitektur dari genetic algorithm (GA) untuk 
mengoptimasi ANFIS? 
2. Apakah algoritma genetika dapat digunakan untuk mengoptimasi metode 
ANFIS? 
3. Bagaimana menyusun formulasi parameter-parameter input ANFIS 
selama masa training? 
4. Bagaimana menentukan pemodelan prediksi curah hujan menggunakan 
hybrid ANFIS-GA yang paling optimum? 
5. Apakah metode hybrid ANFIS-GA dapat menghasilkan RMSE lebih kecil 
dibandingkan dengan metode-metode sebelumnya? 
1.3 Tujuan 
Tujuan dari penulisan tesis ini adalah sebagai berikut : 
1. Menentukan arsitektur genetic algorithm (GA) untuk proses optimasi 
ANFIS. 
2. Membuktikan apakah algoritma genetika dapat digunakan untuk 
mengoptimasi metode ANFIS. 
3. Menyusun formulasi parameter-parameter input ANFIS untuk masa 
training. 
4. Menentukan pemodelan prediksi curah hujan menggunakan hybrid ANFIS-
GA yang paling optimum. 
5. Membuktikan apakah metode hybrid ANFIS-GA dapat menghasilkan error 
yang lebih kecil dibandingkan dengan metode-metode sebelumnya. 
1.4 Manfaat 
Manfaat yang di dapatkan dari penulisan tesis ini yaitu: 
1. Dapat digunakan untuk memprediksi curah hujan dengan kesalahan atau 
error yang kecil pada jangka waktu tertentu dan lokasi tertentu. 
2. Dapat memberikan wawasan dalam penentuan arsitektur genetic 
algorithm (GA) untuk proses optimasi ANFIS. 
3. Dapat memberikan wawasan dalam menentukan parameter-parameter 
input pada ANFIS selama masa training. 
4. Dapat memberikan wawasan cara menentukan arsitektur ANFIS-GA yang 
tepat sesuai dengan permasalahan prediksi curah hujan. 
1.5 Batasan Masalah 
Ruang lingkup dari permasalahan ini digunakan agar masalah yang diteliti 
lebih dapat terarah dan terfokus sehingga penelitian dapat dilakukan sesuai 
dengan apa yang direncanakan. Ruang lingkup penelitian ini sebagai berikut: 
1. Studi Kasus dilakukan pada empat lokasi di Tengger, Jawa Timur yaitu 




2. Penelitian ini terbatas pada hubungan data curah hujan selama sepuluh 
tahun terakhir atau data time series dan data cuaca. Data cuaca yang 
digunakan adalah suhu, kelembaban, dan lama penyinaran matahari. 
3. Data curah hujan dan cuaca yang digunakan berasal dari Badan 
Meteorologi, Klimatologi, dan Geofisika (BMKG) yang berasal dari 
pengamatan di darat. 
4. Data curah hujan dan data cuaca yang digunakan adalah data selama 
sepuluh tahun terakhir, dimulai bulan Januari 2005 sampai Desember 
2014. 
5. Sebagian data cuaca yang digunakan berasal dari data yang diperoleh 
dari National Oceanic and Atmospheric Administration (NOAA) dengan 
url http://www.noaa.gov/ dan dari alat automatic wheather stasion dari 
penelitian sebelumnya (Wahyuni, Wibowo, Rahman, Mahmudy, & 
Iriany, 2016) yang dikembangkan oleh Universitas Brawijaya. 
6. Hasil prediksi curah hujan dalam penelitian ini tidak memperhatikan 
faktor gejala alam seperti El Nina, El Nino, perubahan keadaan atmoster, 
tidak memperdulikan topologi, skala, dan unit analysis grid yang dipakai 
dalam kasus precipitation, tidak memperhatikan nilai evapotranspirasi 
(ET), dan monsoon. 
7. Hasil prediksi curah hujan yang didapat adalah perkiraan jumlah debit 
curah hujan yang jatuh ke bumi berdasarkan data curah hujan pada 
tahun sebelumnya. 
1.6 Sistematika Pembahasan 
Bagian ini berisi struktur tesis yang akan disusun mulai Bab Pendahuluan 
sampai dengan Bab Penutup serta deskripsi singkat dari masing-masing bab. 
Bagian ini diharapkan dapat membantu pembaca dalam memahami sistematika 
pembahasan isi dalam tesis ini. 
BAB I  :  PENDAHULUAN 
 Bagian utama tesis terdiri dari beberapa komponen atau bab 
yang tersusun dengan alur yang logis dan terstruktur. 
Pendahuluan merupakan komponen atau bab pertama yang 
menjelaskan apa yang akan dikerjakan dalam tesis dan mengapa 
tesis ini perlu dikerjakan. 
BAB II  : LANDASAN KEPUSTAKAAN 
Landasan kepustakaan berisikan uraian dan pembahasan 
tentang teori dan konsep dari prediksi curah hujan dengan 
metode ANFIS yang didasarkan pada literatur ilmiah, yang 
berkaitan dengan tema, masalah, atau pertanyaan penelitian 






BAB III  :  METODOLOGI 
Bab ini membahas langkah-langkah penelitian untuk prediksi 
curah hujan menggunakan metode ANFIS-GA serta penelitian 
terdahulu yang sudah pernah digunakan untuk prediksi curah 
hujan. 
BAB IV  :  PEMODELAN 
Bab ini berfungsi untuk menampilkan pemodelan metode hybrid 
ANFIS-GA yang diajukan.  
BAB V  :  HASIL 
Bab ini berfungsi untuk melaporkan hasil implementasi metode 
hybrid ANFIS-GA dan menyajikan data yang mendukung hasil 
tersebut.  
BAB VI  :  PEMBAHASAN 
Bab ini berfungsi untuk menerjemahkan makna dari hasil 
prediksi menggunakan hybrid ANFIS-GA yang diperoleh untuk 
menjawab pertanyaan atau masalah penelitian. Selain itu 
digunakan untuk menjelaskan pemahaman baru dan 
pengembangan keilmuan secara substansial yang didapatkan 
dari hasil penelitian, yang diharapkan berguna dalam 
pengembangan keilmuan.  
BAB VII :  PENUTUP 
Bab ini membahas kesimpulan dan saran dari penelitian yang 





BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Curah Hujan 
Curah hujan merupakan salah satu komponen penting dalam kehidupan 
sehari-hari. Seperti yang sudah disampaikan dalam latar belakang bahwa curah 
hujan digunakan dalam berbagai sektor, salah satunya adalah sektor pertanian. 
Dalam sektor pertanian, curah hujan memegang peranan penting untuk 
menentukan masa tanam dan jenis tanaman apa yang cocok ditanam dalam 
kurun waktu tertentu (Pervin & Islam, 2015). Karena perubahan iklim yang 
berakibat dengan tidak menentunya waktu musim penghujan, mengakibatkan 
produksi hasil pertanian di beberapa sektor khususnya kentang mengalami 
penurunan (Indriantoro, 2010). Oleh karena itu penting untuk melakukan 
prediksi terhadap seberapa banyak curah hujan yang akan terjadi pada tahun-
tahun berikutnya agar hasil pertanian tetap dalam jumlah yang stabil. 
2.1.1 Pengertian Curah Hujan 
Menurut Kamus Besar Bahasa Indonesia (KBBI) curah hujan adalah banyaknya 
hujan yang tercurah atau turun di suatu daerah dalam jangka waktu tertentu. 
Derajat curah hujan dinyatakan dengan jumlah curah hujan dalam suatu satuan 
waktu tertentu, misalnya mm/jam. Dalam dunia meteorologi, butiran hujan yang 
mempunyai diameter antara 0.5 – 0.1 mm disebut gerimis dan butiran hujan 
yang mempunyai diameter lebih dari 0.5 mm disebut hujan. Ukuran butiran 
hujan berbanding lurus dengan kecepatan jatuhnya hujan, semakin besar ukuran 
butiran hujan maka semakin besar pula kecepatan jatuhnya, begitu juga 
sebaliknya. Ketelitian alat ukur curah hujan yang sudah ada saat ini adalah 1/10 
mm. Biasanya pembacaan dilakukan satu kali dalam sehari dan dicatat sebagai 
curah hujan hari terdahulu atau kemarin. Data cutah hujan yang terkumpul 
nantinya dapat digunakan sebagai acuan untuk prediksi curah hujan pada 
kemudian hari (Siswanti, 2011). 
2.1.2 Faktor-Faktor yang Mempengaruhi Curah Hujan 
Teori tentang curah hujan dan faktor-faktor yang mempengaruhi curah hujan 
telah dibahas oleh Wilson (1990), Siswanti (2011), dan Hamdi (2014). Faktor-
faktor tersebut antara lain adalah sebagai berikut: 
a. Kelembaban Udara 
Kelembaban adalah perbandingan antara massa uap dalam suatu satuan 
volum dengan massa uap yang jenuh dalam satuan volum itu pada suhu 
yang sama. Secara umum kelembaban menyatakan banyaknya kadar air 
yang ada di udara. Banyaknya uap yang bergerak di dalam atmosfer 
berpengaruh terhadap lamanya hujan, besarnya hujan, dan intensitas 
curah hujan. Kelembaban tertinggi umumnya terjadi pada musim 
penghujan dan paling rendah pada musim kemarau. Variasi kelembaban 




akan lebih rendah jika dibanding pada pagi hari saat suhu rendah. 
Umumnya semakin tinggi suatu daerah dari permukaan laut maka 
kelembaban udaranya semakin tinggi. Makin tinggi kelembaban udara 
akan dapat menyebabkan bertambah banyak uap air yang dapat diserap 
awan. Uap air itu akan menghasilkan tekanan yang dinyatakan dengan 
satuan tinggi air raksa (1 mmHg = 1,33 milibar). Tekanan yang diberikan 
oleh uap air disebut dengan tekanan uap air (Siswanti & Wutsqa, 2011). 
b. Tekanan Udara 
Tekanan udara merupakan tenaga yang bekerja untuk menggerakkan 
massa udara dalam setiap satuan luas tertentu. Tekanan udara diukur 
dengan menggunakan alat bernama barometer. Satuan tekanan udara 
adalah milibar (mb). Garis yang menghubungkan tempat‐tempat yang 
sama tekanan udaranya disebut sebagai isobar. Tekanan udara dibatasi 
oleh ruang dan waktu. Artinya pada tempat dan waktu yang berbeda, 
besarnya juga berbeda. Semakin tinggi suatu tempat maka tekanan 
udaranya semakin menurun, sedangkan tekanan udara pada daerah yang 
mempunyai rata‐rata ketinggian sama maka tekanan udara dipengaruhi 
oleh suhu udara. Daerah yang bersuhu udara rendah tekanannya tinggi 
dan daerah yang suhu udaranya tinggi mempunyai tekanan rendah 
(Siswanti & Wutsqa, 2011). 
c. Suhu Udara 
Suhu udara adalah keadaan panas atau dinginnya udara. Suhu juga 
disebut temperatur yang diukur dengan alat termometer. Beberapa 
faktor yang mempengaruhi suhu udara diantaranya: tinggi tempat, 
daratan/lautan, radiasi matahari, indeks datang matahari dan angin. 
Pengukuran biasa dinyatakan dalam skala Celsius (C), Reamur (R), dan 
Fahrenheit (F). Suhu udara tertinggi di permukaan bumi adalah di daerah 
tropis atau daerah sekitar garis ekuator. Sehingga, semakin ke arah kutub 
makin suhu akan semakin dingin (Wilson, 1990). 
d. Kecepatan Angin 
Angin adalah udara yang bergerak akibat adanya perbedaan tekanan 
udara dengan arah aliran angin dari tempat yang memiliki tekanan tinggi 
ke tempat yang bertekanan rendah atau dari daerah yang memiliki suhu 
atau temperatur rendah ke wilayah bersuhu tinggi. Angin dapat 
disebabkan oleh pergerakan benda sehingga mendorong udara 
disekitarnya untuk bergerak ke tempat lain. Angin juga memiliki 
hubungan yang erat dengan sinar matahari karena daerah yang terkena 
banyak paparan sinar mentari akan memiliki suhu yang lebih tinggi serta 
tekanan udara yang lebih rendah dari daerah lain di sekitarnya sehingga 






e. Lama Penyinaran Matahari 
Lama penyinaran matahari adalah lamanya waktu pancaran terang atau 
cahaya yang dipancarkan oleh matahari ke permukaan bumi. Menurut 
Sitorus dalam Hamdi (2014) Departemen Kesehatan menyimpulkan 
bahwa intensitas atau lama pencahayaan matahari sangat berpengaruh 
dengan suhu dan kelembapan yang ada di sekitarnya, dengan kata lain 
lama penyinaran matahari juga berpengaruh terhadap intensitas curah 
hujan yang terjadi. Ada banyak alat ukur yang digunakan untuk mengukur 
lama penyinaran matahari, salah satunya adalah Campbell Stokes 
Recorder. Alat tersebut merupakan alat pengukur lama penyinaran 
matahari yang secara resmi digunakan oleh Badan Meteorologi, 
Klimatologi, dan Geofisika (BMKG). Alat ini terdiri dari sebuah bola kaca 
berdiameter 10 cm yang berfungsi sebagai lensa cembung, dan kertas 
pias yang diletakkan di bagian fokus bola kaca. Kekuatan insolasi yang 
melebihi 120 W/m2 akan meninggalkan jejak terbakar pada kertas pias 
yang panjang jejaknya berkaitan dengan lama penyinaran matahari. Di 
dalam kertas pias telah ada ukuran skala, 1 skala setara dengan 1 jam 
lama penyinaran matahari (Hamdi, 2014). 
2.1.3 Siklus Hidrologi dan Syarat Terjadinya Presipitasi 
Menurut Wilson (1990) dalam bukunya menjelaskan bahwa gerakan siklus air 
bermula dari laut ke atmosfer dan jatuh ke bumi dalam bentuk presipitasi, 
dimana akan berkumpul di sungai dan bergerak kembali ke laut, disebut sebagai 
siklus hidrologi. Urutan siklus peristiwa tersebut terjadi tetapi tidak sesederhana 
itu. Pertama, siklus mungkin tidak melewati beberapa tahap, misalnya, presipitasi 
bisa turun langsung ke laut, danau atau aliran sungai. Kedua, tidak ada 
keseragaman waktu dalam siklus. Selama kemarau mungkin tampak telah 
berhenti sama sekali, namun selama banjir mungkin tampak terjadi terus 
menerus. Ketiga, intensitas dan frekuensi siklus tergantung pada geografi dan 
iklim, karena terjadi sebagai akibat dari radiasi matahari yang bervariasi menurut 
garis lintang dan musim sepanjang tahun. Akhirnya, berbagai bagian dari siklus 
tersebut dapat cukup rumit dan manusia dapat melaksanakan control hanya 
pada bagian terakhir, ketika hujan telah jatuh di tanah dan membuat jalan 






Gambar 2.1 Siklus Hidrologi 
Sumber: (Wilson, 1990) 
Air di laut menguap di bawah radiasi matahari, dan awan terbentuk dari uap 
air bergerak ke daratan. Presipitasi terjadi saat butiran air dan partikel es di 
atmosfir (hidrometeor) cukup besar dan berat untuk jatuh ke permukaan bumi. 
Atmosfer memiliki sejumlah besar CCN (Cloud condensation nuclei). Hal ini 
menyebabkan kondensat dalam udara dingin yang bergerak naik terpecah 
menjadi butiran kecil dalam jumlah besar (butiran terlalu kecil untuk menjadi 
hujan). Butiran-butiran tersebut cenderung menjadi monodisperse (memiliki 
ukuran yang hampir sama) karena proses difusi. Butiran dari ukuran yang sama 
memiliki kecepatan terminal yang sama, dan dengan demikian tidak 
memungkinkan untuk saling bertabrakan karena mereka terus naik karena udara 
bergerak ke atas (updraft), karena tidak ada tabrakan maka tidak akan ada 
butiran presipitasi yang terbentuk di awan. 
Lima faktor yang dapat membantu terbentuknya presipitasi yaitu (Stull, 
2015): 
1. Sejumlah kecil tabrakan acak terjadi antar butiran air, yang mulai 
memperluas spektrum ukuran butiran air. 
2. Tidak semua CCN memiliki ukuran yang sama dan dapat menciptakan 
butiran awan yang lebih besar yang turun relatif terhadap butiran awan 
lainnya. 
3. Turbulensi dapat naik dari udara bersih ke atas dan/atau sisi awan, 
menyebabkan sebagian butiran air menguap, sehingga memperluas 
spektrum ukuran butiran air, dan memungkinkan tabrakan lagi. 
4. Radiasi IR dari butiran individual dekat bagian atas dan sisi awan dapat 
mendinginkan butiran menjadi sedikit lebih rendah daripada suhu udara 
sekitar, memungkinkan pertumbuhan kondensasi yang lebih besar. 
5. Muatan listrik terbentuk di awan cumuliform dapat menarik butiran air 
yang berbeda muatan menjadi satu, dan dapat menyebabkan percikan api 




Presipitasi yang terjadi dapat berbentuk salju, hujan es, hujan dan 
kondensasi dalam bentuk embun, di darat dan laut. Salju dan es di darat 
merupakan air yang tersimpan sementara. Hujan jatuh ke permukaan tanah 
dapat dicegat oleh vegetasi dan menguap kembali ke atmosfer. Beberapa 
meresap ke dalam tanah dan bergerak ke bawah atau merembes ke dalam zona 
tanah jenuh di bawah permukaan air, atau permukaan freatik. Air di zona ini 
mengalir perlahan melalui akuifer ke saluran sungai atau kadang-kadang 
langsung ke laut. Air yang meresap juga menghidupi tanaman permukaan dan 
beberapa akan ditarik ke dalam vegetasi di mana transpirasi berlangsung pada 
permukaan daun pada tanaman. 
Sebagian air yang tersisa di permukaan menguap kembali ke udara, tapi 
sebagian besar akan menggabung ke sungai-sungai kecil ke saluran sungai besar. 
Permukaan sungai dan danau juga menguap. Akhirnya, air yang tersisa yang 
belum terserap atau menguap kembali lagi ke laut melalui saluran sungai. air 
tanah, bergerak lebih lambat, baik muncul ke saluran sungai atau tiba di garis 
pantai dan meresap ke laut, dan seluruh siklus dimulai lagi dari awal. 
 
2.2 Prediksi 
Prediksi menjadi salah satu hal yang sering dilakukan untuk mengetahui 
keadaan dimasa depan. Ada banyak metode yang digunakan untuk prediksi mulai 
dari metode yang sederhana sampai metode yang kompleks. Banyak objek yang 
dapat diprediksi, misalnya prediksi harga saham, prediksi konsumsi listrik harian, 
prediksi penjualan, prediksi biaya operasional, sampai prediksi curah hujan.  
2.2.1 Pengertian Prediksi 
Menurut Kamus Besar Bahasa Indonesia (KBBI) prediksi adalah ramalan atau 
prakiraan. Menurut Hidayat, Kencana, & Jayanegara (2013) dalam penelitiannya 
prediksi atau peramalan adalah proses untuk meramalkan atau memperkirakan 
berapa kebutuhan di masa yang akan datang meliputi kebutuhan ukuran 
kuantitas, kualitas, waktu, dan lokasi yang dibutuhkan dalam rangka memenuhi 
permintaan barang ataupun jasa. Sedangkan pengertian prediksi menurut Hadi 
(2015) adalah proses memperkirakan sesuatu yang akan terjadi di masa yang 
akan datang dengan mempelajari kejadian masa lampau untuk menentukan 
kecendrungan atau pola datanya. Menurut Ririanti (2014) prediksi bisa 
berdasarkan metode ilmiah ataupun subjektif belaka. Prediksi dengan metode 
ilmiah contohnya adalah proses prediksi cuaca berdasarkan data atau informasi 
terbaru yang berasal dari pengamatan, misalnya pengamatan satelit. Begitupun 
prediksi gempa, gunung meletus, ataupun bencana secara umum yang 
menggunakan data-data kejadian di masa lampau. Sedangkan prediksi yang 
bersifat subjektif contohnya adalah prediksi hasil pertandingan sepakbola atau 
olahraga yang umumnya berdasarkan pandangan subjektif dengan sudut 




2.2.2 Jenis-Jenis Prediksi 
Menurut (Hadi, 2015) jenis-jenis prediksi berdasarkan horizon perencanaan 
ada tiga jenis, antara lain adalah sebagai berikut:  
1. Prediksi jangka pendek yaitu waktu prediksi kurang dari tiga bulan. 
2. Prediksi jangka menengah yaitu prediksi hingga dua bulan. 
3. Prediksi jangka panjang yaitu jangka waktu prediksi lebih dari dua 
tahun. 
2.3 Data Deret Berkala (Time Series) 
Data merupakan suatu objek, kejadian, atau fakta yang terdokumentasikan 
dengan memiliki klasifikasi terstruktur untuk suatu entitas. Terdapat berbagai 
jenis data antara lain, jenis data menurut cara memperolehnya, jenis data 
berdasarkan sumber data, jenis data berdasarkan sifatnya, jenis data 
berdasarkan bobotnya, dan jenis data menurut waktu pengumpulannya. Dalam 
penelitian ini, data curah hujan, data suhu, data kelembaban, dan data lama 
penyinaran matahari yang diteliti adalah data sekunder karena data tersebut 
merupakan data yang sudah jadi atau dikumpulkan oleh pihak lain secara 
komersial. Data ini juga bersifat kuantitatif karena berisikan data berupa angka 
pasti. Sedangkan menurut waktu pengumpulannya data yang digunakan adalah 
data deret berkala atau time series (Masru’ah & Soejoto, 2013). 
2.3.1 Pengertian Data Deret Berkala (Time Series) 
Deret waktu atau time series merupakan observasi yang diambil secara 
sekuensial dalam lingkup waktu tertentu. Menurut Render, Stair, & Hanna (2003) 
analisis data deret berkala (time series) adalah memecah data lampau menjadi 
komponen-komponen dan memproyeksikannya ke depan (forecasting). Hasil dari 
observasi ini disebut dengan data deret berkala atau data time series. Data 
tersebut nantinya akan dapat diproses melalui analisis dengan metode tertentu 
sehingga didapatkan hasil perkiraan untuk masa depan. Periode waktu observasi 
dapat berbentuk tahun, kuartal, bulan, dasarian atau sepuluh harian, minggu dan 
dibeberapa kasus dapat juga hari atau jam. Data time series dianalisis guna 
mendapatkan pola variasi masa lalu yang dapat dipergunakan untuk 
memperkirakan penilaian di masa depan dan membantu dalam memanajemen 
operasi serta membuat perencanaan (Hillmer & Wei, 1991). Menganalisa time 
series berarti membagi data masa lalu menjadi elemen-elemen dan kemudian 
memproyeksikannya ke masa depan. 
2.3.2 Prediksi Data Time Series 
Prediksi data time series  digunakan untuk memprediksi apa yang akan terjadi 
berdasarkan data historis. Langkah penting dalam memilih suatu metode time 
series yang tepat adalah dengan mempertimbangkan jenis pola data. Pada 
penelitian Arnold & Chapman (2004) dijelaskan bahwa pada umumnya prediksi 
kuantitatif dapat diterapkan bila terdapat tiga kondisi seperti berikut : 




2. Informasi tersebut dapat dikuantitatifkan dalam bentuk numerik 
3. Dapat diasumsikan bahwa beberapa aspek pola masa lalu akan terus 
berlanjut dimasa mendatang 
2.4 Metode Prediksi Curah Hujan 
Terdapat beberapa penelitian yang mengangkat permasalahan tentang 
prediksi curah hujan di berbagai tempat di belahan dunia. Pada penelitian 
berikut, prediksi curah hujan dilakukan di Tengger, Jawa Timur Indonesia 
menggunakan beberapa metode, antara lain adalah: 
2.4.1 Prediksi Curah Hujan Dengan Generalized Model Space Time 
Autoregressive-Seemingly Unrelated Regression (GSTAR-SUR) 
Prediksi curah hujan di Tengger, Jawa Timur pernah dilakukan oleh Iriany, 
Mahmudy, Sulistyono, & Nisak (2015) menggunakan metode Generalized Model 
Space Time Autoregressive-Seemingly Unrelated Regression (GSTAR-SUR). 
Prediksi tersebut dilakukan pada empat kecamatan di daerah Tengger yaitu 
Kecamatan Puspo, Sumber, Tosari, dan Tutur. Ada empat parameter yang 
dijadikan sebagai nilai input dari GSTAR-SUR yaitu T-1 atau data curah hujan 
sepuluh hari yang lalu, T-2 atau data curah hujan dua puluh hari yang lalu, T-18 
atau data curah hujan 180 hari yang lalu, dan Zt-36 atau data curah hujan 360 
hari yang lalu. Dari penelitian tersebut didapatkan hasil prediksi yang cukup 
akurat dengan nilai Root Mean Square Error (RMSE) yang cukup bervariasi pada 
ke empat kecamatan. Pada kecamatan Puspo nilai RMSE yang diperoleh adalah 
4.90. Pada kecamatan Sumber nilai RMSE yang didapatkan adalah 6.69. Pada 
kecamatan Tosari nilai RMSE yang didapatkan adalah 7.92. Pada kecamatan 
Tutur nilai RMSE yang di dapatkan adalah 10.89. Meskipun nilai rata-rata RMSE 
yang didapatkan di semua kecamatan sudah cukup kecil, namun nilai RMSE pada 
daerah Tutur masih cukup besar. Nilai RMSE tersebut kemungkinan masih bisa 
diminimalkan lagi dengan metode peramalan lain. 
2.4.2 Prediksi Curah Hujan Dengan Tsukamoto Fuzzy Inference System 
(FIS) 
Salah satu metode yang paling sering digunakan untuk memprediksi curah 
hujan adalah fuzzy logic seperti yang dilakukan oleh Jacquin & Shamseldin 
(2006). Salah satu metode fuzzy logic yang pernah digunakan untuk memprediksi 
curah hujan adalah Tsukamoto Fuzzy Inference System (FIS) seperti yang sudah 
dilakukan oleh Wahyuni, Mahmudy, & Iriany (2016). Penelitian tersebut juga 
dilakukan di daerah Tengger, Jawa Timur pada empat kecamatan yang sama pula 
yaitu Kecamatan Puspo, Sumber, Tosari, dan Tutur. Pada penelitian tersebut, 
input parameter yang digunakan sebagai parameter input fuzzy adalah data 
curah hujan T-1 atau data curah hujan sepuluh hari yang lalu, T-2 atau data curah 
hujan dua puluh hari yang lalu, T-17 atau data curah hujan 170 hari yang lalu, 
dan T-34 atau data curah hujan 340 hari yang lalu. Hasil dari prediksi 
menggunakan Tsukamoto FIS bisa dibilang cukup baik dibandingkan dengan 




adalah 8.64. Nilai RMSE tersebut lebih kecil jika dibandingkan dengan nilai RMSE 
pada daerah Tutur menggunakan GSTAR-SUR yaitu 10.89. Metode Tsukamoto FIS 
yang cukup sederhana bisa dioptimasi lagi agar mendapatkan hasil prediksi yang 
lebih baik. Hal yang dapat dioptimasi dari Tsukamoto FIS antara lain adalah 
batasan fungsi keanggotaan input dan output fuzzy atau basis aturan fuzzy-nya. 
2.4.3 Prediksi Curah Hujan dengan Hybrid Tsukamoto FIS dengan 
Algoritma Genetika 
Untuk memperbaiki hasil prediksi curah hujan dengan Tsukamoto FIS, perlu 
digunakan algoritma optimasi. Hal ini dilakukan untuk memperoleh nilai RMSE 
yang lebih kecil, sehingga hasil prediksi curah hujan bisa lebih akurat. Salah satu 
hal yang dapat dioptimasi dari fuzzy logic adalah nilai batasan fungsi kenggotaan. 
Algoritma yang banyak digunakan untuk mengoptimasi batasan fungsi 
keanggotaan adalah algoritma genetika seperti yang sudah dilakukan oleh 
(Zhang, Wang, & Zhang, 2009), (Palacios, Palacios, Sánchez, & Alcalá-Fdez, 2015), 
dan (Murata & Ishibuchi, 1995). Metode hybrid Tsukamoto FIS dengan algoritma 
genetika juga pernah dilakukan oleh Wahyuni & Mahmudy (2016b) untuk 
memprediksi curah hujan di daerah Tengger, Jawa Timur sebagai perbaikan dari 
penelitian sebelumnya. Pada penelitian ini algoritma genetika bertugas untuk 
menentukan batasan fungsi keanggotaan yang paling optimal untuk parameter 
input dan parameter output pada Tsukamoto FIS. Parameter input yang 
digunakan masih sama dengan penelitian sebelumnya, yaitu curah hujan T-1, T-2, 
T-17, dan T-34. Hasil dari penelitian ini memberikan nilai RMSE yang lebih kecil 
dari penelitian sebelumnya yang belum menggunakan optimasi. Nilai RMSE pada 
daerah Tutur yaitu 6.63. Nilai RMSE tersebut lebih kecil dari pada nilai RMSE 
menggunakan Tsukamoto FIS yaitu 8.64.   
2.4.4 Prediksi Curah Hujan dengan System Dynamics  
Banyaknya curah hujan juga dipengaruhi oleh beberapa faktor. Beberapa 
faktor tersebut antara lain adalah suhu udara, kelembaban udara, selisih tekanan 
udara, lama penyinaran matahari, dan banyaknya penguapan udara (Fadli, 2012). 
Oleh karena itu, peramalan curah hujan yang hanya mengandalkan data curah 
hujan pada tahun-tahun sebelumnya atau data time series saja tidaklah cukup 
efektif untuk mendapatkan hasil peramalan curah hujan yang akurat. 
Pendekatan system dynamics pernah dilakukan oleh Wahyuni, Adipraja, 
Mahmudy, & Iriany (2016) untuk memprediksi curah hujan di Tengger, Jawa 
Timur pada empat daerah yaitu Puspo, Sumber, Tosari, dan Tutur. Variabel yang 
digunakan untuk pemodelan system dynamics adalah data curah hujan pada 
tahun sebelumnya, data suhu, dan data kelembaban. Hasil prediksi 
menggunakan system dynamics dengan tambahan variabel suhu dan 
kelembaban memberikan nilai Root Mean Square Error (RMSE) yang cukup kecil. 
Nilai RMSE pada daerah Puspo adalah 6.7672, sedangkan RMSE di daerah 
Sumber adalah 7.0756, RMSE di daerah Tosari adalah 6.4219, dan RMSE di 
daerah Tutur 6.5810. Nilai Root Mean Square Error (RMSE) pada prediksi 




yang lebih kecil dibandingkan dengan penelitian sebelumnya yang hanya 
menggunakan data time series (Iriany et al., 2015), (Wahyuni, Mahmudy, & 
Iriany, 2016), (Wahyuni & Mahmudy, 2016b). 
2.4.5 Prediksi Curah Hujan dengan ANFIS  
Metode ANFIS ini dikenalkan oleh J.S.R Jang pada tahun 1992 yang 
mengintegrasikan fitur terbaik dari neural network (NN) dan fuzzy Inference 
system (FIS). Beberapa penelitian telah dilakukan dengan penerapan ANFIS  
(Johnson, Negnevitsky, & Muttaqi, 2007) melakukan forecasting untuk 
memprediksi wind power jangka pendek, selain itu ANFIS yang dikombinasikan 
dengan nonlinear generalized autoregressive conditional heteroscedasticity 
(NGARCH) digunakan oleh Rong Chang (2006) untuk mengurangi error pada hasil 
clustering, penelitian yang dilakukan oleh Azadeh, Asadzadeh, & Ghanbari, 
(2010) juga menggunakan ANFIS untuk estimasi permintaan gas alam jangka 
pendek. Variabel yang digunakan dalam estimasi permintaan gas adalah 
permintaan hari yang sama di tahun sebelumnya, permintaan sehari sebelum 
dan permintaan dari 2 hari sebelumnya. ANFIS juga pernah digunakan oleh Fadli 
(2012) untuk melakukan prediksi curah hujan dengan input data curah hujan, 
suhu, kelembaban, dan selisih tekanan udara di area Jakarta dengan nilai error 
yang cukup kecil. Berdasarkan penelitian sebelumnya, ANFIS banyak digunakan 
untuk melakukan prediksi dengan data time series dengan hasil yang cukup baik, 
sehingga kemungkinan besar ANFIS juga dapat dimodelkan untuk melakukan 
prediksi pada data curah hujan dengan banyak inputan. 
2.5 Logika Fuzzy  
Logika fuzzy adalah metode yang dapat digunakan untuk mengatasi 
ambiguitas, ketidakjelasan, dan subyektifitas dari penilaian yang diberikan oleh 
manusia. Metode ini pertama kali dikemukakan oleh Lotfi A. Zadeh pada tahun 
1962. Metode fuzzy juga mampu mengubah bentuk penilaian verbal pembuat 
keputusan ke variabel linguistik yang lebih akurat jika dibanding metode lain. 
Pada logika fuzzy dikenal keadaan dari nilai “0” sampai ke nilai “1” yang disebut 
dengan himpunan tegas. Pada himpunan tegas atau crisp, nilai keanggotaan 
suatu item x dalam suatu himpunan A, yang sering ditulis dengan   [ ] (Santika 
& Mahmudy, 2015). 
2.5.1 Teori Himpunan Fuzzy 
Berbeda dengan teori himpunan klasik yang mengenalkan keadaan dari “0” 
dan “1” dengan batas keanggotaan yang jelas atau crips, teori himpunan fuzzy 
memungkinkan derajat keanggotaan suatu objek dalam himpunan untuk 
menyatakan peralihan keanggotaan secara bertahap dalam rentang antara 0 
sampai 1 yang ditulis dengan [0,1] (Santika & Mahmudy, 2015). 
Menurut Kusumadewi (2006) pengertian himpunan fuzzy adalah sekumpulan 
obyek × dengan masing-masing obyek memiliki nilai keanggotaan (membership 




untuk anggotanya dinyatakan dengan Z maka himpunan fuzzy dari A didalam Z 
adalah himpunan dengan sepasang anggota yang dituliskan sebgaai berikut: 
   (        |          
Dengan F adalah notasi himpunan fuzzy,       adalah derajat keanggotaan 
dari Z. 
2.5.2 Fungsi Keanggotaan Fuzzy 
Fungsi keanggotaan adalah grafik yang mewakili besar derajat keanggotaan 
masing-masing variabel input yang berada dalam interval antara 0 dan 1 (Sutojo, 
Mulyanto, & Suhartono, 2011). Sebagai contoh derajat keanggotaan sebuah 
fungsi x dilambangkan dengan symbol µ(x). Aturan-aturan pad fuzzy 
menggunakan nilai keanggotaan sebagai faktor bobot untuk menentukan 
pengaruhnya pada saat melakukan inferensi penarikan kesimpulan. Terdapat 
beberapa fungsi yang dapat digunakan memalui pendekatan fungsi untuk 
mendapatkan nilai keanggotaan, seperti Triangular, Trapezoidal, Gaussian, dan 
Generalized Bell yang ditunjukkan dalam Gambar 2.2 sampai Gambar 2.5 
(Kusumadewi, 2006) (Jin, 2003) ( J. S. R. Jang, 1993). 
 
Gambar 2.2 Fungsi Keanggotaan Triangular 





Gambar 2.3 Fungsi Keanggotaan Trapezoidal 
Sumber: (Jin, 2003) 
 
Gambar 2.4 Fungsi Keanggotaan Gaussian 






Gambar 2.5 Fungsi Keanggotaan Generalized Bell 
Sumber: (J. S. R. Jang, 1993) 
 
2.5.3 Sistem Inferensi Fuzzy (Fuzzy Inference System) 
Sistem inferensi fuzzy merupakan suatu kerangka komputasi yang didasarkan 
pada teori himpunan fuzzy dan aturan fuzzy dalam bentuk if-then. Terdapat tiga 
metode dalam sistem inferensi fuzzy yaitu fuzzy inference system model 
Tsukamoto, fuzzy inference system model Mamdani, dan fuzzy inference system 
model Sugeno. Diagram sistem inferensi fuzzy dijelaskan pada Gambar 2.6. 
 
Gambar 2.6 Diagram Blok Fuzzy Inference System 
Metode Tsukamoto FIS pernah digunakan oleh Wahyuni, Mahmudy, & Iriany 
(2016) untuk melakukan prediksi curah hujan pada daerah Tengger. Metode 
Tsukamoto FIS merupakan perluasan dari penalaran monoton. Pada metode 
Tsukamoto FIS, setiap konsekuen pada aturan yang berbentuk if-then harus 
direpresentasikan dengan suatu himpunan fuzzy dengan fungsi keanggotaan 
yang monoton. Sebagai hasilnya, keluaran dari inferensi tiap-tiap aturan yang 
diberikan secara tegas atau crisp berdasarkan a-predikat hasil akhirnya berupa 
rata-rata terbobot. Metode fuzzy inference system menggunakan beberapa 




penarikan kesimpulan pada Tsukamoto FIS menggunakan rumus Center Average 
Defuzzyfier. 
Fuzzy inference system Mamdani sering dikenal sebagai metode Min-Max, 
dimana metode ini digunakan untuk mendapatkan output membutuhkan empat 
tahapan yaitu pembentukan himpunan fuzzy, aplikasi fungsi implikasi, komposisi 
aturan, dan penegasan atau defuzzy. Pada fuzzy Mamdani, pembentukan aturan 
fuzzy juga menggunakan fungsi linguistik. Metode fuzzy Mamdani pernah 
digunakan oleh penemunya Mamdani (1974) untuk untuk melakukan kontrol 
terhadap tanaman dinamis sederhana. Dalam penelitian tersebut menunjukkan 
bahwa metode heuristic seperti fuzzy Mamdani dapat menguntungkan dan 
mudah digunakan oleh para insinyur kontrol. 
Metode fuzzy Sugeno diperkenalkan oleh Takagi-Sugeno Kang pada tahun 
1985 sehingga model ini sering dikenal dengan metode fuzzy TSK. Model Sugeno 
hampir sama dengan penalaran model Mamdani, hanya saja keluaran bukan 
berupa himpunan fuzzy melainkan berupa konstanta atau persamaan linier yang 
direpresentasikan dalam fungsi matematika sehingga lebih cocok dikombinasikan 
dengan neuro-fuzzy system (Şen, 1998). Pada Takagi-Sugeno Kang fuzzy inference 
system (TSK FIS) proses defuzzification dihasilkan dari persamaan matematika 
yang dibuat sesuai dengan kasus yang dihadapi (Jayawardena, Perera, Zhu, 
Amarasekara, & Vereivalu, 2014).  
2.5.4 Sugeno Fuzzy Inference System (FIS) 
Seperti yang sudah disampaikan dalam bab Sistem Inferensi Fuzzy bahwa 
sistem inferensi fuzzy Sugeno memiliki karakteristik yaitu konsekuen. Nilai output 
bukan merupakan himpunan lingusitik fuzzy namun berupa persamaan linier 
dengan variabel-variabel sesuai dengan variabel inputnya (Jayawardena et al., 
2014). Sehingga penulisan aturan dalam fuzzy metode Sugeno dapat dilihat pada 
Persamaan 2.1. 
                                                          (2.1) 
Secara umum ada dua model untuk sistem inferensi fuzzy model Sugeno, 
yaitu model Sugeno orde 0 dan model Sugeno orde 1. Model Sugeno orde 0 
ditunjukkan pada Persamaan 2.2 dan bentuk umum model fuzzy inference 
system model Sugeno orde 1 ditunjukkan pada Persamaan 2.3 
                                                                       (2.2) 
                                                             (2.3) 
Pada Persamaan 2.2,    adalah himpunan fuzzy ke-i sebagai anteseden dan k 
adalah suatu konstanta atau crips sebagai konsekuen. Sedangkan pada 
Persamaan 2.3,    adahal himpunan fuzzy ke-i sebagai antiseden dan    adalah 
suatu konstanta atau crips ke-i dan q merupakan konstanta dalam konsekuen. 
Nilai          pada Persamaan 2.2 dan Persamaan 2.3 adalah banyaknya 




2.6 Jaringan Saraf Tiruan (Artificial Neural Network) 
Jaringan saraf tiruan adalah salah satu representasi buatan dari otak manusia 
yang selalu mencoba untuk mensimulasikan proses pembelajaran otak manusia. 
Jaringan saraf tiruan atau biasa disebut neural network merupakan sistem 
pemrosesan informasi yang memiliki karakteristik mirip dengan jaringan saraf 
pada manusia. Neural network dapat digambarkan sebagai kumpulan neuron 
yaitu suatu model sederhana yang saling berhubungan (Warsito & Sumiyati, 
2007). 
Setiap neuron dihubungkan dengan neuron lain dengan link komunikasi 
langsung melalui pola hubungan yang disebut dengan arsitektur jaringan. Setiap 
hubungan tersebut mempunyai bobot atau weight yang dilatih untuk mencapai 
target yang diinginkan. Sehingga dengan pelatihan terhadap data berdasarkan 
bobot-bobot koneksi tersebut diharapkan memperoleh output yang diinginkan. 
Metode yang digunakan untuk menentukan bobot koneksi tersebut dinamakan 
algoritma pelatihan atau training algorithm. Tiap-tiap hubungan antar neuron 
mempunyai bobot koneksi yang dilatih untuk mencapai respon yang diinginkan 
dengan melakukan suatu proses pelatihan atau training. Selama proses 
pelatihan, terjadi perubahan yang cukup berarti pada bobot-bobot yang 
menghubungkan antar neuron. Apabila ada rangsangan yang sama dengan 
rangsangan yang telah diterima oleh neuron sebelumnya, maka neuron akan 
memberikan reaksi dengan cepat. Akan tetapi apabila ada rangsangan yang 
berbeda dengan apa yang telah diterima oleh neuron, maka neuron akan segera 
beradaptasi untuk memberikan reaksi yang sesuai.  
Proses pelatihan pada neural network tersebut disebut dengan pelatihan 
terbimbing atau supervised learning (Nurmila, Sugiharto, & Sarwoko, 2005). 
Gambaran proses pelatihan neural network yang lebih jelas ditunjukkan pada 
Gambar 2.7. Pada Gambar 2.7 diperlihatkan bahwa NN terdiri atas satuan-satuan 
pemroses berupa neuron. Y sebagai output menerima input dari neuron X1, X2, 
X3, …, Xn dengan bobot W1, W2, W3, …, Wn. Hasil penjumlahan seluruh impuls 
neuron dibandingkan dengan nilai ambang tertentu melalui fungsi aktivasi f 
setiap neuron. Fungsi aktivasi digunakan sebagai penentu keluaran suatu neuron. 
 
 
Gambar 2.7  Proses Komunikasi Antar Neuron 
 
2.7 Adaptive Neuro Fuzzy Inference System (ANFIS) 
Adaptive Neuro Fuzzy Inference System (ANFIS) merupakan jaringan adaptif 




Metode ANFIS ini dikenalkan oleh J.S.R Jang pada tahun 1992 yang 
mengintegrasikan fitur terbaik dari neural network (NN) dan fuzzy Inference 
system (FIS). Jaringan neural adalah struktur jaringan dimana keseluruhan 
tingkah laku masukan-keluaran ditentukan oleh sekumpulan parameter-
parameter yang dimodifikasi. Salah satu struktur jaringan neural adalah 
multilayer perceptrons (MLP). Jenis jaringan ini khusus bertipe umpan maju. MLP 
telah diterapkan dengan sukses untuk menyelesaikan masalah-masalah yang 
sulit dan beragam dengan melatihnya menggunakan algoritma propagasi balik 
dari kesalahan atau error backpropagation (EBP). Selanjutnya, sistem fuzzy dapat 
melukiskan suatu sistem dengan pengetahuan linguistik yang mudah dimengerti. 
Sistem infererensi fuzzy diproses dengan algoritma propagasi balik 
(backpropagation) berdasarkan pasangan data masukan dan keluaran 
menggunakan arsitektur jaringan neural. Sehingga, cara tersebut memungkinkan 
sistem fuzzy untuk belajar. Gabungan sistem fuzzy dengan jaringan neural ini 
biasa disebut dengan neuro-fuzzy, dimana 2 metode tersebut memiliki 
karakteristik yang bertolak belakang akan tetapi apabila digabungkan akan 
menjadi suatu metode yang lebih baik (Hadi, 2015). 
Pada ANFIS digunakan mekanisme sistem inferensi fuzzy Takagi Sugeno Kang 
(TSK). Sistem inferensi fuzzy TSK dipilih karena memungkinkan sistem fuzzy 
belajar dengan pelatihan bacpropagation. Cara belajar ANFIS secara sederhana 
adalah sebagai berikut (Carrano, Takahashi, Caminhas, & Neto, 2008): 
- Pada proses feedforward: input disebarkan ke lapisan 1 sampai lapisan 4 
dalam rangka untuk memperbarui parameter konsekuen. Karena 
parameter ini linear, nilai parameter konsekuen dapat disesuaikan 
dengan menggunakan algoritma least-squares estimator (LSE); 
- Pada proses feedbackward, kesalahan atau error akan kembali disebarkan 
ke input dan parameter awal dilatih menggunakan aturan (rule). 
2.7.1 Arsitektur Jaringan ANFIS 
Sistem neuro-fuzzy berstruktur ANFIS termasuk dalam kelas jaringan neural 
namun berdasarkan fungsinya sama dengan sistem inferensi fuzzy. Pada neuro-
fuzzy, proses belajar pada jaringan neural dengan sejumlah pasangan data 
berguna untuk memperbaharui parameter-parameter sistem inferensi fuzzy. 
Pada Gambar 2.8 ditunjukkan struktur arsitektur jaringan ANFIS 
menggunakan sistem inferensi fuzzy Takagi Sugeno Kang (TSK) yang mempunyai 
5 lapisan fungsi berbeda. Lambang kotak menyatakan simpul adaptif, artinya nilai 
konstanta parameter input bisa berubah dengan pembelajaran. Sedangkan 
lambang lingkaran menyatakan simpul non adaptif yang nilainya tetap. Fitur yang 
paling penting yang tidak dapat dipisahkan dari ANFIS adalah model aturan atau 
rule yang disajikan dengan aturan fuzzy “IF THEN”. Aturan model fuzzy Takagi 
Sugeno Kang (TSK) dapat dilihat pada Persamaan 2.4 berikut: 
                                               




Dimana x dan y adalah variabel input independen,     dan    adalah fuzzy sets 
atau nilai linguistik fuzzy (rendah dan tinggi),          adalah parameter variabel 
dependen. Arsitektur ANFIS secara lengkap ditunjukkan pada Gambar 2.8 dan  
penjelasan fungsi setiap lapisan dalam arsitektur jaringan ANFIS menurut  Akkoç 
(2012) dan  Hadi (2015) adalah sebagai berikut: 
1. Lapisan 1 
Setiap simpul i pada lapisan ini adalah simpul adaptif dengan fungsi 
simpul seperti yang ditunjukkan pada Persamaan 2.5. 
                              
                                      (2.5) 
Dimana x dan y adalah input pada simpul ke-i,    dan    adalah label 
linguistik seperti rendah dan tinggi. Dengan kata lain O1,i dan O1,i-2 adalah 
fungsi keanggotaan dari    dan    dan menspesifikasikan derajat 
keanggotaan x dan y terhadap   . Fungsi keanggotaan        dan 
       didasarkan pada persamaan Bell dengan nilai maksimum 1 dan 
nilai minimum 0. Fungsi keanggotaan parameter dari A dapat didekati 
dengan fungsi Bell yang ditunjukkan dalam Persamaan 2.6, dimana   , 
  , dan    adalah parameter premis fungsi keanggotaan. 
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            (2.6) 
2. Lapisan 2  
Setiap simpul pada lapisan ini adalah simpul nonadaptif atau fixed node. 
Output yang didapatkan merupakan perkalian dari semua input yang 
masuk pada lapisan ini. Untuk menghitung output dapat digunakan 
Persamaan 2.7. 
                                               (2.7) 
Tiap keluaran simpul menyatakan derajat pengaktifan (firing strength) 
tiap aturan fuzzy. Banyaknya simpul pada lapisan ini menunjukan 
banyaknya aturan yang dibentuk. 
3. Lapisan 3 
Setiap simpul pada lapisan ini adalah simpul nonadaptif atau fixed node 
yang menampilkan fungsi derajat peangaktifan ternormalisasi 
(normalized firing strenght) yaitu rasio keluaran simpul ke-i pada lapisan 
sebelumnya terhadap seluruh keluaran lapisan sebelumnya. Bentuk 
fungsi derajat pengaktifan ternormalisasi (normalized firing strenght) 
ditunjukkan pada Persamaan 2.8. 
      ̅   
  
     
                            (2.8) 




Setiap simpul pada lapisan ini adalah simpul adaptif dengan fungsi simpul 
yang ditunjukkan pada Persamaan 2.9. 
      ̅       ̅                          (2.9) 
Dimana  ̅  adalah bobot yang dihasilkan dari lapisan 3 dan          
menyatakan parameter kosekuen yang adaptif. Proses penghitungan 
pada lapisan ini dilakukan dengan fungsi regresi linear orde 1. 
5. Lapisan 5: 
Fungsi lapisan ini adalah untuk menjumlahkan semua masukan. Fungsi 
penjumlahan tersebut ditunjukkan pada persamaan 2.10. 
      ∑  ̅     
∑      
∑    
          (2.10) 
 
 
Gambar 2.8  Arsitektur  jaringan ANFIS 
Sumber: (Akkoç, 2012) 
2.7.2 Algoritma Pembelajaran Hibrida 
ANFIS dalam implementasinya menggunakan algoritma belajar hibrida, 
yaitu menggabungkan metode least-squares estimator (LSE) dan error 
backpropagation (EBP). Dalam struktur ANFIS metode EBP dilakukan di lapisan 1, 
sedangkan untuk metode LSE dilakukan di lapisan 4. Pada lapisan 1, input 
parameter dari fungsi keanggotaan himpunan fuzzy yang sifanya non-linier 
terhadap keluaran sistem. Proses belajar pada parameter ini menggunakan 
metode EBP untuk memperbaharui nilai parameternya. Pada lapisan 4, 
parameternya merupakan parameter linier terhadap keluaran sistem yang 
menyusun basis kaidah parameter. Lapisan ini menggunakan metode LSE. 
2.8 Algoritma Genetika 
Algoritma genetika adalah salah satu jenis algoritma evolusi atau 
evolutionary algorithm yang banyak digunakan untuk proses optimasi. Salah satu 




algoritma genetika yang pernah dilakukan oleh  Wahyuni & Mahmudy (2016b). 
Selain itu, algoritma genetika juga pernah digunakan oleh oleh Sarosa, et al 
(2007) untuk mengoptimasi empat nilai parameter ANFIS yaitu α, β, δ, dan Tf. 
Karena keunggulan algoritma genetika dalam proses pemodelan masalah dalam 
sebuah representasi yang sederhana, algoritma ini menjadi banyak digunakan 
untuk menyelesaikan masalah kombinasi yang cukup rumit, salah satunya adalah 
untuk masalah optimasi.  
2.8.1 Pengertian Algoritma Genetika 
Menurut  Sutojo (2011) algoritma genetika adalah teknik pencarian heuristik 
yang didasarkan pada gagasan evolusi seleksi alam dan genetik. Algoritma ini 
memanfaatkan proses seleksi alamiah yang dikenal dengan proses evolusi. Dalam 
proses evolusi, individu secara terus menerus mengalami perubahan gen untuk 
menyesuaikan dengan lingkungan hidupnya. Hanya individu-individu yang kuat 
yang mampu bertahan. Proses seleksi alamiah ini melibatkan perubahan gen 
pada individu melalui proses perkembangbiakan. Proses perkembangbiakan ini 
didasarkan pada analogi struktur genetik dan perilaku kromosom dalam populasi 
individu dengan menggunakan dasar sebagai berikut: 
1. Individu dalam populasi bersaing untuk sumber daya alam dan 
pasangannya. 
2. Mereka yang paling sukses di setiap kompetisi akan menghasilkan 
keturunan yang lebih baik daripada individu-individu yang berkinerja 
buruk. 
3. Gen dari individu yang baik akan menyebar ke seluruh populasi sehingga 
dua orangtua yang baik kadang-kadang akan menghasilkan keturunan 
yang lebih baik dari orangtuanya. 
4. Setiap ada pergantian generasi maka generasi terbaru ini biasanya lebih 
cocok dengan lingkungan mereka. Dengan kata lain, generasi baru ini bisa 
menyesuaikan dengan keadaan lingkungannya. 
2.8.2 Alur Algoritma Genetika 
Algoritma genetika dimulai dengan pembentukan kromosom yang akan 
membentuk sekumpulan individu yang disebut dengan populasi. Populasi 
dibentuk dari pembangkitan secara acak. Setelah populasi terbentuk akan 
dilakukan perhitungan fitness pada masing-masing kromosom yang dilanjutkan 
dengan proses operasi genetika yang terdiri dari seleksi, crossover, dan mutasi. 
Proses seleksi dilakukan untuk memilih dua kromosom yang akan dijadikan induk 
atau parents. Setelah didapatkan 2 kromosom induk, akan dilakukan proses 
rekayasa genetika yaitu crossover dan mutasi. Kromosom hasil rekayasa genetika 
akan dievaluasi lagi menggunakan fungsi fitness untuk menentukan kromosom 
yang terpilih untuk masuk ke generasi selanjutnya. Algoritma genetika akan 
melakukan perulangan sebanyak jumlah generasi yang ditentukan atau jika jika 
sudah mencapai kriteria berhenti yang telah ditetapkan sebelumnya. Kriteria 




atau batas maksimum pencapaian nilai fitness (Hosea & Tanoto, 2004). Diagram 
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Gambar 2.9  Diagram Alur Algoritma Genetika 
2.9 Root Mean Square Error (RMSE) 
Mood, Graybill, & Boes (1974) dalam bukunya menyebutkan bahwa Root Mean 
Square Error (RMSE) adalah suatu indikator kesalahan yang didasarkan pada nilai 
kuadratis dari simpangan antara nilai sebenarnya dengan hasil observasinya. 
Setiap penelitian tentang meteorologi, kualitas udara, dan iklim, termasuk curah 
hujan menggunakan Root Mean Square Error (RMSE) sebagai metrik statistik 
standar untuk mengukur kinerja model (Chai & Draxler, 2014). Untuk 
menentukan tingkat akurasi dari pemodelan algoritma yang dibuat dan untuk 
membandingkan dengan penelitian sebelumnya, digunakan rumus Root Mean 
Square Error (RMSE) yang ditunjukkan pada Persamaan 2.10 (Wahyuni, Adipraja, 
Mahmudy, & Iriany, 2016). 
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∑                        (2.10) 
 
Keterangan:  
RMSE = Root Mean Square Error 
yi’ = data hasil prediksi 
yi = data sebenarnya 




BAB 3 METODOLOGI 
3.1 Metode Penelitian 
Penelitian ini merupakan jenis penelitian pengembangan dan pemodelan, 
pada penelitian ini banyak dilakukan pengujian terhadap suatu metode 
kemudian menghasilkan prototype. Tahapan penelitian dimulai dengan studi 
literatur mengenai materi yang akan dijadikan sebagai acuan pengerjaan tesis. 
Dilanjutkan dengan tahapan pencarian informasi dan pengumpulan data antara 
lain data curah hujan, data suhu, data kelembaban, dan data lama penyinaran 
matahari. Tahapan selanjutnya adalah pengolahan data, dimana data yang masih 
berupa data harian akan di olah ke dalam bentuk dasarian atau data per sepuluh 
hari. Setelah pengolahan data selesai dilanjutkan dengan proses peramalan 
curah hujan dengan berbagai metode yang akan dijadikan metode pembanding, 
antara lain GSTAR-SUR, Tsukamoto FIS, Hybrid Tsukamoto FIS dan algoritma 
genetika, System Dynamic. Setelah dilakukan proses prediksi curah hujan dengan 
berbagai metode, pada tesis ini dilakukan prediksi curah hujan dengan metode 
hybrid ANFIS-GA. Hasil prediksi curah hujan dengan metode hybrid ANFIS-GA 
akan dianalisis dan dibandingkan dengan hasil prediksi dari beberapa metode 
yang sudah dikerjakan sebelumnya. Setelah analisis dilakukan, akan ditentukan 
kesimpulan dan saran dari penelitian yang dilakukan. Tahapan dari penelitian 
tesis yang dilakukan ditunjukkan pada Gambar 3.1. 
Pemodelan hybrid Adaptive Neuro Fuzzy Inference System dan genetic 
algorithm (ANFIS-GA) dimulai dari menentukan arsitektur ANFIS dan arsitektur 
GA. Setelah itu, dilanjutkan dengan menentukan arsitektur hybrid ANFIS-GA yang 
diajukan. Urutan pemodelan arsitektur dari metode yang diajukan adalah 
sebagai berikut: 
1. Arsitektur ANFIS 
a. FIS Sugeno 
- Penentuan parameter input 
- Penentuan himpunan fuzzy (fuzzy sets) 
- Proses fuzzifikasi 
- Proses sistem inferensi fuzzy 
b. ANFIS 
- Penentuan arsitektur pada Layer 1 
- Penentuan arsitektur pada Layer 2 
- Penentuan arsitektur pada Layer 3 
- Penentuan arsitektur pada Layer 4 
- Penentuan arsitektur pada Layer 5 
2. Arsitektur GA 
a. Penentuan jumlah populasi 
b. Penentuan maksimal generasi 
c. Penetuan operator dan metode reproduksi 





3. Arsitektur Hybrid ANFIS-GA 
a. Representasi kromosom 
b. Inisialisasi populasi 
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Gambar 3.1 Diagram Alir Tahapan Penelitian 
3.2 Studi Literatur 
Dalam penulisan tesis ini telah dilakukan studi literatur yang berkaitan 
dengan prediksi curah hujan guna menyelesaikan permasalahan. Studi literatur 
yang digunakan berasal dari jurnal-jurnal ilmiah yaitu jurnal internasional dan 
jurnal nasional, buku, dan informasi yang tersedia di internet. Studi literatur yang 
dibutuhkan dalam penulisan tesis ini antara lain adalah curah hujan, prediksi, 
GSTAR-SUR, sistem inferensi fuzzy, Tsukamoto fuzzy inference system (FIS), 
Sugeno fuzzy inference system (FIS), neural network, metode ANFIS, algoritma 




penelitian terdahulu yang telah berhasil menggunakan ANFIS dan Algoritma 
Genetika sebagai metode penelitian. Selanjutnya, data yang telah diperoleh 
kemudian diproses dan dimodelkan menggunakan ANFIS dan algoritma genetika 
sehingga menghasilkan prototype. 
3.3 Teknik Pengumpulan Data 
Data diperoleh dengan cara studi literatur mengumpulkan data-data 
berupa data curah hujan pada tahun-tahun sebelumnya selama 10 tahun 
dimulai dari tahun 2005 sampai 2014 serta data cuaca seperti suhu, 
kelembaban, dan lama penyinaran matahari. Dimana data yang akan diolah 
dalam penelitian ini antara lain: 
 Data curah hujan dan data cuaca dari tahun-tahun sebelumnya 
selama 10 tahun mulai tahun 2005 sampai 2014 diambil dari Badan 
Meteorologi, Klimatologi dan Geofisika (BMKG)  Tengger, Jawa Timur, 
Indonesia. Untuk kedepannya akan digunakan juga data curah hujan 
untuk daerah lain yaitu daerah Jawa Tengah dan Jawa Barat. 
 Data cuaca selama satu tahun yang mengambil rata-rata (1975-2002) 
diambil dari situs resmi National Oceanic and Atmospheric 
Administration (NOAA) dengan url http://www.noaa.gov/ dalam 
bentuk soft file dan dari hasil pengamatan menggunakan automatic 
wheater stasion (Wahyuni, Wibowo, et al., 2016). 
 Variabel data yang digunakan antara lain: curah hujan, suhu, 
kelembaban, dan lama penyinaran matahari. 
3.4 Analisis Data 
Prediksi curah hujan menggunakan hybrid ANFIS-GA menggunakan data 
historis (time series) dengan beberapa parameter yang mempengaruhi curah 
hujan antara lain adalah data curah hujan dan data cuaca. Data cuaca yang 
dipakai adalah suhu, kelembaban, tekanan udara, dan kecepatan angin.   
3.4.1 Data Curah Hujan (Rainfall) 
Data curah hujan dan data cuaca yang digunakan untuk penelitian tesis ini 
adalah data curah hujan di daerah Tengger, Jawa Timur yang diambil dari empat 
lokasi kecamatan antara lain yaitu Kecamatan Puspo, Kecamatan Sumber, 
Kecamatan Tutur, dan Kecamatan Tosari. Data curah hujan diambil dari pos-pos 
hujan di masing-masing kecamatan yang dimiliki oleh Badan Meteorologi, 
Klimatologi, dan Geofisika (BMKG) Karangploso, Jawa timur. Digunakan data 
curah hujan selama sepuluh tahun, yaitu mulai tahun 2005 sampai dengan 2014. 
Ada 360 data curah hujan yang akan dijadikan data acuan untuk prediksi. Setiap 
data mewakili rata-rata curah hujan selama sepuluh hari, sehingga hasil prediksi 
juga akan menghasilkan data rata-rata curah hujan pada sepuluh hari kedepan. 




Tabel 3.1 Data Curah Hujan di Empat Kecamatan 
Tahun Bulan Puspo Sumber Tosari Tutur 
2005 Jan 4.500 0.000 4.800 12.600 
    14.500 12.300 8.900 10.900 
    5.364 0.000 7.364 9.364 
  Feb 7.400 4.100 16.000 14.500 
    25.800 16.200 13.000 12.000 
    4.500 11.125 3.750 5.875 
  Mar 10.800 29.700 12.600 16.200 
    13.500 20.300 13.100 5.700 
    8.818 13.636 13.182 6.909 
  Apr 10.300 7.200 15.900 6.100 
    12.000 18.700 9.700 8.500 
    0.000 5.000 4.700 0.000 
  Mei 0.000 0.000 0.000 1.000 
    0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
  Juni 0.000 0.000 0.000 5.200 
    0.000 13.400 0.000 2.600 
    0.000 4.300 0.000 6.100 
  Jul 0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
  Agt 0.000 0.000 0.000 0.300 
    0.000 0.000 0.000 0.200 
    0.000 0.000 0.000 0.000 
  Sep 0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 1.200 
  Okt 0.000 0.000 0.000 0.200 
    0.000 0.000 0.000 2.400 
    0.000 0.000 0.000 6.091 
  Nov 0.000 0.000 0.000 0.000 
    4.800 0.000 2.500 5.000 
    0.000 0.000 0.000 1.800 
  Des 6.200 12.100 19.100 4.500 
    22.200 25.700 26.600 20.500 
    19.455 0.000 8.000 17.545 
… … … … … … 
… … … … … … 
2014 Jan 23.800 14.000 12.700 15.100 




    10.273 7.091 12.455 14.909 
  Feb 14.000 28.500 26.000 14.500 
    6.000 14.600 2.500 1.300 
    10.375 23.500 10.750 11.375 
  Mar 6.500 5.600 9.600 7.000 
    15.600 9.200 7.900 9.300 
    3.273 0.000 6.818 9.545 
  Apr 6.300 4.100 2.600 5.500 
    9.300 10.500 14.000 7.700 
    14.700 7.400 9.200 0.000 
  Mei 2.600 5.500 2.400 10.800 
    13.600 2.800 0.000 7.600 
    12.909 3.636 0.636 0.000 
  Juni 0.000 5.500 0.000 7.400 
    3.500 0.000 0.000 1.900 
    0.900 7.400 1.000 0.000 
  Jul 0.200 0.000 0.000 0.500 
    0.000 0.000 0.000 1.900 
    2.091 0.000 2.909 0.000 
  Agt 0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
  Sep 0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
  Okt 0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
    0.000 0.000 0.000 0.000 
  Nov 0.400 0.000 3.800 3.900 
    3.400 4.100 14.000 11.600 
    9.500 0.000 9.500 5.100 
  Des 4.500 6.900 13.600 18.600 
    22.900 3.900 12.800 10.100 
    15.000 0.000 8.000 21.545 
 
3.4.2 Data Suhu (Temperature) 
Data cuaca yang digunakan untuk prediksi curah hujan adalah salah satunya 
adalah data suhu. Data suhu yang digunakan adalah data suhu yang diperoleh 
dari Badan Meteorologi, Klimatologi, dan Geofisika (BMKG) Karangploso, Jawa 
Timur. Alat pengukuran data suhu yang digunakan adalah alat pengukuran suhu 
yang dipasang di permukaan bumi. Data suhu diukur menggunakan satuan 




2005 sampai dengan 2014. Data suhu yang digunakan sama dengan data curah 
hujan yaitu dalam bentuk dasarian atau rata-rata suhu per sepuluh hari, sehingga 
ada 360 data suhu yang akan dijadikan data acuan untuk prediksi. Data suhu di 
area Tengger ditunjukkan pada Tabel 3.2. 
Tabel 3.2 Data Suhu 
Tahun Bulan 
Suhu Rata-Rata Per 
Sepuluh Hari 
(Dasarian) dalam °C 
Tahun Bulan 
Suhu Rata-Rata Per 
Sepuluh Hari 
(Dasarian) dalam °C 
2005 Jan 23.73 … …   
    23.81 2014 Jan 25.2 
    23.58     24.6 
  Feb 23.79     24.57 
    23.83   Feb 23.46 
    23.36     23.53 
  Mar 23.07     23.08 
    23.48   Mar 22.8 
    23.72     23.29 
  Apr 24.29     23.76 
    24.55   Apr 23.85 
    24.24     24.71 
  Mei 24.05     23.04 
    22.55   Mei 23.27 
    23.17     23.73 
  Juni 22.32     23.64 
    22.43   Juni 24.4 
    22.79     23.48 
  Jul 22.12     24.08 
    21.62   Jul 24.44 
    21.68     24.53 
  Agt 22.22     23.92 
    22.88   Agt 24.2 
    23.16     24.17 
  Sep 23.45     22.94 
    23.62   Sep 22.69 
    24.07     22.61 
  Okt 25.48     22.64 
    25.1   Okt 21.91 
    24.54     22.41 
  Nov 23.29     22.18 
    24.61   Nov 22.86 
    23.71     23.51 
  Des 23.63     24.28 




    23.68     25.04 
… …       25.32 
 
3.4.3 Data Kelembaban (Humidity) 
Data cuaca lain yang digunakan untuk prediksi curah hujan adalah data 
kelembaban. Data kelembaban yang digunakan adalah data kelembaban yang 
diperoleh dari Badan Meteorologi, Klimatologi, dan Geofisika (BMKG) 
Karangploso, Jawa Timur. Alat pengukuran data kelembaban yang digunakan 
adalah alat pengukuran kelembaban yang dipasang di permukaan bumi. Data 
kelembaban diukur menggunkan satuan persentase. Digunakan data 
kelembaban selama sepuluh tahun, yaitu mulai tahun 2005 sampai dengan 2014. 
Ada 360 data kelembaban yang akan dijadikan data acuan untuk prediksi. Setiap 
data mewakili data rata-rata kelembaban selama sepuluh hari. Data kelembaban 
di area Tengger ditunjukkan pada Tabel 3.3. 
Tabel 3.3 Data Kelembaban 
Tahun Bulan 
Kelembaban Rata-Rata 
Per Sepuluh Hari(%) 
Tahun Bulan 
Kelembaban Rata-Rata 
Per Sepuluh Hari(%) 
2005 Jan 81.2 … …   
    82.9 2014 Jan 69.1 
    85.3     73.4 
  Feb 78.1     77.5 
    82.1   Feb 82.9 
    86.5     85.3 
  Mar 86     88.7 
    82.5   Mar 84.4 
    79.9     85.7 
  Apr 74.6     81.4 
    75.9   Apr 82.8 
    77.7     78.5 
  Mei 77.7     82.5 
    79.4   Mei 83.7 
    69.1     82.5 
  Juni 71.5     77.6 
    73.5   Juni 78.2 
    74.5     82 
  Jul 71.9     83.3 
    71.2   Jul 76.2 
    67.9     79.5 
  Agst 66.6     76.4 
    71.3   Agst 76.9 
    74.8     79.8 




    69.4   Sep 81.2 
    67.7     78.2 
  Okt 69.8     77.4 
    77.9   Okt 77.2 
    82.1     74.4 
  Nov 88.4     67.5 
    81.6   Nov 66 
    86.9     64.7 
  Des 84.9     64.7 
    80.6   Des 66 
    83.3     66.9 
… …       72.1 
 
3.4.4 Data Lama Penyinaran Matahari (Sunshine Radiation) 
Data cuaca lain yang digunakan untuk prediksi curah hujan adalah data lama 
penyinaran matahari. Data lama penyinaran matahari yang digunakan diperoleh 
dari Badan Meteorologi, Klimatologi, dan Geofisika (BMKG) Karangploso, Jawa 
Timur. Pengukuran data lama penyinaran matahari dilakukan dengan sensor 
yang dipasang di permukaan bumi. Satuan yang digunakan untuk lama 
penyinaran matahari adalah satuan per jam. Digunakan data lama penyinaran 
matahari selama sepuluh tahun, yaitu mulai tahun 2005 sampai dengan 2014. 
Ada 360 data lama penyinaran matahari yang akan dijadikan data acuan untuk 
prediksi. Setiap data mewakili data rata-rata lama penyinaran matahari selama 
sepuluh hari. Data lama penyinaran matahari di area Tengger ditunjukkan pada 
Tabel 3.4. 
Tabel 3.4 Data Lama Penyinaran Matahari 
Tahun Bulan 
Lama Penyinaran Rata-Rata 
Per Sepuluh Hari (jam) 
Tahun Bulan 
Lama Penyinaran Rata-Rata 
Per Sepuluh Hari (jam) 
2005 Jan 4.82 … …   
    3.86 2014 Jan 6.71 
    2.94     6.04 
  Feb 3.79     6.38 
    2.85   Feb 4.23 
    3.4     4.51 
  Mar 3.04     3.74 
    4.81   Mar 3.84 
    5.33     3.02 
  Apr 6.85     2.62 
    6.22   Apr 3.72 
    5.29     3.36 
  Mei 5.88     2.73 




    5.93     4.43 
  Juni 7.08     5.93 
    7.07   Juni 5.67 
    6.09     4.63 
  Jul 7.45     5.42 
    6.38   Jul 7.37 
    6.52     5.7 
  Agt 7.68     7.36 
    6.21   Agt 6.94 
    6.1     6.42 
  Sep 6.43     6.07 
    7.32   Sep 3.93 
    6.79     5.82 
  Okt 6.35     6.05 
    6.1   Okt 6.84 
    4.71     6.73 
  Nov 2.04     7.4 
    5.16   Nov 7.81 
    2.45     7.16 
  Des 3.21     7.34 
    5.4   Des 7.41 
    3.87     7.33 
… …       5.66 
 
3.5 Analisis dan Pemodelan ANFIS-GA 
Pemodelan ANFIS-GA untuk prediksi curah hujan pada akhirnya akan 
menghasilkan prototype. Arsitektur ANFIS terdiri dari 5 layer dengan fungsi yang 
berbeda-beda pada setiap layernya seperti yang dijelaskan pada Bab Literatur 
Review. Variabel input yang digunakan pada penelitian ini terdiri dari beberapa 
variabel, diantaranya data curah hujan pada periode sebelumnya, data suhu, 
kelembaban, dan lama penyinaran matahari. 
Pada proses optimasi, genetic algorithms (GAs) akan mengoptimasi batasan 
fungsi keanggotaan dan koefisen persamaan linier dari konsekuen rule Sugeno 
FIS (Soleimani & Salmalian, 2012). Nilai batasan fungsi keanggotaan dan koefisien 
konsekuen rule Sugeno dimodelkan menjadi sebuah kromosom. Untuk 
mengetahui hasil yang paling optimum, digunakan perhitungan fungsi fitness 
dimana fungsi tersebut akan mencari nilai error yang paling minimum. Gambaran 
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Koefisien Konsekuen Rule 
Sugeno
 
Gambar 3.2  Arsitektur Optimasi ANFIS-GA 
 
Pada Gambar 3.2 ditunjukkan bahwa proses awal dari proses hybrid ANFIS-
GA adalah penentuan constrain atau parameter-paramter algoritma genetika 
yaitu jumlah populasi, jumlah generasi, crossover rate (cr) dan mutatione rate 
(mr). Populasi awal terdiri satu set kromosom yang tersebar di ruang pencarian. 
Populasi awal dihasilkan secara acak atau random. Populasi disusun oleh 
kromosom-kromosom yang mana masing-masing kromosom dibagi menjadi dua 
segmen. Segmen pertama mewakili pengkodean batasan fungsi keanggotaan 
Sugeno, sedangkan segmen kedua mewakili pengkodean koefisien persamaan 
linier dari konsekuen rule Sugeno. Untuk proses encoding nilai kromosom 
digunakan model pengkodean bilangan riil atau real code. Pemodelan kromosom 
ditunjukkan pada Gambar 3.3. 
                
a1 a2b1 b2 an p1bn q1 r1 q2p2 r2 pn rnqn
Segmen 1 Segmen 2
 





an, bn: pengkodean batasan fungsi keanggotaan Sugeno 
pn, qn, rn:  pengkodean koefisien persamaan linier dari konsekuen rule Sugeno 
 
Langkah selanjutnya setelah populasi terbentuk adalah proses 
perhitungan nilai fitness. Nilai fitness berbanding terbalik dengan nilai error yang 
didapatkan dari hasil prediksi dengan ANFIS. Jika nilai error hasil prediksi semakin 
kecil maka nilai fitness yang didapatkan semakin besar, begitu juga sebaliknya. 




    
        (2.11) 
Keterangan: 
F = Fitness 
RMSE = Root Mean Square Error 
Proses selanjutnya adalah seleksi. Metode seleksi yang digunakan adalah 
Roulette Wheel. Proses seleksi ini digunakan untuk memilih kromosom induk 
atau parent yang akan melakukan proses reproduksi dengan menghitung nilai 
probabilitas dari masing-masing kromosom (Wahyuni & Mahmudy, 2016b). 
Langkah awal dalam seleksi Roulette Wheel adalah perhitungan probabilitas dan 
nilai kumulatif dari setiap kromosom. Kemudian, akan dilakukan pengacakan nilai 
antara [0,1] untuk menentukan kromosom yang akan menjadi orangtua dengan 
ketentuan C [n-1] < R <C [n]. 
Setelah proses seleksi, dilakukan proses reproduksi yang terdiri dari 
crossover dan mutasi. Metode crossover yang digunakan adalah one cut point 
crossover, sedangkan metode untuk mutasi adalah simple random mutation. 
Proses reproduksi akan berakhir pada saat proses iterasi sudah memenuhi 
kriteria berhenti. Ada dua kriteria berhenti yang dipakai yaitu jika iterasi sudah 
mencapai maksimum generasi dan jika terjadi beberapa kali kegagalan dalam 
penggantian populasi. 
3.6 Metode Pembanding Prediksi Curah Hujan 
Dalam penelitian ini akan dilakukan perhitungan tidak hanya 
menggunakan GA-ANFIS tetapi juga menerapkan metode sebagai pembanding 
hasil prediksi. Metode pembanding yang digunakan sebagai pembanding 
algoritma Hybrid GA-ANFIS antar lain metode GSTAR-SUR, Tsukamoto Fuzzy 
Inference System (FIS), Hybrid Tsukamoto FIS dan Algoritma Genetika, System 
Dynamics dan ANFIS. 
3.6.1 Metode GSTAR SUR 
Pada metode GSTAR-SUR prediksi curah hujan dilakukan di daerah Tengger, 
Jawa Timur. Prediksi tersebut dilakukan pada empat kecamatan di daerah 
Tengger yaitu Kecamatan Puspo, Sumber, Tosari, dan Tutur. Ada empat 




curah hujan sepuluh hari yang lalu, T-2 atau data curah hujan dua puluh hari 
yang lalu, T-18 atau data curah hujan 180 hari yang lalu, dan Zt-36 atau data 
curah hujan 360 hari yang lalu. Penghitungan error hasil prediksi menggunakan 
rumus RMSE. 
3.6.2 Metode Tsukamoto Fuzzy Inference System (FIS) 
Untuk metode Tsukamoto FIS prediksi curah hujan dilakukan didaerah yang 
sama yaitu Tengger, Jawa Timur pada empat kecamatan yang sama. Parameter 
input yang digunakan sebagai parameter input fuzzy adalah T-1 atau data curah 
hujan sepuluh hari yang lalu, T-2 atau data curah hujan dua puluh hari yang lalu, 
T-17 atau data curah hujan 170 hari yang lalu, dan Zt-34 atau data curah hujan 
340 hari yang lalu. Setiap parameter input mempunyai dua nilai linguistik yaitu 
rendah dan tinggi. Sedangkan parameter outputnya adalah Zt yang mempunyai 
tiga nilai linguistik yaitu rendah, sedang, dan tinggi. Ada 16 rule yang digunakan 
sebagai acuan dalam proses inferensi fuzzy. Untuk penentuan keputusan atau 
proses defuzzifikasi digunakan metode defuzzifikasi rata-rata terpusat atau 
Center Average Defuzzyfier. Untuk mengetahui nilai error hasil prediksi 
digunakan perhitungan dengan rumus RMSE. 
3.6.3 Metode Hybrid Tsukamoto FIS dan Algoritma Genetika 
Pada prediksi curah hujan menggunakan metode hybrid Tsukamoto FIS 
dengan algoritma genetika juga dilakukan dilokasi yang sama. Pemodelan pada 
Tsukamoto FIS sama dengan pemodelan sebelumnya, namun akan dilakukan 
optimasi pada batasan fungsi keanggotaan dari setiap parameter input dan 
parameter output. Proses algoritma genetika dimulai dengan pembentukan 
populasi awal, dilanjutkan dengan penghitungan nilai fitness dimana nilai fitness 
berbanding terbalik dengan nilai error RMSE hasil prediksi. Setelah penghitungan 
nilai fitness akan dilakukan proses seleksi dengan metode Roulette wheel untuk 
memilih induk atau parent yang akan melakukan proses reproduksi. Ada dua 
proses reproduksi yang dilakukan yaitu crossover dan mutasi. Pada proses 
crossover digunakan metode extended intermediate crossover dengan nilai cr 
0.95. Sedangkan metode untuk mutasi adalah simple random mutation dengan 
nilai mr 0.05. Setelah dilakukan proses reproduksi akan dilakukan proses evaluasi 
sebelum dilakukan seleksi untuk memilih kromosom yang lolos ke generasi 
selanjutnya dengan seleksi elitsm. Ada dua kondisi berhenti yang digunakan 
untuk menghentikan proses iterasi yaitu penentuan maksimum generasi dengan 
300 generasi dan penentuan maksimum kegagalan penggantian populasi 
sebanyak 10 kali. 
3.6.4 Metode System Dynamics 
Sedangkan untuk prediksi curah hujan menggunakan pendekatan system 
dynamics dimulai dengan menentukan variabel-variabel yang mempengaruhi 
curah hujan yaitu suhu dan kelembaban (Wahyuni, Adipraja, Mahmudy, et al., 
2016). Setelah itu data curah hujan, suhu, dan kelembaban dianalisis untuk 




dibuatlah stock and flow diagram (SFD) sesuai dengan hubungan antar variabel 
untuk men-generate data simulasi. Kemudian hasil simulasi harus divalidasi 
dengan data asli yaitu data curah hujan pada tahun-tahun sebelumnya atau data 
time series. Dalam system dynamics terdapat aturan baku yaitu apabila hasil 
validasi menunjukkan perbandingan rata-rata (E1) kurang dari 5% dan 
perbandingan standar deviasi (E2) dibawah batas 30%, maka hasil simulasinya 
dianggap valid. Apabila simulasi telah dianggap valid maka prediksi dapat 
dilakukan hingga beberapa periode kedepan. 
3.6.5 Metode ANFIS 
Prediksi curah hujan menggunakan Adaptive Neuro Fuzzy Inference System 
(ANFIS) dimulai dengan menentukan parameter-parameter ANFIS antara lain 
adalah learning rate atau laju pembelajaran dan jumlah epoch atau tahap arah 
pembelajaran yang terjadi dalam jaringan adaptif, misalkan satu tahap arah 
pembelajaran dinamakan satu epoch. Dalam penelitian ini nilai learning rate 
yang digunakan adalah 0.7, nilai tersebut diambil berdasarkan pengujian yang 
dilakukan oleh Santika, Mahmudy, & Naba (2016) yang melakukan pengujian 
terhadap learning rate yang paling optimal untuk prediksi beban listrik. 
Sedangkan jumlah epoch yang digunakan adalah 100, patokan jumlah epoch 
tersebut dianggap yang paling optimal menurut penelitian yang dilakukan oleh 
Jang (1996). Setelah menentukan parameter ANFIS, langkah selanjutnya adalah 
menentukan arsitektur ANFIS pada setiap layer. Arsitektur pada layer ditentukan 
dari jumlah input dan jumlah rule yang digunakan. Pembahasan lebih lengkap 
mengenai pemodelan arsitektur layer-layer ANFIS dapat dilihat pada Bab 4. 
3.7 Pengujian 
Pada penelitian ini akan dilakukan beberapa pengujian pada parameter input 
ANFIS yang digunakan untuk prediksi curah hujan. Ada tiga skenario pengujian 
yang dilakukan yaitu pengujian dengan dua parameter input, pengujian dengan 
empat parameter input, dan pengujian dengan delapan parameter input. 
Skenario pengujian dengan menggunakan jumlah parameter input yang berbeda 
digunakan untuk mengetahui pemodelan yang paling optimal untuk memprediksi 
curah hujan dengan error yang paling kecil.  
Pengujian pertama dilakukan dengan menggunakan dua input parameter 
yaitu data curah hujan pada time lag T-1 atau data curah hujan selama sepuluh 
hari yang lalu dan T-2 atau data curah hujan selama dua puluh hari yang lalu. 
Pada pengujian ini hanya digunakan data time series curah hujan pada dua time 
lag saja. Hal tersebut dilakukan untuk mengetahui berapa error hasil prediksi 
menggunakan ANFIS-GA jika hanya menggunakan sedikit data time series.  
Pengujian kedua dilakukan dengan menggunakan empat input parameter. 
Ada dua pemodelan dengan 4 parameter input. Pemodelan pertama 
menggunakan data curah hujan pada time lag T-1, T-2, T-17, dan T-34, model 
time lag ini mengacu pada pemodelan input pada penelitian sebelumnya 




time lag T-1, T-2, Zt-3, dan T-4, pemodelan ini digunakan untuk menguji apakah 
dengan data time lag yang dekat hasil prediksi bisa akurat. 
Pengujian ketiga dilakukan dengan menggunakan delapan input parameter. 
Data time series yang digunakan ada empat yaitu data curah hujan (rainfall), data 
suhu (temperature), data kelembaban (humidity), dan data lama penyinaran 
matahari (sunshine radiation). Untuk parameter input digunakan data pada time 
lag T-1 dan T-2, sehingga ada delapan parameter input. Delapan parameter input 
tersebut adalah R T-1 (rata-rata curah hujan sepuluh hari yang lalu), R T-2 (rata-
rata curah hujan dua puluh hari yang lalu), T T-1 (rata-rata suhu sepuluh hari 
yang lalu), T T-2 (rata-rata suhu selama dua puluh hari yang lalu), H T-1 (rata-rata 
kelembaban sepuluh hari yang lalu), H T-2 (rata-rata kelembaban dua puluh hari 
yang lalu), S T-1 (rata-rata lama penyinaran matahari sepuluh hari yang lalu), S T-
2 (rata-rata lama penyinaran matahari dua puluh hari yang lalu). Skenario 
pengujian ketiga digunakan untuk menguji apakah parameter input cuaca 





BAB 4 PEMODELAN 
4.1 Hybrid ANFIS-GA dengan Dua Parameter Input 
Perancangan metode hybrid ANFIS dengan algoritma genetika atau genetic 
algorithm (GA) dilakukan dengan meletakkan proses ANFIS ke dalam proses 
perhitungan fitness di dalam algoritma genetika. Semakin kecil error RMSE yang 
didapatkan oleh pemodelan input yang dihasilkan oleh proses optimasi, maka 
semakin tinggi nilai fitness yang didapatkan. Flowchart metode hybrid ANFIS-GA 
ditunjukkan pada Gambar 4.1. 
Berdasarkan alur flowchart pada Gambar 4.1, proses hybrid dimulai dengan 
inisialisasi parameter-parameter algoritma genetika. Dilanjutkan dengan 
representasi kromosom, pembentukan populasi dan penghitungan nilai fitness. 
Di dalam proses penghitungan nilai fitness terdapat proses penghitungan dengan 
ANFIS untuk mencari error RMSE hasil prediksi. Setelah nilai fitness diketahui, 
langkah selanjutnya adalah melakukan seleksi untuk memilih induk yang akan 
melewati tahap reproduksi, yaitu proses crossover dan mutasi. Setelah proses 
reproduksi selesai, tahap selanjutnya adalah melakukan evaluasi kromosom 
setealh itu dilakuakn seleksi lagi untuk memilih individu yang akan lolos ke 
generasi selanjutnya. Iterasi akan berhenti jika proses algoritma genetika sudah 
mencapai generasi maksimum atau telah terjadi kegagalan penggantian populasi 
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4.1.1 Pemodelan Sugeno Fuzzy Inference System (FIS) Dua Parameter 
4.1.1.1 Parameter Input 
Sebelum melakukan penghitungan dengan Sugeno FIS, perlu ditentukan 
terlebih dahulu data rentang nilai parameter yang akan dijadikan kriteria input 
untuk prediksi curah hujan. Pemodelan pertama digunakan dua input parameter 
yaitu data curah hujan (rainfall) pada time lag T-1 atau data curah hujan selama 
10 hari yang lalu dan T-2 atau data curah hujan selama 20 hari yang lalu. 
Pemilihan dua parameter input pada time lag T-1 dan T-2 mengacu pada 
penelitian yang dilakukan oleh Wu, Chau, & Fan (2010). Pada penelitian tersebut, 
data input yang digunakan untuk prediksi curah hujan adalah data curah hujan 
pada 5 hari dan 7 hari yang lalu, karena nilai partial auto-correlation function 
(PACF) yang paling meyakinkan berada pada sekitar time lag 5 sampai 7 hari yang 
lalu. Oleh karena itu, pada penelitian ini dicoba menggunakan data pada time lag 
yang tidak terlalu jauh rentang waktu lampaunya. Penelitian ini mencoba dua 
parameter input pada time lag T-1 atau 10 hari yang lalu dan T-2 atau 20 hari 
yang lalu. Berdasarkan data yang didapat, maka dibuatlah rentang nilai 
parameter input yang ditampilkan pada Tabel 4.1. 
Tabel 4.1 Rentang Nilai Parameter Input Sugeno FIS 
No Parameter Input Rentang Nilai 
1 Curah Hujan/Rainfall T-1 (R T-1) 0.0 – 40.0 
2 Curah Hujan/Rainfall T-2 (R T-2) 0.0 – 40.0 
4.1.1.2 Himpunan Fuzzy (Fuzzy Sets) 
Himpunan fuzzy adalah satu kesatuan yang mewakili keadaan tertentu dalam 
sebuah variabel fuzzy (Mazenda, Soebroto, & Dewi, 2015). Pada penelitian ini, 
himpunan fuzzy yang digunakan mempunyai dua nilai linguistik yaitu rendah dan 
tinggi. Pembentukan himpunan fuzzy disesuaikan dengan input parameter yang 
digunakan untuk peramalan curah hujan. Data himpunan fuzzy dan nilai 
linguistiknya disajikan pada Tabel 4.2. 
Tabel 4.2 Rentang Nilai Parameter Input Sugeno FIS 
Himpunan Fuzzy 
No Parameter Input Nilai Linguistik 
1 Curah Hujan/Rainfall T-1 (R T-1) 
Rendah 
Tinggi 




Proses fuzzyfikasi merupakan perhitungan nilai crisp  atau nilai input menjadi 




batas fungsi keanggotaan (Restuputri, Mahmudy, & Cholissodin, 2015). Fungsi 
keanggotaan himpunan fuzzy dengan 2 parameter input ditunjukkan pada 
Gambar 4.2 sampai dengan Gambar 4.3. 
 
Gambar 4.2  Fungsi Keangotaan Curah Hujan T-1 
 
Gambar 4.3  Fungsi Keangotaan Curah Hujan T-2 
4.1.1.4 Sistem Inferensi Fuzzy (Fuzzy Inference System) 
Sistem inferensi fuzzy (Fuzzy Inference System/FIS) merupakan suatu sistem 
yang melakukan perhitungan berdasarkan pada konsep teori himpunan fuzzy, 
aturan fuzzy, dan konsep logika fuzzy (Kusumadewi, 2006). Dalam sistem 
inferensi fuzzy terdapat input fuzzy berupa nilai crisp. Nilai crisp tersebut akan 
dihitung berdasarkan aturan-aturan yang telah dibuat menghasilkan besaran 
fuzzy disebut proses fuzzifikasi.  
Sistem inferensi metode fuzzy Sugeno membentuk sebuah rules based atau 
basis aturan dalam bentuk “sebab-akibat” atau “if-then”. Sistem inferensi fuzzy 
Sugeno memiliki karakteristik yaitu konsekuen. Nilai output bukan merupakan 
himpunan lingusitik fuzzy namun berupa persamaan linier dengan variabel-
variabel sesuai dengan variabel inputnya (Jayawardena et al., 2014). Basis aturan 
atau rule base aturan fuzzy atau fuzzy rule untuk prediksi curah hujan 
menggunakan 4 aturan. Contoh basis aturan untuk dua input parameter adalah 
sebagai berikut:  
























4.1.2 Pemodelan Adaptive Neuro Fuzzy Inference System (ANFIS) Dua 
Parameter 
Perancangan metode Adaptive Neuro Fuzzy Inference System (ANFIS) dimulai 
dengan menentukan parameter-parameter ANFIS antara lain adalah learning 
rate dan jumlah epoch atau tahap arah pembelajaran yang terjadi dalam jaringan 
adaptif, misalkan satu tahap arah pembelajaran dinamakan satu epoch. Dalam 
penelitian ini nilai learning rate yang digunakan adalah 0.7, nilai tersebut diambil 
berdasarkan pengujian yang dilakukan oleh Santika, Mahmudy, & Naba (2016) 
yang melakukan pengujian terhadap learning rate yang paling optimal untuk 
prediksi beban listrik. Sedangkan jumlah epoch yang digunakan adalah 100, 
patokan jumlah epoch tersebut dianggap yang paling optimal menurut penelitian 
yang dilakukan oleh Jang (1996). Gambar arsitektur ANFIS dengan empat input 























Gambar 4.4  Arsitektur ANFIS dengan Dua Parameter Input 
Perancangan arsitektur ANFIS pada kelima lapisan adalah sebagai berikut:  
4.1.2.1 Lapisan 1 (Fungsi Keanggotaan/Membership Function) 
Setiap simpul i pada lapisan ini adalah simpul adaptif dengan fungsi simpul 
seperti yang ditunjukkan pada Persamaan 4.1. 
                           n  
                                     (4.1) 
Dimana x dan y adalah input pada simpul ke-i,    dan    adalah label linguistik 
yaitu rendah (low) dan tinggi (high). Dengan kata lain O1,i dan O1,i-2 adalah fungsi 
keanggotaan dari    dan    dan menspesifikasikan derajat keanggotaan x dan y 
terhadap   . Fungsi keanggotaan        dan        didasarkan pada 
persamaan keanggotan kurva linear dengan nilai maksimum 1 dan nilai minimum 
0. Fungsi keanggotaan parameter dari A dapat didekati dengan fungsi kurva 
segitiga atau triangular, yang ditunjukkan dalam Persamaan 4.2, dimana a, b dan 
c adalah parameter premis fungsi keanggotaan. Meskipun jenis fungsi 
keanggotaan yang biasa digunakan dalam lapisan satu adalah Gaussian atau 




non-zero (Singh, Kainthola, & Singh, 2012), namun menurut Jang (1993) jenis 
fungsi keanggotaan triangular maupun trapezodial adalah fungsi keanggotaan 
yang memenuhi syarat dan dapat digunakan juga dalam lapisan satu. Untuk 
kasus prediksi curah hujan, fungsi keanggotaan yang paling tepat adalah 
triangular karena banyak data yang berupa nilai 0.        
         {
                             
    
     
             
    
     
                
         (4.2) 
4.1.2.2 Lapisan 2 (Rules Layer) 
Setiap simpul pada lapisan ini adalah simpul nonadaptif atau fixed node. 
Output yang didapatkan merupakan perkalian dari semua input yang masuk pada 
lapisan ini. Untuk menghitung output dapat digunakan Persamaan 4.3. 
                                               (4.3) 
Tiap keluaran simpul menyatakan derajat pengaktifan (firing strength) tiap 
aturan fuzzy. Banyaknya simpul pada lapisan ini menunjukan banyaknya aturan 
yang dibentuk, dimana aturan yang dibentuk adalah 4 rule. 
4.1.2.3 Lapisan 3 (Normalized Firing Strength) 
Setiap simpul pada lapisan ini adalah simpul nonadaptif atau fixed node yang 
menampilkan fungsi derajat pengaktifan ternormalisasi (normalized firing 
strenght) yaitu rasio keluaran simpul ke-i pada lapisan sebelumnya terhadap 
seluruh keluaran lapisan sebelumnya. Bentuk fungsi derajat pengaktifan 
ternormalisasi (normalized firing strenght) untuk dua input ditunjukkan pada 
Persamaan 4.4. 
      ̅   
  
∑        
                               (4.4) 
4.1.2.4 Lapisan 4 (Defuzzifikasi) 
Setiap simpul pada lapisan ini adalah simpul adaptif dengan fungsi simpul 
yang ditunjukkan pada Persamaan 4.5. 
      ̅       ̅                        (4.5) 
Dimana  ̅  adalah bobot yang dihasilkan dari lapisan 3 dan          menyatakan 
parameter konsekuen yang adaptif dengan dua parameter input. Proses 
penghitungan pada lapisan ini dilakukan dengan fungsi regresi linear orde 1. 
4.1.2.5 Lapisan 5 (Penjumlahan) 
Fungsi lapisan ini adalah untuk menjumlahkan semua masukan. Fungsi 
penjumlahan tersebut ditunjukkan pada persamaan 4.6. 
      ∑  ̅     
∑      
∑    




4.1.3 Pemodelan Hybrid ANFIS-GA Dua Parameter 
4.1.3.1 Representasi Kromosom 
Langkah awal sebelum proses algoritma genetika dilakukan adalah 
menentukan representasi kromosom. Kromosom adalah representasi dari 
sebuah solusi yang dikodekan ke sebuah karakter yang disebut gen (Ding & Fu, 
2015). Banyak jenis representasi kromosom yang dapat digunakan dalam 
algoritma genetika sesuai jenis permasalahannya, antara lain adalah representasi 
biner (binary encoding), representasi bilangan riil, representasi bilangan bulat 
atau integer, dan struktur data (Gen & Cheng, 2000). Pada penelitian ini, 
kromosom dibentuk dengan representasi bilangan riil (real code). Representasi 
real code menggunakan sebuah array yang berisikan bilangan real sebagai 
representasi kromosom (Mahmudy, Marian, & Luong, 2012).  
Dalam pemodelan pertama dengan dua parameter input, digunakan susunan 
kromosom yang terdiri dari 20 gen atau genotipe. Kromosom dibagi menjadi dua 
segmen, segmen pertama sebanyak 8 gen digunakan untuk pengkodean batasan 
fungsi keanggotaan Sugeno dan segmen kedua sebanyak 12 gen digunakan untuk 
pengkodean pengkodean koefisien persamaan linier dari konsekuen rule Sugeno. 
Ilustrasi representasi kromosom dengan dua parameter input ditunjukkan pada 
Gambar 4.5. 
0.5 0.713.2 12.5 ... 0.2... 0.3 0.8 0.650.9 0.3 ... ......
Segmen 1 (8 gen) Segmen 2 (12 gen)
 
Gambar 4.5  Ilustrasi Representasi Kromosom dengan Dua Parameter Input 
Setiap kromosom dibangkitkan secara random dengan melakukan random 
bilangan riil dengan range sesuai rentang nilai parameter input. Contoh 
representasi kromosom dengan menggunakan pengkodean riil ditunjukkan pada 
Gambar 4.6. Pada Gambar 4.6 dicontohkan representasi kromosom dengan 15 
gen untuk mempermudah contoh perhitungan. 
0.5 0.713.2 12.5 1.2 0.223.8 0.3 0.8 0.650.9 0.3 0.33 0.450.23
 
Gambar 4.6  Contoh Representasi Kromosom 
4.1.3.2 Inisialisasi Populasi 
Inisialisasi populasi merupakan tahapan yang dilakukan pertama kali saat 
proses algoritma genetika berjalan. Jumlah populasi dalam algoritma genetika 
sering disebut dengan variabel popSize. Dalam pemodelan ini jumlah populasi 
yang digunakan adalah 200 kromosom, patokan jumlah tersebut mengacu pada 




didapatkan pada jumlah populasi sebanyak 200 kromosom (Wahyuni & 
Mahmudy, 2016b). Sebagai contoh, populasi akan dibentuk oleh 3 kromosom 
atau bisa dikatakan ukuran populasi berjumlah 3 mulai dari C1…Cn, dimana n = 3. 
Ilustrasi inisialisasi populasi ditunjukkan pada Gambar 4.7. 
0.5 0.713.2 12.5 1.2 0.223.8 0.3 0.8 0.650.9 0.3 0.33 0.450.23
0.7 0.3416.7 23.9 0.9 0.733.8 0.35 0.23 0.130.7 0.53 0.43 0.270.23
0.4 2.413.5 34.1 3.1 0.3423.8 0.12 0.8 0.410.6 0.9 0.04 0.430.07
 
Gambar 4.7  Contoh Inisialisasi Populasi pada GAs 
4.1.3.3 Penghitungan Fitness 
Fungsi fitness atau fungsi kebugaran digunakan untuk mengukur tingkat 
kebaikan dari solusi yang didapat (Mahmudy, Marian, & Luong, 2013). Proses 
penghitungan nilai fitness pada kasus ini dilakukan dengan menerapkan proses 
prediksi dengan ANFIS. Dengan menerapkan proses perhitungan ANFIS, dapat 
diketahui kromosom yang menghasilkan error paling kecil. Semakin kecil nilai 
error yang dimiliki oleh sebuah kromosom, maka semakin baik kromosom 
tersebut. Solusi yang dicari dalam permasalahan kasus optimasi batasan fungsi 
keanggotaan Sugeno dan koefisien konsekuen rule Sugeno adalah error yang 
paling minimal, sehingga perhitungan nilai fitness (f) dinyatakan dalam 
Persamaan 4.7. Untuk mengetahui error, digunakan rumus RMSE yang 
dinyatakan dalam Persamaan 4.8. Dalam proses penghitungan RMSE harus 
diketahui dulu nilai galat antara data curah sebenarnya dengan data curah hujan 
hasil prediksi (Wahyuni & Utaminingrum, 2016). Rumus galat yang digunakan 
dinyatakan dalam Persamaan 4.9. 
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                  (4.8) 
 
 Galat (                                 (4.9)    
Contoh hasil perhitungan fitness pada lokasi Kecamatan Puspo ditunjukkan 
pada Tabel 4.3. 
 Tabel 4.3 Contoh Perhitungan Fitness pada Kecamatan Puspo 
Kromosom Daerah RMSE Fitness 
C1 Puspo 6.575 0.152 
C2 Puspo 7.214 0.139 





Sebelum melakukan proses reproduksi, perlu dilakukan proses seleksi yang 
digunakan untuk memilih kromosom yang akan dijadikan induk atau parent yang 
akan melakukan proses reproduksi (Murata & Ishibuchi, 1995). Ada banyak 
metode seleksi yang pernah dilakukan antara lain yaitu random selection, rank 
selection, tournament selection, stochastic universal sampling, Boltzmann 
selection, dan Roulette wheel selection (Moradi & Nikolaev, 2016). Pada 
penelitian ini digunakan metode seleksi Roulette wheel, dimana seleksi ini 
memungkinkan setiap kromosom mempunyai kesempatan untuk terpilih 
(Wahyuni & Mahmudy, 2016b).  
Proses pertama pada seleksi Roulette wheel adalah menghitung probabilitas 
dan nilai kumulatif probabilitas dari masing-masing kromosom. Setelah itu, akan 
dilakukan pengacakan nilai random antara [0,1] sebanyak dua kali untuk 
menentukan kromosom yang akan dijadikan parent dengan ketentuan C[n-1]< R 
<C[n]. Pehitungan nilai probabilitas masing-masing kromosom ditunjukkan pada 
Tabel 4.4 dan hasil seleksi Roulette wheel ditunjukkan pada Tabel 4.5. 
Tabel 4.4 Perhitungan Nilai Propabilitas dan Kumulatif 
Kromosom Fitness (f) Probabiliats Kumulatif 
C1 0.152 0.317 0.317 
C2 0.139 0.289 0.607 
C3 0.189 0.393 1 
 
Tabel 4.5 Hasil Seleksi Roulette Whell 





Ada dua proses reproduksi dalam algoritma genetika yaitu crossover dan 
mutasi. Crossover adalah proses penukaran gen antara satu induk dengan induk 
yang lain (Wahyuni & Mahmudy, 2016b). Induk atau parent yang akan 
melakukan proses crossover adalah parent hasil seleksi Roulette whell. Dalam 
pemodelan pertama, metode crossover yang digunakan adalah one cut point 
crossover. Sebelum melakukan crossover, perlu ditentukan nilai cr atau crossover 
rate. Nilai cr yang digunakan dalam pemodelan ini berdasarkan kombinasi cr dan 
mr yang didasarkan pada tiga teori yaitu teori yaitu teori Grefenstette 
(Grefenstette, 1986), De Jong, dan Teori Pemantauan Kualitas Fitness untuk 
menentukan nilai cr. Berdasarkan pengujian ukuran cr dan mr yang pernah 
dilakukan pada penelitian yang dilakukan oleh Wahyuni & Mahmudy (2016b) 
ditunjukkan bahwa rata-rata fitness terbaik didapatkan pada kombinasi nilai cr 




Langkah awal untuk proses one cut point crossover adalah dengan memilih 
satu titik potong pada kromosom secara acak. Setelah titik potong ditentukan, 
langkah selanjutnya adalah melakukan penukaran gen. Contoh proses crossover 
dengan metode one cut point crossover ditunjukkan pada Gambar 4.8. 
 
Gambar 4.8  Contoh Proses Crossover 
4.1.3.6 Mutasi 
Proses reproduksi yang kedua adalah mutasi. Teknik mutasi yang digunakan 
adalah simple random mutation. Proses dari simple random mutation dimulai 
dengan menentukan offspring O=(       ) dari parent                   
dengan rumus yang ditunjukkan pada Persamaan 4.10 (Mahmudy, 2013).  
Untuk menentukan offspring, perlu didefinisikan nilai mr atau mutation rate. 
Nilai mr atau mutation rate yang akan digunakan adalah 0.05, dimana nilai mr ini 
telah diuji dari penelitian sebelumnya (Wahyuni & Mahmudy, 2016b). Sebagai 
contoh, misalkan jumlah populasi (popSize) sebesar 3, maka mutasi akan 
menghasilkan offspring dengan rumus offspring = mr x popSize = 0.1 x 3 = 0.3 = 1 
offspring. Gambaran proses simple random mutation ditunjukkan pada Gambar 
4.9. 
                            (4.10)
Keterangan: 
  = offspring 
p = parent 
α = nilai random antara interval [-0.1, 0.1] 
 
Gambar 4.9  Contoh Proses Mutasi 
4.1.3.7 Evaluasi 
Setalah proses reproduksi selesai, parent dan offspring hasil reproduksi akan 
dihitung nilai fitness-nya sesuai dengan Persamaan 4.7. Proses tersebut disebut 
dengan evaluasi nilai fitness. Proses evaluasi adalah proses penghitungan nilai 
fitness pada seluruh kromosom baik kromosom induk dan kromosom anak atau 
offspring hasil reproduksi. Kromosom dengan nilai fitness yang paling tinggi 
C1 0.50 13.20 0.70 12.50 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45
C2 0.70 16.70 0.34 23.90 0.90 33.80 0.70 0.35 0.23 0.70 0.13 0.53 0.43 0.23 0.27
O1 0.70 16.70 0.34 23.90 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45
O2 0.50 13.20 0.70 12.50 0.90 33.80 0.70 0.35 0.23 0.70 0.13 0.53 0.43 0.23 0.27
Cut Point 
C1 0.50 13.20 0.70 12.50 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45
α -0.03 0.02 0.03 0.04 0.05 0.04 -0.1 0.01 0.04 0.09 0.1 0.02 0 0.1 0.1




berpeluang besar menjadi calon solusi. Hasil perhitungan fitness setelah proses 
reproduksi ditunjukkan pada Tabel 4.6.  
Tabel 4.6 Hasil Evaluasi Setelah Proses Reproduksi 









Setalah proses reproduksi dan evaluasi selesai, parent dan offspring hasil 
reproduksi akan mengalami proses seleksi yang kedua. Proses seleksi yang kedua 
digunakan untuk memilih kromosom yang akan lolos ke generasi selanjutnya. 
Metode seleksi yang akan digunakan adalah elitism, dimana metode seleksi ini 
akan memilih kromosom untuk lolos ke generasi selanjutnya dengan 
mengurutkan nilai fitness mulai urutan yang paling besar ke yang paling kecil. 
Setelah itu akan dipilih beberapa kromosom dengan nilai fitness tertinggi untuk 
lolos ke generasi selanjutnya. Hasil seleksi dengan elitism ditunjukkan pada Tabel 
4.7. 
Tabel 4.7 Hasil Seleksi Elitism 




4.1.3.9 Kondisi Berhenti 
Algoritma genetika tidak mempunyai indikasi kapan proses iterasi akan 
menentukan solusi yang paling baik (Wahyuni & Mahmudy, 2016a). Namun, 
dapat digunakan berbagai metode untuk menentukan keadaan berhenti pada 
iterasi algoritma genetika (Jafarian, 2010). Ada dua jenis kondisi yang digunakan 
untuk keadaan berhenti, diasumsikan bahwa populasi telah menghasilkan solusi 
optimal (Wahyuni & Mahmudy, 2016a). Pertama yaitu mengambil suatu nilai 
sebagai batas regenerasi, pada penelitian ini digunakan batasan jumlah generasi 
(maxGen) sebanyak 300 generasi. Patokan jumlah generasi tersebut diambil dari 
penelitian sebelumnya yang dilakukan oleh Wahyuni & Mahmudy (2016b) yang 
menyatakan bahwa hasil hasil optimasi optimum didapatkan pada jumlah 
generasi sebanyak 300. Kedua yaitu menghitung kegagalan penggantian anggota 
populasi yang terjadi secara berurutan, diasumsikan terdapat 10 kali kegagalan 





4.2 Hybrid ANFIS-GA dengan Empat Parameter Input 
Perancangan metode hybrid ANFIS dengan algoritma genetika atau genetic 
algorithm (GA) dilakukan dengan meletakkan proses ANFIS ke dalam proses 
perhitungan fitness di dalam algoritma genetika. Semakin kecil error RMSE yang 
didapatkan oleh pemodelan input yang dihasilkan oleh proses optimasi, maka 
semakin tinggi nilai fitness yang didapatkan. Flowchart metode hybrid ANFIS GA 
ditunjukkan pada Gambar 4.10. 
Berdasarkan alur flowchart pada Gambar 4.10, proses hybrid dimulai dengan 
inisialisasi parameter-parameter algoritma genetika. Dilanjutkan dengan 
representasi kromosom, pembentukan populasi dan penghitungan nilai fitness. 
Di dalam proses penghitungan nilai fitness terdapat proses penghitungan dengan 
ANFIS untuk mencari error RMSE hasil prediksi. Setelah nilai fitness diketahui, 
langkah selanjutnya adalah melakukan seleksi untuk memilih induk yang akan 
melewati tahap reproduksi, yaitu proses crossover dan mutasi. Setelah proses 
reproduksi selesai, tahap selanjutnya adalah melakukan evaluasi kromosom 
setealh itu dilakuakn seleksi lagi untuk memilih individu yang akan lolos ke 
generasi selanjutnya. Iterasi akan berhenti jika proses algoritma genetika sudah 
mencapai generasi maksimum atau telah terjadi kegagalan penggantian populasi 
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4.2.1 Pemodelan Sugeno Fuzzy Inference System (FIS) Empat Parameter 
4.2.1.1 Parameter Input 
Sebelum melakukan penghitungan dengan Sugeno FIS, perlu ditentukan 
terlebih dahulu data rentang nilai parameter yang akan dijadikan kriteria input 
untuk prediksi curah hujan. Pemodelan kedua digunakan empat input 
parameter. Ada dua bentuk data input yang digunakan, bentuk pertama 
digunakan data curah hujan (rainfall) pada time lag T-1 (data curah hujan 10 hari 
yang lalu), T-2 (data curah hujan 20 hari yang lalu), T-17 (data curah hujan 170 
hari yang lalu), dan T-34 (data curah hujan 340 hari yang lalu). Bentuk pertama 
tersebut mengacu pada pemodelan input pada penelitian sebelumnya yang 
dilakukan oleh Wahyuni, Mahmudy, & Iriany (2016). Bentuk input tersebut 
digunakan untuk melihat hasil prediksi dengan rentang time lag yang cukup jauh, 
namun masih dalam waktu 1 tahun, mengingat bahwa curah hujan adalah data 
musiman (seasonal) atau data yang memiliki pola tahunan (Drosdowsky & 
Chmabers, 2001). 
Pada bentuk kedua digunakan data curah hujan (rainfall) pada time lag T-1 
(data curah hujan 10 hari yang lalu), T-2 (data curah hujan 20 hari yang lalu), T-3 
(data curah hujan 30 hari yang lalu), dan T-4 (data curah hujan 40 hari yang lalu). 
Bentuk kedua yang diusulkan mengacu pada penelitian yang dilakukan oleh 
Drosdowsky & Chmabers (2001) yang menyatakan bahwa hasil prediksi curah 
hujan terbaik didapatkan dari hasil prediksi menggunakan data curah hujan pada 
1 bulan dan 3 bulan yang lalu. Data pada 1 bulan dan 3 bulan yang lalu 
menghasilkan prediksi yang baik karena data curah hujan berbentuk musiman 
(seasonal) sehingga pola data dibawah 3 bulan atau dibawah 90 hari menjadi 
model data yang dapat digunakan sebagai input peramalan. Oleh karena itu pada 
pemodelan empat parameter input bentuk kedua digunakan data yang tidak 
terlalu jauh, yaitu data curah hujan maksimum pada time lag T-4 (data curah 
hujan 40 hari yang lalu). Berdasarkan data yang didapat, maka dibuatlah rentang 
nilai parameter input untuk model pertama dan model kedua yang ditampilkan 
pada Tabel 4.8 dan Tabel 4.9. 
Tabel 4.8 Rentang Nilai Empat Parameter Input Sugeno FIS Bentuk Pertama 
No Parameter Input Rentang Nilai 
1 Curah Hujan/Rainfall T-1 (R T-1) 0.0 – 40.0 
2 Curah Hujan/Rainfall T-2 (R T-2) 0.0 – 40.0 
3 Curah Hujan/Rainfall T-17 (R T-17) 0.0 – 40.0 







Tabel 4.9 Rentang Nilai Empat Parameter Input Sugeno FIS Bentuk Kedua 
No Parameter Input Rentang Nilai 
1 Curah Hujan/Rainfall T-1 (R T-1) 0.0 – 40.0 
2 Curah Hujan/Rainfall T-2 (R T-2) 0.0 – 40.0 
3 Curah Hujan/Rainfall T-17 (R T-17) 0.0 – 40.0 
4 Curah Hujan/Rainfall Zt-34(R Zt-34) 0.0 – 40.0 
4.2.1.2 Himpunan Fuzzy (Fuzzy Sets) 
Himpunan fuzzy adalah satu kesatuan yang mewakili keadaan tertentu dalam 
sebuah variabel fuzzy (Mazenda et al., 2015). Pada penelitian ini, himpunan fuzzy 
yang digunakan mempunyai dua nilai linguistik yaitu rendah dan tinggi. 
Pembentukan himpunan fuzzy disesuaikan dengan input parameter yang 
digunakan untuk peramalan curah hujan. Data himpunan fuzzy dan nilai 
linguistiknya disajikan pada Tabel 4.10 dan Tabel 4.11. 
Tabel 4.10 Rentang Nilai Parameter Input Sugeno FIS Bentuk Pertama 
Himpunan Fuzzy 
No Parameter Input Nilai Linguistik 
1 Curah Hujan/Rainfall T-1 (R T-1) 
Rendah 
Tinggi 
2 Curah Hujan/Rainfall T-2 (R T-2) 
Rendah 
Tinggi 
3 Curah Hujan/Rainfall T-17 (R T-17) 
Rendah 
Tinggi 




Tabel 4.11 Rentang Nilai Parameter Input Sugeno FIS Bentuk Pertama 
Himpunan Fuzzy 
No Parameter Input Nilai Linguistik 
1 Curah Hujan/Rainfall T-1 (R T-1) 
Rendah 
Tinggi 
2 Curah Hujan/Rainfall T-2 (R T-2) 
Rendah 
Tinggi 
3 Curah Hujan/Rainfall T-17 (R Zt-3) 
Rendah 
Tinggi 







Proses fuzzyfikasi merupakan perhitungan nilai crisp  atau nilai input menjadi 
derajat keanggotaan. Perhitungan dalam proses fuzzyfikasi berdasarkan batas-
batas fungsi keanggotaan (Restuputri et al., 2015). Fungsi keanggotaan 
himpunan fuzzy dengan 4 parameter input ditunjukkan pada Gambar 4.11 
sampai dengan Gambar 4.16. 
 
Gambar 4.11  Fungsi Keangotaan Curah Hujan T-1 
 
Gambar 4.12  Fungsi Keangotaan Curah Hujan T-2 
 



































Gambar 4.14  Fungsi Keangotaan Curah Hujan T-4 
 
Gambar 4.15  Fungsi Keangotaan Curah Hujan T-17 
 
Gambar 4.16  Fungsi Keangotaan Curah Hujan T-34 
4.2.1.4 Sistem Inferensi Fuzzy (Fuzzy Inference System) 
Sistem inferensi fuzzy (Fuzzy Inference System/FIS) merupakan suatu sistem 
yang melakukan perhitungan berdasarkan pada konsep teori himpunan fuzzy, 
aturan fuzzy, dan konsep logika fuzzy (Kusumadewi, 2006). Dalam sistem 
inferensi fuzzy terdapat input fuzzy berupa nilai crisp. Nilai crisp tersebut akan 
dihitung berdasarkan aturan-aturan yang telah dibuat menghasilkan besaran 


































Sistem inferensi metode fuzzy Sugeno membentuk sebuah rules based atau 
basis aturan dalam bentuk “sebab-akibat” atau “if-then”. Sistem inferensi fuzzy 
Sugeno memiliki karakteristik yaitu konsekuen. Nilai output bukan merupakan 
himpunan lingusitik fuzzy namun berupa persamaan linier dengan variabel-
variabel sesuai dengan variabel inputnya (Jayawardena et al., 2014). Basis aturan 
atau rule base aturan fuzzy atau fuzzy rule untuk prediksi curah hujan 
menggunakan 16 aturan. Contoh basis aturan untuk empat input parameter 
adalah sebagai berikut: 
IF R T-1 = rendah AND R T-2 = rendah AND R T-17 = rendah AND R Zt-34 = 
rendah THEN Zt = p1 RT-1 + q1 RT-2 + r1 RT-17 + s1 RZt-34 + t1  
dan 
IF R T-1 = rendah AND R T-2 = rendah AND R Zt-3 = rendah AND R Zt-4 = 
rendah THEN Zt = p1 RT-1 + q1 RT-2 + r1 RZt-3 + s1 RZt-4 + t1 
4.2.2 Pemodelan Adaptive Neuro Fuzzy Inference System (ANFIS) Empat 
Parameter 
Perancangan metode Adaptive Neuro Fuzzy Inference System (ANFIS) dimulai 
dengan menentukan parameter-parameter ANFIS antara lain adalah learning 
rate dan jumlah epoch atau tahap arah pembelajaran yang terjadi dalam jaringan 
adaptif, misalkan satu tahap arah pembelajaran dinamakan satu epoch. Dalam 
penelitian ini nilai learning rate yang digunakan adalah 0.7, nilai tersebut diambil 
berdasarkan pengujian yang dilakukan oleh Santika, Mahmudy, & Naba (2017) 
yang melakukan pengujian terhadap learning rate yang paling optimal untuk 
prediksi beban listrik. Sedangkan jumlah epoch yang digunakan adalah 100, 
patokan jumlah epoch tersebut dianggap yang paling optimal menurut penelitian 
yang dilakukan oleh Jang (1996). Gambar arsitektur ANFIS dengan empat input 




































































Gambar 4.17  Arsitektur ANFIS dengan Empat Parameter Input 
Perancangan arsitektur ANFIS dengan empat input parameter pada kelima 
lapisan adalah sebagai berikut:  
4.2.2.1 Lapisan 1 (Fungsi Keanggotaan/Membership Function) 
Setiap simpul i pada lapisan ini adalah simpul adaptif dengan fungsi simpul 
seperti yang ditunjukkan pada Persamaan 4.7. 
                           n  
                                      
                                  




Dimana x, y, x1, dan y1 adalah input pada simpul ke-i,   ,   ,    dan    adalah 
label linguistik untuk masing-masing input yaitu rendah (low) dan tinggi (high). 
Fungsi keanggotaan       ,        ,        , dan         didasarkan pada 
persamaan generalized Bell dengan nilai maksimum 1 dan nilai minimum 0. 
Fungsi keanggotaan parameter dari A dapat didekati dengan fungsi kurva segitiga 
atau triangular, yang ditunjukkan dalam Persamaan 4.2, dimana a dan b adalah 
parameter premis fungsi keanggotaan. Meskipun jenis fungsi keanggotaan yang 
biasa digunakan dalam lapisan satu adalah Gaussian atau generalize Bell karena 
dianggap memberikan hasil yang lebih halus dan bersifat non-zero (Singh et al., 
2012), namun menurut Jang (1993) jenis fungsi keanggotaan triangular maupun 
trapezodial adalah fungsi keanggotaan yang memenuhi syarat dan dapat 
digunakan juga dalam lapisan satu. Untuk kasus prediksi curah hujan, fungsi 
keanggotaan yang paling tepat adalah triangular karena banyak data yang 
berupa nilai 0. 
         {
                             
    
     
             
    
     
                
         (4.2) 
4.2.2.2 Lapisan 2 (Rules Layer) 
Setiap simpul pada lapisan ini adalah simpul nonadaptif atau fixed node. 
Output yang didapatkan merupakan perkalian dari semua input yang masuk pada 
lapisan ini. Untuk menghitung output dapat digunakan Persamaan 4.9. 
                                          
                                                     (4.9) 
Tiap keluaran simpul menyatakan derajat pengaktifan (firing strength) tiap 
aturan fuzzy. Banyaknya simpul pada lapisan ini menunjukan banyaknya aturan 
yang dibentuk, dimana aturan yang dibentuk adalah 16 rule. 
4.2.2.3 Lapisan 3 (Normalized Firing Strength) 
Setiap simpul pada lapisan ini adalah simpul nonadaptif atau fixed node yang 
menampilkan fungsi derajat pengaktifan ternormalisasi (normalized firing 
strenght) yaitu rasio keluaran simpul ke-i pada lapisan sebelumnya terhadap 
seluruh keluaran lapisan sebelumnya. Bentuk fungsi derajat pengaktifan 
ternormalisasi (normalized firing strenght) untuk dua input ditunjukkan pada 
Persamaan 4.10. 
      ̅   
  
∑        
                              (4.10) 
4.2.2.4 Lapisan 4 (Defuzzifikasi) 
Setiap simpul pada lapisan ini adalah simpul adaptif dengan fungsi simpul 
yang ditunjukkan pada Persamaan 4.11. 




Dimana  ̅  adalah bobot yang dihasilkan dari lapisan 3 dan                 
menyatakan parameter konsekuen yang adaptif dengan empat parameter input. 
Proses penghitungan pada lapisan ini dilakukan dengan fungsi regresi linear orde 
1. 
4.2.2.5 Lapisan 5 (Penjumlahan) 
Fungsi lapisan ini adalah untuk menjumlahkan semua masukan. Fungsi 
penjumlahan tersebut ditunjukkan pada persamaan 4.12. 
      ∑  ̅     
∑      
∑    
                        (4.12) 
 
4.2.3 Pemodelan Hybrid ANFIS-GA Empat Parameter 
4.2.3.1 Representasi Kromosom 
Langkah awal sebelum proses algoritma genetika dilakukan adalah 
menentukan representasi kromosom. Kromosom adalah representasi dari 
sebuah solusi yang dikodekan ke sebuah karakter yang disebut gen (Ding & Fu, 
2015). Banyak jenis representasi kromosom yang dapat digunakan dalam 
algoritma genetika sesuai jenis permasalahannya, antara lain adalah representasi 
biner (binary encoding), representasi bilangan riil, representasi bilangan bulat 
atau integer, dan struktur data (Gen & Cheng, 2000). Pada penelitian ini, 
kromosom dibentuk dengan representasi bilangan riil (real code). Representasi 
real code menggunakan sebuah array yang berisikan bilangan real sebagai 
representasi kromosom (Mahmudy, Marian, & Luong, 2012).  
Dalam pemodelan kedua dengan dengan parameter input, digunakan 
susunan kromosom yang terdiri dari 112 gen atau genotipe. Kromosom dibagi 
menjadi dua segmen, segmen pertama sebanyak 32 gen digunakan untuk 
pengkodean batasan fungsi keanggotaan Sugeno dan segmen kedua sebanyak 80 
gen digunakan untuk pengkodean pengkodean koefisien persamaan linier dari 
konsekuen rule Sugeno. Ilustrasi representasi kromosom dengan empat 
parameter input ditunjukkan pada Gambar 4.18. 
0.5 0.713.2 12.5 ... 0.2... 0.3 0.8 0.650.9 0.3 ... ......
Segmen 1 (32 gen) Segmen 2 (80 gen)
 
Gambar 4.18  Ilustrasi Representasi Kromosom dengan Empat Parameter Input 
Setiap kromosom awal (inisial) dibentuk secara random dengan 
membangkitkan bilangan riil dengan range sesuai rentang nilai parameter input. 
Contoh representasi kromosom dengan menggunakan pengkodean riil 
ditunjukkan pada Gambar 4.19. Pada Gambar 4.19 dicontohkan representasi 




0.5 0.713.2 12.5 1.2 0.223.8 0.3 0.8 0.650.9 0.3 0.33 0.450.23
 
Gambar 4.19  Contoh Representasi Kromosom 
4.2.3.2 Inisialisasi Populasi 
Inisialisasi populasi merupakan tahapan yang dilakukan pertama kali saat 
proses algoritma genetika berjalan. Jumlah populasi dalam algoritma genetika 
sering disebut dengan variabel popSize. Dalam pemodelan ini jumlah populasi 
yang digunakan adalah 200 kromosom, patokan jumlah tersebut mengacu pada 
penelitian sebelumnya yang menyatakan bahwa hasil hasil optimasi optimum 
didapatkan pada jumlah populasi sebanyak 200 kromosom (Wahyuni & 
Mahmudy, 2016b). Sebagai contoh, populasi akan dibentuk oleh 3 kromosom 
atau bisa dikatakan ukuran populasi berjumlah 3 mulai dari C1…Cn, dimana n = 3. 
Ilustrasi inisialisasi populasi ditunjukkan pada Gambar 4.20. 
0.5 0.713.2 12.5 1.2 0.223.8 0.3 0.8 0.650.9 0.3 0.33 0.450.23
0.7 0.3416.7 23.9 0.9 0.733.8 0.35 0.23 0.130.7 0.53 0.43 0.270.23
0.4 2.413.5 34.1 3.1 0.3423.8 0.12 0.8 0.410.6 0.9 0.04 0.430.07
 
Gambar 4.20  Contoh Inisialisasi Populasi pada GAs 
4.2.3.3 Penghitungan Fitness 
Fungsi fitness atau fungsi kebugaran digunakan untuk mengukur tingkat 
kebaikan dari solusi yang didapat (Mahmudy, Marian, & Luong, 2013). Proses 
penghitungan nilai fitness pada kasus ini dilakukan dengan menerapkan proses 
prediksi dengan ANFIS. Dengan menerapkan proses perhitungan ANFIS, dapat 
diketahui kromosom yang menghasilkan error paling kecil. Semakin kecil nilai 
error yang dimiliki oleh sebuah kromosom, maka semakin baik kromosom 
tersebut. Solusi yang dicari dalam permasalahan kasus optimasi batasan fungsi 
keanggotaan Sugeno dan koefisien konsekuen rule Sugeno adalah error yang 
paling minimal, sehingga perhitungan nilai fitness (f) dinyatakan dalam 
Persamaan 4.13. Untuk mengetahui error, digunakan rumus RMSE yang 
dinyatakan dalam Persamaan 4.14. Dalam proses penghitungan RMSE harus 
diketahui dulu nilai galat antara data curah sebenarnya dengan data curah hujan 
hasil prediksi (Wahyuni & Utaminingrum, 2016). Rumus galat yang digunakan 
dinyatakan dalam Persamaan 4.15. 
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      √
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Contoh hasil perhitungan fitness pada lokasi Kecamatan Puspo ditunjukkan 
pada Tabel 4.12. 
 Tabel 4.12 Contoh Perhitungan Fitness pada Kecamatan Puspo 
Kromosom Daerah RMSE Fitness 
C1 Puspo 6.575 0.152 
C2 Puspo 7.214 0.139 
C3 Puspo 5.304 0.189 
4.2.3.4 Seleksi 
Sebelum melakukan proses reproduksi, perlu dilakukan proses seleksi yang 
digunakan untuk memilih kromosom yang akan dijadikan induk atau parent yang 
akan melakukan proses reproduksi (Murata & Ishibuchi, 1995). Ada banyak 
metode seleksi yang pernah dilakukan antara lain yaitu random selection, rank 
selection, tournament selection, stochastic universal sampling, Boltzmann 
selection, dan Roulette wheel selection (Moradi & Nikolaev, 2016). Pada 
penelitian ini digunakan metode seleksi Roulette wheel, dimana seleksi ini 
memungkinkan setiap kromosom mempunyai kesempatan untuk terpilih 
(Wahyuni & Mahmudy, 2016b).  
Proses pertama pada seleksi Roulette wheel adalah menghitung probabilitas 
dan nilai kumulatif probabilitas dari masing-masing kromosom. Setelah itu, akan 
dilakukan pengacakan nilai random antara [0, 1] sebanyak dua kali untuk 
menentukan kromosom yang akan dijadikan parent dengan ketentuan C[n-1]< R 
<C[n]. Pehitungan nilai probabilitas masing-masing kromosom ditunjukkan pada 
Tabel 4.13 dan hasil seleksi roulette wheel ditunjukkan pada Tabel 4.14. 
Tabel 4.13 Perhitungan Nilai Propabilitas dan Kumulatif 
Kromosom Fitness (f) Probabiliats Kumulatif 
C1 0.152 0.317 0.317 
C2 0.139 0.289 0.607 
C3 0.189 0.393 1 
 
Tabel 4.14 Hasil Seleksi Roulette Whell 





Ada dua proses reproduksi dalam algoritma genetika yaitu crossover dan 
mutasi. Crossover adalah proses penukaran gen antara satu induk dengan induk 
yang lain (Wahyuni & Mahmudy, 2016b). Induk atau parent yang akan 




pemodelan pertama, metode crossover yang digunakan adalah one cut point 
crossover. Sebelum melakukan crossover, perlu ditentukan nilai cr atau crossover 
rate. Nilai cr yang digunakan dalam pemodelan ini berdasarkan kombinasi cr dan 
mr yang didasarkan pada tiga teori yaitu teori yaitu teori Grefenstette 
(Grefenstette, 1986), De Jong, dan Teori Pemantauan Kualitas Fitness untuk 
menentukan nilai cr. Berdasarkan pengujian ukuran cr dan mr yang pernah 
dilakukan pada penelitian yang dilakukan oleh Wahyuni & Mahmudy (2016b) 
ditunjukkan bahwa rata-rata fitness terbaik didapatkan pada kombinasi nilai cr 
0.95 dan nilai mr 0.05. Sehingga nilai cr yang dipakai adalah 0.95.  
Langkah awal untuk proses one cut point crossover adalah dengan memilih 
satu titik potong pada kromosom secara acak. Setelah titik potong ditentukan, 
langkah selanjutnya adalah melakukan penukaran gen. Contoh proses crossover 
dengan metode one cut point crossover ditunjukkan pada Gambar 4.21. 
 
Gambar 4.21  Contoh Proses Crossover 
4.2.3.6 Mutasi 
Proses reproduksi yang kedua adalah mutasi. Teknik mutasi yang digunakan 
adalah simple random mutation. Proses dari simple random mutation dimulai 
dengan menentukan offspring O=(       ) dari parent                   
dengan rumus yang ditunjukkan pada Persamaan 4.16 (Mahmudy, 2013).  
Untuk menentukan offspring, perlu didefinisikan nilai mr atau mutation rate. 
Nilai mr atau mutation rate yang akan digunakan adalah 0.05, dimana nilai mr ini 
telah diuji dari penelitian sebelumnya (Wahyuni & Mahmudy, 2016b). Sebagai 
contoh, misalkan jumlah populasi (popSize) sebesar 3, maka mutasi akan 
menghasilkan offspring dengan rumus offspring = mr x popSize = 0.1 x 3 = 0.3 = 1 
offspring. Gambaran proses simple random mutation ditunjukkan pada Gambar 
4.22.  
                            (4.16)
Keterangan: 
  = offspring 
p = parent 
α = nilai random antara interval [-0.1, 0.1] 
 
C1 0.50 13.20 0.70 12.50 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45
C2 0.70 16.70 0.34 23.90 0.90 33.80 0.70 0.35 0.23 0.70 0.13 0.53 0.43 0.23 0.27
O1 0.70 16.70 0.34 23.90 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45






Gambar 4.22  Contoh Proses Mutasi 
4.2.3.7 Evaluasi 
Setalah proses reproduksi selesai, parent dan offspring hasil reproduksi akan 
dihitung nilai fitness-nya sesuai dengan Persamaan 4.13. Proses tersebut disebut 
dengan evaluasi nilai fitness. Proses evaluasi adalah proses penghitungan nilai 
fitness pada seluruh kromosom baik kromosom induk dan kromosom anak atau 
offspring hasil reproduksi. Kromosom dengan nilai fitness yang paling tinggi 
berpeluang besar menjadi calon solusi. Hasil perhitungan fitness setelah proses 
reproduksi ditunjukkan pada Tabel 4.15. 
Tabel 4.15 Hasil Evaluasi Setelah Proses Reproduksi 









Setalah proses reproduksi dan evaluasi selesai, parent dan offspring hasil 
reproduksi akan mengalami proses seleksi yang kedua. Proses seleksi yang kedua 
digunakan untuk memilih kromosom yang akan lolos ke generasi selanjutnya. 
Metode seleksi yang akan digunakan adalah elitism, dimana metode seleksi ini 
akan memilih kromosom untuk lolos ke generasi selanjutnya dengan 
mengurutkan nilai fitness mulai urutan yang paling besar ke yang paling kecil. 
Setelah itu akan dipilih beberapa kromosom dengan nilai fitness tertinggi untuk 
lolos ke generasi selanjutnya. Hasil seleksi dengan elitism ditunjukkan pada Tabel 
4.16. 
Tabel 4.16 Hasil Seleksi Elitism 




4.2.3.9 Kondisi Berhenti 
Algoritma genetika tidak mempunyai indikasi kapan proses iterasi akan 
menentukan solusi yang paling baik (Wahyuni & Mahmudy, 2016a). Namun, 
C1 0.50 13.20 0.70 12.50 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45
α -0.03 0.02 0.03 0.04 0.05 0.04 -0.1 0.01 0.04 0.09 0.1 0.02 0 0.1 0.1




dapat digunakan berbagai metode untuk menentukan keadaan berhenti pada 
iterasi algoritma genetika (Jafarian, 2010). Ada dua jenis kondisi yang digunakan 
untuk keadaan berhenti, diasumsikan bahwa populasi telah menghasilkan solusi 
optimal (Wahyuni & Mahmudy, 2016a). Pertama yaitu mengambil suatu nilai 
sebagai batas regenerasi, pada penelitian ini digunakan batasan jumlah generasi 
(maxGen) sebanyak 300 generasi. Patokan jumlah generasi tersebut diambil dari 
penelitian sebelumnya yang dilakukan oleh Wahyuni & Mahmudy (2016b) yang 
menyatakan bahwa hasil hasil optimasi optimum didapatkan pada jumlah 
generasi sebanyak 300. Kedua yaitu menghitung kegagalan penggantian anggota 
populasi yang terjadi secara berurutan, diasumsikan terdapat 10 kali kegagalan 
penggantian kromosom dalam 1 siklus generasi. 
4.3 Hybrid ANFIS-GA dengan Delapan Parameter Input 
Perancangan metode hybrid ANFIS dengan algoritma genetika atau genetic 
algorithm (GA) dilakukan dengan meletakkan proses ANFIS ke dalam proses 
perhitungan fitness di dalam algoritma genetika. Semakin kecil error RMSE yang 
didapatkan oleh pemodelan input yang dihasilkan oleh proses optimasi, maka 
semakin tinggi nilai fitness yang didapatkan. Flowchart metode hybrid ANFIS GA 
dengan delapan parameter ditunjukkan pada Gambar 4.23. 
Berdasarkan alur flowchart pada Gambar 4.23, proses hybrid dimulai dengan 
inisialisasi parameter-parameter algoritma genetika. Dilanjutkan dengan 
representasi kromosom, pembentukan populasi dan penghitungan nilai fitness. 
Di dalam proses penghitungan nilai fitness terdapat proses penghitungan dengan 
ANFIS untuk mencari error RMSE hasil prediksi. Setelah nilai fitness diketahui, 
langkah selanjutnya adalah melakukan seleksi untuk memilih induk yang akan 
melewati tahap reproduksi, yaitu proses crossover dan mutasi. Setelah proses 
reproduksi selesai, tahap selanjutnya adalah melakukan evaluasi kromosom 
setealh itu dilakuakn seleksi lagi untuk memilih individu yang akan lolos ke 
generasi selanjutnya. Iterasi akan berhenti jika proses algoritma genetika sudah 
mencapai generasi maksimum atau telah terjadi kegagalan penggantian populasi 
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4.3.1 Pemodelan Sugeno Fuzzy Inference System (FIS) Delapan 
Parameter 
4.3.1.1 Parameter Input 
Sebelum melakukan penghitungan dengan Sugeno FIS, perlu ditentukan 
terlebih dahulu data rentang nilai parameter yang akan dijadikan kriteria input 
untuk prediksi curah hujan. Pemodelan ketiga digunakan delapan parameter 
input. Data input yang digunakan adalah data curah hujan (rainfall) pada time lag 
R T-1 (data curah hujan selama 10 hari yang lalu), R T-2 (data curah hujan selama 
20 hari yang lalu), data suhu (temperature) pada time lag T T-1 (data suhu selama 
10 hari yang lalu), T T-2 (data suhu selama 20 hari yang lalu), data kelembaban 
(humidity) pada time lag H T-1 (data kelembaban selama 10 hari yang lalu), H T-2 
(data kelembaban selama 20 hari yang lalu), data lama penyinaran matahari 
(sunshine radiation) pada time lag S T-1 (data lama penyinaran matahari selama 
10 hari yang lalu), dan H T-2 (data lama penyinaran matahari selama 20 hari yang 
lalu). Pemodelan tersebut berpatokan pada penelitian yang dilakukan oleh Fadli 
(2012) yang menggunakan data cuaca sebagai data input untuk peramalan curah 
hujan menggunakan ANFIS.  
Jumlah input pada neural network khususnya ANFIS tidak mempunyai 
batasan jumlah atau aturan khusus untuk menentukannya. Menurut Jang (1996) 
seleksi pada input ANFIS perlu dilakukan untuk menghilangkan input yang tidak 
relevan, menghapus input yang tergantung pada input lain, membuat model 
yang lebih ringkas dan transparan, serta mengurangi waktu konstruksi. Namun, 
Jang (1996) juga memberikan pernyataan bahwa input yang baik dilihat dari 
seberapa besar error yang dihasilkan, semakin kecil error yang dihasilkan maka 
model input semakin bagus. Sehingga, dalam penelitian ini diajukan model input 
dengan empat parameter cuaca dan masing-masing parameter cuaca dipakai 
time lag T-1 dan T-2. Model tersebut digunakan untuk mengetahui hasil prediksi 
curah hujan jika data time lag yang digunakan tidak terlalu jauh dan variabel 
yang mempengaruhi curah hujan ditambah. Berdasarkan data yang didapat, 
maka dibuatlah rentang nilai parameter input yang ditampilkan pada Tabel 4.17. 
Tabel 4.17 Rentang Nilai Delapan Parameter Input Sugeno FIS 
No Parameter Input 
Rentang 
Nilai 
1 Curah Hujan/Rainfall T-1 (R T-1) 0.0 – 40.0 
2 Curah Hujan/Rainfall T-2 (R T-2) 0.0 – 40.0 
3 Suhu/Temperature T-17 (T T-1) 20.0 – 26.0 
4 Suhu/Temperature T-34 (T T-2) 20.0 – 26.0 
5 Kelembaban/Humidity T-1 (H T-1) 59.0 – 90.0 
6 Kelembaban/Humidity T-2 (H T-2) 59.0 – 90.0 
7 Lama Penyinaran Matahari/Sunshine Radiation T-17 (S T-1) 0.0 – 10.0 




4.3.1.2 Himpunan Fuzzy (Fuzzy Sets) 
Himpunan fuzzy adalah satu kesatuan yang mewakili keadaan tertentu dalam 
sebuah variabel fuzzy (Mazenda et al., 2015). Pada penelitian ini, himpunan fuzzy 
yang digunakan mempunyai dua nilai linguistik yaitu rendah dan tinggi. 
Pembentukan himpunan fuzzy disesuaikan dengan input parameter yang 
digunakan untuk peramalan curah hujan. Data himpunan fuzzy dan nilai linguistik 
untuk parameter input ditunjukkan pada Tabel 4.18. 
Tabel 4.18 Himpunan Fuzzy dan Nilai Linguistik Parameter Input Sugeno FIS 
Himpunan Fuzzy 
No Parameter Input Nilai Linguistik 
1 Curah Hujan/Rainfall T-1 (R T-1) 
Rendah 
Tinggi 
2 Curah Hujan/Rainfall T-2 (R T-2) 
Rendah 
Tinggi 
3 Suhu/Temperature T-17 (T T-1) 
Rendah 
Tinggi 
4 Suhu/Temperature T-34 (T T-2) 
Rendah 
Tinggi 
1 Kelembaban/Humidity T-1 (H T-1) 
Rendah 
Tinggi 
2 Kelembaban/Humidity T-2 (H T-2) 
Rendah 
Tinggi 
3 Lama Penyinaran Matahari/Sunshine Radiation T-17 (S T-1) 
Rendah 
Tinggi 




Proses fuzzyfikasi merupakan perhitungan nilai crisp  atau nilai input menjadi 
derajat keanggotaan. Perhitungan dalam proses fuzzyfikasi berdasarkan batas-
batas fungsi keanggotaan (Restuputri et al., 2015). Fungsi keanggotaan 
himpunan fuzzy dengan delapan parameter input ditunjukkan pada Gambar 4.24 





Gambar 4.24  Fungsi Keangotaan Curah Hujan T-1 
 
Gambar 4.25  Fungsi Keangotaan Curah Hujan T-2 
 



































Gambar 4.27  Fungsi Keangotaan Suhu T-2 
 
Gambar 4.28  Fungsi Keangotaan Kelembaban T-1 
 



































Gambar 4.30  Fungsi Keangotaan Lama Penyinaran Matahari T-1 
 
Gambar 4.31  Fungsi Keangotaan Lama Penyinaran Matahari T-2 
4.3.1.4 Sistem Inferensi Fuzzy (Fuzzy Inference System) 
Sistem inferensi fuzzy (Fuzzy Inference System/FIS) merupakan suatu sistem 
yang melakukan perhitungan berdasarkan pada konsep teori himpunan fuzzy, 
aturan fuzzy, dan konsep logika fuzzy (Kusumadewi, 2006). Dalam sistem 
inferensi fuzzy terdapat input fuzzy berupa nilai crisp. Nilai crisp tersebut akan 
dihitung berdasarkan aturan-aturan yang telah dibuat menghasilkan besaran 
fuzzy disebut proses fuzzifikasi.  
Sistem inferensi metode fuzzy Sugeno membentuk sebuah rules based atau 
basis aturan dalam bentuk “sebab-akibat” atau “if-then”. Sistem inferensi fuzzy 
Sugeno memiliki karakteristik yaitu konsekuen. Nilai output bukan merupakan 
himpunan lingusitik fuzzy namun berupa persamaan linier dengan variabel-
variabel sesuai dengan variabel inputnya (Jayawardena et al., 2014). Basis aturan 
atau rule base aturan fuzzy atau fuzzy rule untuk prediksi curah hujan 
menggunakan 16 aturan. Contoh basis aturan untuk delapan input parameter 
adalah sebagai berikut: 
IF R T-1 = rendah AND R T-2 = rendah AND T T-2 = rendah AND T T-2 = rendah 
AND H T-1 = rendah AND H T-2 = rendah AND S T-1 = rendah AND S T-2 = rendah 
THEN Zt = p1 RT-1 + q1 RT-2 + r1 TT-1 + s1 TT-2 + t1 HT-1 + u1 HT-2 + v1 ST-1 + w1 ST-
























4.3.2 Pemodelan Adaptive Neuro Fuzzy Inference System (ANFIS) 
Delapan Parameter 
Perancangan metode Adaptive Neuro Fuzzy Inference System (ANFIS) dimulai 
dengan menentukan parameter-parameter ANFIS antara lain adalah learning 
rate dan jumlah epoch atau tahap arah pembelajaran yang terjadi dalam jaringan 
adaptif, misalkan satu tahap arah pembelajaran dinamakan satu epoch. Dalam 
penelitian ini nilai learning rate yang digunakan adalah 0.7, nilai tersebut diambil 
berdasarkan pengujian yang dilakukan oleh Santika, Mahmudy, & Naba (2016) 
yang melakukan pengujian terhadap learning rate yang paling optimal untuk 
prediksi beban listrik. Sedangkan jumlah epoch yang digunakan adalah 100, 
patokan jumlah epoch tersebut dianggap yang paling optimal menurut penelitian 
yang dilakukan oleh Jang (1996). Gambar arsitektur ANFIS dengan empat input 
















































































Perancangan arsitektur ANFIS dengan empat input parameter pada kelima 
lapisan adalah sebagai berikut:  
4.3.2.1 Lapisan 1 (Fungsi Keanggotaan/Membership Function) 
Setiap simpul i pada lapisan ini adalah simpul adaptif dengan fungsi simpul 
seperti yang ditunjukkan pada Persamaan 4.13. 
                          
                                      
                                  
                                       
                              
                                          
                                     
                                      (4.13) 
Dimana x, y, x1, dan y1 adalah input pada simpul ke-i,   ,   ,   ,   ,  ,   ,    dan 
   adalah label linguistik untuk masing-masing input yaitu rendah (low) dan 
tinggi (high). Fungsi keanggotaan       ,        ,        ,        ,       , 
       ,        , dan         didasarkan pada persamaan generalized Bell 
dengan nilai maksimum 1 dan nilai minimum 0. Fungsi keanggotaan parameter 
dari A dapat didekati dengan fungsi kurva segitiga atau triangular, yang 
ditunjukkan dalam Persamaan 4.2, dimana a dan b adalah parameter premis 
fungsi keanggotaan. Meskipun jenis fungsi keanggotaan yang biasa digunakan 
dalam lapisan satu adalah Gaussian atau generalize Bell karena dianggap 
memberikan hasil yang lebih halus dan bersifat non-zero (Singh et al., 2012), 
namun menurut Jang (1993) jenis fungsi keanggotaan triangular maupun 
trapezodial adalah fungsi keanggotaan yang memenuhi syarat dan dapat 
digunakan juga dalam lapisan satu. Untuk kasus prediksi curah hujan, fungsi 
keanggotaan yang paling tepat adalah triangular karena banyak data yang 
berupa nilai 0. 
         {
                             
    
     
             
    
     
                
       (4.14) 
4.3.2.2 Lapisan 2 (Rules Layer) 
Setiap simpul pada lapisan ini adalah simpul nonadaptif atau fixed node. 
Output yang didapatkan merupakan perkalian dari semua input yang masuk pada 
lapisan ini. Untuk menghitung output dapat digunakan Persamaan 4.15. 
                                          




                                               
                                                  (4.15) 
Tiap keluaran simpul menyatakan derajat pengaktifan (firing strength) tiap 
aturan fuzzy. Banyaknya simpul pada lapisan ini menunjukan banyaknya aturan 
yang dibentuk, dimana aturan yang dibentuk adalah 16 rule. 
4.3.2.3 Lapisan 3 (Normalized Firing Strength) 
Setiap simpul pada lapisan ini adalah simpul nonadaptif atau fixed node yang 
menampilkan fungsi derajat pengaktifan ternormalisasi (normalized firing 
strenght) yaitu rasio keluaran simpul ke-i pada lapisan sebelumnya terhadap 
seluruh keluaran lapisan sebelumnya. Bentuk fungsi derajat pengaktifan 
ternormalisasi (normalized firing strenght) untuk dua input ditunjukkan pada 
Persamaan 4.16. 
      ̅   
  
∑        
                              (4.16) 
4.3.2.4 Lapisan 4 (Defuzzifikasi) 
Setiap simpul pada lapisan ini adalah simpul adaptif dengan fungsi simpul 
yang ditunjukkan pada Persamaan 4.17. 
      ̅       ̅                                       
                                 (4.17) 
Dimana  ̅  adalah bobot yang dihasilkan dari lapisan 3 dan 
                            menyatakan parameter konsekuen yang adaptif 
dengan empat parameter input. Proses penghitungan pada lapisan ini dilakukan 
dengan fungsi regresi linear orde 1. 
4.3.2.5 Lapisan 5 (Penjumlahan) 
Fungsi lapisan ini adalah untuk menjumlahkan semua masukan. Fungsi 
penjumlahan tersebut ditunjukkan pada persamaan 4.18. 
      ∑  ̅     
∑      
∑    
                        (4.18) 
4.3.3 Pemodelan Hybrid ANFIS-GA Delapan Parameter 
4.3.3.1 Representasi Kromosom 
Langkah awal sebelum proses algoritma genetika dilakukan adalah 
menentukan representasi kromosom. Kromosom adalah representasi dari 
sebuah solusi yang dikodekan ke sebuah karakter yang disebut gen (Ding & Fu, 
2015). Banyak jenis representasi kromosom yang dapat digunakan dalam 
algoritma genetika sesuai jenis permasalahannya, antara lain adalah representasi 
biner (binary encoding), representasi bilangan riil, representasi bilangan bulat 
atau integer, dan struktur data (Gen & Cheng, 2000). Pada penelitian ini, 




real code menggunakan sebuah array yang berisikan bilangan real sebagai 
representasi kromosom (Mahmudy, Marian, & Luong, 2012).  
Dalam pemodelan kedua dengan dengan parameter input, digunakan 
susunan kromosom yang terdiri dari 272 gen atau genotipe. Kromosom dibagi 
menjadi dua segmen, segmen pertama sebanyak 128 gen digunakan untuk 
pengkodean batasan fungsi keanggotaan Sugeno dan segmen kedua sebanyak 
144 gen digunakan untuk pengkodean pengkodean koefisien persamaan linier 
dari konsekuen rule Sugeno. Ilustrasi representasi kromosom dengan empat 
parameter input ditunjukkan pada Gambar 4.33. 
0.5 0.713.2 12.5 ... 0.2... 0.3 0.8 0.650.9 0.3 ... ......
Segmen 1 (128 gen) Segmen 2 (144 gen)
 
Gambar 4.33  Ilustrasi Representasi Kromosom dengan Delapan Parameter 
Input 
Setiap kromosom dibangkitkan secara random dengan melakukan random 
bilangan riil dengan range sesuai rentang nilai parameter input. Contoh 
representasi kromosom dengan menggunakan pengkodean riil ditunjukkan pada 
Gambar 4.34. Pada Gambar 4.34 dicontohkan representasi kromosom dengan 15 
gen untuk mempermudah contoh perhitungan. 
0.5 0.713.2 12.5 1.2 0.223.8 0.3 0.8 0.650.9 0.3 0.33 0.450.23
 
Gambar 4.34  Contoh Representasi Kromosom 
4.3.3.2 Inisialisasi Populasi 
Inisialisasi populasi merupakan tahapan yang dilakukan pertama kali saat 
proses algoritma genetika berjalan. Jumlah populasi dalam algoritma genetika 
sering disebut dengan variabel popSize. Dalam pemodelan ini jumlah populasi 
yang digunakan adalah 200 kromosom, patokan jumlah tersebut mengacu pada 
penelitian sebelumnya yang menyatakan bahwa hasil hasil optimasi optimum 
didapatkan pada jumlah populasi sebanyak 200 kromosom (Wahyuni & 
Mahmudy, 2016b). Sebagai contoh, populasi akan dibentuk oleh 3 kromosom 
atau bisa dikatakan ukuran populasi berjumlah 3 mulai dari C1…Cn, dimana n = 3. 




0.5 0.713.2 12.5 1.2 0.223.8 0.3 0.8 0.650.9 0.3 0.33 0.450.23
0.7 0.3416.7 23.9 0.9 0.733.8 0.35 0.23 0.130.7 0.53 0.43 0.270.23
0.4 2.413.5 34.1 3.1 0.3423.8 0.12 0.8 0.410.6 0.9 0.04 0.430.07
 
Gambar 4.35  Contoh Inisialisasi Populasi pada GAs 
4.3.3.3 Penghitungan Fitness 
Fungsi fitness atau fungsi kebugaran digunakan untuk mengukur tingkat 
kebaikan dari solusi yang didapat (Mahmudy, Marian, & Luong, 2013). Proses 
penghitungan nilai fitness pada kasus ini dilakukan dengan menerapkan proses 
prediksi dengan ANFIS. Dengan menerapkan proses perhitungan ANFIS, dapat 
diketahui kromosom yang menghasilkan error paling kecil. Semakin kecil nilai 
error yang dimiliki oleh sebuah kromosom, maka semakin baik kromosom 
tersebut. Solusi yang dicari dalam permasalahan kasus optimasi batasan fungsi 
keanggotaan Sugeno dan koefisien konsekuen rule Sugeno adalah error yang 
paling minimal, sehingga perhitungan nilai fitness (f) dinyatakan dalam 
Persamaan 4.19. Untuk mengetahui error, digunakan rumus RMSE yang 
dinyatakan dalam Persamaan 4.20. Dalam proses penghitungan RMSE harus 
diketahui dulu nilai galat antara data curah sebenarnya dengan data curah hujan 
hasil prediksi (Wahyuni & Utaminingrum, 2016). Rumus galat yang digunakan 
dinyatakan dalam Persamaan 4.21. 
              
 
    
                (4.19) 
      √
 
 
∑       
                (4.20) 
 Galat (                               (4.21)    
Contoh hasil perhitungan fitness pada lokasi Kecamatan Puspo ditunjukkan 
pada Tabel 4.19. 
 Tabel 4.19 Contoh Perhitungan Fitness pada Kecamatan Puspo 
Kromosom Daerah RMSE Fitness 
C1 Puspo 6.575 0.152 
C2 Puspo 7.214 0.139 
C3 Puspo 5.304 0.189 
4.3.3.4 Seleksi 
Sebelum melakukan proses reproduksi, perlu dilakukan proses seleksi yang 
digunakan untuk memilih kromosom yang akan dijadikan induk atau parent yang 
akan melakukan proses reproduksi (Murata & Ishibuchi, 1995). Ada banyak 
metode seleksi yang pernah dilakukan antara lain yaitu random selection, rank 
selection, tournament selection, stochastic universal sampling, Boltzmann 




penelitian ini digunakan metode seleksi Roulette wheel, dimana seleksi ini 
memungkinkan setiap kromosom mempunyai kesempatan untuk terpilih 
(Wahyuni & Mahmudy, 2016b).  
Proses pertama pada seleksi Roulette wheel adalah menghitung probabilitas 
dan nilai kumulatif probabilitas dari masing-masing kromosom. Setelah itu, akan 
dilakukan pengacakan nilai random antara [0, 1] sebanyak dua kali untuk 
menentukan kromosom yang akan dijadikan parent dengan ketentuan C[n-1]< R 
<C[n]. Pehitungan nilai probabilitas masing-masing kromosom ditunjukkan pada 
Tabel 4.20 dan hasil seleksi roulette wheel ditunjukkan pada Tabel 4.21. 
 
Tabel 4.20 Perhitungan Nilai Propabilitas dan Kumulatif 
Kromosom Fitness (f) Probabiliats Kumulatif 
C1 0.152 0.317 0.317 
C2 0.139 0.289 0.607 
C3 0.189 0.393 1 
 
Tabel 4.21 Hasil Seleksi Roulette Whell 





Ada dua proses reproduksi dalam algoritma genetika yaitu crossover dan 
mutasi. Crossover adalah proses penukaran gen antara satu induk dengan induk 
yang lain (Wahyuni & Mahmudy, 2016b). Induk atau parent yang akan 
melakukan proses crossover adalah parent hasil seleksi Roulette whell. Dalam 
pemodelan pertama, metode crossover yang digunakan adalah one cut point 
crossover. Sebelum melakukan crossover, perlu ditentukan nilai cr atau crossover 
rate. Nilai cr yang digunakan dalam pemodelan ini berdasarkan kombinasi cr dan 
mr yang didasarkan pada tiga teori yaitu teori yaitu teori Grefenstette 
(Grefenstette, 1986), De Jong, dan Teori Pemantauan Kualitas Fitness untuk 
menentukan nilai cr. Berdasarkan pengujian ukuran cr dan mr yang pernah 
dilakukan pada penelitian yang dilakukan oleh Wahyuni & Mahmudy (2016b) 
ditunjukkan bahwa rata-rata fitness terbaik didapatkan pada kombinasi nilai cr 
0.95 dan nilai mr 0.05. Sehingga nilai cr yang dipakai adalah 0.95.  
Langkah awal untuk proses one cut point crossover adalah dengan memilih 
satu titik potong pada kromosom secara acak. Setelah titik potong ditentukan, 
langkah selanjutnya adalah melakukan penukaran gen. Contoh proses crossover 





Gambar 4.36  Contoh Proses Crossover 
4.3.3.6 Mutasi 
Proses reproduksi yang kedua adalah mutasi. Teknik mutasi yang digunakan 
adalah simple random mutation. Proses dari simple random mutation dimulai 
dengan menentukan offspring O=(       ) dari parent                   
dengan rumus yang ditunjukkan pada Persamaan 4.22 (Mahmudy, 2013).  
Untuk menentukan offspring, perlu didefinisikan nilai mr atau mutation rate. 
Nilai mr atau mutation rate yang akan digunakan adalah 0.05, dimana nilai mr ini 
telah diuji dari penelitian sebelumnya (Wahyuni & Mahmudy, 2016b). Sebagai 
contoh, misalkan jumlah populasi (popSize) sebesar 3, maka mutasi akan 
menghasilkan offspring dengan rumus offspring = mr x popSize = 0.1 x 3 = 0.3 = 1 
offspring. Gambaran proses simple random mutation ditunjukkan pada Gambar 
4.37.  
                            (4.22)
Keterangan: 
  = offspring 
p = parent 
α = nilai random antara interval [-0.1, 0.1] 
 
 
Gambar 4.37  Contoh Proses Mutasi 
4.3.3.7 Evaluasi 
Setalah proses reproduksi selesai, parent dan offspring hasil reproduksi akan 
dihitung nilai fitness-nya sesuai dengan Persamaan 4.19. Proses tersebut disebut 
dengan evaluasi nilai fitness. Proses evaluasi adalah proses penghitungan nilai 
fitness pada seluruh kromosom baik kromosom induk dan kromosom anak atau 
offspring hasil reproduksi. Kromosom dengan nilai fitness yang paling tinggi 
berpeluang besar menjadi calon solusi. Hasil perhitungan fitness setelah proses 
reproduksi ditunjukkan pada Tabel 4.22.  
 
C1 0.50 13.20 0.70 12.50 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45
C2 0.70 16.70 0.34 23.90 0.90 33.80 0.70 0.35 0.23 0.70 0.13 0.53 0.43 0.23 0.27
O1 0.70 16.70 0.34 23.90 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45
O2 0.50 13.20 0.70 12.50 0.90 33.80 0.70 0.35 0.23 0.70 0.13 0.53 0.43 0.23 0.27
Cut Point 
C1 0.50 13.20 0.70 12.50 1.20 23.80 0.20 0.30 0.80 0.90 0.65 0.30 0.33 0.23 0.45
α -0.03 0.02 0.03 0.04 0.05 0.04 -0.1 0.01 0.04 0.09 0.1 0.02 0 0.1 0.1








Tabel 4.22 Hasil Evaluasi Setelah Proses Reproduksi 









Setalah proses reproduksi dan evaluasi selesai, parent dan offspring hasil 
reproduksi akan mengalami proses seleksi yang kedua. Proses seleksi yang kedua 
digunakan untuk memilih kromosom yang akan lolos ke generasi selanjutnya. 
Metode seleksi yang akan digunakan adalah elitism, dimana metode seleksi ini 
akan memilih kromosom untuk lolos ke generasi selanjutnya dengan 
mengurutkan nilai fitness mulai urutan yang paling besar ke yang paling kecil. 
Setelah itu akan dipilih beberapa kromosom dengan nilai fitness tertinggi untuk 
lolos ke generasi selanjutnya. Hasil seleksi dengan elitism ditunjukkan pada Tabel 
4.23. 
Tabel 4.23 Hasil Seleksi Elitism 




4.3.3.9 Kondisi Berhenti 
Algoritma genetika tidak mempunyai indikasi kapan proses iterasi akan 
menentukan solusi yang paling baik (Wahyuni & Mahmudy, 2016a). Namun, 
dapat digunakan berbagai metode untuk menentukan keadaan berhenti pada 
iterasi algoritma genetika (Jafarian, 2010). Ada dua jenis kondisi yang digunakan 
untuk keadaan berhenti, diasumsikan bahwa populasi telah menghasilkan solusi 
optimal (Wahyuni & Mahmudy, 2016a). Pertama yaitu mengambil suatu nilai 
sebagai batas regenerasi, pada penelitian ini digunakan batasan jumlah generasi 
(maxGen) sebanyak 300 generasi. Patokan jumlah generasi tersebut diambil dari 
penelitian sebelumnya yang dilakukan oleh Wahyuni & Mahmudy (2016b) yang 
menyatakan bahwa hasil hasil optimasi optimum didapatkan pada jumlah 




populasi yang terjadi secara berurutan, pada penelitian ini diasumsikan terdapat 




BAB 5 HASIL 
5.1 Hasil Prediksi dengan Dua Parameter Input 
Pemodelan prediksi curah hujan yang pertama yaitu menggunakan dua 
parameter input yaitu data curah hujan (rainfall) pada time lag T-1 atau data 
curah hujan selama 10 hari yang lalu dan T-2 atau data curah hujan selama dua 
puluh hari yang lalu. Pengujian hasil dilakukan sebanyak lima kali. Ada dua 
pemodelan proses pembelajaran dan pengujian, model pertama yaitu data 
training dan data testing yang digunakan adalah data yang sama dan model 
kedua yaitu data training dan data testing yang digunakan adalah data yang 
berbeda. 
5.1.1 Training dan Testing Model Pertama 
Pembelajaran (training) dan pengujian (testing) model pertama yaitu 
digunakan data training dan data testing yang sama. Model tersebut digunakan 
untuk mengetahui berapa error yang didapatkan jika model pembelajaran 
diujikan pada data yang sama. Data yang digunakan untuk pengujian adalah data 
curah hujan dari tahun 2005-2014 dalam bentuk dasarian. Ada empat lokasi yang 
akan diuji yaitu pada Kecamatan Puspo, Sumber, Tosari, dan Tutur. Ada 360 data 
untuk masing-masing lokasi. 
Proses pengujian dua parameter input model pertama dilakukan sebanyak 
lima kali percobaan pada setiap kecamatan. Model yang akan digunakan untuk 
prediksi curah hujan pada setiap kecamatan adalah model yang menghasilkan 
nilai RMSE terkecil dari lima percobaan yang dilakukan. Dari pengujian tersebut 
didapatkan nilai RMSE terkecil didapatkan pada percobaan ke-4 dengan nilai 
RMSE untuk Kecamatan Puspo yaitu 5.881824441, Kecamatan Sumber yaitu 
5.370647562, Kecamatan Tosari yaitu 6.236910898, dan Kecamatan Tutur yaitu 
6.875835982. Grafik yang menunjukkan nilai RMSE hasil pengujian pada keempat 






Gambar 5.1  RMSE Kecamatan Puspo dengan 2 Parameter Input Model 
Pertama 
 




































Gambar 5.3  RMSE Kecamatan Tosari dengan 2 Parameter Input Model 
Pertama 
 
Gambar 5.4  RMSE Kecamatan Tutur dengan 2 Parameter Input Model Pertama 
Dari Gambar 5.1 sampai Gambar 5.4 dapat dilihat bahwa nilai RMSE yang 
dihasilkan dari setiap percobaan pada keempat kecamatan tidak terlalu jauh. Hal 
ini menunjukkan bahwa model input yang diajukan dapat memprediksi curah 
hujan dengan tingkat error yang tidak terlalu jauh pada setiap proses peramalan. 
Hasil prediksi curah hujan pada keempat kecamatan dengan model training dan 
testing pertama ditunjukkan pada Tabel 5.1 sampai Tabel 5.2. 
Hasil prediksi curah hujan yang disajikan pada Tabel 5.1 sampai Tabel 5.4 
menggunakan dua parameter input menunjukkan bahwa model ANFIS-GA dapat 
digunakan untuk prediksi curah hujan, karena pengujian dengan data training 






































Tabel 5.1 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 2 Parameter 
Input Model Pertama 
Puspo 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 4.500 3.680 0.820 0.673044797 
2 14.500 11.437 3.063 9.381515096 
3 5.364 4.164 1.199 1.43875872 
4 7.400 0.868 6.532 42.66375391 
5 25.800 19.526 6.274 39.36865924 
6 4.500 4.500 0.000 0 
7 10.800 0.759 10.041 100.8276574 
8 13.500 5.816 7.684 59.04836426 
9 8.818 2.286 6.532 42.66465548 
10 10.300 0.640 9.660 93.31995066 
… … … … … 
350 0.000 0.820 -0.820 0.673044797 
351 0.000 0.820 -0.820 0.673044797 
352 0.000 0.820 -0.820 0.673044797 
353 0.000 0.820 -0.820 0.673044797 
354 0.000 0.820 -0.820 0.673044797 
355 0.400 0.420 -0.020 0.000415877 
356 3.400 2.380 1.020 1.039847899 
357 9.500 6.854 2.646 7.003796463 
358 4.500 2.174 2.326 5.409217713 
359 22.900 16.709 6.191 38.33115185 
360 15.000 1.286 13.714 188.0796919 
RMSE 5.881824441 
Waktu Eksekusi 31 second 
 
Tabel 5.2 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 2 Parameter 
Input Model Pertama 
Sumber 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 0.000 0.820 -0.820 0.673044797 
2 12.300 11.480 0.820 0.673044797 
3 0.000 6.950 -6.950 48.30226105 
4 4.100 0.771 3.329 11.08420435 
5 16.200 13.336 2.864 8.2001457 
6 11.125 0.881 10.244 104.931654 
7 29.700 18.001 11.699 136.8663648 
8 20.300 20.300 0.000 0 
9 13.636 7.081 6.556 42.97633731 
10 7.200 7.100 0.100 0.009914734 
… … … … … 
350 0.000 0.820 -0.820 0.673044797 




352 0.000 0.820 -0.820 0.673044797 
353 0.000 0.820 -0.820 0.673044797 
354 0.000 0.820 -0.820 0.673044797 
355 0.000 0.820 -0.820 0.673044797 
356 4.100 3.280 0.820 0.673044797 
357 0.000 2.864 -2.864 8.2001457 
358 6.900 4.730 2.170 4.711057627 
359 3.900 0.359 3.541 12.53908175 
360 0.000 5.036 -5.036 25.36177745 
RMSE 5.370647562 
Waktu Eksekusi 31 second 
 
Tabel 5.3 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 2 Parameter 
Input Model Pertama 
Tosari 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 4.800 3.980 0.820 0.673044797 
2 8.900 5.688 3.212 10.31969425 
3 7.364 0.528 6.836 46.72912708 
4 16.000 8.579 7.421 55.06956482 
5 13.000 1.781 11.219 125.8606134 
6 3.750 8.818 -5.068 25.67975747 
7 12.600 5.630 6.970 48.5807334 
8 13.100 4.766 8.334 69.46116045 
9 13.182 1.684 11.498 132.1941997 
10 15.900 4.197 11.703 136.9664404 
… … … … … 
350 0.000 0.820 -0.820 0.673044797 
351 0.000 0.820 -0.820 0.673044797 
352 0.000 0.820 -0.820 0.673044797 
353 0.000 0.820 -0.820 0.673044797 
354 0.000 0.820 -0.820 0.673044797 
355 3.800 2.980 0.820 0.673044797 
356 14.000 11.286 2.714 7.366270764 
357 9.500 0.452 9.048 81.87495044 
358 13.600 3.435 10.165 103.3219459 
359 12.800 2.074 10.726 115.0495521 
360 8.000 3.678 4.322 18.68360048 
RMSE 6.236910898 









Tabel 5.4 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 2 Parameter 
Input Model Pertama 
Tutur 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 12.600 11.780 0.820 0.673044797 
2 10.900 3.801 7.099 50.40268724 
3 9.364 1.037 8.326 69.32611074 
4 14.500 5.424 9.076 82.37660133 
5 12.000 0.870 11.130 123.873295 
6 5.875 5.700 0.175 0.030541501 
7 16.200 8.500 7.700 59.28489073 
8 5.700 5.128 0.572 0.327056422 
9 6.909 2.086 4.823 23.25746028 
10 6.100 0.040 6.060 36.7187236 
… … … … … 
350 0.000 0.820 -0.820 0.673044797 
351 0.000 0.820 -0.820 0.673044797 
352 0.000 0.820 -0.820 0.673044797 
353 0.000 0.820 -0.820 0.673044797 
354 0.000 0.820 -0.820 0.673044797 
355 3.900 3.080 0.820 0.673044797 
356 11.600 8.836 2.764 7.639262208 
357 5.100 2.785 2.315 5.357421055 
358 18.600 11.418 7.182 51.57734303 
359 10.100 1.669 8.431 71.08300119 
360 21.545 9.567 11.979 143.4952455 
RMSE 6.875835982 
Running Time for All Location 31 second 
 
5.1.2 Training dan Testing Model Kedua 
Pembelajaran (training) dan pengujian (testing) model kedua yaitu digunakan 
data training dan data testing yang berbeda. Model tersebut digunakan untuk 
mengetahui berapa error yang didapatkan jika model pembelajaran diujikan 
pada data training dan data testing yang berbeda. Data yang digunakan untuk 
pengujian adalah data curah hujan dari tahun 2005-2014 dalam bentuk dasarian. 
Ada empat lokasi yang akan diuji yaitu pada Kecamatan Puspo, Sumber, Tosari, 
dan Tutur. Ada 360 data untuk masing-masing lokasi. Dari 360 data tersebut akan 
dipecah menjadi dua, yaitu 180 data untuk data training dan 180 data untuk data 
testing. Penentuan data training dan data testing dengan prosentase 50:50 
berpatokan pada pengujian jumlah data training dan data testing untuk 
algoritma jaringan syaraf tiruan perceptron yang dilakukan oleh Rachimawan & 
Utama (2016). Penelitian tersebut menyatakan bahwa pembagian data training 
dan data testing dengan prosentase 50:50 menghasilkan akurasi terbaik. 
Proses pengujian dua parameter input model kedua dilakukan sebanyak lima 




prediksi curah hujan pada setiap kecamatan adalah model yang menghasilkan 
nilai RMSE terkecil dari lima percobaan yang dilakukan. Dari pengujian tersebut 
didapatkan nilai RMSE terkecil didapatkan pada percobaan ke-4 dengan nilai 
RMSE untuk Kecamatan Puspo yaitu 5.86880287, Kecamatan Sumber yaitu 
5.414617468, Kecamatan Tosari yaitu 5.921184827, dan Kecamatan Tutur yaitu 
6.963682775. Grafik yang menunjukkan nilai RMSE hasil pengujian pada keempat 
kecamatan dapat dilihat pada Gambar 5.5 sampai Gambar 5.9. 
 
Gambar 5.5  RMSE Kecamatan Puspo dengan 2 Parameter Input Model Kedua 
 
Gambar 5.6  RMSE Kecamatan Sumber dengan 2 Parameter Input Model Kedua 
6.130043723 
7.799010067 




































Gambar 5.7  RMSE Kecamatan Tosari dengan 2 Parameter Input Model Kedua 
 
Gambar 5.8  RMSE Kecamatan Tutur dengan 2 Parameter Input Model Kedua 
Dari Gambar 5.5 sampai Gambar 5.8 dapat dilihat bahwa nilai RMSE yang 
dihasilkan dari setiap percobaan pada keempat kecamatan tidak terlalu jauh. Hal 
ini menunjukkan bahwa model input yang diajukan dapat memprediksi curah 
hujan dengan tingkat error yang tidak terlalu jauh pada setiap proses peramalan. 
Hasil prediksi curah hujan pada keempat kecamatan dengan model training dan 
testing kedua ditunjukkan pada Tabel 5.5 sampai Tabel 5.9. 
Pengujian dengan dua parameter input model kedua adalah pengujian 
dengan data training dan data testing yang berbeda. Berdasarkan hasil prediksi 
curah hujan yang disajikan pada Tabel 5.5 sampai Tabel 5.9 menggunakan empat 
parameter input belum dapat memprediksi data curah hujan saat curah hujan 
sama dengan 0 atau tidak hujan. Hal ini menunjukkan bahwa dengan dua 











































tepat dan belum dapat memprediksi rata-rata curah hujan selama sepuluh hari 
(dasarian) dengan tepat. 
Tabel 5.5 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 2 Parameter 
Input Model Kedua 
Puspo 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 10.800 1.305 9.495 90.163 
182 6.400 2.636 3.764 14.170 
183 0.000 6.589 -6.589 43.409 
184 19.700 17.307 2.393 5.726 
185 16.800 6.044 10.756 115.690 
186 11.625 2.181 9.444 89.195 
187 9.900 0.663 9.237 85.316 
188 18.300 9.778 8.522 72.626 
189 10.727 1.590 9.137 83.487 
190 9.100 1.358 7.742 59.939 
… … … … … 
350 0.000 0.932 -0.932 0.869 
351 0.000 0.932 -0.932 0.869 
352 0.000 0.932 -0.932 0.869 
353 0.000 0.932 -0.932 0.869 
354 0.000 0.932 -0.932 0.869 
355 0.400 0.532 -0.132 0.018 
356 3.400 2.268 1.132 1.281 
357 9.500 6.781 2.719 7.393 
358 4.500 1.946 2.554 6.525 
359 22.900 17.556 5.344 28.563 
360 15.000 1.621 13.379 178.987 
RMSE 5.86880287 
Waktu Eksekusi 20 second 
 
Tabel 5.6 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 2 Parameter 
Input Model Kedua 
Sumber 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 16.000 6.273 9.727 94.608 
182 3.200 9.736 -6.536 42.716 
183 21.364 15.184 6.179 38.182 
184 16.300 3.984 12.316 151.683 
185 16.800 2.864 13.936 194.215 
186 8.375 4.655 3.720 13.840 
187 0.000 8.943 -8.943 79.971 
188 11.700 8.856 2.844 8.087 
189 11.545 4.778 6.767 45.794 




… … … … … 
350 0.000 0.932 -0.932 0.869 
351 0.000 0.932 -0.932 0.869 
352 0.000 0.932 -0.932 0.869 
353 0.000 0.932 -0.932 0.869 
354 0.000 0.932 -0.932 0.869 
355 0.000 0.932 -0.932 0.869 
356 4.100 3.168 0.932 0.869 
357 0.000 2.977 -2.977 8.862 
358 6.900 5.032 1.868 3.490 
359 3.900 0.473 3.427 11.744 
360 0.000 4.452 -4.452 19.819 
RMSE 5.414617468 
Waktu Eksekusi 20 second 
 
Tabel 5.7 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 2 Parameter 
Input Model Kedua 
Tosari 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 9.200000 0.557 8.643381 74.708037 
182 9.800000 0.732 9.067657 82.222407 
183 0.000000 7.919 -7.918813 62.707595 
184 18.800000 15.631 3.168905 10.041962 
185 19.900000 9.593 10.307126 106.236844 
186 6.250000 8.896 -2.646133 7.002021 
187 14.800000 6.209 8.590506 73.796786 
188 4.800000 4.939 -0.138856 0.019281 
189 5.000000 1.704 3.296455 10.866616 
190 14.900000 10.379 4.521104 20.440377 
… … … … … 
350 0.000000 0.932 -0.932376 0.869325 
351 0.000000 0.932 -0.932376 0.869325 
352 0.000000 0.932 -0.932376 0.869325 
353 0.000000 0.932 -0.932376 0.869325 
354 0.000000 0.932 -0.932376 0.869325 
355 3.800000 2.868 0.932376 0.869325 
356 14.000000 11.173 2.827272 7.993469 
357 9.500000 0.719 8.780798 77.102421 
358 13.600000 4.735 8.864659 78.582172 
359 12.800000 2.918 9.882174 97.657366 
360 8.000000 2.419 5.581061 31.148237 
RMSE 5.921184827 








Tabel 5.8 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 2 Parameter 
Input Model Kedua 
Tutur 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 17.2500000 6.9786814 10.2713186 105.4999860 
182 15.1000000 2.8479528 12.2520472 150.1126617 
183 23.5454545 11.1461566 12.3992979 153.7425892 
184 22.0000000 5.8806662 16.1193338 259.8329214 
185 32.2000000 14.9237962 17.2762038 298.4672169 
186 15.5000000 15.5000000 0.0000000 0.0000000 
187 38.2222222 22.2118455 16.0103767 256.3321613 
188 15.3000000 15.3000000 0.0000000 0.0000000 
189 11.2727273 6.0117475 5.2609797 27.6779079 
190 19.3333333 9.2875403 10.0457931 100.9179583 
… … … … … 
350 0.0000000 0.9323761 -0.9323761 0.8693252 
351 0.0000000 0.9323761 -0.9323761 0.8693252 
352 0.0000000 0.9323761 -0.9323761 0.8693252 
353 0.0000000 0.9323761 -0.9323761 0.8693252 
354 0.0000000 0.9323761 -0.9323761 0.8693252 
355 3.9000000 2.9676239 0.9323761 0.8693252 
356 11.6000000 8.7228620 2.8771380 8.2779233 
357 5.1000000 2.5068436 2.5931564 6.7244603 
358 18.6000000 12.4771533 6.1228467 37.4892523 
359 10.1000000 1.2713026 8.8286974 77.9458975 
360 21.5454545 11.3313478 10.2141067 104.3279767 
RMSE 6.963682775 
Waktu Eksekusi 20 second 
 
5.1.3 Hasil Pembelajaran pada Batasan Fungsi Keanggotaan Sugeno  
Optimasi yang dilakukan oleh algoritma genetika salah satunya adalah 
optimasi batasan fungsi keanggotaan Sugeno. Hasil dari optimasi batasan fungsi 
keanggotaan Sugeno akan masuk ke dalam proses pembelajaran dengan ANFIS. 
Setelah masuk ke dalam proses pembelajaran dengan ANFIS, model fuzzy yang 
dioptimasi akan belajar lagi dari data training yang di masukkan ke dalam sistem 
ANFIS. Dari proses belajar tersebut, akan didapatkan model fungsi keanggotaan 
yang paling optimal untuk melakukan peramalan. Hasil optimasi batasan fungsi 
keanggotaan yang dipakai adalah hasil pembelajaran yang menghasilkan error 
paling kecil. Hasil batasan fungsi keanggotaan dengan dua input parameter dapat 





Gambar 5.9  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-1 
 
Gambar 5.10  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-2 
5.1.4 Hasil Pembelajaran pada Koefisien Konsekuen Rule Sugeno 
Selain melakukan optimasi pada batasan fungsi keanggotaan Sugeno, 
algoritma genetika juga melakukan optimasi terhadap koefisien konsekuen rule 
Sugeno. Hasil dari optimasi koefisien konsekuen rule Sugeno akan masuk ke 
dalam proses pembelajaran dengan ANFIS. Setelah masuk ke dalam proses 
pembelajaran dengan ANFIS, model fuzzy yang dioptimasi akan belajar lagi dari 
data training yang di masukkan ke dalam sistem ANFIS. Dari proses belajar 
tersebut, akan didapatkan model koefisien konsekuen rule Sugeno yang paling 
optimal untuk melakukan peramalan. Hasil optimasi koefisien konsekuen rule 
Sugeno yang dipakai adalah hasil pembelajaran yang menghasilkan error paling 
kecil. Hasil koefisien konsekuen rule Sugeno dengan dua input parameter dapat 



























Tabel 5.9 Hasil Optimasi Koefisien Konsekuen Rule Sugeno 





1 Rendah Rendah p1 17.25 
      q1 18.45 
      r1 22.03 
2 Rendah Tinggi p2 21.19 
      q2 0.51 
      r2 0.49 
3 Tinggi Rendah p3 0.69 
      p3 0.53 
      r3 0.49 
4 Tinggi Tinggi p4 0.50 
      q4 0.23 
      r4 0.93 
 
Contoh cara pembacan rule pada Tabel 5.9 adalah sebagai berikut:  
IF R T-1 = rendah AND R T-2 = rendah THEN Zt = 0.50 * RT-1 +  0.23 RT-2 + 0.93 
5.2 Hasil Prediksi dengan Empat Parameter Input Bentuk Pertama 
(T-1, T-2, T-17, dan Zt-34) 
Pemodelan prediksi curah hujan yang kedua yaitu menggunakan empat 
parameter input yaitu data curah hujan (rainfall) pada time lag T-1 atau data 
curah hujan selama 10 hari yang lalu,  T-2 atau data curah hujan selama 20 hari 
yang lalu, T-17 atau data curah hujan selama 170 yang lalu, dan Zt-34 atau data 
curah hujan selama 340 hari yang lalu. Ada dua pemodelan proses pembelajaran 
dan pengujian yang dilakukan, model pertama yaitu data training dan data 
testing yang digunakan adalah data yang sama dan model kedua yaitu data 
training dan data testing yang digunakan adalah data yang berbeda. 
5.2.1 Training dan Testing Model Pertama 
Pembelajaran (training) dan pengujian (testing) model pertama yaitu 
digunakan data training dan data testing yang sama. Model tersebut digunakan 
untuk mengetahui berapa error yang didapatkan jika model pembelajaran 
diujikan pada data yang sama. Data yang digunakan untuk pengujian adalah data 
curah hujan dari tahun 2005-2014 dalam bentuk dasarian. Ada empat lokasi yang 
akan diuji yaitu pada Kecamatan Puspo, Sumber, Tosari, dan Tutur. Ada 360 data 
untuk masing-masing lokasi.  
Proses pengujian empat parameter input model pertama dilakukan sebanyak 
lima kali percobaan pada setiap kecamatan. Model yang akan digunakan untuk 
prediksi curah hujan pada setiap kecamatan adalah model yang menghasilkan 
nilai RMSE terkecil dari lima percobaan yang dilakukan. Dari pengujian tersebut 




RMSE untuk Kecamatan Puspo yaitu 0.639284137, Kecamatan Sumber yaitu 
0.862412, Kecamatan Tosari yaitu 0.341136524, dan Kecamatan Tutur yaitu 
0.835945283. Grafik yang menunjukkan nilai RMSE hasil pengujian pada keempat 
kecamatan dapat dilihat pada Gambar 5.11 sampai Gambar 5.14.  
 
Gambar 5.11  RMSE Kecamatan Puspo dengan 4 Parameter Input Model 
Pertama 
 








































Gambar 5.13  RMSE Kecamatan Tosari dengan 4 Parameter Input Model 
Pertama 
 
Gambar 5.14  RMSE Kecamatan Tutur dengan 4 Parameter Input Model 
Pertama 
Dari Gambar 5.11 sampai Gambar 5.14 dapat dilihat bahwa nilai RMSE yang 
dihasilkan dari setiap percobaan pada keempat kecamatan tidak terlalu jauh. Hal 
ini menunjukkan bahwa model input yang diajukan dapat memprediksi curah 
hujan dengan tingkat error yang tidak terlalu jauh pada setiap proses peramalan. 
Hasil prediksi curah hujan pada keempat kecamatan dengan model training dan 
testing pertama ditunjukkan pada Tabel 5.10 sampai Tabel 5.13. 
Hasil prediksi curah hujan yang disajikan pada Tabel 5.10 sampai Tabel 5.13 
menggunakan empat parameter input menunjukkan bahwa model ANFIS-GA 






































training dan testing yang sama sudah bisa memberikan hasil prediksi yang mirip 
dengan data aktual. 
Tabel 5.10 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 4 Parameter 
Input Model Pertama 
Puspo 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 4.500 4.500 0.000 0.0000000 
2 14.500 14.500 0.000 0.0000000 
3 5.364 5.364 0.000 0.0000001 
4 7.400 7.400 0.000 0.0000000 
5 25.800 25.800 0.000 0.0000000 
6 4.500 4.500 0.000 0.0000000 
7 10.800 10.800 0.000 0.0000000 
8 13.500 13.500 0.000 0.0000000 
9 8.818 8.818 0.000 0.0000000 
10 10.300 10.300 0.000 0.0000000 
… … … … … 
350 0.000 0.000 0.000 0.0000000 
351 0.000 0.000 0.000 0.0000000 
352 0.000 0.000 0.000 0.0000000 
353 0.000 0.000 0.000 0.0000000 
354 0.000 0.000 0.000 0.0000000 
355 0.400 0.400 0.000 0.0000000 
356 3.400 3.400 0.000 0.0000000 
357 9.500 8.311 1.189 1.4146306 
358 4.500 4.500 0.000 0.0000000 
359 22.900 22.900 0.000 0.0000000 
360 15.000 15.000 0.000 0.0000000 
RMSE 0.639284137 
Waktu Eksekusi 86 second 
 
Tabel 5.11 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 4 Parameter 
Input Model Pertama 
Sumber 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 0.000 0 0.000 0.0000000 
2 12.300 12.3 0.000 0.0000000 
3 0.000 0 0.000 0.0000000 
4 4.100 4.1 0.000 0.0000000 
5 16.200 16.2 0.000 0.0000000 
6 11.125 11.125 0.000 0.0000000 
7 29.700 29.7 0.000 0.0000000 
8 20.300 20.3 0.000 0.0000000 
9 13.636 13.636 0.000 0.0000001 




… … … … … 
350 0.000 0 0.000 0.0000000 
351 0.000 0 0.000 0.0000000 
352 0.000 0 0.000 0.0000000 
353 0.000 0 0.000 0.0000000 
354 0.000 0 0.000 0.0000000 
355 0.000 0 0.000 0.0000000 
356 4.100 4.1 0.000 0.0000000 
357 0.000 0 0.000 0.0000000 
358 6.900 6.9 0.000 0.0000000 
359 3.900 3.9 0.000 0.0000000 
360 0.000 0 0.000 0.0000000 
RMSE 0.862412 
Waktu Eksekusi 86 second 
 
Tabel 5.12 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 4 Parameter 
Input Model Pertama 
Tosari 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 4.800 4.8 0.000 0.0000000 
2 8.900 8.9 0.000 0.0000000 
3 7.364 7.364 0.000 0.0000001 
4 16.000 16 0.000 0.0000000 
5 13.000 13 0.000 0.0000000 
6 3.750 3.75 0.000 0.0000000 
7 12.600 12.6 0.000 0.0000000 
8 13.100 13.1 0.000 0.0000000 
9 13.182 13.182 0.000 0.0000000 
10 15.900 15.9 0.000 0.0000000 
… … … … … 
350 0.000 0 0.000 0.0000000 
351 0.000 0 0.000 0.0000000 
352 0.000 0 0.000 0.0000000 
353 0.000 0 0.000 0.0000000 
354 0.000 0 0.000 0.0000000 
355 3.800 3.8 0.000 0.0000000 
356 14.000 14 0.000 0.0000000 
357 9.500 9.5 0.000 0.0000000 
358 13.600 13.6 0.000 0.0000000 
359 12.800 12.8 0.000 0.0000000 
360 8.000 8 0.000 0.0000000 
RMSE 0.341136524 









Tabel 5.13 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 4 Parameter 
Input Model Pertama 
Tutur 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 12.600 12.6 0.000 0.0000000 
2 10.900 10.9 0.000 0.0000000 
3 9.364 9.364 0.000 0.0000001 
4 14.500 14.5 0.000 0.0000000 
5 12.000 12 0.000 0.0000000 
6 5.875 5.875 0.000 0.0000000 
7 16.200 16.2 0.000 0.0000000 
8 5.700 5.7 0.000 0.0000000 
9 6.909 6.909 0.000 0.0000000 
10 6.100 6.1 0.000 0.0000000 
… … … … … 
350 0.000 0 0.000 0.0000000 
351 0.000 0 0.000 0.0000000 
352 0.000 0 0.000 0.0000000 
353 0.000 0 0.000 0.0000000 
354 0.000 0 0.000 0.0000000 
355 3.900 3.9 0.000 0.0000000 
356 11.600 11.6 0.000 0.0000000 
357 5.100 5.1 0.000 0.0000000 
358 18.600 18.6 0.000 0.0000000 
359 10.100 10.1 0.000 0.0000000 
360 21.545 21.545 0.000 0.0000002 
RMSE 0.835945283 
Waktu Eksekusi 86 second 
5.2.2 Training dan Testing Model Kedua 
Pembelajaran (training) dan pengujian (testing) model kedua yaitu digunakan 
data training dan data testing yang berbeda. Model tersebut digunakan untuk 
mengetahui berapa error yang didapatkan jika model pembelajaran diujikan 
pada data training dan data testing yang berbeda. Data yang digunakan untuk 
pengujian adalah data curah hujan dari tahun 2005-2014 dalam bentuk dasarian. 
Ada empat lokasi yang akan diuji yaitu pada Kecamatan Puspo, Sumber, Tosari, 
dan Tutur. Ada 360 data untuk masing-masing lokasi. Dari 360 data tersebut akan 
dipecah menjadi dua, yaitu 180 data untuk data training dan 180 data untuk data 
testing. Penentuan data training dan data testing dengan prosentase 50:50 
berpatokan pada pengujian jumlah data training dan data testing untuk 
algoritma jaringan syaraf tiruan perceptron yang dilakukan oleh Rachimawan & 
Utama (2016). Penelitian tersebut menyatakan bahwa pembagian data training 
dan data testing dengan prosentase 50:50 menghasilkan akurasi terbaik. 
Proses pengujian empat parameter input model kedua dilakukan sebanyak 




prediksi curah hujan pada setiap kecamatan adalah model yang menghasilkan 
nilai RMSE terkecil dari lima percobaan yang dilakukan. Dari pengujian tersebut 
didapatkan nilai RMSE terkecil didapatkan pada percobaan ke-1 dengan nilai 
RMSE untuk Kecamatan Puspo yaitu 1.570433699, Kecamatan Sumber yaitu 
1.733407455, Kecamatan Tosari yaitu 2.521117425, dan Kecamatan Tutur yaitu 
1.238601294. Grafik yang menunjukkan nilai RMSE hasil pengujian pada keempat 
kecamatan dapat dilihat pada Gambar 5.15 sampai Gambar 5.18.  
 
Gambar 5.15  RMSE Kecamatan Puspo dengan 4 Parameter Input Model Kedua 
 
 




































Gambar 5.17  RMSE Kecamatan Tosari dengan 4 Parameter Input Model Kedua 
 
Gambar 5.18  RMSE Kecamatan Tutur dengan 4 Parameter Input Model Kedua 
Dari Gambar 5.15 sampai Gambar 5.18 dapat dilihat bahwa nilai RMSE yang 
dihasilkan dari setiap percobaan pada keempat kecamatan tidak terlalu jauh. Hal 
ini menunjukkan bahwa model input yang diajukan dapat memprediksi curah 
hujan dengan tingkat error yang tidak terlalu jauh pada setiap proses peramalan. 
Hasil prediksi curah hujan pada keempat kecamatan dengan model training dan 
testing pertama ditunjukkan pada Tabel 5.14 sampai Tabel 5.17. 
Pengujian dengan empat parameter input model kedua adalah pengujian 
dengan data training dan data testing yang berbeda. Berdasarkan hasil prediksi 
curah hujan yang disajikan pada Tabel 5.14 sampai Tabel 5.17 menggunakan 
empat parameter input sudah dapat memprediksi curah hujan saat curah hujan 
sama dengan 0 atau tidak hujan. Namun, pada beberapa data masih ada 





































Hal ini menunjukkan bahwa dengan empat parameter input pada time lag T-1, T-
2, T-17, dan T-34 sudah dapat memprediksi keadaan tidak hujan namun masih 
terdapat beberapa kesalahan prediksi pada beberapa data. Hal ini menunjukkan 
bahwa empat parameter input belum cukup untuk melakukan prediksi dengan 
optimal. 
Tabel 5.14 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 4 Parameter 
Input Model Kedua 
Puspo 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 10.800 10.800 0.000 0.000 
182 6.400 6.400 0.000 0.000 
183 0.000 0.000 0.000 0.000 
184 19.700 19.700 0.000 0.000 
185 16.800 16.800 0.000 0.000 
186 11.625 11.625 0.000 0.000 
187 9.900 9.900 0.000 0.000 
188 18.300 18.300 0.000 0.000 
189 10.727 10.727 0.000 0.000 
190 9.100 9.100 0.000 0.000 
… … … … … 
350 0.000 0.000 0.000 0.000 
351 0.000 0.000 0.000 0.000 
352 0.000 0.000 0.000 0.000 
353 0.000 0.000 0.000 0.000 
354 0.000 0.000 0.000 0.000 
355 0.400 0.400 0.000 0.000 
356 3.400 3.400 0.000 0.000 
357 9.500 7.109 2.391 5.717 
358 4.500 4.500 0.000 0.000 
359 22.900 22.900 0.000 0.000 
360 15.000 15.000 0.000 0.000 
RMSE 1.570433699 
Waktu Eksekusi 44 second 
 
Tabel 5.15 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 4 Parameter 
Input Model Kedua 
Sumber 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 16.000 22.9 -6.900 47.610 
182 3.200 15 -11.800 139.240 
183 21.364 21.364 0.000 0.000 
184 16.300 16.300 0.000 0.000 
185 16.800 16.800 0.000 0.000 
186 8.375 8.375 0.000 0.000 




188 11.700 11.700 0.000 0.000 
189 11.545 11.545 0.000 0.000 
190 0.000 0.000 0.000 0.000 
… … … … … 
350 0.000 0.000 0.000 0.000 
351 0.000 0.000 0.000 0.000 
352 0.000 0.000 0.000 0.000 
353 0.000 0.000 0.000 0.000 
354 0.000 0.000 0.000 0.000 
355 0.000 0.000 0.000 0.000 
356 4.100 4.100 0.000 0.000 
357 0.000 0.000 0.000 0.000 
358 6.900 6.900 0.000 0.000 
359 3.900 3.739 0.161 0.026 
360 0.000 0.000 0.000 0.000 
RMSE 1.733407455 
Waktu Eksekusi 44 second 
 
Tabel 5.16 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 4 Parameter 
Input Model Kedua 
Tosari 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 9.200000 9.200 0.000000 0.000000 
182 9.800000 9.800 0.000000 0.000000 
183 0.000000 0.000 0.000000 0.000000 
184 18.800000 18.800 0.000000 0.000000 
185 19.900000 19.900 0.000000 0.000000 
186 6.250000 6.250 0.000000 0.000000 
187 14.800000 14.800 0.000000 0.000000 
188 4.800000 4.800 0.000000 0.000000 
189 5.000000 5.000 0.000000 0.000000 
190 14.900000 14.900 0.000000 0.000000 
… … … … … 
350 0.000000 0.000 0.000000 0.000000 
351 0.000000 0.000 0.000000 0.000000 
352 0.000000 0.000 0.000000 0.000000 
353 0.000000 0.000 0.000000 0.000000 
354 0.000000 0.000 0.000000 0.000000 
355 3.800000 3.800 0.000000 0.000000 
356 14.000000 6.689 7.310563 53.444327 
357 9.500000 9.500 0.000000 0.000000 
358 13.600000 13.600 0.000000 0.000000 
359 12.800000 12.800 0.000000 0.000000 
360 8.000000 8.000 0.000000 0.000000 
RMSE 2.521117425 






Tabel 5.17 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 4 Parameter 
Input Model Kedua 
Tutur 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 17.2500000 17.2500000 0.0000000 0.0000000 
182 15.1000000 15.1000000 0.0000000 0.0000000 
183 23.5454545 23.5450000 0.0004545 0.0000002 
184 22.0000000 22.0000000 0.0000000 0.0000000 
185 32.2000000 32.2000000 0.0000000 0.0000000 
186 15.5000000 15.5000000 0.0000000 0.0000000 
187 38.2222222 38.2220000 0.0002222 0.0000000 
188 15.3000000 15.3000000 0.0000000 0.0000000 
189 11.2727273 11.2730000 -0.0002727 0.0000001 
190 19.3333333 19.3330000 0.0003333 0.0000001 
… … … … … 
350 0.0000000 0.0000000 0.0000000 0.0000000 
351 0.0000000 0.0000000 0.0000000 0.0000000 
352 0.0000000 0.0000000 0.0000000 0.0000000 
353 0.0000000 0.0000000 0.0000000 0.0000000 
354 0.0000000 0.0000000 0.0000000 0.0000000 
355 3.9000000 3.9000000 0.0000000 0.0000000 
356 11.6000000 3.9537112 7.6462888 58.4657326 
357 5.1000000 5.1000000 0.0000000 0.0000000 
358 18.6000000 18.6000000 0.0000000 0.0000000 
359 10.1000000 10.1000000 0.0000000 0.0000000 
360 21.5454545 21.5450000 0.0004545 0.0000002 
RMSE 1.238601294 
Waktu Eksekusi 44 second 
5.2.3 Hasil Pembelajaran pada Batasan Fungsi Keanggotaan Sugeno  
Optimasi yang dilakukan oleh algoritma genetika salah satunya adalah 
optimasi batasan fungsi keanggotaan Sugeno. Hasil dari optimasi batasan fungsi 
keanggotaan Sugeno akan masuk ke dalam proses pembelajaran dengan ANFIS. 
Setelah masuk ke dalam proses pembelajaran dengan ANFIS, model fuzzy yang 
dioptimasi akan belajar lagi dari data training yang di masukkan ke dalam sistem 
ANFIS. Dari proses belajar tersebut, akan didapatkan model fungsi keanggotaan 
yang paling optimal untuk melakukan peramalan. Hasil optimasi batasan fungsi 
keanggotaan yang dipakai adalah hasil pembelajaran yang menghasilkan error 
paling kecil. Hasil batasan fungsi keanggotaan dengan empat input parameter 





Gambar 5.19  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-1 
 
Gambar 5.20  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-2 
 



































Gambar 5.22  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-34 
5.2.4 Hasil Pembelajaran pada Koefisien Konsekuen Rule Sugeno 
Selain melakukan optimasi pada batasan fungsi keanggotaan Sugeno, 
algoritma genetika juga melakukan optimasi terhadap koefisien konsekuen rule 
Sugeno. Hasil dari optimasi koefisien konsekuen rule Sugeno akan masuk ke 
dalam proses pembelajaran dengan ANFIS. Setelah masuk ke dalam proses 
pembelajaran dengan ANFIS, model fuzzy yang dioptimasi akan belajar lagi dari 
data training yang di masukkan ke dalam sistem ANFIS. Dari proses belajar 
tersebut, akan didapatkan model koefisien konsekuen rule Sugeno yang paling 
optimal untuk melakukan peramalan. Hasil optimasi koefisien konsekuen rule 
Sugeno yang dipakai adalah hasil pembelajaran yang menghasilkan error paling 
kecil. Hasil koefisien konsekuen rule Sugeno dengan empat input parameter 
dapat dilihat pada Tabel 5.18. 
Tabel 5.18 Hasil Optimasi Koefisien Konsekuen Rule Sugeno  





1 Rendah Rendah Rendah Rendah p1 0.04 
          q1 0.77 
          r1 1.21 
          s1 0.11 
          t1 0.67 
2 Rendah Rendah Rendah Tinggi p2 0.01 
          q2 0.12 
          r2 0.36 
          s2 1.52 
          t2 0.11 
3 Rendah Rendah Tinggi Rendah p3 0.22 
          q3 1.42 
          r3 0.04 
          s3 1.51 
          t3 0.87 
4 Rendah Rendah Tinggi Tinggi p4 0.22 
          q4 2.91 














          s4 0.18 
          t4 2.23 
… … … … … … … 
13 Tinggi Tinggi Rendah Rendah p13 0.13 
          q13 0.80 
          r13 0.03 
          s13 0.15 
          t13 1.64 
14 Tinggi Tinggi Rendah Tinggi p14 1.84 
          q14 0.11 
          r14 1.60 
          s14 1.51 
          t14 0.16 
15 Tinggi Tinggi Tinggi Rendah p15 1.47 
          q15 1.53 
          r15 0.12 
          s15 1.54 
          t15 1.38 
16 Tinggi Tinggi Tinggi Tinggi p16 0.12 
          q16 0.46 
          r16 1.30 
          s16 0.12 
          t16 1.67 
 
5.3 Hasil Prediksi dengan Empat Parameter Input Bentuk Kedua (T-
1, T-2, Zt-3, dan Zt-4) 
Pemodelan prediksi curah hujan yang kedua yaitu menggunakan empat 
parameter input yaitu data curah hujan (rainfall) pada time lag T-1 atau data 
curah hujan selama 10 hari yang lalu,  T-2 atau data curah hujan selama 20 hari 
yang lalu, Zt-3 atau data curah hujan selama 30 yang lalu, dan Zt-4 atau data 
curah hujan selama 40 hari yang lalu. Ada dua pemodelan proses pembelajaran 
dan pengujian yang dilakukan, model pertama yaitu data training dan data 
testing yang digunakan adalah data yang sama dan model kedua yaitu data 
training dan data testing yang digunakan adalah data yang berbeda. 
5.3.1 Training dan Testing Model Pertama 
Pembelajaran (training) dan pengujian (testing) model pertama yaitu 
digunakan data training dan data testing yang sama. Model tersebut digunakan 
untuk mengetahui berapa error yang didapatkan jika model pembelajaran 
diujikan pada data yang sama. Data yang digunakan untuk pengujian adalah data 
curah hujan dari tahun 2005-2014 dalam bentuk dasarian. Ada empat lokasi yang 
akan diuji yaitu pada Kecamatan Puspo, Sumber, Tosari, dan Tutur. Ada 360 data 
untuk masing-masing lokasi.  
Proses pengujian empat parameter input model pertama dilakukan sebanyak 
lima kali percobaan pada setiap kecamatan. Model yang akan digunakan untuk 




nilai RMSE terkecil dari lima percobaan yang dilakukan. Dari pengujian tersebut 
didapatkan nilai RMSE terkecil didapatkan pada percobaan ke-5 dengan nilai 
RMSE untuk Kecamatan Puspo yaitu 1.736696638, Kecamatan Sumber yaitu 
1.778313, Kecamatan Tosari yaitu 1.478777256, dan Kecamatan Tutur yaitu 
1.089639366. Grafik yang menunjukkan nilai RMSE hasil pengujian pada keempat 
kecamatan dapat dilihat pada Gambar 5.23 sampai Gambar 5.26.  
 
Gambar 5.23  RMSE Kecamatan Puspo dengan 4 Parameter Input Model 
Pertama 
 































Gambar 5.25  RMSE Kecamatan Tosari dengan 4 Parameter Input Model 
Pertama 
 
Gambar 5.26  RMSE Kecamatan Tutur dengan 4 Parameter Input Model 
Pertama 
Dari Gambar 5.23 sampai Gambar 5.26 dapat dilihat bahwa nilai RMSE yang 
dihasilkan dari setiap percobaan pada keempat kecamatan tidak terlalu jauh. Hal 
ini menunjukkan bahwa model input yang diajukan dapat memprediksi curah 
hujan dengan tingkat error yang tidak terlalu jauh pada setiap proses peramalan. 
Hasil prediksi curah hujan pada keempat kecamatan dengan model training dan 
testing pertama ditunjukkan pada Tabel 5.19 sampai Tabel 5.22. 
Hasil prediksi curah hujan yang disajikan pada Tabel 5.19 sampai Tabel 5.22 
menggunakan empat parameter input menunjukkan bahwa model ANFIS-GA 



































training dan testing yang sama sudah bisa memberikan hasil prediksi yang mirip 
dengan data aktual. 
Tabel 5.19 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 4 Parameter 
Input Model Pertama 
Puspo 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 4.500 3.887 0.613 0.3762266 
2 14.500 12.059 2.441 5.9580962 
3 5.364 5.364 0.000 0.0000001 
4 7.400 7.400 0.000 0.0000000 
5 25.800 25.800 0.000 0.0000000 
6 4.500 4.500 0.000 0.0000000 
7 10.800 10.800 0.000 0.0000000 
8 13.500 13.500 0.000 0.0000000 
9 8.818 8.818 0.000 0.0000000 
10 10.300 10.300 0.000 0.0000000 
… … … … … 
350 0.000 0.613 -0.613 0.3762266 
351 0.000 0.613 -0.613 0.3762266 
352 0.000 0.613 -0.613 0.3762266 
353 0.000 0.613 -0.613 0.3762266 
354 0.000 0.613 -0.613 0.3762266 
355 0.400 0.213 0.187 0.0348296 
356 3.400 2.525 0.875 0.7656046 
357 9.500 8.245 1.255 1.5747419 
358 4.500 4.500 0.000 0.0000000 
359 22.900 22.900 0.000 0.0000000 
360 15.000 15.000 0.000 0.0000000 
RMSE 1.736696638 
Waktu Eksekusi 80 second 
 
Tabel 5.20 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 4 Parameter 
Input Model Pertama 
Sumber 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 0.000 0.61337314 -0.613 0.3762266 
2 12.300 11.68662686 0.613 0.3762266 
3 0.000 0 0.000 0.0000000 
4 4.100 4.1 0.000 0.0000000 
5 16.200 10.50624103 5.694 32.4188912 
6 11.125 11.125 0.000 0.0000000 
7 29.700 29.7 0.000 0.0000000 
8 20.300 20.3 0.000 0.0000000 
9 13.636 13.636 0.000 0.0000001 




… … … … … 
350 0.000 0.61337314 -0.613 0.3762266 
351 0.000 0.61337314 -0.613 0.3762266 
352 0.000 0.61337314 -0.613 0.3762266 
353 0.000 0.61337314 -0.613 0.3762266 
354 0.000 0.61337314 -0.613 0.3762266 
355 0.000 0.61337314 -0.613 0.3762266 
356 4.100 3.48662686 0.613 0.3762266 
357 0.000 2.290697317 -2.291 5.2472942 
358 6.900 6.9 0.000 0.0000000 
359 3.900 3.9 0.000 0.0000000 
360 0.000 0 0.000 0.0000000 
RMSE 1.778313 
Waktu Eksekusi 80 second 
 
Tabel 5.21 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 4 Parameter 
Input Model Pertama 
Tosari 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 4.800 4.18662686 0.613 0.3762266 
2 8.900 6.346461024 2.554 6.5205613 
3 7.364 7.364 0.000 0.0000001 
4 16.000 16 0.000 0.0000000 
5 13.000 13 0.000 0.0000000 
6 3.750 3.75 0.000 0.0000000 
7 12.600 12.6 0.000 0.0000000 
8 13.100 13.1 0.000 0.0000000 
9 13.182 13.182 0.000 0.0000000 
10 15.900 15.9 0.000 0.0000000 
… … … … … 
350 0.000 0.61337314 -0.613 0.3762266 
351 0.000 0.61337314 -0.613 0.3762266 
352 0.000 0.61337314 -0.613 0.3762266 
353 0.000 0.61337314 -0.613 0.3762266 
354 0.000 0.61337314 -0.613 0.3762266 
355 3.800 3.18662686 0.613 0.3762266 
356 14.000 11.82203081 2.178 4.7435498 
357 9.500 9.5 0.000 0.0000000 
358 13.600 13.6 0.000 0.0000000 
359 12.800 12.8 0.000 0.0000000 
360 8.000 8 0.000 0.0000000 
RMSE 1.478777256 








Tabel 5.22 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 4 Parameter 
Input Model Pertama 
Tutur 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 12.600 11.98662686 0.613 0.3762266 
2 10.900 10.9 0.000 0.0000000 
3 9.364 9.364 0.000 0.0000001 
4 14.500 14.5 0.000 0.0000000 
5 12.000 12 0.000 0.0000000 
6 5.875 5.875 0.000 0.0000000 
7 16.200 16.2 0.000 0.0000000 
8 5.700 5.7 0.000 0.0000000 
9 6.909 6.909 0.000 0.0000000 
10 6.100 6.1 0.000 0.0000000 
… … … … … 
350 0.000 0.61337314 -0.613 0.3762266 
351 0.000 0.61337314 -0.613 0.3762266 
352 0.000 0.61337314 -0.613 0.3762266 
353 0.000 0.61337314 -0.613 0.3762266 
354 0.000 0.61337314 -0.613 0.3762266 
355 3.900 3.28662686 0.613 0.3762266 
356 11.600 9.384448347 2.216 4.9086691 
357 5.100 5.1 0.000 0.0000000 
358 18.600 18.6 0.000 0.0000000 
359 10.100 10.1 0.000 0.0000000 
360 21.545 21.545 0.000 0.0000002 
RMSE 1.089639366 
Waktu Eksekusi 80 second 
 
5.3.2 Training dan Testing Model Kedua 
Pembelajaran (training) dan pengujian (testing) model kedua yaitu digunakan 
data training dan data testing yang berbeda. Model tersebut digunakan untuk 
mengetahui berapa error yang didapatkan jika model pembelajaran diujikan 
pada data training dan data testing yang berbeda. Data yang digunakan untuk 
pengujian adalah data curah hujan dari tahun 2005-2014 dalam bentuk dasarian. 
Ada empat lokasi yang akan diuji yaitu pada Kecamatan Puspo, Sumber, Tosari, 
dan Tutur. Ada 360 data untuk masing-masing lokasi. Dari 360 data tersebut akan 
dipecah menjadi dua, yaitu 180 data untuk data training dan 180 data untuk data 
testing. Penentuan data training dan data testing dengan prosentase 50:50 
berpatokan pada pengujian jumlah data training dan data testing untuk 
algoritma jaringan syaraf tiruan perceptron yang dilakukan oleh Rachimawan & 
Utama (2016). Penelitian tersebut menyatakan bahwa pembagian data training 
dan data testing dengan prosentase 50:50 menghasilkan akurasi terbaik. 
Proses pengujian empat parameter input model kedua dilakukan sebanyak 




prediksi curah hujan pada setiap kecamatan adalah model yang menghasilkan 
nilai RMSE terkecil dari lima percobaan yang dilakukan. Dari pengujian tersebut 
didapatkan nilai RMSE terkecil didapatkan pada percobaan ke-4 dengan nilai 
RMSE untuk Kecamatan Puspo yaitu 2.31105001, Kecamatan Sumber yaitu 
1.625475093, Kecamatan Tosari yaitu 2.468783526, dan Kecamatan Tutur yaitu 
2.376924379. Grafik yang menunjukkan nilai RMSE hasil pengujian pada keempat 
kecamatan dapat dilihat pada Gambar 5.27 sampai Gambar 5.30. 
 
Gambar 5.27  RMSE Kecamatan Puspo dengan 4 Parameter Input Model Kedua 
 




































Gambar 5.29  RMSE Kecamatan Tosari dengan 4 Parameter Input Model Kedua 
 
Gambar 5.30  RMSE Kecamatan Tutur dengan 4 Parameter Input Model Kedua 
Dari Gambar 5.27 sampai Gambar 5.30 dapat dilihat bahwa nilai RMSE yang 
dihasilkan dari setiap percobaan pada keempat kecamatan tidak terlalu jauh. Hal 
ini menunjukkan bahwa model input yang diajukan dapat memprediksi curah 
hujan dengan tingkat error yang tidak terlalu jauh pada setiap proses peramalan. 
Hasil prediksi curah hujan pada keempat kecamatan dengan model training dan 
testing pertama ditunjukkan pada Tabel 5.23 sampai Tabel 5.26. 
Pengujian dengan empat parameter input model kedua adalah pengujian 
dengan data training dan data testing yang berbeda. Berdasarkan hasil prediksi 
curah hujan yang disajikan pada Tabel 5.23 sampai Tabel 5.26 menggunakan 
empat parameter input sudah dapat memprediksi curah hujan saat curah hujan 
sama dengan 0 atau tidak hujan. Namun, pada beberapa data masih ada 




































Hal ini menunjukkan bahwa dengan empat parameter input pada time lag T-1, T-
2, T-3, dan T-4 sudah dapat memprediksi keadaan tidak hujan namun masih 
terdapat beberapa kesalahan prediksi pada beberapa data. Hal ini menunjukkan 
bahwa empat parameter input belum cukup untuk melakukan prediksi dengan 
optimal. 
Tabel 5.23 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 4 Parameter 
Input Model Kedua 
Puspo 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 10.800 10.800 0.000 0.0000000 
182 6.400 6.400 0.000 0.0000000 
183 0.000 0.000 0.000 0.0000000 
184 19.700 19.700 0.000 0.0000000 
185 16.800 16.800 0.000 0.0000000 
186 11.625 11.625 0.000 0.0000000 
187 9.900 9.900 0.000 0.0000000 
188 18.300 18.300 0.000 0.0000000 
189 10.727 10.727 0.000 0.0000001 
190 9.100 9.100 0.000 0.0000000 
… … … … … 
350 0.000 0.000 0.000 0.0000000 
351 0.000 0.000 0.000 0.0000000 
352 0.000 0.000 0.000 0.0000000 
353 0.000 0.000 0.000 0.0000000 
354 0.000 0.000 0.000 0.0000000 
355 0.400 0.400 0.000 0.0000000 
356 3.400 2.898 0.502 0.2522838 
357 9.500 0.392 9.108 82.9484080 
358 4.500 4.500 0.000 0.0000000 
359 22.900 22.900 0.000 0.0000000 
360 15.000 15.000 0.000 0.0000000 
RMSE 2.31105001 
Waktu Eksekusi 42 second 
 
Tabel 5.24 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 4 Parameter 
Input Model Kedua 
Sumber 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 16.000 16.000 0.000 0.000000 
182 3.200 3.200 0.000 0.000000 
183 21.364 21.364 0.000 0.000000 
184 16.300 16.300 0.000 0.000000 
185 16.800 16.800 0.000 0.000000 
186 8.375 8.375 0.000 0.000000 




188 11.700 11.700 0.000 0.000000 
189 11.545 11.545 0.000 0.000000 
190 0.000 0.000 0.000 0.000000 
… … … … … 
350 0.000 0.000 0.000 0.000000 
351 0.000 0.000 0.000 0.000000 
352 0.000 0.000 0.000 0.000000 
353 0.000 0.000 0.000 0.000000 
354 0.000 0.000 0.000 0.000000 
355 0.000 0.000 0.000 0.000000 
356 4.100 4.100 0.000 0.000000 
357 0.000 7.242 -7.242 52.447797 
358 6.900 6.900 0.000 0.000000 
359 3.900 3.900 0.000 0.000000 
360 0.000 0.000 0.000 0.000000 
RMSE 1.625475093 
Waktu Eksekusi 42 second 
 
Tabel 5.25 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 4 Parameter 
Input Model Kedua 
Tosari 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 9.200 9.200 0.000 0.00000 
182 9.800 9.800 0.000 0.00000 
183 0.000 0.000 0.000 0.00000 
184 18.800 18.800 0.000 0.00000 
185 19.900 19.900 0.000 0.00000 
186 6.250 6.250 0.000 0.00000 
187 14.800 14.800 0.000 0.00000 
188 4.800 4.800 0.000 0.00000 
189 5.000 5.000 0.000 0.00000 
190 14.900 4.463 10.437 108.93874 
… … … … … 
350 0.000 0.000 0.000 0.00000 
351 0.000 0.000 0.000 0.00000 
352 0.000 0.000 0.000 0.00000 
353 0.000 0.000 0.000 0.00000 
354 0.000 0.000 0.000 0.00000 
355 3.800 3.800 0.000 0.00000 
356 14.000 6.592 7.408 54.88326 
357 9.500 9.500 0.000 0.00000 
358 13.600 13.600 0.000 0.00000 
359 12.800 12.800 0.000 0.00000 
360 8.000 8.000 0.000 0.00000 
RMSE 2.468783526 






Tabel 5.26 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 4 Parameter 
Input Model Kedua 
Tutur 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 17.250 17.250 0.000 0.000000 
182 15.100 15.100 0.000 0.000000 
183 23.545 23.545 0.000 0.000000 
184 22.000 22.000 0.000 0.000000 
185 32.200 32.200 0.000 0.000000 
186 15.500 15.500 0.000 0.000000 
187 38.222 38.222 0.000 0.000000 
188 15.300 15.300 0.000 0.000000 
189 11.273 11.273 0.000 0.000000 
190 19.333 19.333 0.000 0.000000 
… … … … … 
350 0.000 0.000 0.000 0.000000 
351 0.000 0.000 0.000 0.000000 
352 0.000 0.000 0.000 0.000000 
353 0.000 0.000 0.000 0.000000 
354 0.000 0.000 0.000 0.000000 
355 3.900 3.900 0.000 0.000000 
356 11.600 3.546 8.054 64.867456 
357 5.100 5.100 0.000 0.000000 
358 18.600 18.600 0.000 0.000000 
359 10.100 10.100 0.000 0.000000 
360 21.545 21.545 0.000 0.000000 
RMSE 2.376924379 
Waktu Eksekusi 42 second 
 
5.3.3 Hasil Pembelajaran pada Batasan Fungsi Keanggotaan Sugeno  
Optimasi yang dilakukan oleh algoritma genetika salah satunya adalah 
optimasi batasan fungsi keanggotaan Sugeno. Hasil dari optimasi batasan fungsi 
keanggotaan Sugeno akan masuk ke dalam proses pembelajaran dengan ANFIS. 
Setelah masuk ke dalam proses pembelajaran dengan ANFIS, model fuzzy yang 
dioptimasi akan belajar lagi dari data training yang di masukkan ke dalam sistem 
ANFIS. Dari proses belajar tersebut, akan didapatkan model fungsi keanggotaan 
yang paling optimal untuk melakukan peramalan. Hasil optimasi batasan fungsi 
keanggotaan yang dipakai adalah hasil pembelajaran yang menghasilkan error 
paling kecil. Hasil batasan fungsi keanggotaan dengan empat input parameter 





Gambar 5.31  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-1 
 
Gambar 5.32  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-2 
 



































Gambar 5.34  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-4 
 
5.3.4 Hasil Pembelajaran pada Koefisien Konsekuen Rule Sugeno 
Selain melakukan optimasi pada batasan fungsi keanggotaan Sugeno, 
algoritma genetika juga melakukan optimasi terhadap koefisien konsekuen rule 
Sugeno. Hasil dari optimasi koefisien konsekuen rule Sugeno akan masuk ke 
dalam proses pembelajaran dengan ANFIS. Setelah masuk ke dalam proses 
pembelajaran dengan ANFIS, model fuzzy yang dioptimasi akan belajar lagi dari 
data training yang di masukkan ke dalam sistem ANFIS. Dari proses belajar 
tersebut, akan didapatkan model koefisien konsekuen rule Sugeno yang paling 
optimal untuk melakukan peramalan. Hasil optimasi koefisien konsekuen rule 
Sugeno yang dipakai adalah hasil pembelajaran yang menghasilkan error paling 
kecil. Hasil koefisien konsekuen rule Sugeno dengan empat input parameter 
dapat dilihat pada Tabel 5.27. 
Tabel 5.27 Hasil Optimasi Koefisien Konsekuen Rule Sugeno  





1 Rendah Rendah Rendah Rendah p1 0.11 
          q1 1.93 
          r1 0.03 
          s1 0.03 
          t1 0.44 
2 Rendah Rendah Rendah Tinggi p2 2.42 
          q2 0.02 
          r2 0.64 
          s2 1.54 
          t2 0.07 
3 Rendah Rendah Tinggi Rendah p3 0.86 
          q3 2.55 
          r3 0.07 
          s3 0.18 
          t3 1.69 
4 Rendah Rendah Tinggi Tinggi p4 0.16 














          r4 1.39 
          s4 0.16 
          t4 2.71 
… … … … … … … 
13 Tinggi Tinggi Rendah Rendah p13 0.14 
          q13 0.99 
          r13 0.77 
          s13 0.13 
          t13 1.33 
14 Tinggi Tinggi Rendah Tinggi p14 1.01 
          q14 0.14 
          r14 1.38 
          s14 1.57 
          t14 0.14 
15 Tinggi Tinggi Tinggi Rendah p15 1.52 
          q15 1.22 
          r15 0.05 
          s15 1.35 
          t15 2.01 
16 Tinggi Tinggi Tinggi Tinggi p16 0.12 
          q16 1.55 
          r16 1.30 
          s16 0.18 
          t16 1.29 
 
5.4 Hasil Prediksi dengan Delapan Parameter Input 
Pemodelan prediksi curah hujan yang pertama yaitu menggunakan delapan 
parameter input yaitu data curah hujan (rainfall) pada time lag R T-1 (data curah 
hujan selama 10 hari yang lalu), R T-2 (data curah hujan selama 20 hari yang 
lalu), data suhu (temperature) pada time lag T T-1 (data suhu selama 10 hari 
yang lalu), T T-2 (data suhu selama 20 hari yang lalu), data kelembaban 
(humidity) pada time lag H T-1 (data kelembaban selama 10 hari yang lalu), H T-2 
(data kelembaban selama 20 hari yang lalu), data lama penyinaran matahari 
(sunshine radiation) pada time lag S T-1 (data lama penyinaran matahari selama 
10 hari yang lalu), dan H T-2 (data lama penyinaran matahari selama 20 hari yang 
lalu). Ada dua pemodelan proses pembelajaran dan pengujian, model pertama 
yaitu data training dan data testing yang digunakan adalah data yang sama dan 
model kedua yaitu data training dan data testing yang digunakan adalah data 
yang berbeda. 
5.4.1 Training dan Testing Model Pertama 
Pembelajaran (training) dan pengujian (testing) model pertama yaitu 
digunakan data training dan data testing yang sama. Model tersebut digunakan 
untuk mengetahui berapa error yang didapatkan jika model pembelajaran 
diujikan pada data yang sama. Data yang digunakan untuk pengujian adalah data 




akan diuji yaitu pada Kecamatan Puspo, Sumber, Tosari, dan Tutur. Ada 360 data 
untuk masing-masing lokasi.  
Proses pengujian delapan parameter input model pertama dilakukan 
sebanyak lima kali percobaan pada setiap kecamatan. Model yang akan 
digunakan untuk prediksi curah hujan pada setiap kecamatan adalah model yang 
menghasilkan nilai RMSE terkecil dari lima percobaan yang dilakukan. Dari lima 
percobaan pengujian yang dilakukan didapatkan nilai RMSE yang besarnya sama. 
Nilai RMSE yang didapatkan tidak lagi berubah-ubah atau stochastic dikarenakan 
model ANFIS-GA sudah menemukan solusi yang paling optimum untuk 
peramalan curah hujan. Hal tersebut juga dikarenakan oleh penambahan 
parameter input menjadi delapan parameter. Hal tersebut mengakibatkan nilai 
RMSE yang didapat menjadi sangat kecil. Nilai RMSE yang didapatkan pada untuk 
Kecamatan Puspo yaitu 0.0000915, Kecamatan Sumber yaitu 0.0000854, 
Kecamatan Tosari yaitu 0.000107078, dan Kecamatan Tutur yaitu 0.000113187. 
Grafik yang menunjukkan nilai RMSE hasil pengujian pada keempat kecamatan 
dapat dilihat pada Gambar 5.35 sampai Gambar 5.38. 
 
Gambar 5.35  RMSE Kecamatan Puspo dengan 8 Parameter Input Model 
Pertama 



















Gambar 5.36  RMSE Kecamatan Sumber dengan 8 Parameter Input Model 
Pertama 
 
Gambar 5.37  RMSE Kecamatan Tosari dengan 8 Parameter Input Model 
Pertama 
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Gambar 5.38  RMSE Kecamatan Tutur dengan 8 Parameter Input Model 
Pertama 
Dari Gambar 5.35 sampai Gambar 5.38 dapat dilihat bahwa nilai RMSE yang 
dihasilkan dari setiap percobaan menampilkan hasil yang sama pada setiap 
kecamatan. Hal ini menunjukkan bahwa model ANFIS-GA yang diajukan sudah 
mendapatkan model yang paling optimal untuk prediksi curah hujan. Hasil 
prediksi curah hujan dengan delapan parameter input pada keempat kecamatan 
dengan model training dan testing pertama ditunjukkan pada Tabel 5.28 sampai 
Tabel 5.31. 
Hasil prediksi curah hujan yang disajikan pada Tabel 5.28 sampai Tabel 5.31 
menggunakan delapan parameter input menunjukkan bahwa model ANFIS-GA 
dapat digunakan untuk prediksi curah hujan, karena pengujian dengan data 
training dan testing yang sama sudah bisa memberikan hasil prediksi yang 
hampir sama dengan data aktual. 
Tabel 5.28 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 8 Parameter 
Input Model Pertama 
Puspo 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 4.500 4.500 0.000 0.0000000 
2 14.500 14.500 0.000 0.0000000 
3 5.364 5.364 0.000 0.0000001 
4 7.400 7.400 0.000 0.0000000 
5 25.800 25.800 0.000 0.0000000 
6 4.500 4.500 0.000 0.0000000 
7 10.800 10.800 0.000 0.0000000 
8 13.500 13.500 0.000 0.0000000 
9 8.818 8.818 0.000 0.0000000 
10 10.300 10.300 0.000 0.0000000 
… … … … … 














350 0.000 0.000 0.000 0.0000000 
351 0.000 0.000 0.000 0.0000000 
352 0.000 0.000 0.000 0.0000000 
353 0.000 0.000 0.000 0.0000000 
354 0.000 0.000 0.000 0.0000000 
355 0.400 0.400 0.000 0.0000000 
356 3.400 3.400 0.000 0.0000000 
357 9.500 9.500 0.000 0.0000000 
358 4.500 4.500 0.000 0.0000000 
359 22.900 22.900 0.000 0.0000000 
360 15.000 15.000 0.000 0.0000000 
RMSE 0.0000915 
Waktu Eksekusi 2 menit 25 detik 
 
Tabel 5.29 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 8 Parameter 
Input Model Pertama 
Sumber 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 0.000 0 0.000 0.00000000 
2 12.300 12.3 0.000 0.00000000 
3 0.000 0 0.000 0.00000000 
4 4.100 4.1 0.000 0.00000000 
5 16.200 16.2 0.000 0.00000000 
6 11.125 11.125 0.000 0.00000000 
7 29.700 29.7 0.000 0.00000000 
8 20.300 20.3 0.000 0.00000000 
9 13.636 13.636 0.000 0.00000013 
10 7.200 7.2 0.000 0.00000000 
… … … … … 
350 0.000 0 0.000 0.00000000 
351 0.000 0 0.000 0.00000000 
352 0.000 0 0.000 0.00000000 
353 0.000 0 0.000 0.00000000 
354 0.000 0 0.000 0.00000000 
355 0.000 0 0.000 0.00000000 
356 4.100 4.1 0.000 0.00000000 
357 0.000 0 0.000 0.00000000 
358 6.900 6.9 0.000 0.00000000 
359 3.900 3.9 0.000 0.00000000 
360 0.000 0 0.000 0.00000000 
RMSE 0.00008543 








Tabel 5.30 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 8 Parameter 
Input Model Pertama 
Tosari 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 4.800 4.8 0.000 0.0000000 
2 8.900 8.9 0.000 0.0000000 
3 7.364 7.364 0.000 0.0000001 
4 16.000 16 0.000 0.0000000 
5 13.000 13 0.000 0.0000000 
6 3.750 3.75 0.000 0.0000000 
7 12.600 12.6 0.000 0.0000000 
8 13.100 13.1 0.000 0.0000000 
9 13.182 13.182 0.000 0.0000000 
10 15.900 15.9 0.000 0.0000000 
… … … … … 
350 0.000 0 0.000 0.0000000 
351 0.000 0 0.000 0.0000000 
352 0.000 0 0.000 0.0000000 
353 0.000 0 0.000 0.0000000 
354 0.000 0 0.000 0.0000000 
355 3.800 3.8 0.000 0.0000000 
356 14.000 14 0.000 0.0000000 
357 9.500 9.5 0.000 0.0000000 
358 13.600 13.6 0.000 0.0000000 
359 12.800 12.8 0.000 0.0000000 
360 8.000 8 0.000 0.0000000 
RMSE 0.000107078 
Waktu Eksekusi 
2 minutes 25 
second 
 
Tabel 5.31 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 8 Parameter 
Input Model Pertama 
Tutur 
No. 




Hujan (y ') 
y-y' (y-y')2 
1 12.600 12.6 0.000 0.0000000 
2 10.900 10.9 0.000 0.0000000 
3 9.364 9.364 0.000 0.0000001 
4 14.500 14.5 0.000 0.0000000 
5 12.000 12 0.000 0.0000000 
6 5.875 5.875 0.000 0.0000000 
7 16.200 16.2 0.000 0.0000000 
8 5.700 5.7 0.000 0.0000000 
9 6.909 6.909 0.000 0.0000000 
10 6.100 6.1 0.000 0.0000000 
… … … … … 




351 0.000 0 0.000 0.0000000 
352 0.000 0 0.000 0.0000000 
353 0.000 0 0.000 0.0000000 
354 0.000 0 0.000 0.0000000 
355 3.900 3.9 0.000 0.0000000 
356 11.600 11.6 0.000 0.0000000 
357 5.100 5.1 0.000 0.0000000 
358 18.600 18.6 0.000 0.0000000 
359 10.100 10.1 0.000 0.0000000 
360 21.545 21.545 0.000 0.0000002 
RMSE 0.000113187 
Waktu Eksekusi 2 menit 25 detik 
 
5.4.2 Training dan Testing Model Kedua 
Pembelajaran (training) dan pengujian (testing) model kedua yaitu digunakan 
data training dan data testing yang berbeda. Model tersebut digunakan untuk 
mengetahui berapa error yang didapatkan jika model pembelajaran diujikan 
pada data training dan data testing yang berbeda. Data yang digunakan untuk 
pengujian adalah data curah hujan dari tahun 2005-2014 dalam bentuk dasarian. 
Ada empat lokasi yang akan diuji yaitu pada Kecamatan Puspo, Sumber, Tosari, 
dan Tutur. Ada 360 data untuk masing-masing lokasi. Dari 360 data tersebut akan 
dipecah menjadi dua, yaitu 180 data untuk data training dan 180 data untuk data 
testing. Penentuan data training dan data testing dengan prosentase 50:50 
berpatokan pada pengujian jumlah data training dan data testing untuk 
algoritma jaringan syaraf tiruan perceptron yang dilakukan oleh Rachimawan & 
Utama (2016). Penelitian tersebut menyatakan bahwa pembagian data training 
dan data testing dengan prosentase 50:50 menghasilkan akurasi terbaik. 
Proses pengujian delapan parameter input model kedua dilakukan sebanyak 
lima kali percobaan pada setiap kecamatan. Model yang akan digunakan untuk 
prediksi curah hujan pada setiap kecamatan adalah model yang menghasilkan 
nilai RMSE terkecil dari lima percobaan yang dilakukan. Dari lima percobaan 
pengujian yang dilakukan didapatkan nilai RMSE yang besarnya sama. Nilai RMSE 
yang didapatkan tidak lagi berubah-ubah atau stochastic dikarenakan model 
ANFIS-GA sudah menemukan solusi yang paling optimum untuk peramalan curah 
hujan. Hal tersebut juga dikarenakan oleh penambahan parameter input menjadi 
delapan parameter. Hal tersebut mengakibatkan nilai RMSE yang didapat 
menjadi sangat kecil. Nilai RMSE yang didapatkan pada untuk Kecamatan Puspo 
yaitu 0.0000958, Kecamatan Sumber yaitu 0.0000854, Kecamatan Tosari yaitu 
0.000111226, dan Kecamatan Tutur yaitu 0.000125017.  Grafik yang 
menunjukkan nilai RMSE hasil pengujian pada keempat kecamatan dapat dilihat 





Gambar 5.39  RMSE Kecamatan Puspo dengan 8 Parameter Input Model Kedua 
 
Gambar 5.40  RMSE Kecamatan Sumber dengan 8 Parameter Input Model 
Kedua 
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Gambar 5.41  RMSE Kecamatan Tosari dengan 8 Parameter Input Model Kedua 
 
Gambar 5.42  RMSE Kecamatan Tutur dengan 8 Parameter Input Model Kedua 
Dari Gambar 5.39 sampai Gambar 5.42 dapat dilihat bahwa nilai RMSE yang 
dihasilkan dari lima percobaan pada setiap kecamatan mempunyai nilai yang 
sama. Hal ini menunjukkan bahwa model input yang diajukan untuk memprediksi 
curah hujan sudah mendapatkan model yang paling optimum yang menghasilkan 
nilai error RMSE yang paling minimum. Hasil prediksi curah hujan pada keempat 
kecamatan dengan model training dan testing pertama ditunjukkan pada Tabel 
5.32 sampai Tabel 5.35. 
Pengujian dengan delapan parameter input model kedua adalah pengujian 
dengan data training dan data testing yang berbeda. Berdasarkan hasil prediksi 
curah hujan yang disajikan pada Tabel 5.23 sampai Tabel 5.26 menggunakan 
delapan parameter input sudah dapat memprediksi curah hujan saat curah hujan 
sama dengan 0 atau tidak hujan dan sudah dapat memprediksi kondisi hujan 
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dengan hasil yang hampir mirip. Error RMSE hasil prediksi yang didapatkan 
dengan delapan parameter input sudah sangat kecil yaitu pada Kecamatan Puspo 
yaitu 0.0000958, Kecamatan Sumber yaitu 0.0000854, Kecamatan Tosari yaitu 
0.000111226, dan Kecamatan Tutur yaitu 0.000125017. Hal ini menunjukkan 
bahwa dengan delapan parameter input menggunakan empat variabel yaitu 
curah hujan, suhu, kelembaban, dan lama penyinaran matahari masing-masing 
pada time lag T-1 dan T-2 sudah dapat memprediksi keadaan tidak hujan dan 
keadaan hujan dengan baik. Waktu komputasi yang diperlukan juga tidak terlalu 
lama hanya dalam waktu 1 menit 7 detik sudah dapat memprediksi curah hujan 
dalam rentang waktu 5 tahun kedepan dalam bentuk dasarian pada keempat 
kecamatan. Hal ini menunjukkan bahwa delapan parameter input sudah cukup 
optimal untuk melakukan prediksi dilihat dari nilai RMSE, waktu komputasi, dan 
jumlah model input yang tidak terlalu banyak. 
Tabel 5.32 Hasil Prediksi Curah Hujan Kecamatan Puspo dengan 8 Parameter 
Input Model Kedua 
Puspo 
No. 








181 10.800 10.800 0.000 0.0000000 
182 6.400 6.400 0.000 0.0000000 
183 0.000 0.000 0.000 0.0000000 
184 19.700 19.700 0.000 0.0000000 
185 16.800 16.800 0.000 0.0000000 
186 11.625 11.625 0.000 0.0000000 
187 9.900 9.900 0.000 0.0000000 
188 18.300 18.300 0.000 0.0000000 
189 10.727 10.727 0.000 0.0000001 
190 9.100 9.100 0.000 0.0000000 
… … … … … 
350 0.000 0.000 0.000 0.0000000 
351 0.000 0.000 0.000 0.0000000 
352 0.000 0.000 0.000 0.0000000 
353 0.000 0.000 0.000 0.0000000 
354 0.000 0.000 0.000 0.0000000 
355 0.400 0.400 0.000 0.0000000 
356 3.400 3.400 0.000 0.0000000 
357 9.500 9.500 0.000 0.0000000 
358 4.500 4.500 0.000 0.0000000 
359 22.900 22.900 0.000 0.0000000 
360 15.000 15.000 0.000 0.0000000 
RMSE 0.0000958 







Tabel 5.33 Hasil Prediksi Curah Hujan Kecamatan Sumber dengan 8 Parameter 
Input Model Kedua 
Sumber 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 16.000 16 0.000 0.0000000 
182 3.200 3.2 0.000 0.0000000 
183 21.364 21.364 0.000 0.0000001 
184 16.300 16.300 0.000 0.0000000 
185 16.800 16.800 0.000 0.0000000 
186 8.375 8.375 0.000 0.0000000 
187 0.000 0.000 0.000 0.0000000 
188 11.700 11.700 0.000 0.0000000 
189 11.545 11.545 0.000 0.0000002 
190 0.000 0.000 0.000 0.0000000 
… … … … … 
350 0.000 0.000 0.000 0.0000000 
351 0.000 0.000 0.000 0.0000000 
352 0.000 0.000 0.000 0.0000000 
353 0.000 0.000 0.000 0.0000000 
354 0.000 0.000 0.000 0.0000000 
355 0.000 0.000 0.000 0.0000000 
356 4.100 4.100 0.000 0.0000000 
357 0.000 0.000 0.000 0.0000000 
358 6.900 6.900 0.000 0.0000000 
359 3.900 3.900 0.000 0.0000000 
360 0.000 0.000 0.000 0.0000000 
RMSE 0.0000854 
Waktu Eksekusi 1 menit 7 detik 
 
Tabel 5.34 Hasil Prediksi Curah Hujan Kecamatan Tosari dengan 8 Parameter 
Input Model Kedua 
Tosari 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 9.200000 9.200 0.000000 0.000000 
182 9.800000 9.800 0.000000 0.000000 
183 0.000000 0.000 0.000000 0.000000 
184 18.800000 18.800 0.000000 0.000000 
185 19.900000 19.900 0.000000 0.000000 
186 6.250000 6.250 0.000000 0.000000 
187 14.800000 14.800 0.000000 0.000000 
188 4.800000 4.800 0.000000 0.000000 
189 5.000000 5.000 0.000000 0.000000 
190 14.900000 14.900 0.000000 0.000000 
… … … … … 
350 0.000000 0.000 0.000000 0.000000 




352 0.000000 0.000 0.000000 0.000000 
353 0.000000 0.000 0.000000 0.000000 
354 0.000000 0.000 0.000000 0.000000 
355 3.800000 3.800 0.000000 0.000000 
356 14.000000 14.000 0.000000 0.000000 
357 9.500000 9.500 0.000000 0.000000 
358 13.600000 13.600 0.000000 0.000000 
359 12.800000 12.800 0.000000 0.000000 
360 8.000000 8.000 0.000000 0.000000 
RMSE 0.000111226 
Waktu Eksekusi 1 menit 7 detik 
 
Tabel 5.35 Hasil Prediksi Curah Hujan Kecamatan Tutur dengan 8 Parameter 
Input Model Kedua 
Tutur 
No. 




Hujan (y ') 
y-y' (y-y')2 
181 17.2500000 17.2500000 0.0000000 0.0000000 
182 15.1000000 15.1000000 0.0000000 0.0000000 
183 23.5454545 23.5450000 0.0004545 0.0000002 
184 22.0000000 22.0000000 0.0000000 0.0000000 
185 32.2000000 32.2000000 0.0000000 0.0000000 
186 15.5000000 15.5000000 0.0000000 0.0000000 
187 38.2222222 38.2220000 0.0002222 0.0000000 
188 15.3000000 15.3000000 0.0000000 0.0000000 
189 11.2727273 11.2730000 -0.0002727 0.0000001 
190 19.3333333 19.3330000 0.0003333 0.0000001 
… … … … … 
350 0.0000000 0.0000000 0.0000000 0.0000000 
351 0.0000000 0.0000000 0.0000000 0.0000000 
352 0.0000000 0.0000000 0.0000000 0.0000000 
353 0.0000000 0.0000000 0.0000000 0.0000000 
354 0.0000000 0.0000000 0.0000000 0.0000000 
355 3.9000000 3.9000000 0.0000000 0.0000000 
356 11.6000000 11.6000000 0.0000000 0.0000000 
357 5.1000000 5.1000000 0.0000000 0.0000000 
358 18.6000000 18.6000000 0.0000000 0.0000000 
359 10.1000000 10.1000000 0.0000000 0.0000000 
360 21.5454545 21.5450000 0.0004545 0.0000002 
RMSE 0.000125017 
Waktu Eksekusi 1 menit 7 detik 
 
5.4.3 Hasil Pembelajaran pada Batasan Fungsi Keanggotaan Sugeno  
Optimasi yang dilakukan oleh algoritma genetika salah satunya adalah 
optimasi batasan fungsi keanggotaan Sugeno. Hasil dari optimasi batasan fungsi 
keanggotaan Sugeno akan masuk ke dalam proses pembelajaran dengan ANFIS. 
Setelah masuk ke dalam proses pembelajaran dengan ANFIS, model fuzzy yang 




ANFIS. Dari proses belajar tersebut, akan didapatkan model fungsi keanggotaan 
yang paling optimal untuk melakukan peramalan. Hasil optimasi batasan fungsi 
keanggotaan yang dipakai adalah hasil pembelajaran yang menghasilkan error 
paling kecil. Hasil batasan fungsi keanggotaan dengan delapan input parameter 
dapat dilihat pada Gambar 5.43 sampai Gambar 5.50. 
 
Gambar 5.43  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-1 
 
Gambar 5.44  Hasil Optimasi Batasan Fungsi Keanggotaan pada R T-2 
 



































Gambar 5.46  Hasil Optimasi Batasan Fungsi Keanggotaan pada T T-2 
 
Gambar 5.47  Hasil Optimasi Batasan Fungsi Keanggotaan pada H T-2 
 



































Gambar 5.49  Hasil Optimasi Batasan Fungsi Keanggotaan pada S T-2 
 
Gambar 5.50  Hasil Optimasi Batasan Fungsi Keanggotaan pada S T-2 
 
5.4.4 Hasil Pembelajaran pada Koefisien Konsekuen Rule Sugeno 
Selain melakukan optimasi pada batasan fungsi keanggotaan Sugeno, 
algoritma genetika juga melakukan optimasi terhadap koefisien konsekuen rule 
Sugeno. Hasil dari optimasi koefisien konsekuen rule Sugeno akan masuk ke 
dalam proses pembelajaran dengan ANFIS. Setelah masuk ke dalam proses 
pembelajaran dengan ANFIS, model fuzzy yang dioptimasi akan belajar lagi dari 
data training yang di masukkan ke dalam sistem ANFIS. Dari proses belajar 
tersebut, akan didapatkan model koefisien konsekuen rule Sugeno yang paling 
optimal untuk melakukan peramalan. Hasil optimasi koefisien konsekuen rule 
Sugeno yang dipakai adalah hasil pembelajaran yang menghasilkan error paling 
kecil. Hasil koefisien konsekuen rule Sugeno dengan delapan input parameter 



























Tabel 5.36 Hasil Optimasi Koefisien Konsekuen Rule Sugeno 
No R T-1 R T-2 T T-1 T T-2 H T-1 H T-2 S T-1 S T-2 Var Nilai  
1 Rendah Tinggi Rendah Tinggi Tinggi Rendah Rendah Rendah p1 0.48 
                  q1 0.15 
                  r1 -0.70 
                  s1 -0.26 
                  t1 -0.25 
                  u1 0.42 
                  v1 0.54 
                  w1 -0.11 
                  x1 -0.88 
2 Rendah Tinggi Rendah Tinggi Tinggi Rendah Rendah Tinggi p2 0.94 
                  q2 0.64 
                  r2 -0.32 
                  s2 -0.82 
                  t2 -0.99 
                  u2 0.49 
                  v2 0.65 
                  w2 -0.74 
                  x2 -0.93 
3 Rendah Tinggi Rendah Tinggi Tinggi Rendah Tinggi Rendah p3 1.00 
                  q3 0.57 
                  r3 -0.29 
                  s3 -0.34 
                  t3 -0.41 
                  u3 0.64 
                  v3 0.61 
                  w3 -0.86 
                  x3 -0.32 
4 Rendah Tinggi Rendah Tinggi Tinggi Rendah Tinggi Tinggi p4 0.39 
                  q4 0.86 
                  r4 -0.56 
                  s4 -0.72 
                  t4 -0.85 
                  u4 0.09 
                  v4 0.26 
                  w4 -0.34 
                  x4 -0.32 
… … … … … … … … … … … 
13 Rendah Tinggi Tinggi Rendah Rendah Tinggi Rendah Rendah p13 0.54 
                  q13 0.22 
                  r13 -0.61 
                  s13 -0.87 
                  t13 -0.22 
                  u13 0.78 
                  v13 0.36 
                  w13 -0.96 
                  x13 -0.35 
14 Rendah Tinggi Tinggi Rendah Rendah Tinggi Rendah Tinggi p14 0.87 
                  q14 0.95 
                  r14 -0.71 




                  t14 -0.91 
                  u14 0.55 
                  v14 0.51 
                  w14 -0.01 
                  x14 -0.08 
15 Rendah Tinggi Tinggi Rendah Rendah Tinggi Tinggi Rendah p15 0.52 
                  q15 0.21 
                  r15 -0.76 
                  s15 -0.79 
                  t15 -0.92 
                  u15 0.60 
                  v15 0.90 
                  w15 -0.30 
                  x15 -0.15 
16 Rendah Tinggi Tinggi Rendah Rendah Tinggi Tinggi Tinggi p16 0.32 
                  q16 0.32 
                  r16 -0.56 
                  s16 -0.39 
                  t16 -0.99 
                  u16 0.51 
                  v16 0.63 
                  w16 -0.49 





BAB 6 PEMBAHASAN 
6.1 Perbandingan Hasil ANFIS-GA dengan GSTAR SUR 
Pada metode GSTAR-SUR prediksi curah hujan dilakukan di daerah Tengger, 
Jawa Timur. Prediksi tersebut dilakukan pada empat kecamatan di daerah 
Tengger yaitu Kecamatan Puspo, Sumber, Tosari, dan Tutur. Ada empat 
parameter yang dijadikan sebagai nilai input dari GSTAR-SUR yaitu T-1 atau data 
curah hujan sepuluh hari yang lalu, T-2 atau data curah hujan dua puluh hari 
yang lalu, T-18 atau data curah hujan 180 hari yang lalu, dan Zt-36 atau data 
curah hujan 360 hari yang lalu. Penghitungan error hasil prediksi menggunakan 
rumus RMSE. 
Hasil prediksi curah hujan mengunakan GSTAR-SUR menghasilkan RMSE yang 
cukup bervariasi. RMSE pada Kecamatan Puspo sudah cukup kecil yaitu 4.9, akan 
tetapi RMSE pada Kecamatan Tutur masih cukup besar yaitu 10.89. Nilai RMSE 
yang diperoleh dengan menggunakan metode GSTAR-SUR lebih jelas dapat 
dilihat pada Tabel 6.1. 
Tabel 6.1 Nilai RMSE Menggunakan GSTAR-SUR 






Hasil prediksi dengan hybrid ANFIS-GA menghasilkan nilai RMSE yang jauh 
lebih baik dibandingkan dengan metode GSTAR-SUR. Nilai RMSE yang didapatkan 
jauh lebih kecil, baik hasil yang diperoleh dari pemodelan hybrid ANFIS-GA 
dengan 2 parameter input, 4 parameter input, dan 8 parameter input. 
Perbandingan nilai RMSE antara GSTAR SUR dengan hybrid ANFIS-GA ditunjukkan 
pada Tabel 6.2. Grafik perbandingan nilai RMSE menggunakan GSTAR-SUR dan 
hybrid ANFIS-GA ditunjukkan pada Gambar 6.1. 




















 Puspo 4.9 5.86880287 1.570433699 2.31105001 0.0000958 
Sumber 6.69 5.414617468 1.733407455 1.625475093 0.0000854 
Tosari 7.92 5.921184827 2.521117425 2.468783526 0.000111226 






Gambar 6.1  Grafik Nilai RMSE GSTAR-SUR dan Hybrid ANFIS-GA 
6.2 Perbandingan Hasil ANFIS-GA dengan Tsukamoto FIS 
Untuk metode Tsukamoto FIS prediksi curah hujan dilakukan didaerah yang 
sama yaitu Tengger, Jawa Timur pada empat kecamatan yang sama. Parameter 
input yang digunakan sebagai parameter input fuzzy adalah T-1 atau data curah 
hujan sepuluh hari yang lalu, T-2 atau data curah hujan dua puluh hari yang lalu, 
T-17 atau data curah hujan 170 hari yang lalu, dan Zt-34 atau data curah hujan 
340 hari yang lalu. Setiap parameter input mempunyai dua nilai linguistik yaitu 
rendah dan tinggi. Sedangkan parameter outputnya adalah Zt yang mempunyai 
tiga nilai linguistik yaitu rendah, sedang, dan tinggi. Ada 16 rule yang digunakan 
sebagai acuan dalam proses inferensi fuzzy. Untuk penentuan keputusan atau 
proses defuzzifikasi digunakan metode defuzzifikasi rata-rata terpusat atau 
Center Average Defuzzyfier. Untuk mengetahui nilai error hasil prediksi 
digunakan perhitungan dengan rumus RMSE. 
Hasil prediksi curah hujan mengunakan Tsukamoto FIS menghasilkan RMSE 
yang cukup bervariasi. RMSE terbesar didapat pada Kecamatan Sumber yaitu 
9.64, dan RMSE terkecil didapat pada Kecamatan Tutur yaitu 8.64. Nilai RMSE 
yang diperoleh dengan menggunakan metode Tsukamoto FIS lebih jelas dapat 
dilihat Tabel 6.3. Grafik perbandingan nilai RMSE menggunakan Tsukamoto FIS 
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Tabel 6.3 Nilai RMSE Menggunakan Tsukamoto FIS 





Hasil prediksi dengan hybrid ANFIS-GA menghasilkan nilai RMSE yang jauh 
lebih baik dibandingkan dengan metode Tsukamoto FIS. Nilai RMSE yang 
didapatkan jauh lebih kecil, baik hasil yang diperoleh dari pemodelan hybrid 
ANFIS-GA dengan 2 parameter input, 4 parameter input, dan 8 parameter input. 
Perbandingan nilai RMSE antara Tsukamoto FIS dan hybrid ANFIS-GA ditunjukkan 
pada Tabel 6.4. Grafik perbandingan nilai RMSE menggunakan Tsukamoto FIS 
dan hybrid ANFIS-GA ditunjukkan pada Gambar 6.2. 




















 Puspo 8.95 5.86880287 1.570433699 2.31105001 0.0000958 
Sumber 9.64 5.414617468 1.733407455 1.625475093 0.0000854 
Tosari 8.81 5.921184827 2.521117425 2.468783526 0.000111226 
Tutur 8.64 6.963682775 1.238601294 2.376924379 0.000125017 
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6.3 Perbandingan Hasil ANFIS-GA dengan Hybrid Tsukamoto FIS dan 
Algoritma Genetika 
Pada prediksi curah hujan menggunakan metode hybrid Tsukamoto FIS 
dengan algoritma genetika juga dilakukan dilokasi yang sama. Pemodelan pada 
Tsukamoto FIS sama dengan pemodelan sebelumnya, namun akan dilakukan 
optimasi pada batasan fungsi keanggotaan dari setiap parameter input dan 
parameter output. Proses algoritma genetika dimulai dengan pembentukan 
populasi awal, dilanjutkan dengan penghitungan nilai fitness dimana nilai fitness 
berbanding terbalik dengan nilai error RMSE hasil prediksi. Setelah penghitungan 
nilai fitness akan dilakukan proses seleksi dengan metode Roulette wheel untuk 
memilih induk atau parent yang akan melakukan proses reproduksi. Ada dua 
proses reproduksi yang dilakukan yaitu crossover dan mutasi. Pada proses 
crossover digunakan metode extended intermediate crossover dengan nilai cr 
0.95. Sedangkan metode untuk mutasi adalah simple random mutation dengan 
nilai mr 0.05. Setelah dilakukan proses reproduksi akan dilakukan proses evaluasi 
sebelum dilakukan seleksi untuk memilih kromosom yang lolos ke generasi 
selanjutnya dengan seleksi elitsm. Ada dua kondisi berhenti yang digunakan 
untuk menghentikan proses iterasi yaitu penentuan maksimum generasi dengan 
300 generasi dan penentuan maksimum kegagalan penggantian populasi 
sebanyak 10 kali. 
Hasil prediksi curah hujan mengunakan hybrid Tsukamoto FIS dengan 
algoritma genetika menghasilkan RMSE yang lebih dibandingkan dengan 
menggunakan metode Tsukamoto FIS. RMSE terbesar didapat pada Kecamatan 
Puspo yaitu 7.30 dan RMSE terkecil didapat pada Kecamatan Tutur yaitu 6.63. 
Nilai RMSE yang diperoleh dengan menggunakan metode hybrid Tsukamoto FIS 
dan algoritma genetika lebih jelas dapat dilihat pada Tabel 6.5. 
Tabel 6.5 Nilai RMSE Menggunakan Hybrid Tsukamoto FIS dan Algoritma 
Genetika 






Hasil prediksi dengan hybrid ANFIS-GA menghasilkan nilai RMSE yang jauh 
lebih baik dibandingkan dengan metode hybrid Tsukamoto FIS dengan algoritma 
genetika. Nilai RMSE yang didapatkan jauh lebih kecil, baik hasil yang diperoleh 
dari pemodelan hybrid ANFIS-GA dengan 2 parameter input, 4 parameter input 
model kedua, dan 8 parameter input. Perbandingan nilai RMSE antara hybrid 
Tsukamoto FIS dengan algoritma genetika dan hybrid ANFIS-GA ditunjukkan pada 
Tabel 6.6. Grafik perbandingan nilai RMSE menggunakan hybrid Tsukamoto FIS 


























 Puspo 7.30 5.86880287 1.570433699 2.31105001 0.0000958 
Sumber 7.09 5.414617468 1.733407455 1.625475093 0.0000854 
Tosari 6.78 5.921184827 2.521117425 2.468783526 0.000111226 
Tutur 6.63 6.963682775 1.238601294 2.376924379 0.000125017 
 
 
Gambar 6.3  Grafik Nilai RMSE Hybrid Tsukamoto FIS dengan GA dan Hybrid 
ANFIS-GA 
6.4 Perbandingan Hasil ANFIS-GA dengan System Dynamics 
Prediksi curah hujan menggunakan pendekatan system dynamics diawali 
dengan penentuan variabel-variabel yang berpengaruh terhadap curah hujan, 
seperti suhu dan kelembaban (Wahyuni, Adipraja, Mahmudy, et al., 2016). Data 
curah hujan, suhu, dan kelembaban dianalisis untuk menghitung rentang suhu 
dan kelembaban rata-rata dalam periode bulanan. Kemudian memodelkan stock 
and flow diagram (SFD) sesuai dengan hubungan antar variabel untuk membuat 
simulasinya. Kemudian hasil simulasi divalidasi dengan data asli yaitu data curah 
hujan pada tahun-tahun sebelumnya atau data time series. Simulasi yang telah 
dianggap valid dapat digunakan untuk memprediksi curah hujan hingga beberapa 
periode kedepan. 
Hasil prediksi curah hujan mengunakan pendekatan system dynamics 
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sebelumnya yaitu Tsukamoto FIS dan hybrid Tsukamoto FIS dengan algoritma 
genetika. Hal tersebut terjadi karena ada penambahan variabel yang 
berpengaruh terhadap curah hujan yaitu suhu dan kelembaban. Dengan 
penambahan variabel terbukti nilai RMSE yang dihasilkan semakin kecil 
dibandingkan dengan metode hybrid Tsukamoto FIS dengan algoritma genetika 
yang menggunakan data time series curah hujan saja. RMSE terbesar didapat 
pada Kecamatan Sumber yaitu 7.07 dan RMSE terkecil didapat pada Kecamatan 
Tosari yaitu 6.42. Nilai RMSE yang diperoleh dengan menggunakan metode 
hybrid Tsukamoto FIS dan algoritma genetika lebih jelas dapat dilihat pada Tabel 
6.7.  
Tabel 6.7 Nilai RMSE Menggunakan System Dynamics 





Hasil prediksi dengan hybrid ANFIS-GA menghasilkan nilai RMSE yang jauh 
lebih baik dibandingkan dengan metode system dynamics. Nilai RMSE yang 
didapatkan jauh lebih kecil, baik hasil yang diperoleh dari pemodelan hybrid 
ANFIS-GA dengan 2 parameter input, 4 parameter input, dan 8 parameter input. 
Perbandingan nilai RMSE antara system dynamics dan hybrid ANFIS-GA 
ditunjukkan pada Tabel 6.8. Grafik perbandingan nilai RMSE menggunakan 
system dynamics dan hybrid ANFIS-GA ditunjukkan pada Gambar 6.4. 





















 Puspo 6.7672 5.86880287 1.570433699 2.31105001 0.0000958 
Sumber 7.0756 5.414617468 1.733407455 1.625475093 0.0000854 
Tosari 6.4219 5.921184827 2.521117425 2.468783526 0.000111226 






Gambar 6.4  Grafik Nilai RMSE System Dynamics dan Hybrid ANFIS-GA 
6.5 Perbandingan Hasil ANFIS-GA dengan ANFIS 
Prediksi curah hujan menggunakan ANFIS dilakukan pada model input yang 
sama dengan ANFIS-GA. Hal tersebut dilakukan untuk mengetahui hasil prediksi 
menggunakan metode ANFIS dengan dan tanpa optimasi. Parameter input curah 
hujan atau rainfall yang akan diujikan antara lain adalah dua parameter input  
rainfall pada time lag T-1 dan T-2, dan empat parameter input rainfal pada time 
lag T-1, T-2, T-17, dan T-34 serta pada time lag T-1, T-2, T-3, dan T-4. ANFIS juga 
akan membandingkan hasil prediksi dengan delapan parameter input dengan 
empat varibel yaitu curah hujan, suhu, kelembaban, dan lama penyinaran 
matahari yang masing-masing menggunakan data pada time lag T-1 dan T-2. 
Hasil prediksi curah hujan mengunakan ANFIS memberikan nilai RMSE yang 
cukup kecil. Hal ini terjadi karena ANFIS mempunyai kemampuan untuk 
memperbaiki bobot pada setiap input yang masuk dengan proses pembelajaran 
neural network. Nilai RMSE yang diperoleh dengan menggunakan metode ANFIS 
lebih jelas dapat dilihat pada Tabel 6.9.  
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 Puspo 6.6446643 3.1092448 5.8032124 0.0000958 
Sumber 6.4964740 8.4940779 8.5445296 0.0000854 
Tosari 6.3595159 3.1444741 5.9792264 0.000111226 
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Hasil prediksi dengan hybrid ANFIS-GA menghasilkan nilai RMSE yang jauh 
lebih baik dibandingkan dengan metode ANFIS tanpa optimasi. Nilai RMSE yang 
didapatkan jauh lebih kecil, baik hasil yang diperoleh dari pemodelan hybrid 
ANFIS-GA dengan 2 parameter input dan 4 parameter input. Namun pada jumlah 
8 parameter input nilai RMSE yang didapatkan sama dengan hybrid ANFIS-GA. 
Perbandingan nilai RMSE antara ANFIS dan hybrid ANFIS-GA ditunjukkan pada 
Tabel 6.10. 
Tabel 6.10 Perbandingan Nilai RMSE ANFIS dan Hybrid ANFIS-GA 
Metode Prediksi Curah Hujan 
RMSE 
Puspo Sumber Tosari Tutur 
ANFIS 2 Input 6.6446643 6.496474 6.3595159 7.2864661 
ANFIS 4 Input Bentuk Pertama 3.1092448 8.4940779 3.1444741 3.2307352 
ANFIS 4 Input Bentuk Kedua 5.8032124 8.5445296 5.9792264 5.2745705 
ANFIS 8 Input 0.0000958 0.0000854 0.0001112 0.000125 
Hybrid ANFIS-GA 2 Input 5.8688029 5.4146175 5.9211848 6.9636828 
Hybrid ANFIS-GA 4 Input Bentuk 
Pertama 1.5704337 1.7334075 2.5211174 1.2386013 
Hybrid ANFIS-GA 4 Input Bentuk Kedua 2.31105 1.6254751 2.4687835 2.3769244 
Hybrid ANFIS-GA 8 Input 0.0000958 0.0000854 0.0001112 0.000125 
 
Dapat dilihat pada Tabel 6.10, nilai RMSE hybrid ANFIS-GA sama dengan 
ANFIS tanpa optimasi. Hal ini menunjukkan bahwa model ANFIS dengan 8 
parameter input adalah model ANFIS yang sudah optimal untuk melakukan 
prediksi curah hujan. Hal tersebut didukung oleh nilai RMSE yang sudah sangat 
kecil dan hasil yang diperoleh sama dengan ANFIS yang dioptimasi dengan GA. 
Seperti yang pernah disebutkan oleh Jang (1996) jumlah parameter input pada 
ANFIS menentukan hasil yang diperoleh, apabila hasil yang didapatkan ANFIS 
sudah baik maka input yang dipakai sudah sesuai. Menurut beberapa penelitian 
sebelumnya yang pernah menggunakan ANFIS sebagai metode prediksi, untuk 
menghasilkan prediksi yang baik digunakan jumlah parameter input lebih dari 5 
(Esfahanipour & Aghamiri, 2010) (Cai, Du, & Liu, 2003). Pada penelitian lain, Jang 
(1996) menggunakan 6 parameter input dalam penelitiannya untuk 
menghasilkan error yang kecil yaitu training error sebesar 0.1 dan checking error 
sebesar 0.5. Hasil prediksi dengan ANFIS yang menghasilkan nilai RMSE sangat 
kecil juga pernah didapatkan pada penelitian yang dilakukan oleh Boyacioglu & 
Avci (2010) yang menggunakan 9 parameter input dan menghasilkan nilai RMSE 
paling kecil sebesar 0.0068 untuk hasil prediksi stock market. Grafik 
perbandingan nilai RMSE menggunakan ANFIS dan hybrid ANFIS-GA ditunjukkan 





Gambar 6.5  Grafik Nilai RMSE ANFIS dan Hybrid ANFIS-GA 
6.6 Perbandingan Hasil Prediksi dengan Berbagai Metode 
Hasil prediksi curah hujan menggunakan metode hybrid ANFIS-GA memiliki 
nilai RMSE yang lebih rendah jika dibandingkan dengan metode lain yaitu 
metode GSTAR-SUR (Iriany et al., 2015), Tsukamoto FIS (Wahyuni, Mahmudy, et 
al., 2016), hybrid Tsukamoto FIS dengan algoritma genetika (Wahyuni & 
Mahmudy, 2016b), dan system dynamics (Wahyuni, Adipraja, Mahmudy, et al., 
2016). Metode hybrid ANFIS-GA yang diajukan memiliki kemampuan untuk 
mengoptimasi batasan fungsi keanggotaan dan koefisien konsekuen rule dari 
fuzzy inference system Sugeno sebelum masuk kedalam proses pembelajaran 
dengan neural network. Proses optimasi batasan fungsi keanggotaan dan 
koefisien konsekuen rule Sugeno dilakukan oleh algoritma genetika dengan 
mengkodekan solusi ke dalam kromosom. Model kromosom yang disusun oleh 
algoritma genetika akan masuk ke dalam proses ANFIS untuk dilatih lagi dengan 
data training sehingga akan menghasilkan model ANFIS yang dapat memprediksi 
curah hujan dengan data testing yang di inputkan. Dengan adanya dua proses 
perbaikan batasan fungsi keanggotaan yaitu pada proses optimasi dengan 
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diperoleh dari hasil prediksi menjadi lebih rendah. Perbandingan nilai RMSE dari 
metode pembanding dengan metode hybrid ANFIS-GA yang diajukan ditampilkan 
pada Tabel 6.11. 
Tabel 6.11 Perbandingan Nilai RMSE Metode Pembanding dengan Hybrid 
ANFIS-GA 
Metode Prediksi Curah Hujan 
RMSE 
Puspo Sumber Tosari Tutur 
GSTAR 4.9 6.69 7.92 10.89 
Tsukamoto FIS 8.95 9.64 8.81 8.64 
Hybrid Tsukamoto FIS & GA 7.3 7.09 6.78 6.63 
System Dynamics 6.7672 7.0756 6.4219 6.581 
ANFIS 2 Parameter Input 6.6446643 6.496474 6.3595159 7.2864661 
ANFIS 4 Parameter Input Bentuk Pertama 3.1092448 8.4940779 3.1444741 3.2307352 
ANFIS 4 Parameter Input Bentuk Kedua 5.8032124 8.5445296 5.9792264 5.2745705 
ANFIS 8 Parameter Input 0.0000958 0.0000854 0.0001112 0.000125 
Hybrid ANFIS-GA 2 Input 5.8688029 5.4146175 5.9211848 6.9636828 
Hybrid ANFIS-GA 4 Input Bentuk Pertama 1.5704337 1.7334075 2.5211174 1.2386013 
Hybrid ANFIS-GA 4 Input Bentuk Kedua 2.31105 1.6254751 2.4687835 2.3769244 
Hybrid ANFIS-GA 8 Input 0.0000958 0.0000854 0.0001112 0.000125 
 
Pada Tabel 6.11 dapat diliat bahwa nilai RMSE yang dihasilkan dari beberapa 
metode cukup bervariasi. Nilai RMSE terbaik didapat dari metode hybrid ANFIS-
GA dengan 8 parameter input. Namun, metode ANFIS-GA dengan dua parameter 
input sudah bisa lebih baik dibandingkan dengan semua metode pambanding 
yang sudah pernah dilakukan sebelumnya yaitu system dynamics, hybrid 
Tsukamoto FIS dengan algoritma genetika, Tsukamoto FIS, GSTAR-SUR. Dari hasil 
tersebut dapat disimpulkan bahwa prediksi curah hujan dengan metode ANFIS-
GA menghasilkan nilai error RMSE terkecil dibandingkan dengan hasil prediksi 





Gambar 6.6  Grafik Nilai RMSE Berbagai Metode 
Pada Gambar 6.6 yang menunjukkan grafik perbandingan nilai RMSE 
berbagai metode, dapat dilihat bahwa hasil pengujian dengan metode hybrid 
ANFIS-GA memberikan nilai RMSE yang lebih kecil jika dibandingkan dengan 
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memberikan hasil prediksi yang lebih baik. Error yang didapatkan menggunakan 
metode hybrid ANFIS-GA dengan 2 parameter input pada daerah Sumber sudah 
bisa mengalahkan nilai error yang didapat dari metode lain. 
6.7 Perbandingan RMSE ANFIS-GA Berdasarkan Jumlah Input 
Parameter input untuk prediksi curah hujan dengan ANFIS-GA memiliki 
beberapa jenis inputan yang berbeda. Ada tiga model parameter input yang 
diajukan, pertama model diuji dengan dua parameter input, kedua model diuji 
dengan empat parameter input, dan ketiga model diuji dengan delapan 
parameter input. Model pertama dengan dua parameter input hanya 
menggunakan data time series curah hujan pada time lag T-1 dan T-2. Pada 
model empat parameter input, ada dua bentuk inputan yang diajukan, bentuk 
pertama yaitu data curah hujan pada time lag T-1, T-2, T-17, dan Zt-34 dimana 
bentuk parameter input tersebut mengacu pada penelitian sebelumnya dan 
bentuk kedua yaitu data curah hujan pada time lag T-1, T-2, Zt-3 dan Zt-4. Model 
ketiga dengan delapan parameter input menggunakan data time series data 
curah hujan (rainfall) pada time lag R T-1 (data curah hujan selama 10 hari yang 
lalu), R T-2 (data curah hujan selama 20 hari yang lalu), data suhu (temperature) 
pada time lag T T-1 (data suhu selama 10 hari yang lalu), T T-2 (data suhu selama 
20 hari yang lalu), data kelembaban (humidity) pada time lag H T-1 (data 
kelembaban selama 10 hari yang lalu), H T-2 (data kelembaban selama 20 hari 
yang lalu), data lama penyinaran matahari (sunshine radiation) pada time lag S T-
1 (data lama penyinaran matahari selama 10 hari yang lalu), dan H T-2 (data lama 
penyinaran matahari selama 20 hari yang lalu). Nilai RMSE untuk beberapa 
model inputan tersebut dapat dilihat pada Tabel 6.12. Grafik perbandingan nilai 
RMSE menggunakan ANFIS-GA berdasarkan jumlah parameter input ditunjukkan 
pada Gambar 6.7. 
Tabel 6.12 Perbandingan Nilai RMSE Hybrid ANFIS-GA Berdasarkan Jumlah 
Parameter Input 
















 Puspo 5.86880287 1.570433699 2.31105001 0.0000958 
Sumber 5.414617468 1.733407455 1.625475093 0.0000854 
Tosari 5.921184827 2.521117425 2.468783526 0.000111226 
Tutur 6.963682775 1.238601294 2.376924379 0.000125017 
 
Pada Tabel 6.12 dapat dilihat bahwa jumlah parameter input mempengaruhi 
nilai RMSE yang dihasilkan. Nilai RMSE dengan delapan parameter input jauh 
lebih kecil jika dibandingkan dengan nilai RMSE yang dihasilkan dari model dua 
parameter input maupun model empat parameter input. Berdasarkan nilai RMSE 
yang dihasilkan dari proses pengujian menunjukkan bahwa semakin banyak 
parameter input yang digunakan untuk proses training maka nilai RMSE yang 




menentukan besar kecilnya nilai RMSE (Kampouropoulos, et al, 2014). Selain 
jumlah parameter input, jenis parameter input yang digunakan juga dapat 
mempengaruhi hasil prediksi. Hal tersebut dibuktikan dengan penggunaan 
parameter lain yang mempengaruhi curah hujan seperti suhu, kelembaban, dan 
lama penyinaran matahari dapat memperkecil nilai error RMSE yang didapatkan 
(Wahyuni, Adipraja, Mahmudy, et al., 2016), (Fadli, 2012). 
 
Gambar 6.7  Grafik Nilai RMSE Hybrid ANFIS-GA Berdasarkan Jumlah Parameter 
Input 
Pada Gambar 6.7 yang menunjukkan grafik perbandingan nilai RMSE hybrid 
ANFIS-GA, dapat dilihat bahwa hasil pengujian dengan model empat parameter 
input bentuk pertama dengan model empat parameter input bentuk kedua 
menghasilkan nilai RMSE yang tidak terlalu jauh. Hal ini menunjukkan bahwa 
pemilihan time lag pada data time series sebagai parameter input pada hybrid 
ANFIS-GA tidak mempunyai pengaruh yang cukup signifikan terhadap perubahan 
nilai RMSE. Sehingga, untuk peramalan menggunakan hybrid ANFIS-GA dapat 
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BAB 7 PENUTUP 
7.1 Kesimpulan  
Kesimpulan dari hasil prediksi curah hujan menggunakan hybrid ANFIS-GA 
yang sudah dilakukan adalah: 
1. Arsitektur algoritma genetika dimulai dengan menentukan 
pengkodean kromosom dengan bilangan riil, dilanjutkan dengan 
menetukan jumlah populasi sebanyak 200 populasi, maksimal 
generasi 300, parameter reproduksi yang digunakan yaitu cr = 0.95, 
mr = 0.05, dan metode seleksi Roulette Whell. 
2. Optimasi menggunakan algoritma genetika berhasil menentukan nilai 
yang sesuai untuk batasan fungsi keanggotaan dan koefisien 
konsekuen rule Sugeno sebelum masuk ke dalam proses 
pembelajaran dengan ANFIS dibuktikan dengan nilai RMSE yang lebih 
kecil jika dibandingkan dengan ANFIS tanpa optimasi. 
3. Digunakan empat formulasi paremeter input ANFIS yaitu 2 parameter 
input dari dara curah hujan pada time lag T-1 dan T-2, 4 parameter 
input dari data curah hujan pada time lag T-1, T-2, T-17, T-34, dan 
pada time lag T-1, T-2, T-3, dan T-4, serta 8 parameter input dari data 
curah hujan, suhu, kelembaban, dan lama penyinaran matahari, 
masing-masing pada time lag T-1 dan T-2. 
4. Pemodelan hybrid ANFIS-GA yang menghasilkan error paling kecil 
didapatkan dari pemodelan dengan delapan parameter input dengan 
memasukkan empat variabel data time series yang berpengaruh 
terhadap curah hujan, yaitu data time series curah hujan, suhu, 
kelembaban, dan lama penyinaran matahari, masing-masing pada 
time lag T-1 dan T-2. 
5. Hasil prediksi curah hujan menggunakan metode hybrid ANFIS-GA 
menghasilkan nilai RMSE yang lebih kecil jika dibandingkan dengan 
metode yang pernah digunakan untuk prediksi curah hujan yang lain 
yaitu metode GSTAR-SUR (Iriany et al., 2015), Tsukamoto FIS 
(Wahyuni, Mahmudy, & Iriany, 2016), hybrid Tsukamoto FIS dengan 
algoritma genetika (Wahyuni & Mahmudy, 2016b), dan system 
dynamics (Wahyuni, Adipraja, Mahmudy, et al., 2016). 
7.2 Saran 
Saran yang diajukan oleh penulis untuk meningkatkan kegunaan dari hasil 
prediksi menggunakan hybrid ANFIS-GA yaitu, mengingat hasil error yang 
dihasilkan oleh prediksi menggunakan hybrid ANFIS-GA sangat kecil, maka untuk 
meningkatkan kegunaan dari hasil prediksi tersebut pada penelitian selanjutnya 
akan dilakukan pengambilan keputusan untuk menetukan kalender tanam pada 




hasil peramalan curah hujan, dimana dari data tersebut akan diketahui pola 
kapan curah hujan akan tinggi dan kapan curah hujan akan rendah. 
Dari data pola curah hujan yang diperoleh dari hasil prediksi, dapat 
ditentukan tanaman apa yang cocok untuk ditanam pada saat curah hujan tinggi 
dan saat curah hujan rendah. Metode yang diajukan untuk membuat kalender 
masa tanam tersebut adalah metode system dynamics, dimana metode ini dapat 
membuat simulasi dengan menggunakan data hasil hasil prediksi yang diperoleh 
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LAMPIRAN A HASIL PREDIKSI CURAH HUJAN KECAMATAN 




Actual Rainfall Data 
(y) 
Prediction Results (y ') y-y' (y-y')2 
181 Jan, 2010 10.800 1.305 9.495 90.163 
182 
 
6.400 2.636 3.764 14.170 
183 
 
0.000 6.589 -6.589 43.409 
184 Feb, 2010 19.700 17.307 2.393 5.726 
185 
 
16.800 6.044 10.756 115.690 
186 
 
11.625 2.181 9.444 89.195 
187 Mar, 2010 9.900 0.663 9.237 85.316 
188 
 
18.300 9.778 8.522 72.626 
189 
 
10.727 1.590 9.137 83.487 
190 Apr, 2010 9.100 1.358 7.742 59.939 
191 
 
16.600 8.682 7.918 62.700 
192 
 
24.800 13.513 11.287 127.393 
193 Mei, 2010 6.500 6.500 0.000 0.000 
194 
 
11.800 1.967 9.833 96.696 
195 
 
11.636 3.336 8.300 68.895 
196 Jun, 2010 21.400 11.972 9.428 88.885 
197 
 
15.900 1.641 14.259 203.326 
198 
 
0.700 13.045 -12.345 152.396 
199 Jul, 2010 7.000 2.090 4.910 24.109 
200 
 
0.000 4.583 -4.583 21.001 
201 
 
12.636 10.106 2.530 6.402 
202 Agt, 2010 2.100 5.134 -3.034 9.203 
203 
 
6.600 1.737 4.863 23.653 
204 
 
1.636 3.067 -1.430 2.046 
205 Sep, 2010 11.600 8.345 3.255 10.592 
206 
 
11.900 4.810 7.090 50.272 
207 
 
2.400 7.114 -4.714 22.219 
208 Okt, 2010 7.500 2.655 4.845 23.473 
209 
 
18.600 13.380 5.220 27.249 
210 
 
6.273 5.646 0.627 0.393 
211 Nov, 2010 8.700 0.395 8.305 68.976 
212 
 
2.700 4.002 -1.302 1.696 
213 
 
8.800 4.536 4.264 18.184 
214 Des, 2010 25.500 19.563 5.937 35.245 
215 
 
4.100 4.100 0.000 0.000 
216 
 
3.091 5.705 -2.615 6.836 
217 Jan, 2011 13.600 10.191 3.409 11.624 
218 
 
1.400 7.020 -5.620 31.579 
219 
 
20.818 16.084 4.734 22.415 
220 Feb, 2011 7.900 3.733 4.167 17.364 
221 
 
5.100 4.523 0.577 0.333 
222 
 
17.625 12.347 5.278 27.862 
223 Mar, 2011 19.500 8.615 10.885 118.486 
224 
 
8.000 6.679 1.321 1.746 
225 
 
6.182 3.190 2.992 8.952 
226 Apr, 2011 22.500 16.659 5.841 34.114 
227 
 
3.500 10.063 -6.563 43.072 
228 
 
2.000 5.813 -3.813 14.536 
229 Mei, 2011 14.400 11.672 2.728 7.444 
230 
 
5.800 2.769 3.031 9.184 
231 
 
0.000 7.111 -7.111 50.565 
232 Jun, 2011 0.000 2.256 -2.256 5.090 
233 
 
0.000 0.932 -0.932 0.869 
234 
 
8.800 7.868 0.932 0.869 
235 Jul, 2011 0.000 5.321 -5.321 28.308 
236 
 
2.600 0.341 2.259 5.104 
237 
 




238 Agt, 2011 0.000 1.526 -1.526 2.328 
239 
 
0.000 0.932 -0.932 0.869 
240 
 
0.000 0.932 -0.932 0.869 
241 Sep, 2011 0.000 0.932 -0.932 0.869 
242 
 
0.000 0.932 -0.932 0.869 
243 
 
0.000 0.932 -0.932 0.869 
244 Okt, 2011 0.000 0.932 -0.932 0.869 
245 
 
2.200 1.268 0.932 0.869 
246 
 
0.273 1.756 -1.484 2.201 
247 Nov, 2011 19.200 17.630 1.570 2.466 
248 
 
8.000 2.569 5.431 29.498 
249 
 
12.600 3.297 9.303 86.553 
250 Des, 2011 11.400 2.359 9.041 81.743 
251 
 
9.000 0.493 8.507 72.376 
252 
 
7.545 0.477 7.068 49.964 
253 Jan, 2012 7.700 0.951 6.749 45.548 
254 
 
16.200 9.706 6.494 42.173 
255 
 
4.182 6.586 -2.404 5.780 
256 Feb, 2012 11.700 4.985 6.715 45.088 
257 
 
10.500 2.779 7.721 59.614 
258 
 
7.444 1.394 6.050 36.603 
259 Mar, 2012 11.800 4.759 7.041 49.574 
260 
 
3.700 4.815 -1.115 1.244 
261 
 
2.000 3.470 -1.470 2.162 
262 Apr, 2012 13.500 10.726 2.774 7.696 
263 
 
3.300 4.821 -1.521 2.312 
264 
 
10.700 5.041 5.659 32.023 
265 Mei, 2012 12.900 5.879 7.021 49.296 
266 
 
0.900 8.907 -8.007 64.112 
267 
 
0.091 4.234 -4.143 17.167 
268 Jun, 2012 1.700 0.517 1.183 1.400 
269 
 
0.400 1.401 -1.001 1.002 
270 
 
0.200 1.320 -1.120 1.254 
271 Jul, 2012 0.000 1.123 -1.123 1.262 
272 
 
0.000 0.978 -0.978 0.957 
273 
 
0.000 0.932 -0.932 0.869 
274 Agt, 2012 0.000 0.932 -0.932 0.869 
275 
 
0.000 0.932 -0.932 0.869 
276 
 
0.000 0.932 -0.932 0.869 
277 Sep, 2012 0.000 0.932 -0.932 0.869 
278 
 
0.000 0.932 -0.932 0.869 
279 
 
0.000 0.932 -0.932 0.869 
280 Okt, 2012 7.400 6.468 0.932 0.869 
281 
 
11.900 7.278 4.622 21.367 
282 
 
0.000 8.555 -8.555 73.191 
283 Nov, 2012 2.100 1.548 0.552 0.305 
284 
 
8.000 6.020 1.980 3.919 
285 
 
8.500 3.099 5.401 29.170 
286 Des, 2012 9.700 2.703 6.997 48.954 
287 
 
15.600 7.891 7.709 59.432 
288 
 
27.091 16.166 10.925 119.357 
289 Jan, 2013 13.700 13.700 0.000 0.000 
290 
 
13.700 0.247 13.453 180.994 
291 
 
8.636 2.255 6.382 40.728 
292 Feb, 2013 5.400 2.966 2.434 5.927 
293 
 
25.800 20.204 5.596 31.316 
294 
 
6.625 6.625 0.000 0.000 
295 Mar, 2013 7.700 2.424 5.276 27.836 
296 
 
14.200 7.916 6.284 39.488 
297 
 
13.818 4.047 9.771 95.468 
298 Apr, 2013 20.800 9.736 11.064 122.403 
299 
 
21.300 6.842 14.458 209.033 
300 
 
0.500 15.801 -15.301 234.111 
301 Mei, 2013 3.900 2.143 1.757 3.088 
302 
 
10.800 7.809 2.991 8.948 
303 
 
4.636 2.572 2.064 4.262 
304 Jun, 2013 17.900 12.191 5.709 32.594 
305 
 






0.000 7.162 -7.162 51.290 
307 Jul, 2013 3.800 1.886 1.914 3.662 
308 
 
0.000 2.827 -2.827 7.993 
309 
 
0.000 1.800 -1.800 3.239 
310 Agt, 2013 0.000 0.932 -0.932 0.869 
311 
 
0.000 0.932 -0.932 0.869 
312 
 
0.000 0.932 -0.932 0.869 
313 Sep, 2013 0.000 0.932 -0.932 0.869 
314 
 
0.000 0.932 -0.932 0.869 
315 
 
0.000 0.932 -0.932 0.869 
316 Okt, 2013 0.000 0.932 -0.932 0.869 
317 
 
4.700 3.768 0.932 0.869 
318 
 
6.091 2.815 3.276 10.732 
319 Nov, 2013 3.400 1.642 1.758 3.090 
320 
 
18.700 14.682 4.018 16.143 
321 
 
19.500 8.467 11.033 121.731 
322 Des, 2013 12.500 2.424 10.076 101.529 
323 
 
33.200 21.584 11.616 134.927 
324 
 
18.818 18.818 0.000 0.000 
325 Jan, 2014 23.800 5.907 17.893 320.160 
326 
 
3.300 13.795 -10.495 110.146 
327 
 
10.273 2.263 8.009 64.148 
328 Feb, 2014 14.000 7.192 6.808 46.350 
329 
 
6.000 4.258 1.742 3.035 
330 
 
10.375 3.256 7.119 50.685 
331 Mar, 2014 6.500 0.975 5.525 30.523 
332 
 
15.600 9.059 6.541 42.790 
333 
 
3.273 6.922 -3.649 13.316 
334 Apr, 2014 6.300 0.175 6.125 37.510 
335 
 
9.300 4.479 4.821 23.240 
336 
 
14.700 7.692 7.008 49.107 
337 Mei, 2014 2.600 7.785 -5.185 26.885 
338 
 
13.600 8.016 5.584 31.177 
339 
 
12.909 4.602 8.308 69.016 
340 Jun, 2014 0.000 10.473 -10.473 109.691 
341 
 
3.500 0.378 3.122 9.744 
342 
 
0.900 1.778 -0.878 0.770 
343 Jul, 2014 0.200 1.980 -1.780 3.168 
344 
 
0.000 1.238 -1.238 1.531 
345 
 
2.091 1.113 0.978 0.956 
346 Agt, 2014 0.000 1.975 -1.975 3.901 
347 
 
0.000 1.410 -1.410 1.987 
348 
 
0.000 0.932 -0.932 0.869 
349 Sep, 2014 0.000 0.932 -0.932 0.869 
350 
 
0.000 0.932 -0.932 0.869 
351 
 
0.000 0.932 -0.932 0.869 
352 Okt, 2014 0.000 0.932 -0.932 0.869 
353 
 
0.000 0.932 -0.932 0.869 
354 
 
0.000 0.932 -0.932 0.869 
355 Nov, 2014 0.400 0.532 -0.132 0.018 
356 
 
3.400 2.268 1.132 1.281 
357 
 
9.500 6.781 2.719 7.393 
358 Des, 2014 4.500 1.946 2.554 6.525 
359 
 
22.900 17.556 5.344 28.563 
360 
 





LAMPIRAN B HASIL PREDIKSI CURAH HUJAN KECAMATAN 
SUMBER DENGAN 2 PARAMETER INPUT TAHUN 2010-2014 
Sumber 
No. Bulan 
Data Curah Hujan 
Sebenarnya (y) 




181 Jan, 2010 16.000 6.273 9.727 94.608 
182 
 
3.200 9.736 -6.536 42.716 
183 
 
21.364 15.184 6.179 38.182 
184 Feb, 2010 16.300 3.984 12.316 151.683 
185 
 
16.800 2.864 13.936 194.215 
186 
 
8.375 4.655 3.720 13.840 
187 Mar, 2010 0.000 8.943 -8.943 79.971 
188 
 
11.700 8.856 2.844 8.087 
189 
 
11.545 4.778 6.767 45.794 
190 Apr, 2010 0.000 9.360 -9.360 87.600 
191 
 
0.000 3.567 -3.567 12.725 
192 
 
8.300 7.368 0.932 0.869 
193 Mei, 2010 0.000 5.071 -5.071 25.717 
194 
 
11.100 8.273 2.827 7.990 
195 
 
9.000 2.533 6.467 41.828 
196 Jun, 2010 0.000 7.954 -7.954 63.258 
197 
 
0.000 2.986 -2.986 8.918 
198 
 
0.400 0.532 -0.132 0.018 
199 Jul, 2010 0.000 1.132 -1.132 1.281 
200 
 
0.000 1.024 -1.024 1.048 
201 
 
2.455 1.523 0.932 0.868 
202 Agt, 2010 0.000 2.157 -2.157 4.651 
203 
 
0.000 1.493 -1.493 2.228 
204 
 
2.455 1.523 0.932 0.868 
205 Sep, 2010 0.000 2.157 -2.157 4.651 
206 
 
16.300 14.807 1.493 2.228 
207 
 
0.000 9.060 -9.060 82.092 
208 Okt, 2010 0.000 4.652 -4.652 21.644 
209 
 
0.000 0.932 -0.932 0.869 
210 
 
0.000 0.932 -0.932 0.869 
211 Nov, 2010 0.000 0.932 -0.932 0.869 
212 
 
3.600 2.668 0.932 0.869 
213 
 
0.000 2.728 -2.728 7.439 
214 Des, 2010 11.000 9.246 1.754 3.076 
215 
 
27.600 21.182 6.418 41.186 
216 
 
9.091 9.091 0.000 0.000 
217 Jan, 2011 0.000 11.764 -11.764 138.403 
218 
 
0.000 3.007 -3.007 9.043 
219 
 
30.364 29.432 0.932 0.869 
220 Feb, 2011 0.000 0.000 0.000 0.000 
221 
 
0.000 7.862 -7.862 61.811 
222 
 
13.625 12.693 0.932 0.869 
223 Mar, 2011 10.200 2.473 7.727 59.700 
224 
 
10.000 0.872 9.128 83.323 
225 
 
19.273 11.026 8.246 68.005 
226 Apr, 2011 15.400 2.575 12.825 164.485 
227 
 
16.500 3.490 13.010 169.263 
228 
 
0.000 12.675 -12.675 160.650 
229 Mei, 2011 0.000 4.698 -4.698 22.071 
230 
 
7.700 6.768 0.932 0.869 
231 
 
0.000 4.772 -4.772 22.772 
232 Jun, 2011 0.000 2.690 -2.690 7.234 
233 
 
0.000 0.932 -0.932 0.869 
234 
 
0.000 0.932 -0.932 0.869 
235 Jul, 2011 0.000 0.932 -0.932 0.869 
236 
 
0.000 0.932 -0.932 0.869 
237 
 
0.000 0.932 -0.932 0.869 
238 Agt, 2011 0.000 0.932 -0.932 0.869 
239 
 






0.000 0.932 -0.932 0.869 
241 Sep, 2011 0.000 0.932 -0.932 0.869 
242 
 
0.000 0.932 -0.932 0.869 
243 
 
0.000 0.932 -0.932 0.869 
244 Okt, 2011 0.000 0.932 -0.932 0.869 
245 
 
0.000 0.932 -0.932 0.869 
246 
 
0.000 0.932 -0.932 0.869 
247 Nov, 2011 9.200 8.268 0.932 0.869 
248 
 
2.300 3.220 -0.920 0.846 
249 
 
9.000 4.821 4.179 17.463 
250 Des, 2011 0.000 5.945 -5.945 35.345 
251 
 
10.300 7.314 2.986 8.918 
252 
 
0.000 6.069 -6.069 36.827 
253 Jan, 2012 0.000 3.283 -3.283 10.778 
254 
 
0.000 0.932 -0.932 0.869 
255 
 
0.000 0.932 -0.932 0.869 
256 Feb, 2012 0.000 0.932 -0.932 0.869 
257 
 
0.000 0.932 -0.932 0.869 
258 
 
13.500 12.568 0.932 0.869 
259 Mar, 2012 0.000 7.664 -7.664 58.741 
260 
 
0.000 4.013 -4.013 16.107 
261 
 
4.273 3.341 0.932 0.869 
262 Apr, 2012 8.800 5.737 3.063 9.383 
263 
 
10.200 3.904 6.296 39.636 
264 
 
0.000 8.027 -8.027 64.433 
265 Mei, 2012 14.000 10.740 3.260 10.629 
266 
 
0.400 7.514 -7.114 50.603 
267 
 
0.000 4.327 -4.327 18.722 
268 Jun, 2012 0.000 1.024 -1.024 1.048 
269 
 
0.000 0.932 -0.932 0.869 
270 
 
0.000 0.932 -0.932 0.869 
271 Jul, 2012 0.000 0.932 -0.932 0.869 
272 
 
0.000 0.932 -0.932 0.869 
273 
 
0.000 0.932 -0.932 0.869 
274 Agt, 2012 0.000 0.932 -0.932 0.869 
275 
 
0.000 0.932 -0.932 0.869 
276 
 
0.000 0.932 -0.932 0.869 
277 Sep, 2012 0.000 0.932 -0.932 0.869 
278 
 
0.000 0.932 -0.932 0.869 
279 
 
0.000 0.932 -0.932 0.869 
280 Okt, 2012 0.000 0.932 -0.932 0.869 
281 
 
0.000 0.932 -0.932 0.869 
282 
 
0.000 0.932 -0.932 0.869 
283 Nov, 2012 0.000 0.932 -0.932 0.869 
284 
 
15.500 14.568 0.932 0.869 
285 
 
7.400 1.262 6.138 37.680 
286 Des, 2012 7.700 0.460 7.240 52.420 
287 
 
3.000 3.461 -0.461 0.212 
288 
 
13.273 9.087 4.185 17.517 
289 Jan, 2013 22.200 13.964 8.236 67.827 
290 
 
22.000 6.968 15.032 225.952 
291 
 
21.182 4.213 16.969 287.949 
292 Feb, 2013 18.500 1.984 16.516 272.769 
293 
 
22.700 7.708 14.992 224.749 
294 
 
11.750 4.724 7.026 49.366 
295 Mar, 2013 0.000 11.972 -11.972 143.332 
296 
 
4.500 0.886 3.614 13.060 
297 
 
7.091 3.915 3.176 10.089 
298 Apr, 2013 16.600 11.105 5.495 30.199 
299 
 
13.300 2.472 10.828 117.254 
300 
 
0.000 11.353 -11.353 128.889 
301 Mei, 2013 1.200 2.768 -1.568 2.458 
302 
 
0.900 0.631 0.269 0.072 
303 
 
4.091 2.436 1.655 2.739 
304 Jun, 2013 34.500 31.322 3.178 10.098 
305 
 
0.200 0.200 0.000 0.000 
306 
 
7.600 1.306 6.294 39.619 






0.000 3.614 -3.614 13.063 
309 
 
0.000 1.366 -1.366 1.866 
310 Agt, 2013 0.000 0.932 -0.932 0.869 
311 
 
0.000 0.932 -0.932 0.869 
312 
 
0.000 0.932 -0.932 0.869 
313 Sep, 2013 0.000 0.932 -0.932 0.869 
314 
 
0.000 0.932 -0.932 0.869 
315 
 
0.000 0.932 -0.932 0.869 
316 Okt, 2013 0.000 0.932 -0.932 0.869 
317 
 
0.000 0.932 -0.932 0.869 
318 
 
0.000 0.932 -0.932 0.869 
319 Nov, 2013 0.000 0.932 -0.932 0.869 
320 
 
7.700 6.768 0.932 0.869 
321 
 
10.000 5.228 4.772 22.772 
322 Des, 2013 13.400 5.724 7.676 58.924 
323 
 
21.800 11.903 9.897 97.942 
324 
 
2.909 11.952 -9.043 81.778 
325 Jan, 2014 14.000 6.642 7.358 54.142 
326 
 
13.200 4.623 8.577 73.573 
327 
 
7.091 3.619 3.472 12.056 
328 Feb, 2014 28.500 21.019 7.481 55.963 
329 
 
14.600 14.600 0.000 0.000 
330 
 
23.500 8.783 14.717 216.589 
331 Mar, 2014 5.600 10.383 -4.783 22.875 
332 
 
9.200 0.112 9.088 82.591 
333 
 
0.000 6.798 -6.798 46.213 
334 Apr, 2014 4.100 1.068 3.032 9.193 
335 
 
10.500 7.523 2.977 8.862 
336 
 
7.400 0.296 7.104 50.466 
337 Mei, 2014 5.500 1.519 3.981 15.851 
338 
 
2.800 2.564 0.236 0.056 
339 
 
3.636 0.052 3.584 12.846 
340 Jun, 2014 5.500 2.115 3.385 11.455 
341 
 
0.000 4.505 -4.505 20.293 
342 
 
7.400 5.212 2.188 4.785 
343 Jul, 2014 0.000 4.622 -4.622 21.367 
344 
 
0.000 2.621 -2.621 6.871 
345 
 
0.000 0.932 -0.932 0.869 
346 Agt, 2014 0.000 0.932 -0.932 0.869 
347 
 
0.000 0.932 -0.932 0.869 
348 
 
0.000 0.932 -0.932 0.869 
349 Sep, 2014 0.000 0.932 -0.932 0.869 
350 
 
0.000 0.932 -0.932 0.869 
351 
 
0.000 0.932 -0.932 0.869 
352 Okt, 2014 0.000 0.932 -0.932 0.869 
353 
 
0.000 0.932 -0.932 0.869 
354 
 
0.000 0.932 -0.932 0.869 
355 Nov, 2014 0.000 0.932 -0.932 0.869 
356 
 
4.100 3.168 0.932 0.869 
357 
 
0.000 2.977 -2.977 8.862 
358 Des, 2014 6.900 5.032 1.868 3.490 
359 
 
3.900 0.473 3.427 11.744 
360 
 






LAMPIRAN C HASIL PREDIKSI CURAH HUJAN KECAMATAN 
TOSARI DENGAN 2 PARAMETER INPUT TAHUN 2010-2014 
Tosari 
No. Bulan 
Data Curah Hujan 
Sebenarnya (y) 




181 Jan, 2010 9.200000 0.557 8.643381 74.708037 
182 
 
9.800000 0.732 9.067657 82.222407 
183 
 
0.000000 7.919 -7.918813 62.707595 
184 Feb, 2010 18.800000 15.631 3.168905 10.041962 
185 
 
19.900000 9.593 10.307126 106.236844 
186 
 
6.250000 8.896 -2.646133 7.002021 
187 Mar, 2010 14.800000 6.209 8.590506 73.796786 
188 
 
4.800000 4.939 -0.138856 0.019281 
189 
 
5.000000 1.704 3.296455 10.866616 
190 Apr, 2010 14.900000 10.379 4.521104 20.440377 
191 
 
17.400000 7.897 9.503450 90.315569 
192 
 
15.100000 2.091 13.009444 169.245624 
193 Mei, 2010 15.900000 3.467 12.433076 154.581378 
194 
 
6.800000 5.507 1.292898 1.671586 
195 
 
5.272727 2.679 2.593829 6.727951 
196 Jun, 2010 10.000000 4.886 5.113671 26.149636 
197 
 
6.300000 0.822 5.477665 30.004816 
198 
 
0.000000 6.356 -6.356087 40.399847 
199 Jul, 2010 3.500000 1.130 2.370145 5.617587 
200 
 
1.200000 1.478 -0.277675 0.077104 
201 
 
3.181818 0.852 2.329343 5.425839 
202 Agt, 2010 0.900000 1.893 -0.992963 0.985976 
203 
 
3.100000 0.993 2.107355 4.440944 
204 
 
1.909091 0.775 1.134483 1.287051 
205 Sep, 2010 10.400000 7.808 2.591786 6.717353 
206 
 
11.800000 5.246 6.554075 42.955895 
207 
 
7.400000 1.790 5.610013 31.472243 
208 Okt, 2010 14.500000 7.185 7.315401 53.515093 
209 
 
10.800000 0.948 9.851709 97.056171 
210 
 
13.727273 4.100 9.627294 92.684788 
211 Nov, 2010 19.800000 9.558 10.242186 104.902374 
212 
 
3.500000 10.439 -6.938521 48.143079 
213 
 
17.700000 10.504 7.196377 51.787847 
214 Des, 2010 21.100000 10.543 10.557364 111.457930 
215 
 
36.200000 20.707 15.493483 240.048002 
216 
 
6.545455 6.545 0.000455 0.000000 
217 Jan, 2011 17.200000 4.742 12.457551 155.190577 
218 
 
10.300000 0.703 9.597043 92.103236 
219 
 
19.000000 9.006 9.993879 99.877625 
220 Feb, 2011 6.500000 6.257 0.242505 0.058809 
221 
 
5.100000 3.410 1.690226 2.856863 
222 
 
20.125000 15.166 4.958939 24.591072 
223 Mar, 2011 18.700000 6.568 12.131754 147.179465 
224 
 
13.200000 1.650 11.549867 133.399430 
225 
 
12.727273 0.945 11.782583 138.829263 
226 Apr, 2011 14.800000 4.509 10.291251 105.909839 
227 
 
18.400000 7.183 11.217020 125.821528 
228 
 
11.700000 1.785 9.914721 98.301696 
229 Mei, 2011 18.600000 7.634 10.965860 120.250081 
230 
 
12.600000 0.278 12.322463 151.843103 
231 
 
4.727273 6.733 -2.006022 4.024123 
232 Jun, 2011 0.000000 6.165 -6.165065 38.008026 
233 
 
0.000000 2.011 -2.011159 4.044761 
234 
 
11.900000 10.968 0.932376 0.869325 
235 Jul, 2011 1.500000 5.366 -3.866393 14.948997 
236 
 
2.000000 2.396 -0.396147 0.156933 
237 
 
0.181818 2.090 -1.908198 3.641218 
238 Agt, 2011 0.000000 1.480 -1.479566 2.189116 
239 
 






0.000000 0.932 -0.932376 0.869325 
241 Sep, 2011 0.000000 0.932 -0.932376 0.869325 
242 
 
0.000000 0.932 -0.932376 0.869325 
243 
 
0.000000 0.932 -0.932376 0.869325 
244 Okt, 2011 0.000000 0.932 -0.932376 0.869325 
245 
 
3.300000 2.368 0.932376 0.869325 
246 
 
7.090909 4.513 2.577853 6.645326 
247 Nov, 2011 22.800000 17.579 5.221469 27.263741 
248 
 
12.500000 1.420 11.079958 122.765465 
249 
 
13.300000 0.931 12.368941 152.990710 
250 Des, 2011 13.100000 2.683 10.417229 108.518658 
251 
 
5.300000 5.200 0.099929 0.009986 
252 
 
13.363636 6.799 6.564540 43.093191 
253 Jan, 2012 9.400000 0.594 8.805979 77.545258 
254 
 
18.000000 9.330 8.669647 75.162774 
255 
 
7.727273 4.326 3.400830 11.565644 
256 Feb, 2012 10.100000 1.207 8.893409 79.092724 
257 
 
21.100000 13.368 7.732246 59.787624 
258 
 
9.666667 4.092 5.574635 31.076560 
259 Mar, 2012 18.000000 7.432 10.568277 111.688478 
260 
 
8.400000 3.714 4.685623 21.955065 
261 
 
2.090909 7.138 -5.047096 25.473178 
262 Apr, 2012 11.300000 7.408 3.892093 15.148387 
263 
 
0.000000 7.044 -7.044401 49.623592 
264 
 
1.100000 2.411 -1.311231 1.719328 
265 Mei, 2012 5.700000 4.219 1.480899 2.193061 
266 
 
0.000000 4.026 -4.025759 16.206739 
267 
 
0.636364 1.597 -0.960851 0.923235 
268 Jun, 2012 0.400000 0.850 -0.449522 0.202070 
269 
 
0.100000 1.177 -1.076985 1.159897 
270 
 
0.000000 1.074 -1.073529 1.152464 
271 Jul, 2012 0.000000 0.955 -0.955198 0.912403 
272 
 
0.000000 0.932 -0.932376 0.869325 
273 
 
0.000000 0.932 -0.932376 0.869325 
274 Agt, 2012 0.000000 0.932 -0.932376 0.869325 
275 
 
0.000000 0.932 -0.932376 0.869325 
276 
 
0.000000 0.932 -0.932376 0.869325 
277 Sep, 2012 0.000000 0.932 -0.932376 0.869325 
278 
 
0.000000 0.932 -0.932376 0.869325 
279 
 
0.000000 0.932 -0.932376 0.869325 
280 Okt, 2012 2.800000 1.868 0.932376 0.869325 
281 
 
1.300000 1.029 0.271385 0.073650 
282 
 
3.454545 1.235 2.219184 4.924777 
283 Nov, 2012 3.000000 0.048 2.951918 8.713821 
284 
 
10.800000 7.583 3.216838 10.348044 
285 
 
6.600000 0.403 6.197478 38.408727 
286 Des, 2012 7.500000 0.812 6.688258 44.732799 
287 
 
3.000000 3.179 -0.178537 0.031875 
288 
 
8.090909 3.951 4.139886 17.138652 
289 Jan, 2013 5.300000 0.352 4.948339 24.486059 
290 
 
7.900000 2.478 5.421764 29.395522 
291 
 
8.636364 2.555 6.081681 36.986842 
292 Feb, 2013 2.300000 4.742 -2.441694 5.961868 
293 
 
14.800000 10.750 4.050171 16.403888 
294 
 
7.750000 1.087 6.662602 44.390265 
295 Mar, 2013 6.100000 2.075 4.025417 16.203983 
296 
 
10.500000 4.757 5.742867 32.980523 
297 
 
26.454545 18.895 7.559944 57.152760 
298 Apr, 2013 12.100000 12.100 0.000000 0.000000 
299 
 
11.400000 1.604 9.796387 95.969204 
300 
 
1.900000 7.478 -5.578494 31.119594 
301 Mei, 2013 0.000000 4.482 -4.481501 20.083853 
302 
 
0.300000 1.066 -0.765989 0.586739 
303 
 
13.545455 12.463 1.082428 1.171650 
304 Jun, 2013 6.700000 1.055 5.644851 31.864342 
305 
 
10.800000 3.435 7.364580 54.237044 
306 
 
0.700000 7.147 -6.446926 41.562860 






6.700000 3.813 2.887293 8.336461 
309 
 
1.090909 4.004 -2.913050 8.485863 
310 Agt, 2013 0.000000 3.005 -3.005467 9.032829 
311 
 
0.000000 1.181 -1.181361 1.395614 
312 
 
0.000000 0.932 -0.932376 0.869325 
313 Sep, 2013 0.000000 0.932 -0.932376 0.869325 
314 
 
0.000000 0.932 -0.932376 0.869325 
315 
 
0.000000 0.932 -0.932376 0.869325 
316 Okt, 2013 0.000000 0.932 -0.932376 0.869325 
317 
 
0.000000 0.932 -0.932376 0.869325 
318 
 
0.000000 0.932 -0.932376 0.869325 
319 Nov, 2013 2.300000 1.368 0.932376 0.869325 
320 
 
13.700000 11.621 2.079287 4.323434 
321 
 
15.200000 6.911 8.288875 68.705456 
322 Des, 2013 11.500000 0.139 11.361462 129.082825 
323 
 
31.900000 21.764 10.135833 102.735113 
324 
 
14.818182 14.818 0.000182 0.000000 
325 Jan, 2014 12.700000 2.902 9.798395 96.008539 
326 
 
7.700000 2.947 4.752958 22.590606 
327 
 
12.454545 4.785 7.669939 58.827967 
328 Feb, 2014 26.000000 17.100 8.900421 79.217492 
329 
 
2.500000 2.500 0.000000 0.000000 
330 
 
10.750000 2.637 8.112668 65.815376 
331 Mar, 2014 9.600000 2.737 6.863481 47.107372 
332 
 
7.900000 0.273 7.627182 58.173903 
333 
 
6.818182 0.245 6.573530 43.211301 
334 Apr, 2014 2.600000 3.535 -0.935135 0.874478 
335 
 
14.000000 10.215 3.784869 14.325237 
336 
 
9.200000 0.693 8.506938 72.367989 
337 Mei, 2014 2.400000 6.315 -3.915062 15.327707 
338 
 
0.000000 4.229 -4.228752 17.882340 
339 
 
0.636364 0.844 -0.207734 0.043153 
340 Jun, 2014 0.000000 1.250 -1.249522 1.561305 
341 
 
0.000000 1.078 -1.077522 1.161054 
342 
 
1.000000 0.068 0.932376 0.869325 
343 Jul, 2014 0.000000 1.431 -1.431033 2.047856 
344 
 
0.000000 1.161 -1.160593 1.346977 
345 
 
2.909091 1.977 0.932467 0.869495 
346 Agt, 2014 0.000000 2.383 -2.382969 5.678541 
347 
 
0.000000 1.596 -1.596260 2.548047 
348 
 
0.000000 0.932 -0.932376 0.869325 
349 Sep, 2014 0.000000 0.932 -0.932376 0.869325 
350 
 
0.000000 0.932 -0.932376 0.869325 
351 
 
0.000000 0.932 -0.932376 0.869325 
352 Okt, 2014 0.000000 0.932 -0.932376 0.869325 
353 
 
0.000000 0.932 -0.932376 0.869325 
354 
 
0.000000 0.932 -0.932376 0.869325 
355 Nov, 2014 3.800000 2.868 0.932376 0.869325 
356 
 
14.000000 11.173 2.827272 7.993469 
357 
 
9.500000 0.719 8.780798 77.102421 
358 Des, 2014 13.600000 4.735 8.864659 78.582172 
359 
 
12.800000 2.918 9.882174 97.657366 
360 
 






LAMPIRAN D HASIL PREDIKSI CURAH HUJAN KECAMATAN 
TUTUR DENGAN 2 PARAMETER INPUT TAHUN 2010-2014 
Tutur 
No. Bulan 
Data Curah Hujan 
Sebenarnya (y) 




181 Jan, 2010 17.2500000 6.9786814 10.2713186 105.4999860 
182 
 
15.1000000 2.8479528 12.2520472 150.1126617 
183 
 
23.5454545 11.1461566 12.3992979 153.7425892 
184 Feb, 2010 22.0000000 5.8806662 16.1193338 259.8329214 
185 
 
32.2000000 14.9237962 17.2762038 298.4672169 
186 
 
15.5000000 15.5000000 0.0000000 0.0000000 
187 Mar, 2010 38.2222222 22.2118455 16.0103767 256.3321613 
188 
 
15.3000000 15.3000000 0.0000000 0.0000000 
189 
 
11.2727273 6.0117475 5.2609797 27.6779079 
190 Apr, 2010 19.3333333 9.2875403 10.0457931 100.9179583 
191 
 
16.6000000 3.4543966 13.1456034 172.8068883 
192 
 
15.0000000 1.3777947 13.6222053 185.5644781 
193 Mei, 2010 16.5555556 4.3553635 12.2001920 148.8446854 
194 
 
17.5000000 4.8886010 12.6113990 159.0473838 
195 
 
10.0909091 3.3462372 6.7446719 45.4905994 
196 Jun, 2010 15.5555556 5.5978747 9.9576808 99.1554077 
197 
 
27.6000000 16.6075766 10.9924234 120.8333731 
198 
 
0.0000000 0.0000000 0.0000000 0.0000000 
199 Jul, 2010 6.3333333 0.8981730 5.4351603 29.5409679 
200 
 
3.9000000 0.1903703 3.7096297 13.7613526 
201 
 
5.2727273 0.9505619 4.3221653 18.6811132 
202 Agt, 2010 5.0000000 0.5481586 4.4518414 19.8188914 
203 
 
5.8000000 1.1709497 4.6290503 21.4281070 
204 
 
7.0000000 2.0343275 4.9656725 24.6579038 
205 Sep, 2010 8.6666667 2.9203654 5.7463013 33.0199788 
206 
 
12.3000000 5.4482436 6.8517564 46.9465663 
207 
 
22.6000000 13.5561848 9.0438152 81.7905927 
208 Okt, 2010 8.6666667 6.3420946 2.3245720 5.4036352 
209 
 
19.6000000 9.1880540 10.4119460 108.4086190 
210 
 
23.2727273 10.5889895 12.6837378 160.8772051 
211 Nov, 2010 23.7777778 6.7673231 17.0104546 289.3555667 
212 
 
4.2000000 13.9007406 -9.7007406 94.1043691 
213 
 
16.1000000 7.6467145 8.4532855 71.4580366 
214 Des, 2010 13.2222222 3.3027352 9.9194870 98.3962230 
215 
 
10.7000000 0.4999159 10.2000841 104.0417165 
216 
 
1.5454545 7.7404938 -6.1950393 38.3785117 
217 Jan, 2011 20.2000000 16.0552741 4.1447259 17.1787529 
218 
 
12.9000000 1.5421588 11.3578412 129.0005575 
219 
 
21.8181818 9.8429608 11.9752210 143.4059178 
220 Feb, 2011 7.4000000 7.3560753 0.0439247 0.0019294 
221 
 
5.4000000 4.2016818 1.1983182 1.4359666 
222 
 
16.0000000 10.6860687 5.3139313 28.2378653 
223 Mar, 2011 18.8000000 8.6567401 10.1432599 102.8857205 
224 
 
6.4000000 7.5586023 -1.1586023 1.3423594 
225 
 
11.8181818 3.4037349 8.4144469 70.8029173 
226 Apr, 2011 15.9000000 7.6139060 8.2860940 68.6593533 
227 
 
10.1000000 1.4580927 8.6419073 74.6825626 
228 
 
7.7000000 1.8974656 5.8025344 33.6694060 
229 Mei, 2011 22.0000000 14.9229712 7.0770288 50.0843363 
230 
 
5.4000000 8.2601010 -2.8601010 8.1801778 
231 
 
1.9090909 6.7369035 -4.8278126 23.3077745 
232 Jun, 2011 0.0000000 3.1166854 -3.1166854 9.7137282 
233 
 
0.0000000 1.3680429 -1.3680429 1.8715414 
234 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
235 Jul, 2011 0.0000000 0.9323761 -0.9323761 0.8693252 
236 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
237 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
238 Agt, 2011 0.0000000 0.9323761 -0.9323761 0.8693252 
239 
 






0.0000000 0.9323761 -0.9323761 0.8693252 
241 Sep, 2011 0.0000000 0.9323761 -0.9323761 0.8693252 
242 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
243 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
244 Okt, 2011 0.7000000 0.2323761 0.4676239 0.2186721 
245 
 
1.7000000 0.4185640 1.2814360 1.6420781 
246 
 
8.0000000 6.0601550 1.9398450 3.7629984 
247 Nov, 2011 18.0000000 12.6903993 5.3096007 28.1918597 
248 
 
15.0000000 3.2660614 11.7339386 137.6853146 
249 
 
16.1000000 3.5798593 12.5201407 156.7539220 
250 Des, 2011 26.4000000 14.0159886 12.3840114 153.3637387 
251 
 
5.0000000 5.0000000 0.0000000 0.0000000 
252 
 
16.6363636 7.1854032 9.4509604 89.3206526 
253 Jan, 2012 14.4000000 4.0308813 10.3691187 107.5186233 
254 
 
16.7000000 4.7903419 11.9096581 141.8399572 
255 
 
9.8181818 2.7282752 7.0899066 50.2667760 
256 Feb, 2012 11.5000000 1.8605819 9.6394181 92.9183819 
257 
 
10.8000000 1.8924323 8.9075677 79.3447629 
258 
 
22.5555556 13.6136306 8.9419249 79.9580212 
259 Mar, 2012 16.1000000 1.4551722 14.6448278 214.4709814 
260 
 
4.9000000 9.2084212 -4.3084212 18.5624929 
261 
 
8.8181818 1.7679069 7.0502749 49.7063767 
262 Apr, 2012 12.6000000 6.1522027 6.4477973 41.5740906 
263 
 
8.0000000 1.2278730 6.7721270 45.8617035 
264 
 
3.5000000 4.2971690 -0.7971690 0.6354785 
265 Mei, 2012 7.6000000 3.0965865 4.5034135 20.2807332 
266 
 
0.3000000 5.2209291 -4.9209291 24.2155427 
267 
 
0.0000000 2.8164245 -2.8164245 7.9322470 
268 Jun, 2012 2.1000000 1.0991587 1.0008413 1.0016833 
269 
 
0.0000000 1.9795556 -1.9795556 3.9186404 
270 
 
0.0000000 1.4116324 -1.4116324 1.9927061 
271 Jul, 2012 0.0000000 0.9323761 -0.9323761 0.8693252 
272 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
273 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
274 Agt, 2012 0.0000000 0.9323761 -0.9323761 0.8693252 
275 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
276 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
277 Sep, 2012 0.0000000 0.9323761 -0.9323761 0.8693252 
278 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
279 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
280 Okt, 2012 1.0000000 0.0676239 0.9323761 0.8693252 
281 
 
0.6000000 0.8310330 -0.2310330 0.0533763 
282 
 
0.0000000 1.4597875 -1.4597875 2.1309797 
283 Nov, 2012 0.6000000 0.4693065 0.1306935 0.0170808 
284 
 
15.6000000 14.3684297 1.2315703 1.5167653 
285 
 
7.8000000 1.0483542 6.7516458 45.5847216 
286 Des, 2012 9.4000000 1.0179105 8.3820895 70.2594243 
287 
 
10.4000000 3.0001542 7.3998458 54.7577174 
288 
 
15.0000000 6.7363497 8.2636503 68.2879165 
289 Jan, 2013 9.1000000 1.6856893 7.4143107 54.9720025 
290 
 
11.0000000 2.1065869 8.8934131 79.0927966 
291 
 
20.4545455 11.9606207 8.4939247 72.1467573 
292 Feb, 2013 15.4000000 1.7572069 13.6427931 186.1258038 
293 
 
22.9000000 9.6201232 13.2798768 176.3551287 
294 
 
9.8750000 5.9911653 3.8838347 15.0841723 
295 Mar, 2013 11.2000000 0.1172113 11.0827887 122.8282053 
296 
 
12.6000000 3.8290210 8.7709790 76.9300734 
297 
 
8.0000000 1.7714866 6.2285134 38.7943792 
298 Apr, 2013 10.3000000 2.5028310 7.7971690 60.7958451 
299 
 
12.0000000 4.1057196 7.8942804 62.3196636 
300 
 
7.6000000 1.6668969 5.9331031 35.2017123 
301 Mei, 2013 2.1000000 5.3607759 -3.2607759 10.6326596 
302 
 
5.3000000 1.5859931 3.7140069 13.7938475 
303 
 
0.0000000 4.0545140 -4.0545140 16.4390837 
304 Jun, 2013 10.1000000 7.9580723 2.1419277 4.5878543 
305 
 
2.2000000 3.7688108 -1.5688108 2.4611674 
306 
 
0.0000000 4.3344158 -4.3344158 18.7871605 






6.0000000 3.8708473 2.1291527 4.5332912 
309 
 
0.0000000 4.4720390 -4.4720390 19.9991328 
310 Agt, 2013 0.0000000 2.3016798 -2.3016798 5.2977299 
311 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
312 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
313 Sep, 2013 0.0000000 0.9323761 -0.9323761 0.8693252 
314 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
315 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
316 Okt, 2013 2.0000000 1.0676239 0.9323761 0.8693252 
317 
 
1.0000000 0.9296899 0.0703101 0.0049435 
318 
 
3.0909091 1.2035324 1.8873767 3.5621907 
319 Nov, 2013 2.4000000 0.3019419 2.0980581 4.4018479 
320 
 
14.0000000 11.1654277 2.8345723 8.0348001 
321 
 
20.5000000 12.0387058 8.4612942 71.5934998 
322 Des, 2013 12.0000000 2.3498845 9.6501155 93.1247291 
323 
 
20.6000000 9.0052869 11.5947131 134.4373729 
324 
 
14.7272727 0.7836844 13.9435884 194.4236565 
325 Jan, 2014 15.1000000 2.1226278 12.9773722 168.4121904 
326 
 
5.2000000 6.6230512 -1.4230512 2.0250747 
327 
 
14.9090909 7.9375271 6.9715638 48.6027021 
328 Feb, 2014 14.5000000 4.9464183 9.5535817 91.2709237 
329 
 
1.3000000 10.2653926 -8.9653926 80.3782644 
330 
 
11.3750000 6.4852194 4.8897806 23.9099546 
331 Mar, 2014 7.0000000 0.0987192 6.9012808 47.6276773 
332 
 
9.3000000 2.2810540 7.0189460 49.2656026 
333 
 
9.5454545 2.3775937 7.1678608 51.3782285 
334 Apr, 2014 5.5000000 2.3144769 3.1855231 10.1475572 
335 
 
7.7000000 1.8466770 5.8533230 34.2613902 
336 
 
0.0000000 6.0272293 -6.0272293 36.3274930 
337 Mei, 2014 10.8000000 8.1103508 2.6896492 7.2342126 
338 
 
7.6000000 1.2821293 6.3178707 39.9154897 
339 
 
0.0000000 7.1869152 -7.1869152 51.6517498 
340 Jun, 2014 7.4000000 4.7331726 2.6668274 7.1119686 
341 
 
1.9000000 2.7224372 -0.8224372 0.6764029 
342 
 
0.0000000 3.5686321 -3.5686321 12.7351350 
343 Jul, 2014 0.5000000 0.8659890 -0.3659890 0.1339479 
344 
 
1.9000000 0.7182954 1.1817046 1.3964257 
345 
 
0.0000000 1.9939329 -1.9939329 3.9757683 
346 Agt, 2014 0.0000000 1.3659890 -1.3659890 1.8659258 
347 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
348 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
349 Sep, 2014 0.0000000 0.9323761 -0.9323761 0.8693252 
350 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
351 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
352 Okt, 2014 0.0000000 0.9323761 -0.9323761 0.8693252 
353 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
354 
 
0.0000000 0.9323761 -0.9323761 0.8693252 
355 Nov, 2014 3.9000000 2.9676239 0.9323761 0.8693252 
356 
 
11.6000000 8.7228620 2.8771380 8.2779233 
357 
 
5.1000000 2.5068436 2.5931564 6.7244603 
358 Des, 2014 18.6000000 12.4771533 6.1228467 37.4892523 
359 
 
10.1000000 1.2713026 8.8286974 77.9458975 
360 
 






LAMPIRAN E HASIL PREDIKSI CURAH HUJAN KECAMATAN 
PUSPO DENGAN 4 PARAMETER INPUT TAHUN 2010-2014 
Puspo 
No. Bulan 
Actual Rainfall Data 
(y) 
Prediction Results (y ') y-y' (y-y')2 
181 Jan, 2010 10.800 10.800 0.000 0.000 
182 
 
6.400 6.400 0.000 0.000 
183 
 
0.000 0.000 0.000 0.000 
184 Feb, 2010 19.700 19.700 0.000 0.000 
185 
 
16.800 16.800 0.000 0.000 
186 
 
11.625 11.625 0.000 0.000 
187 Mar, 2010 9.900 9.900 0.000 0.000 
188 
 
18.300 18.300 0.000 0.000 
189 
 
10.727 10.727 0.000 0.000 
190 Apr, 2010 9.100 9.100 0.000 0.000 
191 
 
16.600 16.600 0.000 0.000 
192 
 
24.800 24.800 0.000 0.000 
193 Mei, 2010 6.500 6.500 0.000 0.000 
194 
 
11.800 11.800 0.000 0.000 
195 
 
11.636 11.636 0.000 0.000 
196 Jun, 2010 21.400 21.400 0.000 0.000 
197 
 
15.900 15.900 0.000 0.000 
198 
 
0.700 0.700 0.000 0.000 
199 Jul, 2010 7.000 7.000 0.000 0.000 
200 
 
0.000 0.000 0.000 0.000 
201 
 
12.636 12.636 0.000 0.000 
202 Agt, 2010 2.100 2.100 0.000 0.000 
203 
 
6.600 6.600 0.000 0.000 
204 
 
1.636 1.636 0.000 0.000 
205 Sep, 2010 11.600 11.600 0.000 0.000 
206 
 
11.900 11.900 0.000 0.000 
207 
 
2.400 2.400 0.000 0.000 
208 Okt, 2010 7.500 7.500 0.000 0.000 
209 
 
18.600 18.600 0.000 0.000 
210 
 
6.273 6.273 0.000 0.000 
211 Nov, 2010 8.700 8.700 0.000 0.000 
212 
 
2.700 2.700 0.000 0.000 
213 
 
8.800 8.800 0.000 0.000 
214 Des, 2010 25.500 25.500 0.000 0.000 
215 
 
4.100 4.100 0.000 0.000 
216 
 
3.091 3.091 0.000 0.000 
217 Jan, 2011 13.600 13.600 0.000 0.000 
218 
 
1.400 1.400 0.000 0.000 
219 
 
20.818 20.818 0.000 0.000 
220 Feb, 2011 7.900 7.900 0.000 0.000 
221 
 
5.100 5.100 0.000 0.000 
222 
 
17.625 17.625 0.000 0.000 
223 Mar, 2011 19.500 19.500 0.000 0.000 
224 
 
8.000 8.000 0.000 0.000 
225 
 
6.182 6.182 0.000 0.000 
226 Apr, 2011 22.500 22.500 0.000 0.000 
227 
 
3.500 3.500 0.000 0.000 
228 
 
2.000 2.000 0.000 0.000 
229 Mei, 2011 14.400 14.400 0.000 0.000 
230 
 
5.800 5.800 0.000 0.000 
231 
 
0.000 0.000 0.000 0.000 
232 Jun, 2011 0.000 0.000 0.000 0.000 
233 
 
0.000 0.000 0.000 0.000 
234 
 
8.800 8.800 0.000 0.000 
235 Jul, 2011 0.000 0.000 0.000 0.000 
236 
 
2.600 2.600 0.000 0.000 
237 
 
0.000 12.550 -12.550 157.514 
238 Agt, 2011 0.000 0.000 0.000 0.000 
239 
 






0.000 0.000 0.000 0.000 
241 Sep, 2011 0.000 0.000 0.000 0.000 
242 
 
0.000 0.000 0.000 0.000 
243 
 
0.000 0.000 0.000 0.000 
244 Okt, 2011 0.000 0.000 0.000 0.000 
245 
 
2.200 2.200 0.000 0.000 
246 
 
0.273 7.727 -7.454 55.563 
247 Nov, 2011 19.200 19.200 0.000 0.000 
248 
 
8.000 8.000 0.000 0.000 
249 
 
12.600 12.600 0.000 0.000 
250 Des, 2011 11.400 11.400 0.000 0.000 
251 
 
9.000 9.000 0.000 0.000 
252 
 
7.545 7.545 0.000 0.000 
253 Jan, 2012 7.700 7.700 0.000 0.000 
254 
 
16.200 16.200 0.000 0.000 
255 
 
4.182 4.182 0.000 0.000 
256 Feb, 2012 11.700 11.700 0.000 0.000 
257 
 
10.500 10.500 0.000 0.000 
258 
 
7.444 7.444 0.000 0.000 
259 Mar, 2012 11.800 11.800 0.000 0.000 
260 
 
3.700 3.700 0.000 0.000 
261 
 
2.000 2.000 0.000 0.000 
262 Apr, 2012 13.500 13.500 0.000 0.000 
263 
 
3.300 3.300 0.000 0.000 
264 
 
10.700 10.700 0.000 0.000 
265 Mei, 2012 12.900 12.900 0.000 0.000 
266 
 
0.900 0.900 0.000 0.000 
267 
 
0.091 0.091 0.000 0.000 
268 Jun, 2012 1.700 1.700 0.000 0.000 
269 
 
0.400 3.483 -3.083 9.505 
270 
 
0.200 0.200 0.000 0.000 
271 Jul, 2012 0.000 0.000 0.000 0.000 
272 
 
0.000 0.000 0.000 0.000 
273 
 
0.000 0.000 0.000 0.000 
274 Agt, 2012 0.000 0.000 0.000 0.000 
275 
 
0.000 0.000 0.000 0.000 
276 
 
0.000 0.000 0.000 0.000 
277 Sep, 2012 0.000 0.000 0.000 0.000 
278 
 
0.000 0.000 0.000 0.000 
279 
 
0.000 0.000 0.000 0.000 
280 Okt, 2012 7.400 7.400 0.000 0.000 
281 
 
11.900 11.900 0.000 0.000 
282 
 
0.000 0.000 0.000 0.000 
283 Nov, 2012 2.100 2.100 0.000 0.000 
284 
 
8.000 2.067 5.933 35.201 
285 
 
8.500 8.500 0.000 0.000 
286 Des, 2012 9.700 9.700 0.000 0.000 
287 
 
15.600 15.600 0.000 0.000 
288 
 
27.091 27.091 0.000 0.000 
289 Jan, 2013 13.700 13.700 0.000 0.000 
290 
 
13.700 13.700 0.000 0.000 
291 
 
8.636 8.636 0.000 0.000 
292 Feb, 2013 5.400 5.400 0.000 0.000 
293 
 
25.800 25.800 0.000 0.000 
294 
 
6.625 6.625 0.000 0.000 
295 Mar, 2013 7.700 7.700 0.000 0.000 
296 
 
14.200 14.200 0.000 0.000 
297 
 
13.818 13.818 0.000 0.000 
298 Apr, 2013 20.800 20.800 0.000 0.000 
299 
 
21.300 21.300 0.000 0.000 
300 
 
0.500 0.500 0.000 0.000 
301 Mei, 2013 3.900 3.900 0.000 0.000 
302 
 
10.800 1.713 9.087 82.578 
303 
 
4.636 4.636 0.000 0.000 
304 Jun, 2013 17.900 17.900 0.000 0.000 
305 
 
4.300 4.300 0.000 0.000 
306 
 
0.000 0.000 0.000 0.000 






0.000 6.828 -6.828 46.621 
309 
 
0.000 0.000 0.000 0.000 
310 Agt, 2013 0.000 0.000 0.000 0.000 
311 
 
0.000 0.000 0.000 0.000 
312 
 
0.000 0.000 0.000 0.000 
313 Sep, 2013 0.000 0.000 0.000 0.000 
314 
 
0.000 0.000 0.000 0.000 
315 
 
0.000 0.000 0.000 0.000 
316 Okt, 2013 0.000 0.000 0.000 0.000 
317 
 
4.700 4.700 0.000 0.000 
318 
 
6.091 1.829 4.262 18.164 
319 Nov, 2013 3.400 3.400 0.000 0.000 
320 
 
18.700 18.700 0.000 0.000 
321 
 
19.500 19.500 0.000 0.000 
322 Des, 2013 12.500 12.500 0.000 0.000 
323 
 
33.200 33.200 0.000 0.000 
324 
 
18.818 18.818 0.000 0.000 
325 Jan, 2014 23.800 23.800 0.000 0.000 
326 
 
3.300 3.300 0.000 0.000 
327 
 
10.273 10.273 0.000 0.000 
328 Feb, 2014 14.000 14.000 0.000 0.000 
329 
 
6.000 6.000 0.000 0.000 
330 
 
10.375 10.375 0.000 0.000 
331 Mar, 2014 6.500 6.500 0.000 0.000 
332 
 
15.600 15.600 0.000 0.000 
333 
 
3.273 3.273 0.000 0.000 
334 Apr, 2014 6.300 6.300 0.000 0.000 
335 
 
9.300 9.300 0.000 0.000 
336 
 
14.700 14.700 0.000 0.000 
337 Mei, 2014 2.600 2.600 0.000 0.000 
338 
 
13.600 13.600 0.000 0.000 
339 
 
12.909 12.909 0.000 0.000 
340 Jun, 2014 0.000 0.000 0.000 0.000 
341 
 
3.500 3.500 0.000 0.000 
342 
 
0.900 5.850 -4.950 24.502 
343 Jul, 2014 0.200 0.200 0.000 0.000 
344 
 
0.000 0.000 0.000 0.000 
345 
 
2.091 2.091 0.000 0.000 
346 Agt, 2014 0.000 2.926 -2.926 8.562 
347 
 
0.000 0.000 0.000 0.000 
348 
 
0.000 0.000 0.000 0.000 
349 Sep, 2014 0.000 0.000 0.000 0.000 
350 
 
0.000 0.000 0.000 0.000 
351 
 
0.000 0.000 0.000 0.000 
352 Okt, 2014 0.000 0.000 0.000 0.000 
353 
 
0.000 0.000 0.000 0.000 
354 
 
0.000 0.000 0.000 0.000 
355 Nov, 2014 0.400 0.400 0.000 0.000 
356 
 
3.400 3.400 0.000 0.000 
357 
 
9.500 7.109 2.391 5.717 
358 Des, 2014 4.500 4.500 0.000 0.000 
359 
 
22.900 22.900 0.000 0.000 
360 
 






LAMPIRAN F HASIL PREDIKSI CURAH HUJAN KECAMATAN 




Data Curah Hujan 
Sebenarnya (y) 




181 Jan, 2010 16.000 22.9 -6.900 47.610 
182 
 
3.200 15 -11.800 139.240 
183 
 
21.364 21.364 0.000 0.000 
184 Feb, 2010 16.300 16.300 0.000 0.000 
185 
 
16.800 16.800 0.000 0.000 
186 
 
8.375 8.375 0.000 0.000 
187 Mar, 2010 0.000 0.000 0.000 0.000 
188 
 
11.700 11.700 0.000 0.000 
189 
 
11.545 11.545 0.000 0.000 
190 Apr, 2010 0.000 0.000 0.000 0.000 
191 
 
0.000 0.000 0.000 0.000 
192 
 
8.300 8.300 0.000 0.000 
193 Mei, 2010 0.000 0.000 0.000 0.000 
194 
 
11.100 11.100 0.000 0.000 
195 
 
9.000 9.000 0.000 0.000 
196 Jun, 2010 0.000 0.000 0.000 0.000 
197 
 
0.000 0.000 0.000 0.000 
198 
 
0.400 0.400 0.000 0.000 
199 Jul, 2010 0.000 0.000 0.000 0.000 
200 
 
0.000 0.000 0.000 0.000 
201 
 
2.455 2.455 0.000 0.000 
202 Agt, 2010 0.000 0.000 0.000 0.000 
203 
 
0.000 0.000 0.000 0.000 
204 
 
2.455 1.903 0.551 0.304 
205 Sep, 2010 0.000 0.000 0.000 0.000 
206 
 
16.300 16.300 0.000 0.000 
207 
 
0.000 3.794 -3.794 14.396 
208 Okt, 2010 0.000 0.000 0.000 0.000 
209 
 
0.000 0.000 0.000 0.000 
210 
 
0.000 0.000 0.000 0.000 
211 Nov, 2010 0.000 0.000 0.000 0.000 
212 
 
3.600 3.600 0.000 0.000 
213 
 
0.000 0.000 0.000 0.000 
214 Des, 2010 11.000 11.000 0.000 0.000 
215 
 
27.600 20.617 6.983 48.767 
216 
 
9.091 9.091 0.000 0.000 
217 Jan, 2011 0.000 0.000 0.000 0.000 
218 
 
0.000 0.000 0.000 0.000 
219 
 
30.364 30.364 0.000 0.000 
220 Feb, 2011 0.000 0.000 0.000 0.000 
221 
 
0.000 0.000 0.000 0.000 
222 
 
13.625 13.625 0.000 0.000 
223 Mar, 2011 10.200 10.200 0.000 0.000 
224 
 
10.000 10.000 0.000 0.000 
225 
 
19.273 19.273 0.000 0.000 
226 Apr, 2011 15.400 15.400 0.000 0.000 
227 
 
16.500 16.500 0.000 0.000 
228 
 
0.000 0.000 0.000 0.000 
229 Mei, 2011 0.000 0.000 0.000 0.000 
230 
 
7.700 7.700 0.000 0.000 
231 
 
0.000 0.000 0.000 0.000 
232 Jun, 2011 0.000 0.000 0.000 0.000 
233 
 
0.000 0.000 0.000 0.000 
234 
 
0.000 0.000 0.000 0.000 
235 Jul, 2011 0.000 0.000 0.000 0.000 
236 
 
0.000 0.000 0.000 0.000 
237 
 




238 Agt, 2011 0.000 0.000 0.000 0.000 
239 
 
0.000 0.000 0.000 0.000 
240 
 
0.000 0.000 0.000 0.000 
241 Sep, 2011 0.000 0.000 0.000 0.000 
242 
 
0.000 0.000 0.000 0.000 
243 
 
0.000 0.000 0.000 0.000 
244 Okt, 2011 0.000 0.000 0.000 0.000 
245 
 
0.000 0.000 0.000 0.000 
246 
 
0.000 0.000 0.000 0.000 
247 Nov, 2011 9.200 9.200 0.000 0.000 
248 
 
2.300 2.300 0.000 0.000 
249 
 
9.000 9.000 0.000 0.000 
250 Des, 2011 0.000 0.000 0.000 0.000 
251 
 
10.300 10.300 0.000 0.000 
252 
 
0.000 0.000 0.000 0.000 
253 Jan, 2012 0.000 0.000 0.000 0.000 
254 
 
0.000 0.000 0.000 0.000 
255 
 
0.000 0.000 0.000 0.000 
256 Feb, 2012 0.000 0.000 0.000 0.000 
257 
 
0.000 0.000 0.000 0.000 
258 
 
13.500 13.500 0.000 0.000 
259 Mar, 2012 0.000 0.000 0.000 0.000 
260 
 
0.000 0.000 0.000 0.000 
261 
 
4.273 4.273 0.000 0.000 
262 Apr, 2012 8.800 8.800 0.000 0.000 
263 
 
10.200 10.200 0.000 0.000 
264 
 
0.000 8.132 -8.132 66.135 
265 Mei, 2012 14.000 14.000 0.000 0.000 
266 
 
0.400 0.400 0.000 0.000 
267 
 
0.000 0.000 0.000 0.000 
268 Jun, 2012 0.000 0.000 0.000 0.000 
269 
 
0.000 0.000 0.000 0.000 
270 
 
0.000 0.000 0.000 0.000 
271 Jul, 2012 0.000 0.000 0.000 0.000 
272 
 
0.000 0.000 0.000 0.000 
273 
 
0.000 0.000 0.000 0.000 
274 Agt, 2012 0.000 0.000 0.000 0.000 
275 
 
0.000 0.000 0.000 0.000 
276 
 
0.000 0.000 0.000 0.000 
277 Sep, 2012 0.000 0.000 0.000 0.000 
278 
 
0.000 0.000 0.000 0.000 
279 
 
0.000 0.000 0.000 0.000 
280 Okt, 2012 0.000 0.000 0.000 0.000 
281 
 
0.000 0.000 0.000 0.000 
282 
 
0.000 0.000 0.000 0.000 
283 Nov, 2012 0.000 0.000 0.000 0.000 
284 
 
15.500 15.500 0.000 0.000 
285 
 
7.400 7.400 0.000 0.000 
286 Des, 2012 7.700 7.700 0.000 0.000 
287 
 
3.000 3.000 0.000 0.000 
288 
 
13.273 13.273 0.000 0.000 
289 Jan, 2013 22.200 22.200 0.000 0.000 
290 
 
22.000 22.000 0.000 0.000 
291 
 
21.182 21.182 0.000 0.000 
292 Feb, 2013 18.500 18.500 0.000 0.000 
293 
 
22.700 22.700 0.000 0.000 
294 
 
11.750 11.750 0.000 0.000 
295 Mar, 2013 0.000 0.000 0.000 0.000 
296 
 
4.500 4.500 0.000 0.000 
297 
 
7.091 7.091 0.000 0.000 
298 Apr, 2013 16.600 16.600 0.000 0.000 
299 
 
13.300 5.454 7.846 61.561 
300 
 
0.000 0.000 0.000 0.000 
301 Mei, 2013 1.200 1.200 0.000 0.000 
302 
 
0.900 0.900 0.000 0.000 
303 
 
4.091 4.091 0.000 0.000 
304 Jun, 2013 34.500 30.666 3.834 14.701 
305 
 






7.600 3.239 4.361 19.018 
307 Jul, 2013 1.900 1.900 0.000 0.000 
308 
 
0.000 0.000 0.000 0.000 
309 
 
0.000 0.000 0.000 0.000 
310 Agt, 2013 0.000 0.000 0.000 0.000 
311 
 
0.000 0.000 0.000 0.000 
312 
 
0.000 0.000 0.000 0.000 
313 Sep, 2013 0.000 0.000 0.000 0.000 
314 
 
0.000 0.000 0.000 0.000 
315 
 
0.000 0.000 0.000 0.000 
316 Okt, 2013 0.000 0.000 0.000 0.000 
317 
 
0.000 0.000 0.000 0.000 
318 
 
0.000 0.000 0.000 0.000 
319 Nov, 2013 0.000 0.000 0.000 0.000 
320 
 
7.700 7.700 0.000 0.000 
321 
 
10.000 10.000 0.000 0.000 
322 Des, 2013 13.400 13.400 0.000 0.000 
323 
 
21.800 21.800 0.000 0.000 
324 
 
2.909 2.909 0.000 0.000 
325 Jan, 2014 14.000 14.000 0.000 0.000 
326 
 
13.200 13.200 0.000 0.000 
327 
 
7.091 7.091 0.000 0.000 
328 Feb, 2014 28.500 28.500 0.000 0.000 
329 
 
14.600 14.600 0.000 0.000 
330 
 
23.500 23.500 0.000 0.000 
331 Mar, 2014 5.600 5.600 0.000 0.000 
332 
 
9.200 9.200 0.000 0.000 
333 
 
0.000 0.000 0.000 0.000 
334 Apr, 2014 4.100 4.100 0.000 0.000 
335 
 
10.500 10.500 0.000 0.000 
336 
 
7.400 7.400 0.000 0.000 
337 Mei, 2014 5.500 2.248 3.252 10.579 
338 
 
2.800 2.800 0.000 0.000 
339 
 
3.636 3.636 0.000 0.000 
340 Jun, 2014 5.500 5.500 0.000 0.000 
341 
 
0.000 0.000 0.000 0.000 
342 
 
7.400 7.400 0.000 0.000 
343 Jul, 2014 0.000 0.000 0.000 0.000 
344 
 
0.000 0.000 0.000 0.000 
345 
 
0.000 0.000 0.000 0.000 
346 Agt, 2014 0.000 0.000 0.000 0.000 
347 
 
0.000 0.000 0.000 0.000 
348 
 
0.000 0.000 0.000 0.000 
349 Sep, 2014 0.000 0.000 0.000 0.000 
350 
 
0.000 0.000 0.000 0.000 
351 
 
0.000 0.000 0.000 0.000 
352 Okt, 2014 0.000 0.000 0.000 0.000 
353 
 
0.000 0.000 0.000 0.000 
354 
 
0.000 0.000 0.000 0.000 
355 Nov, 2014 0.000 0.000 0.000 0.000 
356 
 
4.100 4.100 0.000 0.000 
357 
 
0.000 0.000 0.000 0.000 
358 Des, 2014 6.900 6.900 0.000 0.000 
359 
 
3.900 3.739 0.161 0.026 
360 
 






LAMPIRAN G HASIL PREDIKSI CURAH HUJAN KECAMATAN 










181 Jan, 2010 9.200000 9.200 0.000000 0.000000 
182 
 
9.800000 9.800 0.000000 0.000000 
183 
 
0.000000 0.000 0.000000 0.000000 
184 Feb, 2010 18.800000 18.800 0.000000 0.000000 
185 
 
19.900000 19.900 0.000000 0.000000 
186 
 
6.250000 6.250 0.000000 0.000000 
187 Mar, 2010 14.800000 14.800 0.000000 0.000000 
188 
 
4.800000 4.800 0.000000 0.000000 
189 
 
5.000000 5.000 0.000000 0.000000 
190 Apr, 2010 14.900000 14.900 0.000000 0.000000 
191 
 
17.400000 17.400 0.000000 0.000000 
192 
 
15.100000 15.100 0.000000 0.000000 
193 Mei, 2010 15.900000 15.900 0.000000 0.000000 
194 
 
6.800000 6.800 0.000000 0.000000 
195 
 
5.272727 5.273 -0.000273 0.000000 
196 Jun, 2010 10.000000 10.000 0.000000 0.000000 
197 
 
6.300000 6.300 0.000000 0.000000 
198 
 
0.000000 0.000 0.000000 0.000000 
199 Jul, 2010 3.500000 3.500 0.000000 0.000000 
200 
 
1.200000 5.287 -4.087125 16.704594 
201 
 
3.181818 3.182 -0.000182 0.000000 
202 Agt, 2010 0.900000 26.174 -25.273675 638.758656 
203 
 
3.100000 3.100 0.000000 0.000000 
204 
 
1.909091 9.424 -7.514798 56.472191 
205 Sep, 2010 10.400000 10.400 0.000000 0.000000 
206 
 
11.800000 11.800 0.000000 0.000000 
207 
 
7.400000 7.400 0.000000 0.000000 
208 Okt, 2010 14.500000 14.500 0.000000 0.000000 
209 
 
10.800000 10.800 0.000000 0.000000 
210 
 
13.727273 13.727 0.000273 0.000000 
211 Nov, 2010 19.800000 19.800 0.000000 0.000000 
212 
 
3.500000 3.500 0.000000 0.000000 
213 
 
17.700000 17.700 0.000000 0.000000 
214 Des, 2010 21.100000 21.100 0.000000 0.000000 
215 
 
36.200000 36.200 0.000000 0.000000 
216 
 
6.545455 6.545 0.000455 0.000000 
217 Jan, 2011 17.200000 17.200 0.000000 0.000000 
218 
 
10.300000 10.300 0.000000 0.000000 
219 
 
19.000000 19.000 0.000000 0.000000 
220 Feb, 2011 6.500000 6.500 0.000000 0.000000 
221 
 
5.100000 5.100 0.000000 0.000000 
222 
 
20.125000 20.125 0.000000 0.000000 
223 Mar, 2011 18.700000 18.700 0.000000 0.000000 
224 
 
13.200000 13.200 0.000000 0.000000 
225 
 
12.727273 12.727 0.000273 0.000000 
226 Apr, 2011 14.800000 14.800 0.000000 0.000000 
227 
 
18.400000 18.400 0.000000 0.000000 
228 
 
11.700000 11.700 0.000000 0.000000 
229 Mei, 2011 18.600000 18.600 0.000000 0.000000 
230 
 
12.600000 12.600 0.000000 0.000000 
231 
 
4.727273 4.727 0.000273 0.000000 
232 Jun, 2011 0.000000 0.000 0.000000 0.000000 
233 
 
0.000000 0.000 0.000000 0.000000 
234 
 
11.900000 11.900 0.000000 0.000000 
235 Jul, 2011 1.500000 1.500 0.000000 0.000000 
236 
 
2.000000 2.000 0.000000 0.000000 
237 
 




238 Agt, 2011 0.000000 0.000 0.000000 0.000000 
239 
 
0.000000 0.000 0.000000 0.000000 
240 
 
0.000000 0.000 0.000000 0.000000 
241 Sep, 2011 0.000000 0.000 0.000000 0.000000 
242 
 
0.000000 0.000 0.000000 0.000000 
243 
 
0.000000 0.000 0.000000 0.000000 
244 Okt, 2011 0.000000 0.000 0.000000 0.000000 
245 
 
3.300000 3.300 0.000000 0.000000 
246 
 
7.090909 7.374 -0.283514 0.080380 
247 Nov, 2011 22.800000 22.800 0.000000 0.000000 
248 
 
12.500000 12.500 0.000000 0.000000 
249 
 
13.300000 13.300 0.000000 0.000000 
250 Des, 2011 13.100000 13.100 0.000000 0.000000 
251 
 
5.300000 5.300 0.000000 0.000000 
252 
 
13.363636 13.364 -0.000364 0.000000 
253 Jan, 2012 9.400000 9.400 0.000000 0.000000 
254 
 
18.000000 18.000 0.000000 0.000000 
255 
 
7.727273 7.727 0.000273 0.000000 
256 Feb, 2012 10.100000 10.100 0.000000 0.000000 
257 
 
21.100000 21.100 0.000000 0.000000 
258 
 
9.666667 9.667 -0.000333 0.000000 
259 Mar, 2012 18.000000 18.000 0.000000 0.000000 
260 
 
8.400000 8.400 0.000000 0.000000 
261 
 
2.090909 2.091 -0.000091 0.000000 
262 Apr, 2012 11.300000 11.300 0.000000 0.000000 
263 
 
0.000000 0.000 0.000000 0.000000 
264 
 
1.100000 1.100 0.000000 0.000000 
265 Mei, 2012 5.700000 12.667 -6.967453 48.545394 
266 
 
0.000000 0.000 0.000000 0.000000 
267 
 
0.636364 0.636 0.000364 0.000000 
268 Jun, 2012 0.400000 1.566 -1.166056 1.359687 
269 
 
0.100000 0.100 0.000000 0.000000 
270 
 
0.000000 0.000 0.000000 0.000000 
271 Jul, 2012 0.000000 0.000 0.000000 0.000000 
272 
 
0.000000 0.000 0.000000 0.000000 
273 
 
0.000000 0.000 0.000000 0.000000 
274 Agt, 2012 0.000000 0.000 0.000000 0.000000 
275 
 
0.000000 0.000 0.000000 0.000000 
276 
 
0.000000 0.000 0.000000 0.000000 
277 Sep, 2012 0.000000 0.000 0.000000 0.000000 
278 
 
0.000000 0.000 0.000000 0.000000 
279 
 
0.000000 0.000 0.000000 0.000000 
280 Okt, 2012 2.800000 2.800 0.000000 0.000000 
281 
 
1.300000 6.627 -5.327273 28.379842 
282 
 
3.454545 3.455 -0.000455 0.000000 
283 Nov, 2012 3.000000 11.791 -8.791145 77.284235 
284 
 
10.800000 10.800 0.000000 0.000000 
285 
 
6.600000 6.600 0.000000 0.000000 
286 Des, 2012 7.500000 7.500 0.000000 0.000000 
287 
 
3.000000 3.000 0.000000 0.000000 
288 
 
8.090909 8.091 -0.000091 0.000000 
289 Jan, 2013 5.300000 5.300 0.000000 0.000000 
290 
 
7.900000 7.900 0.000000 0.000000 
291 
 
8.636364 8.636 0.000364 0.000000 
292 Feb, 2013 2.300000 2.300 0.000000 0.000000 
293 
 
14.800000 14.800 0.000000 0.000000 
294 
 
7.750000 7.750 0.000000 0.000000 
295 Mar, 2013 6.100000 6.100 0.000000 0.000000 
296 
 
10.500000 10.500 0.000000 0.000000 
297 
 
26.454545 26.455 -0.000455 0.000000 
298 Apr, 2013 12.100000 12.100 0.000000 0.000000 
299 
 
11.400000 11.400 0.000000 0.000000 
300 
 
1.900000 1.900 0.000000 0.000000 
301 Mei, 2013 0.000000 0.000 0.000000 0.000000 
302 
 
0.300000 0.300 0.000000 0.000000 
303 
 
13.545455 13.545 0.000455 0.000000 
304 Jun, 2013 6.700000 6.700 0.000000 0.000000 
305 
 






0.700000 0.700 0.000000 0.000000 
307 Jul, 2013 3.600000 3.600 0.000000 0.000000 
308 
 
6.700000 3.359 3.341363 11.164706 
309 
 
1.090909 1.091 -0.000091 0.000000 
310 Agt, 2013 0.000000 0.000 0.000000 0.000000 
311 
 
0.000000 0.000 0.000000 0.000000 
312 
 
0.000000 0.000 0.000000 0.000000 
313 Sep, 2013 0.000000 0.000 0.000000 0.000000 
314 
 
0.000000 0.000 0.000000 0.000000 
315 
 
0.000000 0.000 0.000000 0.000000 
316 Okt, 2013 0.000000 0.000 0.000000 0.000000 
317 
 
0.000000 0.000 0.000000 0.000000 
318 
 
0.000000 0.000 0.000000 0.000000 
319 Nov, 2013 2.300000 2.300 0.000000 0.000000 
320 
 
13.700000 3.165 10.535259 110.991681 
321 
 
15.200000 15.200 0.000000 0.000000 
322 Des, 2013 11.500000 11.500 0.000000 0.000000 
323 
 
31.900000 31.900 0.000000 0.000000 
324 
 
14.818182 14.818 0.000182 0.000000 
325 Jan, 2014 12.700000 12.700 0.000000 0.000000 
326 
 
7.700000 7.700 0.000000 0.000000 
327 
 
12.454545 12.455 -0.000455 0.000000 
328 Feb, 2014 26.000000 26.000 0.000000 0.000000 
329 
 
2.500000 2.500 0.000000 0.000000 
330 
 
10.750000 10.750 0.000000 0.000000 
331 Mar, 2014 9.600000 9.600 0.000000 0.000000 
332 
 
7.900000 7.900 0.000000 0.000000 
333 
 
6.818182 6.818 0.000182 0.000000 
334 Apr, 2014 2.600000 2.600 0.000000 0.000000 
335 
 
14.000000 14.000 0.000000 0.000000 
336 
 
9.200000 9.200 0.000000 0.000000 
337 Mei, 2014 2.400000 2.400 0.000000 0.000000 
338 
 
0.000000 0.000 0.000000 0.000000 
339 
 
0.636364 0.636 0.000364 0.000000 
340 Jun, 2014 0.000000 2.313 -2.313054 5.350220 
341 
 
0.000000 0.000 0.000000 0.000000 
342 
 
1.000000 1.000 0.000000 0.000000 
343 Jul, 2014 0.000000 5.310 -5.310343 28.199741 
344 
 
0.000000 0.000 0.000000 0.000000 
345 
 
2.909091 2.909 0.000091 0.000000 
346 Agt, 2014 0.000000 8.207 -8.206723 67.350297 
347 
 
0.000000 0.000 0.000000 0.000000 
348 
 
0.000000 0.000 0.000000 0.000000 
349 Sep, 2014 0.000000 0.000 0.000000 0.000000 
350 
 
0.000000 0.000 0.000000 0.000000 
351 
 
0.000000 0.000 0.000000 0.000000 
352 Okt, 2014 0.000000 0.000 0.000000 0.000000 
353 
 
0.000000 0.000 0.000000 0.000000 
354 
 
0.000000 0.000 0.000000 0.000000 
355 Nov, 2014 3.800000 3.800 0.000000 0.000000 
356 
 
14.000000 6.689 7.310563 53.444327 
357 
 
9.500000 9.500 0.000000 0.000000 
358 Des, 2014 13.600000 13.600 0.000000 0.000000 
359 
 
12.800000 12.800 0.000000 0.000000 
360 
 






LAMPIRAN H HASIL PREDIKSI CURAH HUJAN KECAMATAN 
TUTUR DENGAN 4 PARAMETER INPUT TAHUN 2010-2014 
Tutur 
No. Bulan 
Data Curah Hujan 
Sebenarnya (y) 




181 Jan, 2010 17.2500000 17.2500000 0.0000000 0.0000000 
182 
 
15.1000000 15.1000000 0.0000000 0.0000000 
183 
 
23.5454545 23.5450000 0.0004545 0.0000002 
184 Feb, 2010 22.0000000 22.0000000 0.0000000 0.0000000 
185 
 
32.2000000 32.2000000 0.0000000 0.0000000 
186 
 
15.5000000 15.5000000 0.0000000 0.0000000 
187 Mar, 2010 38.2222222 38.2220000 0.0002222 0.0000000 
188 
 
15.3000000 15.3000000 0.0000000 0.0000000 
189 
 
11.2727273 11.2730000 -0.0002727 0.0000001 
190 Apr, 2010 19.3333333 19.3330000 0.0003333 0.0000001 
191 
 
16.6000000 16.6000000 0.0000000 0.0000000 
192 
 
15.0000000 15.0000000 0.0000000 0.0000000 
193 Mei, 2010 16.5555556 16.5560000 -0.0004444 0.0000002 
194 
 
17.5000000 17.5000000 0.0000000 0.0000000 
195 
 
10.0909091 10.0910000 -0.0000909 0.0000000 
196 Jun, 2010 15.5555556 15.5560000 -0.0004444 0.0000002 
197 
 
27.6000000 27.6000000 0.0000000 0.0000000 
198 
 
0.0000000 0.0000000 0.0000000 0.0000000 
199 Jul, 2010 6.3333333 6.3330000 0.0003333 0.0000001 
200 
 
3.9000000 3.9000000 0.0000000 0.0000000 
201 
 
5.2727273 5.2730000 -0.0002727 0.0000001 
202 Agt, 2010 5.0000000 5.0000000 0.0000000 0.0000000 
203 
 
5.8000000 5.8000000 0.0000000 0.0000000 
204 
 
7.0000000 7.0000000 0.0000000 0.0000000 
205 Sep, 2010 8.6666667 8.6670000 -0.0003333 0.0000001 
206 
 
12.3000000 12.3000000 0.0000000 0.0000000 
207 
 
22.6000000 22.6000000 0.0000000 0.0000000 
208 Okt, 2010 8.6666667 8.6670000 -0.0003333 0.0000001 
209 
 
19.6000000 19.6000000 0.0000000 0.0000000 
210 
 
23.2727273 23.2730000 -0.0002727 0.0000001 
211 Nov, 2010 23.7777778 23.7780000 -0.0002222 0.0000000 
212 
 
4.2000000 4.2000000 0.0000000 0.0000000 
213 
 
16.1000000 16.1000000 0.0000000 0.0000000 
214 Des, 2010 13.2222222 13.2220000 0.0002222 0.0000000 
215 
 
10.7000000 10.7000000 0.0000000 0.0000000 
216 
 
1.5454545 1.5450000 0.0004545 0.0000002 
217 Jan, 2011 20.2000000 20.2000000 0.0000000 0.0000000 
218 
 
12.9000000 12.9000000 0.0000000 0.0000000 
219 
 
21.8181818 21.8180000 0.0001818 0.0000000 
220 Feb, 2011 7.4000000 7.4000000 0.0000000 0.0000000 
221 
 
5.4000000 5.4000000 0.0000000 0.0000000 
222 
 
16.0000000 16.0000000 0.0000000 0.0000000 
223 Mar, 2011 18.8000000 18.8000000 0.0000000 0.0000000 
224 
 
6.4000000 6.4000000 0.0000000 0.0000000 
225 
 
11.8181818 11.8180000 0.0001818 0.0000000 
226 Apr, 2011 15.9000000 15.9000000 0.0000000 0.0000000 
227 
 
10.1000000 10.1000000 0.0000000 0.0000000 
228 
 
7.7000000 7.7000000 0.0000000 0.0000000 
229 Mei, 2011 22.0000000 22.0000000 0.0000000 0.0000000 
230 
 
5.4000000 5.4000000 0.0000000 0.0000000 
231 
 
1.9090909 1.9090000 0.0000909 0.0000000 
232 Jun, 2011 0.0000000 0.0000000 0.0000000 0.0000000 
233 
 
0.0000000 0.0000000 0.0000000 0.0000000 
234 
 
0.0000000 0.0000000 0.0000000 0.0000000 
235 Jul, 2011 0.0000000 0.0000000 0.0000000 0.0000000 
236 
 
0.0000000 0.0000000 0.0000000 0.0000000 
237 
 
0.0000000 0.0000000 0.0000000 0.0000000 
238 Agt, 2011 0.0000000 0.0000000 0.0000000 0.0000000 
239 
 






0.0000000 0.0000000 0.0000000 0.0000000 
241 Sep, 2011 0.0000000 0.0000000 0.0000000 0.0000000 
242 
 
0.0000000 0.0000000 0.0000000 0.0000000 
243 
 
0.0000000 0.0000000 0.0000000 0.0000000 
244 Okt, 2011 0.7000000 0.7000000 0.0000000 0.0000000 
245 
 
1.7000000 1.4158056 0.2841944 0.0807665 
246 
 
8.0000000 10.4037454 -2.4037454 5.7779922 
247 Nov, 2011 18.0000000 18.0000000 0.0000000 0.0000000 
248 
 
15.0000000 15.0000000 0.0000000 0.0000000 
249 
 
16.1000000 16.1000000 0.0000000 0.0000000 
250 Des, 2011 26.4000000 26.4000000 0.0000000 0.0000000 
251 
 
5.0000000 5.0000000 0.0000000 0.0000000 
252 
 
16.6363636 16.6360000 0.0003636 0.0000001 
253 Jan, 2012 14.4000000 14.4000000 0.0000000 0.0000000 
254 
 
16.7000000 16.7000000 0.0000000 0.0000000 
255 
 
9.8181818 9.8180000 0.0001818 0.0000000 
256 Feb, 2012 11.5000000 11.5000000 0.0000000 0.0000000 
257 
 
10.8000000 10.8000000 0.0000000 0.0000000 
258 
 
22.5555556 22.5560000 -0.0004444 0.0000002 
259 Mar, 2012 16.1000000 16.1000000 0.0000000 0.0000000 
260 
 
4.9000000 4.9000000 0.0000000 0.0000000 
261 
 
8.8181818 8.8180000 0.0001818 0.0000000 
262 Apr, 2012 12.6000000 12.6000000 0.0000000 0.0000000 
263 
 
8.0000000 8.0000000 0.0000000 0.0000000 
264 
 
3.5000000 3.5000000 0.0000000 0.0000000 
265 Mei, 2012 7.6000000 7.6000000 0.0000000 0.0000000 
266 
 
0.3000000 0.3000000 0.0000000 0.0000000 
267 
 
0.0000000 0.0000000 0.0000000 0.0000000 
268 Jun, 2012 2.1000000 2.1000000 0.0000000 0.0000000 
269 
 
0.0000000 2.5389265 -2.5389265 6.4461477 
270 
 
0.0000000 0.0000000 0.0000000 0.0000000 
271 Jul, 2012 0.0000000 0.0000000 0.0000000 0.0000000 
272 
 
0.0000000 0.0000000 0.0000000 0.0000000 
273 
 
0.0000000 0.0000000 0.0000000 0.0000000 
274 Agt, 2012 0.0000000 0.0000000 0.0000000 0.0000000 
275 
 
0.0000000 0.0000000 0.0000000 0.0000000 
276 
 
0.0000000 0.0000000 0.0000000 0.0000000 
277 Sep, 2012 0.0000000 0.0000000 0.0000000 0.0000000 
278 
 
0.0000000 0.0000000 0.0000000 0.0000000 
279 
 
0.0000000 0.0000000 0.0000000 0.0000000 
280 Okt, 2012 1.0000000 1.0000000 0.0000000 0.0000000 
281 
 
0.6000000 3.0986749 -2.4986749 6.2433764 
282 
 
0.0000000 8.5782483 -8.5782483 73.5863445 
283 Nov, 2012 0.6000000 0.6000000 0.0000000 0.0000000 
284 
 
15.6000000 13.1128388 2.4871612 6.1859707 
285 
 
7.8000000 7.8000000 0.0000000 0.0000000 
286 Des, 2012 9.4000000 9.4000000 0.0000000 0.0000000 
287 
 
10.4000000 10.4000000 0.0000000 0.0000000 
288 
 
15.0000000 15.0000000 0.0000000 0.0000000 
289 Jan, 2013 9.1000000 9.1000000 0.0000000 0.0000000 
290 
 
11.0000000 11.0000000 0.0000000 0.0000000 
291 
 
20.4545455 20.4550000 -0.0004545 0.0000002 
292 Feb, 2013 15.4000000 15.4000000 0.0000000 0.0000000 
293 
 
22.9000000 22.9000000 0.0000000 0.0000000 
294 
 
9.8750000 9.8750000 0.0000000 0.0000000 
295 Mar, 2013 11.2000000 11.2000000 0.0000000 0.0000000 
296 
 
12.6000000 12.6000000 0.0000000 0.0000000 
297 
 
8.0000000 8.0000000 0.0000000 0.0000000 
298 Apr, 2013 10.3000000 10.3000000 0.0000000 0.0000000 
299 
 
12.0000000 12.0000000 0.0000000 0.0000000 
300 
 
7.6000000 7.6000000 0.0000000 0.0000000 
301 Mei, 2013 2.1000000 2.1000000 0.0000000 0.0000000 
302 
 
5.3000000 5.3000000 0.0000000 0.0000000 
303 
 
0.0000000 0.0000000 0.0000000 0.0000000 
304 Jun, 2013 10.1000000 10.1000000 0.0000000 0.0000000 
305 
 
2.2000000 2.2000000 0.0000000 0.0000000 
306 
 
0.0000000 0.0000000 0.0000000 0.0000000 






6.0000000 2.2919344 3.7080656 13.7497507 
309 
 
0.0000000 0.0000000 0.0000000 0.0000000 
310 Agt, 2013 0.0000000 0.0000000 0.0000000 0.0000000 
311 
 
0.0000000 0.0000000 0.0000000 0.0000000 
312 
 
0.0000000 0.0000000 0.0000000 0.0000000 
313 Sep, 2013 0.0000000 0.0000000 0.0000000 0.0000000 
314 
 
0.0000000 0.0000000 0.0000000 0.0000000 
315 
 
0.0000000 0.0000000 0.0000000 0.0000000 
316 Okt, 2013 2.0000000 2.0000000 0.0000000 0.0000000 
317 
 
1.0000000 2.4838457 -1.4838457 2.2017981 
318 
 
3.0909091 3.0910000 -0.0000909 0.0000000 
319 Nov, 2013 2.4000000 4.8998311 -2.4998311 6.2491557 
320 
 
14.0000000 14.0000000 0.0000000 0.0000000 
321 
 
20.5000000 20.5000000 0.0000000 0.0000000 
322 Des, 2013 12.0000000 12.0000000 0.0000000 0.0000000 
323 
 
20.6000000 20.6000000 0.0000000 0.0000000 
324 
 
14.7272727 14.7270000 0.0002727 0.0000001 
325 Jan, 2014 15.1000000 15.1000000 0.0000000 0.0000000 
326 
 
5.2000000 5.2000000 0.0000000 0.0000000 
327 
 
14.9090909 14.9090000 0.0000909 0.0000000 
328 Feb, 2014 14.5000000 14.5000000 0.0000000 0.0000000 
329 
 
1.3000000 1.3000000 0.0000000 0.0000000 
330 
 
11.3750000 11.3750000 0.0000000 0.0000000 
331 Mar, 2014 7.0000000 7.0000000 0.0000000 0.0000000 
332 
 
9.3000000 9.3000000 0.0000000 0.0000000 
333 
 
9.5454545 9.5450000 0.0004545 0.0000002 
334 Apr, 2014 5.5000000 5.5000000 0.0000000 0.0000000 
335 
 
7.7000000 7.7000000 0.0000000 0.0000000 
336 
 
0.0000000 0.0000000 0.0000000 0.0000000 
337 Mei, 2014 10.8000000 10.8000000 0.0000000 0.0000000 
338 
 
7.6000000 7.6000000 0.0000000 0.0000000 
339 
 
0.0000000 0.0000000 0.0000000 0.0000000 
340 Jun, 2014 7.4000000 7.4000000 0.0000000 0.0000000 
341 
 
1.9000000 1.9000000 0.0000000 0.0000000 
342 
 
0.0000000 0.0000000 0.0000000 0.0000000 
343 Jul, 2014 0.5000000 0.5000000 0.0000000 0.0000000 
344 
 
1.9000000 0.0276517 1.8723483 3.5056883 
345 
 
0.0000000 9.6773573 -9.6773573 93.6512434 
346 Agt, 2014 0.0000000 0.0000000 0.0000000 0.0000000 
347 
 
0.0000000 0.0000000 0.0000000 0.0000000 
348 
 
0.0000000 0.0000000 0.0000000 0.0000000 
349 Sep, 2014 0.0000000 0.0000000 0.0000000 0.0000000 
350 
 
0.0000000 0.0000000 0.0000000 0.0000000 
351 
 
0.0000000 0.0000000 0.0000000 0.0000000 
352 Okt, 2014 0.0000000 0.0000000 0.0000000 0.0000000 
353 
 
0.0000000 0.0000000 0.0000000 0.0000000 
354 
 
0.0000000 0.0000000 0.0000000 0.0000000 
355 Nov, 2014 3.9000000 3.9000000 0.0000000 0.0000000 
356 
 
11.6000000 3.9537112 7.6462888 58.4657326 
357 
 
5.1000000 5.1000000 0.0000000 0.0000000 
358 Des, 2014 18.6000000 18.6000000 0.0000000 0.0000000 
359 
 
10.1000000 10.1000000 0.0000000 0.0000000 
360 
 







LAMPIRAN I HASIL PREDIKSI CURAH HUJAN KECAMATAN 
PUSPO DENGAN 8 PARAMETER INPUT TAHUN 2010-2014 
Puspo 
No. Bulan 
Actual Rainfall Data 
(y) 
Prediction Results (y ') y-y' (y-y')2 
181 Jan, 2010 10.800 10.800 0.000 0.0000000 
182 
 
6.400 6.400 0.000 0.0000000 
183 
 
0.000 0.000 0.000 0.0000000 
184 Feb, 2010 19.700 19.700 0.000 0.0000000 
185 
 
16.800 16.800 0.000 0.0000000 
186 
 
11.625 11.625 0.000 0.0000000 
187 Mar, 2010 9.900 9.900 0.000 0.0000000 
188 
 
18.300 18.300 0.000 0.0000000 
189 
 
10.727 10.727 0.000 0.0000001 
190 Apr, 2010 9.100 9.100 0.000 0.0000000 
191 
 
16.600 16.600 0.000 0.0000000 
192 
 
24.800 24.800 0.000 0.0000000 
193 Mei, 2010 6.500 6.500 0.000 0.0000000 
194 
 
11.800 11.800 0.000 0.0000000 
195 
 
11.636 11.636 0.000 0.0000001 
196 Jun, 2010 21.400 21.400 0.000 0.0000000 
197 
 
15.900 15.900 0.000 0.0000000 
198 
 
0.700 0.700 0.000 0.0000000 
199 Jul, 2010 7.000 7.000 0.000 0.0000000 
200 
 
0.000 0.000 0.000 0.0000000 
201 
 
12.636 12.636 0.000 0.0000001 
202 Agt, 2010 2.100 2.100 0.000 0.0000000 
203 
 
6.600 6.600 0.000 0.0000000 
204 
 
1.636 1.636 0.000 0.0000001 
205 Sep, 2010 11.600 11.600 0.000 0.0000000 
206 
 
11.900 11.900 0.000 0.0000000 
207 
 
2.400 2.400 0.000 0.0000000 
208 Okt, 2010 7.500 7.500 0.000 0.0000000 
209 
 
18.600 18.600 0.000 0.0000000 
210 
 
6.273 6.273 0.000 0.0000001 
211 Nov, 2010 8.700 8.700 0.000 0.0000000 
212 
 
2.700 2.700 0.000 0.0000000 
213 
 
8.800 8.800 0.000 0.0000000 
214 Des, 2010 25.500 25.500 0.000 0.0000000 
215 
 
4.100 4.100 0.000 0.0000000 
216 
 
3.091 3.091 0.000 0.0000000 
217 Jan, 2011 13.600 13.600 0.000 0.0000000 
218 
 
1.400 1.400 0.000 0.0000000 
219 
 
20.818 20.818 0.000 0.0000000 
220 Feb, 2011 7.900 7.900 0.000 0.0000000 
221 
 
5.100 5.100 0.000 0.0000000 
222 
 
17.625 17.625 0.000 0.0000000 
223 Mar, 2011 19.500 19.500 0.000 0.0000000 
224 
 
8.000 8.000 0.000 0.0000000 
225 
 
6.182 6.182 0.000 0.0000000 
226 Apr, 2011 22.500 22.500 0.000 0.0000000 
227 
 
3.500 3.500 0.000 0.0000000 
228 
 
2.000 2.000 0.000 0.0000000 
229 Mei, 2011 14.400 14.400 0.000 0.0000000 
230 
 
5.800 5.800 0.000 0.0000000 
231 
 
0.000 0.000 0.000 0.0000000 
232 Jun, 2011 0.000 0.000 0.000 0.0000000 
233 
 
0.000 0.000 0.000 0.0000000 
234 
 
8.800 8.800 0.000 0.0000000 
235 Jul, 2011 0.000 0.000 0.000 0.0000000 
236 
 
2.600 2.600 0.000 0.0000000 
237 
 
0.000 0.000 0.000 0.0000000 
238 Agt, 2011 0.000 0.000 0.000 0.0000000 
239 
 






0.000 0.000 0.000 0.0000000 
241 Sep, 2011 0.000 0.000 0.000 0.0000000 
242 
 
0.000 0.000 0.000 0.0000000 
243 
 
0.000 0.000 0.000 0.0000000 
244 Okt, 2011 0.000 0.000 0.000 0.0000000 
245 
 
2.200 2.200 0.000 0.0000000 
246 
 
0.273 0.273 0.000 0.0000001 
247 Nov, 2011 19.200 19.200 0.000 0.0000000 
248 
 
8.000 8.000 0.000 0.0000000 
249 
 
12.600 12.600 0.000 0.0000000 
250 Des, 2011 11.400 11.400 0.000 0.0000000 
251 
 
9.000 9.000 0.000 0.0000000 
252 
 
7.545 7.545 0.000 0.0000002 
253 Jan, 2012 7.700 7.700 0.000 0.0000000 
254 
 
16.200 16.200 0.000 0.0000000 
255 
 
4.182 4.182 0.000 0.0000000 
256 Feb, 2012 11.700 11.700 0.000 0.0000000 
257 
 
10.500 10.500 0.000 0.0000000 
258 
 
7.444 7.444 0.000 0.0000002 
259 Mar, 2012 11.800 11.800 0.000 0.0000000 
260 
 
3.700 3.700 0.000 0.0000000 
261 
 
2.000 2.000 0.000 0.0000000 
262 Apr, 2012 13.500 13.500 0.000 0.0000000 
263 
 
3.300 3.300 0.000 0.0000000 
264 
 
10.700 10.700 0.000 0.0000000 
265 Mei, 2012 12.900 12.900 0.000 0.0000000 
266 
 
0.900 0.900 0.000 0.0000000 
267 
 
0.091 0.091 0.000 0.0000000 
268 Jun, 2012 1.700 1.700 0.000 0.0000000 
269 
 
0.400 0.400 0.000 0.0000000 
270 
 
0.200 0.200 0.000 0.0000000 
271 Jul, 2012 0.000 0.000 0.000 0.0000000 
272 
 
0.000 0.000 0.000 0.0000000 
273 
 
0.000 0.000 0.000 0.0000000 
274 Agt, 2012 0.000 0.000 0.000 0.0000000 
275 
 
0.000 0.000 0.000 0.0000000 
276 
 
0.000 0.000 0.000 0.0000000 
277 Sep, 2012 0.000 0.000 0.000 0.0000000 
278 
 
0.000 0.000 0.000 0.0000000 
279 
 
0.000 0.000 0.000 0.0000000 
280 Okt, 2012 7.400 7.400 0.000 0.0000000 
281 
 
11.900 11.900 0.000 0.0000000 
282 
 
0.000 0.000 0.000 0.0000000 
283 Nov, 2012 2.100 2.100 0.000 0.0000000 
284 
 
8.000 8.000 0.000 0.0000000 
285 
 
8.500 8.500 0.000 0.0000000 
286 Des, 2012 9.700 9.700 0.000 0.0000000 
287 
 
15.600 15.600 0.000 0.0000000 
288 
 
27.091 27.091 0.000 0.0000000 
289 Jan, 2013 13.700 13.700 0.000 0.0000000 
290 
 
13.700 13.700 0.000 0.0000000 
291 
 
8.636 8.636 0.000 0.0000001 
292 Feb, 2013 5.400 5.400 0.000 0.0000000 
293 
 
25.800 25.800 0.000 0.0000000 
294 
 
6.625 6.625 0.000 0.0000000 
295 Mar, 2013 7.700 7.700 0.000 0.0000000 
296 
 
14.200 14.200 0.000 0.0000000 
297 
 
13.818 13.818 0.000 0.0000000 
298 Apr, 2013 20.800 20.800 0.000 0.0000000 
299 
 
21.300 21.300 0.000 0.0000000 
300 
 
0.500 0.500 0.000 0.0000000 
301 Mei, 2013 3.900 3.900 0.000 0.0000000 
302 
 
10.800 10.800 0.000 0.0000000 
303 
 
4.636 4.636 0.000 0.0000001 
304 Jun, 2013 17.900 17.900 0.000 0.0000000 
305 
 
4.300 4.300 0.000 0.0000000 
306 
 
0.000 0.000 0.000 0.0000000 






0.000 0.000 0.000 0.0000000 
309 
 
0.000 0.000 0.000 0.0000000 
310 Agt, 2013 0.000 0.000 0.000 0.0000000 
311 
 
0.000 0.000 0.000 0.0000000 
312 
 
0.000 0.000 0.000 0.0000000 
313 Sep, 2013 0.000 0.000 0.000 0.0000000 
314 
 
0.000 0.000 0.000 0.0000000 
315 
 
0.000 0.000 0.000 0.0000000 
316 Okt, 2013 0.000 0.000 0.000 0.0000000 
317 
 
4.700 4.700 0.000 0.0000000 
318 
 
6.091 6.091 0.000 0.0000000 
319 Nov, 2013 3.400 3.400 0.000 0.0000000 
320 
 
18.700 18.700 0.000 0.0000000 
321 
 
19.500 19.500 0.000 0.0000000 
322 Des, 2013 12.500 12.500 0.000 0.0000000 
323 
 
33.200 33.200 0.000 0.0000000 
324 
 
18.818 18.818 0.000 0.0000000 
325 Jan, 2014 23.800 23.800 0.000 0.0000000 
326 
 
3.300 3.300 0.000 0.0000000 
327 
 
10.273 10.273 0.000 0.0000001 
328 Feb, 2014 14.000 14.000 0.000 0.0000000 
329 
 
6.000 6.000 0.000 0.0000000 
330 
 
10.375 10.375 0.000 0.0000000 
331 Mar, 2014 6.500 6.500 0.000 0.0000000 
332 
 
15.600 15.600 0.000 0.0000000 
333 
 
3.273 3.273 0.000 0.0000001 
334 Apr, 2014 6.300 6.300 0.000 0.0000000 
335 
 
9.300 9.300 0.000 0.0000000 
336 
 
14.700 14.700 0.000 0.0000000 
337 Mei, 2014 2.600 2.600 0.000 0.0000000 
338 
 
13.600 13.600 0.000 0.0000000 
339 
 
12.909 12.909 0.000 0.0000000 
340 Jun, 2014 0.000 0.000 0.000 0.0000000 
341 
 
3.500 3.500 0.000 0.0000000 
342 
 
0.900 0.900 0.000 0.0000000 
343 Jul, 2014 0.200 0.200 0.000 0.0000000 
344 
 
0.000 0.000 0.000 0.0000000 
345 
 
2.091 2.091 0.000 0.0000000 
346 Agt, 2014 0.000 0.000 0.000 0.0000000 
347 
 
0.000 0.000 0.000 0.0000000 
348 
 
0.000 0.000 0.000 0.0000000 
349 Sep, 2014 0.000 0.000 0.000 0.0000000 
350 
 
0.000 0.000 0.000 0.0000000 
351 
 
0.000 0.000 0.000 0.0000000 
352 Okt, 2014 0.000 0.000 0.000 0.0000000 
353 
 
0.000 0.000 0.000 0.0000000 
354 
 
0.000 0.000 0.000 0.0000000 
355 Nov, 2014 0.400 0.400 0.000 0.0000000 
356 
 
3.400 3.400 0.000 0.0000000 
357 
 
9.500 9.500 0.000 0.0000000 
358 Des, 2014 4.500 4.500 0.000 0.0000000 
359 
 
22.900 22.900 0.000 0.0000000 
360 
 







LAMPIRAN J HASIL PREDIKSI CURAH HUJAN KECAMATAN 




Data Curah Hujan 
Sebenarnya (y) 




181 Jan, 2010 16.000 16 0.000 0.0000000 
182 
 
3.200 3.2 0.000 0.0000000 
183 
 
21.364 21.364 0.000 0.0000001 
184 Feb, 2010 16.300 16.300 0.000 0.0000000 
185 
 
16.800 16.800 0.000 0.0000000 
186 
 
8.375 8.375 0.000 0.0000000 
187 Mar, 2010 0.000 0.000 0.000 0.0000000 
188 
 
11.700 11.700 0.000 0.0000000 
189 
 
11.545 11.545 0.000 0.0000002 
190 Apr, 2010 0.000 0.000 0.000 0.0000000 
191 
 
0.000 0.000 0.000 0.0000000 
192 
 
8.300 8.300 0.000 0.0000000 
193 Mei, 2010 0.000 0.000 0.000 0.0000000 
194 
 
11.100 11.100 0.000 0.0000000 
195 
 
9.000 9.000 0.000 0.0000000 
196 Jun, 2010 0.000 0.000 0.000 0.0000000 
197 
 
0.000 0.000 0.000 0.0000000 
198 
 
0.400 0.400 0.000 0.0000000 
199 Jul, 2010 0.000 0.000 0.000 0.0000000 
200 
 
0.000 0.000 0.000 0.0000000 
201 
 
2.455 2.455 0.000 0.0000002 
202 Agt, 2010 0.000 0.000 0.000 0.0000000 
203 
 
0.000 0.000 0.000 0.0000000 
204 
 
2.455 2.455 0.000 0.0000002 
205 Sep, 2010 0.000 0.000 0.000 0.0000000 
206 
 
16.300 16.300 0.000 0.0000000 
207 
 
0.000 0.000 0.000 0.0000000 
208 Okt, 2010 0.000 0.000 0.000 0.0000000 
209 
 
0.000 0.000 0.000 0.0000000 
210 
 
0.000 0.000 0.000 0.0000000 
211 Nov, 2010 0.000 0.000 0.000 0.0000000 
212 
 
3.600 3.600 0.000 0.0000000 
213 
 
0.000 0.000 0.000 0.0000000 
214 Des, 2010 11.000 11.000 0.000 0.0000000 
215 
 
27.600 27.600 0.000 0.0000000 
216 
 
9.091 9.091 0.000 0.0000000 
217 Jan, 2011 0.000 0.000 0.000 0.0000000 
218 
 
0.000 0.000 0.000 0.0000000 
219 
 
30.364 30.364 0.000 0.0000001 
220 Feb, 2011 0.000 0.000 0.000 0.0000000 
221 
 
0.000 0.000 0.000 0.0000000 
222 
 
13.625 13.625 0.000 0.0000000 
223 Mar, 2011 10.200 10.200 0.000 0.0000000 
224 
 
10.000 10.000 0.000 0.0000000 
225 
 
19.273 19.273 0.000 0.0000001 
226 Apr, 2011 15.400 15.400 0.000 0.0000000 
227 
 
16.500 16.500 0.000 0.0000000 
228 
 
0.000 0.000 0.000 0.0000000 
229 Mei, 2011 0.000 0.000 0.000 0.0000000 
230 
 
7.700 7.700 0.000 0.0000000 
231 
 
0.000 0.000 0.000 0.0000000 
232 Jun, 2011 0.000 0.000 0.000 0.0000000 
233 
 
0.000 0.000 0.000 0.0000000 
234 
 
0.000 0.000 0.000 0.0000000 
235 Jul, 2011 0.000 0.000 0.000 0.0000000 
236 
 
0.000 0.000 0.000 0.0000000 
237 
 




238 Agt, 2011 0.000 0.000 0.000 0.0000000 
239 
 
0.000 0.000 0.000 0.0000000 
240 
 
0.000 0.000 0.000 0.0000000 
241 Sep, 2011 0.000 0.000 0.000 0.0000000 
242 
 
0.000 0.000 0.000 0.0000000 
243 
 
0.000 0.000 0.000 0.0000000 
244 Okt, 2011 0.000 0.000 0.000 0.0000000 
245 
 
0.000 0.000 0.000 0.0000000 
246 
 
0.000 0.000 0.000 0.0000000 
247 Nov, 2011 9.200 9.200 0.000 0.0000000 
248 
 
2.300 2.300 0.000 0.0000000 
249 
 
9.000 9.000 0.000 0.0000000 
250 Des, 2011 0.000 0.000 0.000 0.0000000 
251 
 
10.300 10.300 0.000 0.0000000 
252 
 
0.000 0.000 0.000 0.0000000 
253 Jan, 2012 0.000 0.000 0.000 0.0000000 
254 
 
0.000 0.000 0.000 0.0000000 
255 
 
0.000 0.000 0.000 0.0000000 
256 Feb, 2012 0.000 0.000 0.000 0.0000000 
257 
 
0.000 0.000 0.000 0.0000000 
258 
 
13.500 13.500 0.000 0.0000000 
259 Mar, 2012 0.000 0.000 0.000 0.0000000 
260 
 
0.000 0.000 0.000 0.0000000 
261 
 
4.273 4.273 0.000 0.0000001 
262 Apr, 2012 8.800 8.800 0.000 0.0000000 
263 
 
10.200 10.200 0.000 0.0000000 
264 
 
0.000 0.000 0.000 0.0000000 
265 Mei, 2012 14.000 14.000 0.000 0.0000000 
266 
 
0.400 0.400 0.000 0.0000000 
267 
 
0.000 0.000 0.000 0.0000000 
268 Jun, 2012 0.000 0.000 0.000 0.0000000 
269 
 
0.000 0.000 0.000 0.0000000 
270 
 
0.000 0.000 0.000 0.0000000 
271 Jul, 2012 0.000 0.000 0.000 0.0000000 
272 
 
0.000 0.000 0.000 0.0000000 
273 
 
0.000 0.000 0.000 0.0000000 
274 Agt, 2012 0.000 0.000 0.000 0.0000000 
275 
 
0.000 0.000 0.000 0.0000000 
276 
 
0.000 0.000 0.000 0.0000000 
277 Sep, 2012 0.000 0.000 0.000 0.0000000 
278 
 
0.000 0.000 0.000 0.0000000 
279 
 
0.000 0.000 0.000 0.0000000 
280 Okt, 2012 0.000 0.000 0.000 0.0000000 
281 
 
0.000 0.000 0.000 0.0000000 
282 
 
0.000 0.000 0.000 0.0000000 
283 Nov, 2012 0.000 0.000 0.000 0.0000000 
284 
 
15.500 15.500 0.000 0.0000000 
285 
 
7.400 7.400 0.000 0.0000000 
286 Des, 2012 7.700 7.700 0.000 0.0000000 
287 
 
3.000 3.000 0.000 0.0000000 
288 
 
13.273 13.273 0.000 0.0000001 
289 Jan, 2013 22.200 22.200 0.000 0.0000000 
290 
 
22.000 22.000 0.000 0.0000000 
291 
 
21.182 21.182 0.000 0.0000000 
292 Feb, 2013 18.500 18.500 0.000 0.0000000 
293 
 
22.700 22.700 0.000 0.0000000 
294 
 
11.750 11.750 0.000 0.0000000 
295 Mar, 2013 0.000 0.000 0.000 0.0000000 
296 
 
4.500 4.500 0.000 0.0000000 
297 
 
7.091 7.091 0.000 0.0000000 
298 Apr, 2013 16.600 16.600 0.000 0.0000000 
299 
 
13.300 13.300 0.000 0.0000000 
300 
 
0.000 0.000 0.000 0.0000000 
301 Mei, 2013 1.200 1.200 0.000 0.0000000 
302 
 
0.900 0.900 0.000 0.0000000 
303 
 
4.091 4.091 0.000 0.0000000 
304 Jun, 2013 34.500 34.500 0.000 0.0000000 
305 
 






7.600 7.600 0.000 0.0000000 
307 Jul, 2013 1.900 1.900 0.000 0.0000000 
308 
 
0.000 0.000 0.000 0.0000000 
309 
 
0.000 0.000 0.000 0.0000000 
310 Agt, 2013 0.000 0.000 0.000 0.0000000 
311 
 
0.000 0.000 0.000 0.0000000 
312 
 
0.000 0.000 0.000 0.0000000 
313 Sep, 2013 0.000 0.000 0.000 0.0000000 
314 
 
0.000 0.000 0.000 0.0000000 
315 
 
0.000 0.000 0.000 0.0000000 
316 Okt, 2013 0.000 0.000 0.000 0.0000000 
317 
 
0.000 0.000 0.000 0.0000000 
318 
 
0.000 0.000 0.000 0.0000000 
319 Nov, 2013 0.000 0.000 0.000 0.0000000 
320 
 
7.700 7.700 0.000 0.0000000 
321 
 
10.000 10.000 0.000 0.0000000 
322 Des, 2013 13.400 13.400 0.000 0.0000000 
323 
 
21.800 21.800 0.000 0.0000000 
324 
 
2.909 2.909 0.000 0.0000000 
325 Jan, 2014 14.000 14.000 0.000 0.0000000 
326 
 
13.200 13.200 0.000 0.0000000 
327 
 
7.091 7.091 0.000 0.0000000 
328 Feb, 2014 28.500 28.500 0.000 0.0000000 
329 
 
14.600 14.600 0.000 0.0000000 
330 
 
23.500 23.500 0.000 0.0000000 
331 Mar, 2014 5.600 5.600 0.000 0.0000000 
332 
 
9.200 9.200 0.000 0.0000000 
333 
 
0.000 0.000 0.000 0.0000000 
334 Apr, 2014 4.100 4.100 0.000 0.0000000 
335 
 
10.500 10.500 0.000 0.0000000 
336 
 
7.400 7.400 0.000 0.0000000 
337 Mei, 2014 5.500 5.500 0.000 0.0000000 
338 
 
2.800 2.800 0.000 0.0000000 
339 
 
3.636 3.636 0.000 0.0000001 
340 Jun, 2014 5.500 5.500 0.000 0.0000000 
341 
 
0.000 0.000 0.000 0.0000000 
342 
 
7.400 7.400 0.000 0.0000000 
343 Jul, 2014 0.000 0.000 0.000 0.0000000 
344 
 
0.000 0.000 0.000 0.0000000 
345 
 
0.000 0.000 0.000 0.0000000 
346 Agt, 2014 0.000 0.000 0.000 0.0000000 
347 
 
0.000 0.000 0.000 0.0000000 
348 
 
0.000 0.000 0.000 0.0000000 
349 Sep, 2014 0.000 0.000 0.000 0.0000000 
350 
 
0.000 0.000 0.000 0.0000000 
351 
 
0.000 0.000 0.000 0.0000000 
352 Okt, 2014 0.000 0.000 0.000 0.0000000 
353 
 
0.000 0.000 0.000 0.0000000 
354 
 
0.000 0.000 0.000 0.0000000 
355 Nov, 2014 0.000 0.000 0.000 0.0000000 
356 
 
4.100 4.100 0.000 0.0000000 
357 
 
0.000 0.000 0.000 0.0000000 
358 Des, 2014 6.900 6.900 0.000 0.0000000 
359 
 
3.900 3.900 0.000 0.0000000 
360 
 






LAMPIRAN K HASIL PREDIKSI CURAH HUJAN KECAMATAN 




Data Curah Hujan 
Sebenarnya (y) 




181 Jan, 2010 9.200000 9.200 0.000000 0.000000 
182 
 
9.800000 9.800 0.000000 0.000000 
183 
 
0.000000 0.000 0.000000 0.000000 
184 Feb, 2010 18.800000 18.800 0.000000 0.000000 
185 
 
19.900000 19.900 0.000000 0.000000 
186 
 
6.250000 6.250 0.000000 0.000000 
187 Mar, 2010 14.800000 14.800 0.000000 0.000000 
188 
 
4.800000 4.800 0.000000 0.000000 
189 
 
5.000000 5.000 0.000000 0.000000 
190 Apr, 2010 14.900000 14.900 0.000000 0.000000 
191 
 
17.400000 17.400 0.000000 0.000000 
192 
 
15.100000 15.100 0.000000 0.000000 
193 Mei, 2010 15.900000 15.900 0.000000 0.000000 
194 
 
6.800000 6.800 0.000000 0.000000 
195 
 
5.272727 5.273 -0.000273 0.000000 
196 Jun, 2010 10.000000 10.000 0.000000 0.000000 
197 
 
6.300000 6.300 0.000000 0.000000 
198 
 
0.000000 0.000 0.000000 0.000000 
199 Jul, 2010 3.500000 3.500 0.000000 0.000000 
200 
 
1.200000 1.200 0.000000 0.000000 
201 
 
3.181818 3.182 -0.000182 0.000000 
202 Agt, 2010 0.900000 0.900 0.000000 0.000000 
203 
 
3.100000 3.100 0.000000 0.000000 
204 
 
1.909091 1.909 0.000091 0.000000 
205 Sep, 2010 10.400000 10.400 0.000000 0.000000 
206 
 
11.800000 11.800 0.000000 0.000000 
207 
 
7.400000 7.400 0.000000 0.000000 
208 Okt, 2010 14.500000 14.500 0.000000 0.000000 
209 
 
10.800000 10.800 0.000000 0.000000 
210 
 
13.727273 13.727 0.000273 0.000000 
211 Nov, 2010 19.800000 19.800 0.000000 0.000000 
212 
 
3.500000 3.500 0.000000 0.000000 
213 
 
17.700000 17.700 0.000000 0.000000 
214 Des, 2010 21.100000 21.100 0.000000 0.000000 
215 
 
36.200000 36.200 0.000000 0.000000 
216 
 
6.545455 6.545 0.000455 0.000000 
217 Jan, 2011 17.200000 17.200 0.000000 0.000000 
218 
 
10.300000 10.300 0.000000 0.000000 
219 
 
19.000000 19.000 0.000000 0.000000 
220 Feb, 2011 6.500000 6.500 0.000000 0.000000 
221 
 
5.100000 5.100 0.000000 0.000000 
222 
 
20.125000 20.125 0.000000 0.000000 
223 Mar, 2011 18.700000 18.700 0.000000 0.000000 
224 
 
13.200000 13.200 0.000000 0.000000 
225 
 
12.727273 12.727 0.000273 0.000000 
226 Apr, 2011 14.800000 14.800 0.000000 0.000000 
227 
 
18.400000 18.400 0.000000 0.000000 
228 
 
11.700000 11.700 0.000000 0.000000 
229 Mei, 2011 18.600000 18.600 0.000000 0.000000 
230 
 
12.600000 12.600 0.000000 0.000000 
231 
 
4.727273 4.727 0.000273 0.000000 
232 Jun, 2011 0.000000 0.000 0.000000 0.000000 
233 
 
0.000000 0.000 0.000000 0.000000 
234 
 
11.900000 11.900 0.000000 0.000000 
235 Jul, 2011 1.500000 1.500 0.000000 0.000000 
236 
 
2.000000 2.000 0.000000 0.000000 
237 
 




238 Agt, 2011 0.000000 0.000 0.000000 0.000000 
239 
 
0.000000 0.000 0.000000 0.000000 
240 
 
0.000000 0.000 0.000000 0.000000 
241 Sep, 2011 0.000000 0.000 0.000000 0.000000 
242 
 
0.000000 0.000 0.000000 0.000000 
243 
 
0.000000 0.000 0.000000 0.000000 
244 Okt, 2011 0.000000 0.000 0.000000 0.000000 
245 
 
3.300000 3.300 0.000000 0.000000 
246 
 
7.090909 7.091 -0.000091 0.000000 
247 Nov, 2011 22.800000 22.800 0.000000 0.000000 
248 
 
12.500000 12.500 0.000000 0.000000 
249 
 
13.300000 13.300 0.000000 0.000000 
250 Des, 2011 13.100000 13.100 0.000000 0.000000 
251 
 
5.300000 5.300 0.000000 0.000000 
252 
 
13.363636 13.364 -0.000364 0.000000 
253 Jan, 2012 9.400000 9.400 0.000000 0.000000 
254 
 
18.000000 18.000 0.000000 0.000000 
255 
 
7.727273 7.727 0.000273 0.000000 
256 Feb, 2012 10.100000 10.100 0.000000 0.000000 
257 
 
21.100000 21.100 0.000000 0.000000 
258 
 
9.666667 9.667 -0.000333 0.000000 
259 Mar, 2012 18.000000 18.000 0.000000 0.000000 
260 
 
8.400000 8.400 0.000000 0.000000 
261 
 
2.090909 2.091 -0.000091 0.000000 
262 Apr, 2012 11.300000 11.300 0.000000 0.000000 
263 
 
0.000000 0.000 0.000000 0.000000 
264 
 
1.100000 1.100 0.000000 0.000000 
265 Mei, 2012 5.700000 5.700 0.000000 0.000000 
266 
 
0.000000 0.000 0.000000 0.000000 
267 
 
0.636364 0.636 0.000364 0.000000 
268 Jun, 2012 0.400000 0.400 0.000000 0.000000 
269 
 
0.100000 0.100 0.000000 0.000000 
270 
 
0.000000 0.000 0.000000 0.000000 
271 Jul, 2012 0.000000 0.000 0.000000 0.000000 
272 
 
0.000000 0.000 0.000000 0.000000 
273 
 
0.000000 0.000 0.000000 0.000000 
274 Agt, 2012 0.000000 0.000 0.000000 0.000000 
275 
 
0.000000 0.000 0.000000 0.000000 
276 
 
0.000000 0.000 0.000000 0.000000 
277 Sep, 2012 0.000000 0.000 0.000000 0.000000 
278 
 
0.000000 0.000 0.000000 0.000000 
279 
 
0.000000 0.000 0.000000 0.000000 
280 Okt, 2012 2.800000 2.800 0.000000 0.000000 
281 
 
1.300000 1.300 0.000000 0.000000 
282 
 
3.454545 3.455 -0.000455 0.000000 
283 Nov, 2012 3.000000 3.000 0.000000 0.000000 
284 
 
10.800000 10.800 0.000000 0.000000 
285 
 
6.600000 6.600 0.000000 0.000000 
286 Des, 2012 7.500000 7.500 0.000000 0.000000 
287 
 
3.000000 3.000 0.000000 0.000000 
288 
 
8.090909 8.091 -0.000091 0.000000 
289 Jan, 2013 5.300000 5.300 0.000000 0.000000 
290 
 
7.900000 7.900 0.000000 0.000000 
291 
 
8.636364 8.636 0.000364 0.000000 
292 Feb, 2013 2.300000 2.300 0.000000 0.000000 
293 
 
14.800000 14.800 0.000000 0.000000 
294 
 
7.750000 7.750 0.000000 0.000000 
295 Mar, 2013 6.100000 6.100 0.000000 0.000000 
296 
 
10.500000 10.500 0.000000 0.000000 
297 
 
26.454545 26.455 -0.000455 0.000000 
298 Apr, 2013 12.100000 12.100 0.000000 0.000000 
299 
 
11.400000 11.400 0.000000 0.000000 
300 
 
1.900000 1.900 0.000000 0.000000 
301 Mei, 2013 0.000000 0.000 0.000000 0.000000 
302 
 
0.300000 0.300 0.000000 0.000000 
303 
 
13.545455 13.545 0.000455 0.000000 
304 Jun, 2013 6.700000 6.700 0.000000 0.000000 
305 
 






0.700000 0.700 0.000000 0.000000 
307 Jul, 2013 3.600000 3.600 0.000000 0.000000 
308 
 
6.700000 6.700 0.000000 0.000000 
309 
 
1.090909 1.091 -0.000091 0.000000 
310 Agt, 2013 0.000000 0.000 0.000000 0.000000 
311 
 
0.000000 0.000 0.000000 0.000000 
312 
 
0.000000 0.000 0.000000 0.000000 
313 Sep, 2013 0.000000 0.000 0.000000 0.000000 
314 
 
0.000000 0.000 0.000000 0.000000 
315 
 
0.000000 0.000 0.000000 0.000000 
316 Okt, 2013 0.000000 0.000 0.000000 0.000000 
317 
 
0.000000 0.000 0.000000 0.000000 
318 
 
0.000000 0.000 0.000000 0.000000 
319 Nov, 2013 2.300000 2.300 0.000000 0.000000 
320 
 
13.700000 13.700 0.000000 0.000000 
321 
 
15.200000 15.200 0.000000 0.000000 
322 Des, 2013 11.500000 11.500 0.000000 0.000000 
323 
 
31.900000 31.900 0.000000 0.000000 
324 
 
14.818182 14.818 0.000182 0.000000 
325 Jan, 2014 12.700000 12.700 0.000000 0.000000 
326 
 
7.700000 7.700 0.000000 0.000000 
327 
 
12.454545 12.455 -0.000455 0.000000 
328 Feb, 2014 26.000000 26.000 0.000000 0.000000 
329 
 
2.500000 2.500 0.000000 0.000000 
330 
 
10.750000 10.750 0.000000 0.000000 
331 Mar, 2014 9.600000 9.600 0.000000 0.000000 
332 
 
7.900000 7.900 0.000000 0.000000 
333 
 
6.818182 6.818 0.000182 0.000000 
334 Apr, 2014 2.600000 2.600 0.000000 0.000000 
335 
 
14.000000 14.000 0.000000 0.000000 
336 
 
9.200000 9.200 0.000000 0.000000 
337 Mei, 2014 2.400000 2.400 0.000000 0.000000 
338 
 
0.000000 0.000 0.000000 0.000000 
339 
 
0.636364 0.636 0.000364 0.000000 
340 Jun, 2014 0.000000 0.000 0.000000 0.000000 
341 
 
0.000000 0.000 0.000000 0.000000 
342 
 
1.000000 1.000 0.000000 0.000000 
343 Jul, 2014 0.000000 0.000 0.000000 0.000000 
344 
 
0.000000 0.000 0.000000 0.000000 
345 
 
2.909091 2.909 0.000091 0.000000 
346 Agt, 2014 0.000000 0.000 0.000000 0.000000 
347 
 
0.000000 0.000 0.000000 0.000000 
348 
 
0.000000 0.000 0.000000 0.000000 
349 Sep, 2014 0.000000 0.000 0.000000 0.000000 
350 
 
0.000000 0.000 0.000000 0.000000 
351 
 
0.000000 0.000 0.000000 0.000000 
352 Okt, 2014 0.000000 0.000 0.000000 0.000000 
353 
 
0.000000 0.000 0.000000 0.000000 
354 
 
0.000000 0.000 0.000000 0.000000 
355 Nov, 2014 3.800000 3.800 0.000000 0.000000 
356 
 
14.000000 14.000 0.000000 0.000000 
357 
 
9.500000 9.500 0.000000 0.000000 
358 Des, 2014 13.600000 13.600 0.000000 0.000000 
359 
 
12.800000 12.800 0.000000 0.000000 
360 
 






LAMPIRAN L HASIL PREDIKSI CURAH HUJAN KECAMATAN 
TUTUR DENGAN 8 PARAMETER INPUT TAHUN 2010-2014 
Tutur 
No. Bulan 
Data Curah Hujan 
Sebenarnya (y) 




181 Jan, 2010 17.2500000 17.2500000 0.0000000 0.0000000 
182 
 
15.1000000 15.1000000 0.0000000 0.0000000 
183 
 
23.5454545 23.5450000 0.0004545 0.0000002 
184 Feb, 2010 22.0000000 22.0000000 0.0000000 0.0000000 
185 
 
32.2000000 32.2000000 0.0000000 0.0000000 
186 
 
15.5000000 15.5000000 0.0000000 0.0000000 
187 Mar, 2010 38.2222222 38.2220000 0.0002222 0.0000000 
188 
 
15.3000000 15.3000000 0.0000000 0.0000000 
189 
 
11.2727273 11.2730000 -0.0002727 0.0000001 
190 Apr, 2010 19.3333333 19.3330000 0.0003333 0.0000001 
191 
 
16.6000000 16.6000000 0.0000000 0.0000000 
192 
 
15.0000000 15.0000000 0.0000000 0.0000000 
193 Mei, 2010 16.5555556 16.5560000 -0.0004444 0.0000002 
194 
 
17.5000000 17.5000000 0.0000000 0.0000000 
195 
 
10.0909091 10.0910000 -0.0000909 0.0000000 
196 Jun, 2010 15.5555556 15.5560000 -0.0004444 0.0000002 
197 
 
27.6000000 27.6000000 0.0000000 0.0000000 
198 
 
0.0000000 0.0000000 0.0000000 0.0000000 
199 Jul, 2010 6.3333333 6.3330000 0.0003333 0.0000001 
200 
 
3.9000000 3.9000000 0.0000000 0.0000000 
201 
 
5.2727273 5.2730000 -0.0002727 0.0000001 
202 Agt, 2010 5.0000000 5.0000000 0.0000000 0.0000000 
203 
 
5.8000000 5.8000000 0.0000000 0.0000000 
204 
 
7.0000000 7.0000000 0.0000000 0.0000000 
205 Sep, 2010 8.6666667 8.6670000 -0.0003333 0.0000001 
206 
 
12.3000000 12.3000000 0.0000000 0.0000000 
207 
 
22.6000000 22.6000000 0.0000000 0.0000000 
208 Okt, 2010 8.6666667 8.6670000 -0.0003333 0.0000001 
209 
 
19.6000000 19.6000000 0.0000000 0.0000000 
210 
 
23.2727273 23.2730000 -0.0002727 0.0000001 
211 Nov, 2010 23.7777778 23.7780000 -0.0002222 0.0000000 
212 
 
4.2000000 4.2000000 0.0000000 0.0000000 
213 
 
16.1000000 16.1000000 0.0000000 0.0000000 
214 Des, 2010 13.2222222 13.2220000 0.0002222 0.0000000 
215 
 
10.7000000 10.7000000 0.0000000 0.0000000 
216 
 
1.5454545 1.5450000 0.0004545 0.0000002 
217 Jan, 2011 20.2000000 20.2000000 0.0000000 0.0000000 
218 
 
12.9000000 12.9000000 0.0000000 0.0000000 
219 
 
21.8181818 21.8180000 0.0001818 0.0000000 
220 Feb, 2011 7.4000000 7.4000000 0.0000000 0.0000000 
221 
 
5.4000000 5.4000000 0.0000000 0.0000000 
222 
 
16.0000000 16.0000000 0.0000000 0.0000000 
223 Mar, 2011 18.8000000 18.8000000 0.0000000 0.0000000 
224 
 
6.4000000 6.4000000 0.0000000 0.0000000 
225 
 
11.8181818 11.8180000 0.0001818 0.0000000 
226 Apr, 2011 15.9000000 15.9000000 0.0000000 0.0000000 
227 
 
10.1000000 10.1000000 0.0000000 0.0000000 
228 
 
7.7000000 7.7000000 0.0000000 0.0000000 
229 Mei, 2011 22.0000000 22.0000000 0.0000000 0.0000000 
230 
 
5.4000000 5.4000000 0.0000000 0.0000000 
231 
 
1.9090909 1.9090000 0.0000909 0.0000000 
232 Jun, 2011 0.0000000 0.0000000 0.0000000 0.0000000 
233 
 
0.0000000 0.0000000 0.0000000 0.0000000 
234 
 
0.0000000 0.0000000 0.0000000 0.0000000 
235 Jul, 2011 0.0000000 0.0000000 0.0000000 0.0000000 
236 
 
0.0000000 0.0000000 0.0000000 0.0000000 
237 
 
0.0000000 0.0000000 0.0000000 0.0000000 
238 Agt, 2011 0.0000000 0.0000000 0.0000000 0.0000000 
239 
 






0.0000000 0.0000000 0.0000000 0.0000000 
241 Sep, 2011 0.0000000 0.0000000 0.0000000 0.0000000 
242 
 
0.0000000 0.0000000 0.0000000 0.0000000 
243 
 
0.0000000 0.0000000 0.0000000 0.0000000 
244 Okt, 2011 0.7000000 0.7000000 0.0000000 0.0000000 
245 
 
1.7000000 1.7000000 0.0000000 0.0000000 
246 
 
8.0000000 8.0000000 0.0000000 0.0000000 
247 Nov, 2011 18.0000000 18.0000000 0.0000000 0.0000000 
248 
 
15.0000000 15.0000000 0.0000000 0.0000000 
249 
 
16.1000000 16.1000000 0.0000000 0.0000000 
250 Des, 2011 26.4000000 26.4000000 0.0000000 0.0000000 
251 
 
5.0000000 5.0000000 0.0000000 0.0000000 
252 
 
16.6363636 16.6360000 0.0003636 0.0000001 
253 Jan, 2012 14.4000000 14.4000000 0.0000000 0.0000000 
254 
 
16.7000000 16.7000000 0.0000000 0.0000000 
255 
 
9.8181818 9.8180000 0.0001818 0.0000000 
256 Feb, 2012 11.5000000 11.5000000 0.0000000 0.0000000 
257 
 
10.8000000 10.8000000 0.0000000 0.0000000 
258 
 
22.5555556 22.5560000 -0.0004444 0.0000002 
259 Mar, 2012 16.1000000 16.1000000 0.0000000 0.0000000 
260 
 
4.9000000 4.9000000 0.0000000 0.0000000 
261 
 
8.8181818 8.8180000 0.0001818 0.0000000 
262 Apr, 2012 12.6000000 12.6000000 0.0000000 0.0000000 
263 
 
8.0000000 8.0000000 0.0000000 0.0000000 
264 
 
3.5000000 3.5000000 0.0000000 0.0000000 
265 Mei, 2012 7.6000000 7.6000000 0.0000000 0.0000000 
266 
 
0.3000000 0.3000000 0.0000000 0.0000000 
267 
 
0.0000000 0.0000000 0.0000000 0.0000000 
268 Jun, 2012 2.1000000 2.1000000 0.0000000 0.0000000 
269 
 
0.0000000 0.0000000 0.0000000 0.0000000 
270 
 
0.0000000 0.0000000 0.0000000 0.0000000 
271 Jul, 2012 0.0000000 0.0000000 0.0000000 0.0000000 
272 
 
0.0000000 0.0000000 0.0000000 0.0000000 
273 
 
0.0000000 0.0000000 0.0000000 0.0000000 
274 Agt, 2012 0.0000000 0.0000000 0.0000000 0.0000000 
275 
 
0.0000000 0.0000000 0.0000000 0.0000000 
276 
 
0.0000000 0.0000000 0.0000000 0.0000000 
277 Sep, 2012 0.0000000 0.0000000 0.0000000 0.0000000 
278 
 
0.0000000 0.0000000 0.0000000 0.0000000 
279 
 
0.0000000 0.0000000 0.0000000 0.0000000 
280 Okt, 2012 1.0000000 1.0000000 0.0000000 0.0000000 
281 
 
0.6000000 0.6000000 0.0000000 0.0000000 
282 
 
0.0000000 0.0000000 0.0000000 0.0000000 
283 Nov, 2012 0.6000000 0.6000000 0.0000000 0.0000000 
284 
 
15.6000000 15.6000000 0.0000000 0.0000000 
285 
 
7.8000000 7.8000000 0.0000000 0.0000000 
286 Des, 2012 9.4000000 9.4000000 0.0000000 0.0000000 
287 
 
10.4000000 10.4000000 0.0000000 0.0000000 
288 
 
15.0000000 15.0000000 0.0000000 0.0000000 
289 Jan, 2013 9.1000000 9.1000000 0.0000000 0.0000000 
290 
 
11.0000000 11.0000000 0.0000000 0.0000000 
291 
 
20.4545455 20.4550000 -0.0004545 0.0000002 
292 Feb, 2013 15.4000000 15.4000000 0.0000000 0.0000000 
293 
 
22.9000000 22.9000000 0.0000000 0.0000000 
294 
 
9.8750000 9.8750000 0.0000000 0.0000000 
295 Mar, 2013 11.2000000 11.2000000 0.0000000 0.0000000 
296 
 
12.6000000 12.6000000 0.0000000 0.0000000 
297 
 
8.0000000 8.0000000 0.0000000 0.0000000 
298 Apr, 2013 10.3000000 10.3000000 0.0000000 0.0000000 
299 
 
12.0000000 12.0000000 0.0000000 0.0000000 
300 
 
7.6000000 7.6000000 0.0000000 0.0000000 
301 Mei, 2013 2.1000000 2.1000000 0.0000000 0.0000000 
302 
 
5.3000000 5.3000000 0.0000000 0.0000000 
303 
 
0.0000000 0.0000000 0.0000000 0.0000000 
304 Jun, 2013 10.1000000 10.1000000 0.0000000 0.0000000 
305 
 
2.2000000 2.2000000 0.0000000 0.0000000 
306 
 
0.0000000 0.0000000 0.0000000 0.0000000 






6.0000000 6.0000000 0.0000000 0.0000000 
309 
 
0.0000000 0.0000000 0.0000000 0.0000000 
310 Agt, 2013 0.0000000 0.0000000 0.0000000 0.0000000 
311 
 
0.0000000 0.0000000 0.0000000 0.0000000 
312 
 
0.0000000 0.0000000 0.0000000 0.0000000 
313 Sep, 2013 0.0000000 0.0000000 0.0000000 0.0000000 
314 
 
0.0000000 0.0000000 0.0000000 0.0000000 
315 
 
0.0000000 0.0000000 0.0000000 0.0000000 
316 Okt, 2013 2.0000000 2.0000000 0.0000000 0.0000000 
317 
 
1.0000000 1.0000000 0.0000000 0.0000000 
318 
 
3.0909091 3.0910000 -0.0000909 0.0000000 
319 Nov, 2013 2.4000000 2.4000000 0.0000000 0.0000000 
320 
 
14.0000000 14.0000000 0.0000000 0.0000000 
321 
 
20.5000000 20.5000000 0.0000000 0.0000000 
322 Des, 2013 12.0000000 12.0000000 0.0000000 0.0000000 
323 
 
20.6000000 20.6000000 0.0000000 0.0000000 
324 
 
14.7272727 14.7270000 0.0002727 0.0000001 
325 Jan, 2014 15.1000000 15.1000000 0.0000000 0.0000000 
326 
 
5.2000000 5.2000000 0.0000000 0.0000000 
327 
 
14.9090909 14.9090000 0.0000909 0.0000000 
328 Feb, 2014 14.5000000 14.5000000 0.0000000 0.0000000 
329 
 
1.3000000 1.3000000 0.0000000 0.0000000 
330 
 
11.3750000 11.3750000 0.0000000 0.0000000 
331 Mar, 2014 7.0000000 7.0000000 0.0000000 0.0000000 
332 
 
9.3000000 9.3000000 0.0000000 0.0000000 
333 
 
9.5454545 9.5450000 0.0004545 0.0000002 
334 Apr, 2014 5.5000000 5.5000000 0.0000000 0.0000000 
335 
 
7.7000000 7.7000000 0.0000000 0.0000000 
336 
 
0.0000000 0.0000000 0.0000000 0.0000000 
337 Mei, 2014 10.8000000 10.8000000 0.0000000 0.0000000 
338 
 
7.6000000 7.6000000 0.0000000 0.0000000 
339 
 
0.0000000 0.0000000 0.0000000 0.0000000 
340 Jun, 2014 7.4000000 7.4000000 0.0000000 0.0000000 
341 
 
1.9000000 1.9000000 0.0000000 0.0000000 
342 
 
0.0000000 0.0000000 0.0000000 0.0000000 
343 Jul, 2014 0.5000000 0.5000000 0.0000000 0.0000000 
344 
 
1.9000000 1.9000000 0.0000000 0.0000000 
345 
 
0.0000000 0.0000000 0.0000000 0.0000000 
346 Agt, 2014 0.0000000 0.0000000 0.0000000 0.0000000 
347 
 
0.0000000 0.0000000 0.0000000 0.0000000 
348 
 
0.0000000 0.0000000 0.0000000 0.0000000 
349 Sep, 2014 0.0000000 0.0000000 0.0000000 0.0000000 
350 
 
0.0000000 0.0000000 0.0000000 0.0000000 
351 
 
0.0000000 0.0000000 0.0000000 0.0000000 
352 Okt, 2014 0.0000000 0.0000000 0.0000000 0.0000000 
353 
 
0.0000000 0.0000000 0.0000000 0.0000000 
354 
 
0.0000000 0.0000000 0.0000000 0.0000000 
355 Nov, 2014 3.9000000 3.9000000 0.0000000 0.0000000 
356 
 
11.6000000 11.6000000 0.0000000 0.0000000 
357 
 
5.1000000 5.1000000 0.0000000 0.0000000 
358 Des, 2014 18.6000000 18.6000000 0.0000000 0.0000000 
359 
 
10.1000000 10.1000000 0.0000000 0.0000000 
360 
 
21.5454545 21.5450000 0.0004545 0.0000002 
RMSE 0.000125017 
 
