The generating function for counts in randomly placed cells is derived using the characteristic functional. The distribution of voids in a randomly diluted subset of a given point distribution is shown to contain information about all the other count probabilities. Thus, random dilutions may be used to derive the entire distribution function from the void distribution.
appear to be strongly a ected by random dilution. This result is interesting since both the GQED and the Negative Binomial distributions, which t the observed galaxy number count distributions well, have Poisson cluster interpretations. So, even if the process by which galaxies are selected into a catalogue is random, the form of the measured counts-in-cells distribution may be a ected strongly. Section 5.3 discusses the homologous selection procedure proposed by Lahav & Saslaw (1992) , and applies it to the Poisson cluster models discussed in the previous section. For Poisson cluster models, their selection procedure is similar to that of randomly diluting a particle distribution, except that, in their procedure, the clusters themselves, rather than the individual particles, are treated as the fundamental entities. Section 5.4 considers the statistics of massive objects, and the problem of estimating these statistics because of cosmic variance.
Section 6 summarizes the results. It also argues that Poisson cluster models should provide a good approximate description of the galaxy distribution if the peaks model of biased galaxy formation (Kaiser 1984; Bardeen et al. 1986 ) is correct. This relation between Poisson cluster models and peaks of Gaussian random elds, which has been known in the statistical community for some time (e.g. Adler 1981) , is interesting because the observed galaxy distribution is well t by distributions that have Poisson cluster interpretations.
CONTINUOUS DISTRIBUTIONS
The results of this section and the next may be found in the statistical literature (e.g. Daley & Vere-Jones 1988) . For completeness, they are introduced here in language that is more familiar to astronomers.
The characteristic functional and correlation functions
The characteristic functional is a powerful analytic tool in probability theory (e.g. Feynman & Hibbs 1965; Balescu 1975; Daley & Vere-Jones 1988) . This section reviews the concept of the characteristic functional and its usefulness for describing models of density uctuations in the Universe. The treatment here follows that of Feynman & Hibbs (1965) and McClelland & Silk (1977) closely. Let p(y)dy denote the probability that y lies in the range dy about y, where y is a continuous variable, and call p(y) the univariate distribution function. When p(y) is normalized to unity, so that R p(y)dy = 1, then the mean value of some function q(y) is hq(y)i = 2) it is just the Fourier transform of p(y), so that knowledge of (k) is equivalent to knowledge of the distribution function p(y) itself. By di erentiating the characteristic function with respect to k and evaluating at k = 0, the moments of the univariate distribution function are easily obtained. Expanding the exponential in the integrand of equation (2) as a power series shows why (k) is sometimes called the moment generating function. Now consider the (one-dimensional) curve f(x), which describes some continuous function of x. The multivariate probability p(y1; y2; : : :) dy1 dy2 : : : that f(x1) = y1 is in the range dy1, f(x2) = y2 is in the range dy2, and so on, denotes the probability of this curve occurring. The probability functional P f(x)] is de ned so that, in the limit as the number of intervals dyi becomes in nite, the probability of observing the continuous curve f(x) in the range Df(x) is given by P f(x)]Df(x).
Thus, the probability functional is closely related to the multivariate distribution function. When P f(x)] is properly normalized, the denominator in equations (3) and (4) is unity. Analogously to the case for the single variable y, knowledge of the characteristic functional k] is equivalent to knowledge of the probability functional P f].
Further, the functional derivatives of the characteristic functional evaluated at k = 0 are closely related to the moments of the multivariate distribution function.
The extension to three-dimensional distributions is trivial. If f(r) is a three-dimensional density distribution, so f(r) = y means that the density at some position r is y, then
where it is assumed that P f(r)] is normalized to unity (e.g. Appendix A in McClelland & Silk 1977) . The characteristic functional k] contains all the information about the probability structure of the density distribution. For instance, the mean value of f evaluated at r is k(r) k=0 = i Z f(r) P f(r)] Df(r) = ihf(r)i:
Similarly, the second moment is
It is of interest to write the characteristic functional in terms of the irreducible N-point correlation functions, n N N (r1 : : : rN ) (cf. Peebles 1980), where n is the average density. These are just the cumulants of the density distribution, so they can be obtained from the functional Taylor expansion of ln : Daley & Vere-Jones 1988) . Notice that the characteristic functional k], depends on the entire hierarchy of correlation functions. This shows explicitly that knowledge of the entire hierarchy of correlation functions is equivalent to knowledge of the probability structure of a density eld.
THE UNIVARIATE DISCRETE DISTRIBUTION FUNCTION
This section derives the distribution function of discrete counts in randomly placed cells of size R from the characteristic functional.
The generating function and counts-in-cells
Counting in cells is equivalent to convolving the continuous density eld f(r) with a window function WR(r; r 0 ) that describes the shape of the cell. So, consider the convolved eld 
To relate the continuous density eld F(r; R) to a discrete galaxy distribution PN(r; R), assume that the number of galaxies in a cell of size R centered on r is a Poisson process that depends only on F(r; R) so that PN(r; R) = F(r; R)] N N! exp ?F(r;R)
(e.g. Layzer 1956 ). The probability a cell of shape WR has N particles is just PN(R) hPN(r;R)i, which can be computed using the three-dimensional equivalent of equation (3 
Substituting equation (9) for F(r; R) into equation (14) shows that g(s; R) is similar in form to equation (5) 
Notice that, whereas the correlation functions are the cumulants of the continuous distribution, the window-averaged correlation functions are the factorial cumulants of the discrete distribution. The extension to deriving g(s1; R1; s2; R2; : : :), the multivariate generating function, from the characteristic functional, k], is straightforward (e.g. Daley & Vere-Jones 1988; Szapudi & Szalay 1993) .
When WR(r; r 0 ) is a top-hat, equations (11) and (12) show that the generating function in equation (16) 
where each integral is over the volume R de ned by the top-hat window function. Equation (17) for the univariate generating function has the same form as that which was obtained by Balian & Schae er (1989) . The probabilities PN(R) are obtained from the generating function (equation 17) in the usual way, by taking derivatives with respect to s:
For what follows, when the integrals are over the cell volume R, de ne 
Substituting equation (19) in equation (18), and using equation (17) shows that
where the second equality follows because the M (R) are, by construction, independent of s and of n, and it is understood that the derivatives are to be evaluated keeping the M (R) constant.
Since P0(R) g(0; R), equation (20) shows that
This is the result rst obtained by White (1979) who used a di erent method to show that the void distribution can be considered as a generating function for the univariate distribution function. White's prescription can be extended to the multivariate distribution function; analogously to the case for the univariate generating function, the multivariate void distribution can be used to derive the multivariate generating function (Lemson, private communication) . Finally, Chapter 7.3 of Daley & Vere-Jones (1988) contains an elegant demonstration of how and when the multivariate void distribution uniquely characterizes a distribution of points.
Moment generating functions
What follows will always be concerned with the univariate distribution function for some xed cell size, R, so the R dependence will not be written explicitly. Thus, the R dependence of PN(R) and N (R) will be assumed implicit. At this point it is convenient to de ne a number of di erent generating functions that will be useful for what follows. All these de nitions are standard (e.g. Moran 1984; Daley & Vere-Jones 1988) .
Equation (14) 
RANDOM DILUTIONS AND DISTRIBUTION FUNCTIONS
In what follows, many of the results of the previous sections will be useful. The main original result of this section is that White's prescription for deriving the PN from the void distribution (equation 21) is best understood in the context of random dilutions of point distributions. Using this relation between White's prescription and random dilutions, the gravitational quasi-equilibrium distribution, which ts the observed galaxy distribution well, is derived from its void distribution.
The gravitational quasi-equilibrium distribution function
The gravitational quasi-equilibrium distribution (GQED) function proposed by Saslaw & Hamilton (1984) (Saslaw 1989; Sheth 1995a) . By construction, the generating function in equations (26) and (27) satis es equation (18) for deriving the counts PN from the generating function g(s; b). To check that it also satis es the prescription given by White (equation 21 above) requires knowledge of how N and b depend on n. The dependence of N = nR, where R is the volume of the cell, is trivial. The following analysis shows that there is no functional form b( n) that allows the GQED to satisfy a straightforward application of White's relation. Taking the rst derivative of the GQED void distribution with respect to the density gives
If the derivative has been taken correctly, with all the correlation functions held constant as required by equation (21), then the last expression on the right of equation (28) should equal P1. So the question is, what is the relation between b( n) and db( n)=d n when the derivative is taken with the correlation functions held constant? Equation (21) (28) gives the required relation between db( n)=d n and b( n). Repeating this analysis using equations (21) and (25), but now with N = 2, gives another relation between db( n)=d n and b( n). Simple algebra shows that the two relations are consistent only when b( n) = 0, i.e., the trivial case when the GQED is a Poisson distribution (cf. equation 25). Thus, the GQED, with a non-zero b, does not appear to satisfy White's relation (equation 21). Peebles 1980) . This is most easily seen by using the generating functions g R (s) and g P (s) of the diluted and parent distributions. When the diluted distribution is a factor p less dense than the parent distribution, then g R (s) = g P (q + ps);
where 0 p 1, and q 1 ? p (e.g. Daley & Vere-Jones 1988; Lahav & Saslaw 1992) .
When the number density of the parent distribution is n (so the randomly diluted subsample has density p n), and setting N nR, then equation (17) for g R (s) and for g P (s) shows that g P (q + ps) = exp where the nal expressions follow from equations (17) and (31). Equation (32) shows that N R = N P for all N; the correlation functions of the randomly diluted subsample are the same as those of the parent distribution. This shows explicitly that random dilution changes the number density, but keeps the correlation functions constant.
To apply White's prescription it is essential to take the derivatives of P0 with respect to n keeping the N constant.
If the generating function is written explicitly in terms of the N , as it is in equations (21), (29) and (30) above, this is straightforward. When this is not the case, however, the discussion above shows that White's prescription (equation 21), in which derivatives are evaluated while holding the correlation functions constant, is closely related to taking a random dilution of a parent distribution.
For example, to obtain P1 by using White's prescription, calculate
where P0( ) denotes the void distribution when the density is . Now n ? n = p n, so that q = n= n. Also, requiring that the derivative is taken in such a way that the correlation functions do not change means that P0( n ? n) = g R (0) = g P (q) (see 
as required by equation (21). Notice that this way of calculating P1 is di erent from that used in equation (28). Using the analogs of equation (33) to compute the higher order derivatives shows that all the PN can be obtained from P0 using this interpretation of White's prescription. Since this interpretation is independent of the functional form assumed for P0, it holds for any distribution function. Therefore, it holds for the GQED also, which means that the GQED is obtained correctly from its void distribution only by using this random-dilution-related interpretation of White's prescription. Further insight is gained by considering the void distribution of a randomly diluted subsample, g R (0) more closely. Equation (31) shows that g R (0) = g P (q) = 1 X N =0 PNq N ; (35) which demonstrates explicitly that the void distribution of the randomly diluted distribution depends on all the PN of the parent distribution. That is, the void distribution of a randomly diluted subsample contains information about all the PN of the parent distribution.
Random dilution and the GQED
Although random dilution leaves the correlation functions invariant, the distribution functions are a ected strongly. Equation (31) shows how the generating functions of the parent and the diluted subsample di er. However, under random dilution, some distribution functions preserve their functional forms, the only modi cation being to the term that involves the number density. This means that, for these distribution functions, the form of the generating function is invariant under the transformation s ! q +ps. This class of distribution function is said to be invariant under random dilution. For example, the Negative Binomial distribution is invariant under random dilution. This is most easily seen by writing the generating functions of the parent Negative Binomial distribution, and the diluted distribution: g R (s) = g P (q + ps) = where the rst equality comes from using equation (31), and the second equality from equation (30). The nal expression on the right shows that a random subsample of a Negative Binomial is itself a Negative Binomial, but with a number density that is lower by the appropriate factor, p.
To see that the compounded Lognormal of equation (29) is also invariant under random dilution requires knowledge of its generating function. Although the generating function of the compounded Lognormal diverges, it can be written in a suggestive form using its factorial moments. 
Although this generating function diverges, it is easy to see that when s ! q +ps, the form of equation (38) 
where h(s; b) was de ned in equation (27) . So, a random subsample of a GQED will not itself be a GQED. This has important consequences when applying White's prescription.
Recall that the simple application of White's prescription (as in equation 28), is equivalent to assuming that the form of the generating function is invariant under random dilution. However, a GQED is not invariant under random dilution. This is the key reason why the simple application of White's prescription shows that the GQED is not determined correctly by its void distribution. However, when applied correctly, using the procedure outlined in Section 4.2, it is straightforward to show that the GQED, and indeed, any counts-in-cells distribution function, can consistently be derived from its void distribution.
COMBINED DISTRIBUTIONS, POISSON CLUSTER DECOMPOSITIONS, AND OTHER SELECTION PROCEDURES
The derivation in Section 3.1, of the univariate distribution from the characteristic functional, shows explicitly how information about a given point distribution is averaged out to obtain the counts-in-cells distribution function. Nevertheless, the distribution function still contains signi cant information about a point distribution. In this Section, a number of relatively well known results about correlation functions are easily obtained and extended using the generating function formalism. Whereas many of the mathematical results of this Section are not new, the interpretation of these results, in the context of N-body simulations and of observations of galaxy clustering, is original.
Superimposed distributions
Consider the distribution that is obtained by combining (i.e., superimposing) two point distributions in which the points of each distribution are correlated with other members of that distribution, but not with the points of the other distribution. When two point distributions are not correlated with each other, they are statistically independent, and the distribution function of the superimposed distribution is obtained by convolving the individual generating functions. So, when the subscript i denotes the ith distribution, then the generating function for the superimposed distribution is gc(s) = g1(s)g2(s) 
As an example of the usefulness of the expression above, consider the special case when particles from two N-body simulations of gravitational clustering (that di er only in the random number that generated the initial conditions) are superimposed. The points in each simulation are mutually correlated, but particles of one simulation are not correlated with those of the other. This means that equation (40) 
This shows that Nc = N =2 N ?1 and provides a means of measuring the correlation functions, N , when the discreteness contribution in a single simulation contributes signi cantly to the uncertainty in determining the N for each simulation.
However, there is a subtle di erence between the estimate for the N obtained using the Nc from the superimposed distribution, and the N that are measured for each distribution individually. The reason for this is that the two simulations considered in this example may be thought of as two di erent realizations of some underlying stochastic process. Then, superimposing many of these realizations gives a measurement of the correlation functions in the mean realization, rather than in an individual realization, of the underlying process. In general, the correlations in the mean realization will be slightly di erent from those in any individual realization of the process.
A suggestive formal relation follows from equations (17) 
because 1 1. Since the generating function of a distribution obtained by superimposing two di erent point distributions is obtained by multiplying the generating functions of the individual distributions, it is interesting that the rst exponential in the nal expression on the right of equation (43) is the generating function of a Poisson distribution with density n.
Poisson cluster distributions and random dilution
Although random dilution of a point distribution does not a ect the correlation functions, the functional form of the distribution function can be strongly a ected. This is most easily seen by considering a simple model in which pairs are distributed uniformly at random. That is, particles are arranged in pairs, and the pairs have a Poisson spatial distribution. When the number density of pairs is n, (so that the total density is 2 n), the generating function is gpairs(s) = exp
Equating equation (17) to the expression on the right of equation (44) shows how to calculate the (volume averaged) correlation functions for this model.
Consider the point distribution that is obtained by randomly diluting, by a factor p, this distribution of pairs. Since random dilution includes (with probability p) or excludes (with probability q = 1 ? p) each member of the parent point distribution independently of the others, occasionally only one member of a pair is included, while the other is excluded. Equation (31) Replacing n by p n in equation (44) Vere-Jones 1988). In general, the functional form of the generating function for a point distribution that is described by such a Poisson cluster decomposition will be changed by random dilution. Here, the simple example of Poisson distributed pairs is worked out in detail to demonstrate that there is nothing mysterious in the change of the functional form of the generating function under random dilution. Indeed, it shows that the form of the generating function is invariant under random dilution only for a restricted class of point distributions.
Since any given galaxy catalog represents a subsample of the total galaxy distribution, the fact that the functional form of the underlying galaxy distribution function may be changed by the selection procedure has important consequences. To compare the distribution function of a theoretical model of the galaxy distribution with the distribution function of the galaxies in a given catalog it is essential to account correctly for these selection e ects. As an example, consider galaxy redshift catalogs constructed using a sparse sampling strategy, where the galaxies are selected randomly from some larger parent catalog. Then the distribution function of the subsampled catalog is related to that of the parent catalog by equation (31) and, of course, the N-point correlation functions for the two catalogs are the same. Two of the distribution functions considered here, the compounded Lognormal, and the Negative Binomial, are invariant under random dilution. So, if the larger parent catalog is described by one of these distributions, then the randomly diluted subsample is also. The GQED, however, can be understood as a Poisson cluster model (Saslaw 1989; Sheth 1995a) , and it is changed by random sampling. Therefore, if the parent distribution is described by a GQED, then, formally, the randomly subsampled distribution is not. Fortunately, although a randomly diluted subsample of an underlying GQED is not formally a GQED, the numerical values of the subsampled distribution are extremely close to that of a related GQED, so that, to a good approximation, if the parent distribution is described by a GQED, then the subsample is well approximated by another GQED. The value of b in the GQED that approximates the randomly diluted subsample is related to the value of b in the parent GQED, and also to the fraction p of the galaxies in the subsample (Saslaw 1989; Lahav & Saslaw 1992 ).
Homologous selection and Poisson cluster distributions
Equation (17) for the generating function has another important application. When the subsample is less dense than the parent population by a factor p (so that n H = p n, where n is the density of points in the parent distribution), and the subsample is selected so that
where the subscript H denotes the generating function of the subsample, then the subsample is said to be homologously selected from the parent population (Lahav & Saslaw 1992) . In terms of correlation functions, this means that
which shows that N H = N =p N ?1 , i.e., the volume averaged correlation functions in the homologous subsample, N H , have a greater amplitude than the volume averaged correlation functions, N , of the original parent population. Since random selection does not a ect the correlation functions, this demonstrates that the selection algorithm required by equation (46) is di erent from the random dilution considered earlier.
For the special case where the parent distribution is a GQED, the homologous selection process proposed by Lahav & Saslaw (1992) has a surprising interpretation. The generating function of a subsample selected from a GQED according to equation (46) (48) where the expression on the right comes from applying equation (46) to the GQED generating function (equation 26). This shows that the distribution function of this subsample of a GQED is also a GQED; although it has a smaller number density than the parent GQED, it has the same value of b. Now, the form of the GQED generating function (equation 26) suggests that the GQED describes a Poisson distribution of cluster centers, where the probability that a cluster has N associated particles is given by the h(s; b) distribution of equation (27) (Saslaw 1989; Sheth 1995a) . Rewriting the generating function shows that the number density of cluster centers in the parent GQED that have at least one associated particle is n(1?b). So, equation (46) shows that the subsample selected from a parent GQED according to the Lahav & Saslaw (1992) prescription is a GQED that di ers from its parent GQED only because the number density of cluster centers is smaller, i.e., the number density of cluster centers with at least one associated particle in the subsample is p n(1 ?b). However, this shows that the selection procedure implicit in equation (46) is equivalent to randomly choosing a cluster center, and then selecting all or none of the particles associated with that cluster center. In particular, the cluster center, and all its associated particles, is chosen (with probability p) or rejected (with probability 1?p) without regard to the number of associated particles, i.e., without regard to its`mass'.
This interpretation of the selection algorithm required by equation (46) also applies to the Negative Binomial distribution of equation (30), because, like the GQED, the Negative Binomial has a Poisson cluster interpretation (e.g. Daley & Vere-Jones 1988; Sheth 1995a) . Thus, for Poisson cluster distributions, homologous selection is similar to random dilution of a parent distribution, the essential di erence being that homologous selection treats the Poisson clusters, rather than the individual cluster members themselves, as the fundamental entities.
The statistics of massive objects
Neither random dilution of, nor homologous selection from, a parent distribution is especially sensitive to the more massive objects in the parent distribution. A class of selection procedures that emphasizes the more massive objects in a catalog, though it does not select them homologously, is one where the distribution function of the subsample, P The random dilution selection procedure considered in x3.2 is the special case when k = 0 (cf. equation 31). As k increases, the selection process`weights' over-dense regions more and more strongly with respect to underdense regions. This is most easily seen by setting p = 1 in equation (49). It shows that this selection process is equivalent to considering the high-order moments of the parent distribution function. Unfortunately, these higher-order moments are notoriously di cult to measure reliably, as they are extremely sensitive to the rare, most massive clumps in a catalog. This sensitivity to rare events means that the statistics of the massive objects selected in this way from a parent catalog will have a large`cosmic variance'. Nevertheless, equations (49) and (50) constitute one class of selection process that is sensitive to the more massive objects in a given parent distribution.
When applied to the joint distribution function, P P N 1 ;N 2 (r), that there are N1 objects in a volume, say V1, and N2 objects in volume V2 a distance r away, this selection process, when applied independently to V1 and V2, can be used to provide information about the correlations between the more massive regions in a parent catalog. For example, when k = k1 for the selection process applied to V1, and k = k2 for V2, then, when k1 = k2, this selection process can provide information about correlations between regions of the same`richness class'. When k1 6 = k2, the selection process provides information about the cross-correlation between regions of di ering`richness class'. Note that this de nition of`richness class', though it may be related to, should not be identi ed with, the`Richness' classi cation of the Abell clusters. Szapudi, Szalay & Boschan (1992) consider quantities that are, essentially, just the higher order moments of the joint distribution described here, after applying a selection process that is similar to that described above, to compute various cluster-cluster correlation functions for the Lick catalog. As shown above, their results are subject to the caveats about the sensitivity of the statistics to cosmic variance.
The scale-invariant, hierarchical model
The selection of more massive objects from an underlying parent distribution provides insight into another, apparently unrelated, question. Consider a selection process where
where hM 2 i is the second moment of the parent distribution. The similarity of the selection process implied by equation (51) to that in equation (49) with k = 2, shows that it, too, emphasizes the more massive objects in the parent distribution. When p = 1, equation (51) PN is more sensitive to massive objects than is PN itself. It also shows that, if the galaxy distribution is well described by the scale-invariant hierarchical model considered by Balian & Schae er (1989) , then the di erences in the higher-order correlation functions are easily seen in the most massive objects. Unfortunately, the more massive objects also tend to be the rarer objects. Since, for a given data set (i.e., the parent catalog), N 2 PN is sensitive to the most massive clump present, the signature of scale-invariant correlations, or the lack thereof, is sensitive to the structure of the largest clump, and, as a result, is subject to relatively largè cosmic variance'.
DISCUSSION
Section 3 derived the distribution function for counts in randomly placed cells from the characteristic functional of a density distribution. The method used was similar to that used by Szapudi & Szalay (1993) . A crucial assumption in the derivation was the prescription that relates the number of discrete points, N, that are in a cell that is placed at a random position, r, in a continuous density eld, to the density of the continuous eld at r; the assumption was that N is given by a Poisson process that depends on the density at r (cf. equation 13). Since it is easy to imagine other prescriptions, it might appear that the resulting counts-in-cells generating function derived here (equation 17) may not describe the most general point distribution.
Indeed, the derivation presented in x3.1 is for what is known as a Cox process, and it is well known that a Cox process cannot describe the most general point distribution (e.g. Daley & Vere-Jones 1988) . Therefore, it is extremely interesting that equation (17) has the same form as the counts-in-cells generating function derived previously, using a completely di erent method, by White (1979) , since the Poisson process assumption is not required by White's approach.
White noticed that the void distribution, P0, can be used to obtain the other distributions PN. Straightforward application of his prescription works for the Negative Binomial and the compounded Lognormal distribution functions, both of which describe the observed distribution of galaxies (e.g. Sheth et al. 1994 , and references therein). However, the same straightforward application of White's prescription showed that the GQED, which also describes the observed galaxy distribution well, is not easily determined by its void distribution.
Section 4 showed that to apply White's prescription correctly it is necessary to consider the properties of a given point distribution under random dilution. Whereas the Negative Binomial and the compounded Lognormal distribution functions are invariant under random dilution, the GQED is not. Section 5.2 showed that this feature is not particular to the GQED, and that a large class of distribution functions have functional forms that are not invariant under random dilution. When White's prescription is applied correctly, so that the behaviour under random dilutions is treated consistently, all these distribution functions, including the GQED, are obtained correctly from their respective void distributions.
Section 5 also considered other, related properties of the counts-in-cells distribution function. Section 5.1 showed how the generating function can be used to measure the correlation properties of the mean eld of an underlying stochastic process. Section 5.3 considered the homologous selection procedure de ned by Lahav & Saslaw (1992) and showed that it has a simple interpretation in terms of Poisson cluster models. Essentially, for a Poisson cluster model, the Lahav & Saslaw homologous selection process selects or rejects clusters randomly, without regard to cluster mass. Finally, Section 5.4 considered a generalization of the random dilution selection process that enhances the e ects of the more massive objects on the statistics. It showed that the resulting statistics can be related to cluster-cluster type correlations, and Section 5.5 clari ed one relation between this selection process and the scaling properties of the distribution function of a system with scale-invariant hierarchical correlation functions. Many of the results in this paper concern Poisson cluster distributions. If the distribution of initial density uctuations was Gaussian, then peaks in the initial density eld may be related to the galaxy clusters that are observed at present (Kaiser 1984; Bardeen et al. 1986 ). For a Gaussian random eld, and in the limit of extremely high peaks, the number of excursions above a given (very high density) threshold is described by a Poisson process (Adler 1981; x7.7 in Vanmarke 1983 ).
The distribution of sizes of these Poisson distributed high density excursion regions is related to the power-spectrum of the underlying Gaussian eld. Clearly, however, whatever this distribution of sizes, the spatial distribution of high density regions that lie above the threshold is described by a Poisson cluster model. This close relation between Poisson cluster models and peaks of Gaussian elds has been appreciated in the statistical community for some time (e.g. Adler 1981) .
Therefore, if the peaks model of galaxy formation is correct, so that galaxies form only in regions that are denser than some threshold, and if there is some relation between the size and density of a given overdense region and the number of galaxies in it, then Poisson cluster models represent a good rst approximate description of the distribution of galaxies and galaxy clusters. It is interesting that, to a very good approximation, the distribution function of galaxy counts in randomly placed cells is well described by the Negative Binomial and the GQED distributions (e.g. Bouchet et al. 1993; Sheth et al. 1994) , since both these distributions have Poisson cluster interpretations. Moreover, the GQED functional form can be derived from a Press & Schechter (1973) type description of nonlinear gravitational clustering (Sheth 1995b) . To date, the exact relation between the peaks model of biased galaxy formation and the Press{Schechter approach is unclear. Nevertheless, the fact that the GQED functional form can be related both to the peaks model as well as to the Press{Schechter approach serves to justify a continued interest in the GQED functional form in particular, and Poisson cluster models in general.
