We investigate the relativistic corrections to the static potential, i.e. the O(1/m) potential and
Introduction
A possible strategy of studying heavy quarkonium in QCD is to employ potential nonrelativistic QCD (pNRQCD) [1, 2, 3, 4] , which contain the leading order spin-dependent potentials [5, 6, 7] and the velocity-dependent potentials [8, 9] . Spin-dependent potentials are relevant to describing the fine and hyper-fine splitting of heavy quarkonium spectra. Once these potentials are determined, various properties of heavy quarkonium, not only the ground state but also excited states, e.g. full spectrum and wave functions, can be investigated systematically by solving the Schrödinger equation. One may rely on perturbation theory to determine these potentials in the short-distance region. For instance, perturbative studies of the O(1/m) potential yield V (1) , 2] , where C F = 4/3 and C A = 3 are the Casimir charges of the fundamental and adjoint representations, respectively, and α s = g 2 /(4π) the strong coupling (for the expression beyond leading-order perturbation theory, see [12] ). However, since the binding energy of a quark and an antiquark is typically of the scale mv 2 , which can be of the same order as Λ QCD due to the nonrelativistic nature of the system, v ≪ 1, as well as the fact that perturbation theory cannot incorporate quark confinement, it is essential to determine the potentials nonperturbatively.
Monte Carlo simulations of lattice QCD offer a powerful tool for the nonperturbative determination of the potentials. The static potential can easily be determined from the expectation value of the r × t w rectangular Wilson loop by V (0) (r) = − lim t w →∞ (1/t w ) ln W (r,t w ) . The result is well parametrized by the Coulomb plus linear confining term,
where c denotes the Coulombic coefficient, σ the string tension and µ a constant term. Recently, we investigated the O(1/m) potential [13] and the O(1/m 2 ) spin-dependent potentials [14, 15] on the lattice utilizing a new method, and obtained remarkably clean signals up to distances of around 0.6 fm. We then observed a certain deviation from the perturbative potentials at intermediate distances.
In this presentation we further investigate the relativistic corrections to the static potential. In particular, we aim to clarify the long-distance behavior of the O(1/m) potential, and to determine the O(1/m 2 ) velocity-dependent potentials. One attempt to determine the velocity dependent potentials on the lattice was published a decade ago [16] , but the signal was lost due to large statistical errors.
Spectral representation of the O(1/m) and O(1/m 2 ) potentials
According to pNRQCD, the O(1/m) and O(1/m 2 ) potentials can generally be expressed by the matrix elements and the energy gaps of the spectral representation of the field strength correlators on the quark-antiquark source [2, 3] .
Writing the eigenstate of the pNRQCD hamiltonian at O(m 0 ) in the 3 ⊗ 3 * representation of SU(3) color, which corresponds to the static quark-antiquark state, as |n ≡ |n; r 1 , r 2 , the correlator of two color-electric field strength operators E i = F 4i (i = 1, 2, 3), put on r a and r b (a, b = 1, 2) in space and separated t = t 1 − t 2 in time, takes the form
where ∆E n0 (r) ≡ E n (r) − E 0 (r) denotes the energy gap with E 0 (r) = V (0) (r). Then, the O(1/m) potential is given by
where two color-electric field strengths are attached to one of the quarks. The spin-independent part of the O(1/m 2 ) potential is written as
where l a = r × p a . The functions specified by the subscripts p 2 and l 2 are related to the velocitydependent potentials, V b , V c , V d and V e defined in Refs. [8, 9] , by
and then we have
7)
V e (r) = − 3 2
For V d and V e two field strengths are attached to one of the quarks as for the V (1) , while for V b and V c two field strengths are attached to the quark and the antiquark, respectively. Thus, once the matrix elements and the energy gaps are known from the behavior of the field strength correlators on the quark-antiquark source, one can compute the potentials.
Numerical procedures
We work in Euclidean space in four dimensions on a hypercubic lattice with lattice volume V = L 3 T and lattice spacing a, where we impose periodic boundary conditions in all directions. We use the Polyakov loop correlation function (PLCF, a pair of Polyakov loops P separated by a distance r) as the quark-antiquark source and evaluate the color-electric field strength correlators on the PLCF,
using the multi-level algorithm [13, 15] , where the double bracket represents the ratio of expectation values · · · = · · · PP * / PP * (r) , while · · · PP * means that the color-electric field is connected to the Polyakov loop in a gauge invariant way. The subtracted term on the r.h. 
where the last term represents terms of exponential factors equal to or smaller than exp(−(∆E 10 )T ), which can be neglected for a reasonably large T . [15] , to the lattice color-electric field to cancel the self energies at least at O(g 2 ).
We point out several advantages of our procedure which enable us to reduce numerical errors. In earlier studies of the relativistic corrections on the lattice, the Wilson loop has been used as the quark-antiquark source, since the corrections have been expressed as the integral of the field strength correlators on the Wilson loop with respect to the relative temporal distance between two field strength operators, t (see, e.g. [5] ). They are, in principle, measurable on the lattice, and the result is reduced to Eq. (2.2) once the spectral decomposition is applied by using transfer matrix theory, and the temporal size of the Wilson loop is taken to infinity. In practice, however, the integration of the field strength correlator and the extrapolation of the temporal size of the Wilson loop to infinity cause systematic errors. In contrast, we can avoid these systematic errors once the field strength correlator is determined accurately, since we directly evaluate the matrix elements and the energy gaps. The use of the PLCF as the quark-antiquark source and its spectral representation allows us to take into account the finite-T effect automatically in the fit. We should note however that if one uses the commonly employed simulation algorithms, it is almost impossible to evaluate the field strength correlators on the PLCF, or the PLCF itself, at intermediate distances with reasonable computational effort, since the expectation value of the PLCF at zero temperature is smaller by several orders of magnitude than that of the Wilson loop. However this problem is solved by employing the multi-level algorithm [18] . For details of our implementation, see [15] .
Numerical results
We carry out simulations using the standard Wilson gauge action in SU(3) lattice gauge theory. We summarize our simulation parameters in Table 1 . The lattice spacing a is set from the Sommer scale r 0 = 0.5 fm. For a reference we compute the static potential and the force from the PLCF,
which are shown in Fig. 1 . The fitting of the potential data at β = 6.00 to the functional form in Eq. (1.2) yields c = 0.2808(5), σ a 2 = 0.0468(1) and µa = 0.7301(4) with χ 2 /N df = 3.5. We note that the large value of χ 2 /N df just reflects the fact that the Coulombic coefficient is not strictly constant as a function of r, which will be clear once the second derivative of the potential is investigated [18, 15] , but we ignore this effect for the moment. Table 1 : Simulation parameters used in this study. N tsl is the number of time slices in a sublattice and N iupd the number of internal update within a sublattice, both are parameters for the multi-level algorithm. In Fig. 2 , we show the typical behavior of the longitudinal and the transverse components of the color-electric field strength correlators, where the quark-antiquark axis has been taken along the x axis. We select the data at r/a = 5, β = 5.85 as an example. Statistical errors of the correlators are small enough to determine the matrix elements and the energy gaps with the fit based on Eq. (3.2). It is evident that Eq. (3.2) describes the data very well. Here, since it is impossible to determine the matrix elements and the energy gaps for all n ≥ 1 with the limited data points, we truncated expansion in Eq. (3.2) at a certain n = n max . The validity of the truncation was monitored by looking at the reduced χ 2 defined with the full covariance matrix. In all cases we found that n max = 3 gave the best result.
We then computed the O(1/m) potential and the O(1/m 2 ) velocity-dependent potentials, which are plotted in Figs. 3 and 4 , respectively. Note that each potential contains a constant contribution, which depends on β . Here we normalized the potentials at r = 0.5 fm by assuming perfect scaling behavior. This assumption is justified at intermediate distance, where the data at different lattice spacings fall into a smooth curve. Small discrepancies at short distances, however, cannot be avoided in the present simulation. The data at short distances are sensitive to the way of discretization and the definition of the renormalized color-electric field operator. The functional form of the O(1/m) potential is not yet established nonperturbatively. In our previous study [13] , we found that a 1/r function describes the data well, but this result was valid only up to r = 0.6 fm. Now we have further long distance data up to distances of r = 0.9 fm. We empirically examined various functional forms and found that, if we include the data r > 0.6 fm, the 1/r function is not supported by the fit, while the perturbative 1/r 2 function with the linear term can fit the data well. Using the functional form
we obtain c ′ = 0.090(5), σ ′ a 3 = 0.0024(1), and µ ′ a 2 = 0.389(1) with χ 2 /N df = 0.68 for the data at β = 6.00, where the distance r/a = 2 is omitted. In Fig. 3 , we also plot the force of the O(1/m) potential defined by Next, we may characterize the functional form of the velocity-dependent potentials. Here, motivated by the minimal area law (MAL) model [8, 9] , we fit the potentials to the same functional form as the static potential. Again, we omit the point at r/a = 2 from the analysis of the data taken at β = 6.00. The fitting results are summarized in Table 2 . The global structure of the data seems to be well described by the fitting function as seen in Fig. 4 , though χ 2 /N df may be relatively large. Finally we examine some nonperturbative relations which connect the velocity-dependent potentials to the static potential [8, 9] , which are often called the BBMP relations,
These relations are derived by exploiting the exact Poincaré invariance of the field strength correlator, and hence one expects corrections due to lattice artifacts, which would vanish in the continuum limit. These relations can be regarded as an extension of the Gromes relation [19] for the O(1/m 2 ) spin-dependent potentials. In Fig. 5 , we show the result, where the constant contribution of the potentials is normalized at r = 0.5 fm. The BBMP relations seem to be satisfied, though we see a small discrepancy especially at short distances.
Summary
We have investigated the relativistic corrections to the static potential, the O(1/m) potential and the O(1/m 2 ) velocity-dependent potentials, in SU(3) lattice gauge theory. They are important ingredients of the pNRQCD hamiltonian for heavy quarkonium.
By evaluating the color-electric field strength correlator on the PLCF with the multi-level algorithm, and exploiting the spectral representation of the correlator, we have obtained a very clean signal for these potentials up to r = 0.9 fm. The O(1/m) potential contains a linearly rising nonperturbative contribution. The O(1/m 2 ) velocity-dependent potentials are non-vanishing at long distances.
All potentials at different β values, normalized at r = 0.5 fm, show a reasonable scaling behavior. The BBMP relations are apparently satisfied around r ≃ 0.5 fm. Although we have applied the Huntley-Michael prescription in the present study to remove the self-energy contributions of the field strength operator, a more systematic, non-perturbative renormalization procedure of field strength operators is highly desirable. Since the statistical errors of the potentials are reduced significantly owing to the multi-level algorithm, we now face such a delicate problem.
The comparison with various models [9, 20] and phenomenology [21, 22, 23] are of course to be done. In particular, it is quite interesting to examine the effect of the O(1/m) potential on the spectrum as this is the leading-order relativistic correction in the 1/m expansion.
