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CONTINUOUSLY TRIANGULATING THE CONTINUOUS CLUSTER
CATEGORY
MATTHEW GARCIA AND KIYOSHI IGUSA
Abstract. In [4], the continuous cluster category was introduced. This is a topological
category whose space of isomorphism classes of indecomposable objects forms a Moebius
band. It was found in [4] that, in order to have a continuously triangulated structure on
this category, one needs at least two copies of each indecomposable object forming a 2-fold
covering space of the Moebius band. This paper classifies all continuous triangulations of
finite coverings of the basic continuous cluster category. This includes the connected 2-
fold covering of Igusa-Todorov [4], the disconnected 2-fold covering of Orlov [6] and a third
unexpected continuously add-triangulated 2-fold covering of the Moebius strip category.
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Introduction
Following the footsteps of the Pythagoreans, we examine the following quiver:
This is the quiver, called A1, with one vertex and no arrows. This quiver represents a
K-category with one object with endomorphism ring equal to the field K. We consider an
equivalent K-category Cn with n isomorphic objects 1, 2, · · · , n so that Cn(i, j) = K for all
i, j. Continuous triangulations of the continuous cluster category will be given by triples
(σ, τ, ϕ) of discrete structures on this finite category Cn for some n ≥ 2.
Briefly, σ, τ are commuting autoequivalences of Cn, with σ being an automorphism, and
ϕ : σ → τ a “skew-continuous” natural isomorphism (Def. 3.3) the existence of which puts
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a severe restriction on τ (by Prop. 3.4). These discrete structures on the finite category Cn
will be classified at the end of the paper assuming that K is an algebraically closed field of
characteristic not equal to 2. The main body of this paper describes how a continuously
triangulated topological K-category which is algebraically equivalent to the continuous
cluster category is given by such a triple of discrete structures.
0.1. Topological K-categories. The paper begins with a precise description of topologi-
cal K-categories. Basically, it is a K-category together with a topology on the set of objects
and the set of morphisms so that all structure maps are continuous. We restrict attention
to the topological full subcategory of indecomposable objects and assume that the rest of
the category is constructed in a canonical way using the “James construction” (Def. 1.9).
The two main examples we consider are the circle category S1 and open Moebius band
category M0 (Def. 1.12, 1.15). These are topological K-categories where the endomor-
phism ring of each object is K (making each object indecomposable) and the space of
objects is the circle or open Moebius band, respectively. During this discussion, we recall
the definition of the continuous cluster category from [4] and the topological difficulties we
are working to overcome. Basically the problem is the negative sign in the rotation axiom
for a triangulated category and the fact that distinguished triangles can be continuously
rotated which avoids the negative sign. Since we are taking K to have the discrete topology,
we cannot move continuously from 1 to −1 (since char K 6= 2). So, the only resolution of
this problem is to replace the category with an equivalent covering category.
0.2. Equivalence coverings. To do covering theory, we assume that the object space of
our topological category B is connected and locally simply-connected. Then, an n-fold
“equivalence coverings” (Def. 2.6) B˜ of B gives a homomorphism
σ : π1(B, X0)→ Aut(Cn),
well-defined up to conjugation, where Aut(Cn) is the automorphism group of the n-point
category of type A1 discussed earlier. This is called the “holonomy” of B˜. Conversely, for
any homomorphism σ as above, there is a equivalence covering B˜σ with holonomy σ. And,
by Lemma 2.10, any two equivalence coverings with conjugate holonomies are continuously
isomorphic.
Since homomorphisms Z→ Aut(Cn) are given by the image of the generator of Z, which
we call the “holonomy functor” of the covering, we get the following.
Theorem A (Theorem 2.11). n-fold equivalence coverings of S1 and M0 are classified by
their holonomy functors which are automorphisms of Cn well-defined up to conjugation.
Given σ ∈ Aut(Cn), the corresponding n-fold equivalence coverings of S
1 and M0 are
denoted S˜1σ and M˜σ. More generally, we denote by B˜σ the equivalence covering of B with
holonomy σ : π1B → Aut(Cn).
0.3. Autoequivalences of equivalence coverings. Next we consider continuous autoe-
quivalences of equivalence coverings B˜σ which cover the identity functor on B. Using an
explicit construction of S1σ and Mσ we prove the following.
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Theorem B (special case of Theorem 2.13). Continuous autoequivalences Fτ of S˜
1
σ and
M˜σ are given by autoequivalences τ of Cn which commute with σ.
Since σ commutes with itself, we have, in particular, continuous automorphisms of S˜1σ
and M˜σ given by the automorphism σ. Both are denoted Fσ.
0.4. Skew-continuous natural isomorphism. The last factor needed to construct a
continuous triangulation of addM˜σ is a “skew-continuous” natural isomorphism ϕ : σ → τ .
We explain briefly how this is used and why ϕ cannot be continuous. We are constructing
a triangulated category with distinguished triangles
X
f
−→ Y
g
−→ Z
ψ
−→ TX
where X, Y, Z are direct sums of objects in M˜σ. The shift functor is T = Fτ . But
the morphism ψ : Z → TX = FτX is the composition of two morphisms: a morphism
h : Z → FσX followed by a “skew-continuous” isomorphism FϕX : FσX ∼= FτX .
By continuity, Fσ takes distinguished triangles to distinguished triangles, but T = Fτ
does not (by the rotation axiom) unless a negative sign is inserted. But Fσ and Fτ are nat-
urally (but discontinously) isomorphic by Fϕ. This gives the following commuting diagram
in which both horizontal sequences are distinguished triangles.
FσX
Fσf //
Fϕ(X)

FσY
Fσg //
Fϕ(Y )

FσZ
Fσh //
Fϕ(Z)

FσFσX
Fσ(FϕX) //
Fϕ(FσX)

FσFτX = FτFσX
∼= Fτ (FϕX)

FτX
Fτf // FτY
Fτg // FτZ
Fτh // FτFσX ∼=
−Fτ (FϕX) // FτFτX
The first three squares commute since Fϕ is a natural transformation. This forces the last
square to commute. Since Fτ (FϕX) is an isomorphism this forces
FσFϕ = −FϕFσ.
So, Fϕ is not a continuous functor (since it does not commute with holonomy Fσ). Because
of this minus sign we say that Fϕ and ϕ are “skew-continuous”. Proposition 3.4 implies
that the existence of ϕ imposes the following restriction on σ and τ .
Lemma C (Proposition 3.4). The following are equivalent.
(1) There exists a skew-continuous natural isomorphism ϕ : σ → τ .
(2) Every natural isomorphism ϕ : σ → τ is skew-continuous.
(3) σ, τ are anti-compatible (Def. 3.2).
Lemma C puts many conditions on σ, τ and n:
(a) Since σ is compatible with itself, σ 6= τ .
(b) Since the identity automorphism of Cn is compatible with every autoequivalence of
Cn, we have σ, τ 6= id. (However, the underlying permutations of the objects of Cn
are allowed to be the identity.)
(c) For n = 1, any two autoequivalences of C1 are compatible. So, we must have n ≥ 2.
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0.5. Classification Theorem. Using Lemma C, the main theorem can be phrased as fol-
lows. We use the term “continuous add-triangulation” to refer to a continuous triangulation
of the topological additive category generated by an equivalence covering M˜σ ofM0 (Def.
1.3, 4.1).
Theorem D (Theorem 4.2). Continuous add-triangulations, M˜n(σ, τ, ϕ), of n-fold equiv-
alence coverings of M0 are classified by triples (σ, τ, ϕ) where:
(1) σ is a K-linear automorphism of Cn.
(2) τ is a K-linear autoequivalence of Cn which commutes with σ but which is anti-
compatible with σ.
(3) ϕ : σ → τ is a skew-continuous natural isomorphism.
Furthermore, continuous (strong) isomorphisms of triangulated categories M˜n(σ, τ, ϕ) ∼=
M˜n(σ
′, τ ′, ϕ′) are given by ρ ∈ Aut(Cn) so that σ
′ρ = ρσ, τ ′ρ = ρτ . In particular,
M˜n(σ, τ, ϕ) ∼= M˜n(σ, τ, ϕ
′) for any ϕ, ϕ′.
To prove this theorem we show that the set of all distinguished triangles is determined
by a single continuous family of distinguished triangles which we call the “universal tri-
angle” (4.1). This is determined by σ, τ, ϕ and we show that such a triple determines a
“continuous Frobenius categories” addMσ(K[[t]]) whose underlying subcategory of inde-
composable objects is an n-fold covering of the “closed Moebius category” M and whose
stable category is addM˜n(σ, τ, ϕ). (Theorem 6.22.)
One consequence of the classification theorem, together with Lemma C and the fact that
anti-compatibility is a symmetric relation (Corollary 5.14), is the following duality.
Corollary E1 (Corollary 4.4). If M˜n(σ, τ, ϕ) is a continuous add-triangulation of an n-fold
equivalence covering of M0 then so is M˜n(τ, σ, ϕ
−1) (provided τ is an isomorphism).
We call M˜n(τ, σ, ϕ
−1) the dual of M˜n(σ, τ, ϕ). Finally, we classify the minimal examples
given by n = 2.
Corollary E2 (Corollary 4.18). Up to isomorphism there are three add-triangulated 2-fold
equivalence covering of M0: The continuous cluster category [4] which is self-dual, Orlov’s
construction [6] (as a special case of a more general construction) and one new triangulated
category which is the dual of Orlov’s construction.
The last two sections deal with some of the technical details: the combinatorics of the
category Cn and construction of the continuous Frobenius categories needed to complete
the proof of the classification Theorem D.
0.6. Details of the category Cn. In Section 5 we discuss the combinatorics of the finite
category Cn. This is the discrete category with object set [n] = {1, 2, · · · , n} with Cn(i, j) =
K for all i, j and composition given by multiplication in K. The structures σ, τ, ϕ have
easy descriptions in terms of these scalars.
Any (K-linear) automorphism σ of Cn is given on objects by a permutation of n, which
we also call σ, and on morphisms Cn(i, j) → Cn(σ(i), σ(j) by multiplication by aji ∈ K
∗
where (aji) is any system of nonzero scalars satisfying the following.
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(1) aii = 1 for all i ∈ [n]
(2) aijajk = aik for all i, j, k ∈ [n]
We call such a family of scalars (aji) a system of parameters.
An autoequivalence τ of Cn is given by another system of parameters (bji) and any set
map τ : [n]→ [n]. σ, τ commute if the set maps commute and if the parameters satisfy:
(0.1) bσ(j)σ(i)aji = aτ(j)τ(i)bji
for all i, j ∈ [n].
A natural isomorphism ϕ : σ → τ is given at each i ∈ [n] by a nonzero scalar ci ∈
Cn(σ(i), τ(i)) = K which are any set of scalars ci ∈ K
∗ satisfying the condition
(0.2) cjaji = bjici
for all i, j ∈ [n]. This natural isomorphism is skew-continuous (Def. 3.3) if the following
diagram anti-commutes for all i.
σ2(i)
=

σ(ϕi)// σ(τ(i))
=

σ2(i)
ϕσ(i) // τ(σ(i))
In terms of our scalars aji, bji, ci this condition is:
(0.3) − cσ(i) = aτ(i)σ(i)ci
for all i ∈ [n].
One easy case is when τ(i) = i. Then Equations (0.2) and (0.3) imply that σ(i) 6= i and
biσ(i) = −1 which describes the new triangulation in Corollary E2. (See Fig. 3.)
0.7. Continuous Frobenius categories. In the last section, Section 6, we show the
existence of the objects M˜n(σ, τ, ϕ) of the classification Theorem D by constructing a
continuous Frobenius category addMσ(K[[t]]).
Recall from Happel [1] that the stable category of a Frobenius category is triangu-
lated. Following [3], we show that the stable category of the continuous Frobenius category
addMσ(K[[t]]) is continuously triangulated in several ways determined by τ and ϕ : σ → τ .
Topologically, the subcategory Mσ(K[[t]]) of indecomposable objects is a covering of
the closed Moebius strip category. The stable category is the additive category of the
corresponding open Moebius strip since the boundary consists of the projective-injective
objects which become zero in the stable category.
1. Topological K-categories and examples
In this section we construct the key examples of topologicalK-categories: the continuous
path categories PJ with object space J ⊆ R, the quotient category Rc = PR/Ic, the circle
category S1 with object space S1 = R/πZ (the circle with diameter 1) and the Moebius
band category M0. We begin with the basic definitions.
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1.1. Topological K-categories in general.
Definition 1.1. By a topological category we mean a small category R so that the set
of objects Ob(R) and the set of morphisms Mor(R) are topological spaces and the four
structure maps of the category are continuous maps:
(1) source and target maps: s, t :Mor→ Ob
(2) identity map: id : Ob→Mor
(3) composition: c : Mor ⊕Mor → Mor where Mor ⊕Mor is the subset of Mor2
on which composition is defined.
Since Ob(R) is a retract of Mor(R), the topology on the object space is uniquely deter-
mined by the topology on the morphism space. A continuous functor between topological
categories is a functor F : B → C which is a continuous mapping morphism spaces (and,
consequently, also on object spaces). A natural transformation ψ : F → G is continuous if
it is given by a continuous function ψ : Ob(B)→Mor(C).
Recall that a K-category is an additive category A so that each hom set Hom(A,B) is a
vector space over K and composition is K-bilinear. By a topological K-category we mean
a K-category A which is also a topological category so that
(1) The action ofK on hom sets gives a continuous mapping: K×Mor(A)→Mor(A).
(2) Hom(A,B) has the discrete topology for all A,B.
Example 1.2. For any topological space X , let KX be the topological K-category with
object space X and morphisms being scalar multiples of identity morphisms and zero
morphisms, i.e., the morphism space is K × X ∪ X2 where (0, x) ∈ K × X is identified
with (x, x) ∈ X2. Composition is given in the obvious way. Any continuous mapping
f : X → Y induces a continuous K-linear functor Kf : KX → KY . Also, for any
topological K-category A there is a continuous K-linear embedding KX → A where X is
the space of nonzero objects of A. We call KX the trivial K-category generated by X .
Definition 1.3. Let R be a topological K-category. By a continuous triangulation of R
we mean the structure of a triangulated category on R so that:
(1) The shift functor TX = X [1] is a continuous linear functor T : B → B.
(2) The set of distinguished triangles X → Y → Z → TX forms a closed subspace
∆ ⊂ Ob(R)3 ×Mor(R)3.
A continuous triangle functor between continuously triangulated K-categories (B, T,∆),
(B′, T ′,∆′) is a pair (F, ψ) where F : B → B′ is a continuous linear functor and ψ : FT ∼=
T ′F is a continuous natural K-linear isomorphism so that for every distinguished triangle
(X, Y, Z, f, g, h) ∈ ∆, (FX, FY, FZ, Ff, Fg, ψX ◦ Fh) ∈ ∆
′. We say (F, ψ) is a (strong)
isomorphism of continuously triangulated categories if F is an isomorphism and FT = T ′F
(but ψ : FT ∼= T ′F is not necessarily the identity).
Remark 1.4. If we drop the assumption FT = F ′T we get a notion of isomorphism which
is too coarse for our purposes. For example, all continuous triangulations of a covering
category M˜σ would be isomorphic, the classification would be reduced to covering theory
and we would losing any concept of what are the distinguished triangles in each case.
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Example 1.5. Given a topological triangulation (T,∆) of a topological K-category R
and any nonzero scalar a ∈ K∗, let ∆a be the set of all sextuples (X, Y, Z, f, g, h) so that
(X, Y, Z, f, ag, h) ∈ ∆. Then (T,∆a) gives another triangulation of R which is strongly
isomorphic to the first triangulation. The strong isomorphism is the identity functor F =
idR together with ψX = a · idTX : TX → TX . We say that the triangulation (T,∆a) is a
rescaling of the triangulation (T,∆).
In the construction of variations of the continuous cluster category we will construct only
the full topological subcategory of indecomposable objects with 0 attached by one-point
compactification. We recall that the one-point compactification X+ of a locally compact
Hausdorff space X is given by adding a disjoint point ∗, defining the open neighborhoods
of ∗ to be the complements in X+ of compact subsets of X and the other open subsets of
X+ are defined to be the open subsets of X . Recall that a continuous mapping f : X → Y
is called proper if the inverse image of every compact subset of Y is a compact subset of
X . Then the following basic fact follows directly from the definitions.
Lemma 1.6. Any proper mapping f : X → Y between locally compact space X, Y induces
a continuous mapping on one-point compactifications f+ : X+ → Y+. 
Definition 1.7. Let B be a topological K-category with a locally compact space of objects
and no zero object. Then the one-point compactification category B+ is defined to be the
topological K-category whose object space is the one-point compactification of the object
space of B with the additional point being 0 and with morphism space
Mor(B+) =Mor(B) ∪ 0×Ob(B) ∪ Ob(B)× 0
with topology given as follows. The subspaceMor(B) is an open subspace ofMor(B+) with
the same topology as before. A basic open neighborhood of any zero morphism 0 : x0 → y0
where either x0 or y0 is zero is defined to be B+(U, V ) := {f : x→ y | x ∈ U, y ∈ V } where
U, V are open neighborhoods of x0, y0 respectively in Ob(B+) = Ob(B)+. The algebraic
structure of B+ is the obvious one given by the fact that composition of any morphism with
a zero morphism is zero.
A continuous K-linear functor F : B → C between locally compact K-categories is
proper if the induced map on object spaces is proper. Since the topology on Mor(B+) is
given in terms of the topology on the object space, we have the following extension of the
basic Lemma 1.6.
Proposition 1.8. A continuous proper K-linear functor F : B → C between locally com-
pact topological K-categories induces a unique continuous K-linear functor on one-point
compactification categories: F+ : B+ → C+. 
In all examples, the space of indecomposable objects will be locally compact. The entire
category can then be canonically constructed using the James construction given as follows.
Definition 1.9. Let B be a topological K-category with no zero object and with locally
compact space of objects. Let B+ be the one-point compactification category. Then we
define the topological additive category generated by B to be the category addtopB (denoted
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addsaB in [4]) with object space given by the James construction with 0 as base point [2,
p.224], i.e., it is a quotient of the union of all products
Ob(addtopB) =
∐
Ob(B+)
n/ ∼
with the quotient topology where the objects are ordered formal direct sums X1⊕· · ·⊕Xn
of nonzero objects of B+ with summands deleted when they converse to 0. Morphisms
spaces are given by products of morphism spaces: Hom(⊕Xi,⊕Yj) =
∏
ij Hom(Xi, Yj),
again with the quotient topology:
Mor(addtopB) =
∐
Mor(B+)
nm/ ∼
This is a strictly monoidal category which is not strictly symmetric since f ⊕ g 6= g ⊕ f in
general. See [4] for more details.
1.1.1. Quotient and orbit categories. Recall that an ideal in a topological K-category B is
a subset I of the morphism space of B so that I(x, y) := I ∩ B(x, y) is a vector subspace
of B(x, y) for every x, y ∈ B and so that, f ◦ g ∈ I if either f or g is in I. The quotient
category B/I is the topological K-category with the same object space as B but with
hom-spaces (B/I)(x, y) = B(x, y)/I(x, y) so that the entire morphism space is given the
quotient topology with respect to the surjective map Mor(B) → Mor(B/I). Any set of
morphisms X generates an ideal IX , namely the intersection of all ideals containing that
set. Then IX(x, y) is the vector space spanned by all morphisms x→ y factoring through
some element in X . The ideal generated by a set of objects is defined to be the ideal
generated by the identity morphisms of those objects.
Any continuous linear functor F : B → B′ which is zero on every morphism in I induces a
unique continuous linear functor B/I → B′. Also, the kernel of F , the set of all morphisms
in B which go to zero in B′, is always an ideal.
Recall that the action of a discrete group G on a space X is called properly discontinuous
if every x0 ∈ X has an open neighborhood U so that gU ∩ hU = ∅ when g 6= h in G. In
that case X will be a covering space of the orbit space X/G.
Suppose that B is a topological K-category and F is a continuous linear automorphism
of B which acts property discontinuously on object and morphism spaces of B, i.e., the
action of the group G of automorphism of B generated by F is properly discontinuous. The
orbit category B/F is the topological K-category with object and morphism spaces given
by the orbits of the action of this group G. Note that any automorphism or endomorphism
of B which commutes with F induces an automorphism/endomorphism of B/F .
1.2. Outline of construction of circle and Moebius band categories. First, we
construct the continuous path category PR. This has object space R and morphisms
PR(x, y) = K if x ≤ y and PR(x, y) = 0 otherwise. The generator of PR(x, y) (corre-
sponding to 1 ∈ K) is called the basic morphism. Composition of basic morphisms is
defined to be a basic morphism. For any J ⊆ R, PJ is the full subcategory with object set
J .
Nonzero morphisms f : x → y in the path category have length ℓ(f) = y − x ≥ 0. For
any c > 0, the truncated path category is given by Rc = PR/Ic where Ic is the ideal of all
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morphisms of length ≥ c (and all zero morphisms). Figure 1 illustrates the morphism set
of this category.
We take c = π and define the circle category to be S1 = Rπ/Gπ = Rπ/G−π where Gt,
t ∈ R, is the continuous family of continuous automorphisms of Rπ given by sending x to
x+ t and basic morphisms to basic morphisms.
Let P2
R
= PR ⊗ PR. This is the K-category with object space R
2 and morphisms
P2
R
(x, y) = K if x1 ≤ y1 and x2 ≤ y2 and P
2
R
(x, y) = 0 otherwise. Any composition of basic
morphisms is a basic morphism. For any c > 0 this category has an ideal Jc consisting of
all morphisms which factor through an object z = (z1, z2) with |z2− z1| ≥ c. Let Dc be the
full subcategory of nonzero objects in the quotient category P2
R
/Jc. Then Dc is a locally
compact K-category with object space equal to the set of all (x, y) ∈ R2 with |x− y| < c.
The topological K-category Dc has a continuous family of automorphisms G
2
t given on
objects by G2t (x) = x + (t, t) and taking basic morphisms to basic morphisms. Another
continuous automorphism of Dc is S(x1, x2) = (x2, x1). The Moebius band category is
M0 = Dπ/SG
2
π = Dπ/SG
2
−π. The object space of M0 is the set of all (x, y) ∈ R
2 so that
|x− y| < π modulo the equivalence relation (x, y) ∼ (y + π, x+ π). This is homeomorphic
to the space of all unordered pairs of distinct points on the circle S˜1 = R/2πZ where
(x, y) ∈ M0 corresponds to the pair {x, y + π} ⊂ S˜
1. These two elements of S˜1 will be
called the ends of the object (x, y) ∈M0.
1.3. Continuous path categories. We construct two topological categories with object
space R.
Definition 1.10. Let PR = PR(K) be the topological K-category with object space R and
morphism space
Mor(PR) := K × {(x, y) ∈ R
2 | x ≤ y}
∐
0× R2
where K has the discrete topology. Composition of morphisms is defined by
(b, y, z) ◦ (a, x, y) = (ab, x, z).
For any subset J ⊆ R, PJ is the full subcategory of PR with objects space J . We refer to
each PJ as a continuous path category. The morphism (1, x, y) is called a basic morphism.
For any c > 0, let Ic be the ideal in PR generated by the morphisms (1, x, x+ c) for all
x ∈ R. Then Ic consists of all morphism of length ≥ c and all zero morphisms where the
length of a morphism is defined to be ℓ(a, x, y) = y − x.
The truncated path category Rc = Rc(K) is defined to be the quotient category Rc =
PR/Ic. This is the topological K-category with object space Ob(Rc) = R and morphisms
Rc(x, y) =
{
K if x ≤ y < x+ c
0 otherwise
The set of all morphism is:
Mor(Rc) = 0× R
2
∐
K∗ × {(x, y) ∈ R2 : y ∈ [x, x+ c)}
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This has the quotient topology Mor =Mor′/ ∼ where
Mor′ = 0× R2
∐
K∗ × {(x, y) ∈ R2 : y ∈ [x, x+ c]}
under the identification (a, x, x+ c) ∼ (0, x, x+ c) ∈ K∗ × R2.
Remark 1.11. Quotient topology means the morphism f : x→ y given by a fixed nonzero
scalar a ∈ K∗ will converge to 0 when y → x + c. However, a sequence of morphisms
fi : x → yi with distinct scalars ai will not converge to anything, even if yi → x + c. The
reason is that an open neighborhood of (0, x, x + c) is given by a union over all a ∈ K of
open sets (a, Uε(x), Uε(x+ c)) where Uε(z) = (z − ε, z + ε). By choosing ε = |yi − x|/2 we
get an open neighborhood of (0, x, x+ c) which avoid all of the points fi = (ai, x, yi).
c
(a) Morphism space of Rc(K).
x x+ c
K
(b) Rc(x, y) goes to 0 when y → x+ c.
Figure 1. The space of nonzero morphisms of Rc(K) is a covering space of
the contractible submanifold of R2 shaded in (A).
In [4], [3], the value c = 2π was taken. In this paper, we will take c = π and define
S1 := R/πZ, the “circle with diameter 1” (with the standard circle denoted S˜1 = R/2πZ).
The purpose of this will be apparent later.
1.4. The circle category S1(K).
Definition 1.12. For any t ∈ R let Gt be the continuous linear automorphism of Rπ(K)
given on objects by Gt(x) = x+ t and on morphisms by Gt(a, x, y) = (a, x+ t, y + t). (So,
G0 is the identity functor.) The circle category is defined to be the quotient of Rπ(K)
modulo the continuous automorphism Gπ.
S1 = S1(K) := Rπ(K)/Gπ
This is a topological K-category with object space the circle S1 = R/πZ. Elements of S1
will be denoted [x] = x+ πZ.
The fundamental domain of Gπ on objects is the closed interval [0, π]. (However, on
morphisms, we should take [0, 2π].) By definition, Gπ sends the right point π of the interval
[0, π] to its left endpoint 0. So, Gπ gives the “holonomy” of the covering map p : Rπ → S
1.
Proposition 1.13. The quotient functor p : Rπ(K)→ S
1(K) is a universal covering map
on object spaces and morphism spaces and all four of these spaces are Hausdorff.
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Proof. The functor Gπ gives a properly discontinuous free Z action on object and morphism
spaces of Rπ(K) both of which are contractible and locally simply connected.
The object spaces Ob(Rπ) = R and Ob(S
1) = S1 are clearly Hausdorff as is Mor(PR).
So, it suffices to consider Mor(S1). If f 6= g have distinct source or target, they can be
separated by disjoint open sets in Ob(S1)2. So, assume f 6= g ∈ S1(X, Y ) and f 6= 0. Then
S1(X, Y ) = K and g = af for some a ∈ K. Then f, g lift to distinct nonzero morphisms
f˜ , af˜ ∈ PR(x, y). Since f˜ does not lie in the closed set Iπ, there is a small connected open
neighborhood U of f˜ disjoint from Iπ. Then U, aU will be disjoint open neighborhoods of
f˜ , af˜ giving disjoint open neighborhoods of f, g. 
For any two objects x, y ∈ R = Ob(Rπ) there is a unique integer k so that x ≤
(Gπ)
k(y) = y+ πk < x+ π and Rπ(x, (Gπ)
k(y)) = K in that case and Rπ(x, (Gπ)
j(y)) = 0
for j 6= k. Thus, S1(X, Y ) = K for all X, Y ∈ S1. So, the morphism set is in bijection with
K × S1 × S1. However, this bijection is not a homeomorphism since (a, x, y) converges to
(0, x, x+π) ∼ (0, x, x) as y → x+π (Fig 1(B)). The space of nonzero morphisms of S1(K)
is homeomorphic to K∗ × S1 × [0, π).
Define the support of an object x in a topological K-category B to be the set of all
y ∈ Ob(B) so that B(x, y) 6= 0 with the quotient topology with respect to the target map
t :Mor(B)→ Ob(B) restricted to the nonzero morphisms with source x. Then the support
of [x] ∈ S1(K) is homeomorphic to [x, x+π) which maps onto S1 by a continuous bijection.
1.5. Moebius strip category M0(K). Let P
2
R
= PR⊗PR be the topological K-category
with object space R2 and morphisms given by P2
R
(x, y) = PR(x1, y1) ⊗ PR(x2, y2). This is
K if x1 ≤ y1, x2 ≤ y2 and 0 otherwise. We take the topology induced by the inclusion
Mor(P2
R
) ⊆ K × R4.
For any c > 0, let Jc be the ideal in P
2
R
generated by all objects x = (x1, x2) so that
|x1 − x2| ≥ c. Let Dc = Dc(K) be the full subcategory of nonzero objects in P
2
R
/Jc. This
is the topological K-category with object space
Ob(Dc) = {x ∈ R
2 | |x2 − x1| < c}.
Note that, if y1 ≥ x2 + c then any morphism (x1, x2) → (y1, y2) will factor through (x2 +
c, x2) ∈ Jc. Therefore, the space of nonzero morphisms of Dc is given by
Mor∗(Dc) = K
∗ × {(x, y) ∈ R2 × R2 | x1 ≤ y1 < x2 + c, x2 ≤ y2 < x1 + c}.
As in the case ofRc(K), there is a zero morphism between any two objects and a morphism
(a, x, y) : x→ y converges to zero when either y1 → x2 + c or y2 → x1 + c.
Proposition 1.14. Rc is isomorphic as topological K-category to the full subcategory of
Dc of diagonal objects x ∈ R
2 with x1 = x2. 
As before, we take c = π. See Figure 2.
Definition 1.15. To construct M0 we need two automorphisms of Dπ.
(1) Let S be the automorphism of Dπ given by switching the coordinates : S(x1, x2) =
(x2, x1), S(a, x, y) = (a, Sx, Sy).
(2) For any t ∈ R let G2t = Gt ⊗ Gt be the automorphism of Dπ given by G
2
t (x) =
x+ (t, t) = (Gt(x1), Gt(x2)), G
2
t (a, x, y) = (a,G
2
t (x), G
2
t (y)).
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These are continuous K-linear automorphisms of Dπ and G
2
t , SG
2
t are fixed point free and
properly discontinuous for t 6= 0. The Moebius band category is the orbit category
M0 := Dπ/SG
2
π.
We take as fundamental domain of the action of SG2π the set of all x ∈ R
2 so that
0 ≤ x1 + x2 ≤ 2π (and morphism from such x to those y where 0 ≤ y1 + y2 ≤ 4π). The
point SG2π(x) = (x2 + π, x1 + π) is identified with x = (x1, x2).
x
SG2π(x)
Figure 2. Support of x in Dπ(K) is shaded.
The objects ofM0 can be viewed as unordered pairs of point on the circle S˜
1 = R/2πZ of
radius 1. The pair (a, b) ∼ (b, a+2π) with a < b < a+2π corresponds to (a, b−π) ∼ (b, a+π)
in M0 since |a+ π − b| < π.
Analogous to Proposition 1.13 we have the following.
Proposition 1.16. The quotient functor p : Dπ(K)→M0(K) is a universal covering map
on object spaces and morphism spaces and all four spaces are Hausdorff.
1.6. Contractible morphisms. The topological K-categories S1 and M0 share the im-
portant property that every nonzero morphism is a scalar multiple of a “contractible mor-
phism”.
Definition 1.17. A nonzero morphism f : X → Y in a topological K-category C will be
called contractible if there is a continuous path Zt, t ∈ [0, 1], in the object space of C so
that Z0 = X , Z1 = Y and continuous families of morphisms ft : X → Zt, gt : Zt → Y so
that f0 = idX , g1 = idY and gt ◦ ft = f for all t. In particular, f1 = f .
We observe that every faithful (no nonzero morphism goes to zero) continuous functor
C → D sends contractible morphisms to contractible morphisms.
Proposition 1.18. Every nonzero morphism in S1 and M0 is a scalar multiple of a
uniquely determined contractible morphism.
Proof. Any nonzero morphism in S1 orM0 can be lifted up to a nonzero morphism (a, x, y)
in its universal covering Rπ or Dπ which is unique determined up to deck transformations.
This is a times the basic morphism (1, x, y) which is contractible since
(1, x, y) = (1, zt, y)(1, x, zt)
where zt = ty + (1− t)x. 
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Definition 1.19. The support of any nonzero morphism f : X → Y in a topological
K-category C is defined to be the space of all Z ∈ Ob(C) so that f factors through Z.
Proposition 1.20. The categories S1 and M0 have the property that every nonzero mor-
phism has contractible support.
Proof. This is immediate: Any morphism f in S1 lifts to a morphism f˜ : x→ y in R where
x ≤ y < x + 2π. The support of f is the image in S1 of the closed interval [x, y] ⊆ R.
This is contractible since |y − x| < 2π. Similarly a nonzero morphism f in M0 lifts to a
morphism f˜ : (x1, x2)→ (y1, y2) and the support of f is the image of [x1, y1]× [x2, y2] which
is a contractible subset of the support of x = (x1, x2). (See Figure 2.) 
2. Equivalence coverings
We will define n-fold equivalence coverings of a topological K-category B and show that
they are classified by their holonomy which is a homomorphism from the fundamental group
of the object space of B to the group of automorphism of Cn. We assume that all objects
of B are nonzero.
2.1. Basic topology, projective bundles. To do covering theory we assume that the
object space of B is locally simply connected which means it has a basis for its topology of
simply connected open sets. We recall that a basis for a topology on X is a collection of
open subsets Uα called basic open sets satisfying the following.
(1) X is the union of all Uα.
(2) The intersection of any two, say Uα ∩ Uβ is a union of other basic open sets Uγ .
(3) A subset V of X is open if and only if it is the union of basic open sets Uα.
We all know that n-fold covering spaces p : X˜ → X of a connected and locally simply
connected Hausdorff space X are classified by homomorphisms
σ : π1(X, x0)→ Sn
for any x0 ∈ X where Sn is the symmetric group on n “letters” which are taken to be the
elements of [n] = {1, 2, · · · , n}. We call σ the holonomy of the covering.
The categorical version of the n-point set [n] is the finite category Cn. In good cases, an
“equivalence covering” of B will be classified by a homomorphism
σ : π1(Ob(B), X0)→ Aut(Cn)
where homomorphisms σ, σ′ give the same equivalence covering if and only if they differ
by conjugation, i.e., there exists an element τ ∈ Aut(Cn) so that σ
′(x) = τσ(x)τ−1 for all
x ∈ π1(Ob(B), X0).
By Proposition 2.3 below, Aut(Cn) is a subgroup of PGLn(K), the quotient of GLn(K)
modulo its center which is the group K∗In of nonzero scalar multiples of the identity
matrix In. (In particular, Aut(C1) is trivial, being a subgroup of PGL1(K) = 1.) So, such
a homomorphism σ also classifies a projective bundle over Ob(B). We recall the definition.
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Definition 2.1. Given a topological space X with basic open sets {Uα}, we define a
system of projective transition matrices for X to be a family of “projective matrices”
gβα ∈ PGLn(K) for all pairs of basic open sets Uα ⊂ Uβ having the property that
(2.1) gγβgβα = gγα
whenever Uα ⊂ Uβ ⊂ Uγ . This implies, in particular, that gαα is the identity in PGLn(K).
Two systems of projective matrices {gβα} and {g
′
βα} are equivalent if there exist elements
hα ∈ PGLn(K) so that g
′
βα = hβgβαh
−1
α for all Uα ⊂ Uβ. If h = hα is independent of α we
say that {g′βα} is conjugate to {gβα} by h.
If there exist liftings g˜βα of gβα to GLn(K) so that g˜γβ g˜βα = g˜γα whenever Uα ⊂ Uβ ⊂ Uγ ,
we say the system {gβα} is linearizable. A system of projective matrices gβα ∈ PGLn(K)
for X determines a (flat) projective bundle over X . If the system is linearizable, this bundle
will be the projectivization of a flat vector bundle E with projection p : E → X given by
the construction:
E =
∐
α
Uα ×K
n/ ∼
where we identify (x, v) ∈ Uα ×K
n with (x, g˜βα(x)(v)) ∈ Uβ ×K
n whenever x ∈ Uα ⊂ Uβ
with projection p : E → X given by p(x, v) = x.
An alternate description of such a vector bundle p : E → X is a family of vector spaces
Ex := p
−1(x) parametrized by x ∈ X together with isomorphisms hα : Ex ∼= K
n for all
basic open neighborhoods Uα of x so that
hβ = g˜βαhα : Ex ∼= K
n
whenever x ∈ Uα ⊂ Uβ . Then we give E a topology so that hα gives a homeomorphism
π−1(Uα) ∼= Uα ×K
n.
Example 2.2. Suppose that X is a connected space with a basis of simply connected open
sets Uα. Let σ be a homomorphism π1(X, x0) → PGLn(K). Then a system of projective
transition matrices for X can be given as follows.
(1) For each α, choose a point xα ∈ Uα and a path λα from x0 to xα.
(2) For any Uα ⊂ Uβ , let gβα = σ(λβγλ
−1
α ) where γ is any path from xβ to xα in Uβ .
We call this a standard system of (projective) transition matrices given by σ.
2.2. The category Cn. An n-fold equivalence covering category of a topologicalK-category
B will be a topological K-category B˜ which is locally isomorphic to B⊗Cn (Def. 2.5) where
Cn is a finite category with n isomorphic objects.
The properties of the category Cn, its endofunctors and natural transformations are
discussed in detail in the Appendix. Here we give the essential definitions.
For every n ≥ 1 let Cn be the discrete K-category with object set [n] = {1, 2, · · · , n}
and morphism sets Cn(i, j) = K with composition given by multiplication of scalars. The
morphism i→ j corresponding to 1 is denoted xji. These satisfy the equation xkjxji = xki
for all i, j, k and the collection (xji) is called a multiplicative basis for Cn.
The object of Cn are isomorphic to each other and the purpose of this category is to
“fatten” a K-category B by create n isomorphic copies of each object.
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Recall that the monomial matrix group Mn(K
∗) is the subgroup of GLn(K) of all ma-
trices which are products PD where P is a permutation matrix and D is a diagonal matrix
with diagonal entries in K∗.
Proposition 2.3. There is an epimorphism Mn(K
∗)→ Aut(Cn) with kernel the center of
Mn(K
∗) which is K∗In. Thus:
Aut(Cn) ∼= Mn(K
∗)/K∗In ⊂ PGLn(K).
Proof. The homomorphism Mn(K
∗) → Aut(Cn) is given by sending PD to the automor-
phism σ whose underlying permutation is given by P in the sense that Pei = eσ(i) and
whose transition coefficients are aij = di/dj where di are the entries of D. For σ to be the
identity, P must be the identity permutation and di = dj for all i, j, i.e., PD ∈ K
∗In. An
easy calculation shows that PD 7→ σ is a homomorphism. 
Remark 2.4. The monomial matrix PD gives a natural isomorphism id ∼= σ which, on
object i, is dixσ(i)i : i→ σ(i). This is natural, i.e., the following diagram commutes, since
djaij = di.
j
xij

dj // σ(j)
aijxσ(i)σ(j)

i
di // σ(i)
Definition 2.5. For a topological K-category B without zero objects, we define B ⊗K Cn
to be the topological K-category with object space Ob(B) × [n], the disjoint union of n
copies of Ob(B), and morphisms
(B ⊗ Cn)(X ⊗ i, Y ⊗ j) = B(X, Y )⊗ Cn(i, j) = B(X, Y )× xji.
Since Cn(i, j) = Kxji, morphism X ⊗ i→ Y ⊗ j can be written uniquely as f ⊗ xji where
f ∈ B(X, Y ) and we give the morphism space of B ⊗ Cn the topology of Mor(B)× {xij},
the disjoint union of n2 copies of Mor(B).
For each i ∈ [n], B ⊗ i ⊆ B ⊗ Cn is a full subcategory isomorphic to B and idX ⊗ xji
gives a continuous natural isomorphism X ⊗ i ∼= X ⊗ j for any i, j ∈ [n].
A faithful K-linear functor τ : Cn → Cm is given by a mapping τ : [n]→ [m] and nonzero
scalars bji so that
τ(xji) = bjiyτ(j)τ(i)
where (ypq) is a multiplicative basis for Cm. The scalars bji, i, j ∈ [n] are called the transition
coefficients of τ . They satisfy the equation bkjbji = bki. For any topological K-category B
we get an induced continuous faithful linear functor
id⊗ τ : B ⊗ Cn → B ⊗ Cm.
2.3. Equivalence coverings. An equivalence covering of B will be a category B˜ which
looks locally like B ⊗ Cn with comparison maps of the form id⊗ σ for σ ∈ Aut(Cn).
In the sequel, we use the notation B(U, V ) for the space of all morphisms x → y in B
where x ∈ U and y ∈ V . Given continuous mappings h1 : U → U
′, h2 : V → V
′ where
U ′, V ′ ⊂ Ob(D), a mapping of morphism sets F : B(U, V ) → D(U ′, V ′) will be called
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fiberwise linear over h1, h2 if F sends B(x, y) to D(h1(x), h2(y)) by a K-linear map for all
(x, y) ∈ U × V . For example, the morphism map of any linear functor is fiberwise linear
over its object map.
Definition 2.6. An n-fold equivalence covering of B is a topological K-category B˜ with
maps p, Fβα, gβα satisfying the following for {Uα} a basis of open sets for X = Ob(B).
(1) p : X˜ = Ob(B˜) → X = Ob(B) is an n-fold covering map. For each Uα, let
U˜α = p
−1(Uα) and assume there is hα : U˜α → Uα × [n] a homeomorphism over Uα,
i.e., hα commutes with projection to Uα.
(2) For each Uα ⊂ Uβ ,
Fβα : B˜(U˜α, U˜β)→ (B ⊗ Cn)(Uα × [n], Uβ × [n]) = B(Uα, Uβ)× {xji}
is a continuous fiberwise isomorphism over hα, hβ, i.e., Fβα gives a K-linear isomor-
phism Fβα : B˜(X˜, Y˜ ) ∼= B(X, Y )× xji if hα(X˜) = X ⊗ i and hβ(Y˜ ) = Y ⊗ j, which
also satisfies the following.
(a) Fαα(idx) = idy × xii if hα(x) = (y, i).
(b) Fγβ(g)Fβα(f) = Fγα(gf) if f ∈ B˜(U˜α, U˜β) and g ∈ B˜(U˜β, U˜γ) are composable.
(3) There are automorphisms gβα ∈ Aut(Cn) for all Uα ⊂ Uβ satisfying the compatibility
condition (2.1) whose underlying permutation matrix πβα gives
hβh
−1
α = (inc : Uα →֒ Uβ)× πβα : Uα × [n]→ Uβ × [n]
and so that the following diagram commutes whenever Uα ⊂ Uα′ and Uβ ⊂ Uβ′ .
B˜(U˜α, U˜β)
⊂

Fβα // B(Uα, Uβ)× {xji}
inc⊗gβ′βg
−1
α′α

B˜(U˜α′ , U˜β′)
Fβ′α′ // B(Uα′ , Uβ′)× {xji}
where, if the automorphism gβ′βg
−1
α′α of Cn sends xji to the scalar multiple cxπ(j)π′(i)
of xπ(j)π′(i), then inc⊗ gβ′βg
−1
α′α sends (f, xji) to (cf, xπ(j)π′(i)).
Theorem 2.7. An n-fold equivalence covering of B is completely determined up to con-
tinuous isomorphism by the family of compatible automorphisms (gβα) of Aut(Cn). When
Ob(B) is connected and locally 1-connected, this system gives a homomorphism
σ : π1(Ob(B), X0)→ Aut(Cn)
well-defined up to conjugation for any object X0. Conversely, any such homomorphism
gives an n-fold covering B˜σ of B.
Proof. It is standard covering theory that, for any discrete group G and system of elements
gβα ∈ G satisfying the compatibility condition gγβgβα = gγα gives a covering space of X and
a homomorphism π1(X, x0)→ G for any x0 ∈ X . For X connected and locally 1-connected
any such homomorphism σ is realized by taking {gβα} to be the standard system given by
σ as in Example 2.2. Thus the only thing to show is that the other structure elements of
an n-fold equivalence cover of B are determined up to isomorphism by {gβα}.
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The permutation part of gβα, denoted πβα ∈ Sn, determines the covering space X˜ and
covering map p : X˜ → X = Ob(B) up to isomorphism. We can also choose the local
trivializations hα : U˜α ∼= Uα × [n] arbitrarily. Then (1) is satisfied.
The morphism set Mor(B˜) is given by pasting together the sets B(Uα, Uβ)× {xji}:
Mor(B˜) =
∐
B(Uα, Uβ)× {xji}/ ∼
and giving this the quotient topology where the isomorphisms id ⊗ gβ′βg
−1
α′α are used to
paste together the different copies of each morphism set. The compatibility condition (2.1)
insures that these identifications are consistent. This gives (3).
It remains to prove (2)(b) which implies (2)(a). But, composable morphisms f ∈
B˜(Uα, Uβ), g ∈ B˜(Uβ , Uγ) are given by f = (f0 ⊗ xji), g = (g0 ⊗ xkj) with composition
gf = (g0f0 ⊗ xki). 
Example 2.8. LetX be a connected and locally simply connected topological space and let
KX be the trivial K-category ofX (Example 1.2). For any homomorphism σ : π1(X, x0)→
Aut(Cn) consider the corresponding equivalence covering K˜Xσ of KX .
Let KσX be the topological subcategory of K˜Xσ containing all of the objects but only
those morphisms lying over the same point in X . The fiber KσXx0 of KσX over x0 ∈ X is
isomorphic to Cn. For any loop γ inX starting and ending at x0, unique lifting of paths inX
to the covering spaces of objects and morphisms of KσX gives an automorphism of KσXx0 .
This gives a automorphism τ [γ] of KσXx0 which induces a well-defined homomorphism
τ : π1(X, x0)→ Aut(KσXx0).
Conjugating with an isomorphism KσXx0
∼= Cn gives a homomorphism π1(X, x0)→ Aut(Cn)
well-defined up to conjugation. By construction, this must be conjugate to σ.
2.4. Classification of equivalence coverings. We will show that, under certain condi-
tions, equivalence coverings of a topological K-category B are classified by their holonomy
up to conjugation. The statement is that B˜σ and B˜σ′ are continuously isomorphic “over B”
if and only if σ, σ′ are conjugate. We need the following definition to overcome the problem
that there is, in general, no continuous functor B˜σ → B.
Definition 2.9. Let B˜σ, B˜σ′ be two equivalence coverings of the same topological K-
category B. A continuous linear functor F : B˜σ → B˜σ′ will be called a continuous equiva-
lence over B if the object map of F is a map of covering spaces over ObB, i.e., the following
diagram commutes.
ObB˜σ
F //
##❋
❋❋
❋❋
❋
ObB˜σ′
{{✇✇✇
✇✇
✇
ObB
If the functor F is also an isomorphism, it will be called a continuous isomorphism over B.
Lemma 2.10. Suppose ObB is connected and locally simply connected and let B˜σ and B˜σ′ be
n and m-fold equivalence coverings with holonomies σ and σ′ respectively. Let τ : Cn → Cm
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be a faithful linear functor with the property that σ′(γ) ◦ τ = τ ◦ σ(γ) : Cn → Cm for any
γ ∈ π1(ObB, X0). Then there is a continuous equivalence
Fτ : B˜σ → B˜σ′
over B given on B(Uα, Uβ)⊗Cn, using standard coordinates, by id⊗ τ . Thus, FτFτ ′ = Fττ ′.
In particular, when τ is an isomorphism, Fτ is an isomorphism with inverse Fτ−1.
Proof. It suffices to show that the mappings id ⊗ τ are compatible with the standard
identifications defining B˜σ and B˜σ′ , i.e., that the following diagram commutes.
B(Uα, Uβ)⊗ Cn
inc⊗ gβ′βg
−1
α′α

id⊗τ // B(Uα, Uβ)⊗ Cm
inc⊗ g′
β′β
g′−1
α′α

B(Uα′ , Uβ′)⊗ Cn
id⊗τ // B(Uα′ , Uβ′)⊗ Cm
Assuming {gβα}, {g
′
βα} are standard (Example 2.2), this is the following equation:
τσ(λβ′γλ
−1
β )σ(λαγ
−1λ−1α′ ) = σ
′(λβ′γλ
−1
β )σ
′(λαγ
−1λ−1α′ )τ
which follows from the assumption that σ′(γ) = τσ(γ)τ−1 for any loop γ in ObB.
FτFτ ′ = Fττ ′ since, in standard coordinates, it is given by (id⊗τ)(id⊗τ
′) = id⊗ττ ′. 
Theorem 2.11 (Thm A). Suppose that B is a topological K-category so that every object is
nonzero and every automorphism of every object is a scalar multiple of the identity. Suppose
also that ObB is connected and locally simply connected. Then, for any homomorphism
σ : π1(Ob(B), X0)→ Aut(Cn)
there exists an equivalence covering B˜σ of B with holonomy σ. Furthermore, any two equiv-
alence coverings of B are continuously isomorphic over B if and only if their holonomies
are conjugate.
Proof. By Lemma 2.10, two equivalence coverings of B with conjugate holonomies are
continuously isomorphic over B.
Conversely, suppose B˜σ and B˜τ are continuously isomorphic over B. Let B˜σ be the n-fold
equivalence covering of B with holonomy σ. The conditions on B imply that B˜σ contains a
topological K-subcategory B˜∗σ isomorphic to the equivalence covering K˜Xσ from Example
2.8 with X = ObB. This subcategory is characterized by the property that any nonzero
morphism x → y in B˜σ lies in B˜
∗
σ if and only if x, y ∈ ObB˜σ lie over the same point in
X = ObB. Therefore, the isomorphism B˜σ ∼= B˜τ restricts to an isomorphism B˜
∗
σ
∼= B˜∗τ
giving an isomorphism K˜Xσ ∼= K˜Xτ . The formula for the holonomy of K˜Xσ given in
Example 2.8 then implies that σ and τ are conjugate as claimed. 
Theorem 2.12. Let B be as in Theorem 2.11 above and suppose that every nonzero mor-
phism in B is a scalar multiple of a contractible morphism. Then any continuous equiv-
alence F : B˜σ → B˜σ′ is equal to Fτ for some discrete equivalence τ : Cn → Cm satisfying
σ′(γ) ◦ τ = τ ◦ σ(γ) for all loops γ in ObB.
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Proof. As in the proof of Theorem 2.11, let B˜∗σ and B˜
∗
σ′ denote the subcategories of B˜σ and
B˜σ′ isomorphic to the equivalence coverings K˜Xσ and K˜Xσ′ , respectively, where X = ObB.
The equivalence F induces an equivalence F ′ : K˜Xσ → K˜Xσ′ which, over the object
X0 ∈ ObB, restricts to an equivalence τ : Cn → Cm. By the unique path lifting property
for covering space, the morphism F ′ must be equal to F ′τ , the equivalence induced by τ .
The assumption that every nonzero morphism in B is a scalar multiple of a contractible
morphism implies that every nonzero morphism in every equivalence covering of B is ho-
motopic through nonzero morphisms to an isomorphism. This implies that F is uniquely
determined by its restriction to B˜∗σ. Therefore, F = Fτ as claimed. 
In the special cases B = S1 and M0, the fundamental group is Z. So, the holonomy
morphism π1ObB = Z→ Aut(Cn) is determined by the image of the generator which is a
single element σ ∈ Aut(Cn). We denote the corresponding equivalence coverings of S
1,M0
by S˜1σ,M˜σ. By Proposition 1.18 both categories satisfy the conditions of Theorem 2.12.
Therefore, we have the following.
Corollary 2.13 (Thm B). Continuous equivalences F : S˜1σ → S˜
1
σ′ and M˜σ → M˜σ′ are
equal to Fτ where τ is a linear equivalence Cn → Cm so that τ ◦ σ = σ
′ ◦ τ . 
Remark 2.14. Similar to the observation in Example 2.8, we note that τ is not uniquely
determined in Theorem 2.12 and Corollary 2.13. For example, the functor F determines
a linear equivalence from a subcategory of S˜1σ isomorphic to Cn to a subcategory of S˜
1
σ′
isomorphic to Cm. The choices of these isomorphisms determines τ .
3. Skew-continuous natural transformations
For any two autoequivalences σ, τ of Cn there is a natural isomorphism ϕ : σ → τ . This
natural isomorphism will be unique up to one scalar which we call the “rescaling factor”
and “continuous” up to another scalar which we call the “σ-continuity factor”. The natural
isomorphism is “skew-continuous” if its σ-continuity factor is −1.
We give the definitions and a brief explanation why the axioms of a triangulated category
require ϕ : σ → τ to be skew-continuous.
3.1. Definition of skew-continuity. We will show that a natural isomorphism ϕ : σ → τ
always exists and is uniquely determined up to a rescaling factor r ∈ K∗. For example, the
only natural isomorphisms σ → σ are scalar multiples of the identity.
Proposition 3.1. Given autoequivalences σ, τ of Cn with transition coefficients aji, bji,
there is a unique c = [c1, · · · , cn] ∈ KP
n−1, with ci ∈ K
∗, so that
cjaji = bjici
for all i, j ∈ Cn. Each lifting (ci) ∈ (K
∗)n of c gives a natural isomorphism ϕ : σ → τ by
ϕi = cixτ(i)σ(i) : σ(i)→ τ(i).
Conversely, all natural isomorphisms ϕ : σ → τ are given in this way.
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Proof. Existence of ci so that cjaji = bjici is clear: Take ci = a1ibi1r for any r ∈ K
∗. Then
bjici = a1ibjibi1r = a1jajibj1r = cjaji.
Conversely, the equation cjaji = bjici implies, for j = 1, that ci = c1a1ib
−1
1i = a1ibi1c1. So,
these are all the choices. So, c ∈ KP n−1 is uniquely determined.
Any natural isomorphism ϕ : σ → τ is, by definition, given by ϕi = cixτ(i)σ(i) for ci ∈ K
∗
making the following diagram commute for all i, j ∈ Cn:
σ(i)
ajixσ(j)σ(i)

cixτ(i)σ(i) // τ(i)
bjixτ(j)τ(i)

σ(j)
cjxτ(j)σ(j) // τ(j)
In other words, bjici = cjaji, i.e., (ci) is a representative of c. 
If σ, τ are autoequivalences of Cn which commute and ϕ : σ → τ is a natural isomorphism
then σ(ϕ) and ϕ(σ) are two natural isomorphisms
σ(σ)→ σ(τ) = τ(σ)
By Proposition 3.1, there is a unique scalar s ∈ K∗ so that
σ(ϕ) = sϕ(σ).
We call s the σ-continuity factor of ϕ. Note that any scalar multiple of ϕ has the same
σ-continuity factor. So, s depends only on σ and τ and not on ϕ. We use the notation:
s = {σ, τ}
We show in the appendix that {τ, σ} = {σ, τ}−1.
Definition 3.2. Commuting autoequivalences σ, τ of Cn will be called compatible, resp.
anti-compatible, if {σ, τ} = 1, resp., {σ, τ} = −1.
Definition 3.3. A natural transformation ϕ : σ → τ between commuting autoequivalences
of Cn is continuous or skew-continuous (with respect to σ) if its σ-continuity factor is 1
or −1, respectively. In other words, for any i ∈ Cn, the square in the following diagram
commutes or anticommutes, respectively.
σ(i)
ϕi

σ2(i)
σ(ϕi)

= // σ2(i)
ϕσ(i)

τ(i) στ(i)
= // τσ(i)
Equivalently, using the scalars ci so that ϕi = cixτ(i)σ(i),
(3.1) cσ(i) = ciaτ(i)σ(i), resp. cσ(i) = −ciaτ(i)σ(i).
The following summary of the above definitions and observations implies Lemma C in
the introduction.
Proposition 3.4. Let σ, τ be commuting autoequivalences of Cn. Then any natural iso-
morphism ϕ : σ → τ has σ-continuity factor equal to {σ, τ}. In particular, ϕ is continuous,
resp. skew-continuous if and only if σ, τ are compatible, resp. anti-compatible. 
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3.2. Interpretation of skew-continuity. Given an automorphism σ of Cn and an autoe-
quivalence τ on Cn which commutes with σ we have, by Corollary 2.13, continuous linear
functors:
Fτ : S˜
1
σ → S˜
1
σ, Fτ : M˜σ → M˜σ.
Since σ obviously commutes with σ we also have continuous automorphisms Fσ : S˜
1
σ → S˜
1
σ
and Fσ : M˜σ → M˜σ.
A natural transformation ϕ : σ → τ induces a continuous natural transformation Fϕ :
Fσ → Fτ if and only if ϕ is “continuous”, i.e., if {σ, τ} = 1. More precisely:
Theorem 3.5. Let σ1, σ2 be automorphisms of Cn, Cm respectively. Let τ1, τ2 be faithful K-
linear functors Cn → Cm so that σ2τj = τjσ1 for j = 1, 2. Then, a natural transformation
ϕ : τ1 → τ2 extends to continuous natural transformations Fϕ : Fτ1 → Fτ2, i.e., continuous
maps Ob(S˜1σ1) → Mor(S˜
1
σ2
) and Ob(M˜σ1) → Mor(M˜σ2) giving natural transformations
Fτ1 → Fτ2, if and only if σ2(ϕi) = ϕσ1(i) for every i ∈ Cn.
Proof. (for S˜1) For each i ∈ Cn, j ∈ {1, 2} and t ∈ [0, 2π) we have Fτj (t⊗ i) = t⊗ τj(i) and
Fϕ(t⊗ i) = id[0,2π) ⊗ ϕi : Fτ1(t⊗ i) = t⊗ τ1(i)
ci−→ t⊗ τ2(i) = Fτ2(t⊗ i).
In order for Fϕ to be continuous, we must have
Fϕ lim
t→2π
(t⊗ i) = lim
t→2π
Fϕ(t⊗ i).
But, the left hand side is equal to
Fϕ(0⊗ σ1(i)) = id[0,2π) ⊗ ϕσ1(i) : 0⊗ τ1(σ1(i))
cσ(i)
−−→ 0⊗ τ2(σ1(i))
and the right hand side is equal to
id[0,2π) ⊗ σ2(ϕi) : 0⊗ σ2(τ1(i))
σ(ci)
−−→ 0⊗ σ2(τ2(i)).
These are equal if and only if σ2τj = τjσ1 for j = 1, 2 and σ2(ϕi) = ϕσ1(i). 
We explain why the rotation axiom for a triangulated category forces us to use a skew-
continuous natural transformation ϕ : σ → τ in the definition of distinguished triangles
in addM˜σ. We take a “basic positive triangle” which is the simplest example of a distin-
guished triangle in addM˜σ where all terms are indecomposable (and thus lie in M˜σ):
(3.2) X ⊗ i
f
−→ Y ⊗ i
g
−→ Z ⊗ i
ψ
−→ T (X ⊗ i) = X ⊗ τ(i)
Here X = (x, y), Y = (x, z), Z = (y + π, z), f, g are the unique contractible morphisms
(Def. 1.17) with the given sources and targets and ψ is the composition:
ψ : Z ⊗ i
h
−→ SG2πX ⊗ i = X ⊗ σ(i)
idX⊗ϕi−−−−→ X ⊗ τ(i)
of the contractible morphism h : (y+π, z)⊗ i→ (y+π, x+π)⊗ i = (x, y)⊗σ(i) = X⊗σ(i)
and a natural isomorphism Fϕ = idX ⊗ϕi : Fσ(X ⊗ i) = X ⊗σ(i) ∼= Fτ (X ⊗ i) = X ⊗ τ(i).
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Now consider the following diagram.
X ⊗ σ(i)
idX⊗ϕi

σ(f)
// Y ⊗ σ(i)
idY ⊗ϕi

σ(g)
// Z ⊗ σ(i)
idZ⊗ϕi

σ(h)
// SG2πX ⊗ σ(i)
= //
id⊗ϕi

X ⊗ σ2(i)
id⊗σ(ϕi)

id⊗ϕσ(i)// X ⊗ τσ(i)
id⊗τ(ϕi)

X ⊗ τ(i)
τ(f)
// Y ⊗ τ(i)
τ(g)
// Z ⊗ τ(i)
τ(h)
// SG2πX ⊗ τ(i)
= // X ⊗ στ(i)
id⊗τ(ϕi)// X ⊗ τ 2(i)
The top row is the distinguished triangle (3.2) at σ(i) instead of i. The morphisms
σ(f), σ(g), σ(h) are the required contractible morphisms since σ, being continuous, takes
contractible morphisms to contractible morphisms. The second row is Fτ applied to (3.2).
Since ϕ is a natural transformation, the first three squares in this diagram commute.
The fourth square commutes since SG2π ⊗ id = id ⊗ σ in M˜σ. By the rotation axiom for
triangulated categories this implies that the last square must anti-commute, i.e.,
σ(ϕi) = −ϕσ(i).
This is because the shift functor T = Fτ applied to the distinguished triangle (3.2) gives a
distinguished triangle only when the sign of one of the arrow is reversed.
Thus, the axioms of a triangulated category require ϕ to be skew-continuous.
4. Classification of add-triangulated equivalence coverings of M0
This section contains the main result of this paper: the classification of all continuously
add-triangulated equivalence coverings of M0 assuming that they exist. The construction
of these categories and the proof that they are continuously triangulated is a generalization
of the construction of the continuous Frobenius category given in [3]. We leave the details
of that construction to Section 6, the last section, so as not to interrupt the narrative.
4.1. Classification. Recall that an equivalence covering of a topological category X with
a unique zero object is a topological category X˜ with unique zero object and a functor
X˜ → X which is an equivalence of K-categories and a continuous finite covering map on
nonzero object spaces. (Unfortunately, the functor is not continuous on morphisms.)
Definition 4.1. When X is a topological K-category, a continuous add-triangulation of an
equivalence covering X˜ is defined to be a continuous triangulation of the additive category
addtopX˜ .
We recall from Example 1.5 that, for any nonzero scalar a ∈ K∗ and any triangulated
K-category with ∆, the set of distinguished triangles, ∆a is defined to be the set of triangles
(X, Y, Z, f, g, h) so that (X, Y, Z, f, ag, h) ∈ ∆. We say that ∆,∆′ are sign equivalent if
∆′ = ∆ or ∆′ = ∆−1. We also use the notion of “strong isomorphism” from Definition 1.3.
Theorem 4.2 (Theorem D). Continuously add-triangulated n-fold equivalence coverings
of M0 are given, up to sign equivalence, by triples (σ, τ, ϕ) where
(1) σ is a linear automorphism of the n point K-category Cn.
(2) τ is a continuous autoequivalence of Cn, i.e., one which commutes with σ.
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(3) ϕ : σ → τ is a skew-continuous natural isomorphism, i.e., so that
ϕσ(i) = −σ(ϕi)
for all i ∈ Cn.
Given such a triple (σ, τ, ϕ), the corresponding add-triangulated equivalence covering, which
we call M˜n(σ, τ, ϕ), has underlying continuous K-category M˜σ with holonomy functor Fσ,
shift functor Fτ and universal virtual triangle (defined in section 4.2 below) given by
X
[
1
1
]
−−→ I1X ⊕ I2X
[−1,1]
−−−→ FσX
ϕX−−→ FτX.
Furthermore, M˜n(σ, τ, ϕ) is strongly isomorphic to M˜n(σ
′, τ ′, ϕ′) if and only if there is an
automorphism ρ of Cn so that ρ ◦ σ = σ
′ ◦ ρ and ρ ◦ τ = τ ′ ◦ ρ.
Before proving this result, we point out some immediate consequences.
Corollary 4.3. Add-triangulated n-fold equivalence covering of M0 are given up to strong
isomorphism by conjugacy classes of pairs (σ, τ) where σ, τ are commuting, skew-compatible,
self-equivalences of Cn and σ is an automorphism of Cn.
Corollary 4.4 (Corollary E1). If M˜n(σ, τ, ϕ) is an add-triangulated equivalence covering
of M0 where τ is an automorphism of Cn, then M˜n(τ, σ, ϕ
−1) is also an add-triangulated
equivalence covering of M0.
We call M˜n(τ, σ, ϕ
−1) the dual of M˜n(σ, τ, ϕ).
The proof of Theorem 4.2 relies on the following lemmas.
Lemma 4.5 (Theorem 2.11). The continuous n-fold equivalence coverings ofM0 are given
by M˜σ where σ is an automorphism of Cn.
Lemma 4.6 (Corollary 2.13). Continuous functors M˜σ → M˜σ′ are given by K-linear
functors τ : Cn → Cm so that τ ◦ σ = σ
′ ◦ τ . In particular, continuous autoequivalences of
M˜σ are given by autoequivalences τ of Cn which commute with σ.
Lemma 4.7. Continuous triangulations are induced from a universal virtual triangle.
We show in section 6 below that each universal virtual triangle comes from a continuous
Frobenius category with continuous choice of universal exact sequences. Here we consider
the converse: Given a continuous triangulation, show that it comes from a universal virtual
triangle and that, consequently, it is given as the stable category of a continuous Frobenius
category. The first statement is Lemma 4.7 which is more precisely stated as Theorem 4.10
below. The second statement is Theorem 6.22 proved in the last section.
4.2. Universal virtual triangle. Let X be an indecomposable object of some M˜σ with
chosen shift functor Fτ . Suppose p(X) = E(x, y) ∈ M0 where x < y < x + 2π and
0 ≤ x < y < 2π. For any 0 < ε1 < x + 2π − y and 0 < ε2 < y − x, let I
ε1
1 X , I
ε2
2 X be
the unique objects over E(x, x + 2π − ε1) and E(y − ε2, y) respectively so that there are
contractible morphisms f1 : X → I
ε1
1 X , f2 : X → I
ε2
2 X . We denote these morphisms by
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“1” or, more generally, we denote by a scalar a a morphism which is a times a contractible
morphism.
Up to rescaling, we are given the add-triangulated structure onM0. (The whole point is
to find an equivalence covering M˜σ with a continuous triangulation which is algebraically
equivalent to the given algebraic triangulation of addM0.) So, we know from [4] how to
complete the triangle starting with the contractible morphisms X → Iε11 X ⊕ I
ε2
2 X to get:
X
(11)
−−→ Iε11 X ⊕ I
ε2
2 X
[g1,g2]
−−−→ Y
h
−→ FτX
We can choose Y to be the object in M˜σ in the contractible support of X which lies over
E(y−ε2, x+2π−ε1). The morphisms gi will be scalar multiples of the unique contractible
morphisms IεiX → Y . Dividing g1 and g2 by the scalar for g2 and multiplying h by the
same scalar we may assume that g2 is contractible, i.e. its scalar is 1. Then −g1 will be
also be contractible. The morphism h : Y → FτX factors uniquely through the unique
contractible morphism Y → FσX inducing a morphism
ϕX : FσX → FτX.
Lemma 4.8. ϕX is induced by a skew-continuous natural transformation σ → τ .
Proof. We have discussed this point many times. The object space of the equivalence
covering Mσ is an n-fold covering of the Moebius strip. We number the sheets 1, · · · , n
(choosing a fundamental domain). As we go around the Moebius strip, we go from sheet i
to sheet σ(i). So, when X lies in sheet i,FσX lies in sheet σ(i) and FτX lies in sheet τ(i).
Since we have a continuous triangulated structure, the morphism FσX → FτX is given by
cixτ(i)σ(i) where ci is a fixed scalar for all X in sheet i. When we move X continuously
to the next sheet, sheet σ(i), X moves to Y = FσX by definition and, by continuity, ϕX
moves to the morphism
ciσ(xτ(i)σ(i)) = ciaτ(i)σ(i)xστ(i)σ2(i).
However, we are over a Moebius strip. So, the positions of Iε11 X, I
ε2
2 X have switched. So,
the sign of ϕFσX is the negative of the continuation of ϕX . In other words,
ciaτ(i)σ(i)xστ(i)σ2(i) = −cσ(i)xστ(i)σ2(i).
Comparing this with (3.1) we see that the scalars ci define a skew-continuous natural
transformation ϕ : σ → τ as claimed. 
By continuity, as X varies throughout all of M˜σ and ε1, ε2 vary through all admissible
real numbers (i.e. values so that the following diagram makes sense), the scalars ci must
remain fixed on sheet i. So, we have a continuous family of distinguished triangles
(4.1) X
(11)
−−→ Iε11 X ⊕ I
ε2
2 X
(−1,1)
−−−→ Y
ϕ˜
−→ FτX
where ϕ˜ is the composition of the unique contractible morphism Y → FσX with ϕX :
FσX → FτX .
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Definition 4.9. We denote this family of distinguished triangles by it virtual limit (when
ε1, ε2 are infinitesmal, making Y = FσX)
X
(11)
−−→ I01X ⊕ I
0
2X
(−1,1)
−−−→ FσX
ϕ
−→ FτX
We call this the universal virtual triangle. This is just a fancy way to denote the continuous
family of distinguished triangles given by (4.1).
4.3. Construction of all distinguished triangles. So far we have shown that a contin-
uous triangulation of addM˜σ has parameters σ, τ and ϕ : σ → τ and these give rise to a
“universal virtual triangle”. In this subsection we prove the following theorem.
Theorem 4.10. The universal virtual triangle defined above determines all distinguished
triangles. In particular, the continuous triangulation of addM˜σ is completely determined
by τ and ϕ : σ → τ .
First, consider morphisms f : X → Y in addM˜σ which are generic in the sense that X ,
Y do not share any ends. (Recall that the ends of E(x, y) are x, y ∈ S˜1 = R/2πZ.)
Lemma 4.11. Let X → Y → Z → TX be a distinguished triangle. If X → Y is generic,
then Z has the same number of components as X ⊕ Y .
Proof. We know that distinguished triangles are exact on ends. So, Z must have the same
number of ends as X ⊕ Y . But the number of components is half the number of ends. 
Lemma 4.12. Every distinguished triangle is a isomorphic to a continuous limit of distin-
guished triangles in which the first morphism is generic.
Proof. If f : X → Y is not generic then, by a small perturbation of the components of Y
(moving points over E(x, y) to points over E(x + ε, y + ε) but staying on the same sheet
of the covering) and by composing f : X → Y with short contractible morphisms to the
new Y , we obtain a new distinguished triangle with more components in Z so that, as Y
moves back to its original position, some of these new components go to zero. The limit is
a distinguished triangle since the space of distinguished triangles is assumed to be closed.
The limit must be equivalent to the distinguished triangle we started with since it has the
same first morphism f : X → Y . So, every distinguished triangle is equivalent to one which
is a limit of distinguished triangles with generic first morphism. 
Proof of Theorem 4.10. By Lemma 4.12, we only need to prove the theorem in the case
of when f : X → Y is generic. Given any generic morphism f : X → Y , consider the
distinguished triangles gives by:
(4.2) X
(f,1,1)
−−−→ Y ⊕ Iε11 X ⊕ I
ε2
2 X → Z → TX.
Here, the first morphism is a monomorphism on ends and, therefore, the last morphism
Z → TX is generic. By Lemma 4.11, the number of components of Y ⊕ Iε11 X ⊕ I
ε2
2 X is
equal to the number of components of X⊕Z. Since Iε11 X , I
ε2
2 X each have the same number
of components as X this implies that Z has the same number of components as X ⊕ Y .
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As ε1, ε2 both go to zero, the distinguished triangle (4.2) converges to a distinguished
triangle X → Y → Z ′ → TX where, by Lemma 4.11, Z ′ has the same number of compo-
nents as X ⊕ Y . Since Z converges to Z ′ and they have the same number of components
we conclude that the components of Z converge to the components of Z ′. In particular,
they do not vanish. So, we get all distinguished triangles of the form
X
f
−→ Y → Z → TX
with f generic as a limit (or equivalent to a limit) of distinguished triangles of the form
(4.2). Thus, we are reduced to showing that all distinguished triangles of the form (4.2)
are determined by the universal virtual triangle.
As the values of ε1, ε2 change, the distinguished triangle (4.2) varies continuously with Z
having a fixed number of components. Thus, X, Y are fixed and the components of Z move
around continuously. By continuity, the set of triangles for each value of the parameters
ε1, ε2 determines the set of triangles for all values of these parameters.
Now deform the parameters ε1, ε2 to an infinitesimal amount less than their maximum
possible values. Then the morphism f : X → Y will factor through Iε11 X ⊕ I
ε2
2 X . This
will cause the induced map Y → Z to be a split monomorphism in the category addM˜σ.
So, the distinguished triangle (4.2) becomes a direct sum of distinguished triangles of the
form (4.1) and trivial triangles 0→ Y
=
−→ Y → 0. These are given by the universal virtual
triangle by definition concluding the proof of the theorem. 
4.4. Consequences.
Lemma 4.13. Any subset of [n] invariant under both σ and τ generates a (σ, τ)-invariant
full subcategories of Cn and therefore of M˜n(σ, τ, ϕ). 
Corollary 4.14. Let M˜n(σ, τ, ϕ) be an add-triangulated equivalence covering of M0 so
that τ is an automorphism of Cn. Then n is even.
Proof. Suppose n is odd. Then, as permutations of n, σ must have an odd number of odd
cycles and the action of τ on these odd cycles must have an odd cycle. This gives a full
subcategory Cpq of Cn, with p, q odd, whose object set we identify with [p]× [q] on which σ
acts by cyclically permuting the first factor and τ acts by permuting both facts but acting
cyclically the second: σ(i, j) = (i+ 1, j), τ(i, j) = (τ1(i), j + 1).
For each (i, j) ∈ [p] × [q] we have the natural transformation ϕij which is a nonzero
morphism
ϕij : (i+ 1, j)→ (τ1(i), j + 1)
Since ϕ is skew commutative, σ(ϕij) = −ϕi+1,j . Doing this p times we get σ
p(ϕij) = −ϕij .
This means that the pth power of the transition factor of σ from Aj = [p] × j to Aj+1 is
(aAj ,Aj+1)
p = −1 for every j. Composing these, the pqth power of this transition factor will
also be −1. But this is impossible since this is the transition factor aAj ,Aj = 1. 
Corollary 4.15. If M˜n(σ, τ, ϕ) is a minimal add-triangulated equivalence covering of M0
then τ is an automorphism of Cn and n is even.
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Proof. This follows from Corollary 4.14 since τ must be an isomorphism: otherwise, the
image of τn is a smaller σ, τ invariant full subcategory of Cn which generates a proper
equivalence subcover of M˜n(σ, τ, ϕ) contradicting its minimality. 
In particular, M˜n(σ, τ, ϕ) is minimal when n = 2 since any proper subcovering would
have n = 1.
4.5. 2-fold equivalence coverings of M0. We will describe all 2-fold equivalence cov-
erings M˜n(σ, τ, ϕ) of M0. There are four cases for the underlying permutations of σ, τ ,
although Case (0) is not possible. See Figure 3.
(0) σ = τ = id (as permutations)
(1) σ = id, τ = (12)
(2) σ = (12), τ = id
(3) σ = τ = (12)
In each case, we use the notation aij, bij for the transition coefficients of σ and τ with
respect to a fixed choice of multiplicative basis. The parameters a12, b12 determine the
others. The natural transformation ϕ is specified by parameters ci ∈ K
∗, i = 1, 2 where
ϕi = cixτ(i)σ(i). Recall that these parameters satisfy the following conditions.
(a) (naturality of ϕ) bjici = cjaji for all i, j.
(b) (skew-commutativity of ϕ) aτ(i)σ(i)ci = −cσ(i).
Finally, recall that “rescaling” of the distinguished triangles means multiplying all ϕi and
thus all ci by the same nonzero scalar r. This preserves the c-homogeneous relations (a),
(b). Up to rescaling, only the ratio c1/c2 is well-defined (when n = 2).
Our goal is to show that, in Cases 1,2,3, an add-triangulated category M˜n(σ, τ, ϕ) exists
and is unique up to continuous isomorphism and rescaling.
We need the following trivial observation.
Lemma 4.16. If σ is the identity permutation then its transition coefficients aij are well-
defined, i.e., independent of the choice of xij.
Proof. aij is the unique eigenvalue of the action of σ on Cn(j, i) ∼= K. 
Case 0: σ = τ = id. The minimal invariant subcategory of C2 is C1 which contradicts
Corollary 4.15. So, this case is not possible.
Case 1: σ = id, τ = (12). Since {1, 2} is a single τ -orbit, there is a multiplicative basis xij
for C2 so that τ(x12) = x21 and τ(x21) = x12. I.e., bij = 1 for all i, j.
Since σ, τ commute, we must have a12 = a21 with product a11 = 1. So, a12 = ±1.
The skew-commutativity of ϕ implies that a21c1 = −c1. So, a12 = a21 = −1.
Natruality of ϕ implies b21c1 = c2a21. So, c1/c2 = −a21/b21 = −1.
To summarize: (a12, b12, c1/c2) = (−1, 1,−1) and M˜n(σ, τ, ϕ) is well-defined up to rescal-
ing of triangles as defined in Example 1.5. I.e., the triangulated categories in Case 1 are,
up to continuous isomorphism, given by the single parameter c1 ∈ K
∗.
Case 2: σ = (12), τ = id. As in Case 1, we have: aij = 1 for all i, j and b12 = b21 = ±1.
By skew-commutativity of ϕ we have a12c1 = −c2. So, c1/c2 = −1.
By naturality of ϕ we have b21c1 = c2a21. So, b21 = b12 = −1.
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To summarize: (a12, b12, c1/c2) = (1,−1,−1) and M˜n(σ, τ, ϕ) is well-defined up to the
rescaling factor c1.
Case 3: σ = τ = (12). In this case we have a choice of normalizing either σ or τ . To help
decide, we first evaluate c1/c2.
By skew-commutativity of ϕ we have a22c1 = −c2. So, c1/c2 = −1.
By naturality of ϕ we have b21c1 = c2a21. So, a21 = −b21.
We still have two choices. We choose to normalize σ and take a multiplicative basis so
that aij = 1 for all i, j and b12 = b21 = −1.
To summarize: (a12, b12, c1/c2) = (1,−1,−1), as in Case 2 and M˜n(σ, τ, ϕ) is well-defined
up to the rescaling factor c1. However, with a different choice of xij, we would have another
description of the same category: (a12, b12, c1/c2) = (−1, 1,−1) as in Case 1.
Remark 4.17. Case 3, with parameters c1 = 1, c2 = −1, is the continuous cluster category
constructed in [4],[3]. The objects of the 2-fold equivalence cover ofM0 are ordered pairs of
distinct points on the circle R/2πZ with holonomy given by rotation by π (making a12 = 1)
and with the distinguished triangles rescaled by −1 in the holonomy. This gives b12 = −1.
The details given in the present paper show why this is in fact continuous.
Case 1 is a variation of a special case of a construction Orlov [6]. In this case, Orlov
actually constructs a 4-fold equivalence covering of M0 but we interpret it as a recipe to
construct a 2-fold covering. The indecomposable objects of Orlov’s category are matrix
factorizations on an ordered pair of points in R/2πZ:
P1 d1 99 P0
d0
yy
However, we modify this by identifying (P1, P0, d∗) with (P0, P1, d∗), i.e., by taking un-
ordered pairs of points. In our setting we take d0, d1 to be the unique contractible mor-
phisms between the two points in R2π/G2π. This gives one object for every unordered pair
of points on a circle of radius 1, i.e., for every object in M0.
Orlov takes the shift functor to be given by changing the sign of both d0 and d1. This
gives another isomorphic copy of each object. So, there are two copies of each object.
Changing the sign of di gives a recognizably distinct component in the space of objects.
So, σ is the identity permutation and τ = (12).
Case 2 is a new construction. The underlying topological category M˜σ is the same as in
Case 3, but the continuous triangulated structure is different. Note that b12 = −1 implies
that, although the shift functor τ is the identity on objects, it is not the identity functor.
Corollary 4.18 (Corollary E2). Up to rescaling (Example 1.5), there are exactly three
two-fold equivalence coverings of M0 as shown in Figure 3.
5. Automorphisms of Cn
Now we set about the task of defining the structures that will allow us to classify the
continuous triangulations of equivalence coverings of the Moebius category M0. We begin
by first investigating theK-linear structure of certain functors and natural transformations.
We assume that K is algebraically closed.
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not a triangulation
X = σ(X)
Y
Z
σ = id
= τ(X)
τ = id
ϕ = ?
Orlov [6]
X = σ(X)
Y
Z
σ = id, a12 = −1
τ(X) τ = (12)
ϕ : c2 = −c1
Igusa-Todorov [3]
X
Y
Z
σ(X) =
σ = (12)
τ(X)
τ = (12), b12 = −1
ϕ : c2 = −c1
a third triangulation
X
Y
Z
σ(X)
σ = (12)
= τ(X)
τ = id, b12 = −1
ϕ : c2 = −c1
Figure 3. Schematic drawings of the three possible add-triangulated 2-fold
equivalence coverings of M0.
5.1. Fattened Categories and the category Cn. By “fattening” a category we mean
taking several isomorphic copies of each object. This is the discrete version of an equiv-
alence covering. We will concentrate on fattening the category C1 having one object with
endomorphism ring K. All categories will be K-categories and all functors will be K-linear.
Definition 5.1. For every n ≥ 1 let Cn be theK-category with object set [n] := {1, 2, · · · , n}
and Cn(j, i) = Kxij . I.e., every hom set is one dimensional over K and is generated by
xij : j → i.
We define composition K-bilinearly by
(5.1) xijxjk = xik ∀i, j, k.
In particular, xii = idi and xji = x
−1
ij . Any choice of basis elements, i.e., any system of
nonzero morphisms xij ∈ Cn(j, i) satisfying (5.1) will be called a multiplicative basis for Cn.
Proposition 5.2. Let C be any category with n objects, all of which are isomorphic with
endomorphism ring K. Then C is isomorphic to Cn.
Proof. Label the objects of C as v1, · · · , vn. For each i < n choose an isomorphism fi : vi ∼=
vi+1 with inverse gi. For any i, j ∈ [n] let yji : vi → vj be given by the unique reduced
composition of the morphism fk, gk (reduced means fk ◦ gk, gk ◦ fk do not occur in the
composition). Then i 7→ vi and xji 7→ yji gives an isomorphism Cn ∼= C. 
The next question is: How unique is the multiplicative basis? Equivalently: What are
the automorphisms of Cn?
Elements of Cn(j, i) = Kxij are all scalar multiples of xij . So, any other generator has
the form x′ij = aijxij where aij ∈ K
∗.
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Proposition 5.3. The following conditions on scalars aij 6= 0 are equivalent.
(1) The elements x′ij = aijxij form a multiplicative basis, i.e., satisfy (5.1).
(2) aijajk = aik for all i, j, k
(3) There are ci ∈ K
∗ so that aij = ci/cj.
Furthermore, the scalars ci in (3) are uniquely determined up to multiplication by a nonzero
scalar, i.e., the n-tuple (c1, · · · , cn) forms a well-defined element of projective space KP
n−1.
Proof. It is clear that (1),(2) are equivalent and that (3) implies (2). To see that (2) implies
(3), let cj = aj1. 
We say that (aij) is a multiplicative system of scalars if it satisfies these equivalent
conditions. Note that (3) implies aii = 1 for all i and aji = a
−1
ij .
5.2. Automorphisms of Cn.
Proposition 5.4. A K-automorphism σ of Cn is given on objects and morphisms as follows.
(1) On objects, σ is a permutation of n: σ ∈ Sn.
(2) On morphisms we have
σ(xij) = aijxσ(i)σ(j)
where aij ∈ K
∗ is a multiplicative system of scalars.
Conversely, any permutation of n and any multiplicative system (aij) defines an automor-
phism of Cn. 
We call (aij) the transition coefficients of σ with respect to (xij). We will show that, if
the underlying permutation of σ is an n cycle, then we can arrange for aij to be equal to 1
for all i, j by changing the basis for the hom sets. In particular, σn is the identity functor
on Cn. More generally, we can arrange for aij to be equal to 1 when i, j are in the same
orbit of σ.
Example 5.5. Suppose σ = (123 · · ·n) is a single n-cycle on objects. Given σ(xij) =
aijxi+1,j+1, choose ci ∈ K
∗ so that aij = ci/cj. Assuming that K is algebraically closed,
there exists a d ∈ K∗ so that
dn = c1c2 · · · cn
Thus d is the geometric mean of the ci and d is unique up to multiplication by an nth root
of unity. Then we can choose another multiplicative basis x′ij = bijxij depending on the
transition coefficients of σ with respect to xij by:
(1) bii = 1
(2) bij = d
j−i(cici+1 · · · cj−1)
−1 if i < j. In particular bi,i+1 = d/ci if i ≤ n− 1.
(3) bij = b
−1
ji if j < i. In particular bn1 = b
−1
1n = c1 · · · cn−1d
1−n = d/cn.
Therefore, bi,σ(i) = d/ci for all i. It is easy to see that (bij) is multiplicative. And:
σ(x′i,i+1) = σ(bi,i+1xi,i+1) =
d
ci
σ(xi,i+1) =
d
ci
ci
ci+1
xi+1,i+2 =
d
ci+1
xi+1,i+2 = x
′
i+1,i+2
This implies that
σ(x′ij) = σ(x
′
i,i+1 · · ·x
′
j−1,j) = x
′
i+1,i+2 · · · , x
′
j,j+1 = x
′
i+1,j+1
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for all i, j. In fraction form, bij = si/sj where si = c1 · · · ci−1d
−i.
This proves the following.
Lemma 5.6. If σ ∈ Aut(Cn) is an n cycle then Cn has a multiplicative basis (xij) so that
σ(xij) = xσ(i)σ(j) for all i, j ∈ Cn. In particular, σ
n is the identity automorphism of Cn. 
Proposition 5.7. Given any automorphism σ of Cn, there exists a multiplicative basis (xij)
so that the transition coefficients (aij) of σ with respect to (xij) satisfy the following.
(1) aij = 1 if i, j are in the same orbit of σ
(2) aij = akℓ if i, k are in the same cycle of σ and j, ℓ are in the same cycle of σ.
Furthermore, (1) implies (2).
Proof. Choose any multiplicative basis (yij), for which σ has transition coefficients bij =
si/sj. Since any i lies in some cycle of σ, it suffices to choose a cycle, say A, and repeat the
same argument for all cycles of σ. Let dA ∈ K
∗ be the geometric mean of the si for i ∈ A.
If i0 is the smallest element of A then i = σ
m(i0) for some m ≥ 0. Let ci0 = 1 and let
ci = si0sσ(i0) · · · sσm−1(i0)/d
m
A
if m > 0. Let aij = ci/cj. Then ai,σ(i) = dA/si for all i. Also, (aij) is a multiplicative
system and xij = aijyij is a new multiplicative basis. We have:
σ(xi,σ(i)) =
dA
si
σ(yi,σ(i)) =
dA
si
si
sσ(i)
yσ(i),σ2(i) =
dA
sσ(i)
yσ(i),σ2(i) = xσ(i),σ2(i)
As in the example, this implies that σ(xij) = xσ(i),σ(j) when i, j are in the same σ orbit.
To see that (1) implies (2), let i, k ∈ A and j, l ∈ B for two disjoint cycles A,B of σ.
Since (aij) is a multiplicative system, we have aij = aikaklalj . By (1), aik = 1 = ajl, and so
aij = akl. 
Definition 5.8. Given Cn with an automorphism σ, a multiplicative basis (xij) for Cn will
be called a good multiplicative basis (with respect to σ) if it satisfies the proposition above.
If A,B,C, · · · denote the orbits of the action of σ on n, then let aAB be the element of
K∗ so that σ(xij) = aABxσ(i)σ(j) when i ∈ A and j ∈ B. We call aAB the transition factors
of σ. Let |A| denote the number of elements in the orbit A of σ.
We need to know to what extent the good basis and transition factors are uniquely
determined by (Cn, σ).
Proposition 5.9. Let (xij) be a good basis for (Cn, σ) with transition factors aAB and
suppose that (x′ij) is another good basis giving new transition factors bAB for σ. Then there
are unique roots of unity δA for each orbit A of σ so that
(1) δ
|A|
A = 1 for all A,
(2) bAB = δAaABδ
−1
B for all orbits A,B of σ and
(3) x′iσ(i) = δAxiσ(i) whenever i ∈ A.
Furthermore, any collection of roots of unity δA satisfying (1) will occur.
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Proof. By Proposition 5.3, x′ij =
ci
cj
xij . When i, j are in the same σ orbit this gives
x′σ(i)σ(j) = σ(x
′
ij) =
ci
cj
σ(xij) =
ci
cj
xσ(i)σ(j) =
cσ(i)
cσ(j)
xσ(i)σ(j)
Therefore, ci
cσ(i)
=
cj
cσ(j)
when i, j are in the same orbit A of σ. Denote this fraction by δA.
Then (3) will be satisfied. When i, j are in different orbits, say i ∈ A, j ∈ B we get:
bABx
′
σ(i)σ(j) = σ(x
′
ij) =
ci
cj
σ(xij) =
ci
cj
aABxσ(i)σ(j) = bAB
cσ(i)
cσ(j)
xσ(i)σ(j)
Therefore,
bAB =
cicσ(j)
cjcσ(i)
aAB = δAaABδ
−1
B
To see that condition (1) is satisfied suppose that A = (12 · · ·m) is one of the cycles of the
permutation σ. Then
1 =
c1
c1
=
c1
c2
c2
c3
· · ·
cm
c1
= δmA
Conversely, suppose (δA) is a collection of scalars satisfying (1). Then, for each orbit A of
σ, choose an element i0 ∈ A. Let ci0 = 1 and let cσk(i0) = δ
−k
A . Then x
′
ij =
ci
cj
xij will satisfy
(2) and (3). 
Corollary 5.10. If orbits A,B of σ have the same size, say m, then the mth power of aAB,
the AB transition factor of σ, is well-defined.
The properties we have developed in this section will be revisited in later sections.
5.3. Other quivers with multiplicity. Now we consider the case of two vertices. A
K-representation of the quiver:
1
τ // 2
consists of two vectors spaces V1, V2 and a linear map τ : V1 → V2. We fatten this quiver,
replacing the vertices with triples (Cn, σ1, (xij)) and (Cm, σ2, (ykl)) where (xij), (ykl) are good
multiplicative bases so that in the corresponding multiplicative systems, aij = 1 when i, j
are in the same σ1 orbit and similarly a
′
kl = 1 if k, l are in the same σ2 orbit. Our goal is
to describe how τ behaves after this fattening.
A morphism
τ : (Cn, σ1, (xij))→ (Cm, σ2, (ykℓ))
is defined to be a faithful linear functor τ : Cn → Cm so that τσ1 = σ2τ . In other words:
(1) On objects, τ is a set map [n]→ [m] where [n] = {1, 2, · · · , n}.
(2) On morphisms, τ(xij) = bijyτ(i),τ(j) where (bij) is a multiplicative system for Cn
which we call the comparison coefficients for τ .
(3) The equation τσ1 = σ2τ becomes:
aijbσ1(i),σ1(j) = bija
′
τ(i),τ(j).
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The proof of (3) is straightforward. Just expand both sides of τσ1(xij) = σ2τ(xij):
τσ1(xij) = aijτ(xσ1(i)σ1(j)) = aijbσ1(i),σ1(j)yτσ1(i)τσ1(j)
= σ2τ(xij) = bijσ2(yτ(i)τ(j)) = bija
′
τ(i)τ(j)yσ2τ(i)σ2τ(j)
Then compare the coefficients of yτσ1(i)τσ1(j) = yσ2τ(i)σ2τ(j).
Lemma 5.11. Given any good basis (ykl) for (Cm, σ2) there is a unique good basis (xij) for
(Cn, σ1) so that all comparison coefficients bij = 1 or, equivalently, τ(xij) = yτ(i)τ(j) for all
i, j ∈ Cn.
Proof. For every i, j ∈ Cn, the functor τ gives an isomorphism Cn(j, i) ∼= Cm(τ(j), τ(i)).
Let xij : j → i be the morphism which maps to yτ(i)τ(j) : τ(j) → τ(i). For each k ∈ Cn,
xijxjk = xik since both morphisms map to the same morphism yτ(i)τ(j)yτ(j)τ(k) = yτ(i)τ(k)
in Cm. So, (xij) is a multiplicative basis for Cn. To see that it is a good basis, suppose
that i, j lie in the same orbit of σ1. Then τ(i), τ(j) lie in the same orbit of σ2. So,
σ2(yτ(i)τ(j)) = yσ2τ(i)σ2τ(j). This implies that σ1(xij) = xσ1(i)σ1(j) since both map to the same
morphism τ(j)→ τ(i). 
Suppose that (xij) and (ykl) are as given in Lemma 5.11 above. Suppose i, j ∈ Cn map
to τ(i), τ(j) in the same orbit of σ2. Then, when τ is applied to the equation σ1(xij) =
aijxσ1(i)σ1(j), we get:
τσ1(xij) = τ(aijxσ1(i)σ1(j)) = aijyτσ1(i)τσ1(j) = σ2τ(xij) = yσ2τ(i)σ2τ(j) = σ2(yτ(i)τ(j))
which implies that aij = 1. This proves the second part of the following lemma.
Lemma 5.12. If i, j are in different orbits, say A,B, of σ1 and τ(i), τ(j) are in the
same orbit of σ2 then a
k
ij = 1 for any k which is a common multiple of both |A| and |B|.
Furthermore, there is a good basis for Cn so that aij = 1.
Proof. The good basis for Cn given in the previous lemma has the property that aij = 1
whenever τ(i), τ(j) lie in the same σ2 orbit in Cm. But the transition factors aAB are well
defined up to roots of unity. So, aij will be a product of an |A|-th root of unity and a |B|-th
root of unity when τ(i), τ(j) lie in the same σ2 orbit. Then a
k
ij = 1 as claimed. 
5.4. Continuous automorphisms of (Cn, σ). We describe the group of all automor-
phisms τ of (Cn, σ). First notice that in the discussion above, we now set n = m. Hence, τ
acts on objects as a permutation of n vertices; τ ∈ Sn. The condition σ2τ = τσ1 becomes
στ = τσ. So given σ ∈ Sn, the centralizer of σ gives us the group of set maps that may
underlie an automorphism of (Cn, σ):
C(σ) = {τ ∈ Sn|τσ = στ}.
This group is know as the group of generalized permutation matrices or monomial matrices.
Supposing σ has cycle decomposition σ = A1,1 · · ·A1,e1 · · ·Ar,1 · · ·Ar,er , where Ai,1, . . . , Ai,ei
are cycles of length λi for 1 ≤ i ≤ r, C(σ) has the structure of a product of semidirect
products:
C(σ) =
r∏
i=1
(Cλi ⋊ Sei),
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where Cn is the cyclic group on n elements. Then τ sends each orbit of σ to another orbit
of σ with the same size. So, τ induces a permutation of the set of orbits of σ. Consider one
cycle of this action. We define a στ -orbit to be the set of objects of Cn which lie in such
a cycle. In other words, a στ -orbit is a collection of σ orbits that is cyclically permuted
under the action of τ . This is a minimal subset of the set of objects of Cn which is closed
under σ and τ .
Suppose that Cn is a single στ -orbit. Then, the orbits of σ: A1, · · · , As have the same
size, say |Ai| = m, and τ cyclically permutes these orbits: τ(Ai) = Ai+1 where the indices
are taken modulo s. Choose a good multiplicative basis (xij) for σ on A1. Thus, σ(xij) =
xσ(i)σ(j) for all i, j ∈ A1. This extends to a good basis for all of Cn by taking the set of all
τk(xij) where i, j ∈ A1 and 1 ≤ k ≤ s.
The functor τ will play the role of the shift functor for the triangulated structure of
a covering category, whose topology is determined by σ. We can by the previous lemma
choose a good basis so that the comparison coefficients (bij) associated to τ are all 1.
However, since we dealing with an automorphism of (Cn, σ, (xij)), we consider the good
basis (xij) fixed and so we are not able to ensure that the comparison coefficients (bij)
are 1. Thus, the commutativity condition στ = τσ translates into a condition on the
comparison coefficients of τ as follows:
(5.2) aAτ(i)Aτ(j)bij = bσ(i)σ(j)aAiAj ,
where by Ai we mean the cycle of σ which contains i and aAiAj denote the transition factor
of σ between cycles Ai and Aj. Notice that this means in particular that when i and j are
in the same cycle of σ and τ(i) and τ(j) also in the same cycle of σ, we have bij = bσ(i)σ(j).
These are the only constraints on the comparison coefficients of τ .
5.5. Skew-continuity of ϕ : σ → τ . We recall that, if σ, τ are commuting autoequiva-
lences of Cn, the continuity factor s = {σ, τ} is defined to be the scalar s ∈ K
∗ so that
σ(ϕi) = sϕσ(i)
for all i ∈ Cn. We give another characterization of this scalar.
Proposition 5.13. The continuity factor s = {σ, τ} is the unique nonzero scalar so that,
for every i and nonzero f : i→ τ(i), g : i→ σ(i), the following diagram commutes.
i
f //
g

σ(i)
σ(g)

τ(i)
sτ(f)
// στ(i)
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Proof. This diagram is a combination of the following two commuting diagrams:
σ(i)
σ(f)
//
ϕi

σ2(i)
ϕσ(i)

σ(i)
σ(f)
//
tϕi

σ2(i)
tσ(ϕi)

i
f
OO
f //
g

σ(i)
σ(f)
OO
σ(g)

τ(i)
τ(f)
// στ(i) τ(i) //❴❴❴❴ στ(i)
Since Cn(σ(i), τ(i)) = K, gf
−1 : σ(i) → τ is a scalar multiple of ϕi. Thus tϕi ◦ f = g
for some t ∈ K∗. Since σ is a functor, tσ(ϕi) ◦ σ(f) = σ(g). So, the right hand diagram
commutes. The left hand diagram commutes since ϕ is a natural transformation. By
definition of s = {σ, τ} we get:
tσ(ϕi) ◦ σ(f) = tsϕσ(i) ◦ σ(f) = tsτ(f) ◦ ϕi
In other words, the dotted arrow in the right hand diagram can be filled in with the
morphism sτ(f) as claimed. 
Corollary 5.14. Let σ, τ be commuting autoequivalences of Cn. Then
{τ, σ} = {σ, τ}−1
There is one additional piece of structure that is required to define a triangulation.
Assume that we fix a system of good bases for (Cn, σ) and a permutation on n elements τ
that commutes with σ. For any object i of Cn, we need a natural K-linear isomorphism
ϕi : σ(i) ∼= τ(i). We write:
ϕi = cixτ(i)σ(i) : σ(i)→ τ(i)
for each object i in Cn, where ci ∈ K
∗ and ·ci indicates multiplication by ci. The outline of
the construction, describing the roles of σ, τ, ϕ is as follows.
(1) n will be the number of sheets in the equivalence covering category Mσ →M0.
(2) σ will be the holonomy functor which we use as the “clutching functor” to construct
the n-fold equivalence covering category Mσ.
(3) The shift functor will be given by τ . Since TX ∼= X in the underlying algebraic
category, we must have σ(i) ∼= τ(i) and this is used to define the last morphism in
the distinguished triangle (from (Z, i) to (X, τ(i)):
(X, i)→ (Y, i)→ (Z, i)→ (X, σ(i))
ϕi
−→ (X, τ(i)) = T (X, i)
(4) The naturality of the isomorphism ϕ is required by the axiom of triangulated cat-
egory which says that any morphism from f : X → Y to f ′ : X ′ → Y ′ can be
completed to a map of distinguished triangles. This will give three commuting
squares, where the commutativity of the last square is the naturality of ϕ.
(5) The relation στ = τσ is the requirement that the shift functor T (X, i) = (X, τ(i))
should be continuous, i.e., it should commute with holonomy.
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These conditions can be rephrased in terms of the transition coefficients aij , bij , ci of
σ, τ, ϕ as follows. First, naturality of ϕ is:
(5.3) ϕi ◦ σ(xij) = τ(xij) ◦ ϕj ⇒ ciaij = bijcj
for all i, j. In a triangulated category, the shift of a distinguished triangle is a distinguished
triangle with the sign of the last arrow reversed. Since σ(i) ∼= τ(i) we can replace τ with
σ to get the distinguished triangle:
(X, σ(i))→ (Y, σ(i))→ (Z, σ(i))→ (X, σ2(i))
−ϕσ(i)
−−−−→ T (X, σ(i)) = (X, τσ(i))
So, we get the condition (same as (3.1))
(5.4) − ϕσ(i) = ϕi ◦ σ(xσ−1τ(i)i)⇒ cσ(i) = −ciaτ(i)σ(i)
Finally, we have the commutativity of σ and τ which translates to the condition:
(5.5) στ(xij) = τσ(xij)⇒ aτ(i)τ(j)bij = aijbσ(i)σ(j)
The topological interpretation of these conditions, outlined above, is presented in detail in
the next section.
6. Continuous Frobenius categories
In Section 4 we classified all possible continuously triangulated finite coverings of the
Mobius strip category and showed that, if they exist, they are classified by the three pa-
rameters σ, τ, ϕ : σ → τ . In this section we complete the classification by showing that each
of these structures exist. The proof is by explicit construction of the corresponding con-
tinuous Frobenius categories. This is a generalization of the construction of the continuous
Frobenius category from [3].
6.1. Circle categories. We construct covering categories P˜σ(S
1) for the circle category
with coefficients inK[[u]]. Consider the power series ringsK[[t]] ⊂ K[[u]], where t = u2 with
the discrete topology. Let Cn(K[[u]]) be the category with object set [n] = {1, 2, · · · , n}
and hom sets Hom(i, j) = K[[u]] for all i, j with composition given by mulitplication.
(Thus Cn(K[[u]]) = Cn ⊗K K[[u]].) K[[u]]-linear automorphisms of Cn(K[[u]]) are given
by pairs (σ, (aij(u))) where σ ∈ Sn is a permutation of n and aji(u) ∈ K[[u]] are power
series transitions coefficients, just as in the case of Aut(Cn). Then Aut(Cn) is the subgroup
of Aut(Cn(K[[u]])) of automorphism where the transition coefficients aji(u) ∈ K are all
constant. Given any σ ∈ Aut(Cn) we will choose a system of constants ci ∈ K
∗ so that
aji = cjc
−1
i . This is equivalent to choosing a lifting of σ to an element PD ∈ GLn(K) ⊂
GLn(K[[u]]) where P is a permutation matrix and D is a diagonal matrix with diagonal
entries ci.
Consider the circle S1 = R/πZ from Section 1. This is the meridian circle of the Moebius
band. The boundary of the Moebius band is S˜1 = R/2πZ, a two fold covering of S1.
Definition 6.1. [3] Let P(S1) denote the topologicalK[[u]]-category with objects Px for all
x ∈ S1 with the topology given by the circle: Ob(P(S1)) = S1. Every hom set Hom(Px, Py)
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will be a free K[[u]]-module generated by a basic morphism fyx which we give the weight
α(x, y) ∈ [0, π) the forward distance from x to y with composition given by
fzy ◦ fyx =
{
fzx if α(x, y) + α(y, z) < π
ufzx otherwise
In particular, fxx is the identity on Px and fxyfyx = ufxx if x 6= y.
As y converges to x from below, fyx converges to ufxx. It will be convenient to use a
different, continuous notation. For every pair of real number a ≤ b with corresponding
elements of S1 given by [a] = a+πZ and [b] = b+πZ, let f˜ba : P[a] → P[b] be the morphism
f˜ba = u
nfca where n ≥ 0 is maximal so that c = b− nπ ≥ a. Then we have
(6.1) f˜b+π,a+π = f˜ba
(6.2) f˜b+π,a = uf˜ba.
The main point is that composition is given by the continuous formula:
(rf˜cb)(sf˜ba) = rsf˜ca
for all a ≤ b ≤ c ∈ R and all r, s ∈ R = K[[u]].
The topological space of basic morphisms is homeomorphic to S1 × [0,∞) where the
homeomorphism sends f˜ba to ([a], b − a). The topological space of all morphisms is given
as a quotient of R× [0,∞)×K[[u]] modulo the relations (6.1), (6.2).
Definition 6.2. Given any automorphism σ of Cn and a choice of lifting to GLn(K) given
by scalars ci, we can construct an n-fold covering category P˜σ(S
1) with holonomy σ as
follows. The object space of P˜σ(S
1) is defined to be S˜1σ, the n-fold covering space of S
1
with holonomy σ:
Ob(P˜σ(S
1)) = S˜1σ := R× [n]/ ∼
where (x + π, i) ∼ (x, σ(i)). Equivalence classes will be denoted [x, i]. Morphism are
K[[u]]-linear combinations of basic morphisms:
f˜yx ⊗ xji : [x, i]→ [y, j]
for all x ≤ y ∈ R and i, j ∈ [n]. These are given to be continuously varying with respect to
x, y ∈ R and satisfy the following relations.
(6.3) f˜y+π,x+π ⊗ xji = ajif˜yx ⊗ xσ(j)σ(i) : [x, σ(i)]→ [y, σ(j)]
(6.4) f˜y+π,x ⊗ xji = cjuf˜yx ⊗ xσ(j)i : [x, i]→ [y + π, j] = [y, σ(j)]
Here is an example to see that composition is well defined. (x ≤ y ≤ z in this example.)
(f˜z+2π,y+π ⊗ xkj)(f˜y+π,x ⊗ xji) = (cσ(k)akjuf˜zy ⊗ xσ2(k)σ(j))(cjuf˜yx ⊗ xσ(j)i)
f˜z+2π,x ⊗ xki = cσ(k)uf˜z+π,x ⊗ xσ(k)i = cσ(k)cku
2f˜zx ⊗ xσ2(k)i.
In the first line, we simplify each factor then compose. In the second line we compose first.
The results are equal since akjcj = ck.
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Proposition 6.3. P˜σ(S
1) is K[[u]]-linearly equivalent to P(S1).
In fact P˜σ(S
1) is a K[[u]]-equivalence cover of P(S1) but we don’t need to show this.
Proof. Let F : P(S1) → P˜σ(S
1) and left inverse G : P˜σ(S
1) → P(S1) be given as follows.
Every object of P(S1) can be represented as P[x] where 0 ≤ x < π. Let F (P[x]) = [x, k] ∈
P˜σ(S
1) where k = σ(1). For every [x], [y] ∈ S1, Hom(P[x], P[y]) is the free K[[u]]-module
generated by f˜yx if 0 ≤ x ≤ y < π and by f˜y+π,x if 0 ≤ y < x < π. Let
F (f˜yx) = f˜yx ⊗ xkk : [x, k]→ [y, k]
F (f˜y+π,x) = c
−1
1 f˜y+π,x ⊗ x1k : [x, k]→ [y + π, 1] = [y, k]
The left inverse G is given as follows. G[x, i] = P[x] and for any morphism of the form
unf˜y+π,x ⊗ xji : [x, i] → [y + π, j] where 0 ≤ x, y < π, let G(u
nf˜y+π,x ⊗ xji) = cju
nf˜y+π,x.
We let n ≥ −1 when y ≥ x. It is straightforward to show that G ◦ F is the identity
functor on P(S1) and F ◦ G is equivalent to the identity functor by the isomorphism
f˜xx ⊗ xki : [x, i] ∼= [x, k]. 
Comparing definitions, we have the following easy theorem.
Theorem 6.4. The quotient category of P˜σ(S
1) modulo the ideal of all morphisms divisible
by u is continuously isomorphic to the equivalence covering S˜1σ of the circle category S
1 from
Definition 1.12 and Theorem 2.11. 
Now we need to consider a double covering of P˜σ(S
1). For the circle S1, the double cover
is S˜1 = R/2πZ. For S˜1σ, the double cover is:
S˜1σ := R× [n]× {+,−}/ ∼
where (x+π, i, ε) ∼ (x, σ(i),−ε). Points in S˜1σ are the equivalence classes [x, i, ε]. We view
S˜1σ as a 2n-fold covering of the small circle S
1. The sheets of the cover are labeled (i, ε). As
the continuous parameter x increases to x+ π, the point (x, i,+) moves to sheet (σ(i),−).
Then as x keeps increasing to x + 2π, the point comes back to the same point [x] ∈ S1
on sheet (σ2(i),+). In particular, the path will only return to the same point after going
around the circle an even number of times, moving a distance of 2πn where σ2n(i) = i.
Note that every point in S˜1σ is equivalent to a positive point since
[x, i,−] = [x− π, σ(i),+].
As a quotient of the space of positive points, we have
S˜1σ = R× [n]/ ∼
where (x+ 2π, i) ∼ (x, σ2(i)).
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Definition 6.5. For any σ ∈ Aut(Cn) with lifting to GLn(K) given by scalars ci, let P˜σ(S
1)
be the topological K[[t]] category with object space S˜1σ and morphisms
rf˜yx ⊗ xji : [x, i,+]→ [y, j,+]
for x ≤ y ∈ R and r ∈ K[[t]], considered as elements of
Mor
(
P˜σ(S
1)
)
:= K[[t]]× {(x, y) ∈ R2 | x ≤ y} × [n]2/ ∼
(with the quotient topology), where the equivalence relation is given by
f˜y+2π,x+2π ⊗ xji = bjif˜yx ⊗ xσ2(j),σ2(i) : [x, σ
2(i),+]→ [y, σ2(j),+]
f˜y+2π,x ⊗ xji = djtf˜yx ⊗ xσ2(j)i : [x, i,+]→ [y + 2π, j,+] = [y, σ
2(j),+]
where dj = cσ(j)cj and bji = aσ(j)σ(i)aji = djd
−1
i are the scalars associated with σ
2 and its
lifting PDPD = P 2(P−1DP )D ∈ GLn(K).
When n = 1 and σ ∈ Aut(C1) is the identity element, the topological K[[t]]-category is
continuously isomorphic to the category P(S˜1), where S˜1 = R/2πZ, which is used in [3] to
construct the continuous Frobenius category. Following the same proof as in Proposition
6.3 we have the following.
Proposition 6.6. The K[[t]]-category P˜σ(S
1) is equivalent to the category P(S˜1) from [3].
Corollary 6.7. An isomorphism X → Y between indecomposable objects of P˜σ(S
1) cannot
factor through an object Z in add P˜σ(S
1) none of whose components is isomorphic to X. 
6.2. Matrix factorizations. Following [3], we construct continuous Frobenius categories
as categories of matrix factorizations for objects in add P˜σ(S
1).
By a matrix factorization of t in an additive K[[t]]-category P, we mean a pair (P, d)
where P ∈ P and d : P → P is an K[[t]]-linear endomorphism whose square is t times
the identity on P . A morphism of matrix factorizations (P, d) → (P ′, d) is a morphism
f : P → P ′ in P which commutes with d, i.e. fd = df .
Definition 6.8. For P = add P˜σ(S
1), the basic example of a matrix factorization is the
object M(x, y, i) =
(
[x, i,−]⊕ [y, i,+],
[
0 d+
d− 0
])
for real numbers x, y with |y − x| ≤ π
and i ∈ [n] which we visualize as:
M(x, y, i) : [x, i,−]
d−
::
[y, i,+]
d+zz
where
d− = c
−1
i fy,x−π ⊗ xiσ(i) : [x, i,−] = [x− π, σ(i),+]→ [y, i,+]
d+ = c
−1
σ−1(i)ifx+π,y ⊗ xσ−1(i)i : [y, i,+]→ [x, i,−] = [x+ π, σ
−1(i),+]
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Computation shows that d+d− and d−d+ are both t times identity morphisms of [x, i,−]
and [y, i,+], respectively. Since we are using the James construction for add P˜σ(S
1), ⊕ is
strictly commutative. So,
[x, i,−]⊕ [y, i,+] = [x− π, σ(i),+]⊕ [y − π, σ(i),−] = [y − π, σ(i),−]⊕ [x− π, σ(i),+]
and we have:
(6.5) M(x, y, i) = M(y − π, x− π, σ(i)).
Proposition 6.9. The category of finitely generated matrix factorizations of t in add P˜σ(S
1)
is Krull-Schmidt and each indecomposable object is isomorphic to some M(x, y, i).
Proof. This follows from Proposition 6.6 since the analogous statement for addP(S˜1) was
shown in [3]. 
Remark 6.10. Note that, in the special case when y = x− π, d− : [x, i,−] = [y, σ(i),+]→
[y, i,+] is an isomorphism. When y = x + π, d+ : [y, i,+] → [x, i,−] = [y, σ
−1(i),+] is an
isomorphism. Furthermore, these give the same object when i is shifted:
M(x, x + π, i) = M(x, x− π, σ(i)) = M(x+ 2π, x+ π, σ−1(i))
We will denote this object Iσ(i)(x− π) = Iσ−1(i)(x+ π). Thus Ii(x) =M(x+ π, x, i).
Theorem 6.11. Let Mσ(K[[t]]) denote the full subcategory of the matrix factorization
category of t in add P˜σ(S
1) with objects M(x, y, i) for all x, y ∈ R with |y − x| ≤ π and all
i ∈ [n] modulo the relation (6.5). Then the object space of Mσ(K[[t]]) is an n-fold covering
space of the closed Moebius strip. 
Let M(K[[t]]) denote M1(K[[t]]) where σ = 1 is the identity element of Aut(C1). We
call M(K[[t]]) the closed Moebius strip category.
Proposition 6.12. The topological full subcategory of Mσ(K[[t]]) with objects M(x, x, i)
for all (x, i) ∈ R× [n] is continuously isomorphic to P˜σ(S
1).
Proof. There is a continuous embedding J : P˜σ(S
1) → Mσ(K[[t]]) given by sending [x, i]
to M(x, x, i) and the morphism f˜yx ⊗ xji : [x, i]→ [y, j] to the horizontal arrows:
[x− π, σ(i),+]
c−1i f˜x,x−pi⊗xiσ(i)

ajif˜y−pi,x−pi⊗xσ(j)σ(i) // [y − π, σ(j),+]
c−1j f˜y,y−pi⊗xjσ(j)

[x, i,+]
f˜yx⊗xji // [y, j,+]
giving a morphism M(x, x, i)→M(y, y, j). 
Recall [3] that an exact sequence of matrix factorizations for an additive K[[t]]-category
P is defined to be a short exact sequence 0 → (A, d) → (B, d) → (C, d) → 0 so that the
underlying sequence in P is split exact.
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Theorem 6.13. addMσ(K[[t]]) is a Frobenius category with exact structure described
above with indecomposable projective-injective objects given by Ii(x) =M(x + π, x, i).
Proof. In [3] it is shows that the category of matrix factorizations of t in P(S˜1) is a Frobenius
category equivalent to the subcategory addM(K[[t]]). By Proposition 6.6 the same is true
for addMσ(K[[t]]). 
Proposition 6.14. A isomorphism between indecomposable objects in addMσ(K[[t]]) can-
not be written as a sum of compositions of morphisms none of which are isomorphisms.
Proof. By [3] this holds in the category of matrix factorizations of t in P(S˜1) which is a
Frobenius category equivalent to the subcategory addM(K[[t]]). 
6.3. Continuous triangulation of the stable category. By [1], the stable category
of the Frobenius category addMσ(K[[t]]) is a triangulated category. The distinguished
triangles are given by pushing out “universal exact sequences” of the following form for
each objects X :
(6.6) X → I(X)→ T (X)
where I(X) is a projective-injective object and X → I(X) is an admissible monomorphism,
i.e. a split monomorphism on the underlying objects in add P˜σ(S
1). We would like this exact
sequence, objects and morphisms, to be continous in X so that the resulting triangulated
category is continuously triangulated.
Since our task in this section is the construction of the continuously triangulated cate-
gories M˜n(σ, τ, ϕ) of the Classification Theorem 4.2, we take as given the structures σ, τ, ϕ.
For any K-linear autoequivalence τ of Cn which commutes with σ, let Fτ be the con-
tinuous autoequivalence of P˜σ(S
1) given on objects by Fτ [x, i,+] = [x, τ(i),+] and on
morphisms by Fτ = id ⊗ τ , i.e. Fτ sends fyx ⊗ xji to fyx ⊗ bjixτ(j)τ(i) where bji are the
transition coefficients of τ given by τ(xji) = bjixτ(j)τ(i). So far, this requires only that τ
commutes with σ2. The fact that τ commutes with σ implies that Fτ has the same formula
on the negative points:
Fτ [x, i,−] = Fτ [x− π, σ(i),+] = [x− π, τσ(i),+] = [x, τ(i),−]
and, similarly for morphisms by the equation aτ(i)τ(j)bij = aijbσ(i)σ(j) from (5.5):
Fτ (fyx ⊗ xji : [x, i,−]→ [y, j,−]) = Fτ (ajify−π,x−π ⊗ xσ(j)σ(i))
= ajibσ(j)σ(i)fy−π,x−π ⊗ xτσ(j)τσ(i) = bjifyx ⊗ xτ(j)τ(i) : [x, τ(i),−]→ [y, τ(j),−].
Thus, Fτ induces an autoequivalence of Mσ(K[[t]]) given on objects by Fτ (M(x, y, i)) =
M(x, y, τ(i)) and on morphisms by the equation above. Since σ commutes with itself, we
also have the automorphism Fσ of Mσ(K[[t]]).
Definition 6.15. Let σ, τ, ϕ be given as in Theorem 4.2. For every object M(x, y, i) in
Mσ(K[[t]]) we define the universal exact sequence of M(x, y, i) to be the following
(6.7) M(x, y, i)
j
−→M(x, x + π, i)⊕M(y + π, y, i)
p
−→M(x, y, τ(i))
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where j = (j1, j2) with j1 = id⊕ (fx+π,y ⊗ xii) : [x, i,−]⊕ [y, i,+]→ [x, i,−]⊕ [x+ π, i,+]
and similarly, j2 = (fy+π,x⊗xii)⊕id. The morphism p is the composition of two morphisms:
M(x, x+ π, i)⊕M(y + π, y, i)
q
−→M(y + π, x+ π, i) = M(x, y, σ(i))
ϕi−→M(x, y, τ(i))
where q = (−q1, q2) with q1 = id ⊕ (fy+π,x ⊗ xii) and q2 = (fx+π,y ⊗ xii) ⊕ id. Finally,
ϕ = ϕ1 ⊕ ϕ2 is the isomorphism given on the summands of M(x, y, σ(i)) by ϕ1 = fxx ⊗
cixτ(i)σ(i) and ϕ2 = fyy ⊗ cixτ(i)σ(i) where ci are the structure constants of ϕ defined by
ϕi = cixτ(i)σ(i) : σ(i)→ τ(i) and satisfying:
cjaji = bjici, cσ(i) = −ciaτ(i)σ(i)
from (5.3) and (5.4)=(3.1).
To see that (6.7) is exact, note that j1 is the identity map on the first fact, j2 is the
identity map on the second factor and p sends the remaining factors of the middle term
isomorphically to the two summands of M(x, y, τ(i)). Also, a key required property is that
the middle terms in the sequence (6.7) is projective-injective. To emphasize this we rewrite
the sequence as:
M(x, y, i)→ Iσ(i)(x− π)⊕ Ii(y)→ TM(x, y, i)
where TM(x, y, i) = M(x, y, τ(i)). We also use the notation SM(x, y, i) = M(x, y, σ(i)).
Proposition 6.16. The sequence (6.7) is well-defined, i.e. we obtain the same sequence if
we use the notation M(x, y, i) = M(y − π, x− π, σ(i):
(6.8) M(y−π, x−π, σ(i))
j′
−→ M(y−π, x, σ(i))⊕M(y, x−π, σ(i))
p′
−→M(y−π, x−π, τσ(i)).
In particular we have a well defined functor I giving the middle term: IM(x, y, i) = Iσ(i)(x−
π)⊕ Ii(y), although the order of the components is not well-defined.
Proof. To see that (6.8) is the same as (6.7), we note first that the terms are the same except
that the terms in the middle are switched. But that is OK since, by our definitions, direct
sum is strictly commutative! Since the summands are switched, q = (−q1, q2) changes to
q′ = (−q2, q1) = −q. But the sign of ϕ also changes since ϕ is skew-commutative. Therefore,
p′ = p. So, the sequences are equal and the universal sequence (6.7) is well-defined. 
The key point is the continuity of the universal sequence.
Lemma 6.17. The exact sequence (6.7) is a continuous function of M(x, y, i) as it varies
in the compact Hausdorff space Ob(Mσ(K[[t]])) which is an n-fold covering of the closed
Moebius strip. 
Recall from [1] that the stable category of a Frobenius category is defined to be the
quotient category with the same objects but modding out morphisms which factor through
projective-injective objects. As in [4] we get the following.
Theorem 6.18. The stable category of the Frobenius category addMσ(K[[t]]) is addM˜σ,
the additive category of the equivalence covering M˜σ of M0. 
We recall from [1] the construction of all distinguished triangles in the stable category.
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Definition 6.19. Given any morphism f : X → Y in addMσ(K[[t]]), a distinguished
triangle X
f
−→ Y
g
−→ Z
h
−→ TX is given as the pushout of the direct sum of universal exact
sequences for the summands of X :
(6.9) X
f

j // IX

p // TX
=

Y
g // Z
h // TX
Here X → IX → TX is a direct sum of the universal sequences (6.7) for each component
of X . In the stable category, we delete all the projective-injective objects in X, Y, Z and
replace maps f, g, h by the stable maps f, g, h which are f, g, h modulo morphisms which
factor through projective-injective objects.
Example 6.20. Suppose 0 < x < y < z < π Take X = M(x, y, i), Y = M(x, z, i) and
f = id⊕ (fzx ⊗ xii) : [x, i,−]⊕ [y, i,+]→ [x, i,−]⊕ [z, i,+]. Then
IX = Iϕ(i)(x− π)⊕ Ii(y) = [x, i,−]⊕ [x+ π, i,+]⊕ [y + π, i,−]⊕ [y, i,+]
So, the Iϕ(i)(x− π) term remains and
Z = Iϕ(i)(x− π)⊕M(y + π, z, i).
Since the negative sign in the universal sequence (6.7) is on the first summand Iϕ(i)(x−π),
when we go to the stable category, the scalars for the first two maps are +1:
M(x, y, i)
1
−→M(x, z, i)
1
−→ M(y + π, z, i)
ci−→M(x, y, τ(i)).
Remark 6.21. We observe that, after applying the forgetful functor addMσ(K[[t]]) →
add P˜σ(S
1), the diagram (6.9) can be rewritten in the following form.
X
f

(1r) // X ⊕ TX
f⊕id

(−r,1)
// TX
id

Y
(1s) // Y ⊕ TX
(−s,1)
// TX
where r = s ◦ f : X → TX . The operator d which acts compatibly on X, Y, TX gives an
induced action of d on Z = Y ⊕TX . Thus (Z, d) is uniquely determined up to isomorphism
by f : X → Y . But we should keep in mind that addMσ(K[[t]]) contains n isomorphic
copies of each indecomposable object.
As in the main theorem 4.2, the stable category of addMσ(K[[t]]) together with the
distinguished triangles given above is denoted addM˜(σ, τ, ϕ).
Theorem 6.22. addM˜(σ, τ, ϕ) is a continuously triangulated category.
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6.4. Proof of Theorem 6.22. Since τ commutes with σ, the shift functor T = Fτ is
continuous. It remains to show that the set of distinguished triangles is a closed set. To
do this we analyze the limiting behavior of morphisms and objects. There are two cases:
when some objects or morphisms go to zero and when they don’t. One thing is clear: in a
limit the number of objects can only decrease and the number of nonzero morphisms can
only decrease. We recall that our objects have fixed direct sum decompositions and thus
morphisms are given by matrices whose entries are morphisms between the indecomposable
objects M(x, y, i).
The components [x, i,−] = [x − π, σ(i),+] and [y, i,+] of M(x, y, i) will be called the
ends of M(x, y, i). Sometime, we will call [x, i,−] the negative end and [y, i,+] the positive
end. These terms are not well-defined. They depend on the notation used to describe the
objects. (However, the unordered pair of ends is well-defined.)
Recall that the support of any object X is the set of all objects Y for which there is a
nonzero morphism X → Y . We already know that the support of M(x, y, i) is the set of
all M(x′, y′, j) where x ≤ x′ < y+ π and y ≤ y′ < x+ π. We also recall that every nonzero
morphism is a scalar multiple of a basic morphism. In particular, there is a well defined
scalar a ∈ K∗ associated to every nonzero morphism and this scalar is constant on families
of morphism (except when the morphism goes to zero).
Definition 6.23. There are four kinds of morphisms in M˜(σ, τ, ϕ) = M˜σ:
(1) a nonzero morphism f : X → Y is stably nonzero if there exist open neighborhoods,
U, V of X, Y so that Hom(A,B) 6= 0 for all A ∈ U,B ∈ V . Equivalently, X =
M(x, y, i) and Y = M(x′, y′, j) where x < x′ < y + π and y < x′ < x + π. (See
Figure 2.)
(2) a nonzero morphism f : X → Y is marginal if it is not stably nonzero. Equiva-
lently, X, Y share an end and f is an isomorphism at that end. For example, any
isomorphism f : X ∼= Y is marginal since X, Y have the same two ends and f is an
isomorphism at each end.
(3) a zero morphism f : X → Y is stably zero if it is not a limit of nonzero morphisms.
(4) a limiting null morphism is a zero morphism which is a limit of nonzero morphisms.
Proposition 6.24. (1) If f : X → Y is stably nonzero then there are contractible
open neighborhoods U, V of X, Y so that, for all A ∈ U , B ∈ V there is a unique
f ′ : A→ B which is nonzero and homotopic to f through homotopies ft : At → Bt
where At ∈ U , Bt ∈ V . Furthermore, the set of all such maps f
′ forms an open
neighborhood of f in Mor(M˜σ).
(2) f : X → Y is marginal if X = M(x, y, i) and either Y = M(x, y′, j) for some
y ≤ y′ < x+ π or Y = M(x′, y, j) for some x ≤ x′ < y + π (or both).
(3) Nonzero morphisms are either marginal or stably nonzero.
(4) Every nonzero morphism has a contractible neighborhood in Mor(M˜σ) consisting
of nonzero maps with the same scalar.
(5) Limiting null morphisms have the form M(x, y, i)→ M(y + π, z, j) where y < z ≤
x + π or M(x, y, i) → M(w, x + π, j) where x < w ≤ y + π. Any zero morphism
with domain and range not of this form is stably zero.
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Proof. All of this follows directly from a description of the support of any objects M(x, y, i)
and the fact that we are taking the discrete topology on K. 
To prove Theorem 6.22, we need to show that, when a family of distinguished triangles
(6.10) Xα
fα
−→ Yα
gα
−→ Zα
hα−→ TXα
converges to a sequence
(6.11) X∞
f∞
−→ Y∞
g∞
−→ Z∞
h∞−−→ TX∞
the limit sequence is a distinguished triangle.
Case 1: First consider the case when the terms X∞, Y∞, Z∞ in the limiting sequence
(6.11) has the same number of summands as (almost all of) the terms in (6.10). Suppose
further that all morphisms in (6.11) are stable: either nonzero or stably zero. In that case,
we lift each distinguished triangle in (6.10) to a push-out diagram 6.9. By Proposition 6.24,
the scalars associated to nonzero morphisms become constant. By the following lemma, the
limit is a push-out diagram of the universal exact sequence X∞ → IX∞ → TX∞ making
(6.11) into a distinguished triangle.
Lemma 6.25. If a family of exact sequence in addMσ(K[[t]]), say Aα
fα
−→ Bα
gα
−→ Cα,
converges to a sequence A∞
f∞
−→ B∞
g∞
−→ C∞, the limiting sequence is also exact.
Proof. In the topological K[[t]]-category addMσ(K[[t]]), morphisms cannot go to zero and
objects cannot go to zero. Therefore, in any converging family of objects and morphisms,
the number of objects becomes stable (constant) and the scalars associated to each mor-
phism between indecomposables also becomes constant. So, zero morphisms cannot become
nonzero and g∞ ◦ f∞ = 0.
Also, isomorphisms between indecomposables in addMσ(K[[t]]) do not factor through
nonisomorphism by Proposition 6.14 and the same holds in P˜σ(S
1) by Corollary 6.7. Thus,
the property of being exact, which is equivalent to certain component morphism in the
category P˜σ(S
1) being isomorphisms, is preserved in the limit and the limit sequence is
exact. 
This lemma implies that the family of pushout diagrams in addMσ(K[[t]]) associated to
the family of distinguished triangles (6.10) converges to a pushout diagram and the limiting
sequence 6.11 is a distinguished triangle.
Case 2: Suppose that the objects Xα, Yα, Zα do not converge to zero objects but some of
the morphisms between some components go to zero. In other words some of the morphism
between components of X∞, Y∞, Z∞ are limiting null morphisms (Definition 6.23(4)).
In this case, we apply the concept from Remark 1.11 which implies that the scalar as-
sociated to morphisms converging to zero can take only finitely many values. If we choose
an ultrafilter for the set of parameters {α} we can assume that there is only one limiting
scalar. This implies that, when we lift objects and morphisms in the stable category to
addMσ(K[[t]]), the limit is well-defined. So, Lemma 6.25 applies and the push-out dia-
grams in addMσ(K[[t]]) converge to a pushout diagram and therefore the limiting sequence
(6.11) is a distinguished triangle.
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Case 3: Suppose that some components of Xα, Yα, Zα converge to zero so that the num-
ber of components in the limit sequence (6.11) is strictly smaller than the number of
components in the family of triangles (6.10).
In this case, when the triangles (6.10) are lifted to pushout diagrams, some of the
components converge to projective-injective objects. As in Case 2, using Remark 1.11, we
may assume that the scalars associated to the morphisms in this diagram are constant and,
therefore, the morphisms have well-defined limits. Again Lemma 6.25 applies to show that
the limit diagram is a pushout diagram and the limiting sequence (6.11) is a distinguished
triangle.
This resolves all the cases and concludes the proof of Theorem 6.22
6.5. Universal virtual triangles. To conclude the proof of the main Theorem 4.2, we
need to show that in the stable category addM˜(σ, τ, ϕ) the universal triangles given in
(4.1) are distinguished triangles up to sign equivalence. This straightforward calculation
will conclude this paper.
Let X = M(x, y, i) where |y − x| < π. Let
f = (f1, f2) : X → I
ε
1X ⊕ I
ε
2X = M(y + π − ε, y, i)⊕M(x, x+ π − ε, i)
where f1 = fy+π−ε,x ⊗ xii ⊕ id and f2 = id ⊕ fx+π−ε,y ⊗ xii. We denote these as f = (1, 1).
Since the morphism X → Iσ(i)(x − π) ⊕ Ii(y) factors through this map, the pushout is
M(y + π − ε, x+ π − ε, i)⊕ Iσ(i)(x− π)⊕ Ii(y) and the pushout diagram is the following.
M(x, y, i)
(11)

(11) // Iσ(i)(x− π)⊕ Ii(y)


0 0
1 0
0 1



(−ci,ci) // M(x, y, τ(i))
=

Iε1X ⊕ I
ε
2X 

−1 1
1 0
0 1


// Y ⊕ Iσ(i)(x− π)⊕ Ii(y)
(−ci,−ci,ci) // M(x, y, τ(i))
Thus, we obtain the distinguished triangle
X
(11)
−−→ Iε1X ⊕ I
ε
2X
(−1,1)
−−−→ Y
−ci−−→ TX
which is sign equivalent to the desired system of distinguished triangles.
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