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Abstract
Transition systems are well established as a semantic model for distributed systems. There are
several preorders that serve as criteria for re*nement of an abstract transition system to a more
concrete one. To reason about probabilistic phenomena such as failures and randomization, we
need to extend models and methods that have proven successful for nonprobabilistic systems
to a probabilistic setting. In this paper, we develop a re*nement preorder for a probabilistic
extension of the transition systems model. The preorder is based on a notion of testing, where
re*nement corresponds to an improvement in the “worst-case” behavior of a process. The main
result of the paper is that this preorder can be described by a notion of probabilistic simula-
tion, which generalizes the standard simulation preorder for ordinary transition system. To our
knowledge, this simulation preorder has not been previously described in the literature, and is
strictly weaker than previously proposed simulations for probabilistic transition systems. c© 2002
Elsevier Science B.V. All rights reserved.
Keywords: Probabilistic transition system; Semantics; Probabilistic testing; Re*nement and
simulation
1. Introduction
To study probabilistic phenomena such as randomization and failure rates in dis-
tributed computing, many researchers have focused on extending models and methods
that have proven successful for nonprobabilistic systems to the probabilistic setting.
In the nonprobabilistic setting, transition systems are well established as a basic se-
mantic model for concurrent and distributed systems (e.g. [19, 20, 22]).
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In the literature, the model of transition systems has been extended to the probabilis-
tic case by adding a mechanism for representing probabilistic choice (e.g. [29,6,7,17,
21,23–25]). In the nonprobabilistic case there are two principal methods for reason-
ing about systems: to specify and prove properties in some logic and to establish a
preorder or equivalence relation between two transition systems. Both are very useful
e.g. in a stepwise development process. An abstract transition system model can be
analyzed by proving properties in some logic. The abstract model can then be re*ned
in a sequence of steps, where correctness is preserved in each step by establishing a
preorder relation between the re*ned transition system and the re*ning one. To keep it
manageable, it is often necessary to decompose the transition system model, implying
that compositionality is an important property of a preorder.
In this paper, we use probabilistic transition systems to describe processes, which
may contain probabilistic and nondeterministic choices independently. This model is
essentially that by Wang and Larsen [34], the so-called alternating model by Hans-
son and Jonsson [7], the concurrent Markov chain model [31], has also been studied
by Segala and Lynch [28, 27]; it can also be seen as a nondeterministic extension
of the purely probabilistic automata of Rabin [25] or the reactive model by Larsen
and Skou [17] that do not include any nondeterministic choice construct. To develop
a notion of re*nement for probabilistic and nondeterministic systems, we study the
testing framework of [34], that extend the work by de Nicola and Hennessy [5] to
the probabilistic setting. The idea is to de*ne the preorders in terms of the ability of
systems to pass tests. Tests are simply processes with the additional ability to report
success or failure, and so this set-up has the advantage of basing the preorder on a no-
tion of “observation” (in this case through synchronization), which yields automatically
compositional preorders.
The contribution of this paper is to show that the re*nement relation adapted from the
work of [34] can be fully characterized by a notion of simulation between probabilistic
processes. When restricted to nonprobabilistic processes, this relation coincides with
ordinary simulation [10].
It may seem a little surprising that a preorder de*ned in terms of testing, which is a
“linear-time” concept, is characterized by a simulation relation, which is a “branching-
time” relation. The explanation is that the probabilistic choices of tests have the e@ect
of “copying” the intermediate states of a process under test into a number of copies,
and that the testing of each copy is performed independently. The “copying ability”
has been adopted by [1] in characterizing observational equivalence by testing.
This paper is a continuation of our earlier work [11, 14, 15]. In that work, testing
preorders were characterized in terms of rather complex tree-structures called “chains”
or “probabilistic computation trees”. This paper presents a substantially improved re-
sult, since simulation is a much simpler concept and more adequate for algorithmic
analysis.
Over the past years, a number of models for describing probabilistic aspects of tran-
sition systems in the form of e.g. Markov chains, Process Algebras, Timed Petri Nets,
etc. have been proposed [6, 8, 9, 17, 18, 21, 23, 24, 30]. Logics and associated methods
B. Jonsson, W. Yi / Theoretical Computer Science 282 (2002) 33–51 35
for probabilistic systems can be found in e.g. [4, 8, 9, 16, 17]. Several (bi)simulation-
based preorders between probabilistic systems have been investigated, e.g. [6]. Jonsson
and Larsen [12], Segala and Lynch [28], and Wang [33] present simulation-based pre-
orders for probabilistic processes. These are not based on some independent notion of
“testing”. Testing-based preorders of probabilistic processes have also been studied by
Christo@ [2] and by Cleaveland et al. [3] and by Yuen et al. [35, 32]. These works
consider a pure probabilistic model [29], and therefore their preorders do not capture
the notion of re*nement in the sense of being “less nondeterministic”. The work which
is closest to the current one is by Segala [27], who de*ne essentially the same testing
preorders as in this work. Segala does not develop an alternative characterization of
the testing preorder in terms of e.g., simulations, but proves that when de*ning the
compositional testing preorder, then it suKces to consider a unique “canonical” context:
the compositional precongruence is obtained by comparing systems composed with this
canonical context.
For instance, the combined preorder  in [3] does not correspond to a decrease in
the possible outcomes under test. Yuen et al. [35] consider only one testing preorder for
a given class of tests, and e.g., Christo@ considers a very restricted class of tests. These
works do not consider the issue of compositionality either. Wu et al. [32] also studied
fully abstract and compositional characterization of testing in a purely probabilistic
setting (not including nondeterminism). Larsen and Skou [17] obtain an analogy to our
result that the probabilistic must-testing preorder is equivalent to refusal simulation.
They show that the corresponding equivalence called 2=3-bisimulation can be obtained
by a probabilistic testing procedure, which however is quite di@erent from ours and
involves explicit copying of the process under test.
The rest of the paper is organized as follows. In the next section, we present the
necessary de*nitions for probabilistic transition systems and testing semantics for such
systems. Section 4 de*nes the notion of simulation between probabilistic processes,
and contains the main characterization theorem for the may-testing preorder. Section 6
gives some concluding remarks.
2. Probabilistic processes and tests
We consider a model of probabilistic transition systems, containing probabilistic
and nondeterministic choices as independent concepts. We de*ne tests as probabilistic
transition systems, where certain states are “accepting”. We de*ne testing preorders on
the basis of the probabilities with which tests reach an accepting state when interacting
with a process.
2.1. Preliminaries
A weighting on a set S is a function  : S→R¿0 from S to nonnegative real num-
bers. For a set S, we use (S) to denote
∑
s∈S (s). A probability distribution on a
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*nite set S is a weighting  on S such that (S)= 1. A subdistribution on a *nite set
S is a weighting  on S such that (S) 6 1. We use s ∈  to denote that (s)¿0.
The support of a weighting dist is the set of elements s with s ∈ . Let Weight(S)
and Dist(S) denote the sets of weightings and probability distributions on S, respec-
tively. If 1; : : : ; n are weightings on S and w1; : : : ; wn are nonnegative real numbers,
then
∑n
i=1 wii is also a weighting on S, with obvious meaning. We will sometimes
identify a single state s with the distribution that assigns probability 1 to the state s.
If  is a weighting on S and  is a weighting on R, then × is a weighting on
S×R, de*ned by (×)(〈s; r〉)= (s)∗(r). If  is a weighting on S and h : S →R is a
function from S to R, then h() is a weighting on R, de*ned by h()(r)=
∑
h(s)=r (s).
If  and  are weightings on S, then 6  denotes that (s)6 (s) for all s ∈ S.
2.2. Probabilistic processes
We assume a *nite set Act of atomic actions, ranged over by a and b.
Denition 1. A (probabilistic) transition system is a pair 〈S;→〉, where
• S is a nonempty *nite set of states, and
• → ⊆ S ×Act × Dist(S) is a *nite transition relation.
We use s a→  to denote that 〈s; a; 〉 ∈→. A (probabilistic) process is a tuple
〈〈S;→〉; 0〉, where 〈S;→〉 is a probabilistic transition system, and 0 ∈ Dist(S) is
an initial probability distribution on S.
We use s a→ to denote that there is a  such that s a→ , We say that a state s is
terminal (written s =→) if there is no a and  such that s a→ . A 2nite tree is a process
〈〈S;→〉; 0〉 such that states and distributions in S form a tree under the union of the
relations ∈ and →, with 0 as the root.
Each state of a probabilistic transition system has a potential for future dynamic
behavior. When an action is performed, the system makes a probabilistic “choice”
of next state. Thus, at each point in time, a snapshot of the system state will be a
distribution over possible states.
2.3. Composition and testing
To study compositionality, we de*ne a synchronous parallel composition operator for
probabilistic transition systems, in which two processes P and Q execute in parallel
while synchronizing on all actions in Act.
Denition 2. Let 〈S;→〉 and 〈R;→〉 be two transition systems. Their composition, de-
noted 〈S;→〉‖〈R;→〉, is the transition system 〈U;→〉, where
• U = S×R. A pair (s; r)∈U is denoted as s‖r.
• → ⊆ U×Act×Dist(U ) is de*ned by
s‖r a→  ×  i@ s a→  and r a→ :
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The composition of two processes P= 〈〈S;→〉; 0〉 and Q= 〈〈R;→〉; 0〉, denoted P‖Q,
is the process 〈〈S;→〉‖〈R;→〉; 0 × 0〉.
It can be shown that the parallel composition operator enjoys all the desired proper-
ties such as commutativity and associativity that a parallel composition operator in a
process algebra should possess.
Following Wang and Larsen [34], we de*ne tests as *nite trees with a certain subset
of the terminal states being “accepting states”.
Denition 3. A (probabilistic) test is a tuple 〈〈〈T;→〉; 0〉; F〉, where 〈〈T;→〉; 0〉 is a
*nite tree, and F ⊆ T is a set of success-states, each of which is terminal.
A test T is applied to a process P by putting the process P in parallel with the
test T and observing whether the test reaches a success state.
We de*ne a testing system as the parallel composition of a process and a test.
Denition 4. Let P= 〈〈S;→〉; 0〉 be a process and T= 〈〈〈T;→〉; 0〉; F〉 be a test.
The composition of P and T, denoted as P‖T is a so-called testing system, de*ned
as the process 〈〈S;→〉; 0〉‖〈〈T;→〉; 0〉 with success states S × F .
Our intention is that a testing system de*nes a probability of reaching a success-
state. However, since from each state there may be several outgoing transitions, such a
probability is not uniquely de*ned. We will be interested in the maximal probabilities
of success. These can be de*ned inductively on the structure of the testing system.
Denition 5. Let P‖T be a testing system, composed of the process P= 〈〈S;→〉; 0〉
and the test T= 〈〈〈T;→〉; 0〉; F〉. For each state s‖t of P‖T we de*ne its maximal
probability of sucess, denoted as ts inductively by
• If s‖t is terminal, then ts=1 if t is a success-state, else ts=0.
• If s‖t is not terminal, then
ts = max
s‖t a→ ×

∑
s′‖t′
( × )(s′‖t′) ∗ t′s

 :
For a distribution  on S and a distribution  on T , we de*ne
 =
∑
s‖t
( × ) (s‖t) ∗ ts:
We de*ne TP= 00.
We note that, using the de*nition of , we can make a simpler de*nition of ts
as
ts = max
s‖t a→ ×
:
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Fig. 1. PmayQ.
Fig. 2. (1) PQ and Q P. (2) Q′P′ and P′ Q′.
We now de*ne a may-preorder of testing, which abstract from the set of possible
expected outcomes when testing a process P by a test T: may testing considers the
highest possible expected outcome of P‖T.
Denition 6. Given two processes P and Q, de*ne
P may Q i@ ∀T: TP6TQ:
The intention behind the de*nition of may is that intuitively, Pmay Q should means
that P re*nes Q with respect to “safety properties”. The motivation is the following. We
can regard the success-states of a test as states de*ning when the tester has observed
some “bad” or “unacceptable” behavior. A process then re*nes another one if it has
a smaller potential for “bad behavior” with respect to any test. In the de*nition of
Pmay Q, this means that the maximal probability of observing bad behavior of P
should not exceed the maximal probability of observing bad behavior of Q.
For example, consider process P and Q in Fig. 1. The probability that P may pass
a test is always less or equal to the probability Q may pass the same test; therefore
Pmay Q.
Fig. 2 show two examples of -related processes. In Fig. 2(1), we have PQ but
not QP: this is due to the fact that Q performs a probabilistic choice earlier than P,
and that then a test can let its nondeterministic choice depend on the outcome of the
B. Jonsson, W. Yi / Theoretical Computer Science 282 (2002) 33–51 39
probabilistic choice in Q. In Fig. 2(2), we have Q′P′ but not P′Q′: this is due to
the fact that the probabilistic choice in a test can take copies of the intermediate states
after performing a in P′ and in Q′. Since P′ has not yet performed the nondeterministic
choice when copying occurs, the outcome of the nondeterministic choice can be made
di@erent in the two copies, leading to a larger set of expected outcomes in the testing
system for P′ than Q′.
2.4. Congruence properties
A useful property of preorders is that they are compositional in the sense that they
are precongruences with respect to parallel composition operators, parallel composition
operator ||. Our testing preorder may is indeed a precongruence with respect to ||,
which is not surprising because our testing framework is de*ned in terms of the syn-
chronous operator. A more interesting case is the asynchronous parallel composition
operator which is also known as the interleaving operator in CSP.
Denition 7. Let 〈S;→〉 and 〈R;→〉 be two transition systems. For a state s, we use
1s to denote the unit distribution with 1s(s) = 1 and 1s(s′)= 0 for s′ = s. Their asyn-
chronous composition, denoted 〈S;→〉|||〈R;→〉, is the transition system 〈U;→〉, where
• U = S ×R. A pair (s; r)∈U is denoted as s|||r.
• → ⊆U×Act×Dist(U ) is de*ned by
1. s|||r a→ × 1r if s a→ , and
2. s|||r a→ 1s ×  if r a→ .
The composition of two processes P= 〈〈S;→〉; 0〉 and Q= 〈〈R;→〉; 0〉, denoted as
P|||Q, is the process 〈〈S;→〉|||〈R;→〉; 0× 0〉.
It can be shown that the synchronous parallel composition operator enjoys all the de-
sired properties such as commutativity and associativity. More importantly it preserves
our testing preorder as the synchronous operator.
Proposition 1. For arbitrary processes P;Q;R; Pmay Q implies
1. P||Rmay Q||R;
2. P|||Rmay Q|||R.
3. Probabilistic simulation
In this section, we de*ne a simulation relation between probabilistic processes.
In the next section, we will prove that this relation characterizes the may-testing pre-
order.
We must *rst generalize the notion of “computation step” from the nonprobabilistic
setting to our framework. In De*nition 1, the initial “snapshot” of a probabilistic pro-
cess is given by its initial distribution. From each state in this distribution, there are
in general several possible *rst transitions. Since the initial “snapshot” is a distribution
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Fig. 3. Seven example steps of a process.
rather than a state, the *rst computation step of the process is naturally de*ned to be a
distribution over possible *rst actions, which results in a new distribution over states,
representing a next “snapshot” of the process.
We formalize this notion of “computation step” from a distribution (or more gener-
ally, from a weighting) by de*ning the notion of a step, which is a natural general-
ization of transition from the nonprobabilistic setting to the one in this paper.
Denition 8. Let 〈S;→〉 be a probabilistic transition system. A step is a weighting on
Act×Dist(S).
• A step from a state s (recall that a state is identi*ed with the unit distribution over
s) is a subdistribution over the set {〈a; ′〉 : s a→ ′}.
• A step from a weighting of form = ∑ni=1wisi is of form ∑ni=1wii, where i is
a step from si for i=1; : : : ; n.
We shall use step(s) to denote the set of steps from state s. A step of a distribution
is a subdistribution  over combinations of actions and next distributions, which is of
form
∑n
1 (si)∗i where i ∈ step(si). We shall use step() to denote the set of steps
from .
As an example, in Fig. 3 we show seven example steps from the initial distribution
of a process. Note that from a given distribution, there may be in*nitely many di@erent
steps. We say that a step  is an a-step if a′= a for all 〈a′; ′〉 in the support of .
For example, in Fig. 3, (1) and (2) are a-steps.
Denition 9.
• A normal step from a state s is a unit distribution over a pair 〈a; ′〉 such that
s a→ ′.
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Fig. 4. A step and its post weighting.
• A normal step from a weighting of form =∑ni=1 wisi, where all si are di@erent,
is of form
∑n
i=1wii where i is a normal step from si for i=1; : : : ; n.
That is, a normal step is obtained by choosing a unique transition from each state
in the weighting. Since each state in a weighting in general has several outgoing
transitions, there are many (but *nitely many) normal steps from each distribution. For
example, in Fig. 3, (2) and (3) are the two normal steps of the shown process. We
note that the normal steps determine all other steps in the sense that any step can be
obtained as a subdistribution on the set of normal steps.
We de*ne post on steps by
post() =
∑
〈a;′〉
(〈a; ′〉) ∗ ′;
i.e., post() is the weighting obtained by projecting a step onto the “next” distribution
in its transitions. The notion of post weighting is analogous to the notions of next state
in the nonprobabilistic setting. In Fig. 4, we show a step, and the post weightings for
action a, b and the step itself.
We can now de*ne the notion of simulation between weightings.
Denition 10 (Probabilistic simulation). Let 〈S;→〉 and 〈R;→〉 be two probabilistic
transition systems. A relation / ⊆ (Weight(S)×Weight(R)) between weightings on S
and weightings on R is a probabilistic simulation if  /  implies that
• (S)6(R), and
• for each normal step  from  there is a step  from  and a function h : supp() →
step() (i.e., from pairs 〈a; ′〉 in the support of  to steps from ) such that
◦ h(〈a; ′〉) is an a-step from  for each 〈a; ′〉 in the support of ,
◦ h()6  , i.e., the image of  under h is “covered” by  , and
◦ for each pair 〈a; ′〉 in the support of  we have
′ / post(h(〈a; ′〉)):
For two probabilistic processes P= 〈〈S;→〉; 0〉 and Q= 〈〈R;→〉; 0〉, we say that P
is simulated by Q if there is a probabilistic simulation / ⊆ (Weight(S)×Weight(R))
such that 0 / 0.
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Fig. 5. A proof for P /Q.
Intuitively, a weighting  is simulated by a weighting  if the total “mass” of  is
at most that of  (*rst condition), and if each step  from  can be simulated by a
step  from  in the sense that each “next transition” 〈a; ′〉 in the support of  can
be covered by an a-step from , such that the weighted sum (weighted wrp. to )
of all the weightings h(〈a; ′〉) is covered by  , and such that ′ is simulated by the
next-state distribution obtained from h(〈a; ′〉). In Fig. 5, we illustrate why process P
is simulated by process Q. Note that Pmay Q as shown in Fig. 1.
4. Correspondence between testing and simulation
In this section, we will present the main results of the paper, namely that the may
testing preorder, de*ned in De*nition 6, can be characterized by the simulation relation
de*ned in De*nition 10.
It may seem a little surprising that a preorder de*ned in terms of testing, which is a
“linear-time” activity, is characterized by a simulation relation, which is a “branching-
time” relation. The explanation is that the probabilistic choices of tests have the e@ect
of “copying” the process under test into a number of copies, and that the testing of
each copy is performed independently [1].
We *rst extend the de*nition of testing to steps in a natural way. For a test state t
and a step , de*ne
t[] =
∑
〈a;′〉∈
(
max
t
a→ ′
(〈a; ′〉) ∗ ′′
)
:
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For a distribution  on T and a step , de*ne
[] =
∑
t∈T
(t) ∗ t:
Proposition 2. The following linearity properties hold for test outcomes.
1:  is linear in both arguments; where  is a distribution over states of a test;
and  is a distribution over states.
2:  is linear in both arguments; where  is a distribution over states of a test;
and  is a step.
A central component in the main theorem is the following proposition, which relates
the outcome t of testing a distribution to the outcomes of testing the steps from .
Proposition 3.
• If  is a step from ; then 6  for any .
• If  is a distribution and t is a state of a test with outgoing transitions t a1→ 1; : : : ;
t
an→ n; then there is a normal step  from  with support 〈a1; ′1〉; : : : ;
〈an; ′n〉 such that
t =
n∑
i=1
((〈ai; i〉) ∗ i′i):
Proof. To prove the *rst claim, assume *rst that  is a unit distribution over a state t
of a test, and that  is a unit distribution over a state s. Then  is a subdistribution
over the set {〈a; ′〉 : s a→ ′}. We *rst rewrite the de*nition of t, i.e.,
t =
∑
s
a→ ′
(〈a; ′〉)
(
max
t
a→ ′
′′
)
:
The fact that  is a subdistribution over the set {〈a; ′〉 : s a→ ′} implies that
∑
s
a→ ′
(〈a; ′〉)
(
max
t
a→ ′
′′
)
6 max
s
a→ ′
max
t
a→ ′
′′:
The second term is by de*nition equal to t, which implies
t[]6 t:
The proof is extended to distributions  over test states, and distributions  by linearity
of  and .
To prove the second claim, assume again that  is a unit distribution over a state s.
Then
ts = max
s
a→ ′
max
t
a→ ′
′′:
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Let ′max and 
′
max be such that
′max′max = max
s
a→ ′
max
t
a→ ′
′′:
Let max be the unit distribution over s
a→ ′max. By de*nition, max is a normal step
from s, which satis*es
tmax = ′max′max
from which the claim follows. As in the previous case, the claim is extended to arbitrary
weightings  by the linearity properties of Proposition 2.
We are now ready to prove the main characterization theorem of the paper.
Theorem 1. may  if and only if there is a probabilistic simulation / such that
 / .
A special case is the characterization between processes:
Corollary 1. Pmay Q if and only if P is simulated by Q.
Proof. If-direction: Assume that  / . We must prove that for each distribution  over
states of a test, we have 6. We prove this by induction over the structure
of .
• If  is a unit distribution over a terminal state t, then = (S) if t is success-
ful and 0 otherwise. Thus 6 follows from the condition (S)6(R) in
De*nition 10.
• If  is a unit distribution over a nonterminal state t, then by Proposition 3 there is
a normal step  from  with support 〈a1; ′1〉; : : : ; 〈an; ′n〉, and outgoing transitions
t a1→ ′1; : : : ; t an→ ′n from t such that
t =
n∑
i=1
((〈ai; ′i〉) ∗ ′i′i):
Since  / , by the second condition in De*nition 10, there is a step  from  and
a mapping h from the support of  to steps from  such that for each i=1; : : : ; n
we have
′i / post(h(〈ai; ′i〉));
where post(h(〈ai; ′i 〉)) by de*nition is equal to
∑
′ h(〈ai; ′i 〉)(〈ai; ′〉). By the in-
ductive hypothesis applied to each ′i , we infer that
′i′i6 ′i


∑
′
h(〈ai; ′i〉)(〈ai; ′〉) ∗ ′

 :
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By the lineary properties of Proposition 2, the second term is equal to∑
′
h(〈ai; ′i〉)(〈ai; ′〉) ∗ ′i′:
By combining the above inequalities, and rearranging the summation order, we obtain
t6
∑
′
n∑
i=1
(〈ai; ′i〉) ∗ h(〈ai; ′i〉)(〈ai; ′〉) ∗ ′i′:
The second condition of De*nition 10 requires that h()6 , i.e., that
n∑
i=1
((〈ai; ′i〉) ∗ h(〈ai; ′i〉)(〈ai; ′〉))6  (〈ai; ′〉)
for each ′, which implies that
t6
∑
′
 (〈ai; ′〉) ∗ ′i′:
By the de*nition of t , this implies t6t , which by Proposition 3 implies
t6t, since  is a step from .
– If  is a distribution over the states t1; : : : ; tn the result follows by linearity of
testing outcome, stated in Proposition 2.
This concludes the proof for this direction.
Only If-direction: We shall prove that the relation may is a probabilistic simulation,
by checking that it satis*es the conditions in De*nition 10. So, consider  and  such
that may . By considering the e@ect of a test which succeeds immediately with
probability 1, we infer the *rst condition (S)6(R).
To infer the second condition, let  be an arbitrary normal step from . We must
now show that there is a step  from  which satis*es the conditions in De*nition 10.
Let 〈a1; ′1〉; : : : ; 〈an; ′n〉 be the support of . De*ne i =(〈ai; ′i 〉) ∗ 〈ai; ′i 〉 so that
i is an ai-step with post(i)=(〈ai; ′i 〉) ∗′i and =
∑n
i=1 i. In other words, i is
the “ith element” of . Let ! be the set of tuples 〈 1; : : : ;  n〉 of steps from  such
that  i is an ai-step and such that
∑n
i=1 i is a step from . For a vector 1; : : : ; n of
n tests, de*ne the test
∑n
i=1 ai:i, using a CCS-like notation, as a unit distribution over
a test state t with outgoing transitions t a1→ 1; : : : ; t an→ n. For any tuple 〈vectn〉 tests,
and any tuple 〈 1; : : : ;  n〉 of steps such that  i is an ai-step, de*ne
〈 1; : : : ;  n〉(〈1; : : : ; n〉) =
n∑
i=1
ipost( i):
By Proposition 3, we have
〈 1; : : : ;  n〉(〈1; : : : ; n〉)6
n∑
i=1
ai:i 6
n∑
i=1
ai:i;
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and similarly
〈1; : : : ; n〉(〈1; : : : ; n〉)6
n∑
i=1
ai:i6
n∑
i=1
ai:i:
On the other hand, Proposition 3 also states that there is a tuple 〈 1; : : : ;  n〉 ∈! such
that
〈 1; : : : ;  n〉(〈1; : : : ; n〉) =
n∑
i=1
ai:i  =
n∑
i=1
ai:i:
Since may , this implies that for each tuple 〈1; : : : ; n〉 of test distributions, there
is a tuple 〈 1; : : : ;  n〉 ∈! such that
〈1; : : : ; n〉(〈1; : : : ; n〉)6 〈 1; : : : ;  n〉(〈1; : : : ; n〉):
The central part of the proof is to infer from the fact that ! is convex, that the
quanti*ers in the preceding property can be reversed, i.e., that the following claim
holds
Claim. There is a tuple 〈 1; : : : ;  n〉∈! such that
〈1; : : : ; n〉(〈1; : : : ; n〉)6 〈 1; : : : ;  n〉(〈1; : : : ; n〉)
for each tuple 〈1; : : : ; n〉 of test distributions.
Using this claim, which will be proven later, de*ne h : supp() →Weight(Act
× Dist(S)) by
h(〈ai; ′i〉) =
1
(〈ai; ′i〉)
∗  i:
We can now check that h satis*es the three conditions in De*nition 10.
• Since  i is an ai-step, it follows that h(〈ai; ′i 〉) is an ai-step.
• Since
h(i) = h((〈ai; ′i〉) ∗ 〈ai; ′i〉) = (〈ai; ′i〉) ∗ h(〈ai; ′i〉) =  i
and
∑
i  i =  , we obtain h()6 .
• By letting i be arbitrary and j =0 for j = i, we conclude that ipost(i)6
ipost( i) for any test i, implying that post(i)may post( i). Observing that
post(i)=(〈ai; ′i 〉)∗′i and that post( i)=(〈ai; ′i 〉)∗h(〈ai; ′i 〉) we have proven
this case, which concludes the proof.
Proof of Claim. It remains to prove the claim. The proof relies crucially on the fact
that ! is a convex set. To exploit this convexity, we will employ Hahn–Banach’s
theorem from functional analysis, which assumes that tests and steps are elements in
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a topological vector space. We must therefore develop some machinery which relates
tests and steps with a topological vector space. Here, we de*ne how this can be done.
Let T be a universal set containing all test states in any test. Identify test states which
are isomorphic in the sense that the *nite trees which they can reach are isomorphic.
Let a test combination be a *nite linear combination
∑k
i=i %i ∗ ti of di@erent test states
t1; : : : ; tk where %1; : : : ; %k are arbitrary (nonnegative or negative) real numbers. Let 0
denote the empty test combination. Let PT be the set of n-tuples P= 〈1; : : : ; n〉 of test
combinations. The set PT is a linear vector space if we de*ne % P+& P′ for arbitrary real
numbers % and & as the tuple 〈′′1 ; : : : ; ′′n 〉 where ′′i is % ∗ i + & ∗ ′i . We note that PT
can be spanned from basis vectors of form 〈0; : : : ; t; : : : ; 0〉 where all components except
one are 0, and t is an arbitrary test state in an arbitrary position. We note that a test
combination
∑k
i=i %i ∗ ti in which all %i are nonnegative and
∑k
i=i %i61 can be viewed
as a test, and vice versa that any test can be viewed as such a test combination.
Let F be the set of linear functionals on PT. Each linear functional is uniquely
determined by its value on the basis vectors in PT, as de*ned in the previous para-
graph. The set F is also a linear vector space, which we equip with the topology
of pointwise convergence. This means that an in*nite sequence f1; f2; f3; : : : of func-
tionals converges to a limit f i@ for each P∈ PT, the sequence f1(P); f2(P); f3(P); : : :
converges to f(P). It is a result of functional analysis (e.g., [26, Chapter 3]), that
the space of continuous functionals on F is the same as PT, using the identi*cation
P(f)=f(P) for P∈ PT and f∈F.
Each 〈 1; : : : ;  n〉 ∈! can be viewed as a linear functional on PT, de*ned by 〈 1; : : : ;
 n〉(〈0; : : : ; t; : : : ; 0〉)= tpost( i), where t is the ith component of 〈0; : : : ; t; : : : ; 0〉.
In particular, for a tuple 〈1; : : : ; n〉 of test distributions 〈 1; : : : ;  n〉(〈1; : : : ; n〉=∑n
i=1 ai:ipost( i). Similarly, we can view 〈1; : : : ; n〉 as a linear functional on PT,
de*ned by 〈 1; : : : ;  n〉(〈0; : : : ; t; : : : ; 0〉)= tpost(i).
Now de*ne ! ↓ as the set of linear functionals f on PT for which there is a
〈 1; : : : ;  n〉 in ! such that
f(〈0; : : : ; t; : : : ; 0〉)6 〈 1; : : : ;  n〉(〈0; : : : ; t; : : : ; 0〉)
for each basis vector 〈0; : : : ; t; : : : ; 0〉. We note that ! ⊆ ! ↓, and that a functional
which maps each basis vector to a nonpositive value is in !↓. The important property
of !↓ is that it is a convex and closed set of functionals. This follows from the fact
that ! is convex and compact.
We now claim that 〈1; : : : ; n〉 ∈ ! ↓. Namely, if 〈1; : : : ; n〉∈! ↓, then by the
Hahn–Banach theorem [26, Chapter 3] there is a continuous functional f on F such
that f(〈1; : : : ; n〉)¿f(〈 1; : : : ;  n〉) for any 〈 1; : : : ;  n〉∈! ↓. Since the continuous
functionals on F are given by PT, this means that there is a tuple 〈1; : : : ; n〉 in PT
such that
〈1; : : : ; n〉(〈1; : : : ; n〉) ¿ 〈 1; : : : ;  n〉(〈1; : : : n〉)
for any 〈 1; : : : ;  n〉 ∈! ↓. The tuple 〈1; : : : ; n〉 must furthermore be a linear com-
bination of basis vectors, in which the coeKcient for each basis vector is nonnega-
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tive; otherwise if the coeKcient in 〈1; : : : ; n〉 which corresponds to some basis vector
〈0; : : : ; t; : : : ; 0〉 is negative, then the functional f which maps 〈0; : : : ; t; : : : ; 0〉 to −K
and all other basis vectors to 0 is in !↓ for arbitrary K¿0. If K is suKciently large,
we get
〈1; : : : ; n〉(〈1; : : : ; n〉)6 f(〈1; : : : ; n〉);
thus violating the conclusion of the Hahn–Banach theorem. Since 〈1; : : : ; n〉 has only
nonnegative coeKcients, we can rescale it by a constant factor so that
∑n
i=1 ai:i〈1; : : : ;
n〉 becomes a test. However, then the conclusion of the Hahn–Banach theorem con-
tradicts the fact that there is a 〈 1; : : : ;  n〉 ∈! such that
〈1; : : : ; n〉(〈1; : : : ; n〉)6 〈 1; : : : ;  n〉(〈1; : : : ; n〉) =
n∑
i=1
ai:i〈1; : : : ; n〉:
Having proved that 〈1; : : : ; n〉 ∈!↓, we conclude that there is a 〈 1; : : : ;  n〉 ∈! such
that
〈1; : : : ; n〉(〈1; : : : ; n〉)6 〈 1; : : : ;  n〉(〈1; : : : ; n〉)
for each tuple 〈1; : : : ; n〉 of tests. This concludes the proof of the claim.
5. Comparison with other preorders
For a survey on preorders for probabilistic processes, we refer to [13]. In this section,
we relate the existing preorders in the literature to the testing preorder studied in this
paper.
As an example, in Fig. 6 we show the initial normal steps of a process P and the
initial normal steps of a process Q. Note that each initial step of P is also an initial
Fig. 6. Two processes and their initial steps showing P / Q.
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step of Q, which implies that P / Q. However, there is no obvious mapping from
states of P to “simulating” states of Q (the right state of P cannot be simulated by
any state of Q): this is the reason for de*ning / in terms of the initial normal steps
of a process.
In [28, 27], a simulation is de*ned, which can be seen as a specialization of our
simulation to the case where the simulated weighting is a state. Using this simulation,
processes P and Q in Fig. 6 are not comparable. In fact, all the exiting preorders
such as probabilistic bisimulation and simulation described in [13] distinguish the two
processes.
6. Conclusion
In this paper, we have considered a model of probabilistic transition systems, in
which the concept of probabilistic choice is independent from that of nondeterministic
choice. We have de*ned a re*nement preorder, based on a notion of testing, where
re*nement corresponds to an improvement of all possible “worst-case” behaviors of a
process. The main result is that this preorder can be described by a notion of prob-
abilistic simulation. For nonprobabilistic systems, this simulation coincides with the
standard simulation.
The notion of simulation that we have described is, to our knowledge, not previously
described in the literature. In particular, it is coarser than any of the simulation preorders
de*ned by Segala and Lynch [28]. Our results show that it appears to be a natural
generalization of standard simulation to the probabilistic setting.
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