Abstract. Recent research has pointed out the importance of the inequational exchange law (P * Q) ; (R * S) ≤ (P ; R) * (Q ; S) for concurrent processes. In particular, it has been shown that this law is equivalent to validity of the concurrency rule for Hoare triples. Unfortunately, the law does not hold in the relationally based setting of algebraic separation logic. However, we show that under mild conditions the reverse inequation (P ; R) * (Q ; S) ≤ (P * Q) ; (R * S) still holds there. Separating conjunction * in that calculus can be interpreted as true concurrency on disjointly accessed resources. From the reverse exchange law we derive slightly restricted but still reasonably useful variants of the concurrency rule. Moreover, using a corresponding definition of locality, we obtain also a variant of the frame rule. By this, the relational setting can also be applied for modular and concurrency reasoning. Finally, we present several variations of the approach to further interpret the results.
Introduction
Algebraic techniques nowadays have found widespread application, especially in the area of program logics. In particular, separation logic [14] has proved to be very useful in the domain of modular and concurrency reasoning [1, 12] although originally it was only developed to facilitate reasoning about shared mutable data structures. For this logic there are already different abstract approaches that capture corresponding calculi [2, 4] . Recent investigations on these topics resulted in a general algebraic structure called Concurrent Kleene Algebra [8] . A central concept of that algebra is that it allows easy soundness proofs of important rules like the concurrency and frame rules used in logics for concurrency and modular reasoning.
The concurrency and frame rules have the form
Here Q and Q i denote programs while all other letters denote assertions. Now the separating conjunction * , as it is called in the literature, is used in the conclusion of these rules to ensure disjointness of states or resources characterised by assertions. When used on programs, such as the Q i above, separating conjunction can be interpreted as concurrent execution of programs. Interestingly, it has been shown in [7] that validity of the exchange law
for programs P i and Q i and validity of the concurrency rule are equivalent. An analogous connection holds between the small exchange law
and the frame rule. In these laws, semicolon denotes sequential composition, while ≤ denotes a partial ordering expressing refinement. The exchange laws can be seen as an abstract characterisation of the interplay between sequential and concurrent composition. Each of them expresses that the program on the right-hand side has fewer sequential dependences than the one on the left-hand side. Several models for algebraic structures obeying those laws exist; details may be found in [8, 7] . However, they either do not model concurrency adequately enough or fail to satisfy other important laws in connection with nondeterministic choice. The purpose of the present paper is to investigate an extension of the relational model of separation logic presented in [4] by a generalised separating conjunction. As a relational structure it copes well with nondeterminacy; moreover, it allows the re-use of a large and well studied body of algebraic laws in connection with assertion logic. Surprisingly, it turns out that, although the model satisfies neither of the mentioned exchange laws, it validates an exchange law with the reversed refinement order. Moreover, this entails variants of the concurrency and frame rules with similarly simple soundness proofs as in the original Concurrent Kleene Algebra approach. Also, we establish an analogous equivalence between the concurrency rule and the reverse exchange law as in [7] . Hence, the relational calculus can be applied in reasoning about programs involving true concurrency and modularity. To underpin this further, we also study a number of variations of our main relational model and discuss their adequacy and usefulness.
Basic Definitions and Properties
We start by repeating some basic definitions from [4] and some direct consequences. Summarised, the central concept of this paper is a relational structure enriched by an operator that ensures disjointness of program states or executions. Notationally, we follow [4, 7] . Definition 2.1. A separation algebra is a partial commutative monoid (Σ, •, u) ; the elements of Σ are called states and denoted by σ, τ, . . .. The operator • denotes state combination and the empty state u is its unit. A partial commutative
