Abstract. Guided by numerical experimentation, we have been able to prove that
Introduction
Interest in this project began with curiosity about the Laplace transform of the Digamma function, 
L(a)
which is conspicuously absent from the extensive literature and tabulations of Euler's Gamma function. As will be seen, this can be related to the odd logarithmic integral If one plots L(a) + γ/a and M (a) the graphs coincide for a ≥ ln (2) , that for M (a) exhibits a cusp at a = ln (2) and decreases to the finite value M (0) = 1.13033... , whereas L(0) is divergent (Fig. 1 ).
The first author was quite surprised to receive an e-mail from Olivier Oloa of the University of Versailles asking about a number of integrals equivalent in form to (2) Indeed this value had been guessed by making the reasonable assumption based on the connection with the Gamma function that the only transcendental numbers involved were Euler's constant, ln (2) and ln(π). By examining the expression E(a, b, c, d) = a + bγ + c ln(2) + d ln(π) systematically for small rational values of the coefficients precisely the above value was obtained. At the time our note is written, this identity also appears in [8] .
The aim of this note is to provide the details of the relation between L(a) and M (a) and to derive the value of M (0). We present two proofs of the evaluation M (0), as well as a sum formula for the integral. The general form of (1) for real parameter a appears to be
where H denotes the unit step function. Oloa [7] has derived a conjecture for the general evaluation of the related integral M (a) for all real a > 0 which has been confirmed by numerical experiments.
The derivation we present for the identity (3) in Section 2 begins by equating the integral in (2) with the form
When a = 0, the hypergeometric sum reduces to a 3 F 2 , and we conclude the evaluation by appealing to known evaluations of the ψ function.
In Section 3, we start by simplifying the integrand via a partial fractions decomposition and change of variables. This results in a much simpler-looking integrand:
The transformation e iy → z in the right hand integral would be the next logical step, because it transforms the interval (−π, π) to a simple, closed contour in C that encircles the origin. However, doing so from (4) would introduce complex logarithms in the integrand. To compensate for this, we replace the integrand with an analytic integral and reverse order of integration. The result is to reduce (3) to the evaluations
Definite integrals on [0, 1] involving ln(Γ(x)) such as this have appeared in earlier research of Espinosa and Moll; see [2] , [4] , [5] for details. We refer the reader to [9] for the analysis background concerning our steps of simplification that involve, for example, passing a sum through an integral or analytic continuation.
From (4) we can also make a series expansion of the integrand and integrate termwise, yielding the formula π 0 y 2 dy y 2 + 4 log 2 (2 cos(
The S 1 (m, s) are signed Stirling numbers of the first kind, which appear when one writes a power series expansion for 1/ log(1 + x) . We thus have, in view of (3), a new series evaluation.
Derivation of the Logarithmic Integral
We begin by proving that the integrals L(a) + γ/a and M (a) agree for a > ln(2) . The former diverges for all other real values of a , so that the latter is seen as its analytic continuation. To start, formula (1.6.27) in [3] reads
This generalizes Entry 33(i) in [1] . Therefore, evaluating at y = s , we obtain the integral representation
Substituting this into the previous expression, we obtain the double integral
Writing sin(sx) = − Im(e −isx ) , this becomes
is equal to 1/(ix − ln[2e −a cos(x)]) when a > ln 2 and does not converge for any other values of a . Thus, with this restriction in place, we may reverse the order of integration, yielding
Then, for 0 < a ≤ ln 2, we have M (a) as an alternative branch value of the function L(a) + γ/a. Now we retrace the our steps slightly differently, starting from (7). For fixed s > 0 , the imaginary part of integrand with respect to x is even; we write 
As before, we have that the s-integral evaluates to
when a > ln 2 , and diverges otherwise. Since the parameter a is already restricted to the region of the former inequality, we have that
.
Employing the general identity
in the case f = e −a (e ix + 1) , leads to the form
Next we expand in powers of e ix and take the imaginary part to obtain
The x-integral is easily worked out and vanishes if l − k = 1. The binomial coefficient can be expressed using Gamma functions, leading to
where the prime on the sum denotes that terms with l − k = 1 are excluded. The sum represents a hypergeometric function of two variables, which strongly suggests that for general values of a no further progress is possible.
However, for a = 0 only terms with k = 0 contribute. Hence,
Finally, the sum can be evaluated in terms of a generalized hypergeometric function leading to
The hypergeometric function does not appear to be tabulated, but experimenting with MATHE-MATICA leads to
and since [6] 1 0
Evaluations of the integral M (a) for nonzero values of a still appear to be possible. Oloa's conjectured representations for M (a) differs from (8) in that the only functions of a involved are natural logarithms, exponentials and objects of the form at ln Γ(t) dt .
We refer the reader to [7] for details and consequences of his remarkable formulae.
Other Evaluations of M (0)
This section gives the details of the calculations of the second derivation as described in the introduction, beginning with a proof of (4). + 1) , where the logarithm in the denominator of the right-hand integral takes the principal value.
Proof. We move from the integral on the left to the integral on the right using a change of variables.
To begin, we factor the denominator of the integrand on the left, for y ∈ (−π, π), where the logarithm function in the middle and right formulas takes the principal value. This leads directly to the desired conclusion.
Next, we provide an evaluation of the integral in terms of an infinite sum. This is done by expanding the integrand in a power series and then integrating termwise. We first provide a proof of this expansion. Proof. Begin by observing that
for all complex z = 0 . The integrand on the right can be expanded using the binomial theorem,
which converges uniformly in t ∈ [0, 1] for all complex z . The coefficients of this power series are polynomials in t:
The integers S 1 (m, s) in the above formula are Stirling numbers of the first kind, which are implicitly defined for 0 ≤ m ≤ s by the above relation. Therefore
and we finish by dividing everywhere by z . The second identity is even more immediate, in view of the definition of Bernoulli numbers of the second kind:
dt , for n ∈ {0, 1, 2, ...} .
Combine this with the middle expression in (12) and then divide by z.
Now we evaluate the original integral as an infinite series. Finally we prove the numerically-confirmed result (3). For fixed t, s ∈ N such that t > s, we integrate
where C is the simple, closed counterclockwise path around the unit circle in the complex plane. The integrand is clearly analytic in a neighbornood of this path, as its only singularity lies at z = 0 . By the residue theorem, the value of this contour integral is 2πi times the integrand's residue at z = 0. The Laurent expansion of the integrand is
using a similar binomial expansion to the one in (11). In this expansion we use the gamma function, the extension of the factorial which is defined for all complex arguments with positive real part by the integral
From the series above we draw the evaluation
In light of (16) we see the right hand side as an analytic continuation of the integral for all complex parameters s and t (excluding negative integer values). Thus it is allowable to differentiate F with respect to the parameter s . This gives us
Among well-known identities ( [2] , p. 212) for this classical function are
so that we have
Finally, we integrate both sides on [0, 1]:
Using integration by parts to compute the right hand side, we get
The remaining integral is famously ( [6] and on the cover of [2]!) known to be ln( √ 2π) . This gives us To finish, we notice that the integral in the variable y that represents F (s, t) is uniformly convergent in neighborhoods of s = 1 and t ∈ [0, 1] . Thus the integral can be viewed as a holomorphic function of the parameters in that region. Therefore, we can change the order of the differentiation by s and the integration over y, and switch the order of integration in the variables t and y. With (15) the result is i 4 π −π y dy log(e iy + 1) = π 4 (1 − γ + ln(2π)) , and in view of (4) this gives the desired identity.
Finally, we have a sum evaluation as a corollary. Proof. This follows from combining identities (3) and (5).
With the aid of symbolic and numerical calculators, we have proven a new evaluation for a logarithmic integral and connected this to the Laplace transform of Psi function and a Stirling series. We conclude by mentioning the other role technology has played in the formation of this paper. Our collaboration itself is digital, done internationally (and overseas) via email; as of the date of submission the authors have not yet met face to face.
