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초록
자연어처리에 주로 사용되는 RNN 계열의 모델들은 순차적인 데이터를 다루는 데
적합하기 때문에 시계열 데이터 분석에도 다양하게 활용되고 있다. RNN 계열의 모
델들이 가지고 있는 취약점은 기울기 값의 소실이라는 문제이다. 이를 해결하기 위해
배치 정규화 같은 기법들이 사용되고 있지만, 시계열 데이터의 경우는 과거에서부터
이어져 오는 추세를 잃어버릴 수 있다. 그리고 적절한 외생변수들을 선택하는 사항도
고려되어야 한다. 본 연구에서는 위에서 언급한 문제들을 해결하기 위해 듀얼 어텐션
메커니즘을기반으로하는양방향 Encoder-Decoder LSTM모델을제안한다. Encoder
에서 작동하는 어텐션 메커니즘은 이전 단계의 양방향 LSTM에서 전달받은 hidden
state와 cell state를 참조하여 예측에 도움이 되는 외생변수들을 파악한다. Decoder는
시계열적인 특성을 반영한 모델 구조로 되어 있다. 먼저 타겟변수의 과거 값들과 추세
를 나타내는 통계치를 입력으로 받아서 양방향 LSTM을 통해 학습하고, 지정한 시간
간격까지 매번 hidden state를 업데이트시킨다. Decoder에서의 어텐션은 업데이트된
hidden state와 Encoder에서 나온 출력값을 연결하여 입력으로 받는다. 따라서 예측에
적합한 외생변수의 시점을 파악하는 것뿐만 아니라 타겟변수의 긴 추세를 반영할 수
있다. 모델 평가에 사용된 데이터는 약 4년 치의 KODEX 200(ETF)과 KODEX 200에
포함된 회사들의 5분 단위 개별 주가 거래 데이터이다.
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제 1 장 서론
딥러닝 알고리즘이 발달하면서 시계열 데이터를 다루는 연구도 여러 분야에서 진
행되고 있다. 대표적인 분야는 주식시장의 거래 데이터[31], 날씨 데이터[5], 공정 센
서 데이터[22] 등이 있다. 주로 시계열 데이터를 다루는 알고리즘에는 자연어처리에서
사용되는 Recurrent Neural Network(RNN)계열의 모델들이 사용된다. 한 문장 안에
존재하는단어들을순차적으로학습하는방법이시계열데이터에적용하기에도용이하
기 때문이다. 따라서 자연어처리 분야에서 두각을 나타내는 모델들을 이용하여 시계열
분석이나 예측에 활용하고 있다.
하지만, 최근 자연어처리 분야의 연구 방향을 살펴보면 LSTM, GRU 같은 대표적
인 RNN 계열의 모델들이 외면을 받고 있다. RNN 모델을 사용하지 않고, Multi-head
어텐션 메커니즘을 활용한 Transformer[29], BERT[10] 같은 모델들이 자연어처리의
여러 분야에서 두각을 나타내고 있기 때문이다. Multi-head 어텐션 메커니즘을 시계열
데이터에 적용한 연구들도[26, 20]있다. 그러나 시계열 데이터는 자연어와 다른 특성이
있기에 적용하는 데 한계가 있다. 단어 같은 경우에는 word2vec[23]과 같은 알고리즘을
사용해서 의미를 가지는 벡터로 임베딩을 할 수 있지만, 시계열 데이터는 각 데이터를
임베딩하여 유의미한 벡터를 만들기 어렵기 때문이다. 또한, Encoder-Decoder 구조
로 되어 있는 모델은 입력으로 받은 데이터의 길이가 길면 성능이 급격하게 감소하는
단점이 있다[15]. 이는 시계열 분석에 있어서 큰 어려움이 된다. 시계열 분석에서 예
측은 타겟변수와 외생변수들의 상대적으로 긴 추세와 움직임을 바탕으로 이루어지기
때문이다.
위와 같은 이유로 시계열 데이터가 가지고 있는 특성을 반영한 모델이 연구되어
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야 한다. 임베딩된 벡터를 기반으로 단순히 어텐션 메커니즘을 활용한 학습 방법은
시계열 데이터에 적용하기 어렵다. 또한, 모델은 시계열 데이터의 추세를 반영할 수
있어야 좋은 성능을 기대할 수 있다. 시계열적인 특성을 반영하기 위해서는 기존 RNN
계열의 모델을 활용한 학습 방법에도 개선점이 필요하다. RNN계열의 모델들이 가진
치명적인 결함은 기울기 값의 소실 (Vanishing Gradient)이다[3]. 기울기 값의 소실이
란 모델이 깊거나 길면, 오랜 시간 전의 데이터에 관한 정보를 잃어버리는 현상이다.
비록 LSTM이나 GRU 같은 모델들은 기울기 값의 소실 문제를 완화해주고[16], 드롭아
웃[27], ReLU[24], 배치 정규화(Batch Normalization)[17] 등과 같은 기법들이 문제를
해결해줄수있지만,시계열데이터에그대로적용을하면또다른문제를야기할수있
다. 예를 들면, 배치 정규화의 경우 데이터에서 뽑힌 배치에 대해서 순차적으로 학습이
진행되기 때문에 시계열의 과거에서부터 이어져 오는 추세를 반영할 수 없다.
따라서 본 연구에서는 시계열 데이터의 특성을 반영하여 듀얼 어텐션 메커니즘[25]
과 LSTM을 기반으로 하는 새로운 Encoder-Decoder 구조의 모델을 제안한다. 제안하
는 모델의 구조에 대한 자세한 설명은 제 3장에서 살펴볼 수 있다. 듀얼 어텐션 메커
니즘은 Qin et al.[25]이 제안한 방법이다. 인코더와 디코더에 각각 어텐션이 적용되기
때문에 듀얼 어텐션 메커니즘이라고 불린다. 인코더에서의 어텐션 메커니즘은 다음
예측값에 관련있는 외생변수들을 판단한다[25]. Decoder에서 작동하는 어텐션 메커니
즘은 시간적인 방법으로,모든 시간간격에 대해서 관련성이있는 변수들에 대한 인코더
의 hidden states를 선택한다[25]. Qin et al.[25]이 제안한 DA-RNN모델은 Nonlinear
Autoregressive Exogenous (NARX)모델이다. NARX모델을수식화하면아래와같다.
yt = F (yt−1, yt−2, yt−3, ..., ut, ut−1, ut−2, ut−3, ...) + εt (1.1)
수식(1.1)에서 y는 예측하고자 하는 타겟변수, u는 y를 예측하는데 도움이 되는 외
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생변수, 그리고 함수 F는 신경망같은 비선형 함수이다. 수식(1.1)에서 보다시피 yt를
예측하는데 외생변수 u의 시점이 ut까지 인풋으로 들어가있다. 하지만 주가를 예측하
는 테스크의 경우, 현재의 가격 yt를 예측하는데 외생변수의 시점이 ut까지 반영된다면
현실적이지 않은 예측이라고 볼 수 있다. 그러므로, 본 연구에서는 인풋으로 사용하
는 모든 외생변수들의 시점을 ut−1까지만 사용하는 진정한 의미의 시계열 예측모델을
제안한다.
본 논문은 5 장으로 구성된다. 제 2장에서는 시계열 분석, Encoder-Decoder 구조의
모델, 그리고 어텐션 메카니즘에 대한선행 연구를 살펴본다. 제 3장에서는 본 연구에서
제안하는 모델을 소개한다. 제 4장에서는 실험에 사용되는 데이터 그리고 데이터 전
처리 과정과 학습방법을 살펴본다. 마지막으로 제 5장에서는 결론과 향후 연구방향을
제시한다.
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제 2 장 관련 연구
2.1 시계열 분석에 대한 선행 연구
먼저 시계열 분석에 관한 선행 연구를 살펴보면 다음과 같다. 잘 알려진 전통적인
시계열분석방법론 autoregressive moving model (ARMA)[30]그리고 ARMA의변형
모델인 ARIMA[1] 같은 모델들이 다양한 실생활 데이터를 이용하여 효율성을 입증하
였지만, 데이터가 비선형적인 관계을 가지고 있는 경우 모델링을 할 수 없다는 단점
이 있다. 이 같은 문제를 해결하기 위해서 nonlinear autoregressive exogenous model
(NARX)이 연구되었다[21, 13]. 비선형적인 관계를 모델링하기 위한 연구는 꾸준히 진
행되어왔고, 다양한 방법이 제시되었다. 커널 방법론을 접목한 NARX 모델을 이용한
시계열 예측[6], 앙상블 방법을 이용한 연구[4], 그리고 가우시안 프로세스를 사용한 연
구[12]등이있지만,이러한방법론들의결점은데이터가가지고있는비선형적인관계를
미리 정의하기 때문에 실제 관계를 제대로 모델링 하지 못 할 수도 있다[25].
심층신경망방법론들이주목을받으면서시계열분석에도신경망모델들이적용되
었다. RNN모델의경우순차적인모델링에특화되어있고,비선형관계를모델링하는데
효과적이기때문에많은주목을받았다. Gao and Er[13]은 fuzzy neural network(FNN)
모델과 recurrent FNN모델을이용한 NARX시계열분석방법론을제안하였고,신경망
모델이 시계열 분석에도 뛰어난 성과를 나타냄을 입증하였다. Diaconescu[11]는 RNN
기반의 NARX 모델이 노이즈나 랜덤성이 강한 chaotic time series 분석에도 가능성이
있음을 밝혔다. 그러나 기본적인 RNN 모델은 기울기 값의 소실이라는 문제를 가지고
있다[15]. 인풋의 길이와 스텝이 증가할수록 과거의 기울기 값의 영향력이 작아지는
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문제로, 시계열 분석에서는 치명적인 결함이다. 따라서 이를 해결하기 위해 다양한 종
류의 RNN 모델과 기법들이 등장하였다. 대표적인 RNN 모델은 LSTM[16]과 GRU[7]
가 있고, 두 모델 간에 성능 차이는 거의 없다[9]. 본 연구에서는 개선된 LSTM 모델인
bidirectional LSTM을 사용하였으며, 이에 대한 자세한 설명은 제 3장에 있다. 아래
그림 2.1은 LSTM block의 구조와 수식이다.
Figure 2.1: LSTM의 구조와 수식[16]
기존 RNN 구조와 다르게 LSTM은 이전 스텝의 정보를 어느정도 가져갈 지 학습
하는 forget gate가 있다. 따라서 오차역전파(backpropagation)를 계산하는 과정에서
이전단계의기울기값이소멸되지않기때문에기울기값의소실문제에대응이가능하
다. 이 밖에도, 드롭아웃[27], ReLU[24], 배치정규화[17]처럼 기울기 값의 소실 문제를
완화시켜주는 기법들이 있다. 본 연구에서는 ReLU 활성화 함수를 사용하였으며, 배치
정규화는 시계열 데이터의 특성을 반영하여 적용하였다.
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2.2 Encoder-Decoder 모델에 대한 선행 연구
기계번역[2]에서 뛰어난 성능을 보인 RNN기반의 Encoder-Decoder 구조의 모델은
음성인식[14], 그리고 영상처리[18]등 여러 분야에서 활용되고 있다. Encoder-Decoder
구조는 입력 데이터를 요약하여 정보를 함축하고 있는 context vector로 표현하는 인
코더와 전달받은 정보를 출력 데이터로 처리하는 디코더로 구성된다. 이 처럼 모델의
구조 안에서 인코더와 디코더의 역활이 다르지만, 학습할 때는 처음부터 끝까지 한 번
에 이루어지는 end-to-end 모델이다. RNN을 기반으로 하므로 주로 텍스트 데이터를
다루는모델이고,연관된연속의데이터를학습하는 sequence-to-sequence학습구조로
되어있다. 따라서 시계열 데이터를 분석하는데 적합한 모델이다. 다만, 데이터를 입력
할 때 고정된 길이의 벡터로 입력을 해야 하기 때문에 사용자가 지정한 시간 간격으로
나눠서 인코딩을 해야 한다. 아래 그림 2.2는 Cho et al.[8]이 제안한 기본적인 RNN
Encoder-Decoder 모델의 구조이다.
Figure 2.2: 기본적인 Encoder-Decoder 구조[8]
기본적인 RNN Encoder-Decoder 모델의 구조는 위의 그림과 같이 두개의 RNN
모델로 구성되어있다. Cho et al.[8]이 제안한 모델은 기계번역을 수행하기 위해 고
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안된 구조로, 인코더에 입력되는 변수 xT의 길이와 디코더에서 출력되는 변수 yT ′의
길이가 같아야한다. 인코더에서는 입력변수 x가 그림과 같이 순차적으로 정보를 전달
하면서 RNN의 hidden state가 업데이트된다. 문장이 끝나는 xt까지 업데이트가 되면
C(context vector)는 전체 인풋에 대한 요약정보를 표현하는 벡터가 된다. 디코더는
출력변수 y를 생성하는 또 다른 RNN 모델이고, hidden state와 context vector를 기반
으로 계산이 된다. 디코더의 hidden state는 다음과 같이 구해진다.
h<t> = f(h<t−1>, yt−1, c) (2.1)
위 식에서 f()는 tanh나 ReLU같은 비선형 활성화 함수이다. 확률적인 관점에서 모
델은 y를 생성하는 조건부확률 p(y1, ...., y
′
T |x1, ...., xT )를 최대화하는 방향으로 학습이








위에서 설명한 RNN Encoder-Decoder 모델은 기본적인 Encoder-Decoder의 구조
이고,인코더와디코더의내부구조를변경하여다양한응용모델을만들수있다.일반적
으로 Encoder-Decoder 구조는 기계번역이나 자연어 분석에 많이 사용되지만, 시계열
데이터를 활용한 연구도 꾸준히 진행되고 있다. Tang et al.[28]은 LSTM 기반의 어
텐션 메커니즘을 활용한 시계열 분류 Encoder-Decoder 모델을 제안하였다. 기계번역
테스크에서 디코더의 출력이 입력으로 받은 문장의 번역문장이라면, Tang et al.[28]이
제안한모델에서는시계열을분류하는데중요한변수들을출력한다.아래의그림 2.3은
Tang et al.[]이 제안한 시계열 분류 모델이다. 어둡게 칠해진 정사각형은 디코더단에
서 사용된 RNN 모델이고, 디코더에서 출력으로 나온 y1, ...yL 변수들을 완전연결층과
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출력층에 연결하여 분류하도록 구성하였다.
Figure 2.3: 시계열 분류 Encoder-Decoder 모델[28]
Qin et al.[25]이 제안한 모델은 LSTM 기반의 Encoder-Decoder NARX 시계열
예측 모델이다. 목차 2.3에서 서술할 듀얼 어텐션 메커니즘을 접목하여 모델의 성능과
해석력을 개선하였다. Qin et al.[25]은 모델의 성능평가로 대표적인 시계열 데이터인
온도데이터(실내온도)와 주식데이터(NASDAQ100)를 사용하였다. Qin et al.[25]은 제
안하는 모델과 전통적인 시계열 예측 모델인 ARIMA와 RNN등 여러 모델과 비교하여
성능우위를 보였다. Liang et al.[20]은 Transformer[29]모델에서 제안한 Multi-level
어텐션 메커니즘의 개념을 활용하여서 LSTM 기반의 Encoder-Decoder 시계열 예측
모델을 제안하였다. Liang et al.[20]이 제안한 모델 GeoMAN은 지형공간적인 정보를
담고있는시계열데이터(수질,공기청청도)를사용하였다. Qin et al.[25]과연구들모두
외생변수가 10개 이상인 시계열 데이터를 다루는 Encoder-Decoder 구조의 모델을 제
안하였고,좋은성능을보였다.그러므로 RNN기반의 Encoder-Decoder구조가다변량
시계열 데이터 분석에 적합한 모델이라고 판단할 수 있다.
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2.3 어텐션 메커니즘에 대한 선행 연구
Cho et al.[8]이 제안한 기본적인 RNN 기반의 Encoder-Decoder 구조는 크게 두
가지의 문제점을 가지고 있다. 처음 문제는 입력 시퀀스의 길이가 길면 모델의 성능이
급격하게 감소하는 문제이고, 그 다음 문제는 모델의 성능이 context vector에 크게
좌우된다는 점이다[7]. 위와 같은 문제를 해결하기위한 기법이 어텐션 메커니즘이다.
Bahdanau et al.[2]이 제안한 어텐션 메커니즘은 모델이 테스크를 풀 때 어느 부분에
집중해야 하는지 판별하는 기법이다. 어텐션 메커니즘을 사용함으로써, 모든 입력값
에 대해 동등하게 기울기 값을 가지지 않으므로, 입력 시퀀스의 길이가 길어서 생기는
문제에 대응을 할 수 있다.
Figure 2.4: 어텐션 메커니즘 방법[2]
위 그림 2.4, Bahdanau et al.[2]가 제안한 어텐션 메커니즘을 자세히 설명하면 다
음과 같다. hi는 인코더단에서 사용된 RNN모델의 hidden states이고, 그림 2.4에서는
bi-directional RNN 모델[schuster and paliwal, 1997]이 사용되었기 때문에 양방향의
hidden states가 존재한다. 디코더단에서 사용된 RNN 모델의 hidden states는 si이고,
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다음과 같이 계산된다.
si = f(si−1, yi−1, ci) (2.3)









ei,j = a(si−1, hj) (2.6)
위 식 2.5에서 ei,j는 스칼라값으로, 직전 단계의 hidden state인 si−1과 인코더의 j번
째 hidden state의 유사한 정도를 나타내는 값이다. Bahdanau et al.[2]가 alignment
model이라고 명명한 a는 si−1와 hj의 유사도를 계산하는 모델로 유사도를 잘 계산할
수 있으면 변형이 가능하다. 식 2.4는 계산된 유사도 점수 ei,j를 softmax 함수를 적용
하여 모든 점수의 합이 1이 되도록 하는 식이다. 따라서 si−1과 hj의 유사도가 높다면,
어텐션 메커니즘의 가중치 ai,j가 높게 나타나게 된다. 식 2.4에서 context vector ci
는 계산된 어텐션 점수와 인코더의 각 hidden state의 가중합으로 계산된다. 인코더에
모든 hidden states에 대해서 가중합이 계산되기 때문에 입력값의 길이가 길면 성능이
저하되는문제에대응할수있다.또한, context vector에따라서성능이크게좌우되는
현상도 해결할 수가 있다. 어텐션 메커니즘은 Encoder-Decoder구조를 가진 모델 뿐만
아니라 multi-head 어텐션 메커니즘[29]처럼 변형되어서 다양하게 쓰이는 기법이다. 본
연구에서는 시계열 데이터에 적합한 Qin et al.[25]이 제안한 듀얼 어텐션 메커니즘을
활용하였다.
Qin et al.[25]이 제안한 듀얼 어텐션 메커니즘은 인코더단과 디코더단에 어텐션
10
이 각각 적용되는 방법이다. 인코더에서 사용되는 어텐션 메커니즘은 input attention
layer로 여러 외생변수들 중에서 타겟변수와 관련이 깊은 변수들을 선택하여서 가중
치를 주는 방법이다[25]. Bahdanau et al.[2]이 제안한 어텐션 메커니즘과 개념적으로












위의 식 2.7에서 ht−1은 이전 시간단계의 hidden state이고, st−1은 인코더 LSTM유닛




T )는 입력으로 들어가는 외생변
수들이다. 어텐션 점수 ekt를 계산할 때는 이전 시간단계의 hidden state와 cell state
를 이어줘서 학습을 한다. Qin et al.[25]은 시간단계가 증가할수록 정보가 cell state에
누적 되기때문에 LSTM이 가지고 있는 기울기 값의 손실문제를 극복하고, 모델이 시계
열 데이터가 가지고 있는 장기종속성(long-term dependencies)을 잘 파악할 수 있다고
한다.
인코더에서 사용되는 어텐션 메커니즘이 적절한 외생변수들을 선택하기 위해서
사용됬다면, 디코더에서 사용된 어텐션 메커니즘은 모든 시간간격 사이에서 적절한
인코더의 hidden states를 고르는 방법이다. Qin et al.[25]은 디코더에서 사용된 어텐
션 메커니즘을 temporal attention mechanism이라고 명명하였다. 디코더에서 어텐션













식 2.9에서 dt−1는 이전 시간단계의 hidden state이고, s
′
t−1는 cell state이다. 인코더
에서와 마찬가지로 hidden state와 cell state를 연결지어서 어텐션 점수를 계산한다.
그리고계산된 lit를 softmax함수를통해서 b
i
t 어텐션의가중치가구해진다.어텐션가중
치 bit는예측에있어서 i번째인코더 hidden state의중요정도를나타낸다.그다음으로






그 다음은 시계열적인 요소를 반영하기 위해서 context vector와 예측변수의 이전 값
을 활용해서 새로운 벡터를 계산하고 디코더의 hidden state를 업데이트한다. 자세한
방법은 다음 식과 같다. yt−1은 예측변수의 이전 값이고, f는 비선형함수이다.
ỹt−1 = w̃
ᵀ[yt−1; ct−1] + b̃ (2.12)
dt = f(dt−1, ỹt−1) (2.13)
본 연구에서는 Qin et al.[25]이 제안한 듀얼 어텐션 메커니즘을 활용하였다. 그러나
디코더의 hidden state가 업데이트되는 과정을 시계열 데이터가 가지고 있는 특성을
반영할 수 있도록 방법을 개선하였다.자세한 방법은 디코더의 구조에 대해서설명하는
3.3장에서 하겠다.
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제 3 장 제안하는 방법
3.1 제안하는 Encoder-Decoder의 구조
Qin et al.[25]이 제안한 모델 DA-RNN은 식 1.1에서 나타낸 NARX 시계열 예
측모델이다. 그리고 모델을 비교 및 평가하는 데이터로 주식데이터인 Nasdaq100를
사용하였다. 모델이 예측하는 값 yt는 t시점의 Nasdaq100 지수값이고, 외생변수들로는
Nasdaq100에 포함되는 100개 기업의 개별종목가격이 사용되었다. DA-RNN은 타 모
델들과 비교해서 우수한 성능을 보였고, 듀얼 어텐션 메커니즘을 제안한 Qin et al.[25]
의 연구는 많은 주목을 받았으며 그 의의가 있다. 그러나 한 가지 비판할 점은 주가데이
터를사용한 NARX모델이현실적으로적용하기힘들다.그이유는 t시점의 Nasdaq100
지수 yt를 예측하는데 외생변수의 시점이 예측하고자 하는 시점과 같은 t시점까지 입력
으로 들어가기 때문이다. 따라서 본 연구에서는 식 1.1를 수정하여 다음과 같은 시계열
예측모델을 제안한다.
yt = F (yt−1, yt−2, ..., ut−1, ut−2, ...) + εt (3.1)
위의 식 3.1은 yt+1를 예측하는데 타겟변수의 시점과 외생변수들의 시점이 모두
예측시점의 이전 시점인 t까지만 입력으로 사용되기 때문에 현실적인 시계열 예측모델
이라고할수있다.본연구에서제안하는시계열예측 Encoder-Decoder구조를도식화
하면 아래의 그림 3.1과 같다.
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Figure 3.1: 제안하는 모델의 구조
본연구에서제안하는모델은인코더와디코더에양방향 LSTM모델을사용하였다.
양방향 LSTM은 기본 LSTM 모델보다 hidden states가 두 배 많기 때문에 학습되는
계산량은 더 복잡하다. 그러나 이전 단계에서 흐르는 정보들만 받는 LSTM과 다르게
지정한 입력값의 길이의 끝에서부터 처음까지 한 번 더 학습이 되기 때문에 더 많은
정보를 학습하고 보존할 수 있다. 시계열 데이터의 경우 데이터의 움직임을 나타내는
추세를 파악하고 학습하는 것이 중요하기 때문에 양방향 LSTM을 사용하였다.
인코더에서는 Qin et al.[25]의 연구와 같이 어텐션 메커니즘을 통해서 여러 외생변
수 중에서 예측에 적합한 외생변수들을 선택하는 것이 목표이다. 그러나 Qin et al.[25]
의 연구에서 context vector에 의존하여 디코더의 hidden state를 업데이트했다면, 본
연구에서는매시간단계마다 context vector를사용하지않았다.디코더단에있는양방
향 LSTM에서 양방향으로 학습된 hidden states와 타겟변수의 요약통계치를 활용하여
디코더의 hidden state를 시간 단계마다 업데이트하였다. 타겟변수의 과거값들에 집




인코더의 구성은 듀얼 어텐션 메커니즘을 제안한 Qin et al.[25]의 연구와 크게 다르
지않으며,구조를자세히설명하면다음과같다.본연구에서제안하는모델은 NARX를
기반으로 하는 시계열 예측모델로, 타겟변수의 다음시점의 값 yt+1를 예측하는데 여러
외생변수가 사용된다. 따라서 입력으로 들어가는 외생변수들은 다음과 같이 표시한다.
X = (x1, x2, ..., xn)>, 즉 x1은 외생변수 하나의 시계열 데이터이고, 총 n차원의 외생
변수들이 입력으로 들어간다. 기계번역 분야에서 고정된 길이의 문장 단위로 입력이
들어가는 것처럼, 시계열 데이터 역시 고정된 길이의 입력값이 들어가야 한다. 고정된
시간간격(fixed window size)을 T라고 하면, 하나의 외생변수를 다음과 같이 표현할 수
있다.





>, 1 ≤ k ≤ n (3.2)
즉, T까지의 길이를 가진 시계열 외생변수 n개가 양방향 LSTM층에 입력된다. 양
방향 LSTM의 기본구조는 LSTM과 다르지 않지만 양방향으로 학습이 되기 때문에
















위 식 3.3 에서 ht−1은 이전 시간 단계의 인코더 양방향 LSTM의 hidden state이고,
st−1은 이전 시간 단계의 인코더 양방향 LSTM의 cell state이다. 양방향 LSTM을 사
용하였기 때문에 hidden state와 cell state가 방향에 따라서 두 가지가 나오게 된다.
따라서 어텐션 점수 ekt를 계산할 때는 식 3.3과 같이 이전 단계에서 나온 모든 hidden
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state와 cell state를 연결해서 모든 k차원의 외생변수들과의 유사도를 계산한다. 이전
단계의 hidden state와 cell state는 과거의 정보들을 담고 있음으로, 어텐션 점수 ekt는
t시점의 외생변수들의 중요도를 나타낼 수 있다. 계산된 ekt를 softmax 함수를 통해서
식 3.4와 같이 계산을 하여서 어텐션 점수의 가중치 akt를 구할 수 있다.
마지막으로 계산된 가중치 akt를 해당하는 외생변수들과 곱해주면 인코딩된 외생
변수값이 나오게되고, 이를 이용해서 입력값의 마지막 시점인 T까지의 인코더 hidden
















ht = f(ht−1, x̃t) (3.6)
이처럼인코더의어텐션메커니즘을활용하면모델이모든외생변수를동등하게보
지 않고, 가중치에 따라서 중요성을 판단할 수 있다. 인코더 hidden state의 업데이트가
끝나면, 그림 3.1에 나타난 바와 같이 디코더로 전달하게 된다.
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3.3 Decoder의 내부구조
디코더에서도 인코더와 마찬가지로 양방향 LSTM을 사용하였다. 그리고 Qin et
al.[]가 제안한 방법과 다르게 시계열 데이터의 특성이 학습되도록 모델을 구성하였다.
먼저 디코더에서 어텐션 점수가 구해지는 방법은 인코더에서 구해진 방법과 크게 다르



















인코더에서처럼이전시간단계의디코더양방향 LSTM hidden state인 dt−1와 cell
state인 s
′
t−1을 연결해준다. 그리고 인코딩된 외생변수들 X̃i를 통해서 T시점까지 업데
이트가 완료된 인코더의 hidden states와의 유사도를 계산한다. 여기서 Qin et al.[]의
연구와 큰 차이점이 있다. 본 연구에서는 context vector를 이용하여 디코더의 hidden
state와 cell state를 업데이트하지 않는다. 그 이유는 시계열 데이터가 가지고 있는
특성을 더 반영하기 위해서이다. 아래의 그림은 제안하는 모델의 디코더 구조이다.
Figure 3.2: 디코더의 구조
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위 그림 3.2에 나타난바와 같이 양방향 LSTM을 업데이트 시키는데 context vector
가 사용되지 않는다. 오직 타겟변수 y의 과거값들과 요약 통계치들만 디코더의 양방향
LSTM의 입력으로 들어간다. 타겟변수의 T시점까지의 과거값들과 요약 통계치정보를
다음과 같이 표현할 수 있다.







y′t = (yt, y
1
t , ..., y
n
t ) (3.10)
위 식 3.10에서 y′은 타겟변수의 과거값들과 고정된 시간 간격 이전의 과거값들에
대한 통계치정보를 담고 있다. 위의 식에서 yn은 n가지의 다양한 요약 통계치정보를 의
미한다.타겟변수의요약통계치변수를만들때는 feature engineering이필요하다.요약
통계치를 활용하는 이유는 다음과 같다. Encoder-Decoder 구조의 모델에서는 기계번
역 테스크에서 문장 단위로 끊어서 학습하듯이,시계열 데이터를 고정된 시간간격으로
끊어서 모델의 입력으로 넣어준다. 그러나 시계열 데이터는 자연어보다 데이터 간의
연결성이 중요시된다. 따라서 고정된 시간 간격을 T = 10으로 설정하면, 매번 10의
간격으로만 학습이 되고 그 이전의 예측변수의 움직임에 대한 정보를 잃어버리게 된다.
그러므로시간간격이전의타겟변수의추세와흐름에대한정보를반영하기위해요약
통계치를 활용하였다. 본 연구에서는 주가 데이터를 이용하여 모델의 성능을 평가하였
고, 요약 통계치로는 주가의 추세를 나타내는 기술적 보조지표(technical indicator)를
활용하였다. 요약 통계치에 대한 자세한 설명은 4장 데이터 설명란에 있다.






d t−1] + b̃ (3.11)
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이전 단계의 y′과 양방향 hidden states를 연결하여 학습시켜준 뒤, 계산된 ỹ가 양방향
LSTM의입력으로들어간다. ỹ는 T-1까지업데이트가되어입력으로들어가기때문에
디코더의 hidden state도 T-1만큼 업데이트가 된다. 따라서 디코더단의 hidden state
를 입력으로 받는 어텐션 가중치 Bit (식 3.7, 3.8)도 T-1 만큼 업데이트가 된다. 아래의







위 식과 같이 context vector는 어텐션 가중치 Bit와 T시점까지 업데이트된 인코더의
hidden state의 가중치 합으로 계산이 된다. 그러므로 context vector 역시 T-1까지







d T ;Ct] + bw) (3.13)
식 3.11을 보면 디코더단의 양방향 LSTM의 입력으로 타겟변수에 관한 변수들만
들어가는 걸 알 수 있다. 디코더의 hidden state는 타겟변수의 과거 정보들만을 담고
있고,식 3.7에서는 디코더의 hidden state와 업데이트된 인코더의 hidden state의유사
도 점수가 계산된다. 따라서 디코더의 어텐션 메커니즘은 시점마다 타겟변수의 추세에
관한 정보들과 외생변수들의 사이의 중요도를 나타내는 점수라고 볼 수 있다.
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제 4 장 실험 결과
4.1 데이터 설명
본 연구에서 사용한 데이터는 한국거래소 종합주가지수 KOSPI 200을 추적하는
KODEX 200에 대한 데이터를 사용하였다. KOSPI 200이란, 주식시장의 산업별 최우
량 200개기업의주가를종합한지수이다. KOSPI 200의지수와 KOSPI지수의상관관
계는 상당히 높기 때문에 신뢰도가 높은 지수라고 볼 수 있다. KOSPI 200를 구성하는
종목들이 KOSPI 시가총액의 약 80%를 차지하고 있기 때문이다. 그러나 한국거래소에
서하루의한번 KOSPI 200지수를발표하기때문에일단위의데이터는양이충분하지
않다. 따라서 본 연구에서는 5분 단위의 KODEX 200 데이터와 구성 종목들의 개별 주
가데이터를사용하였다. 5분단위의거래데이터는대신증권이제공하는 API ”크레온”
을 통해서 수집하였다. 아래의 그림4.2은 KODEX 200 상위 8개 구성 종목의 비중이다.
Figure 4.1: 상위 8개 구성종목의 구성비중
KODEX 200의 구성 비중은 기업의 시가총액의 순으로 계산이 된다. 위 그림 4.2
에서 보다시피 삼성전자의 구성 비중이 압도적으로 높고, 보통 상위 10개 구성 종목
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비중의 합이 50% 가까이 차지하고 있다. 시가총액이 낮을수록 비중이 작으며, 현재 구
성 비중이 100위인 ”롯데지주”가 차지하는 비중은 0.13 %이다. 따라서 본 연구에서는
KODEX 200를 예측하는데 구성 종목 중 상위 100개의 종목만을 외생변수로써 사용하
였다. 사용한 데이터의 기간은 2015년 2월 2일 9시 05분부터 2019년 3월 18일 3시까지
약 4년 치의 5분 단위의 거래 데이터를 사용하였고, 약 70,000개의 데이터이다. 그리
고 해당 기간 동안 거래 중지 기간이 길었던 종목이나, 2015년 이후에 상장된 종목은
제외하였다. 제외된 종목은 ”삼성바이오로직스”, ”우리금융지주”, ”넷마블”, ”현대중
공업지주”, ”오리온”, ”BGF라테일”, ”대우조선해양”, ”두산밥캣” 총 8개 종목이다.
아래의 그림 4.2은 데이터 프레임 형태로 정리한 외생변수들이다.
Figure 4.2: 데이터의 예시
따라서 본 연구에서 사용하는 타겟변수는 KODEX 200 지수의 값이고, 사용되는
외생변수들은 KODEX 200의 구성 종목 92개의 개별종목 주가 데이터이다.
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4.2 데이터 전처리 및 학습 방법
식 3.1에서 나타낸 바와 같이 본 연구에서 제안하는 모델은 t 시점까지의 외생변수
들과 타겟변수의 값으로 타겟변수의 t+1 값을 예측하는 모델이다. 본 연구에서 사용한
고정된 시간 간격은 T = 9 이다. 연구에서는 5분 간격의 거래 데이터를 사용하였으
므로, 매번 과거 45분의 주가 데이터를 이용해서 50분째의 타겟변수 KODEX 200의
값을 예측하는 문제가 된다. 외생변수들로 사용한 92개의 개별종목의 주가마다 크기가
다르므로 정규화가 필요하다. 모델이 배치학습에 의해서 학습이 되므로 이를 응용하여
정규화를 진행하였다. 식으로 표현하면 다음과 같다.
batch norm(xi) =
xi −mean(xi−9, ..., xi)
std(xi−9, ..., xi)
(4.1)
배치학습을 이용해서 모델을 학습하므로 식 4.1과 같은 방법으로 모든 데이터에 대해
서 과거 9일 치를 이용한 정규화를 진행하였다. 타겟변수인 KODEX 200도 위와 같은
방법으로 정규화를 시켰다.
디코더의 내부구조를 설명하는 3.3장 식 3.9에서 요약 통계치 변수들을 활용하면
고정 시간 간격 이전의 정보를 학습할 수 있다고 하였다. 본 연구에서는 주가 데이터를
사용하였으므로, 요약 통계치 변수들로 기술적 지표들을 사용하였다. 기술적 지표는
시계열 데이터의 추세나 변동성 등을 통계적인 접근법을 이용하여 나타낸 지표이다.
본 연구에서 사용한 기술적 지표는 총 4가지의 변수들이고, 식 3.10과 같이 표현하면
아래와 같다.









타겟변수의 과거값을 포함하여 총 5차원의 변수가 디코더단에 양방향 LSTM의 입력으
로 사용이 된다. 아래의 표 4.1은 사용한 기술적 지표를 특성에 따라서 정리한 표이다.
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Table 4.1: 사용한 요약 통계량 변수
특성 방법
Volatility Bollinger Bands Indicators (Lower/upper)
Trend Moving Average Convergence Divergence
Momentum Stochastic Oscillator
위 테이블 4.1에서 사용한 지표들은 특성별로 가장 많이 사용되는 방법들이다. 주
가의 Volatility를 나타내는 지표 Bollinger Bands는 다음과 같이 계산된다.
Upper Bollinger Band = MA(TP, n) +m ∗ σ[TP, n] (4.3)
Lower Bollinger Band = MA(TP, n) +m ∗ σ[TP, n] (4.4)
위 식에서 MA = 이동평균법, TP는 typical price로 다음과 같이 계산된다.
TP = (High+ Low + Close)÷ 3 (4.5)
식 4.3, 4.4에서 n은이동평균법이계산되는 n시점이고, m은 TP의 n시점까지의계산된
표준편차 σ를 설정하는 값이다. 본 연구에서는 n = 25, m = 2를 사용하였다.
기술적인지표들을이용해주가의움직임을분석하는차트분석에서 Bollinger Bands
는매우인기있는지표이다. Upper Bollinger Band와 Lower Bollinger Band를이용해
주가의 현재값이 과매수 상태인지 아니면 과매도 되었는지 판단을 할 수 있다. 아래의
그림 4.3은 Bollinger Bands의 사용 예시이다.
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Figure 4.3: Bollinger Bands의 사용 예시
주가가 Bollinger Bands의아랫선에위치하면과매도된상태로,정규분포를가정하
였을 때 선 아래로 벗어날 확률은 2 표준편차이다. 마찬가지로 주가가 Bollinger Bands
의위에선에위치하면과매수된상태로주가가선위로더올라갈확률역시 2표준편차
이다. 이처럼 기술적 지표를 활용하여 시간 간격 이전의 정보들을 반영하였다. 모델을
학습할 때 배치학습과 Adam optimizer[19]를 활용하였다. 전체 데이터 중에서 70%
를 학습 데이터로, 30%를 평가 데이터로 사용하였다. 따라서 학습 데이터는 약 41,000
개 그리고 평가 데이터는 약 21,000개이다. 평가방법으로 평균 제곱근 오차(MSE)를






(ŷiT − yiT )2 (4.6)
배치사이즈는 128로 설정하였다. 그러므로 한 배치에 인코더에는 (128 × 9 × 92) 차
원의 텐서가 디코더에는 (128 × 9 × 5) 차원의 텐서가 입력으로 들어간다. 본 연구를
수행하는데 사용된 프로그래밍 언어는 PyTorch이다.
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4.3 성능 평가 및 비교
모델간의 성능 평가을 할 때 직관적인 기준을 추가하기 위해서 ”Accuracy” 평가
지표를 추가하였다. 모델이 예측한 타겟변수의 다음 값 ŷt+1과 실제 다음 값 yt+1을 비
교하여주가의상승과하락방향성을맞추는지평가하는방법이다.만약실제다음값의
변화가 없어서 상승과 하락을 판단할 수 없는 경우는 제외하였다. 아래는 ”Accuracy”
를 계산하는 방법이다.
yT − yT−1 > 0 and ŷT − yT−1 > 0 => Correct
yT − yT−1 < 0 and ŷT − yT−1 < 0 => Correct
또한, 평가 데이터에서 MSE를 계산할 때 식 4.1과 같이 정규화 하였던 값들을 원
래의 값으로 변환하여서 계산하였다. 비교하는 각 모델별로 인코더, 디코더의 양방향
LSTM의 hidden state 사이즈를 64, 128으로 나눠서 실험을 진행하였고, 각 모델별로
Epoch을 최대 100번까지 학습을 하면서 평가 데이터에 대한 성능이 가장 좋은 경우를
모델의 성능으로 선택하였다.
아래의 표 4.2은 모델별로 성능을 정리한 표이다. 기준점이 되는 모델은 Encoder-
Decoder 모델이다. 그리고 듀얼 어텐션 메커니즘를 제안한 Qin et al.[25]의 DA-RNN
모델과의 비교가 중점이 되었다. 아래의 4개 모델은 본 연구에서 제안하는 모델이다.
그리고 아래 2개의 모델은 기술적 지표를 요약 통계치 변수로써 사용한 모델이다. 다른
모델들과 공정한 성능 비교를 위해서 요약 통계치 변수를 사용하지 않은 모델의 성능
도 포함하였다. 표 4.2에서 보는 바와 같이 요약 통계치를 사용한 모델들이 Accuracy
와 MSE 모든 평가 지표에서 가장 좋은 성능을 보였다. 양방향 LSTM의 hidden state
사이즈가 64일 때 Accuracy가 ”69.83%”으로 제일 높았고, MSE의 경우에는 hidden
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Table 4.2: 성능 평가 결과표
Model Accuracy MSE
Encoder-Decoder (64) [2014] 61.77 % 1688.0264
Encoder-Decoder (128) [2014] 62.34 % 1601.6154
DA-RNN (64) [2017] 66.65 % 1271.1487
DA-RNN (128) [2017] 66.81 % 1189.5133
DA-Bi-RNN (64) [Proposed method] 68.21 % 1129.9011
DA-Bi-RNN (128) [Proposed method] 68.02 % 1108.2297
DA-Bi-RNN with y’ (64) [Proposed method] 69.83 % 1021.4859
DA-Bi-RNN with y’ (128) [Proposed method] 68.79 % 1013.1352
state의 사이즈가 128일 때 가장 낮았다. 따라서 고정 시간 간격 이전의 정보를 담고
있는 요약 통계치 변수를 사용한다면, 예측에 도움이 된다는 사실을 확인할 수 있다.
요약 통계치를 사용하지 않은 모델도 DA-RNN 모델보다 모든 부분에 있어서 성능이
좋았다. 그러므로, 본 연구에서 제안하는 모델의 구조가 시계열적인 특성을 반영하였기
때문에 타겟변수의 다음 시점의 값을 예측하는데 더 효과적이였다고 해석할 수 있다.
다음 실험으로는 타겟변수인 KODEX 200만을 이용한 예측을 진행하였다. 코스피
지수는해당종목들의시가총액을기준으로가중되어서산출되기때문에코스피지수값
에 해당 종목들의 값이 반영되어 있기 때문이다. 따라서 각개별종목주가인 외생변수를
이용하여 KODEX 200값을예측하는테스크가의미가있는지검증하고자한다.단변량
시계열 분석이기때문에 어텐션 메카니즘이 사용되는 모델은 사용하지 않았다. 실험에
사용된 모델은 ARIMA와 LSTM 두 가지 모델이다.
아래 테이블 4.4에서 보는바와 같이 타겟변수만을 사용한 모델의 경우 MSE는 전반
적으로낮은수치를보였지만,다음시점의주가방향성을맞추는 ”Accuracy”평가에서
는 성능이 떨어지는 것을 확인할 수 있다. 그 이유는 타겟변수만을 활용하여 모델링을
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Table 4.3: 타겟변수만을 이용한 예측 모델의 성능
Model Accuracy MSE
ARIMA 53.38 % 1084.0591
LSTM 54.81 % 1122.4977
하는 경우 모델이 타겟변수의 직전값에 맞춰서 학습이 되기때문이다. 그러므로 다음
시점의 예측값의 이전 시점의 값과 크게 다르지 않게 예측이 되기 때문에 MSE가 낮
게 나온것으로 해석할 수 있다. 또한, 본 연구에서 사용한 데이터는 5분 단위의 거래
데이터이기 때문에 타겟변수의 변화량이 상대적으로 크지 않다.
Figure 4.4: 타겟변수만을 활용한 LSTM예측모델
위 그림 4.5을 보면 모델의 예측이 잘 된 것처럼 보이지만, 자세히 보면 직전 타겟
변수 값에서 크게 벗어나지 않는 범위에서만 예측하는 것을 확인할 수 있다. 그러므로,
타겟변수만을 활용한 예측모델은 적합하지 않다고 판단할 수 있다.
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4.4 어텐션 가중치 분석
어텐션 메커니즘의 장점 중 하나는 어텐션 가중치의 시각화를 통해서 모델이 해석
력을 가질 수 있다. 먼저 인코더에서 사용된 어텐션 메커니즘이 제대로 작동하였는지
확인하기위해 랜덤 노이즈 데이터를 추가하였다. 실험에 사용된 외생변수들 92개 종
목의 개별 주가데이터가 0에서 1사이로 정규화가 되어있으므로, 노이즈 역시 0에서 1
사이의 소수 값을 랜덤으로 생성하여 외생변수(노이즈)로 추가하였다. 결과는 아래의
그림 4.5과 같다.
Figure 4.5: 어텐션 가중치와 랜덤 노이즈의 비교
위 그림 4.5에서 x축은 외생변수로써 사용된 KODEX 200의 구성종목 92개이다.
그리고 구성비중이 높은 순서대로 정렬을 하였다. 첫번째 변수는 삼성전자, 그 다음은
하이닉스로 시가총액 순서대로 진행된다. 빨간색 점선 이후의 변수들은 랜덤으로 생성
한 노이즈 값들이다. y축은 어텐션 가중치 값이다. 그림 4.5에서 보이는 것처럼 랜덤
노이즈들의 어텐션 가중치가 상당히 낮고 대부분의 값들이 0.00에 가깝다. 위 실험 결
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과를 통하여 모델이 외생변수들과 랜덤 노이즈를 구분하여 중요도를 판단한다는 것을
확인할 수 있다.
다음 실험은 KODEX 200을 구성하는 200개의 모든 종목들을 포함하여 실험을
진행하였다. 100개의 종목을 사용하여 실험하였을때와 마찬가지로 분석에 사용되는
해당기간동안 거래중지 기간이 길었거나, 2015년 이후에 상장된 종목을을 제거하였다.
제외된 종목들은 ”LIG넥스원”, ”한진중공업”, ”이노션”, ”SK케미칼”, ”효성중공업”,
”오리온홀딩스”, ”고려제강”, ”한국쉘석유”, ”영풍”, ”태광산업”, ”남양유업”, ”효성”,
”롯데지주”, ”롯데칠성”, ”SK디스커버리”, ”HDC”, ”BGF”, ”쿠쿠홀딩스” 총 18개의
종목이다. 결과는 아래의 그림 4.6과 같다.
Figure 4.6: KODEX 200 모든 구성종목의 어텐션 가중치
이전실험의결과그림 4.5과마찬가지로 x축은외생변수들로사용된개별주가종목
이고,구성비중이큰순서대로정렬하였다.그리고빨간색점선이후에나열된종목들은
시가총액 100위에서 200위까지의 종목들로 KODEX 200의 구성비중에서 차지하는 비
중이 매우 낮다. 그림 4.5에서 확인할 수 있듯이 대체적으로 시가총액 상위 100개의
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종목들의 가중치가 100위 이하 종목들 보다 높다. 그러나 y축의 가중치 값이 최대 0.08
도 안된다. 모델이 선택해야하는 외생변수들이 많고, 가중치가 softmax 함수를 통해서
계산이 되므로 외생변수들의 차원이 커질수록 가중치가 대체적으로 낮아진다고 판단
할 수 있다. 실제로 200위까지의 종목들을 포함하여 실험을 하였을때 MSE가 1600에서
1800사이의 값이 나왔다. 따라서 외생변수를 많이 사용한다고해서 절대적으로 좋은
성능을 보이지 않는다는 사실을 확인하였다.
어텐션 가중치 분석을 통해서 알수있는 또 한가지 사실은 KODEX 200 구성비중
에서 차지하는 비중이 높다고 가중치가 높게 나오지 않는다는 점이다. 아래의 표 4.4는
평가 데이터기간 KODEX 200의 가격과 상관관계가 높은 상위 10개 종목이다.
Table 4.4: 상관계수 상위 10개 종목
종목명 상관계수 순위 종목명 상관계수 순위
삼성전자 0.6175 1 삼성증권 0.3709 65
SK하이닉스 0.4701 2 한미사이언스 0.3446 84
미래에셋대우 0.4310 47 삼성SDI 0.3403 12
한국금융지주 0.3886 50 메리츠종금증권 0.3255 81
LG화학 0.3721 8 POSCO 0.3247 6
KODEX 200 구성비중의 26%를 차지하는 ”삼성전자”가 가장 상관관계가 높았고, ”
하이닉스”, ”LG화학”, ”POSCO”처럼 시가총액이 높은 종목들이 역시 상관계수가 높
았던 반면에 ”한미사이언스”, ”메리츠종금증권” 처럼 시가총액 순위가 높지 않음에도
불구하고 상관계수가 높은 종목도 있었다. 그러나 위 테이블 4.4은 평가데이터 기간
동안의 상관관계이고, 각 예측시점마다 나오는 어텐션의 가중치는 매번 다르다. 아래의
그림 4.7은 t+1 = 20,653번째 값을 예측하는데 모델이 판단한 외생변수들의 중요도
이다.
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Figure 4.7: 어텐션 가중치가 높은 상위 5개 종목(20,653번째 예측값)
예시로 20,653번째의 어텐션 가중치를 사용한 이유는 일반적으로 ”삼성전자”의
가중치는 대부분 높게 나오지만, 위의 경우에는 삼성전자의 가중치가 낮게 나왔기 때
문이다. 그림에서 보다시피 어텐션 가중치가 높게 나온 상위 5개 종목은 ”삼성생명”, ”
한미약품”, ”LG화학”, ”현대제철”, ”현대미포조선” 순이다. 다음 그림은 모델이 중요
하게 판단한 위 5개 종목들과 KODEX 200의 움직임을 비교하였다.
(a) 삼성생명 (b) 한미약품
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위 그림은 20,653번째 값을 예측하는데 사용된 이전 45분(T=9) 동안의 KODEX
200과 ”삼성생명”, ”한미약품”의 주가 움직임이다. 노란색 선은 KODEX 200이고, 파
란색 선은 해당종목이다. 모델이 예측을 하는데 중요하게 판단한 종목들과 KODEX
200의 움직임이 전체적으로 비슷하게 움직이고 있는것을 확인할 수 있다.
(a) LG화학 (b) 현대제철, 현대미포조선
다음으로 ”LG화학”, ”현대제철”, ”현대미포조선”과 KODEX 200의 움직임을 보
여주는 그림이다. 위에서 보았던 ”삼성생명”, ”한미약품”의 경우처럼 어텐션 가중치가
높게 나타난 종목들은 해당 기간동안 KODEX 200과 움직임이 유사한 것을 확인할 수
있다. ”현대제철”과 ”현대미포조선”은 같은 산업군으로 주가의 움직임이 비슷하게 움
직이는 경향이 있다. 두 종목의 가중치가 모두 높게 나왔으므로, 모델이 유사 산업군의
주가 움직임에 대해서도 잘 판단할 수 있는 것을 확인할 수 있다.
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Figure 4.10: 어텐션 가중치가 낮은 하위 7개 종목(20,653번째 예측값)
다음 실험은 20,653번째 값을 예측하는데 모델이 중요하지 않다고 판단한 종목들이
다.어텐션가중치가낮은종목들이많으므로,다양한산업군위주로선정하였다.선정한
6개의 종목은 다음과 같다. ”삼성전자”, ”POSCO”, ”KB금융”, ”한국타이어”, ”CJ제
일제당”, ”신세계”이다. 위의 그림 4.10은 해당종목들의 가중치의 값이고, 아래는 각
종목들과 KODEX 200의 움직임을 비교하는 그림들이다.
(a) 삼성전자 (b) POSCO
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(a) KB금융 (b) 한국타이어
(c) CJ제일제당 (d) 신세계
위 그림들은 어텐션 가중치가 낮은 6개 종목들과 KODEX 200의 움직임을 나타낸
다.그림에서보다시피 ”삼성전자”를제외하고모든종목들과 KODEX 200의움직임이
반대방향으로 움직이고 있는것을 확인할 수 있다. 위 6개의 종목들 모두 모델이 예측
하는데 도움이 되지 않는다고 판단한 종목들이다. ”삼성전자”의 경우, 최근 25분의
주가 움직임은 KODEX 200과 비슷하게 움직이지만, 40분전의 ”삼성전자”의 주가가
급격하게 튀었다가 내려와서 모델이 제대로 판단하지 못 한 경우인 것 같다. 그러나
전체적으로 모델이 중요도를 낮게 판단한 종목들은 KODEX 200과 반대로 움직이고,
중요도를 높게 준 종목들은 같은 방향으로 향하고 있음을 확인하였다. 따라서 듀얼 어
텐션메커니즘을활용한모델들이성능평가에서다음예측값의상승과하락을맞추는
”Accuracy” 평가에서 좋은 성능을 나타낼 수 있었다고 판단한다.
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제 5 장 결론
본 연구에서는 Qin et al.[25]이 제안한 듀얼 어텐션 메커니즘의 개념을 채용하여서
시계열 데이터의 특성을 반영한 새로운 Encoder-Decoder 구조의 모델을 제안하였다.
일반적으로 어텐션 메커니즘에서는 context vector를 기반으로 모델이 담고 있는 정보
를 업데이트 시킨다. 그러나 제안하는 모델에서는 디코더단에서 타겟변수를 기반으로
학습이 이루어지기 때문에 타겟변수가 가지고 있는 정보들을 우선적으로 사용한다. 따
라서 타겟변수의 다음 시점의 값 yt+1을 예측하는데 더 효과적인 구조라고 할 수 있다.
모델의 성능도 Qin et al.[25]이 제안한 DA-RNN 모델보다 주가의 방향성을 맞추는
”Accuracy”와 종합적인 성능을 나타내는 ”MSE”에서 보다 좋은 성능을 보였다. 또한,
기본적으로 Encoder-Decoder 구조의 모델을 사용하면 고정 시간 간격을 설정하여야
한다.하지만 시계열 데이터의 경우 과거로 부터 이어져오는 추세와 변동성이 중요하기
때문에 시간 간격으로 끊어서 학습을 하는 방법은 모든 정보를 효과적으로 학습할 수
없다. 본 연구에서는 이러한 문제점에 대응하기 위해서 통계적인 기법으로 주가의 흐
름을 추적하는 기술적 지표를 예측변수의 요약 통계량으로 사용하였다. 그 결과 요약
통계치를 추가 변수로 사용하였을때 모델이 좋은 성능을 나타냄을 확인하였다. 하지만
제안하는 모델은 양방향 LSTM을 사용하였으므로, 학습되는 매개변수가 많아 모델의
복잡도가 높은 단점이 있다.
어텐션 가중치 분석을 통해서 제안하는 모델이 외생변수들과 노이즈를 구분함을
확인하였고, KODEX 200을 구성하는 모든 종목들을(외생변수 200개) 포함하였을 때
하위 100개의 종목들의 중요도가 떨어지는 사실도 확인하였다. 이는 KODEX 200의
구성 비중에서 하위 100개의 종목들이 차지하는 비중이 매우 작기 때문에 나타난 현상
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이라고 판단한다. 그리고 외생변수 200개를 모두 사용하였을때 모델의 성능(MSE)도
전체적으로하락하는사실을확인하였다.또한,모델이매시점예측을할때중요하다고
판단하는 종목들과 KODEX 200의 움직임을 정밀히 분석한 결과, 높은 어텐션 가중치
와 실제 주가의 움직임이 상당히 유사함을 확인하였다. 마찬가지로 모델이 중요하지
않다고 판단하는 종목들은 타겟변수와 반대의 움직임을 가지고 있다. 이처럼 제안하는
모델이 어텐션 가중치를 통해서 외생변수들의 움직임과 방향성에 정보를 가지고 있기
때문에타겟변수만을활용한예측모델보다다음시점의주가방향성을맞추는데뛰어난
결과를 보였다고 판단한다. 마지막으로 본 연구의 한계점은 주가데이터만을 사용한점
이라고 볼 수 있다. 여러 외생변수들을 사용하였지만, 주가의 움직임만을 가지고 다음
시점의 특정 주가의 가격을 예측하는 테스크는 어렵다고 사료된다. 따라서 외생변수들
과 타겟변수의 관계가 명확한 시계열 데이터를 활용한 추가적인 분석이 진행된다면 더
유의미한 결과를 얻을 수 있을 것이라고 판단된다.
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Dual-Stage Attention for Multivariate
Time-Series Prediction
Hyeonguk Lee
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Recurrent neural network has been widely applied for time-series prediction. How-
ever, the vanishing gradient is still a problem and only few of them select the rel-
evant dependent variables appropriately. In this paper, I propose a bidirectional
encoder-decoder model using dual-stage attention to address above problems. In the
encoder, input attention mechanism extracts relevant dependent variables by refer-
ring the hidden state and cell state from the bidirectional LSTM of previous time
step. In the decoder, attention mechanism is applied on the past values of indepen-
dent variable but it works differently with the first stage (encoder). A bidirectional
LSTM runs through until the defined time step and the hidden state in the decoder
is updated at each time step. The updated hidden state combines with the encoded
input are used as input in the decoder. With the proposed method, the decoder
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can capture the information throughout the encoder. It learns a trend of indepen-
dent variable efficiently and can make better prediction in comparison with other
encoder-decoder models. For the evaluation, Korean stock market 5-minute trading
data is used.
Keywords: Encoder-Decoder, Attention Mechanism, Recurrent Neural Network,
Time-Series Prediction, Finance
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