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BOUNDS ON THE DENSITY OF STATES FOR SCHRO¨DINGER
OPERATORS
JEAN BOURGAIN AND ABEL KLEIN
Abstract. We establish bounds on the density of states measure for Schro¨dinger
operators. These are deterministic results that do not require the existence
of the density of states measure, or, equivalently, of the integrated density of
states. The results are stated in terms of a “density of states outer-measure”
that always exists, and provides an upper bound for the density of states mea-
sure when it exists. We prove log-Ho¨lder continuity for this density of states
outer-measure in one, two, and three dimensions for Schro¨dinger operators,
and in any dimension for discrete Schro¨dinger operators.
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1. Introduction
We study the density of states of the Schro¨dinger operator
H = −∆ + V on L2(Rd), (1.1)
where ∆ is the Laplacian operator and V is a bounded potential. The density of
states measure of an interval gives the “number of states per unit volume” with
energy in the interval; its cumulative distribution function is the integrated density
of states. Finite volume density of states measures, i.e., density of states measures
for restrictions of the Schro¨dinger operator to finite volumes, are always well defined.
The density of states measure is given by appropriate limits of finite volume density
of states measures, when such limits exist. These limits are known to exist for
Schro¨dinger operators where the potential V is in some sense uniform in space (e.g.,
A.K. was supported in part by the NSF under grant DMS-1001509.
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2 JEAN BOURGAIN AND ABEL KLEIN
periodic potentials, ergodic Schro¨dinger operators), but not for general Schro¨dinger
operators. The density of states measure and the corresponding integrated density
of states cannot be defined for general Schro¨dinger operators. For this reason we
introduce the density of states outer-measure, which always exists, and provides
an upper bound for the density of states measure, when it exists. We prove upper
bounds on the density of states outer-measure of small intervals, establishing log-
Ho¨lder continuity in one, two, and three dimensions for Schro¨dinger operators, and
in any dimension for discrete Schro¨dinger operators.
We let
ΛL(x) := x+
]−L2 , L2 [d = {y ∈ Rd; |y − x|∞ < L2 } (1.2)
denote the (open) box of side L centered at x ∈ Rd. By a box ΛL we will mean a
box ΛL(x) for some x ∈ Rd. We write ‖ψ‖ = ‖ψ‖2 for ψ ∈ L2(Rd) or ψ ∈ L2(Λ).
We set V∞ = ‖V ‖∞, the norm of the bounded potential V . By χB we denote
the characteristic function of the set B. Constants such as Ca,b,... will always be
finite and depending only on the parameters or quantities a, b, . . .; they will be
independent of other parameters or quantities in the equation. Note that Ca,b,...
may stand for different constants in different sides of the same inequality.
Given a finite box Λ ⊂ Rd, we let H]Λ and ∆]Λ be the restriction of H and ∆
to L2(Λ) with ] boundary condition, where ] = D (Dirichlet), N (Neumann), or P
(periodic). We define finite volume density of states measures ηΛ,] on Borel subsets
B of Rd by
ηΛ,](B) :=
1
|Λ| tr
{
χB(H
]
Λ)
}
for ] = D,N,P, (1.3)
ηΛ,∞(B) := 1|Λ| tr {χB(H)χΛ} .
Note that for for all Borel subsets B ⊂]−∞, E] we have
ηΛ,](B) ≤ Cd,V∞,E <∞ for ] =∞, D,N, P. (1.4)
Moreover, given f ∈ Cc(R) and δ > 0, there exists L(d, V∞, δ, f) such that for all
L ≥ L(d, V∞, δ, f) and x0 ∈ Rd we have∣∣ηΛL(x0),]1(f)− ηΛL(x0),]2(f)∣∣ ≤ δ for ]1, ]2 =∞, D,N, P. (1.5)
(This can be extracted from [DoIM, see Theorem 3.6, Theorem 6.2, and their
proofs].) The finite volume integrated density of states are the corresponding cu-
mulative distribution functions:
NΛ,](E) := ηΛ,](]−∞, E]). (1.6)
For periodic and ergodic Schro¨dinger operators, density of states measures η]
can be defined as weak limits of the finite volume density of states measures ηΛ,]
for sequences of boxes Λ→ Rd in an appropriate sense. In this case, the integrated
density of states N](E) := η](]−∞, E]) satisfies N](E) = limΛ→Rd NΛ,](E) except
for a countable set of energies. Moreover, they all coincide, so we define the density
of states measure η and the integrated density of states N(E) by η(B) := η](B)
and N(E) := N](E) for ] =∞, D,N, P . (See [KM, PF, CL, DoIM, N].)
Since infinite volume density of states measures and integrated density of states
cannot be defined for general Schro¨dinger operators, we define density of states
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outer-measures on Borel subsets B of Rd by
η∗L,](B) := sup
x∈Rd
ηΛL(x),](B)
η∗] (B) := lim sup
L→∞
η∗L,](B)
, ] =∞, D,N, P. (1.7)
These are always finite on bounded sets in view of (1.4). (They are indeed outer-
measures, so we call them outer-measures for lack of a better name.) Moreover, it
follows from (1.5) that for all E1, E2 ∈ R, E1 ≤ E2, and δ > 0 we have
η∗]1([E1, E2]) ≤ η∗]2([E1 − δ, E2 + δ]) for all ]1, ]2 =∞, D,N, P. (1.8)
We will say that we have continuity of the density of states outer-measure η∗] if
lim
ε→0
η∗] ([E − ε, E + ε]) = 0 for all E ∈ R. (1.9)
In view of (1.8), continuity of η∗] for some value of ] implies continuity of η
∗
] for all
values of ], and we have
η∗∞([E1, E2]) = η
∗
D([E1, E2]) = η
∗
N ([E1, E2]) = η
∗
P ([E1, E2]) (1.10)
for all E1, E2 ∈ R, E1 ≤ E2. In this case we set
η∗([E1, E2]) := η∗] ([E1, E2]) for ] =∞, D,N, P, (1.11)
and say that we have continuity of the density of states outer-measure.
We are ready to state our main result. Note that if the density of states measure
η] exists, we always have
η](B) ≤ η∗] (B) for all Borel sets B ⊂ Rd, (1.12)
and hence continuity of the density of states outer-measure implies continuity of
the integrated density of states
Theorem 1.1. Let H be a Schro¨dinger operator as in (1.1), where d = 1, 2, 3.
Then we have continuity of the density of states outer-measure. Moreover, given
E0 ∈ R, for all E ≤ E0 and ε ≤ 12 we have
η∗ ([E,E + ε]) ≤ Cd,V∞,E0(
log 1ε
)κd , where κ1 = 1, κ2 = 14 , κ3 = 18 . (1.13)
We also prove a similar result for discrete Schro¨dinger operators, i.e., for
H = −∆ + V on `2(Zd), (1.14)
where V is a bounded potential and ∆ is the centered discrete Laplacian,
∆ψ(x) =
∑
y∈Zd; |x−y|=1
ψ(y) for x ∈ Zd. (1.15)
(Our results are still valid if we take ∆ to be any translation invariant finite range
self-adjoint operator on `2(Zd).) In Zd we define the box of side L centered at
x ∈ Zd by
Λ = ΛL(x) =
{
y ∈ Zd; |y − x|∞ ≤ L2
}
, (1.16)
and define finite volume operators H]Λ and ∆
]
Λ as the restriction of H and ∆ to
`2(Λ) with ] boundary condition, where ] = D (Dirichlet, i.e., simple boundary
condition) or P (periodic). We define finite volume density of states measures ηΛ,]
as in (1.3) and density of states outer-measures η∗L,], η
∗
] as in (1.7) for ] =∞, D, P .
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In the discrete case it is easy to see that we also have (1.8), and hence continuity
of η∗] for some value of ] implies (1.10), in which case we define η
∗ as in (1.11).
Theorem 1.2. Let H be a discrete Schro¨dinger operator as in (1.14). Then for
all d = 1, 2, . . . we have continuity of the density of states outer-measure, and for
all E ∈ R and ε ≤ 12 we have
η∗ ([E,E + ε]) ≤ Cd,V∞
log 1ε
. (1.17)
We are not aware of previous results in the generality of Theorems 1.1 and 1.2.
Published results appear to be restricted to cases where we have existence of the
integrated density of states. For periodic potentials, continuity of the the integrated
density of states is equivalent to the nonexistence of eigenvalues, a nontrivial result
proved by Thomas [T]. For ergodic Schro¨dinger operators, continuity of the the
integrated density of states is equivalent to the nonexistence of energies that are
eigenvalues of infinite multiplicity with probability one (see [CL, Lemma V.2.1]).
Although Schro¨dinger operators can have eigenvalues of infinite multiplicity (see
[ThE]), it is hard to imagine how a fixed energy can be an eigenvalue of infinite
multiplicity for almost all realizations of an ergodic Schro¨dinger operator.
Craig and Simon proved log-Ho¨lder continuity (with exponent 1) of the inte-
grated density of states for one-dimensional ergodic Schro¨dinger operators [CrS1]
and for ergodic discrete Schro¨dinger operators in any dimension [CrS2]. Delyon
and Souillard [DS] provided a simple proof of continuity of the integrated density
of states in the discrete case. But continuity of the the integrated density of states
for multi-dimensional (continuous) ergodic Schro¨dinger operators, albeit expected,
has been hard to prove in full generality. It is Problem 14 in [Si2], where it was
called (in 2000) a 15 year old open problem.
For random Schro¨dinger operators continuity of the integrated density of states
follows from a suitable Wegner estimate. The most general result is due to Combes,
Hislop and Klopp [CoHK] that proved that for the Anderson model, both contin-
uous and discrete, we always have continuity of the integrated density of states if
the single-site probability distribution has no atoms. (They show that the inte-
grated density of states has as much regularity as the concentration function of the
single-site probability distribution.) Germinet and Klein [GK2] proved log-Ho¨lder
continuity of the integrated density of states for the continuous Anderson model
with arbitrary single-site probability distribution (e.g., Bernouilli) in the region of
localization. (More precisely, in the region of applicability of the multiscale analy-
sis; the log-Ho¨lder continuity of the integrated density of states is derived from the
conclusions of the multiscale analysis.)
The cases d = 1 and d = 2, 3 of Theorem 1.1 have separate proofs, the proof for
d = 1 being similar to the proof of Theorem 1.2. Note that it suffices to establish
(1.13) and (1.17) with Dirichlet boundary condition (] = D), since we would then
have (1.11). Thus in the following sections we assume Dirichlet boundary condition
and drop it from the notation.
Theorem 1.2 and the d = 1 case of Theorem 1.1 are proved in Section 2; they
are immediate consequences of Theorems 2.2 and 2.3, respectively.
Section 3 is devoted to multi-dimensional Schro¨dinger operators. We start by
studying the local behavior of approximate solutions of the stationary Schro¨dinger
equation in Subsection 3.1; see Theorem 3.1. Solutions of the stationary Schro¨dinger
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equation admit a local decomposition into a homogeneous harmonic polynomial and
a lower order term [HW, B]; in Lemma 3.2 we establish a quantitative version of
this decomposition with explicit estimates of the lower order term. This result
is extended to approximate solutions in Lemma 3.3, implying Theorem 3.1. We
then state and prove Theorem 3.4, a version of Bourgain and Kenig’s quantitative
unique continuation principle [BoK, Lemma 3.10], in which we make explicit the
dependence on the parameters relevant to this article. Finally, in Subsection 3.3
we prove Theorem 3.7, which implies the d = 2, 3 cases of Theorem 1.1.
The restriction to d = 1, 2, 3 in Theorem 1.1 is due to the present form of the
quantitative unique continuation principle (Theorem 3.4), where there is a term Q
4
3
in the exponent on the left hand side of (3.62). If we had Qβ in (3.62), we would be
able to prove Theorem 3.7, and hence Theorem 1.1, for dimensions d < ββ−1 . Since
β = 43 , we get d < 4. It is reasonable to expect that something like Theorem 3.4
holds with β = 1+ (there are no counterexamples for real potentials), in which case
Theorem 1.1 would hold for all d, with κd =
β−d(β−1)
2β =
1
2− for d ≥ 2 in (1.13).
2. Discrete and one-dimensional Schro¨dinger operators
To prove Theorem 1.2 and the d = 1 case of Theorem 1.1, we will select a
class of approximate eigenfunctions for which we establish a global upper bound,
and use Lemma 2.1 to pick an approximate eigenfunction for which we have a
lower bound for the global upper bound. In more detail: Given an energy E,
0 < ε ≤ 12 , and a box Λ, we set P = χ[E,E+ε](HΛ) and consider the linear space
RanP . (Note that ψ ∈ RanP is an approximate eigenfunction for HΛ in the sense
that ‖(HΛL − E)ψ‖ ≤ ε ‖ψ‖.) We select a linear subspace of F of RanP for which
the L∞-norms are uniformly bounded in terms of the L2-norms (a global upper
bound). We then use Lemma 2.1 to pick ψ0 ∈ F for which we have a lower bound
for ‖ψ0‖∞. Comparing this lower bound with the global upper bound yields the
bound on ηΛ ([E,E + ε]).
2.1. A lower bound for the maximal L∞ norm.
Lemma 2.1. Let V be a finite dimensional linear subspace of L∞(Ω,P), where
(Ω,P) is a probability space. Then there exists ψ ∈ V with ‖ψ‖2 = 1 such that
‖ψ‖∞ ≥
√
dimV. (2.1)
This lemma is known to follow immediately from the theory of absolutely sum-
ming operators, but can also be proved by a direct argument. We present both
proofs for completeness.
Proof of Lemma 2.1 using absolutely summing operators. Let Vp denote the linear
space V viewed as subspace of Lp(Ω,P) and let Ip,q be the identity map from Vp to
Vq, with pi2(Ip,q) being its 2-summing norm. (We refer to [DiJA] for the definition
and properties of the 2-summing norm.) Then pi2(I
2,2) =
√
dimV, since it is the
same as the Hilbert-Schmidt norm of I2,2. Factor I2,2 = I2,∞I∞,2, so pi2(I2,2) ≤∥∥I2,∞∥∥pi2(I∞,2) by the the ideal property [DiJA, item 2.4]. Since pi2(I∞,2) ≤ 1
[DiJA, Example 2.9(d)], we have
∥∥I2,∞∥∥ ≥ √dimV, and the lemma follows. 
Proof of Lemma 2.1 (direct proof). Using the the Gelfand-Neumark Theorem (e.g.,
[S, Section 73]) we can assume, without loss of generality, that Ω is a compact
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Hausdorff space and L∞(Ω,P) = C(Ω). Thus V is a finite dimensional linear
subspace of C(Ω) ⊂ L2(Ω,P). Let N = dimV, and pick an orthonormal basis
{φj}Nj=1 for V. In particular,
φ(x, y) :=
N∑
j=1
φj(x)φj(y) ∈ C(Ω2), (2.2)
and we have
N =
∫
Ω
φ(x, x)P(dx) =
∫
Ω
{
φ(x, x)√
φ(x, x)
}2
P(dx) ≤
∫
Ω
max
y∈Ω
{
|φ(x, y)|√
φ(x, x)
}2
P(dx).
(2.3)
Since P is a probability measure, there exists x0 ∈ Ω such that
max
y∈Ω
|φ(x0, y)|√
φ(x0, x0)
≥
√
N. (2.4)
Setting
ψ =
φ(x0, ·)√
φ(x0, x0)
=
1√
φ(x0, x0)
N∑
j=1
φj(x0)φj , (2.5)
we have ψ ∈ V, ‖ψ‖2 = 1, and ‖ψ‖∞ ≥
√
N . 
2.2. Discrete Schro¨dinger operators. Theorem 1.2 is an immediate consequence
of the following theorem.
Theorem 2.2. Let H be a discrete Schro¨dinger operator as in (1.14). Then for
all 0 < ε ≤ 12 and boxes Λ = ΛL with L ≥ Ld,V∞ log 1ε we have
ηΛ ([E,E + ε]) ≤ Cd,V∞
log 1ε
for all E ∈ R. (2.6)
Proof. Let ΛL = ΛL(x0) with x0 ∈ Zd, E ∈ R, and ε ∈]0, 12 ]. We set P =
χ[E,E+ε](HΛL), and note that
‖(HΛL − E)ψ‖∞ ≤ ‖(HΛL − E)ψ‖ ≤ ε ‖ψ‖ for all ψ ∈ RanP, (2.7)
since we have ‖ψ‖∞ ≤ ‖ψ‖ for all ψ ∈ `2(Λ).
We assume
ρ := ηΛL ([E,E + ε]) =
1
|ΛL| trP > 0, (2.8)
since otherwise there is nothing to prove.
We fix R ∈ 2N, R < L, to be selected later, and pick G ⊂ ΛL such that
ΛL =
⋃
y∈G
ΛR(y) and
|ΛL|
|ΛR| ≤ #G ≤ 2d
|ΛL|
|ΛR| . (2.9)
Note that (L− 1)d < |ΛL| =
(
2
⌊
L
2
⌋
+ 1
)d ≤ (L+ 1)d, and |ΛR| = (R+ 1)d. We set
∂2ΛR(y) =
{
x ∈ ΛR(y); |x− y|∞ ∈
{
R
2 ,
R
2 − 1
}}
, (2.10)
and let
∂RΛL =
⋃
y∈G
∂2ΛR(y). (2.11)
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We have
|∂2ΛR(y)| ≤ cdRd−1, so |∂RΛL| ≤ 2dcdRd−1 |ΛL||ΛR| ≤ 2dcd
|ΛL|
R . (2.12)
We take
L > 2
d+1cd
ρ + 2, (2.13)
since otherwise there is nothing to prove for large L, and pick
R ∈
[
2d+1cd
ρ ,
2d+1cd
ρ + 2
)
∩ 2N. (2.14)
We now consider the vector space
F = {ψ ∈ RanP ; ψ(x) = 0 for all x ∈ ∂RΛL} . (2.15)
Since F is the vector subspace of RanP defined by |∂RΛL| linear conditions, it
follows from (2.8), (2.12), and (2.14) that
dimF ≥ ρ |ΛL| − |∂RΛL| ≥ 12ρ |ΛL| ≥ 1. (2.16)
Let ψ ∈ F with ‖ψ‖ = 1. If y ∈ G, it follows from (1.14), (1.15), and (2.7) that if
we know that |ψ(x)| ≤ C for all x with |x− y|∞ = k+ 1, k+ 2, then we must have
|ψ(x)| ≤ CA+ ε for |x− y|∞ = k, where A = 2d− 1 + ‖V − E‖∞. Since ψ(x) = 0
if |x− y|∞ = R2 , R2 − 1, we get
|ψ(x)| ≤ ε∑R2 −2−|x−y|∞j=0 Aj ≤ ε (R2 − 1)AR2 −2 for all x ∈ ΛR−4(y), (2.17)
so |ψ(x)| ≤ ε (R2 − 1)AR2 −2 for all x ∈ ΛR(y). We conclude, using (2.9), that
‖ψ‖∞ ≤ ε
(
R
2 − 1
)
A
R
2 −2. (2.18)
We now use Lemma 2.1, obtaining ψ0 ∈ F , ‖ψ0‖ = 1, such that
‖ψ0‖∞ ≥
√
dimF
|ΛL| ≥
√
1
2ρ. (2.19)
(The volume |ΛL| appears because the measure in Lemma 2.1 is normalized.) Com-
bining (2.18), (2.19), and (2.14) we get√
1
2ρ ≤ ε
(
R
2 − 1
)
A
R
2 −2 ≤ ε 2dcdρ A
2dcd
ρ −1 ≤ ε 2dcdρ A
2dcd
ρ , (2.20)
which implies
ρ ≤ Cd,‖V−E‖∞
log 1ε
, (2.21)
which is valid when (2.14) holds, i.e., L ≥ C ′d,‖V−E‖∞ log
1
ε .
Since σ (HΛL) ⊂ [−2d − V∞, 2d + V∞], we have ηΛL ([E,E + ε]) = 0 unless
|E| ≤ 2d+ V∞ + 12 , so we get (2.6) if L ≥ Ld,V∞ log 1ε . 
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2.3. One-dimensional Schro¨dinger operators. The case d = 1 of Theorem 1.1
is an immediate consequence of the following theorem. Note that one dimensional
boxes are intervals.
Theorem 2.3. Let H be a Schro¨dinger operator as in (1.1) with d = 1. Given
E0 ∈ R, there exists LV∞,E0 such that for all 0 < ε ≤ 12 , open intervals Λ = ΛL
with L ≥ LV∞,E0 log 1ε , and energies E ≤ E0, we have
ηΛ ([E,E + ε]) ≤ CV∞,E0
log 1ε
. (2.22)
Proof. Let Λ = ΛL =]a0, a0 + L[, E ∈ R, ε ∈]0, 12 ]. We set P = χ[E,E+ε](HΛ).
Recall that RanPχΛ ⊂ D(∆Λ) ⊂ C1(Λ) since d = 1, and note that
‖(HΛ − E)ψ‖ ≤ ε ‖ψ‖ for all ψ ∈ RanP. (2.23)
Given 0 < R < L, set aj = a0 + jR for j = 1, 2, . . . ,
⌈
L
R
⌉− 1. We introduce the
vector space
FR :=
{
ψ ∈ RanP ; ψ(aj) = ψ′(aj) = 0 for j = 1, 2, . . . ,
⌈
L
R
⌉
− 1
}
. (2.24)
Given ψ ∈ FR and j = 1, . . . ,
⌈
L
R
⌉ − 1, it follows from Gronwall’s inequality (see
[Ho]), ψ(aj) = ψ
′(aj) = 0, and (2.23) that for all x ∈]aj −R, aj +R[∩Λ we have
|ψ(x)| ≤ eK|x−aj |
∣∣∣∣∣
∫ x
aj
e−K|y−aj | |(HΛ − E)ψ(y)| dy
∣∣∣∣∣ ≤ (2K)− 12 eKRε ‖ψ‖ , (2.25)
where K = 1+‖V − E‖∞. Since Λ is the union of these intervals, we conclude that
‖ψ‖∞ ≤ (2K)−
1
2 eKRε ‖ψ‖ for all ψ ∈ FR. (2.26)
We now assume that
ρ := ηΛL ([E,E + ε]) =
1
L trP >
4
L , (2.27)
since otherwise there is nothing to prove for large L.. Taking R = 4ρ , it follows from
(2.27) that
dimFR ≥ ρL− 2
(⌈
L
R
⌉− 1) ≥ ρL− 2LR = 12ρL > 1. (2.28)
Applying Lemma 2.1, we obtain ψ0 ∈ FR, ψ0 6= 0, such that
‖ψ0‖∞ ≥
√
dimFR
L
‖ψ0‖ ≥
√
1
2ρ ‖ψ0‖ . (2.29)
It follows from (2.26) and (2.29) that√
1
2ρ ≤ (2K)−
1
2 eKRε = (2K)
− 12 e
4K
ρ ε. (2.30)
Thus, we get
ρ ≤ 8K
log 1ε
, (2.31)
if L > 4ρ ≥
log 1ε
2K .
Since σ (HΛ) ⊂ [−V∞,∞[, we have ηΛ ([E,E + ε]) = 0 unless E ≥ −V∞ − 12 .
Thus, given E0 ∈ R, there exists LV∞,E0 such that, for all 0 < ε ≤ 12 , open intervals
Λ = ΛL with L ≥ LV∞,E0 log 1ε , and energies E ≤ E0, we have (2.22). 
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3. Multi-dimensional Schro¨dinger operators
To prove Theorem 1.1 for d = 2, 3, we will select a class of approximate eigen-
functions for which we can establish uniform local upper bounds, and pick an
approximate eigenfunction for which we have a global lower bound for the global
upper bound. The local upper bounds will come from the local behavior of approx-
imate solutions of the stationary Schro¨dinger equation (Theorem 3.1); the global
upper bound will come from the quantitative unique continuation principle (Theo-
rem 3.4).
Given x ∈ Rd and δ > 0, we set B(x, δ) := {y ∈ Rd; |y − x| < δ}.
3.1. Local behavior of approximate solutions of the stationary Schro¨dinger
equation.
Theorem 3.1. Let Ω ⊂ Rd be an open subset, where d = 2, 3, . . ., and fix a real
valued function W ∈ L∞(Ω), Let B(x0, r0) ⊂ Ω for some x0 ∈ Rd and r0 > 0.
Suppose F is a linear subspace of H2(Ω) such that
‖(−∆ +W )ψ‖L∞(B(x0,r0)) ≤ CF ‖ψ‖L2(Ω) for all ψ ∈ F . (3.1)
Then there exist constants γd > 0 and 0 < r1 = r1 (d,W∞) < r0, where W∞ =
‖W‖L∞(Ω), with the property that for all N ∈ N there is a linear subspace FN of
F , with
dimFN ≥ dimF − γdNd−1, (3.2)
such that for all ψ ∈ FN we have
|ψ(x)| ≤
(
CN
2
d,W∞,r1 |x− x0|N+1 + CF
)
‖ψ‖L2(Ω) for all x ∈ B(x0, r1). (3.3)
We take d = 2, 3, . . ., and set N0 = {0} ∪ N. We consider sites x ∈ Rd, partial
derivatives ∂j =
∂
∂xj
for j = 1, 2, . . . , d, multi-indices α ∈ Nd0, and set
xα =
d∏
j=1
x
αj
j , D
α =
d∏
j=1
∂
αj
j , |α| =
d∑
j=1
|αj | , α! =
d∏
j=1
αj !. (3.4)
We let H(d)m = Hm(Rd) denote the vector space of homogenous harmonic polyno-
mials on Rd of degree m ∈ N0, and recall that [ABR, Proposition 5.8 and exercises]
we have dimH(d)0 = 1, dimH(d)1 = d, and, for m = 2, 3, . . .,
dimH(d)m =
(
d+m− 1
d− 1
)
−
(
d+m− 3
d− 1
)
. (3.5)
In particular, we have
dimH(2)m = 2 and dimH(3)m = 2m+ 1 for m = 2, 3, . . . , (3.6)
and dimH(d)m < dimH(d)m+1 for d > 2. Moreover
lim
m→∞
dimH(d)m
md−2
=
2
(d− 2)! for d ≥ 2. (3.7)
We also define H(d)≤N =
⊕N
m=0H(d)m , the vector space of harmonic polynomials on
Rd of degree ≤ N . It follows from (3.7) that for d = 2, 3, . . . there exists a constant
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γd > 0 such that
dimH(d)≤N =
N∑
m=0
dimH(d)m ≤ γdNd−1 for all N ∈ N. (3.8)
Let
Φ(x) = Φd(x) :=
{
(d(d− 2)ωd)−1 |x|−d+2 if d = 3, 4, . . .
− 12pi log |x| if d = 2
. (3.9)
Φ(x) is the fundamental solution to Laplace’s equation; ωd denotes the volume of
the unit ball in Rd. In particular,
−∆Φ(x) = δ(x) on Rd, (3.10)
and
|DαΦ(x)| ≤ Cd,|α| |x|−d+2−|α| . (3.11)
Given Ω = B(x, r) for some x ∈ Rd and r > 0 and W ∈ L∞(Ω) real valued, we
set W∞ = ‖W‖L∞(Ω), and consider the the stationary Schro¨dinger equation
−∆φ+Wφ = 0 a.e. on Ω. (3.12)
We let E0(Ω) = E0(Ω,W ) denote the vector subspace formed by solutions φ ∈
H2(Ω). We define linear subspaces
EN (Ω) =
{
φ ∈ E0(Ω); lim sup
x→x0
|φ(x)|
|x−x0|N <∞
}
for N ∈ N. (3.13)
Note that E1(Ω) = {φ ∈ E0(Ω); φ(x0) = 0}, EN (Ω) ⊃ EN+1(Ω) for all N ∈ N0, and
∩∞N=0EN (Ω) = {0} by the unique continuation principle.
A solution of the equation (3.12) admits a local decomposition into a homoge-
neous harmonic polynomial and a lower order term [HW, B]. The following lemma
is a quantitative version of this decomposition; it gives an explicit estimate of the
lower order term.
Lemma 3.2. Let Ω = B(x0, 3r0) for some x0 ∈ Rd and r0 > 0, d = 2, 3, . . ., and
fix a real valued function W ∈ L∞(Ω). For all N ∈ N0 there exists a linear map
Y
(Ω)
N : EN (Ω)→ H(d)N such that for all φ ∈ EN (Ω) we have∣∣∣φ(x)− (Y (Ω)N φ) (x− x0)∣∣∣ (3.14)
≤ r− d20
(
r−10 C˜d,r20W∞
)N+1 (
16
3
) (N+1)(N+2)
2 ((N + 1)!)
d−2 |x− x0|N+1 ‖φ‖L2(Ω)
for all x ∈ B(x0, r02 ). As a consequence, for all N ∈ N0 we have
EN+1(Ω) = kerY (Ω)N and dim EN+1(Ω) ≥ dim EN (Ω)− dimH(d)N . (3.15)
In particular, if J is a vector subspace of E0(Ω) we have
dimJ ∩ EN+1(Ω) ≥ dimJ − γdNd−1 for all N ∈ N, (3.16)
where γd is the constant in (3.8).
Proof. We prove the lemma for Ω = B(0, 3); the general case then follows by
translating and dilating. We set Ω′ = B
(
0, 32
)
, and note that φ ∈ E0 (En = En(Ω))
satisfies elliptic regularity estimates:
‖φ‖L∞(Ω′) ≤ Cd,W∞ ‖φ‖L2(Ω) , (3.17)
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‖∇φ‖L∞(B(0,1)) ≤ Cd,W∞ ‖φ‖L∞(Ω′) . (3.18)
The estimate (3.17) follows immediately from [GiT, Theorem 8.17]. If we knew
φ ∈ C2(Ω)∩E0, the estimate (3.18) would follow directly from [GiT, Theorem 8.32].
To prove (3.18) for arbitrary φ ∈ E0, we fix a mollifier α ∈ C∞(Rd) (i.e., α ≥ 0,∫
α(x) dx = 1, suppα ⊂ B(0, 1)), let αn(x) = ndα(nx) for n ∈ N, and define
φn = αn ∗ φ on Rd. (We extend φ to Rd by φ(x) = 0 for x /∈ Ω.) We have
φn ∈ C∞(Rd) and φn → φ in H2 (Ω′). (See [GiT, Chapter 7].) Since φ ∈ E0, we
have
−∆φn = αn ∗ (−∆)φ = αn ∗ ((−∆ +W )φ)− αn ∗ (Wφ) = −αn ∗ (Wφ) on Ω′.
(3.19)
In addition, setting Ω′′ = B(0, 54 ), taking n ≥ 4, and using Young’s inequality for
convolutions, we have
‖φn‖L∞(Ω′′) ≤ ‖φ‖L∞(Ω′) , (3.20)
‖(−∆ +W )φn‖L∞(Ω′′) ≤ ‖αn ∗ (Wφ)‖L∞(Ω′′) + ‖Wφn‖L∞(Ω′′) ≤ 2W∞ ‖φ‖L∞(Ω′) .
Appealing to [GiT, Theorem 8.32], and using (3.20), we get
‖∇φn‖L∞(B(0,1)) ≤ Cd,W∞
(
‖φn‖L∞(Ω′′) + ‖(−∆ +W )φn‖L∞(Ω′′)
)
(3.21)
≤ C ′d,W∞ ‖φ‖L∞(Ω′) for n ≥ 4.
Since we can find a subsequence φnk such that ∇φnk → ∇φ a.e. on Ω′, (3.18)
follows from (3.21).
Given φ ∈ E0 we consider its Newtonian potential given by
ψ(x) = −
∫
Ω′
W (y)φ(y)Φ(x− y) dy for x ∈ Rd. (3.22)
In view of (3.17), we have
|ψ(x)| ≤W∞ ‖φ‖L∞(Ω′) ‖Φ‖L1(Ω) ≤ Cd,W∞W∞ ‖φ‖L2(Ω) for all x ∈ Ω′. (3.23)
It follows from (3.10) that ∆ψ = Wφ weakly in Ω′. Thus, letting h = φ − ψ
we have ∆h = 0 weakly in Ω′, so we conclude that h is a harmonic function in
Ω′ ⊃ B(0, 1). In particular (see [ABR, Corollary 5.34 and its proof]), h is real
analytic in Ω′ and
h(x) =
∞∑
m=0
pm(x) for all x ∈ B(0, 1), (3.24)
where pm ∈ H(d)m for all m = 0, 1, . . ., and for m = 1, 2, . . . we have
|pm(x)| ≤ Cdmd−2 |x|m sup
y∈∂B(0,1)
|h(y)| for all x ∈ B(0, 1). (3.25)
In addition, it follows from the mean value property that for all y ∈ ∂B(0, 1) we
have
|h(y)| ≤ 1|B(y, 12 )|
∫
B(y, 12 )
|h(y′)| dy′ ≤ Cd,W∞ ‖φ‖L2(Ω) , (3.26)
using (3.17) and (3.23). Thus, for all m = 1, 2, . . . it follows from (3.25) that
|pm(x)| ≤ Cd,W∞md−2‖φ‖L2(Ω) |x|m for all x ∈ B(0, 1). (3.27)
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Setting hN =
∑N
m=0 pm(x) ∈ H(d)≤N , it follows that
|h(x)− hN (x)| ≤ Cd,W∞‖φ‖L2(Ω)(N + 1)d−2 |x|N+1 for all x ∈ B
(
0, 12
)
.
(3.28)
For each y ∈ Rd \ {0} we consider Φy(x) = Φ(x − y), a harmonic function on
Rd \ {y}. In particular, Φy(x) is real analytic in B(0, |y|), so, defining
Jm(x, y) =
∑
α∈Nd0 , |α|=m
1
α!D
αΦ(y)xα for x ∈ Rd, (3.29)
we have (see [ABR])
Φ(x− y) = Φy(x) =
∞∑
m=0
Jm(x, y) for all x ∈ B(0, |y|), (3.30)
the series converging absolutely and uniformly on compact subsets of B(0, |y|).
Moreover, Jm(·, y) ∈ H(d)m , and for all y ∈ Zd and m = 1, 2, . . . we have (see [ABR,
Corollary 5.34 and its proof]) that
|Jm(x, y)| ≤ Cdmd−2
(
4|x|
3|y|
)m
sup
x′∈∂B
(
0,
3
4 |y|
) |Φy(x′)| ≤ Cdmd−2
(
4|x|
3|y|
)m
Φ(y4 ),
(3.31)
for all x ∈ B (0, 34 |y|). Setting Φy,N (x) = ∑Nm=0 Jm(x, y) ∈ H(d)≤N , it follows that
for x ∈ B(0, 12 |y|) we have
|Φy(x)−Φy,N (x)| ≤ Cd(N + 1)d−2
(
4|x|
3|y|
)N+1
Φ(y4 ). (3.32)
We now proceed by induction. We define Y0 : E0 → H(d)0 by Y0φ = φ(0). Given
φ ∈ E0, it follows from the mean value theorem and the elliptic regularity estimates
(3.17) and (3.18) that
|φ(x)− φ(0)| ≤ sup
y∈B(0,1)
|∇φ(y)| |x| ≤ Cd,W∞‖φ‖L2(Ω) |x| for x ∈ B(0, 1).
(3.33)
Thus the lemma holds for N = 0.
We now let N ∈ N and suppose that the lemma is valid for N − 1. If φ ∈ EN , it
follows that φ ∈ EN−1 with YN−1φ = 0, so by the induction hypothesis
|φ(x)| ≤ CN‖φ‖L2(Ω) |x|N for all x ∈ B
(
0, 12
)
, (3.34)
where
CN = C˜
N
d,W∞
(
16
3
)N(N+1)
2 (N !)
d−2
. (3.35)
Using (3.31) and (3.34), we define
ψN (x) = −
∫
Ω′
W (y)φ(y)Φy,N (x) dy ∈ H(d)≤N . (3.36)
We fix x ∈ B (0, 12) and estimate
|ψ(x)− ψN (x)| ≤W∞
∫
Ω′
|φ(y)| |Φy,>N (x)| dy, (3.37)
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where Φy,>N (x) = Φy(x)−Φy,N (x). Appealing to (3.32) and (3.34), we get∫
B(0,
1
2 )\B(0,2|x|)
|φ(y)| |Φy,>N (x)| dy ≤ CdCN ‖φ‖L2(Ω) (N + 1)d−2
(
4
3
)N+1 |x|N+1 .
(3.38)
If y /∈ B(0, 2 |x|) we have |y| ≥ 2 |x| ≥ 1, and hence, using (3.32),∫
Ω′\
(
B(0,2|x|)∪B(0, 12 )
) |φ(y)| |Φy,>N (x)| dy (3.39)
≤ Cd(N + 1)d−2
(
4
3
)N+1
Φ( 14 ) |x|N+1
∫
Ω′
|φ(y)| dy
≤ Cd(N + 1)d−2
(
4
3
)N+1 |x|N+1 ‖φ‖L2(Ω).
Using (3.31) and (3.34), we get∫
B(0,
1
2 )∩B(0,2|x|)
|φ(y)| |Φy,>N (x)| dy (3.40)
≤ CN‖φ‖L2(Ω)
∫
B(0,
1
2 )∩B(0,2|x|)
|y|N |Φy,>N (x)| dy
≤ CN‖φ‖L2(Ω)
∫
B(0,
1
2 )∩B(0,2|x|)
|y|N |Φ(x− y)| dy
+ CdCN‖φ‖L2(Ω)
N∑
m=0
md−2
(
4
3 |x|
)m ∫
B(0,
1
2 )∩B(0,2|x|)
|y|N−m ∣∣Φ(y4 )∣∣ dy
≤ CdCN‖φ‖L2(Ω)
(
1 +Nd−2
(
4
3
)N+1) |x|N+1 ,
where we used |x− y| ≤ 3 |x| for y ∈ B(0, 2 |x|). (Note that we get |x|N+2 if d ≥ 3
and |x|(N+2)− if d = 2.) Also using (3.31), we get∫
Ω′\B(0, 12 )
|φ(y)| |Φy,>N (x)| dy ≤
∫
Ω′\B(0, 12 )
|φ(y)| |Φ(x− y)| dy (3.41)
+ Cd
N∑
m=0
md−2
(
4
3 |x|
)m ∫
Ω′\B(0, 12 )
|φ(y)| |y|−m ∣∣Φ(y4 )∣∣ dy
≤ Cd‖φ‖L2(Ω)
(
1 +Nd−2
(
4
3
)N+1)
,
where we used |x| ≤ 12 . Since |x| > 14 if y ∈ B(0, 2 |x|) \B(0, 12 ), we obtain∫
(Ω′∩B(0,2|x|))\B(0, 12 )
|φ(y)| |Φy,>N (x)| dy (3.42)
≤ Cd‖φ‖L2(Ω)
(
1 +Nd−2
(
16
3
)N+1) |x|N+1 .
Putting together (3.37), (3.38), (3.39), (3.40), and (3.42), we conclude that for all
x ∈ B(0, 12 ) we have (CN ≥ 1)
|ψ(x)− ψN (x)| ≤ CdCNW∞(N + 1)d−2
(
16
3
)N+1 |x|N+1 ‖φ‖L2(Ω). (3.43)
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We now define YNφ = hN + ψN ∈ H(d)N . Since φ = h+ ψ, for all x ∈ B
(
0, 12
)
it
follows from (3.28), (3.43), and (3.35), that
|φ(x)− (YNφ) (x)| ≤ |h(x)− hN (x)|+ |ψ(x)− ψN (x)| (3.44)
≤ (Cd,W∞ + CdW∞CN ) (N + 1)d−2
(
16
3
)N+1 |x|N+1 ‖φ‖L2(Ω)
≤ C˜d,W∞CN (N + 1)d−2
(
16
3
)N+1 |x|N+1 ‖φ‖L2(Ω)
≤ C˜d,W∞
(
C˜Nd,W∞
(
16
3
)N(N+1)
2 (N !)
d−2
)
(N + 1)d−2
(
16
3
)N+1 |x|N+1 ‖φ‖L2(Ω)
≤ C˜N+1d,W∞
(
16
3
) (N+1)(N+2)
2 ((N + 1)!)d−2 |x|N+1 ‖φ‖L2(Ω),
by choosing the constant C˜d,W∞ in (3.35) large enough. This completes the induc-
tion.
The lemma is proven, as (3.15) is an immediate consequence of (3.14), and (3.16)
follows from (3.15) and (3.8). 
Theorem 3.1 is an immediate consequence from the following lemma.
Lemma 3.3. Let Ω ⊂ Rd be an open subset, where d = 2, 3, . . ., and fix a real
valued function W ∈ L∞(Ω). Let B(x0, r1) ⊂ Ω for some x0 ∈ Rd and r1 > 0.
Suppose F is a linear subspace of H2(Ω) such that
‖(−∆ +W )ψ‖L∞(B(x0,r1)) ≤ CF ‖ψ‖L2(Ω) for all ψ ∈ F . (3.45)
Then there exists 0 < r2 = r2 (d,W∞) < r1, where W∞ = ‖W‖L∞(Ω), with the
property that for all r ∈]0, r2] there is a linear map Zr : F → E0(B(x0, r)) such that
‖ψ − Zrψ‖L∞(B(x0,r)) ≤ Cd,rCF ‖ψ‖L2(Ω) where limr→0Cd,r = 0. (3.46)
As a consequence, for all N ∈ N there is a vector subspace FN of F , with
dimFN ≥ dimF − γdNd−1, (3.47)
where γd is the constant in (3.8), such that for all ψ ∈ FN we have
|ψ(x)| ≤
(
ĈN+1d,W∞,r1((N + 1)!)
d−2 3N
2 |x− x0|N+1 + CF
)
‖ψ‖L2(Ω) (3.48)
≤
(
CN
2
d,W∞,r1 |x− x0|N+1 + CF
)
‖ψ‖L2(Ω)
for all x ∈ B(x0, r24 ).
Proof. It suffices to consider x0 = 0. We set Br = B(0, r). Given 0 < r < r1 and
ψ ∈ F , we define Zrψ ∈ E0(Br) as the unique solution φ ∈ H2(Br) to the Dirichlet
problem on Br given by {
−∆φ+Wφ = 0 on Br
φ = ψ on ∂Br
. (3.49)
This map is well defined in view of [GiT, Theorem 8.3] and is clearly a linear map.
To prove (3.46) we will use the Green’s function Gr(x, y) for the ball Br. We
recall that, abusing the notation by writing Φ(|x|) instead of Φ(x) (see [GiT, Sec-
tion 2.5]; note that with our definition Φ(x) = −Γ(|x|)),
Gr(x, y) =
{
Φ(|x− y|)−Φ
(
|y|
r
∣∣∣x− r2|y|2 y∣∣∣) if y 6= 0
Φ(|x|)−Φ(r) if y = 0
. (3.50)
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Using Green’s representation formula [GiT, Eq. (2.21)] for ψ and Zrψ, for all x ∈ Br
we have
ψ(x) = −
∫
∂Br
ψ(ζ)∂νGr(x, ζ)dS(ζ)−
∫
Br
W (y)ψ(y)Gr(x, y)dy (3.51)
+
∫
Br
(−∆ +W (y))ψ(y)Gr(x, y)dy,
Zrψ(x) = −
∫
∂Br
ψ(ζ)∂νGr(x, ζ)dS(ζ)−
∫
Br
W (y)Zrψ(y)Gr(x, y)dy, (3.52)
where dS denotes the surface measure and ∂ν is the normal derivative. Since by an
explicit calculation we have, with p2 = 2 and pd =
d−1
d−2 for d ≥ 3, that for all x ∈ Br
‖Gr(x, ·)‖L1(Br) ≤ C ′dr
d(pd−1)
pd ‖Gr(x, ·)‖Lpd (Br) ≤ Cdr
d(pd−1)
pd , (3.53)
it follows that
‖ψ − Zrψ‖L∞(Br) (3.54)
≤ Cdr
d(pd−1)
pd
(
W∞ ‖ψ − Zrψ‖L∞(Br) + ‖(−∆ +W )ψ‖L∞(Br)
)
.
Selecting r2 ∈]0, r1[ such that Cdr
d(pd−1)
pd
2 (1 + W∞) ≤ 12 , and using (3.45), we get
(3.46).
Now let J = RanZr2 , a linear subspace of E0(Br2); note that
dimJ + dim kerZr2 = dimF . (3.55)
We set JN = J ∩EN+1(Br2) and FN = Z−1r2 (JN ). It follows from (3.16) and (3.55)
that
dimFN = dim kerZr2 + dimJN ≥ dimF − γdNd−1. (3.56)
If ψ ∈ FN , we have Zr2ψ ∈ EN+1(Br2) and
‖ψ‖L∞(Br2 ) ≤ ‖ψ − Zr2ψ‖L∞(Br2 ) + ‖Zr2ψ‖L∞(Br2 ) , (3.57)
so (3.48) follows from (3.46) and (3.14). 
3.2. A quantitative unique continuation principle for approximate so-
lutions of the stationary Schro¨dinger equation. We state and prove a a
version of Bourgain and Kenig’s quantitative unique continuation principle [BoK,
Lemma 3.10], in which we make explicit the dependence on the parameters relevant
to this article. We give a proof following [GK2, Theorem A.1].
Given subsets A and B of Rd, and a function ϕ on set B, we set ϕA := ϕχA∩B .
In particular, given x ∈ Rd and δ > 0 we write ϕx,δ := ϕB(x,δ).
Theorem 3.4. Let Ω be an open subset of Rd and consider a real measurable
function V on Ω with ‖V ‖∞ ≤ K < ∞. Let ψ ∈ H2(Ω) be real valued and let
ζ ∈ L2(Ω) be defined by
−∆ψ + V ψ = ζ a.e. on Ω. (3.58)
Let Θ ⊂ Ω be a bounded measurable set where ‖ψΘ‖2 > 0. Set
Q(x,Θ) := sup
y∈Θ
|y − x| for x ∈ Ω. (3.59)
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Consider x0 ∈ Ω \Θ such that
Q = Q(x0,Θ) ≥ 1 and B(x0, 6Q+ 2) ⊂ Ω. (3.60)
Then, given
0 < δ ≤ min{dist (x0,Θ) , 124} , (3.61)
we have(
δ
Q
)m(1+K 23 )(Q 43 +log ‖ψΩ‖2‖ψΘ‖2) ‖ψΘ‖22 ≤ ‖ψx0,δ‖22 + δ2 ‖ζΩ‖22 , (3.62)
where m > 0 is a constant depending only on d.
We we will apply this theorem with δ  1 Q.
The proof of this theorem is based on the the Carleman-type inequality estimate
given in [BoK, Lemma 3.15], [EV, Theorem 2], We state it as in [GK2, Lemma A.5].
Lemma 3.5. Given % > 0, the function w%(x) = ϕ(
1
% |x|) on Rd, where ϕ(s) :=
s e−
∫ s
0
1−e−t
t dt, is a strictly increasing continuous function on [0,∞[, C∞ on ]0,∞[,
satisfying
1
C1%
|x| ≤ w%(x) ≤ 1% |x| for x ∈ B(0, %), where C1 = ϕ(1)−1 ∈]2, 3[. (3.63)
Moreover, there exist positive constants C2 and C3, depending only on d, such
that for all α ≥ C2 and all real valued functions f ∈ H2(B(0, %)) with supp f ⊂
B(0, %) \ {0} we have
α3
∫
Rd
w−1−2α% f
2 dx ≤ C3 %4
∫
Rd
w2−2α% (∆f)
2 dx. (3.64)
Proof of Theorem 3.4. Let x0 ∈ Ω \Θ satisfy (3.60), where C1 is defined in (3.63).
For convenience we may assume x0 = 0, in which case Θ ⊂ B(0, 2C1Q), and take
Ω = B(0, %), where % = 2C1Q+ 2.
Let δ be as in (3.61), and fix a function η ∈ C∞c (Rd) given by η(x) = ξ(|x|),
where ξ is an even C∞ function on R, 0 ≤ ξ ≤ 1, such that
ξ(s) = 1 if 3δ4 ≤ |s| ≤ 2C1Q, ξ(s) = 0 if |s| ≤ δ4 or |s| ≥ 2C1Q+ 1, (3.65)∣∣∣ξ(j)(s)∣∣∣ ≤ ( 4δ )j if |s| ≤ 3δ4 , ∣∣∣ξ(j)(s)∣∣∣ ≤ 2j if |s| ≥ 2C1Q, j = 1, 2.
Note that |∇η(x)| ≤ √d |ξ′(|x|)| and |∆η(x)| ≤ d |ξ′′(|x|)|.
We will now apply Lemma 3.5 to the function ηψ. In what follows C1, C2, C3
are the constants of Lemma 3.5, which depend only on d. By Cj , j = 4, 5, . . ., we
will always denote an appropriate nonzero constant depending only on d.
Given α ≥ C2 > 1 (without loss of generality we take C2 > 1), it follows from
(3.64) that
α3
3C3%4
∫
Rd
w−1−2α% η
2ψ2 dx ≤ 13
∫
Rd
w2−2α% (∆(ηψ))
2 dx ≤
∫
Rd
w2−2α% η
2(∆ψ)2 dx
+ 4
∫
supp∇η
w2−2α% |∇η|2 |∇ψ|2 dx+
∫
supp∇η
w2−2α% (∆η)
2ψ2 dx, (3.66)
where supp∇η ⊂ { δ4 ≤ |x| ≤ 3δ4 } ∪ {2C1Q ≤ |x| ≤ 2C1Q+ 1}.
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Using (3.58), recalling ‖V ‖∞ ≤ K, and noting that w% ≤ 1 on supp η, we get∫
Rd
w2−2α% η
2(∆ψ)2 dx ≤ 2K2
∫
Rd
w−1−2α% η
2ψ2 dx+ 2
∫
Rd
w2−2α% η
2ζ2 dx. (3.67)
We take
α0 := αρ
− 43 ≥ C4
(
1 +K
2
3
)
, (3.68)
ensuring α > C2 and
α3
3C3%4
=
α30
3C3
≥ 6K2. (3.69)
As a consequence, using (3.63) and recalling (3.59), we obtain∫
Rd
w−1−2α% η
2ψ2 dx ≥
(
%
Q
)1+2α
‖ψΘ‖22 ≥ (2C1)1+2α ‖ψΘ‖22 . (3.70)
Combining (3.66), (3.67), (3.69), and (3.70), we conclude that
2α30
9C3
(2C1)
1+2α ‖ψΘ‖22 ≤ 4
∫
supp∇η
w2−2α% |∇η|2 |∇ψ|2 dx (3.71)
+
∫
supp∇η
w2−2α% (∆η)
2ψ2 dx+ 2
∫
supp η
w2−2α% η
2ζ2 dx.
We have∫
{2C1Q≤|x|≤2C1Q+1}
w2−2α%
(
4 |∇η|2 |∇ψ|2 + (∆η)2ψ2
)
dx (3.72)
≤ 4d2
(
C1%
2C1Q
)2α−2 ∫
{2C1Q≤|x|≤2C1Q+1}
(
4 |∇ψ|2 + ψ2
)
dx
≤ C5
(
5
4C1
)2α−2 ∫
{2C1Q−1≤|x|≤2C1Q+2}
(
ζ2 + (1 +K)ψ2
)
dx
≤ C5
(
5
4C1
)2α−2 (‖ζΩ‖22 + (1 +K) ‖ψΩ‖22) ,
where we used an interior estimate (e.g., [GK1, Lemma A.2]). Similarly,∫
{ δ4≤|x|≤ 3δ4 }
w2−2α%
(
4 |∇η|2 |∇ψ|2 + (∆η)2ψ2
)
dx (3.73)
≤ 16d2δ−2 (4δ−1C1%)2α−2 ∫{ δ4≤|x|≤ 3δ4 }
(
4 |∇ψ|2 + ψ2
)
dx
≤ C6δ−2
(
4δ−1C1%
)2α−2 ∫
{|x|≤δ}
(
ζ2 + (K + δ−2)ψ2
)
dx
≤ C6δ−2
(
16δ−1C21Q
)2α−2 (‖ζΩ‖22 + (K + δ−2) ‖ψ0,δ‖22) .
In addition,∫
supp η
w2−2α% η
2ζ2 dx ≤ (4δ−1C1%)2α−2 ‖ζΩ‖22 ≤ (16δ−1C21Q)2α−2 ‖ζΩ‖22 . (3.74)
Thus, if we have
α30
(
8
5
)2α ‖ψΘ‖22 ≥ C7(1 +K) ‖ψΩ‖22 , (3.75)
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we obtain
C5
(
5
4C1
)2α−2
(1 +K) ‖ψΩ‖22 ≤ 12
2α30
9C3
(2C1)
1+2α ‖ψΘ‖22 , (3.76)
so we conclude that
α30
9C3
(2C1)
1+2α ‖ψΘ‖22 ≤ C8δ−2
(
16δ−1C21Q
)2α−2 (
(K + δ−2) ‖ψ0,δ‖22 + ‖ζΩ‖22
)
,
(3.77)
where we used (3.61). Thus,
α30Q
2
(
(8C1Q)
−1
δ
)2α
‖ψΘ‖22 ≤ C9
(
(K + δ−2) ‖ψ0,δ‖22 + ‖ζΩ‖22
)
, (3.78)
which implies
α30Q
4
(
δ
Q
)4α+4
‖ψΘ‖22 ≤ C10
(
(1 +K) ‖ψ0,δ‖22 + δ2 ‖ζΩ‖22
)
, (3.79)
since δQ ≤ 124 < 18C1 by (3.61).
We now choose α. Requiring (3.68), to satisfy (3.75) it suffices to also require
α ≥ C11
(
1 + log
‖ψΩ‖2
‖ψΘ‖2
)
. (3.80)
Thus we can satisfy (3.68) and (3.75) by taking
α = C12
(
1 +K
2
3
)(
Q
4
3 + log
‖ψΩ‖2
‖ψΘ‖2
)
. (3.81)
Combining with (3.79), and recalling Q ≥ 1, we get
(
1 +K
2
3
)3( δ
Q
)C13(1+K 23 )(Q 43 +log ‖ψΩ‖2‖ψΘ‖2) ‖ψΘ‖22 (3.82)
≤ C14
(
(1 +K) ‖ψ0,δ‖22 + δ2 ‖ζΩ‖22
)
,
and hence,(
δ
Q
)m(1+K 23 )(Q 43 +log ‖ψΩ‖2‖ψΘ‖2) ‖ψΘ‖22 ≤ ‖ψ0,δ‖22 + δ2 ‖ζΩ‖22 , (3.83)
where m > 0 is a constant depending only on d. 
We will apply Theorem 3.4 to approximate eigenfunctions of Schro¨dinger opera-
tors defined on a box Λ with Dirichlet boundary condition. In this case the second
condition in (3.60) seems to restrict the application of Theorem 3.4 to sites x0 ∈ Λ
sufficiently far away from the boundary of Λ. But, as noted in [GK2, Corollary A.2],
in this case Theorem 3.4 can be extended to sites near the boundary of Λ as in the
following corollary.
Corollary 3.6. Consider the Schro¨dinger operator HΛ := −∆Λ + V on L2(Λ),
where Λ = ΛL(x0) is the open box of side L > 0 centered at x0 ∈ Rd, ∆Λ is
the Laplacian with either Dirichlet or periodic boundary condition on Λ, and V
a is bounded potential on Λ with ‖V ‖∞ ≤ K < ∞. Let ψ ∈ D(∆Λ) and fix a
bounded measurable set Θ ⊂ Λ where ‖ψΘ‖2 > 0. Set Q(x,Θ) := supy∈Θ |y − x|
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for x ∈ Λ, and consider x0 ∈ Λ \ Θ such that Q = Q(x0,Θ) ≥ 1. Then, given
0 < δ ≤ min{dist (x0,Θ) , 124} such that B(x0, δ) ⊂ Λ, we have(
δ
Q
)m(1+K 23 )(Q 43 +log ‖ψ‖2‖ψΘ‖2) ‖ψΘ‖22 ≤ ‖ψx0,δ‖22 + δ2 ‖HΛψ‖22 , (3.84)
where m > 0 is a constant depending only on d.
This corollary is proved exactly as [GK2, Corollary A.2].
3.3. Two and three dimensional Schro¨dinger operators.
Theorem 3.7. Let H be a Schro¨dinger operator as in (1.1), where d = 2, 3. Given
E0 ∈ R, there exists Ld,V∞,E0 such that for all 0 < ε ≤ 12 , open boxes Λ = ΛL with
L ≥ Ld,V∞,E0
(
log 1ε
) 3
8 , and energies E ≤ E0, we have
ηΛ ([E,E + ε]) ≤ Cd,V∞,E0(
log 1ε
) 4−d
8
. (3.85)
Proof. We fix ε ∈]0, 12 ], let L ≥ L0(ε), where L0(ε) > 0 will be specified later, and
take a box Λ = ΛL. Since σ(HΛ) ⊂ [−V∞,∞[, it suffices to consider E0 ≥ −V∞−1
and E ∈ [−V∞ − 1, E0]. We set P = χ[E,E+ε](HΛ); note that RanP ⊂ D(∆Λ) ⊂
H2(Λ) and
‖(HΛ − E)ψ‖ ≤ ε ‖ψ‖ for all ψ ∈ RanP. (3.86)
Moreover, for ψ ∈ RanP we have
‖ψ‖∞ =
∥∥∥e−(HΛ+V∞)e(HΛ+V∞)ψ∥∥∥
∞
(3.87)
≤
∥∥∥e−(HΛ+V∞)∥∥∥
L2(Λ)→L∞(Λ)
∥∥∥e(HΛ+V∞)ψ∥∥∥ ≤ CdeE0+V∞+1 ‖ψ‖ ,
where we used that for t > 0∥∥∥e−t(HΛ+V∞)∥∥∥
L2(Λ)→L∞(Λ)
≤ ∥∥et∆Λ∥∥
L2(Λ)→L∞(Λ) ≤
∥∥et∆∥∥
L2(Rd)→L∞(Rd) <∞.
(3.88)
Since P (HΛ − E)ψ = (HΛ − E)Pψ = (HΛ − E)ψ for ψ ∈ RanP , we conclude
that
‖(HΛ − E)ψ‖∞ ≤ εCd,V∞,E0 ‖ψ‖ for all ψ ∈ RanP. (3.89)
Let
ρ := ηΛ ([E,E + ε]) =
1
Ld
trP. (3.90)
Recalling the estimate trP ≤ Cd,V∞,E0Ld (e.g., [GK1, Eq. (A.7)]), where Cd,V∞,E0 ≥
1, we obtain the uniform upper bound
ρ ≤ ρub := Cd,V∞,E0 with ρub ≥ 1. (3.91)
We assume that
Ld > 23d+1γd
ρub
ρ , (3.92)
since otherwise there is nothing to prove for L sufficiently large. Here γd is the
constant in Theorem 3.1; we assume 2dγd ≥ 1 without loss of generality. We take
R such that
2d+1γd
ρub
ρ ≤ Rd <
(
L
4
)d
; (3.93)
note that
2 ≤ ρRd and 2 ≤ Rd. (3.94)
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In particular, it follows from (3.91) and (3.93) that
N :=
⌊(
ρ
2d+1γd
) 1
d−1
R
d
d−1
⌋
≥
⌊
ρ
1
d−1
ub
⌋
≥ 1. (3.95)
We pick G ⊂ Λ such that
Λ =
⋃
y∈G
ΛR(y) and #G =
(dLRe)d ∈ [(LR)d , ( 2LR )d] ∩ N. (3.96)
Given y1 ∈ G, we apply Theorem 3.1 with Ω = Λ ⊃ B (y1, 1), W = V − E, and
F = RanP . The hypothesis (3.1) follows from (3.89). We conclude that there
exists a vector subspace Fy1,N of RanP and r0 = r0(d, V∞, E0) ∈ (0, 1), such that,
using also (3.95) and (3.93), we have
dimFy1,N ≥ ρLd − γdNd−1 ≥ 1, (3.97)
and for all ψ ∈ Fy1,N we have
|ψ(y1 + x)| ≤
(
CN
2
d,V∞,E0 |x|N+1 + εCd,V∞,E0
)
‖ψ‖ if |x| < r0. (3.98)
Picking y2 ∈ G, y2 6= y1, and applying Theorem 3.1 with Ω = Λ ⊃ B (y2, 1),
W = V −E, and F = Fy1,N , we obtain a vector vector subspace Fy1,y2,N of Fy1,N ,
and hence of RanP , such that
dimFy1,y2,N ≥ dimFy1,N − γdNd−1 ≥ ρLd − 2γdNd−1 ≥ 1, (3.99)
and (3.98) holds for all ψ ∈ Fy1,y2,N also with y2 substituted for y1. Repeating this
procedure until we exhaust the sites in G, we conclude that there exists a vector
subspace FR of RanP and r0 = r0(d, V∞, E0) ∈ (0, 1), such that
dimFR ≥ ρLd −
(
2L
R
)d
γdN
d−1 ≥ 12ρLd ≥ 23dγdρub ≥ 1, (3.100)
where we used the assumption (3.92), and for all ψ ∈ FR and y ∈ G we have
|ψ(y + x)| ≤
(
CN
2
d,V∞,E0 |x|N+1 + εCd,V∞,E0
)
‖ψ‖ if |x| < r0. (3.101)
We let QR denote the orthogonal projection onto FR. Since trQR = dimFR, it
follows from (3.100) that that we can find a box Λ1 = Λ1(x1) ⊂ Λ such that
trχΛ1QRχΛ1 ≥ (dLe)−d 12ρLd ≥ 2−(d+1)ρ. (3.102)
But QR = QRP = PQR since FR ⊂ RanP , and hence
2−(d+1)ρ ≤ trχΛ1QRχΛ1 = trχΛ1PQRχΛ1 ≤ ‖χΛ1P‖1 ‖QRχΛ1‖ . (3.103)
Recall that
‖χΛ1P‖1 = ‖PχΛ1‖1 ≤ Cd,V∞,E0 . (3.104)
(This is [Si1, Theorem B.9.2] when Λ = Rd. But by an argument similar to (3.88)
the crucial estimate [Si1, Eq. (B11)] holds on finite boxes Λ with constants uniform
in Λ, so a careful reading of the proof of [Si1, Theorem B.9.2] shows that the result
holds on finite boxes Λ with constants uniform in Λ.). We thus conclude that
‖QRχΛ1‖ ≥ C ′d,V∞,E0ρ with C ′d,V∞,E0 > 0, (3.105)
so there exists ψ0 = QRψ0 with ‖ψ0‖ = 1 such that
‖χΛ1ψ0‖ ≥ γρ, where γ = 12C ′d,V∞,E0 > 0. (3.106)
(Note that γρ < ‖ψ0‖ = 1.)
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We pick y0 ∈ G such that
1
2 ≤ 14R ≤ dist (y0,Λ1) ≤ 5
√
d
2 R, (3.107)
which can done by our construction, and apply Corollary 3.6 with x0 = y0, Θ = Λ1,
and potential V − E; note that (recall (3.59))
R
4 +
√
d ≤ Q = Q(y0,Λ1) ≤ 5
√
d
2 R+
√
d ≤ 3
√
dR. (3.108)
Let 0 < δ < δ0 := min
{
1
24 , r0
}
, where r0 is as in (3.101). It follows from Corol-
lary 3.6, using (3.86), that(
δ
3
√
dR
)m(1+K 23 )(R 43−log‖ψ0χΛ1‖2) ‖ψ0χΛ1‖22 ≤ ∥∥ψ0χB(y0,δ)∥∥22 + ε2, (3.109)
with a constant m = md > 0 and K = ‖V − E‖∞. Using (3.101) and (3.106), we
get (
δ
3
√
dR
)m(1+K 23 )(R 43−log(γρ))
(γρ)2 ≤ CdCN2d,V∞,E0δ2(N+1)+d + Cd,V∞,E0 ε2.
(3.110)
Since ρ ≥ 2R−d and δ
3
√
dR
< δ
3
√
d
< 1 by (3.94), the inequality (3.110) implies
the existence of strictly positive constants R˜ = R˜d,V∞,E0 and M = Md,V∞,E0 such
that (
δ
R
)MR 43 ≤ CN2d,V∞,E0δ2N + Cd,V∞,E0 ε2 for R ≥ R˜. (3.111)
We require
R > R̂ = max
{
R˜, δ−10
}
, (3.112)
and choose δ by (note CNd,V∞,E0 ≥ 1)
δ =
(
CNd,V∞,E0R
)−1
< δ0, so
δ
R = C
N
d,V∞,E0δ
2 =
(
CNd,V∞,E0R
2
)−1
, (3.113)
obtaining (
δ
R
)MR 43 ≤ ( δR)N + Cd,V∞,E0 ε2. (3.114)
We now take d = 2, 3 and take R large enough so that(
δ
R
)N ≤ 12 ( δR)MR 43 , i.e., (CNd,V∞,E0R2)N−MR 43 ≥ 2. (3.115)
To see this, note that 43 <
d
d−1 for d = 2, 3, so
MR
4
3 < N =
⌊(
ρ
2d+1γd
) 1
d−1
R
d
d−1
⌋
if ρ > C ′d,V∞,E0R
d−4
3 , (3.116)
and hence(
CNd,V∞,E0R
2
)N−MR 43 ≥ 4N−MR 43 ≥ 2 if ρ > C ′′d,V∞,E0R d−43 . (3.117)
We now choose R by
ρ = cd,V∞,E0R
d−4
3 , (3.118)
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where the constant cd,V∞,E0 is chosen large enough to ensure that all the conditions
(3.93), (3.112), and (3.117) (and hence (3.115)) are satisfied. (This can be done
using (3.91).) It then follows from (3.114) and (3.115) that
1
2
(
δ
R
)MR 43 ≤ Cd,V∞,E0 ε2, i.e., (CNd,V∞,E0R2)−MR 43 ≤ 2Cd,V∞,E0 ε2. (3.119)
Recalling (3.95), and using (3.118) with a sufficiently large constant cd,V∞,E0 , we
get from (3.119) that
e−M
′R
8
3 = e−M
′R
d−4
3(d−1) +
d
d−1 +
4
3 ≤ Cd,V∞,E0 ε2, (3.120)
where M ′ = M ′d,V∞,E0 . Thus
log 1ε ≤ Cd,V∞,E0R
8
3 =
C ′d,V∞,E0
ρ
8
4−d
, (3.121)
and hence
ρ ≤ Cd,V∞,E0
(
log 1ε
)− 4−d8 , (3.122)
as long as L is large enough to satisfy (3.93) with the choice of R in (3.118), namely
L ≥ Ld,V∞,E0
(
log 1ε
) 3
8 . 
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