Abstract. We study the randomized worst-case error and the randomized error of scrambled quasi-Monte Carlo (QMC) quadrature as proposed by Owen. The function spaces considered in this article are the weighted Hilbert spaces generated by Haar-like wavelets and the weighted Sobolev-Hilbert spaces. Conditions are found under which multivariate integration is strongly tractable in the randomized worst-case setting and the randomized setting, respectively. The ε-exponents of strong tractability are found for the scrambled Niederreiter nets and sequences. The sufficient conditions for strong tractability for Sobolev spaces are more lenient for scrambled QMC quadratures than those for deterministic QMC net quadratures.
Introduction
Base b scrambling quadrature proposed by Owen [13] is a hybrid method of Monte Carlo (MC) and quasi-Monte Carlo (QMC) methods of integration based on random permutations of the digits of the points in a net or a sequence. Two important properties of this randomization are (i) a scrambled version of a point in the unit cube has the uniform distribution on the unit cube and (ii) a scrambled (t, m, d)-net or (t, d)-sequence in base b is still a (t, m, d)-net or a (t, d)-sequence with probability one. Therefore, the scrambled QMC rule
provides an unbiased estimate of the integral over the unit cube [0, 1) d ,
By using low discrepancy points, this method can achieve superior accuracy to simple MC methods based on independent random points. On the other hand, the random scrambling allows error estimation by replication as in other MC methods.
There have been investigations of the variance of Q n,d (by Owen [14] , [15] , [16] , Yue 1872 RONG-XIAN YUE AND FRED J. HICKERNELL [26] , and Yue and Mao [27] ), the root mean square discrepancies of the scrambled nets and sequences (by Hickernell [2] , Hickernell and Hong [3] , and Hickernell and Yue [8] ), and error analysis of scrambled QMC quadrature rules in the worst-case, random-case, and average-case settings (by Heinrich, Hickernell and Yue [1] ). Recently, the tractability of integration and approximation based on scrambled QMC algorithms, i.e., QMC tractability, was considered by Yue and Hickernell [25] for the Hilbert spaces spanned by Haar wavelets in base 2. Conditions were found under which integration and approximation are tractable. However, the approach used there is nonconstructive.
The main purpose of this article is to find sufficient conditions for QMC strong tractability for multivariate integration using scrambled Niederreiter points ( [10] , [11] ) in the randomized worst-case setting and the randomized setting, respectively. We consider two linear spaces of functions. One is the weighted Hilbert space spanned by multidimensional Haar-like wavelets, H wav d,η,¬ . This space is defined in terms of weights β = (β 1 , . . . , β d ) which moderate the behavior of functions with respect to successive coordinates. The positive parameter, η, controls the digital smoothness of functions. The other space is the weighted SobolevHilbert space, H SH d, , which is defined in terms of weights γ = (γ 1 , . . . , γ d ). These spaces are described in the next section. The tractability problem for deterministic QMC quadrature in weighted Sobolev spaces and Korobov spaces has been studied in the worst-case settings by Hickernell and Woźniakowski [6] , [7] , Sloan and Woźniakowski [17] , [18] , Hickernell and Wang [4] , and Wang [22] , [23] . In Sloan and Woźniakowski [18] , [19] the tractability problem of classical MC quadrature is also considered for weighted Korobov spaces in randomized settings.
There are several reasons for the choice of quadrature rule, spaces, and types of error measures considered here. Scrambled QMC rules have proven to be popular because of (i) their good performance in solving application problems, (ii) the explicit constructions of the generator matrices and point sets, and (iii) their strong theoretical justification. As has been noted elsewhere, H wav d,η,¬ is a natural space for studying rules based on (t, m, d)-nets because multivariate Haar wavelets with coarse structure are integrated exactly. On the other hand, the space H SH d, has a natural definition based on derivatives of the integrand. Considering the randomized worst-case setting and the randomized setting allows us to derive weaker sufficient conditions for strong tractability than those that have been derived in the (deterministic) worst-case setting. This study does restrict itself to QMC algorithms when deriving necessary and sufficient conditions for tractability. The question of necessary conditions for general linear algorithms is also of interest, but it is not addressed here. } is a scrambled version of the original point set P n = {a 1 , . . . , a n } according to the scrambling scheme of Owen [13] . The randomized worst-case error of a scrambled QMC quadrature rule Q n,d over the unit ball of H d is defined as
The randomized error of a scrambled QMC quadrature rule Q n,d over the unit ball of H d is defined as
Here · denotes the norm in H d , and the expectation E is taken with respect to scrambled sample points x i . For n = 0 we set Q n,d = 0 so that the initial errors are
Note that e Table 1 . The quadrature rules are all based on scrambled Niederreiter nets or sequences in prime power base b. Net rules use the first n = b m points of the sequence for integer m. The asymptotic orders of the quadrature errors are given under the assumption that the sufficient condition for strong tractability holds. The parameter δ is an arbitrary positive number, and the notation (x) + means max(x, 0). 
sequence same as above same as above
Necessary Condition for Setting Space QMC Strong Tractability [19] , [25] ).
Before ending this section, we briefly describe some properties of the Niederreiter sequence. For details of the construction one may refer to [10] , [11] . Let b be a prime power base, and let p 1 , p 2 , . . . , p d be the first d monic irreducible polynomials over the finite field F b according to nondecreasing degree. For a Niederreiter (t, d)-sequence in base b, the value of t ≥ 0 is given by
This parameter denotes the quality of a sequence, with smaller numbers being better. The Niederreiter sequence has the following telescopic property: In order to obtain a sequence in dimension d > 1, it suffices to add the last component a id to the term of the d − 1 dimensional sequence (a i1 , . . . , a i,d−1 ), i.e., with the previous d − 1 components kept unchanged. Furthermore, the j-th component of the sequence depends on the j-th monic irreducible polynomial regardless of the total dimension d. This property allows us to investigate the quality of any lower dimensional projections of the sequence. Let P n be the Niederreiter (t, m, d)-net with n = b m or the first n points of the Niederreiter (t, d)-sequence in prime power base b. For any nonempty subset u of the coordinate axes A = {1, . . . , d}, let P n,u be the projection of P n onto the |u|-dimensional unit cube [0, 1) u , where |u| denotes the cardinality of u. Then P n,u forms a (t u , |u|)-sequence in base b with 
2. Integration over H wav d,η,β in the randomized worst-case setting In this section we first briefly review base b scrambling proposed by Owen [13] . Then we consider the QMC strong tractability problem of multivariate integration using scrambled Niederreiter points in the randomized worst-case setting over the weighted Hilbert space of Haar-like wavelets, H [13] can be briefly described as follows. Consider the set P n = {a 1 , . . . , a n } and write the components of a i as 
We call this a base b scrambling scheme and we call the sequence P
The following geometrical description of this scheme may help us visualize the randomization. Begin by partitioning the unit cube [0, 1) 
where 1 {·} denotes the characteristic function and x denotes the floor function of x or the greatest integer less than or equal to x. For integers κ ≥ 0 and 0 ≤ τ < b κ the dilated and translated versions of the above functions are the following univariate wavelets:
In the multidimensional case, for any nonempty subset u of A = {1, . . . , d}, let κ denote a |u|-vector with integer components κ j ∈ {0, 1, 2, . . .} for j ∈ u, let τ denote a |u|-vector with integer components τ j ∈ {0, 1, . . . , b κ j − 1} for j ∈ u, and let c denote a |u|-vector with integer components c j ∈ {0, 1, . . . , b − 1} for j ∈ u. Let ψ uκτ c be a product over j ∈ u of the dilated and translated wavelets, i.e., (6) 
where κ 1 = j∈u κ j . For u = ∅ we take by convention ψ uκτ c (x) = ψ ∅ (x) = 1. The wavelets defined above are not orthogonal nor linearly independent, but they are nearly so. As observed in [14] ,
Owen [14] showed that any function f ∈ L 2 ([0, 1) d ) can be expanded in a series representation as one would expect for an orthogonal basis:
where the coefficients are given bŷ
Now we can define our weighted space H 
and let β ∅ = 1 and β u = j∈u β j for any nonempty subset u ⊆ A. Let ω uκ be defined by
Then define the scaled wavelets as
As seen in Theorems 1 and 3, the value of η controls the asymptotic rate of decay of the randomized worst-case error and the randomized error. The space H
Because the wavelets are not linearly independent, the condition on the sum of the series coefficients is required to insure that the series expression for f ∈ H 
wheref uκτ c is as defined in (7). It can be verified that the space H wav d,η,¬ is a reproducing kernel Hilbert space, and its reproducing kernel is
Reproducing kernels of the form (11) have the property that their values do not change under scrambling. Such kernels are said to be scramble-invariant. In other words, if x i and x i are the scrambled versions of two points, a i and a i in
) with probability one ( [8] ). The randomized worst-case error defined in (1) 
For n ≥ 1, from [8] we have
where N k (x, y) and W k (x, y) are defined as
The "narrow" function, N k (x, y), measures whether more than the first k digits of x and y are the same. The "wide" function, W k (x, y), measures whether at least the first k digits of x and y are the same. By defining (14) can be rewritten as
The Γ uκ (P n ) are called gain coefficients under scrambling for the point set P n ( [14] ). 
Upper bounds on
and
where q is the largest integer such that b q ≤ n.
Some improvements on the upper bounds on Γ uκ can be found in [12] . From Lemma 2 we can obtain an upper bound on the inner sum over κ in (16) . 
, and
where
Proof. For any nonempty subset u and |u|-vector κ put r = |u| and k = κ 1 for simplicity. For the set P net n , from (17) we have
Replacing k with m − t u − r + 1 + in (23) and applying the identity
we can rewrite the last sum in (23) as
Replacing with r − 1 − α + j in the inner sum gives
where the second equality holds due to the identity 
Inserting (25) into (24) leads to
where ν = max(1, 1/(b η − 1)). These upper bounds, together with the equality in (26) yields
where C 1 is as shown in (21) . From (23) and (27) , and noting that n = b m and m = log n/ log b for the net in base b, we have
, as shown in the lemma. This is the inequality in (19) . 
The sum above is split into two parts. Noting that r−1+k r−1
whereη = min(η, 1) and A is as shown in (22) . The second part is similar to the sum for the net above. Compared with (27) we have
where C 1 is as shown in (21) .
From (28)-(30) and noting thatη ≤ η, 1 ≤ ν, b q ≤ n and q ≤ log n/ log b, we have
where C 2 and θ are as shown in the lemma. The proof is completed.
Note from (3) and (4) that for Niederreiter ((t u ), d)-sequence in base b,
From (16), (19) , (20) and (31) we have the following upper bounds on the randomized worst-case error for Niederreiter points. 
[e w (P
Lower bounds on
. We now present lower bounds on the randomized worst-case error of QMC quadrature for the weighted Hilbert spaces H wav d,η,¬ . The argument used is the same as in [18] and [9] . By letting
the randomized worst-case error in (14) can be rewritten as
Note that the terms in the double sum in (35) may not be nonnegative. We introduce a positive sequence ξ = (ξ 1 , . . . , ξ d ) such that ξ j ≤ β j for all j = 1, . . . , d, and we later choose ξ so as to make the corresponding terms in the double sum nonnegative. Since ξ j ≤ β j for all j, we have (12) 
and set ξ j = µβ j for j = 1, . . . , d. The sequence ξ = (ξ 1 , . . . , ξ d ) defined this way is positive, and for all j = 1, . . . , d we have Therefore, from (35) and (37) we have
where the inequality is obtained by omitting the i = i terms which are nonnegative in the double sum in (35 
where R max is given in (37) and µ is defined by (38).
QMC strong tractability.
Based on the lemmas of the previous subsections, the following theorem gives necessary and sufficient conditions for QMC strong tractability in the randomized worst-case setting. The necessary conditions hold for any set and the sufficient conditions hold for Niederreiter nets and sequences. 
then for any δ > 0, there exists a constant C δ such that Proof. First the necessary condition is proved. For any ε ∈ (0, 1) and d ≥ 1, let n w (ε, d) denote the smallest number of points n required in a QMC rule to ensure that the minimal e w (P n , H
Consequently, multivariate integration in H
it follows from Lemma 5 that for QMC rules
Let M = µR max sup j β j . Using the fact that
where c = log
it follows that
Next, we prove the sufficient conditions. If the β j satisfy condition (40), then for any fixed δ > 0 there exists an integer > 0 such that
where θ is defined as in Lemma 4. Define
) denote the smallest number of points n required in a QMC rule to ensure that the minimal e w (P
, it follows from the last inequality with arbitrary δ > 0 that
This completes the proof of (ii) under condition (40). For the first n points of a Niederreiter (t, d)-sequence, from (33) we have Remark 2. For the Haar-like wavelet case, the digital smoothness parameter η plays an important role in the error analysis. For 0 < η ≤ 1, we can achieve, roughly, the convergence rate of O(n −(1+η)/2 ) regardless of whether n = λb m or not. However, for η > 1, the rates of convergence are quite different for a (λ, t, m, d)-net and for the first n points of a (t, d)-sequence with n = λb m . In fact, in the latter case additional smoothness does not improve the convergence rate at all. For QMC rules that use scrambled sequences adding some additional points into a (λ, t, m, d)-net may sometimes cause a large loss of efficiency no matter how smooth the integrand is [26] . The reason for the difference in performance in nets and sequences for η > 1 is that nets integrate coarse Haar wavelets exactly, whereas sequences do not. For nets the quadrature error comes from the inability to integrate fine Haar wavelets. Sequences also do poorly in integrating fine Haar wavelets, but they have at least an O(n −1 ) error in integrating the coarse Haar wavelets as well. 
where γ > 0 is a parameter or weight which may take different values in the different components of the tenor product. Following Sloan and Woźniakowski [17] , we suppose functions depend on the coordinates x 1 , x 2 , . . . , x d in such a way that x 1 is the most important, x 2 the next, and so on; and we quantify this by associating weights γ = (γ 1 , . . . , γ d ), with
to the successive coordinate directions. Our tensor product space is then
and the inner product in
where γ ∅ = 1 and
It can be verified that the reproducing kernel for this space is 
From Hickernell and Yue [8] we have
Applying the results in Theorem 1 replacing β j and η by γ j (6b) −1 and 1, respectively, yields the following sufficient conditions for strong tractability for integration in H SH d, using the scrambled Niederreiter points. Necessary conditions for QMC strong tractability have been proven by Sloan and Woźniakowski [17] , [18] and Woźniakowski [24] . [17] and Wang [23] , the reproducing kernel is given by
We find that the associated scramble-invariant kernel, K
, is of the form (11) with ω uκ given by
The initial error for this space satisfies
Therefore, if the weights γ j satisfy Note that the condition in 46 is equivalent to the condition
This condition is weaker compared to the following condition [23] of strong tractability of integration using the deterministic Niederreiter sequence in this space: 
and then the initial error is 
where ω uκ and Γ uκ are as defined in (8) and (15), respectively. If P n consists of the Niederreiter points, we have the following results. 
