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Hoeffding (Ann. Math. Statist. 1948) and Blum, Kiefer and Rosenblatt 
(Ann. Math. Statist. 1961) constructed distribution free tests of independence 
based on a multivariate empirical process. We establish strong invariance 
principles for the latter and also for appropriate functional5 of it. 
1. PRELIMINARIES 
Let s be the class of continuous distribution functions on d-dimensional 
Euclidean space Rd, d > 2, and let Fo be the subclass consisting of every member 
of %r which is a product of its associated one-dimensional marginal distribution 
functions. Let XI ,..., X, be independent random d-vectors with common 
unknown distribution F E St, and suppose it is desired to test the null hypothesis 
Ho :FeSo against the alternative HI : F E 9 - &, . 
Let F, be the empirical distribution function of XI ,..., X, , i.e., for 
x = (Xl ,..., xd) E lid, F,(x) is n-l times the number of X, = (Xj, ,..., Xjd)$ 
j = I,..., n, all of whose components are less than or equal to the corresponding 
components of x, conveniently written as 
where 
F,(x) = F&, ,.a., xd) = 7t-l i fr I(-m.,<~(xji), 
i-l i-1 
(1.01) 
km.el(U> = 1; 
if u < x, 
if 26 > x. 
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Let Fni be the marginal empirical distribution function of the ith component of 
Xj , i.e., 
F,,(xJ = n-l f I(-m.ql(Xji), i = l,..., d, (1.02) 
j=l 
and define 
T,(x) = T&l ,*--, G) = F&) - fi F&i), d > 2. (1.03) 
i-l 
Hoeffding [lo], when d = 2, and Bhun, Kiefer and Rosenblatt [l], when 
d > 2, studied the problem of testing Ho vs. Hl via appropriate Cramer-von 
Mises type functionals of their multivariate empirical process r&sT&), obtaining 
the characteristic functions of the limiting distributions of these functionals and 
providing tables for the corresponding distribution functions in the bivariate 
case. 
In this exposition we supplement their studies via establishing strong inva- 
riance principles for the process n1/25!‘n(~) in terms of appropriate Gaussian 
Processes 
{ T(y, t); y E Id, t > 0}, Id = [0, IId, d > 2, 
and obtaining representations for the latter. 
Let yc = F&q) be the ith marginal distribution function of F and let F;l( *) be 
its inverse. For our purposes it will be convenient to view T,(X) in terms of the 
latter and write for any Vector y = ( y1 ,..., yd) E Id, d > 2, 
T#+(y)) = L(FT1(~,L K1(yd 
= F,(F;‘(y,),.-, Fc?(yd)) - fi Czi(F3~tN 
i-1 
(1.1) 
= Fn(F-l(~>) - fi CdFZ-l(~i)), 
i-1 
where F-l(y) = (F;‘(yJ,...,F,-‘(yd)). 
Then 
H,, : FE SE-, is equivalent to Ho : F(F-l(y)) = F(FT’(n),..., Fal(yJ) 
= fJY* = XY). U-2) 
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Define the empirical processes 
B&> = n1’2(F7L(x) - F(x)), x = (Xl ,..,, xd) E Rd; d > 1, 
= MWY)) 
= n1’2{Fn(F;1(yl) 
(1.3) 
3***7 Fdl(YdN - w;YYlL G(Yd))l, 
yEIa,d> 1, 
4+(Y)) = n”“(Fn(K’(Yl>v, FdYYd)) - X(Y)> 
= nl’“(F,(F-l(y)) - X(y)), y E Id, d > 1. 
U-4) 
where X(y) is as in (1.2); obviously /3,@J-l( y)) = a,@‘-l( y)) under Ho . 
Now we quote some known results, which will then be used in the sequel. 
Concernibg the empirical process ol,(F-l(y)), y EP, d > 1, we have: 
THEOREM A (C&g&Rev&z [5]). Let Xl ,..., X, , n = 1,2 ,..., be independent 
random d-uectors with a common distribution function FE .3$ . Then one can de&e 
a sequence of Brownian Bridges (B,(y); y E Id} so that for any p > 0, there exist a 
C > 0 such that 
P{sup 1 cu,(F-l(y)) - Bn(y)l > C(log n)3/2n[-1/2(1+1)l} < n-u, d > 1, (1.5) 
YEfd 
and whence 
sup 1 ~l,(F-~(y)) - B,(y)1 a~ O(n[-1/2(d+1)l(log n)3i2), 
ud 
d > 1. (1.6) 
One can also define a Kiefer Process {K(y, t); y E Id, t > 0} such that 
SUP I d'"an(F-l(y)) - K(y, n)I '2 O(nI(d+1)/2(d+V log2 n), 
UEP 
d 2 1. (1.7) 
Relation (1.6) is a generalization of a result of Brillinger (1969) and (1.7) is 
that of Kiefer [ 111, who proved these respective results for d = 1. Equations (1.5) 
and (1.6) are best available results for d > 3, while (1.7) is best available for 
d > 2. For d = 1, KomMs, Major and Tusnady [12] improved the rate of (1.6) 
to O(log n/n1j2), a best possible rate, and that of (1.7) to O(log%), a nearly best 
possible rate. For d = 2, we also have: 
THEOREM B (Tusnady [14]). If FE So is a two-dimensional distribution 
function, then one can define a sequence of Brownian Bridges (B,(y); y E 12} such 
that for any z 
P{sup I ol,(F-l(y)) - Bn(y)l > n-1/2(C log n + z) log n} < De+*, 
vole 
(1.8) 
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where C, D and p are positive constants. Whence 
sup ] a$+l(y)) - B,(y)1 “2 O(n-1’2 log2 n). 
YSP 
(1.9) 
The question whether the latter rate is best possible has not been answered yet. 
For further illuminating comments concerning rates in higher dimensions we 
refer to TusnPdy [ 151, where Theorem B is also quoted. 
The Brownian Bridges and the Kiefer Process in the above theorems are 
defined in terms of a multi-time parameter Wiener Process as follows: 
D.l. Wiener Process: A separable Gaussian Process W(x) = {W(x, ,..., xe); 
0 < xi < o3(i = 1, 2,..., d)} with EW(x) = 0 and covariance function 
EW(x,) W(x2> = lXfwl (s A x2& where x1 = (xl1 , xl2 ,..., xl& x2 = 
(x21 , x22 Y---9 x2& 
D.2. Brownian Bridge: 
B(x) = {B(x, )..., xd); 0 < xi < 1 (i = l,..., d)} 
= {W(x) -h(x) W(1, l,..., 1); xEld), with X(X) = fi xi . 
i=l 
Whence, 
EB(x) = 0 and EB(x,) B&J = fi hi A xzi) - JYx,) ‘\@2). 
i=l 
D.3. Kiefer Process: 
Iqx, t) = {Iqx, t); x E Id, t 2 O} 
= {W(x, t) - X(x) W(l)...) 1, t); XCld, t > O}. 
Whence, EK(x, t) = 0 and 
EK(x, 3 td @z , tz) = (tl A tz> ( fi hi A ~21) - 44 +2) - i=l ) 
2. FURTHER INITIAL APPROXIMATIONS FOR THE SAKE OF T”(F-l(y)) 
We are going to see that, in order to be able to approximate the empirical 
process &aZ’JF-l(y)) of (1.1) in terms of appropriate Gaussian Processes, we 
will have to approximate also the empirical process n1/2R,(F-1(y)), where 
K&V(Y)) = *i cdK1(Yi)) - XY), y = (Yl ,**a, Yd) Eld, 
d > 1, yi =Fi(xr). (2.10) 
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Let 
B(l,ys , 1) = B(I,..., l,Y, , l,..., I), a d-time parameter (2.11) 
Brownian Bridge whose ith time parameter isy, , and the remaining (d - 1) time 
parameters are equal to 1. 
Similarly, let 
K(l,Yi , 1, t) = K(l,..., l,Y, , *,..., 1, t), a (d + 1) time parameter (2.12) 
Kiefer Process, whose ith time parameter over Id is yi , while the remaining 
(d - 1) time parameters are equal to 1, and t > 0. 
Using this terminology we have 
THEOREM 1. Let X, ,..., X, , n = 1, 2 ,..., be independent random d-vectors 
with a common distribution function F E go . Let {B,(y); y E Id} be the sequence of 
Brownian Bridges of Theo-rem A. Then for any p > 0, there exist a C > 0 such that 
nl’z%(F-l(y)) - ii B41, Yi 9 1) 9g yi / 
> C(log n)3%[--1/2(d+1)J < n-p, d > 1, 
1 
and whence 
(2.13) 
sup 1 n1/2R,(F-1(y)) - i B,(l, yi , 1) fl y1 1 “2 O(n[-1/2(d+1)j(log n)3/2), 
TIEId d=l Gi 
d > 1. (2.14) 
Let {K(y, t); y E Id, t 2 0} be the Kiefer Process of Theorem A. Then 
sup 
Id 
( n&(F-l(y)) - *$’ ~(1, yi , 1, n) n yi / “2 O(n[(d+1)‘2(d+2)l log2 n), 
i#i 
d 2 1. (2.15) 
As a consequence of the KomIos, Major, TusnPdy [12] theorem for the 
empirical process {cy,(F-l(y)), 0 < y < l}, i.e., when d = 1, (2.14), resp. (2.15), 
could have been stated in terms of a sequence of d independent one-time para- 
meter Brownian Bridges {II:‘( 0 < yi < l(i = l,..., d)}, resp. in terms of d 
independent Kiefer Processes (Ku)(y, , t); 0 < yi < l(i = I,..., d), t 2 0}, with 
the rate of O(n-lla log n), resp. O(log%). Since our aim is to produce strong 
approximations for the d-dimensional empirical process {n112T,(F-l(y)), y E Id, 
d >, 21, the above version of (2.13), (2.14) and (2.19, stated in terms of multi- 
time parameter Gaussian Processes and based on Theorem A, is more appropriate 
for our objective than the just mentioned Komlb, Major, Tusnidy-type version 
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of them. It is, however, of interest to restate (2.13) and (2.14) of Theorem 1 for 
d = 2, based on the better rates of Theorem B. 
THEOREM 2. If FE SO is a two-dimensional distribution function and 
{B,(y); y E I”} is the sequence of B rovmiatz Bridges of Theorem B, then for any z 
WUP I n1’2RP1(~)) - (B,(Y~ > 11~2 + B,U> r2)n)l 
yEI= 
> TZ-~/~(C log n + z) log n> < De-ue, (2.16) 
where C, D and p are positive constants. Whence 
sup ) nl’“R,(F-l(y)) - (Bn(yl , l)y, + B,(l, y2)y1)l “2 O@Z-~‘~ log2 n). (2.17) 
$I& 
For the proof of Theorems 1 and 2 we will need also 
THEOREM C (Dvoretzky, Kiefer and Wolfowitz [9]). If d = 1, there exists a 
positive constant c such that 
P@J~~ I G+YYN > r> < ~e--~“‘, 
for any r > 0 and all positive integers n. 
Proof of Theo~etm 1 and 2. For d = 2, consider 
(2.18) 
nl’2R,(F-1( y)) 
= ,1’2 
I 
fi Fn~Pr’(r,)) - F~I(K~(YI))Y~ + KI(K~(YI))Y~ - ~1~21 
= n1’2{F,,(F;1(~,>>(F,,(FFz1(~2)) - ~2) + Y~VWT(YI)) -YIN 
= ~“2~d%(F~‘(~J) - ~2) + @Y~VLK~(YI)) - YI) 
+ (Fnl(F;l(~d) - YI) nl’*P?nK1(~,N - ~2). (2.19) 
It follows from the definition of F,(F-l(y)) (cf. (1.1)) that 
F~,(K’(YJ) = ~~(FT1U),F;1(~2N 
F+~F?(YIN = WF?(YI), K’(l))- 
Vyhence, as to the first two terms of the last line of (2.19) we can consider the 
difference 
Y~~~‘~(F,(F?(~), Fi1(y2)) - r2) + y2n1’2(FnK1h), F?(l)) - ~~‘1) 
- (YA(LY~) +Y~%(YI 9 1))s (2.20) 
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where {&(I, ya), B,(y, , 1)) is the sequence of two projections of the two-time 
parameter Brownian Bridges {B,(y); y  ~1~) of Theorem B, produced via 
applying the latter to 
and 
SUP I %zuT(Yd, KVN - WY, 9 111 
(Y,,l)EP 
SUP I %(K’U)> my,)) - &dL Y2>l 
(l*%/,EP 
respectively, under H,, . Now the r.v. of (2.20) can be written as 
y&&l(y1), F,l(l)) - ~,(y, , 1)) + Y2(%(m1)~ W(Y2) - w* Y2b 
and applying (1.8) of Theorem B two times we get that (2.16) holds for 
supyE 1 r.v. of (2.2O)j. Whence, in order to complete the proof of (2.16), we have 
to estimate the last term of the last line of (2.19), which can be written as 
~-““%(K’(Y,>) %m(Y,>>. (2.21) 
Consider now 
+-1’2 sup I %(F;l(yl))l sup I 4F3y2))1 > .-l’2(c log n + z) log n} 
Q3lQ %~*~l 
G pi SUP I 4C(YlNl > en1’21 + pie sup I %(G(Y2))l 
%3yl<l ~~%~~ 
> (C log 71 + z) log n} 
< ce-2cen + ~e-2(Clogn+z~*log~n/~*, 
where the latter inequality is obtained by applying (2.18) twice. This also 
completes the proof of (2.16), which, in turn, implies (2.17). 
The proof of (2.13) is similar, using (1.5) of Theorem A instead of (1.8) of 
Theorem B at the appropriate places. 
The proof of (2.15) is also similar and it is based on (1.7) of Theorem A. It goes 
by induction, just like that of (2.13) for d larger than 2, as follows. Consider 
= n (fi F,,(F,l(Y,))--F,,(Frl(Y,)) a ri+ CdmYl)) fi2 Yf - ii Yt) 
6-l 
=Fnl(F;‘(yl))n 
( 
fi F,@yl(yt))- rp Yc) + fi Yif4~dV(YlN - Ylh 
i-2 i=2 i-2 
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If we now assume that for n(J$SaF,i(F;l(yi)) - nf=,yJ, (2.15) of Theorem 1 
is already true, then, from here on the proof of (2.15) is the same as that of (2.16), 
only (1.7) is used instead of (1.8) at the appropriate places. Hence the proof of 
‘Theorems 1 and 2 is complete. 
3. APPROXIMATIONS OF T”(F-1( y)) 
Now we are in the position to construct appropriate Gaussian Processes to 
approximate T,(F-l(y)). 
Define the sequence of Gaussian Processes {T(“)(y), y E I”} by 
VYy); Y E IdI 
= 
1 
B,(Y) - i wl, yip 1) lj yj ; Y = (rl ,..., yd) ~15 (d a 2) , (3.22) 
i=l j+i I 
where (B,(y); y E Id} is the sequence of Brownian Bridges of Theorem A. 
Define the Gaussian Process { T(y, t); y E Id, t > 0} by 
= 
1 
qy, q - f fql, yi > 1, t) n: yj ; y EId (d b 3, t > 0 , 
t 
(3.23) 
i-l j#i 
where {K(y, t); y cld, t > 0} is the Kiefer Process of Theorem A. 
That the above stochastic processes are Gaussian is clear. We also have 
ET(%)(y) = 0, ET(y, t) = 0, and simple but somewhat tedious calculations 
yield the covariance functions for all n 
ETY4 T(“)(Y) = fJ (Xi * Yi> + (d- 1) fr XiYd - 2 (Xi * Yi) n x5y5 , 
i=l i=l 
and 
jti (3.24) 
ET(x, s) T(y, t) = (s A t) ET’“‘(x) T(n)(y), (3.25) 
where x = (x1 ,..., x,& y = (yr ,..., yd) E Id and s, t 3 0. 
As to the empirical process T,(F-l(y)) of (1 .l) we have: 
THEOREM 3. Let X1 ,..., X, , n = 1, 2 ,..., be independent random d-vectors 
with a common distribution function F c F0 . Let { T,,(F-l(y)); y E P(d > 2)) be 
definedusin(l.1),and{T(n)(y);yEId(d~2)}resp.{T(y,t);yEId(d~2), t >O} 
as in (3.22), resp. in (3.23). Then f or any p > 0, there exist a C > 0 such that 
P(sup 1 nl’zTn(F-‘(y)) - T(“)(y)\ > C(log n)3/2n[-112(a+1)l) < n-u, d > 2, 
tIEId (3.26) 
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and whence 
sup 1 n”“T,(F-r(y)) - T(“‘(y)l “2 O(n[-1’2(d+1)l(log n)3’2), d 3 2. (3.27) 
UEId 
Also, 
sup 1 nT,(F-r(y)) - T(y, n)l”z O(n[(d+r)‘s(d+s)I log2 n), d > 2. (3.28) 
yd 
Noting that, under I&, : F E .S$,, n’l”T,(F-l(y)) = n’l”(F,(F-l(y)) - h(y) - 
R*(F-l(y)) = or,(F-l(y)) - r~l/~R,(F-l(y)), it is clear that Theorem 3 is an 
immediate consequence of Theorems A and 1. 
Now, for d = 2, define W)(y) exactly as in (3.22), but in terms of Theorem B 
instead of Theorem A, i.e., 
{Tqy);yEP} ={B,(y)-(%(Yl, l)Y2+&3(LY,)Yl);Y =(Yl~Y2)~~2~, 
(3.29) 
where {B,(Y); y  E Is} is the sequence of Brownian Bridges of Theorem B. 
In the latter setting we have: 
THEOREM 4. I f  F E So is a two dimensional distribution function, then for any z 
P{sup 1 n”“T,(F-l(y)) - Tcn)(y)l > n-1’2(C logn + a) logn} < De?“, (3.30) 
wf 
where C, D and p are positive constants and T”(y) is as in (3.29). Whence 
sup 1 rP2T,(F-l(y)) - T(n)(y)1 “2 O(n-lf2 log2 n). 
uelr 
(3.31) 
Theorem 4 follows from Theorems B and 2 exactly the same way as Theorem 3 
did from Theorems A and 1. 
Theorems 3 and 4 completely explain and give almost sure asymptotic 
representations for the multivariate empirical process {rN2T,(F-l(y)), 
y  E Id(d > 2)) of Hoeffding [lo], and Blum, Kiefer and Rosenblatt [l] under 
H, : F E .&, in terms of appropriate Gaussian Processes at best available rates 
we know of so far. 
Recently Burke [3] studied some two sample variants of {n112Tn(F-l(y)); 
y  E Id(d >, 2)}. Let Xl ,..., X, , n = 1, 2 ,..., and Y, ,..., Y, , m = 1, 2 ,..., be two 
independent sequences of independent random d-vectors with respective 
distribution functions F and G E S. Let 
(3.32) 
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Burke [3] in our terminology, defines 
= (nmln + mY2 (G,(WY)) + F,P-YY))- 2 @i(F?CriN), dcF3;; 
where, as in (I), yi = F,(xi) is the ith marginal distribution function of FE *a 
with inverseF;l( *), andF,(F-l( y)) = F,(F;‘l( yr),..., Fi’( yd)), resp. G,(F-l( y)) = 
G,(F;l( yJ,... , F;‘( yd)), is the empirical distribution function of the random 
sample X, ,..., X,, , resp. that of the random sample Y1 ,..., Y,,, , whileFni is again 
the marginal empirical distribution function of the ith component of 
Xj(j = l,..., n). Using Theorem A, he proves 
THEOREM D (Burke [3]). Under H,, of (3.32), one can dejne a sequence of 
d-dimensional Brownian Bridges (B:,,,(y); y E P(d > 2)) = (B&,(y, ,..., yd); y = 
(Yl ,***, yd) eId(d > 1)) such that 
sup I -&@-l(y)) - %,Jy)l “z G(& m)), 
where g(n, m) = max(n-112(d+1)(log n)s/2, m-1/2(d+1)(log m)3/2). 
In order to show that B;l,Jy) of Th eorem D is a sequence of Gaussian Pro- 
cesses and that for each n and m it is a Brownian Bridge, Burke [3] falls back on 
the limiting argument of Blum, Kiefer and Rosenblatt [l]. There is, of course, 
nothing wrong with doing this. However, the resulting argument is somewhat 
lengthy this way. In the light of Theorems A, B, 1,2,3 and 4 we can now have a 
direct approach to explaining what the process Znm(y) is all about exactly the 
same way as Theorems 3 and 4 explain the process n112T,(P1(y)). We have 
THEOREM 5. Under H,, of (3.32), f  OY any p > 0, there exist a C > 0 such that 
Qup I Z,,(F”( y))-- Bik(y)l > Cg(n, 4) < m=W”, m-*), d 2 1, (3.34) 
yd 
and whence 
sup I Z&F-‘(Y)) - B&,(y)1 az G(g(n, m)), 
YSIJ 
(3.35) 
where g(n, m) is as in Theorem D, and 
{B&,(Y); Y E IdI 
= I(;r_;_;;;)“’ B:)(Y) + (+ )1'2 [B?(y) - 2; B:'(L YC 1 1) no,]] ; 
fh 
y = (Yl ,***, yd) ~~~ (d > l), (3.36) 
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where {BE’(y); y  E Id} is a sequence of Brownian Bridges produced by Theorem A 
for olm(F-l(y)), (BE’(y); y  c I”} is a sequence of Brownian Bridges produced by 
Theorem A for ol,(F-l(y)) and, since or,(F-l(y)) = n’l”(F,(F-l(y)) - h(y)) and 
sGYY)) = ~l’“(%(F-‘(~>> - WY>> are independent empirical processes, these 
two sequences of Brownian Bridges are also independent. 
Noting that, under H,, : G = F E S$, , we have 
&wn(F-l(~)) = (e)1’2 G(F-YY)) 
+ (2.q 
n+m [@YY)) - 2~1’2U~-1(y))l~ 
Theorem 5 follows immediately from Theorems A and 1. 
It follows from the definition of B&Jy) (cf. (3.36)) that it is a Gaussian Process 
with mean zero, and simple but somewhat tedious calculations yield that its 
covariance function is that of a Brownian Bridge for all n and m: 
EBit&) B&a,(y) = fi (xi A ri) - fi xiyi , d >, 1. 
i=l 61 
A (3.28)-type statement for Z,,(F-1(y)), i.e., an approximation in terms 
appropriate combinations of Kiefer Processes is also immediate. For d = 2, a 
Theorem 4-type statement for Z,,(F-1(y)) can be written down also very easily. 
In the case of d = 1, the Komlos, Major, TusnPdy [12] rates prevail. 
For a discussion of a number of statistical questions concerning functionals of 
Z&F-l(y)) we refer to Burke [3]. Here we mention only one Corollary of 
Theorem 5. 
COROLLARY A (Burke, 1977). 
s .G,,#+(Y)) fi dF,iK1(yiN --% j” B2(y) dr- Id i=l Id (3.31) 
4. ON WEAK AND STRONG CONVERGENCE OF FUNCTIONALS 
Inequalities like (1.5), (1.8), (2.13), (2.16), (3.26) and (3.30) can be used to give 
an upper estimation for the Prohorov distance of probability measures generated 
by their respective stochastic processes whose supremum distance they estimate. 
For example it follows from (3.30) that the Prohorov distance of probability 
measures generated by n112T,(P1( y)) and T(@( y) =a T(y), where T(y) is defined 
as T(“)(y) of (3.29) but omitting the index n everywhere it appears, is bounded 
above by const. (log2n)/n1/2, if F E F0 is a two dimensional distribution function. 
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The latter follows from an argument similar to that of Komlos, Major and 
Tusnldy [13] or that of Tusnidy [ ls], concerning Prohorov distances vis-a-vis 
strong invariance principles. Similar statements follow from (1.8) and (2.16). 
Let g(n, nt) be as in Theorem D and define rid(n), Y&Z) and p(n) by 
Y&71) = n-~r’s~a+l)l(log q/a, y2d(n) = .t(d+l)~2(d+2)l log2 n, 
p(n) = n-l’2 log2 12. 
(4.38) 
Naturally, Theorems A, B, 1, 2, 3,4 and 5 imply, in general, weak convergence 
of their respective empirical processes to their own appropriate Gaussian 
Processes. As to some particular functionals of the respective processes involved, 
here we spell out 
COROLLARY 1. If FE so , then with y = (yl = F,(x,),..., yd = Fd(Xd)) E Id, 
x = (Xl!,..., xd) E Rd, we have 
I sup I %@)I - sup I B,(Y)1 I 
2 
“2 o(y,di 
I 
if d>3, 
O@(n)) if d=2, 
I ““,P I 44I - sup +‘2 I WY, 41 I Y 
“2. O(n-l'2Y2d(n)) if d>2, 
/ I ~~(4 $fil dF,(xi) - f JL2(y) 4 1 
“2 O(Y,&)(log log ?2)1’2) 
I 
if d>3, 
Ok em% 1% nY2) if d=2, 
~j~.P(~)~dF~(x.)-n-~J.KP(y.n)dyI 
(4.39) 
(4.40) 
(4.41) 
“2 O(n-~‘2Y2,(n)(log log $1’2) if dg2, 
I sup I ~““W4l - sup I &ad(~)1 I z 
a~ 
I 
O(rld(n)) ‘if d 3 3, 
O(PW if d=2, 
1 sup I n1’2R,(x)l - sup n--l’2 I Kd(y, n)l I 
s Y 
“22 O(n-1’2r,,(n)) if d>2, 
(4.42) 
(4.43) 
(4.44) 
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where 
and 
“2 O(Y,,(n)(log log ?2)1’2) 
I 
if dg3, 
O(P (4(1% 1% W) if d = 2, 
(4.45) 
nR,2(x) fi dF&) - n-1 j (P(y, n))” dy 1 
61 
"2. O(n-l'2Y,,(n)(log log 7z)1'2) if d>2, (4.46) 
B93d(Y) = gl U1, Yi 2 1) n Yj 
j#t 
Kd(y,n)=~K(l,Yi,l,n)n,, 
i=l i#i 
I SUP 1 ~““~&)I - sup I Tcn)(y)l I 
1E Y 
“2 Wld(~)) 
I 
if d>3, 
w&)) if d=2 
(4.47) 
1 sup ) n”?r&)I - sup cl’2 1 qy, n)l 1 
z Y 
“2 O(r1’2r,&)) if d>2, (4.48) 
1 j nTs2(4 jj d&W - j P’?Y))~ d. 1 
“2 O(Yl,(n)(log log fz)l’Z) 
I 
if d>3, 
O(p(n)(log log n)1’2) if d=2, 
(4.49) 
nTn2(x) If dF&) - n-l j T2(y, n) dy ) 
i-1 
“: O(n-“2Y,(n)(log log n)1’2) if d>2, (4.50) 
I SUP I &w&d - SUP i Gm(Y)I I z w 
“2 O(g(n, m)), d > 2, (4.51) 
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“2 O(g(n, m) max[(log log n)lj2, (log log m)1/2)]), d > 2. 
(4.52) 
Remark 1. With the exception of (4.47), (4.48), (4.49) and (4.50) the above 
results hold true also for d = 1. Indeed, in the latter case they can be stated in 
terms of the better Komlb, Major, Tusnady [12] rates. While the above state- 
ments provide us with immediate weak convergence distribution-free results 
for the given functionals of all the empirical processes considered in this expo- 
sition in terms of functionals of their corresponding Gaussian Processes, none of 
the distribution functions of the latter are known yet for d > 2. For d = 2, 
Durbin [8] tabulated 10, 5 and 1 y0 significance points for the distribution of 
JIB B2(s) ds, and recently Cotter-ill [4] succeeded in tabulating significance points 
for $,* B”(s) ds for any d > 2 via cleverly transforming the characteristic function 
of the latter (cf. Dugue [7]) into a usable from for this problem. Hence, the two 
sample independence problems of Burke [3] can now be based on (3.37). Simi- 
larly, from (4.41) and/or (4.42) we have 
and (by Lemma of p. 424 in Kiefer [ 111) 
I a,“(x) fJ dF,&i) --% 1 B2(Y) dY, Rd i-l Id 
(4.53) 
whence statistical problems formulated in terms of the statistics of the left hand 
side r.v. of (4.53) and (4.54) are now numerically solvable. 
From (4.45) and/or (4.46) we have 
and (by Lemma of p. 424 in Kiefer [l 11) 
while (4.49) and/or (4.50) imply 
(4.55) 
(4.56) 
(4.57) 
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where Ed(y) =9 & B,(l,y, , 1) njziyj of (2.14) and T(y) =9 T(“)(y) of (3.22). 
Blum, Kiefer and Rosenblatt [I] find the limiting characteristic function of 
SRB nTn’(x) dFn( x under FE F0 , and tabulate the corresponding distribution ) 
function. 
Proof of CoroZlury 1. Equations (4.39), (4.40) follow immediately from 
Theorems A and B, (4.43), (4.44) f  rom Theorems 1 and 2, (4.49), (4.50) from 
Theorems 3 and 4 and (4.52) from Theorem 5. In case of our Cramer-von Mises 
type statements of Corollary 1, one has to explain the appearance of the extra 
factor of (loglog n)l12 in the rates. Here we will prove (4.49) and (4.50). The proof 
of the others goes similarly. As to the proof of (4.50), we have 
( s,. nTn2(4 fj dFi(4 - n-l s, TTY, 4 dr 1 
= 1 s,. Wn2(F-Y~N - +T2(y, n>) dr 1 
G Id’ I 
~+‘~Tn(F-l(y)) - d2T(y, n)l . 1 d’“T,(F-l(y)) + d2T(y, n)] u’y 
< (sup I ~9’~T,(F-l(y)) - d2T(y, n)l) 
arSId 
x ‘z; I n”“Tn(F-‘(Y)> + n-1’2T(~, 41) 
= O(n-1’2t;,(n)) * O((log log @r’s), (4.58) 
where the first rate is by (3.28), and the second one is by 
sup ] T(y, n)j a2 O((n log log ?2)1’2). 
l/d 
(4.59) 
The latter, in turn follows by 
sup I K(y, n)] “2 O((n log log @‘a), 
U6Id 
(4.60) 
a law of iterated logarithm for the Kiefer Process (cf. e.g. Theorem 2 in C&g& 
Chan [6]). Now (4.60) and (3.28) combined imply a law of iterated logarithm for 
T,(F-l(y)) itself, namely 
sup n 1 T,(F-l(y))] ‘2 O((n log log r~)l’~). 
UEP 
Hence (4.50) is proved. 
(4.61) 
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As to the proof of (4.49), along the lines of (4.58), we get 
< (sup I nl’“T,(F-‘(r)> - T(“‘(y)l)(sup I n1’2~n(wY)) + TyY)l) 
yeId yeId 
< (sup 1 ?G'"T,(F-l(y)) - 2-q y)]) 
weId 
(4.62) 
x (sup I P)(y) - nl'"T,(F-l(y))1 + 2 sup nl’s I T,(F-l(y))/) 
weId weld 
“2. O(r,,(n))(O(r,,j(n)) + O((log log n)1’2) 
“2 0(r1,(?2)(10g log ?2)1’2), 
where the line before the last one follows by applying (3.27) two times and by 
(4.61). 
Remark 2. Blum, Kiefer and Rosenblatt [l] also study the limiting behaviour 
of their statistic lRd IT,’ dF,(x) under a sequence of alternative F(“)(X), 
x E Rd, for which 
?Pp)(x) - fi F,!“‘(x,)) + q(x) 
i=l 
(finite and continuous) as n -+ co. The relevant statements of this paper can be 
also restated along these lines with the extra term p(F;‘(y,),..., F;‘(yJ) added to 
their appropriate Gaussian Processes. 
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