The terrestrial biosphere and atmosphere interact through a series of feedback 5 loops. Variability in terrestrial vegetation growth and phenology can modulate fluxes of 6 water and energy to the atmosphere, and thus affect the climatic conditions that in turn 7 regulate vegetation dynamics. Here we analyze satellite observations of solar-induced 8 fluorescence, precipitation, and radiation using a multivariate statistical technique. We 9 find that biosphere-atmosphere feedbacks are globally widespread and regionally 10 strong: they explain up to 30% of precipitation and surface radiation variance. 11 Earth system models underestimate these precipitation and radiation feedbacks mainly 20 because they underestimate the biosphere response to radiation and water availability. 21
two are both driven by separate factors 19, 20 . Here, these shortcomings are overcome by 48 employing a Multivariate Conditional Granger causality (MVGC) statistical technique using 49 vector autoregressive models (VARs) 21 . This method determines both the strength of the 50 predictive mechanism between variables and the time scale over which these links occur 51 (Methods).
regions of the Eastern US, parts of the Mediterranean, and tropical rainforest regions 30, 31 . 103
This agrees with the findings of previous studies showing that net primary production (NPP) 104 in these regions is driven by radiation 18 . The biosphere exerts control on PAR in the Eastern 105 US, central Eurasia, African deciduous woodlands as well as in the European Mediterranean 106 region (Fig. 1d) . In these very dry or very wet regions, ecosystems rarely enter the 107 transitional regime where stomatal closure depends on soil moisture, and increases in SIF are 108 accompanied by increases in both sensible and latent heat ( Supplementary Fig. 1 ) 32 . The 109 increased sensible heat flux leads to a deeper boundary layer and reduced cloud cover 110 ( Supplementary Fig. 4 ), therefore increasing PAR (Fig. 1d ). In the Eastern US, the increase in 111 PAR is mostly attributed to a reduction of low-and mid-level (i.e. congestus) cumulus 112 clouds, typical of summer conditions in this humid climate ( Supplementary Fig. 4 ). By 113 contrast, in the European Mediterranean, PAR is most sensitive to mid-and high-level 114
clouds. In central Eurasia all cloud cover levels negatively impact surface PAR but high-level 115 clouds are the primary reason for the PAR change. The strongest feedbacks between SIF and 116 PAR tend to be on a seasonal scale indicating an increase in ecosystem-scale photosynthetic 117 capacity due to vegetation growth, with exceptions in Madagascar, Australia and central 118
Eurasia where subseasonal and interannual feedbacks dominate ( Supplementary Fig. 3 ). In all 119 PAR feedback regions, PAR is also negatively correlated with precipitation (Supplementary 120 Fig. 4 ). We note that the European Mediterranean has been highlighted as a hotspot of land-121 atmosphere coupling in an earlier modeling study, emphasizing the strong coupling between 122 surface turbulent fluxes and the boundary layer response in the region 33 . While a similar 123 coupling mechanism may occur in other regions, they do not exhibit a strong response 124 because other processes (e.g. topography, different land-ocean circulation…) overshadow the 125 regional impact of the biosphere there. Although feedbacks between the biosphere and atmosphere are detected in almost all 148 regions, several 'hotspot families' stand out: 1) regions that are either semi-arid or monsoonalfor the PAR feedback. No regions exhibit both feedback pathways; one always dominates thethe observational record. In the model analysis, GPP is used as a proxy for the biosphere in 158 lieu of SIF. Our results are normalized in terms of explained variance for each pixel so that 159 the proportionality factor of SIF and GPP does not impact the pixel-wise metric results. To 160 increase robustness, 50 years of data are used for the model analysis rather than 161 the shorter period we are constrained by for the observational analysis 40 . 162
The median of all ESMs fall below the first quartile of the observational data results 163 for the precipitation  biosphere  precipitation feedback (Fig. 3a) . Models significantly 164 underestimate the magnitude and the range of both the atmospheric and biospheric forcings 165 (except for CMCC-CESM) ( Supplementary Fig. 6 ), although underestimation is more severe 166 in the case of the precipitation  biosphere component. The observational PAR  biosphere 167  PAR feedback strength (Fig. 3b ) also has a higher median value than that of the ESMs. 168
Both the precipitation and PAR atmospheric forcings are underestimated because of 169 photosynthesis misrepresentation in ESMs ( Supplementary Fig. 6 There is a certain amount of uncertainty inherent to each product that is described in 354 detail in their data quality summaries. The SIF data is especially noisy (particularly in South 355
America where there are less frequent measurements due to clouds, specifically in the 356 rainforest, and noise from the South Atlantic Anomaly) 22 . Thus, in addition to a standard 357 normalization (described below), SIF data is averaged with the 8 adjacent pixels surrounding 358 the pixel of interest to smooth the remaining noise. On rare pixels, we note that SIF appears 359 to cause an increase in both precipitation and PAR (Figs 1b and d) but this effect is attributed 360 to the use of nine-pixels spatially smoothing of the SIF signal. 361
The monthly SIF data is calculated from daily measurements (level 2) when the 362 effective cloud fraction is <30%. It should be noted that effective cloud fraction is not 363 equivalent to geometric cloud fraction but is instead based on a Lambertian model that 364 considers cloud reflectance and albedo 44, 45, 46 . It has been demonstrated that in a typical pixel 365 with a true cloud fraction of 40% that over 80% of the SIF signal can still be retrieved for 366 very thick cloud optical thicknesses (up to 10) 47 . The effective cloud fraction is typically 367 lower than the geometric one.effective cloud fraction threshold between 0 and 50 percent only minimally affects the spatial 370 and temporal patterns of SIF 22 . Therefore, we expect minimal bias due to the filtering at the 371 monthly resolution that we consider in our analysis. The one region where the cloud coverage 372 filtering may reduce G-causality detected is in the wet tropics where there is a higher 373 prevalence of clouds. It is possible that the PAR SIF PAR feedbacks might be 374 underestimated in this region because of the cloud contamination. 375
SIF-GPP relationship 376
This study uses SIF as a proxy for GPP. SIF is mechanistically linked to GPP 9,48 , 377 through both light use efficiency and fAPAR 49 , and has been shown to have a near-linear 378 relationship with GPP at both canopy and ecosystem scales 11,12,50,51,46,52 . While the hourly 379 leaf-level relationship between SIF and GPP has been estimated as curvilinear (SIF continues 380 to increase after the maximum rate of photosynthesis has been reached) 11 , the relationship at 381 larger and longer time scales (e.g., monthly) becomes linear likely due to the effects of 382 averaging across a canopy of leaves representing varying light conditions 11 . 383
The linearity between SIF and GPP has been observed across biomes using a variety 384 of datasets, including flux tower validation 46, 52 . As is shown in Supplementary Fig. 1 , SIF 385 correlates strongly with monthly global GPP estimates from Fluxnet-MTE in regions outside 386 of the wet tropics. The SIF-GPP correlation is lower in the wet tropics as the machine 387 learning upscaling approach of the Fluxnet-MTE GPP product has the greatest uncertainty in 388 these regions, as there are few(er) eddy covariance towers there that are used for training 53, 54 . 389
Additionally, tropical forest GPP exhibits minimal seasonality 55 , and thus the lower 390 correlation can be attributed to the fitting of noise (R 2 by construction will be small). It has 391 nonetheless been shown that the minimal seasonality in SIF observed in the Amazoncorrectly corresponds to the seasonality of carbon dioxide 56 and MODIS near-infrared 393 reflectance related to photosynthesis 55 . As a result, SIF has been used as a proxy for GPP 394 interannual variability 11 . 395
The linear scaling factor between SIF and GPP varies spatially. Yet, when we 396 normalize the data prior to running the G-Causality, the differing slope values should not 397 impact results since we look at each pixel (location/ecosystem) separately. 398
Conditional MVGC 399
We base our analysis on Multivariate Granger causality, using a MVGC MATLAB 400 
(1)
Synthetic Bootstrap Tests 467
To demonstrate the effectiveness of this method, we perform several additional tests 468 of the conditional MVGC on synthetic data where causal links can be specified. In the first 469 three test scenarios PAR and precipitation (P) time series are assumed to be sinusoidal with 470 amplitude modulation -AM -and frequency modulation -FM -, as well as additive noise 471
(equations 2 and 3). We define two similar test cases except that one has a causal link 472 The conditional G-causality finds that only radiation and precipitation are causing SIF 483
and not the converse (Supplementary Fig. 10 ). In addition, the magnitude of radiation on SIF 484 is four times stronger than the one of precipitation on SIF, as expected based on the time 485 series generated (equation 4). 486
To emphasize that these results are not spurious, we perform a second, similar test but 487 with a non-causal time series (equation 5). This non-casual SIF time series is not induced by 488 PAR nor precipitation. It is statistically similar to the causal scenario, composed of lagged 489 sinusoids with similar frequencies to PAR and precipitation, but without a causal mechanism. 490
For the precipitation and radiation time series we allow for both amplitude and frequency 491 modulations so that both amplitude and phase are stochastic (similar to radiation and 492 precipitation monthly time series). 493
The conditional MVGC analysis of this non-causal time series shows no significant G-494 causality, as expected ( Supplementary Fig. 10) . 495
In the third test we bootstrap every month of equations 2-4 across years, clearly 496 destroying the causality in the time series (as the same month from another year is used) 497 while preserving the climatology (and seasonal cycle). As seen in Supplementary Figure 10 , 498
As expected, in addition to the causality detected previously in the causal test of precipitation 504
and PAR on SIF, we also detect significant causality of SIF on PAR (Supplementary Fig. 10 ). 505
Observational Bootstrap Test 506
To further test the assumption that the observed causation of the biosphere on the 507 atmosphere is not an artifact of the seasonal cycle, we perform a bootstrap analysis with 100-508 realizations at the global scale. Observational data is sampled by randomly swapping the 509 same months across years for each variable: that is the seasonality is preserved while the 510 causal link from month to month is destroyed. As expected, very few pixels showed any G-511 causality ( Supplementary Fig. 2 ): only 6.2% of the SIF  precipitation results, and 6.9% of 512 the SIF  PAR results were found to be significant at the 95% confidence level (had more 513 than 5/100 realizations per pixel with significant results based on an F-distribution with a p-514 value < 0.1). The resulting averaged pair-wise conditional G-causality shows almost no 515 signal, with a peak of less than 0.05 compared to 0.3 for the original dataset (Supplementary 516 Fig. 2 ). In addition, the resulting geographical patterns reflect mostly random noise. This 517 further emphasizes the physical nature of our assessed causation between the biosphere and 518 the atmosphere.fraction of variance in the biosphere explained by the atmosphere and vice versa. We tested 522 for normality and homoscedasticity of the residuals during the VAR fits and excluded pixels 523 that did not meet these criteria (3-6% of pixels depending on the feedback). Using the VAR 524 coefficients generated by the analysis (to account for cross variations), VAR models are 525 created for each atmospheric variable with and without the inclusion of SIF. VAR models are 526 also created for SIF with and without the inclusion of each atmospheric variable. 
The feedback is defined as positive or negative by taking the VAR model first order 535 coefficients, which is then compared with the VAR model coefficient with the greatest 536 absolute magnitude as further verification. The leading order coefficient of the AR modelhttps://www.bgc-jena.mpg.de/geodb/projects/Data.php 569
• CMIP5 model data: https://pcmdi.llnl.gov/ 570
Additional intermediate datasets produced as part of the study can be made available 571 upon request. 572
