This paper proves several Tauberian theorems for general iterations of operators, and provides two applications to zero-sum stochastic games where the total payoff is a weighted sum of the stage payoffs. The first application is to provide conditions under which the existence of the asymptotic value implies the convergence of the values of the weighted game, as players get more and more patient. The second application concerns stochastic games with finite state space and action sets. This paper builds a simple class of asymptotically optimal strategies in the weighted game, that at each stage play optimally in a discounted game with a discount factor corresponding to the relative weight of the current stage.
Introduction
Zero-sum stochastic games were introduced by Shapley [17] . In this model, two players repeatedly play a zero-sum game, that depends on an endogenous variable called state of nature. At each stage, players choose a pair of actions. Actions and the current state determine both the stage payoff and the distribution according to which the new state is drawn. At the end of the stage, the new state of nature and the pair of actions played are publicly announced to both players. There are several ways to evaluate the total payoff in a stochastic game. For n ∈ N * , the payoff in the n − stage game is the Cesaro mean 1 n n m=1 g m , where g m is the payoff at stage m ≥ 1. For λ ∈ (0, 1], the payoff in the λ − discounted game is the Abel mean m≥1 λ(1 − λ) m−1 g m . More generally, for a sequence of positive weights (θ m ) m≥1 summing to 1, the payoff in the θ-weighted game is the weighted sum m≥1 θ m g m . Under mild conditions, the n-stage game, the λ-discounted game and the θ-weighted game have a value, denoted respectively by v n , v λ and v θ .
A huge part of the literature focuses on the existence of the limit of v n when n goes to infinity, of the limit of v λ when λ goes to 0, and more generally of the limit of v θ when sup m≥1 θ m goes to 0. When the state space and the action sets are finite, Bewley and Kohlberg have proved that (v n ) and (v λ ) converge to the same limit, and a direct consequence of the existence of the uniform value by Mertens and Neyman [10] is that more generally, (v θ ) converges when (θ m ) m≥1 is decreasing and θ 1 goes to 0. Without this finiteness assumption, several counterexamples have been pointed out. Vigeral [21] has provided an example of a stochastic game with finite state space and compact action sets in which neither (v n ) nor (v λ ) converges. Ziliotto [24] has provided an example of a stochastic game with compact state space, finite action sets and many other regularity properties, in which (v n ) and (v λ ) fail to converge. Many papers prove convergence of (v n ), (v λ ) and (v θ ) to the same limit in specific 1 Operator approach: main results If (C, C ) is a Borel subset of a Polish space, we denote by ∆(C) the set of probability measures on C, equipped with the weak * topology. In particular, the set ∆(N * ) identifies with the set of positive real sequences (θ m ) m≥1 such that m≥1 θ m = 1. Let D := {θ ∈ ∆(N * ) | ∀ m ≥ 1, θ m+1 ≤ θ m }. The sequence θ ∈ R N * such that θ m = 0 for all m ≥ 1 is denoted by 0. Definition 1.1. Let θ ∈ ∆(N * ) ∪ {0}.
• The shift of θ is the sequenceθ defined byθ := 0 if θ 1 = 1, and otherwise ∀ m ∈ N * ,θ m := θ m+1 (1 − θ 1 ) −1 .
• Let r ∈ N * . The r-shift of θ is the sequence θ r ∈ ∆(N * ) defined recursively by θ 1 = θ and θ r := θ r−1 .
Note that if θ r = 0, then for all m ≥ 1,
Let (X, . ) be a Banach space, and a map Ψ :
and
is bounded, and
When θ is taken among decreasing sequences, this proposition is a direct consequence of Neyman and Sorin [13, Subsection 3.2] ). Remark 1.3. A class of operators that play a key role in this paper is the following. Let K be any set, and X be the set of bounded real-valued functions defined on K. Consider two sets S and T , and a family of linear forms (P k,s,t ) (k,s,t)∈K×S×T on X, such that for all (k, s, t), P k,s,t is of norm smaller than 1. Let g :
all f ∈ X and k ∈ K. Note that Ψ satisfies (1.1) and (1.2). This class includes Shapley operators (see Neyman and Sorin [12, ): this corresponds to the case where K is the state space of some zero-sum stochastic game, S (resp. T ) is the set of strategies of Player 1 (resp. 2), k is the current state, and P k,s,t (f ) is the expectation of f (k ′ ) under strategies s and t, where k ′ is the state at next stage. Under standard assumptions, for all θ ∈ ∆(N * ), v θ is the value of the stochastic game in which the weight of the payoff at stage m is θ m , for all m ≥ 1. This fact will be useful in Section 3. Remark 1.4. Consider a 1-Lipschitz mapping Φ : X → X and define Ψ(λ, f ) := λΦ(λ −1 (1 − λ)f ), for all λ ∈ (0, 1] and f ∈ X. Extend Ψ to [0, 1] × X by continuity. The operator Ψ satisfies (1.1) and (1.2) for C = Φ(0) . Thus, the framework considered in this paper is slightly more general than the nonexpansive operator setting that is standard in the literature. This more general setting will be useful in Subsection 3.3.
We emphasize two particular families of evaluations θ ∈ ∆(N * ):
• For n ∈ N * , the element v n ∈ X is defined by v n := v θ(n) , where θ(n) ∈ D is defined in the following way: for all m ∈ N * , θ(n) m = 1 m≤n n −1 .
• For λ ∈ (0, 1], the element v λ ∈ X is defined by v λ := v θ(λ) , where θ(λ) ∈ D is defined in the following way: for all m ∈ N * , θ(λ) m = λ(1 − λ) m−1 .
By definition, we have
Some of the results will be stated under the following assumption, which is stronger than (1.2): When (a), or equivalently (b) is satisfied, the common limit is called asymptotic value, and the operator Ψ is said to have an asymptotic value. One of the main goals of this paper is to determine under which conditions on the sequences of weights does the existence of the asymptotic value implies the convergence of (v θ ), as sup m≥1 θ m goes to 0. This leads to consider the following family of sequences of weights: For p ∈ N * , denote Θ p the set of sequences that are p-piecewise constant. Note that
In the stochastic game framework, the quantity I p (θ) is a measure of the "impatience" of players. When I p (θ) is small, this means first that players are very patient, second that the weight that they put on each stage does not vary too much: it can make at most p significant jumps. Then for all ǫ > 0, for all p ∈ N * , there exists α > 0 such that for all θ ∈ ∆(N * ),
As an example, let us give a family of evaluations to which the theorem applies. Let p ∈ N * . A sequence θ ∈ ∆(N * ) is p-piecewise-discounted if there exists a 1 , ..., a p ∈ R + , λ 1 , ..., λ p ∈ [0, 1] and m 1 , ..., m p ∈ N * such that m 1 = 1 and for all p ′ ∈ {1, .. 
As we shall see in Section 4, this result does not hold when one replaces Θ 
Proofs
This section is dedicated to the proofs of the results.
Iterated operators
Iterating Equation (1.3) in a proper way is one of the key ingredients to the proofs, thus we define the following family of iterated operators: Definition 2.1. Let n ∈ N and θ ∈ ∆(N * ) ∪ {0}. The operator Ψ n θ : X → X is defined recursively by Ψ 0 θ := Id, and for n ≥ 1,
When θ = θ(λ) is a discounted evaluation, we write Ψ n λ instead of Ψ n θ(λ) . The following lemma establishes important properties for the family of operators (Ψ n θ ).
The following assertions hold:
Proof. We introduce the following piece of notation: for θ ∈ ∆(N * ) ∪ {0} and r ∈ N * , let
Iterating this inequality yields
(ii) Applying Equation (1.2), we get
and the result follows by induction.
(iii) For s ∈ {0, 1, ..., n}, define
Let us prove by induction that for all s ∈ {0, 1, ..., n},
. By induction hypothesis, we deduce that inequality (2.1) holds for all s ∈ {0, 1, ..., n}. Taking s = n yields (iii). 
Note that by Lemma 2.2 (ii), for all n ∈ N * , f n θ ≤ C. Let n ≥ 1 and l ≥ 0. Using Lemma 2.2 (i) and (ii), we get
It follows that (v θ n ) is a Cauchy sequence in the Banach space X. Consequently, it converges.
By definition, we have f
Because Ψ(θ 1 , .) is continuous, passing to the limit gives that v θ satisfies Equation (1.3). Moreover, (v θ ) θ∈∆(N * )∪{0} is bounded by C. Now let us prove the uniqueness of the family (v θ ) θ∈∆(N * )∪{0} . Let (w θ ) θ∈∆(N * )∪{0} satisfying the conditions of Proposition 1.2. Using Lemma 2.2 (i), we deduce that for all θ ∈ ∆(N * ) and n ≥ 1,
Because (v θ ) θ∈∆(N * )∪{0} and (w θ ) θ∈∆(N * )∪{0} are bounded, taking n to infinity yields that v θ = w θ for all θ ∈ ∆(N * ) ∪ {0}.
Proposition 1.6
As mentioned earlier, this proposition is a direct consequence of the proof in [22, Theorem 1.2] . Indeed, the only difference between Theorem 1.2 in [22] and Proposition 1.6 is that the theorem deals with a more specific class of operators: as in Remark 1.4, the operator Ψ is of the form
where Φ : X → X is a 1-Lipschitz operator. The key point is that the proof of the theorem only relies on the properties of the iterated operator stated in [22, Lemma 1] . Thanks to Lemma 2.2, these properties are also satisfied in our more general framework. Consequently, the same proof applies as well.
Proof of Theorem 1.8 and Corollary 1.9
In this subsection, Assumption 1 is in force. Let us start with a lemma, that is important to prove both Theorem 1.8 and Corollary 1.9.
The following assertion holds:
Proof. Taking f = 0 in Lemma 2.2 (iii), we get that for all n ∈ N,
Taking n to infinity in the above equation yields the first inequality. Taking θ ′ = 0 in the first inequality implies that v θ ≤ C (this is also a consequence of the proof of Proposition 1.2).
Theorem 1.8
Now let us prove Theorem 1.8. By the previous lemma, it is enough to prove that for any p ∈ N * , the following property A (p) holds: for all ǫ > 0, there exists α > 0 such that for all θ ∈ Θ p , Thanks to Lemma 2.3, we may assume without loss of generality that 0 < a 1 < 1 (indeed we can perturbate the weights so that they become positive, and this will not significantly change the value v θ ). Let θ ′ := θ m 2 . Let n 1 be the integer part of 1/a 1 . We have
Moreover,
Equations (2.3), (2.4) and Lemma 2.2 (i) imply that
Note that the above quantity vanishes as sup m≥1 θ m goes to 0. Let ǫ > 0, and let α be as in (2.2). Let us prove that there exists α ′ > 0 such that
Thanks to Equations (2.5), (2.6) and (2.7), this is enough to prove that A (p + 1) holds. We discriminate between the two following cases:
In this case,
Because (v n ) converges to v * , there exists n 0 ∈ N * such that for all n ≥ n 0 ,
which concludes the proof.
Corollary 1.9
The main idea is to approximate piecewise-discounted evaluations by piecewise-constant evaluations. Indeed, thanks to Lemma 2.3, in order to prove Corollary 1.9, it is enough to prove that for all p ≥ 1, the following property holds:
Let us prove the property for p = 1. Let ǫ ∈ (0, 1/10], and assume without loss of generality that 1/ǫ ∈ N * . Set
We distinguish between the two following cases:
For all r ≥ 1, define m r := r⌊ǫ 2 /λ⌋ + 1. Define θ ∈ Θ p ′ by θ ′ m = θ mr for all r ∈ 1, ..., ǫ −3 − 1 and m ∈ {m r , ..., m r+1 − 1}, and θ m ǫ −3 := 1 − m ǫ −3 m=1 θ ′ m . By definition, for all r ∈ 1, ..., ǫ −3 − 1 and m ∈ {m r , ..., m r+1 − 1}, we have
Hence θ − θ ′ 1 ≤ ǫ 2 + ǫ 2 ≤ ǫ and this proves the property for p = 1. By a straightforward induction, the corollary holds.
Proof of Theorem 1.11

Under Assumption (a)
Let ǫ ∈ (0, 1/10) and θ ∈ D. Thanks to Lemma 2.3, we assume without loss of generality that for all m ≥ 1, θ m > 0. Let t 1 := 1, and for r ≥ 1, define recursively
with the convention max ∅ = +∞ and t r+1 = +∞ if t r = +∞. In words, between stage 1 and stage t r − 1, the discounted evaluation with discount factor θ
is a good approximation of the evaluation θ t r−1 .
Letm := max m ≥ 1 | m ′ ≥m θ m ′ ≥ ǫ andr := max {r ≥ 1 | t r ≤m}. Define m r := t r for all r ∈ {1, ...,r}, and mr +1 :=m. For r ∈ {1, ...,r + 1}, define µ r := θ mr and
Lemma 2.4. The following inequality holds:
Proof. Let r ∈ {1, ...,r}. We have Triangle inequality yields
Thus, by (2.8) and Lemma 2.2 (i), we have
Equations (2.9) and Lemma 2.2 (iii) yield
The last inequality stems from the definition of (m r ) and the fact that v λr ≤ C. Combining (2.10), (2.11) and (2.12) yield
Summing from r = 1 to r =r yields
By definition ofr + 1, πr +1 ≤ πr +2 + θr +1 ≤ ǫ + θ 1 . We deduce that
and the lemma is proved.
In Sorin [20, Proposition 4, p.111] , by assumption (λ r ) is decreasing, and because (v λ ) has bounded variation, the quantity r r=1 v λ r+1 − v λr can be made as small as desired. The problem that we face is that in our framework, (λ r ) may not be a decreasing sequence. Nonetheless, it turns out that (λ r ) is "almost" decreasing, in the following sense: the number of integers r ∈ {1, ...,r − 1} such that λ r < λ r+1 is at most of order ǫ −2 .
Lemma 2.5. Let r ∈ {1, ...,r − 1}. We have either
Proof. By definition of m r+1 , two cases are possible:
In the first case, because (θ m ) m≥1 is decreasing, we have
Moreover, by definition of (m r ), for all m ∈ {1, ..., m r+1 − m r },
Combining these two facts, we get
Consequently,
In the second case, we have θ
, and we deduce that
We deduce that either π r ≥ (1 + ǫ)π r+1 , or λ r ≥ λ r+1 .
Note that (1 + ǫ) −ǫ −2 −1 < ǫ and πr ≥ ǫ. Consequently, there exists k ∈ N * satisfying k ≤ ǫ −2 , and r 1 , ..., r k ∈ {1, ...,r} such that r 1 = 1, r k =r + 1 and for all k ′ ∈ {1, ..., k − 1}, for all r ∈ {r k ′ , ..., r k ′ +1 − 1}, λ r+1 ≤ λ r . To conclude, let β ∈ (0, 1] such that for all decreasing
Set α := βǫ, and assume that θ 1 ≤ α. Let r ∈ {1, ...,r}. Then λ r ≤ βǫ/ǫ = β, and thus
and the theorem is proved.
Under Assumption (b)
The proof is a simple adaptation of the proof in [23, Theorem 3] . Let θ ∈ D. For r ≥ 1, define λ r := θ r 1 = θ r / m ′ ≥r θ m ′ . We have
. These two equations and Lemma 2.2 (i) yield
This equation is the same as Equation (11) in [23, p.9] . After that, the proof is identical.
3 Applications to zero-sum stochastic games
Zero-sum stochastic games
Consider a general model of zero-sum stochastic game, as described in Maitra and Parthasarathy [8] . It is described by a state space K, which is a Borel subset of a Polish space, a measurable action set I (resp. J) for Player 1 (resp. 2), that is a Borel subset of a Polish space, a Borel measurable transition q : K ×I ×J → ∆(K), and a bounded Borel measurable payoff function g :
Given an initial state k 1 ∈ K, the stochastic game Γ k 1 that starts in k 1 proceeds as follows. At each stage m ≥ 1, both players choose simultaneously and independently an action, i m ∈ I (resp. j m ∈ J) for Player 1 (resp. 2). The payoff at stage m is g m := g(k m , i m , j m ). The state k m+1 of stage m + 1 is drawn from the probability distribution q(k m , i m , j m ). Then (k m+1 , i m , j m ) is made public to players. The set of all possible histories before stage m is H m := (K × I × J) m−1 × K. A behavioral strategy for Player 1 (resp. 2) is a Borel measurable mapping σ :
A triple (k 1 , σ, τ ) ∈ K×Σ×T naturally induces a probability measure on
θ is the game defined by its normal form (Σ, T , γ
When θ = θ(n) for some n ∈ N * , the game Γ n := Γ θ is called the n-stage game, and its payoff function is denoted by γ n := γ θ . When θ = θ(λ) for some λ ∈ (0, 1], the game Γ λ := Γ θ is called the λ-discounted game, and its payoff function is denoted by γ λ . Let f : K → R be a bounded Borel measurable function, and (k, x, y) ∈ K × ∆(I) × ∆(J). Define
We make the following assumption:
Assumption 2. For all k 1 ∈ K and θ ∈ ∆(N * ), the game Γ k 1 θ has a value, that is, there exists a real number v θ (k 1 ) such that:
Moreover, for all k 1 ∈ K and θ ∈ ∆(N * ), the mapping (v θ ) is Borel measurable and satisfies:
The game Γ has an asymptotic value v * if both (v n ) and (v λ ) converge uniformly to v * . Let X be the set of bounded Borel measurable functions from K to R, equipped with the uniform norm, and for all (f, k) ∈ X × K, define
Remark 3.1. When I and J are compact metric spaces, and for all k ∈ K, q(k, .) and g(k, .) are jointly continuous, then Assumptions 2 and 3 hold (see [11, Proposition VII.1.4, p.394] ). Maitra and Parthasarathy [8] provide even weaker conditions under which Assumptions 2 and 3 hold in the n stage-case and the λ-discounted case, which generalize immediately to the θ-weighted case.
Tauberian theorem for value functions
Assume that Assumptions 2 and 3 are in force. The set X is a Banach space, and Assumption 3 ensures that Ψ is well defined from [0, 1] × X to X. Moreover, Ψ satisfies (1.1) and Assumption 1 for C := sup (k,i,j)∈K×I×J |g(k, i, j)|. Thus, Theorems 1.8 and 1.11 apply to Ψ. By Assumption 2, the family of values (v θ ) satisfies equation (1.3) . Consequently, the two following theorems hold:
Assume that Γ has an asymptotic value v * . Then for all ǫ > 0, for all p ∈ N * , there exists α > 0 such that for all θ ∈ ∆(N * ), 
The above theorem was already known. Indeed, if (v λ ) has bounded variation, then the uniform value exists (see [10] ). This implies the above theorem (see Theorem 1 and Remark 4 in Neyman and Sorin [13] ). Nonetheless, the alternative proof that is provided in this paper is shorter and more elementary.
Asymptotically optimal strategies in finite stochastic games
Assume that K, I and J are finite. Because (v λ ) can be expanded in Puiseux series (see [1] ), there exists C > 0 and s > 0 such that for all λ, λ ′ ∈ (0, 1],
Denote by Y * λ (k) the set of y ∈ ∆(J) such that 
The following theorem shows that θ-discounted strategies are asymptotically optimal in Γ θ , as θ 1 goes to 0. Theorem 3.5. For all ǫ > 0, there exists α > 0 such that for all θ ∈ D, for all k 1 ∈ K, for all θ-discounted strategies σ θ ∈ Σ and τ θ ∈ T , for all σ ∈ Σ and τ ∈ T ,
Proof. Let us prove the result for Player 1, the result for Player 2 follows by symmetry. Let X be the set of functions from K to R, equipped with the uniform norm, and for all (f, k) ∈ X × K, define
The operator Ψ satisfies equations (1.1) and (1.2). For k ∈ K and θ ∈ D, define
For all θ ∈ ∆(N * ), we have
Moreover, for all λ ∈ (0, 1], w λ = v λ , where v λ is the value of the λ-discounted game. Applying Theorem 1.11 to Ψ proves the result.
Remark 3.6. To the best of our knowledge, the above result was not known even when θ is restricted to be a n-stage evaluation.
Remark 3.7. For each λ ∈ (0, 1], there exists a stationary optimal strategy s * (λ) (a strategy that depends only on the current state) that is optimal in the game Γ λ (k 1 ), for any k 1 ∈ K (see [17] ). For θ ∈ D, consider the following strategy in Γ θ : at stage m, play the strategy s * (λ m ). By the previous theorem, this strategy is asymptotically optimal, as θ 1 goes to 0. Thus, this theorem provides a simple way to build asymptotically optimal strategies in weighted games.
An example
In this section, we provide an example of a 1-Player stochastic game (Markov Decision Process) that has an asymptotic value, and such that there exists (θ N ) ∈ D N * satisfying lim N →+∞ θ N 1 = 0, but such that (v θ N ) does not converge. For all N ≥ 1, θ N is piecewise constant, but the number of pieces grows to infinity as N goes to infinity. This shows first that even if we restrict to decreasing sequences of weights, it is crucial that in Theorem 1.8, the number of pieces is bounded. Second, this example shows that in Theorem 1.11, the bounded variation assumption can not be relaxed. Third, this gives a negative answer to a question raised in Renault [15] .
Let Γ be the following MDP: the set space is K := {0, 1} × N * ∪ {0 * }, and the action set is I := {C, Q}. The payoff function is equal to 0 in states {0} × N * , and equal to 1 in states {1} × N * . The state 0 * is an absorbing state: once in 0 * , the game remains forever in it, and the payoff is 0. Let M 0 := 10 (10 10 ) . The Dirac measure at k ∈ K is denoted by δ k . The transition function q is the following: for all m ∈ N * , q((0, m), C) := (0, m + 1)
q ((1, 1) , .) := (0, 1).
The idea of the game starting from state (0, 1) is the following: the decision-maker plays C for a certain period of time m, and meanwhile gets payoff 0, then he plays Q. At this point, the state is absorbed in 0 * with probability 1/ ln(ln(ln(m + m 0 ))), otherwise goes to state (1, m 2 ) . Then, he enjoys a payoff 1 during m 2 stages, and afterwards the game is again in state (0, 1). Let us first prove that Γ has an asymptotic value: Proof. For n ∈ N * , consider the following stationary strategy in the n-stage game: play C until the state is (0, m) with m ≥ n 1/2 , then play Q, and afterwards play C forever. Under such a strategy, whatever be the initial state, the expected payoff is larger than (1 − n −1/2 − n −1 ) 1 − 1/ ln(ln(ln(n 1/2 + M 0 ))) .
This quantity goes to 1 as n goes to infinity. Consider Γ θ N (0, 1), and fix a strategy for the decision-maker. Let r ∈ {1, 2, ..., N }. We distinguish between the two following cases:
The decision-maker does not play Q in a state (0, m) ∈ {0} × N * between stages m r and m r+1 − 1
In this case, the only way that his total payoff between stages m r and m r+1 − 1 is positive is that k mr = (1,m), for somem ∈ N * . By definition of the transition, we havẽ m ≤ We deduce that the total payoff between stages m r and m r+1 − 1 is smaller thañ mN −3 r+1 −1 ≤ (1/N ) 2 . 
