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Abstract. In this paper we study a distributed control problem for a phase
field system of Caginalp type with logarithmic potential. The main aim of this
work would be to force the location of the diffuse interface to be as close as
possible to a prescribed set. However, due to the discontinuous character of
the cost functional, we have to approximate it by a regular one and, in this
case, we solve the associated control problem and derive the related first order
necessary optimality conditions.
1. Introduction. This paper is concerned with the study of a distributed control
problem for a Caginalp type PDE system (cf. [9] and [8])
∂tϑ−∆ϑ+ `∂tϕ = σ and ∂tϕ−∆ϕ+W ′(ϕ) = `ϑ in Q := (0, T )× Ω (1.1)
where Ω is the domain where the evolution takes place, T is some final time, ϑ de-
notes the relative temperature around some critical value that is taken to be 0
without loss of generality, and ϕ is the order parameter. Moreover, ` is a positive
coefficient that is proportional to the latent heat, and σ is some source term. Fi-
nally, W ′ represents the derivative of a double-well potential W, and the typical
example is the classical regular potential Wreg defined by
Wreg(r) = 1
4
(r2 − 1)2 , r ∈ R. (1.2)
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However, different choices of W are possible, and a thermodynamically significant
example is given by the so-called logarithmic double-well potential, namely
Wlog(r) = ((1 + r) ln(1 + r) + (1− r) ln(1− r))− cr2 , r ∈ (−1, 1) (1.3)
where c > 0 is large enough in order to kill convexity. More generally, the potential
W could be just the sum W = β̂ + pi, where β̂ is a convex function that is allowed
to take the value +∞ somewhere, and pi is a smooth perturbation (not necessarily
concave). In such a case, β̂ is supposed to be proper and lower semicontinuous so
that its subdifferential is well-defined and can replace the derivative which might
not exist. A typical example is the so-called double obstacle potential
Wobs(r) = I[−1,1](r)− cr2 , (1.4)
where I[−1,1] denotes the indicator function of the set [−1, 1] which takes value 0 in
[−1, 1] and +∞ outside. Of course, the second equation (1.1) becomes a differential
inclusion.
The mathematical literature on (1.1) is rather vast: we quote the pioneering
paper [22] and the more recent ones [33], [28], [31] dealing respectively with the cases
of regular, singular and non-smooth potentials. In addition, we refer to [27, 36] for
the study of other phase field models with singular potentials. On the other hand,
let us mention [4, 5, 11, 20, 25, 26, 37] for discussions and results on the Cahn–
Hilliard equation with singular potentials, and [10, 12, 17, 19, 23, 24] for the analysis
of Allen–Cahn type problems with singular potentials, also including the treatment
of some optimal control problems.
Coming back to (1.1), initial conditions like ϑ(0) = ϑ0 and ϕ(0) = ϕ0 and suitable
boundary conditions must complement the above equations. As far as the latter are
concerned, we take the homogeneous Dirichlet and Neumann boundary conditions,
respectively, that is
ϑ = 0 and ∂nϕ = 0 on Σ := (0, T )× Γ
where Γ is the boundary of Ω and ∂n is the (say, outward) normal derivative. We
note that the latter is very common in the literature and that the former could be
replaced by an inhomogeneous one.
The aim of this paper is to study a related optimal control problem, the control
being associated to the forcing term σ that appears on the right-hand side of the first
equation (1.1). As it is natural to allow the control to act only on a part Ωact ⊂ Ω,
we can take σ(t, x) = m(x)u(t, x), where m is in principle the characteristic function
of Ωact and u is the control. Of course, it makes no change in our arguments to let m
be any nonnegative bounded function (while just minor modifications are required
if m changes its sign). Thus, the state system takes the following form
∂tϑ−∆ϑ+ `∂tϕ = mu in Q (1.5)
∂tϕ−∆ϕ+ β(ϕ) + pi(ϕ) 3 `ϑ in Q (1.6)
ϑ = 0 and ∂nϕ = 0 on Σ (1.7)
ϑ(0) = ϑ0 and ϕ(0) = ϕ0 on Ω (1.8)
and the control u is supposed to vary in some control box Uad. We would like to
force the location of the diffuse interface of ϕ, i.e., of the set Eε(ϕ) where the state
ϕ takes values between −ε and ε, for some given ε > 0, to be as close as possible to
a prescribed set E ⊂ Q. To do that, by denoting by χE the characteristic function
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of E and by g the characteristic function of the interval [−ε, ε], we introduce the
cost functional
J0(u) := 1
2
∫
Q
(g(ϕ)− χE)2 (1.9)
where (ϑ, ϕ) is the state corresponding to u. More generally, we could take, e.g.,
J (u) := 1
2
∫
Q
(g(ϕ)− χE)2 + κ
2
∫
Q
(ϑ− ϑQ)2 (1.10)
where the desired temperature ϑQ ∈ L2(Q) and the constant κ ≥ 0 are given. In
this case, the optimal control (if it exists) balances the closeness of Eε(ϕ) to E and
the smallness of the difference |ϑ− ϑQ|, depending on the value of the coefficient κ.
However, such problems look difficult for every reasonable control box Uad. As
this is mainly due to the discontinuous character of g, we replace the characteristic
function g by a continuous approximation of it (still denoted by g), and a possible
choice is the following
g(r) :=
λ
((r2 − ε2)+)2 + λ for r ∈ R
where λ > 0 is small. At this point, we can generalize the problem and allow g to
be any continuous function on R satisfying some growth condition that makes the
cost functional meaningful for every admissible control u, and boundedness is surely
suitable. Moreover, even χE can be replaced by a more general given function.
Thus, the control problem we address in this paper consists in minimizing the
cost functional
J (u) := 1
2
∫
Q
(g(ϕ)− χ)2 + κ
2
∫
Q
(ϑ− ϑQ)2 (1.11)
depending on the state variables ϑ and ϕ satisfying the above state system, over all
the controls belonging to some control box Uad, where χ and ϑQ are given in L2(Q),
κ is a nonnegative constant and g is a prescribed real function on R, that we assume
to be at least continuous and bounded. As far as the control box in concerned, we
take
Uad :=
{
u ∈ L2(Q) : umin ≤ u ≤ umax a.e. in Q
}
(1.12)
where umin and umax are given bounded functions.
Let us mention here that in our approach the existence of an optimal control
is proven for a quite general class of potentials W: indeed, W is assumed to
be a smooth perturbation of a convex function β̂ possibly taking the value +∞
somewhere. Notice that all the three examples (1.2), (1.3), and (1.4) fit these as-
sumptions. However, we point out that the derivation of the first order necessary
optimality conditions can be made only in case of regular (e.g. (1.2)) and singular
(e.g. (1.3)) potentials (cf. Section 4). The latter case seems to be particularly inter-
esting since it includes the thermodynamically relevant logarithmic potential and,
to the best of our knowledge, it is completely new (see, e.g., [3, Rem. 2.7], where the
authors wonder about the extension of their results to singular potentials). Hence,
the main novelty of the present contribution consists in the fact that we can deal
with quite general potentials W (even singular) in the phase equation and quite
general cost functions J . Up to our knowledge, indeed, the literature on optimal
control for Caginalp type phase field models is quite poor and often restricted to
the case of regular potentials, or dealing with approximating problems when first
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order optimality conditions are discussed. In this framework, let us quote the pa-
pers [29, 30] and references therein and also[2, 6, 13, 14, 15, 16, 18, 34, 39, 41] for
different types of phase field models.
The paper is organized as follows. In the next section, we list our assumptions,
state the problem in a precise form and present our results. The well-posedness of
the state system and the existence of an optimal control will be shown in Sections 3
and 4, respectively, while the rest of the paper is devoted to the derivation of first
order necessary conditions for optimality. The final result will be proved in Section 6
and it is prepared in Sections 5, which is devoted to the study of the control-to-state
mapping.
2. Statement of the problem and results. In this section, we describe the
problem under investigation and present our results. From now on, for simplicity
and without any loss of generality we take ` = 1 in (1.5)–(1.8). As in the Intro-
duction, Ω is the body where the evolution takes place. We assume Ω ⊂ R3 to be
open, bounded, connected, of class C1,1, and we write |Ω| for its Lebesgue mea-
sure. Moreover, Γ and ∂n still stand for the boundary of Ω and the outward normal
derivative, respectively. Given a finite final time T > 0, we set for convenience
Qt := (0, t)× Ω and Σt := (0, t)× Γ for every t ∈ (0, T ] (2.1)
Q := QT , and Σ := ΣT . (2.2)
Now, we specify the assumptions on the structure of our system. We assume that
m ∈ L∞(Ω) and m ≥ 0 a.e. in Ω (2.3)
β̂ : R→ [0,+∞] is convex, proper and l.s.c. with β̂(0) = 0 (2.4)
pi : R→ R is a C1 function and pi ′ is Lipschitz continuous . (2.5)
We set for convenience
β := ∂β̂ and pi := pi ′ (2.6)
and denote by D(β) and D(β̂) the effective domains of β and β̂ , respectively. More-
over, βε is the Yosida regularization of β at level ε and β
◦(r) denotes the element
of β(r) having minimum modulus for every r ∈ D(β) (see, e.g., [7, p. 28]). It is
well known that both β and βε are maximal monotone operators and that βε is
even single-valued and Lipschitz continuous. Furthermore (see, e.g., [7, Prop. 2.6,
p. 28]), we have
|βε(r)| ≤ |β◦(r)| and βε(r)→ β◦(r) for r ∈ D(β). (2.7)
Next, in order to simplify notations, we set
V := H1(Ω), V0 := H
1
0 (Ω), H := L
2(Ω), W := {v ∈ H2(Ω) : ∂nv = 0} (2.8)
and endow these spaces with their natural norms. The symbol ‖ · ‖X stands for the
norm in the generic Banach space X, while ‖ · ‖p is the usual norm in both Lp(Ω)
and Lp(Q), for 1 ≤ p ≤ ∞. Finally, for v ∈ L2(0, T ;X) the function 1 ∗ v is defined
by
(1 ∗ v)(t) :=
∫ t
0
v(s) ds for t ∈ [0, T ] (2.9)
(note that the symbol ∗ is usually employed for convolution products).
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At this point, we describe the state system. Given ϑ0 and ϕ0 such that
ϑ0 ∈ V0 (2.10)
ϕ0 ∈ V and β̂(ϕ0) ∈ L1(Ω) (2.11)
we look for a triplet (ϑ, ϕ, ξ) satisfying
ϑ ∈ H1(0, T ;H) ∩ L∞(0, T ;V0) ∩ L2(0, T ;H2(Ω)) (2.12)
ϕ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ) (2.13)
ξ ∈ L2(0, T ;H) (2.14)
∂tϑ−∆ϑ+ ∂tϕ = mu a.e. in Q (2.15)
∂tϕ−∆ϕ+ ξ + pi(ϕ) = ϑ and ξ ∈ β(ϕ) a.e. in Q (2.16)
ϑ(0) = ϑ0 and ϕ(0) = ϕ0 a.e. in Ω. (2.17)
Our first result, whose proof is sketched in Section 3, ensures well-posedness
with the prescribed regularity, stability and continuous dependence on the control
variable in suitable topologies.
Theorem 2.1. Assume (2.3)–(2.5) and (2.10)–(2.11). Then, for every u ∈ L2(Q),
problem (2.15)–(2.17) has a unique solution (ϑ, ϕ, ξ) satisfying (2.12)–(2.14), and
the estimate
‖ϑ‖H1(0,T ;H)∩L∞(0,T ;V0)∩L2(0,T ;H2(Ω))
+ ‖ϕ‖H1(0,T ;H)∩L∞(0,T ;V )∩L2(0,T ;W ) + ‖ξ‖L2(0,T ;H) ≤ C1 (2.18)
holds true for some constant C1 that depends only on Ω, T , the structure (2.3)–(2.5)
of the system, the norms of the initial data associated to (2.10)–(2.11) and ‖u‖2.
Moreover, if ui ∈ L2(Q), i = 1, 2, are given and (ϑi, ϕi, ξi) are the corresponding
solutions, then the estimate
‖ϑ1 − ϑ2‖L2(0,T ;H) + ‖(1 ∗ ϑ1)− (1 ∗ ϑ2)‖L∞(0,T ;V0)
+ ‖ϕ1 − ϕ2‖L∞(0,T ;H)∩L2(0,T ;V )
≤ C ′ ‖(1 ∗ u1)− (1 ∗ u2)‖L2(0,T ;H) ≤ C ′′ ‖u1 − u2‖L2(0,T ;H) (2.19)
holds true with constants C ′ and C ′′ that depend only on Ω, T , pi and m.
Some further regularity of the solution is stated in the next result, whose proof
is given in Section 3.
Theorem 2.2. The following properties hold true.
i) Assume (2.3)–(2.5) and (2.10)–(2.11). Moreover, let
ϕ0 ∈W and β◦(ϕ0) ∈ H . (2.20)
Then, the unique solution (ϑ, ϕ, ξ) given by Theorem 2.1 also satisfies
ϕ ∈W 1,∞(0, T ;H) ∩H1(0, T ;V ) ∩ L∞(0, T ;W ) (2.21)
ξ ∈ L∞(0, T ;H) (2.22)
‖ϕ‖W 1,∞(0,T ;H)∩H1(0,T ;V )∩L∞(0,T ;W ) + ‖ξ‖L∞(0,T ;H) ≤ C2 (2.23)
ϕ ∈ C0(Q) and ‖ϕ‖∞ ≤ C2 (2.24)
for some constant C2 that that depends only on Ω, T , the structure (2.3)–(2.5) of
the system, the norms of the initial data associated to (2.10)–(2.11), (2.20) and
‖u‖2.
100 COLLI, GILARDI, MARINOSCHI AND ROCCA
ii) If in addition ϑ0 ∈ L∞(Ω) and u ∈ L∞(0, T ;H), we also have
ϑ ∈ L∞(Q) and ‖ϑ‖∞ ≤ C3 (2.25)
with a similar constant C3 that depends on ‖ϑ0‖∞ and ‖u‖L∞(0,T ;H) as well.
iii) By further assuming β◦(ϕ0) ∈ L∞(Ω), we have that ξ ∈ L∞(Q) and
‖ξ‖L∞(Q) ≤ C4 (2.26)
with a constant C4 that depends on C3 and ‖β◦(ϕ0)‖∞ in addition.
The well-posedness result for problem (2.15)–(2.17) given by Theorem 2.1 allows
us to introduce the control-to-state mapping S and to address the corresponding
control problem. We define
X := L∞(Q) (2.27)
Y := Y1 × Y2 where (2.28)
Y1 := {v ∈ L2(Q) : 1 ∗ v ∈ L2(0, T ;V0)} (2.29)
Y2 := L∞(0, T ;H) ∩ L2(0, T ;V ) (2.30)
S : X → Y, u 7→ S(u) =: (ϑ, ϕ) where
(ϑ, ϕ, ξ) is the unique solution to (2.12)–(2.17) corresponding to u. (2.31)
Next, in order to introduce the control box and the cost functional, we assume that
umin, umax ∈ L∞(Q) satisfy umin ≤ umax a.e. in Q (2.32)
g : R→ R is continuous and bounded (2.33)
κ ∈ [0,+∞) and χ, ϑQ ∈ L2(Q) (2.34)
and define Uad and J according to the Introduction. Namely, we set
Uad :=
{
u ∈ X : umin ≤ u ≤ umax a.e. in Q
}
(2.35)
J := F ◦ S : X → R where F : Y → R is defined by
F(ϑ, ϕ) := 1
2
∫
Q
(g(ϕ)− χ)2 + κ
2
∫
Q
(ϑ− ϑQ)2. (2.36)
Here is our first result on the control problem; for the proof we refer to Section 4.
Theorem 2.3. Assume (2.3)–(2.5) and (2.10)–(2.11), and let Uad and J be defined
by (2.35)–(2.36). Then, there exists u∗ ∈ Uad such that
J (u∗) ≤ J (u) for every u ∈ Uad. (2.37)
From now on, it is understood that the assumptions (2.3)–(2.5) and those on
the structure and on the initial data are satisfied and that the map S, the cost
functionals F and J and the control box Uad are defined in (2.27)–(2.36). Thus,
we do not remind anything of that in the statements given in the sequel.
Our next aim is to formulate the first order necessary optimality conditions. As
Uad is convex, the desired necessary condition for optimality is
〈DJ (u∗), u− u∗〉 ≥ 0 for every u ∈ Uad (2.38)
provided that the derivative DJ (u∗) exists in the dual space X ∗ at least in the
Gaˆteaux sense. Then, the natural approach consists in proving that S is Fre´chet
differentiable at u∗ and applying the chain rule to J = F◦S. We can properly tackle
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this project under further assumptions on the nonlinearities β, pi and g. Namely,
we also suppose that
D(β) is an open interval and β is a single-valued on D(β) (2.39)
β and pi are C2 functions and g is a C1 function (2.40)
and observe that, in particular, β◦ = β.
We remark that both the regular potential (1.2) and the logarithmic potential
(1.3) satisfy the above assumptions on β and pi. Another possible choice of β is
given by
β(r) := 1− 1
r + 1
for r > − 1 (2.41)
and it corresponds to β̂ defined by
β̂(r) := r − ln(r + 1) if r > −1 and β̂(r) := +∞ otherwise (2.42)
with β̂ taking the minimum 0 at 0, as required by assumption (2.4). Such an
operator β yields an example of a different behavior for negative and positive values,
singular near −1 and with a somehow linear growth at +∞.
Furthermore, we notice that the inclusion in (2.16) becomes ξ = β(ϕ) and that
β and pi enter the problem through their sum, mainly. Hence, we set for brevity
γ := β + pi (2.43)
and observe that γ is a C2 function on D(β).
Since assumptions (2.39)–(2.40) force β(r) to tend to ±∞ as r tends to a finite
end-point of D(β), if any, we see that combining the further requirement (2.39)–
(2.40) with the boundedness of ϕ and ξ given by Theorem 2.2 immediately yields
Corollary 1. Under all the assumptions of Theorem 2.2, suppose that (2.39)–(2.40)
hold, in addition. Then, the component ϕ of the solution (ϑ, ϕ, ξ) also satisfies
ϕ• ≤ ϕ ≤ ϕ• in Q (2.44)
for some constants ϕ• , ϕ• ∈ D(β) that depend only on Ω, T , the structure (2.3)–
(2.5) and (2.39)–(2.40) of the system, the norms of the initial data associated
to (2.10)–(2.11), and the norms ‖u‖∞, ‖ϑ0‖∞ and ‖β(ϕ0)‖∞.
As we shall see in Section 5, the computation of the Fre´chet derivative of S
leads to the linearized problem that we describe at once and that can be stated
starting from a generic element u ∈ X . Let u ∈ X and h ∈ X be given. We set
(ϑ, ϕ) := S(u). Then the linearized problem consists in finding (Θ,Φ) satisfying
Θ ∈ H1(0, T ;H) ∩ L∞(0, T ;V0) ∩ L2(0, T ;H2(Ω)) (2.45)
Φ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ) (2.46)
and solving the following problem
∂tΘ−∆Θ + ∂tΦ = mh a.e. in Q (2.47)
∂tΦ−∆Φ + γ′(ϕ) Φ = Θ a.e. in Q (2.48)
Θ(0) = 0 and Φ(0) = 0 a.e. in Ω. (2.49)
Proposition 1. Let u ∈ X and (ϑ, ϕ) = S(u). Then, for every h ∈ X , there exists a
unique pair (Θ,Φ) satisfying (2.45)–(2.46) and solving the linearized problem (2.47)–
(2.49). Moreover, the inequality
‖(Θ,Φ)‖Y ≤ C5‖h‖X (2.50)
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holds true with a constant C5 that depend only on Ω, T , the structure (2.3)–(2.5)
and (2.39)–(2.40) of the system, the norms of the initial data associated to (2.10)–
(2.11), and the norms ‖u‖∞, ‖ϑ0‖∞ and ‖β(ϕ0)‖∞. In particular, the linear map
D : h 7→ (Θ,Φ) is continuous from X to Y.
Namely, we shall prove that the Fre´chet derivative DS(u) ∈ L(X ,Y) actually
exists and coincides with the map D introduced in the last statement. This will be
done in Section 5. Once this is established, we may use the chain rule with u := u∗
to prove that the necessary condition (2.38) for optimality takes the form∫
Q
(
g(ϕ∗)− χ)g′(ϕ∗)Φ + κ∫
Q
(ϑ∗ − ϑQ)Θ ≥ 0 for any u ∈ Uad, (2.51)
where (ϑ∗, ϕ∗) = S(u∗) and, for any given u ∈ Uad, the pair (Θ,Φ) is the solution
to the linearized problem corresponding to h = u− u∗.
The final step then consists in eliminating the pair (Θ,Φ) from (2.51). This will
be done by introducing a pair (p, q) that fulfills the regularity requirements
p ∈ H1(0, T ;H) ∩ L∞(0, T ;V0) ∩ L2(0, T ;H2(Ω)) (2.52)
q ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ) (2.53)
and solves the following adjoint system:
−∂tp−∆p− q = κ(ϑ∗ − ϑQ) a.e. in Q (2.54)
−∂tq −∆q + γ′(ϕ∗) q − ∂tp =
(
g(ϕ∗)− χ)g′(ϕ∗) a.e. in Q (2.55)
p(T ) = q(T ) = 0 a.e. in Ω. (2.56)
Here, let us recall (2.8) and note that, as in previous cases (compare with (2.12)–
(2.17) and (2.45)–(2.49)), the Dirichlet boundary condition for p is contained in
(2.52) whereas the Neumann boundary condition for q is in (2.53).
Theorem 2.4. Let u∗ and (ϑ∗, ϕ∗) = S(u∗) be an optimal control and the corre-
sponding state. Then the adjoint problem (2.54)–(2.56) has a unique solution (p, q)
satisfying the regularity conditions (2.52)–(2.53).
Our last result establishes optimality conditions.
Theorem 2.5. Let u∗ be an optimal control. Moreover, let (ϑ∗, ϕ∗) = S(u∗) and
(p, q) be the associate state and the unique solution to the adjoint problem (2.54)–
(2.56) given by Theorem 2.4. Then we have
m(x) p(t, x)
(
u− u∗(t, x)) ≥ 0 for every u ∈ [umin(t, x), umax(t, x)],
for a.a. (t, x) ∈ Q. (2.57)
In particular, mp = 0 in the subset of Q where umin < u
∗ < umax.
A straightforward consequence of Theorem 2.5 is here stated.
Corollary 2. Under the conditions of Theorem 2.5, the optimal control u∗ reads
u∗ =

umin a.e. on the set {(t, x) : p(t, x) > 0 and m(x) > 0}
umax a.e. on the set {(t, x) : p(t, x) < 0 and m(x) > 0}
undetermined elsewhere.
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In the remainder of the paper, we often owe to the Ho¨lder inequality and to the
elementary Young inequalities
ab ≤ αa1/α + (1− α) b1/(1−α) and ab ≤ δa2 + 1
4δ
b2
for every a, b ≥ 0, α ∈ (0, 1) and δ > 0 (2.58)
in performing our a priori estimates. To this regard, in order to avoid a boring
notation, we use the following general rule to denote constants. The small-case
symbol c stands for different constants which depend only on Ω, on the final time T ,
the shape of the nonlinearities and on the constants and the norms of the functions
involved in the assumptions of our statements. A small-case c with a subscript like
cδ indicates that the constant might depend on the parameter δ, in addition. Hence,
the meaning of c and cδ might change from line to line and even in the same chain
of equalities or inequalities. On the contrary, different symbols (e.g., capital letters)
stand for precise constants which we can refer to.
3. The state system. This section is devoted to the proofs of Theorems 2.1
and 2.2. As far as the former is concerned, we notice that the initial–boundary
value problem under study is a quite standard phase field system and that a num-
ber of results on it can be found in the literature (see, e.g., [8, 21, 38], and references
therein). Nevertheless, we prefer to sketch the basic a priori estimates that corre-
spond to the regularity (2.12)–(2.14) of the solution and to estimate (2.18), for
the reader convenience. A complete existence proof can be obtained by regular-
izing the problem, performing the same estimates on the corresponding solution,
and passing to the limit through compactness results. We also give a short proof
of (2.19) (whence uniqueness follows as a consequence) and conclude the discussion
on Theorem 2.1.
As said, we derive just formal a priori estimates. We multiply (2.15) by ϑ; then
we add ϕ to both sides of (2.16) and test by ∂tϕ; finally, we sum up and integrate
over Qt with t ∈ (0, T ). As the terms involving the product ϑ∂tϕ cancel out, by
exploiting a standard chain rule for subdifferentials (see, e.g., [7, Lemme 3.3, p. 73])
we obtain
1
2
∫
Ω
|ϑ(t)|2 +
∫
Qt
|∇ϑ|2 +
∫
Qt
|∂tϕ|2 + 1
2
‖ϕ(t)‖2V +
1
2
∫
Ω
β̂(ϕ(t))
=
1
2
∫
Ω
|ϑ0|2 + 1
2
‖ϕ0‖2V +
1
2
∫
Ω
β̂(ϕ0) +
∫
Qt
muϑ+
∫
Qt
(ϕ− pi(ϕ)) ∂tϕ. (3.1)
The last integral on the left-hand side is nonnegative thanks to (2.4) and the first
three terms on the right-hand side are under control, due to (2.10)–(2.11). Since
(cf. (2.5)–(2.6)) |ϕ − pi(ϕ)| ≤ c(|ϕ| + 1) and (2.3) holds, the last two terms on the
right-hand side of (3.1) can be easily dealt with by the Young inequality and the
Gronwall lemma. Then, we deduce the estimate
‖ϑ‖L∞(0,T ;H)∩L2(0,T ;V ) + ‖ϕ‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ c. (3.2)
Since ∂tϕ is by now bounded in L
2(Q), we can test (2.15) by ∂tϑ in order to infer
that ∫
Qt
|∂tϑ|2 + 1
2
∫
Ω
|∇ϑ(t)|2 = 1
2
∫
Ω
|∇ϑ0|2 +
∫
Qt
(mu− ∂tϕ) ∂tϑ.
Thus, (2.10) and the Young inequality enable us to recover
‖ϑ‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ c (3.3)
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as well. At this point, owing to (3.2)–(3.3), ∆ϑ and −∆ϕ + ξ are bounded in
L2(0, T ;H), as one clearly sees from equations (2.15)–(2.16). Hence, a standard
monotonicity argument (test some regularization of (2.16) by the analogue of ξ =
β(ϕ)) yields that both ∆ϕ and ξ are bounded in L2(0, T ;H). Then, elliptic regu-
larity allows us to derive the complete estimate (2.18).
Let us pass to (2.19). We first integrate (2.15) with respect to time and get the
equation
ϑ−∆(1 ∗ ϑ) + ϕ = ϑ0 + ϕ0 +m(1 ∗ u). (3.4)
Now, we fix ui ∈ L2(Q) and consider the corresponding solutions (ϑi, ϕi, ξi), i = 1, 2,
with the same initial data. We write (3.4) for both of them and multiply the
difference by ϑ := ϑ1−ϑ2. At the same time, we write (2.16) for both solution and
multiply the difference by ϕ, where ϕ := ϕ1 − ϕ2. Then, we add the equalities we
obtain to each other and integrate over Qt. The terms involving the product ϕϑ
cancel out. Hence, by also setting u := u1−u2 and ξ := ξ1− ξ2 for brevity, we have∫
Qt
|ϑ|2 + 1
2
∫
Ω
|∇(1 ∗ ϑ)(t)|2 + 1
2
∫
Ω
|ϕ(t)|2 +
∫
Qt
|∇ϕ|2 +
∫
Qt
ξϕ
=
∫
Qt
m(1 ∗ u)ϑ−
∫
Qt
(
pi(ϕ1)− pi(ϕ2)
)
ϕ
≤ c‖1 ∗ u‖2L2(Q) +
1
2
∫
Qt
|ϑ|2 + c
∫
Qt
|ϕ|2
where we used the boundedness of m and the Lipschitz continuity of pi (see (2.3)
and (2.5)–(2.6) once more). As the last integral on the left-hand side is nonnegative
since β is monotone, we obtain the desired estimate (2.19) just by rearranging and
applying the Gronwall lemma.
Now, we prove Theorem 2.2 using the same strategy of a formal argumentation.
First, we consider the equation obtained by differentiating (2.16) with respect to
time and test it by ∂tϕ. Then, we have
1
2
∫
Ω
|∂tϕ(t)|2 +
∫
Qt
|∇∂tϕ|2 +
∫
Qt
β′(ϕ)|∂tϕ|2
≤ 1
2
∫
Ω
|∂tϕ(0)|2 +
∫
Qt
(∂tϑ− pi′(ϕ)∂tϕ)∂tϕ.
The monotonicity of β implies that the last term on the left-hand side is nonnegative;
on the right-hand side, the last integral is already bounded thanks to (3.2)–(3.3)
and to the boundedness of pi′ (see (2.5)–(2.6)). Thus, just the norm of ∂tϕ(0) in
L2(Ω) should be estimated, and this can be performed by recovering ∂tϕ(0) from
equation (2.16) and then exploiting (2.10)–(2.11) as well as (2.20). Consequently,
we obtain
‖ϕ‖W 1,∞(0,T ;H)∩H1(0,T ;V ) ≤ c
and, in addition, the boundedness of −∆ϕ+ ξ in L∞(0, T ;H). Now, it is straight-
forward to infer that the two separate terms ∆ϕ and ξ are both bounded in
L∞(0, T ;H). Then, the properties (2.21)–(2.23) follow; moreover, they imply that ϕ
is bounded in C0([0, T ];C0(Ω)) = C0(Q) since W is compactly embedded in C0(Ω)
(see, e.g., [40, Sect. 8, Cor. 4]). This proves i). For the second statement ii), we ob-
serve that ϑ turns out to be bounded whenever its initial value is bounded. Indeed,
(2.16) can be written in the form
∂tϑ−∆ϑ = mu− ∂tϕ ∈ L∞(0, T ;H)
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whence it suffices to apply, e.g., [32, Thm. 7.1, p. 181] with r = ∞ and q = 2.
Finally, we prove iii) by writing (2.15) in the form
∂tϕ−∆ϕ+ ξ = f := ϑ− pi(ϕ) and ξ ∈ β(ϕ) a.e. in Q (3.5)
and observing that f is bounded in L∞(Q) on account of the result ii) just proved.
Now, we approximate ϕ by the solution ϕε to the initial–boundary value problem
obtained by keeping the same initial and boundary conditions and replacing (3.5) by
∂tϕε −∆ϕε + ξε = f := ϑ− pi(ϕ) and ξε := βε(ϕε) a.e. in Q (3.6)
where βε is the Yosida regularization of β at level ε > 0. Indeed, a standard
argument shows that ϕε converges to ϕ in the proper topology as ε tends to zero,
so that iii) immediately follows whenever we prove that ξε is bounded in L
∞(Q)
uniformly with respect to ε. To this end, by extending the sign function by sign(0) =
0, we notice that signβε(r) = sign r for every r ∈ R since β(0) 3 0 (see (2.4)) and set
β̂ε,p(r) :=
∫ r
0
|βε(s)|p−1 sign s ds for r ∈ R and p > 1.
We obtain a nonnegative function. Then, we multiply (3.6) by |ξε|p−1 sign ξε, where
p > 2 is arbitrary, and integrate over Qt. We have∫
Ω
β̂ε,p(ϕε(t)) + (p− 1)
∫
Qt
|ξε|p−2β′ε(ϕε)|∇ϕε|2 +
∫
Qt
|ξε|p
=
∫
Ω
β̂ε,p(ϕ0) +
∫
Qt
f |ξε|p−1 sign ξε.
By noting that the first two terms on the left-hand side are nonnegative and owing
to the Young inequality, we deduce that∫
Qt
|ξε|p ≤
∫
Ω
β̂ε,p(ϕ0) +
∫
Qt
|f | |ξε|p−1 ≤
∫
Ω
β̂ε,p(ϕ0) +
1
p
∫
Qt
|f |p + 1
p′
∫
Qt
|ξε|p.
By rearranging, we obtain∫
Qt
|ξε|p ≤ p
∫
Ω
β̂ε,p(ϕ0) +
∫
Qt
|f |p
whence also (since (a+ b)α ≤ aα + bα for every a, b ≥ 0 and α ∈ (0, 1))
‖ξε‖Lp(Q) ≤ p1/p
(∫
Ω
β̂ε,p(ϕ0)
)1/p
+ (|Ω|T )1/p‖f‖∞ .
By letting p tend to infinity, we conclude that
‖ξε‖∞ ≤ C0 + ‖f‖∞ provided that
∫
Ω
β̂ε,p(ϕ0) ≤ Cp0
and we just have to show that such a finite C0 exists. To this aim, we notice that r,
βε(r) and β
◦(r) have the same sign for every r ∈ R; on the other hand, (2.7) holds
and even β◦ is monotone. Hence, we have
β̂ε,p(ϕ0) =
∣∣∣∫ ϕ0
0
|βε(s)|p−1 ds
∣∣∣ ≤ |ϕ0| |β◦(ϕ0)|p−1 a.e. in Ω.
As both ϕ0 and β
◦(ϕ0) are bounded, the former since ϕ0 ∈ W ⊂ L∞(Ω) and the
latter by assumption, we deduce that∫
Ω
β̂ε,p(ϕ0) ≤ |Ω| ‖ϕ0‖∞ ‖β◦(ϕ0)‖p−1∞ ≤ Cp0
with an obvious choice of C0, and the proof is complete.
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4. Existence of an optimal control. The following section is devoted to the
proof of Theorem 2.3. We use the direct method, observing first that Uad is
nonempty. Then, we let {un} be a minimizing sequence for the optimization
problem and, for any n, we take the corresponding solution (ϕn, ϑn, ξn) to prob-
lem (2.15)–(2.17). Then, {un} is bounded in L∞(Ω) and estimate (2.18) holds for
(ϕn, ϑn, ξn). Therefore, we have for a subsequence
un → u weakly star in L∞(Ω)
ϑn → ϑ weakly star in H1(0, T ;H) ∩ L∞(0, T ;V0) ∩ L2(0, T ;H2(Ω))
ϕn → ϕ weakly star in W 1,∞(0, T ;H) ∩H1(0, T ;V ) ∩ L∞(0, T ;W )
ξn → ξ weakly star in L∞(0, T ;H).
Then, u ∈ Uad since Uad is closed in X , the initial conditions for ϑ and ϕ are satisfied,
and we can easily conclude by standard argument. Very shortly, {ϕn} converges
strongly, e.g., in L2(Q) and a.e. in Q (for a subsequence) by the Aubin-Lions com-
pactness lemma (see, e.g., [35, Thm. 5.1, p. 58]), whence pi(ϕn) converges to pi(ϕ)
is the same topology and ξ ∈ β(ϕ) (see, e.g., [1, Lemma 1.3, p. 42]). Thus, (ϑ, ϕ, ψ)
satisfies the variational formulation in the integral form of problem (2.15)–(2.17).
On the other hand, F(ϑn, ϕn) converges both to the infimum of J and to F(ϑ, ϕ),
since g(ϕn) converges to g(ϕ) a.e. in Q and it is bounded in L
∞(Q) (see (2.33)).
Therefore, u is an optimal control.
5. The control-to-state mapping. As sketched in Section 2, the main point is
the Fre´chet differentiability of the control-to-state mapping S. This involves the
linearized problem (2.47)–(2.49), whose well-posedness is stated in Proposition 1.
Thus, we first prove such a result.
As one can easily see by going through the proof of estimates (2.18) and (2.19)
given in Section 3, what is stated in Theorem 2.1 can be extended to the problem
obtained by replacing equation (2.16) of (2.15)–(2.17) by the more general one
∂tϕ−∆ϕ+ ξ + αpi(ϕ) = ϑ and ξ ∈ β(ϕ)
where α ∈ L∞(Q) is prescribed. Therefore, Proposition 1 follows as a trivial par-
ticular case. Namely, one just chooses β = 0, pi(r) = r and α = γ′(ϕ) where γ is
defined by (2.43) by starting from the original β and pi. Indeed, γ′(ϕ) is bounded
thanks to Corollary 1. In fact, estimate (2.50) holds more generally with ‖h‖L2(Q)
on the right-hand side.
Here is the main result of this section.
Theorem 5.1. Let u ∈ X and (ϑ, ϕ) = S(u). Then, S is Fre´chet differentiable
at (ϑ, ϕ) and the Fre´chet derivative [DS](ϑ, ϕ) precisely is the map D ∈ L(X ,Y)
defined in the statement of Proposition 1.
Proof. We fix u ∈ X and the corresponding state (ϑ, ϕ) and, for h ∈ X with
‖h‖X ≤ Λ, for some positive constant Λ, we set
(ϑh, ϕh) := S(u+ h) and (ζh, ηh) := (ϑh − ϑ−Θ, ϕh − ϕ− Φ)
where (Θ,Φ) is the solution to the linearized problem corresponding to h. We have
to prove that ‖(ζh, ηh)‖Y/‖h‖X tends to zero as ‖h‖X tends to zero. More precisely,
we show that
‖(ζh, ηh)‖Y ≤ c‖h‖2L2(Q) (5.1)
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for some constant c, and this is even stronger than necessary. First of all, we fix
one fact. As both ‖u‖∞ and ‖u + h‖∞ are bounded by ‖u‖∞ + Λ, we can apply
Corollary 1 and find constants ϕ•, ϕ• ∈ D(β) such that
ϕ• ≤ ϕ ≤ ϕ• and ϕ• ≤ ϕh ≤ ϕ• a.e. in Q. (5.2)
Now, let us prove (5.1) by writing the problem solved by (ζh, ηh). We clearly have
∂tζ
h −∆ζh + ∂tηh = 0 a.e. in Q (5.3)
∂tη
h −∆ηh + γ(ϕh)− γ(ϕ)− γ′(ϕ) Φ = ζh a.e. in Q. (5.4)
Moreover, both ζh and ηh satisfy homogeneous initial and boundary conditions
(of Dirichlet and Neumann type, respectively). Now, we integrate (5.3) with respect
to time and obtain
ζh −∆(1 ∗ ζh) + ηh = 0. (5.5)
At this point, we multiply (5.5) and (5.4) by ζh and ηh, respectively, add the
resulting equalities to each other and integrate over Qt. The terms involving the
product ζhηh cancel out and we have∫
Qt
|ζh|2 + 1
2
∫
Ω
|(1 ∗ ∇ζh)(t)|2 + 1
2
∫
Ω
|ηh(t)|2 +
∫
Qt
|∇ηh|2
= −
∫
Qt
(
γ(ϕh)− γ(ϕ)− γ′(ϕ) Φ)ηh . (5.6)
Now, for a.a. (t, x) ∈ Q, we write the Taylor expansion of γ around ϕ(t, x). Some
function ϕ˜h exists such that
γ(ϕh) = γ(ϕ) + γ′(ϕ)(ϕh − ϕ) + 1
2
γ′′(ϕ˜h)(ϕh − ϕ)2 a.e. in Q
min{ϕh, ϕ} ≤ ϕ˜h ≤ max{ϕh, ϕ} a.e. in Q.
Then, ϕ• ≤ ϕ˜h ≤ ϕ• by (5.2). It follows that γ′′(ϕ˜h) is bounded since D(β) is an
open interval and γ′′ is continuous. As the same is true for γ′(ϕ), we can estimate
the right-hand side of (5.6) by accounting for the Young and Ho¨lder inequalities
with any δ ∈ (0, 1) as follows
−
∫
Qt
(
γ(ϕh)− γ(ϕ)− γ′(ϕ) Φ)ηh
= −
∫
Qt
(
γ′(ϕ)ηh +
1
2
γ′′(ϕ˜h)(ϕh − ϕ)2
)
ηh
≤ c
∫
Qt
|ηh|2 + c
∫
Qt
|ϕh − ϕ|2|ηh|
≤ c
∫
Qt
|ηh|2 + c
∫ t
0
‖(ϕh − ϕ)(s)‖4 ‖(ϕh − ϕ)(s)‖2 ‖ηh(s)‖4 ds
≤ c
∫
Qt
|ηh|2 + δ
∫ t
0
‖ηh(s)‖24 ds+ cδ
∫ t
0
‖(ϕh − ϕ)(s)‖24 ‖(ϕh − ϕ)(s)‖22 ds.
Now, we recall the Sobolev inequality ‖v‖4 ≤ CΩ‖v‖V for every v ∈ V , where CΩ
depends only on Ω, and that estimate (2.19) holds for the pair of controls u+h and
u and for the corresponding states (ϑh, ϕh) and (ϑ, ϕ). Therefore, we can continue
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and obtain
−
∫
Qt
(
γ(ϕh)− γ(ϕ)− γ′(ϕ) Φ)ηh
≤ c
∫
Qt
|ηh|2 + δ CΩ
∫
Qt
(|ηh|2 + |∇ηh|2)
+ cδ‖ϕh − ϕ‖2L2(0,T ;V ) ‖ϕh − ϕ‖2L∞(0,T ;H)
≤ c
∫
Qt
|ηh|2 + δ CΩ
∫
Qt
|∇ηh|2 + cδ‖h‖4L2(Q) .
At this point, we choose δ small enough, rearrange and apply the Gronwall lemma.
This yields (5.1).
6. Necessary optimality conditions. In this section, we derive the optimality
condition (2.57) stated in Theorem 2.5. We start from (2.38) and first prove (2.51).
Proposition 2. Let u∗ be an optimal control and (ϕ∗, ϑ∗) := S(u∗). Then, (2.51)
holds.
Proof. This is essentially due to the chain rule for Fre´chet derivatives, as already
said in Section 2, and we just provide some detail. We notice that g and g′ are
computed only at the values of ϕ∗ in (2.51) and we can fix ϕ•, ϕ• ∈ D(β) in order
that (2.44) holds for ϕ∗ and modify g outside of [ϕ•, ϕ•] without changing anything
else both in the problem and in the formula we want to prove. Hence, we can
assume even g′ to be bounded so that the functional
ϕ 7→ 1
2
∫
Q
(
g(ϕ)− χ)2
is well-defined and Fre´chet differentiable in the whole of L2(Q).
It follows that F is Fre´chet differentiable in Z := L2(Q) × L2(Q) and that its
Fre´chet derivative [DF ](ϑ, ϕ) at any point (ϑ, ϕ) ∈ Z acts as follows
[DF ](ϑ, ϕ) : (h1, h2) ∈ Z 7→
∫
Q
(
g(ϕ)− χ)g′(ϕ)h1 + κ∫
Q
(ϑ− ϑQ)h2 .
Therefore, Theorem 5.1 and the chain rule ensure that J is Fre´chet differentiable
at u∗ and that its Fre´chet derivative [DJ ](u∗) and any optimal control u∗ acts as
follows
[DJ ](u∗) : h ∈ X 7→
∫
Q
(
g(ϕ∗)− χ)g′(ϕ∗)Φ + κ∫
Q
(ϑ∗ − ϑQ)Θ
where (Θ,Φ) is the solution to the linearized problem corresponding to h. Therefore,
(2.51) immediately follows from (2.38).
The next step is the proof of Theorem 2.4. For convenience, we consider the
equivalent forward problem in the unknown (p˜, q˜) given by (p˜, q˜)(t) := (p, q)(T − t).
However, to simplify notations, we write p and q instead of p˜ and q˜ in the sequel.
Thus, we write the homogeneous initial–boundary value problem
∂tp−∆p− q = f1 a.e. in Q (6.1)
∂tq −∆q + αq + ∂tp = f2 a.e. in Q (6.2)
p = 0 and ∂nq = 0 a.e. on Σ (6.3)
p(0) = 0 and q(0) = 0 a.e. in Ω (6.4)
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with an obvious choice of f1, f2 ∈ L2(Q) and α ∈ L∞(Q). In order to prove unique-
ness, we replace f1 and f2 by 0. We multiply the above equations by ∂tp and q,
respectively, add the equalities we get to each other and observe that the terms
involving the product q∂tp cancel out. Then, we integrate over Qt and rearrange.
We obtain∫
Qt
|∂tp|2 + 1
2
∫
Ω
|∇p(t)|2 + 1
2
∫
Ω
|q(t)|2 +
∫
Qt
|∇q|2 = −
∫
Qt
α|q|2. (6.5)
As α is bounded, we can apply the Gronwall lemma and conclude that p = 0 and
q = 0. As far as existence is concerned, we start deriving the basic formal estimates.
As before, we multiply (6.1) by ∂tp and (6.2) by q and perform the same calculation.
We obtain an inequality like (6.5) with a different right-hand side, namely
−
∫
Qt
α|q|2 +
∫
Qt
f1∂tp+
∫
Qt
f2q .
By owing to the Ho¨lder and Young inequalities, we infer that the above expression
is bounded from above by
c
∫
Qt
|q|2 + 1
2
∫
Qt
|∂tp|2 + c
∫
Qt
(|f1|2 + |f2|2).
Hence, we have that
‖p‖H1(0,T ;H)∩L∞(0,T ;V ) + ‖q‖L∞(0,T ;H)∩L2(0,T ;V ) ≤ c (6.6)
and the estimate
‖∂tq‖L2(0,T ;H) ≤ c (6.7)
immediately follows as a consequence by multiplying (6.2) by ∂tq. Therefore, it
is clear how to give a rigorous proof based on a Faedo–Galerkin scheme, which
provides a sequence {(pn, qn)} of approximating solutions obtained by solving just
linear systems of ordinary differential equations. Namely, by performing the above
estimates on (pn, qn) exactly in the same way and using standard compactness
results, one finds a weak limit (p, q) in the topologies associated to (6.6)–(6.7) and
it is immediately clear that (p, q) is a variational solution of the problem we want
to solve. Then, the complete regularity (2.52)–(2.53) and the fact that (p, q) solves
the problem in its strong form follow from the general theory. So, Theorem 2.4
actually holds.
At this point, we are ready to prove Theorem 2.5 on optimality, i.e., the necessary
condition (2.57) for u∗ to be an optimal control in terms of the solution (p, q) of
the adjoint problem (2.54)–(2.56). So, we fix an arbitrary u ∈ Uad and write the
variational formulations of both the linearized problem (corresponding to h = u−u∗)
and the adjoint problem.
The equations become∫
Q
∂tΘ v +
∫
Q
∇Θ · ∇v +
∫
Q
∂tΦ v =
∫
Q
m(u− u∗) v (6.8)∫
Q
∂tΦ v +
∫
Q
∇Φ · ∇v +
∫
Q
γ′(ϕ∗) Φ v =
∫
Q
Θ v (6.9)
−
∫
Q
∂tp v +
∫
Q
∇p · ∇v −
∫
Q
qv = κ
∫
Q
(ϑ∗ − ϑQ)v (6.10)
110 COLLI, GILARDI, MARINOSCHI AND ROCCA
−
∫
Q
∂tq v +
∫
Q
∇q · ∇v +
∫
Q
γ′(ϕ∗) q v −
∫
Q
∂tp v
=
∫
Q
(
g(ϕ∗)− χ)g′(ϕ∗)v (6.11)
where (6.8) and (6.10) have to hold for every v ∈ L2(0, T ;V0), while (6.9) and (6.11)
are required for every v ∈ L2(0, T ;V ). In particular (6.9) and (6.11) also contain
the homogeneous Neumann conditions for Φ and q. Moreover, Θ and p have to
satisfy the homogeneous Dirichlet boundary conditions, in addition. Finally, the
functions at hand satisfy the homogeneous initial or final conditions as specified in
(2.49) and (2.56). We choose v = p, v = q, v = −Θ and v = −Φ in (6.8)–(6.11),
respectively, and add all the equality we obtain to each other. The most part of the
terms cancel out and we obtain∫
Q
∂t
(
Θp+ Φq + Φp
)
=
∫
Q
{
m(u− u∗)p− κ(ϑ∗ − ϑQ)Θ−
(
g(ϕ∗)− χ)g′(ϕ∗)Φ} .
Due to the initial and final conditions, the left-hand side vanishes and we deduce
that ∫
Q
{
κ(ϑ∗ − ϑQ)Θ +
(
g(ϕ∗)− χ)g′(ϕ∗)Φ} = ∫
Q
m(u− u∗)p .
As the left-hand side is ≥ 0 by (2.51), it follows that the same is true for the right-
hand side. As u ∈ Uad is arbitrary, this implies the pointwise inequality (2.57) and
the proof of Theorem 2.5 is complete.
Acknowledgments. This research activity has been performed in the framework
of an Italian-Romanian three-year project on “Nonlinear partial differential equa-
tions (PDE) with applications in modeling cell growth, chemotaxis and phase tran-
sition” financed by the Italian CNR and the Romanian Academy. Moreover, the
financial support of the FP7-IDEAS-ERC-StG #256872 (EntroPhase) is gratefully
acknowledged by the authors. The present paper also benefits from the support
of the MIUR-PRIN Grant 2010A2TFX2 “Calculus of Variations” for PC and GG,
and the GNAMPA (Gruppo Nazionale per l’Analisi Matematica, la Probabilita` e le
loro Applicazioni) of INdAM (Istituto Nazionale di Alta Matematica) for PC, GG
and ER.
REFERENCES
[1] V. Barbu, Nonlinear Semigroups and Differential Equations in Banach Spaces, Noordhoff,
Leyden, 1976.
[2] V. Barbu, M. L. Bernardi, P. Colli and G. Gilardi, Optimal control problems of phase relax-
ation models, J. Optim. Theory Appl., 109 (2001), 557–585.
[3] K. N. Blazakis, A. Madzvamuse, C. C. Reyes-Aldasoro, V. Styles and C. Venkataraman,
Whole cell tracking through the optimal control of geometric evolution laws, J. Comput.
Phys., 297 (2015), 495–514.
[4] J. F. Blowey and C. M. Elliott, The Cahn-Hilliard gradient theory for phase separation with
non-smooth free energy. I. Mathematical Analysis, European J. Appl. Math., 2 (1991), 233–
280.
[5] J. F. Blowey and C. M. Elliott, The Cahn-Hilliard gradient theory for phase separation with
nonsmooth free energy. II. Numerical Analysis, European J. Appl. Math., 3 (1992), 147–179.
[6] J. L. Boldrini, B. M. C. Caretta and E. Ferna´ndez-Cara, Some optimal control problems for
a two-phase field model of solidification, Rev. Mat. Complut., 23 (2010), 49–75.
[7] H. Brezis, Ope´rateurs Maximaux Monotones et Semi-groupes de Contractions Dans Les Es-
paces de Hilbert, North-Holland Math. Stud. 5, North-Holland, Amsterdam, 1973.
[8] M. Brokate and J. Sprekels, Hysteresis and Phase Transitions, Springer, New York, 1996.
OPTIMAL CONTROL FOR A PHASE FIELD SYSTEM 111
[9] G. Caginalp, An analysis of a phase field model of a free boundary, Arch. Rational Mech.
Anal., 92 (1986), 205–245.
[10] L. Calatroni and P. Colli, Global solution to the Allen–Cahn equation with singular potentials
and dynamic boundary conditions, Nonlinear Anal., 79 (2013), 12–27.
[11] L. Cherfils, A. Miranville and S. Zelik, The Cahn–Hilliard equation with logarithmic poten-
tials, Milan J. Math., 79 (2011), 561–596.
[12] P. Colli, M. H. Farshbaf-Shaker and J. Sprekels, A deep quench approach to the optimal
control of an Allen–Cahn equation with dynamic boundary conditions and double obstacles,
Appl. Math. Optim., 71 (2015), 1–24.
[13] P. Colli, G. Gilardi and G. Marinoschi, A boundary control problem for a possibly singular
phase field system with dynamic boundary conditions, J. Math. Anal. Appl., 434 (2016),
432–463, (see also preprint arXiv:1501.04517 [math.AP] (2015), pp. 1–32).
[14] P. Colli, G. Gilardi, G. Marinoschi and E. Rocca, Optimal control for a conserved phase field
system with general potentials, in preparation.
[15] P. Colli, G. Gilardi, P. Podio-Guidugli and J. Sprekels, Distributed optimal control of a
nonstandard system of phase field equations, Contin. Mech. Thermodyn, 24 (2012), 437–459.
[16] P. Colli, G. Gilardi and J. Sprekels, Analysis and optimal boundary control of a nonstandard
system of phase field equations, Milan J. Math., 80 (2012), 119–149.
[17] P. Colli, G. Gilardi and J. Sprekels, A boundary control problem for the pure Cahn–Hilliard
equation with dynamic boundary conditions, Adv. Nonlinear Anal., 4 (2015), 311–325, (see
also arXiv:1503.03213 [math.AP] (2015), pp. 1–18).
[18] P. Colli, G. Marinoschi and E. Rocca, Sharp interface control in a Penrose-Fife model, ESAIM
Control Optim. Calc. Var., (see also preprint arXiv:1403.4446 [math.AP] (2014), pp. 1–33).
[19] P. Colli and J. Sprekels, Optimal control of an Allen–Cahn equation with singular potentials
and dynamic boundary condition, SIAM J. Control Optim., 53 (2015), 213–234.
[20] M. I. M. Copetti and C. M. Elliott, Numerical analysis of the Cahn-Hilliard equation with a
logarithmic free energy, Numer. Math., 63 (1992), 39–65.
[21] A. Damlamian, N. Kenmochi and N. Sato, Subdifferential operator approach to a class of
nonlinear systems for Stefan problems with phase relaxation, Nonlinear Anal., 23 (1994),
115–142.
[22] C. M. Elliott and S. Zheng, Global existence and stability of solutions to the phase-field
equations, in Free boundary problems, Internat. Ser. Numer. Math., Birkha¨user Verlag, Basel,
95 (1990), 46–58.
[23] M. H. Farshbaf-Shaker, A penalty approach to optimal control of Allen-Cahn variational
inequalities: MPEC-view, Numer. Funct. Anal. Optim., 33 (2012), 1321–1349.
[24] M. H. Farshbaf-Shaker and C. Hecht, Optimal control of elastic vector-valued Allen–Cahn
variational inequalities, WIAS Preprint, 1858 (2013), 1–20.
[25] G. Gilardi, A. Miranville and G. Schimperna, On the Cahn–Hilliard equation with irregular
potentials and dynamic boundary conditions, Commun. Pure Appl. Anal., 8 (2009), 881–912.
[26] G. Gilardi, A. Miranville and G. Schimperna, Long-time behavior of the Cahn-Hilliard equa-
tion with irregular potentials and dynamic boundary conditions, Chin. Ann. Math. Ser. B,
31 (2010), 679–712.
[27] M. Grasselli, A. Miranville and G. Schimperna, The Caginalp phase-field system with coupled
dynamic boundary conditions and singular potentials, Discrete Contin. Dyn. Syst., 28 (2010),
67–98.
[28] M. Grasselli, H. Petzeltova´ and G. Schimperna, Long time behavior of solutions to the Cagi-
nalp system with singular potential, Z. Anal. Anwend., 25 (2006), 51–72.
[29] K.-H. Hoffmann and L. S. Jiang, Optimal control of a phase field model for solidification,
Numer. Funct. Anal. Optim., 13 (1992), 11–27.
[30] K.-H. Hoffmann, N. Kenmochi, M. Kubo and N. Yamazaki, Optimal control problems for
models of phase-field type with hysteresis of play operator, Adv. Math. Sci. Appl., 17 (2007),
305–336.
[31] N. Kenmochi and M. Niezgo´dka, Evolution systems of nonlinear variational inequalities arising
phase change problems, Nonlinear Anal., 22 (1994), 1163–1180.
[32] O. A. Ladyzˇenskaja, V. A. Solonnikov and N. N. Ural’ceva, Linear and Quasilinear Equations
of Parabolic Type, Trans. Amer. Math. Soc., 23, Amer. Math. Soc., Providence, RI, 1968.
[33] Ph. Laurenc¸ot, Long-time behaviour for a model of phase-field type, Proc. Roy. Soc. Edin-
burgh Sect. A, 126 (1996), 167–185.
112 COLLI, GILARDI, MARINOSCHI AND ROCCA
[34] C. Lefter and J. Sprekels, Optimal boundary control of a phase field system modeling non-
isothermal phase transitions, Adv. Math. Sci. Appl., 17 (2007), 181–194.
[35] J.-L. Lions, E´quations Diffe´rentielles Ope´rationnelles et Proble`mes Aux Limites,
Grundlehren, Band 111, Springer-Verlag, Berlin, 1961.
[36] A. Miranville and R. Quintanilla, A type III phase-field system with a logarithmic potential,
Appl. Math. Lett., 24 (2011), 1003–1008.
[37] A. Miranville and S. Zelik, Robust exponential attractors for Cahn-Hilliard type equations
with singular potentials, Math. Methods Appl. Sci., 27 (2004), 545–582.
[38] G. Schimperna, Abstract approach to evolution equations of phase field type and applications,
J. Differential Equations, 164 (2000), 395–430.
[39] K. Shirakawa and N. Yamazaki, Optimal control problems of phase field system with total
variation functional as the interfacial energy, Adv. Differential Equations, 18 (2013), 309–350.
[40] J. Simon, Compact sets in the space Lp(0, T ;B), Ann. Mat. Pura Appl. (4), 146 (1987),
65–96.
[41] J. Sprekels and S. Zheng, Optimal control problems for a thermodynamically consistent model
of phase-field type for phase transitions, Adv. Math. Sci. Appl., 1 (1992), 113–125.
Received October 2014; revised July 2015.
E-mail address: pierluigi.colli@unipv.it
E-mail address: gianni.gilardi@unipv.it
E-mail address: gabriela.marinoschi@acad.ro
E-mail address: rocca@wias-berlin.de and elisabetta.rocca@unimi.it
