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Introduction 
 
Human information seeking behavior is complicated and drawing increasing 
attentions in many disciplines. Various researches have approached this issue from the 
cognitive perspective (Harter, 1992), behavioral perspective (Bates, 1990; Xie, 2000), 
and multi-session perspective (Kuhlthau, 1993; Lin & Belkin, 2005). There 
perspectives have made great contributions to our understanding of information 
seeking behavior. However, these perspectives are not tightly integrated and the 
underlying mechanisms that govern the dynamics of information seeking behavior are 
not well understood. Based on activity theory (Leont’ev, 1978; Vygotsky, 1978), Xu 
(2006) proposed a comprehensive and informative framework to explain users’ 
interactive information seeking (IIS) behavior. The activity theory based IIR is built 
on, yet transcends, the cognitive, behavior, and multi-session perspectives. The 
advantage of activity perspective lies in its implications on the underlying 
mechanisms governing the interaction between users’ cognitive state and their 
manifested behavior in an information-seeking activity. Particularly, it helps explain 
the dynamic transformation of a user’s cognitive state as well as that of a user’s query 
formulation behavior and the reciprocal effect between the two.  
It posited that a user’s information problem engenders a general information 
need which can be decomposed into sub-needs. Some sub-needs are directly related to 
the obtaining and use of information (e.g., use of IR system), termed productive sub-
needs; while others are supportive (e.g., go to library), and they are ignored for 
simplicity. From activity based perspective, when a general information need is of 
certain complexity, a user might break down a search task into sub-tasks, each 
corresponding to a specific information sub-need. In other words, a general 
information need for a search task is divided into a set of sub-needs. Users adopt a 
divide-and-conquer strategy in information seeking activities.  
The findings in the following empirical study (Xu & Liu, 2006) have indicated 
that user’s query specification and revision exhibited a planned pattern. Because 
query specification reflects users’ information need (Park, 1993; Saracevic, 1975), a 
query at a particular moment discloses a user’s current sub-need. Therefore users’ 
scheduling of sub-needs can be inferred through observing the query revision history. 
It was found that users generally started with a broader query with an aim to search 
for general information related to the topic. However, just hitting the general topic 
area was not enough. Terms representing sub-needs were intentionally added to users’ 
query. Users normally deepen on a sub-topic area first. Tactics like narrower were 
employed. If the sub-need was satisfied, users switched to another sub-need. Such 
alternative use of deepening and switching tactic reflects the divide-and-conquer 
strategy in resolving information need.  
The divided and scheduled pattern of sub-needs suggests that the learning of 
documents changes the user’s cognitive state, user switch to a new sub-need when the 
current sub-need is satisfied. The dynamics in user’s cognitive state would result in 
dynamic of relevance judgment (Harter, 1992). An important issue related is to 
investigate the impact of sequential document presentation on the dynamics of 
relevance. An interesting question is that the same document might be perceived as of 
different levels of relevance if it appears in a different position in a sequence, which is 
known as order effects in relevance judgment (Eisenberg & Barry, 1988; Huang & 
Wang, 2004). In part I, we propose a set of order effect forming mechanisms 
including the learning effect, sub-need scheduling effect, and cursoriness effect based 
on the conceptualization of dynamic relevance and elaboration likelihood model. The 
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empirical study in an interactive information retrieval setting indicates that the actual 
pattern of order effect conforms to the combinatory effect of the three mechanisms 
with the predicted curvilinear pattern. Moreover, this combinatory effect differs 
across documents of different objective relevance. 
Xu and Liu (2006) suggests that since users’ IIR behavior is planned, the 
user’s future behavior can be predicted by accumulating the information of past users’ 
search for the same topic. The understanding of users’ plan provides a new approach 
for query expansion. Traditional query expansion methods are based on users’ past 
behavior or corpus characteristic rather than on the anticipation of users’ future need. 
A ‘perfect ‘ IR system should retrieve documents that are similar to the previous 
round if users’ previous sub-need is not satisfied but dissimilar to the previous round 
if users’ previous sub-need is satisfied (Xu, 2006).  In part II, we propose and evaluate 
a novel method for automatic query expansion by modeling users’ search plan and 
manifested query specifications with Hidden Markov Model (HMM). Our method 
expands a query based on the anticipation of users’ future need, which can be done by 
accumulating the information of past users' search history for the same topic in a 
HMM. In particular, we model users’ underlying cognitive states as HMM states and 
the categories of query terms as the output symbols. Experimental results show that 
HMM method has achieved competitive performance against query-similarity based 
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The design and evaluation of information retrieval systems relies primarily on the 
relevance judgment of documents retrieved in response to a stated query. An 
important issue in studying relevance judgment is order effect, which refers to the 
different relevance judgment of a document when it appears in different positions in a 
list. Although the order effect of relevance judgment has significant theoretical and 
practical implications, the extant literature is inconclusive regarding its existence and 
forming mechanism. This study proposes a set of order effect forming mechanisms 
including the learning effect, sub-need scheduling effect, and cursoriness effect based 
on the conceptualization of dynamic relevance and elaboration likelihood model. The 
empirical study in an interactive information retrieval setting indicates that the actual 
pattern of order effect conforms to the combinatory effect of the three mechanisms.  
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Relevance is regarded as a fundamental and central concept in information science 
(Saracevic, 1975; Schamber et al., 1990; Borlund, 2003). The evaluation of information 
retrieval systems relies primarily on the relevance judgment of documents retrieved in 
response to a stated query. The notion of document relevance judgment (or perception) 
refers to the strength of match between the content of a document and a user’s 
information need (Borlund, 2003; Saracevic, 1975; Schamber et al., 1990). The relevance 
judgment by a user is regarded as a subjective, dynamic and multidimensional concept 
(Schamber et al., 1990). Being a subjective perception, relevance judgment is influenced 
by the document content as well as the cognitive state of the user at a specific moment 
(Harter, 1992). Being a multidimensional notion, users employ an array of criteria in a 
relevance judgment (Borlund, 2003; Mizzaro, 1997; Xu & Chen, 2006). While the 
subjectivity of relevance has long been recognized and its multidimensionality 
extensively researched (Borlund, 2003; Mizzaro, 1997; Xu & Chen, 2006), relatively 
little attention has been paid to the dynamics of relevance judgment and the impact of 
sequential document presentation on the dynamics of relevance. By sequential document 
presentation, we refer to the context that a set of documents are presented sequentially for 
relevance judgment, as typical in search engines. The issue that the same document being 
perceived as of different levels of relevance if it appears in a different position in a 
sequence is generally known as order effects in relevance judgment (Eisenberg & Barry, 
1988; Huang & Wang, 2004; Parker & Johnson, 1990).  
Order effects are important to information science. For example, many document 
testing sets for information retrieval (IR) algorithms performance comparison are 
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constructed by a panel of experts who had evaluated these documents in a certain order. 
If there is an order effect, the relevance judgment of documents in these testing sets might 
be systematically biased. In IR procedures like relevance feedback, if an order effect 
exists, there is a need to adjust the procedure to rectify the bias introduced by assuming 
no order effect (Eisenberg & Barry, 1988). In specific domains like auditing and jury 
decision making, if there is an order effect, the final evaluation of a case might be biased. 
In online content services such as newswires, an order effect might affect the perceived 
significance of news, potentially influencing the public opinion. In the electronic 
commerce environment, an order effect might change how certain information is valued 
by customers and may change their purchase decision, such as which product or vendor is 
finally chosen for transaction. Therefore, understanding the mechanism of order effects 
and their impacts is critical not only for its theoretical bearing on the dynamics of 
relevance judgment, but also for its practical implications in various domains.  
Past research on order effect has found conflicting results. For example, when 
users’ relevance perception was measured with a 7-point scale, Eisenberg and Barry 
(1988) found limited evidence indicating that users tend to overestimate relevance when 
documents were listed in ascending order by relevance and to underestimate them when 
they were in descending order. But the difference was insignificant when a magnitude 
scale was used to measure relevance judgments. With the same list length (15 documents), 
Parker and Johnson (1990) found no such effect. Huang and Wang (2004) suspected that 
the list length might play a role. Their result indicated that order effects might be more 
salient in a list of 15 to 30 documents, but not in a shorter or longer list. The above 
studies are not only inclusive, their conceptualization of relevance judgment were based 
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on the match between an external criterion (a topic description) and a document, rather 
than with users’ personal information needs. Their manipulation of experimental contexts 
ripped off the subjectivity of relevance judgment and made it more biased to topical 
match. Moreover, some major prior studies (Eisenberg & Barry, 1988; Huang & Wang, 
2004) suffered a mismatch between the concept of order effect and the empirical 
operationalization. The typical testing procedure was to ask experiment participants to 
evaluate a set of documents sorted in descending, ascending, or random order of 
relevance. Then, a MANOVA test was employed to test whether different sorting 
situations lead to statistically significant difference in the evaluation of the whole 
document set. This operationalization essentially captures the sorting effect of a 
document set (i.e., document set evaluations under different sorting situations) more than 
the order effect which pertains to individual documents in a preference ranking task. 
Given the importance of the issue and the insufficient understanding in past 
research, the purpose of this study is to provide a more comprehensive explanation of the 
forming mechanisms of order effects. Moreover, this study seeks to test order effects in a 
more realistic interactive information retrieval setting, where users have an information 
need of personal importance, and the information need is of certain complexity. This part 
is organized as follows. We first review the literature related to relevance judgment and 
order effect. Then we propose a set of main forming mechanisms for order effects. Based 
on that, a few hypotheses are proposed. The empirical study is then reported to test our 
hypotheses followed by data analysis. We finally discuss the findings and their 
implications.  
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2. Literature Review 
Order effects exist in relevance judgments because users’ relevance judgments are 
subjective and subject to the influence of document presentation order. Two streams of 
research are relevant to our study: the research on relevance judgment and the research on 
order effect in general. 
2.1 Relevance Judgment 
The concept of relevance can be divided into two main classes: objective or system-based 
relevance, and subjective or user-based relevance (Saracevic, 1975; Swanson, 1986; 
Harter, 1992; Borlund, 2003). The two main classes are quite different in nature, with 
each class corresponds to different understanding of relevance. From the traditional 
perspective of information science, topical matching – how well the topic of information 
retrieved matches the topic of the request, is the most common definition of relevance. A 
document is objectively relevant to a request if it deals with the topic of the request. This 
system-oriented definition is conceptualized as System or algorithmic relevance 
(Saracevic, 1996) or topicality (Schamber et al., 1990). Algorithms are developed to 
retrieval relevant documents, for example, the cosine similarity score is used to represent 
the relation between a query and document collection in vector space model. However, 
one obvious disadvantage associated is that the relevance is treated as a static and 
objective concept. It does not consider context related to the user, nor reflects the 
dynamic and interactive nature of IR as practiced (Saracevic, 1996). 
In recent years, the concept has increasingly come to be regarded as subjective in 
nature rather than being algorithm-determined (Saracevic, 1975; Schamber, 1994; 
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Mizzaro, 1997; Cosijn & Ingwersen, 2000; Borlund, 2003). Relevance is defined as the 
subjectively perceived degree that a document satisfies a user’s information need 
(Saracevic, 1975; Schamber, 1994). The notion of relevance judgment is used as an 
umbrella term to cover related concepts like subjective topicality (topicality for short), 
cognitive relevance, situational relevance, and psychological relevance.  
Subjective topicality refers to the “aboutness” of a document as perceived by the 
user in relation to her information need. Borlund (2003) regarded topicality as the degree 
that a document falls into the subject area as described by a query statement. In that sense, 
it is likely different users might classify a document under the same subject area.  Some 
degree of objectivity exists for topicality judgments. Although topicality is important to 
understand the concept of relevance, “relevance is not necessary the same as topicality” 
as pointed by Bookstein (1979, p. 270). He explains that an on-topic document may not 
be judged relevant, if a user is already familiar with the document’s content, or is only 
interested in an aspect of topic treaded in the document. Boyes (1982) further argues that 
merely hitting on the topic area is insufficient as users may look for information beyond 
topicality. In 1990’s, more researchers turned to the cognitive and situational aspects of 
this concept (e.g., Harter, 1992; Barry, 1994; Park, 1997) 
Cognitive relevance refers to the understandability of a document to a user and 
the resultant impact on the user’s state of knowledge (Borlund, 2003; Saracevic, 1997). 
Cognitive relevance is individual. Situational relevance refers to the usefulness, value, 
utility, pragmatic application or pertinence of a document to the task or problem at hand 
(e.g., Cosjin & Ingwersen, 2000; Hjørland & Christensen, 2002; Mizzaro, 1997; 
Saracevic, 1975). Situational relevance takes a pragmatic perspective which bears on the 
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pragmatic impact a document brings about. In this view, if a document contributes to 
problem-solving, it is relevant; otherwise, it is irrelevant. Wilson (1973, p.458) first 
introduced the concept of situational relevance and defined it as “the actual uses and 
actual effects of information: how people do use information, how their views actually 
change or fail to change consequent on the receipt of information”. Saracevic (1975, 
1996) regards the utility perspective of relevance as a cost-benefit trade-off. Saracevic 
(1975) highlights that “it is fine for IR systems to provide relevant information, and the 
true role is to provide information that has utility – information that helps to directly 
resolve given problems, that directly bears on given actions, and/or that directly fits into 
given concerns and interests”. Borlund (2003) conceptualizes situational relevance as a 
user-centered, empirically based, realistic and potentially dynamic type of relevance.  
Both subjective topicality and situational relevance embody a psychological 
dimension. Although the concept of psychological relevance has been proposed (Harter, 
1992), it is not another type parallel to the former two. Rather, it addresses their common 
psychological nature. This psychological nature can be summed up in the following 
characteristics: First, the situational or task requirement from the external environment is 
translated into a cognitive state associated with uncertainty, which creates a desire in the 
user to know the unknown (Saracevic, 1975). Such internalized external requirement 
constitutes information need (Saracevic, 1975; Borlund, 2003; Schamber et al., 1990). 
Human information seeking begins with the awareness of the knowledge gap between 
their current stock of knowledge and information need. Belkin et al. (1982a; 1982b) 
defined such gap as the anomalous state of knowledge (ASK). ASK motivates 
information seeking behavior (including the use of information retrieval system) and 
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establishes relevance judgment criteria at the same time. Second, when a document is 
obtained, the document is ‘consumed’ and its physical attributes (e.g., publication date, 
writing style, content) are internalized into a set of psychological perceptions such as 
topicality, reliability, understandability, and so on. A rich array of researches (e.g., Hirsh, 
1999; Schamber & Bateman, 1996; Wang & Soergel, 1998; Bateman, 1998) has 
uncovered a large set of both physical document attributes and psychological perceptions 
of them. Third, the psychological perceptions of a document are compared against the 
information need to form relevance judgment of the document. Fourth, according to 
Sperber and Wilson’s (1986) relevance theory, the psychological perceptions of a 
document modify the cognitive state of the user (i.e. ASK) and her information need. 
This interaction effect is known as the context effect of the user’s cognition (Sperber & 
Wilson, 1986; Harter 1992). The context effect is the theoretical foundation of relevance 
as a dynamic concept.  
This layered conceptualization of relevance is progressively more subjective and 
pragmatically oriented. Similar to Xu and Chen (2006), in this study, we define relevance 
as the part of the spectrum beyond topicality, and we regarded topicality as a relevance 
criterion.  
Being a multidimensional concept, relevance requires more than a topicality 
match from a document (Schamber & Bateman, 1996; Wang & Soergel, 1998;). There 
are many other variables affecting relevance judgment such as recency, novelty, 
understandability and relatedness. As early as in 1960’s, researchers have attempted to 
identify the criteria for relevance judgment. Cuadra and Katter (1967) found 38 relevance 
criteria, such as style, specificity and level of difficulty of document. Rees and Schultz 
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(1967) identified 40 factors that would affect relevance judgment. Since 1990, many 
empirical studies were carried out to discover relevance criteria. For example, Park (1993) 
found 23 relevance criteria; Maglaughlin and Sonnewald (2002) pointed out 29 criteria; 
and Schamber (1994) gave an impressive list of 80. 
Given the sheer number of relevance criteria identified by prior studies, it is 
impractical and inappropriate to test all of them in one study. Based on Grice’s (1989) 
communication theory, Xu and Chen (2006) summarized a vast number of variables into 
a small set of topicality, novelty, reliability, understandability and scope as the five key 
relevance criteria. Novelty refers to the new knowledge a document brings to the user 
(Xu & Chen, 2006). Their confirmatory study of 242 document evaluations indicated that 
except for scope, the other four criteria were statistically significant to relevance. It was 
further asserted that topicality and novelty are the two most important factors for 
relevance judgment and the dynamic nature of relevance is reflected in the changing 
novelty judgments (Harter, 1992; Xu & Chen, 2006). With the recognition that other 
factors might be important as well, in this study, we focus on the order effect of the two 
major relevance criteria: topicality and novelty. Similar to Xu and Chen (2006), here we 
define topicality as the extent to which a retrieved document is perceived by the user to 
be related to his/her current topic of interest and novelty as the extent to which the 
content of a retrieved document is new to the user or different from what the user has 
known before. 
The definition of topicality and novelty implies that their dynamics are not the 
same. In a search session, as a user accumulates topic knowledge over time, the novelty 
of new documents diminishes, but the user will not necessarily regard later documents as 
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less on-topic. Topicality is more stable than novelty. In fact, a user might find a document 
more on-topic later than earlier in some cases (Xu & Chen, 2006).  
Although relevance judgment is a subjective concept, in this study, we shall also 
assume there is a degree of objectivity in the value of a document to a topic. This is due 
to the more objective nature of topicality. Similar to the conventional practice in TREC, 
we regard the average relevance judgment by a panel of judgers as the document’s 
objective relevance and differentiate it from an individual user’s subjective relevance 
judgment.  
2.2 Order Effect 
Order effects have been observed in many fields including advertising (Brunel & Nelson, 
2003; Whipple & McManamon, 1992; Sekely & Blakney, 1994; Zhao, 1997), consumer 
research (Duffy, 2003; Kosenk, 1989; Kardes & Herr, 1990), auditing (Monroe & Ng, 
2000; Trotman & Wright, 2000; Anderson & Maletta, 1999), psychology (Crano, 1977; 
Hogarth & Eihorn, 1992), and survey research (Krosnick & Alwin, 1987). In order effect 
research, two types of goal must be differentiated when a person processes a list of 
information items. The first type is to integrate multiple information items to form a final 
belief of a single object such as evaluating the financial risk of a company in auditing 
(Monroe & Ng, 2000) and jury decision making. The second type is to rank the 
information items in terms of preference (Duffy, 2003; Krosnick & Alwin, 1987; 
Kosenko, 1989; Kardes & Herr, 1990). Product selection, vendor selection, student 
recruitment, and vacation destination selection are examples of this type. Interestingly, 
relevance judgments in an IR session can be regarded as involving both goals. First, it is a 
user’s objective to select a set of relevant documents—a preference ranking task. The 
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documents are re-ranked by subjective relevance and the most preferred ones are selected. 
Second, as the user evaluates each document in the list, her domain knowledge regarding 
a given topic is constantly modified and enriched; hence it is an information integration 
task. As a result, two types of order effects exist in relevance judgment: for the same set 
of documents, one might (1) end up with a different state of knowledge at the end of 
document evaluation when the sequence of documents is different, and (2) evaluate a 
document differently when it is located in different positions in a list.  
 The first type of order effect—how people form different final belief for different 
presentation orders—has been extensively researched in psychology. Significant 
theoretical foundations in this line of research include the information integration theory 
(Anderson, 1981, 1991) and Hogarth and Einhorn’s (1992) anchor and adjustment 
process. According to the information integration theory, people’s attitude or belief 
regarding a particular object is formed and modified as people receive and interpret new 
information and integrate it with their prior attitude and beliefs. The sequential nature is 
revealed as a critical feature of belief updating process, as stated by Anderson (1981)  
In everyday life, information integration is a sequential process. Information is received a 
piece at a time and integrated into a continuously evolving impression. Each such 
impression, be it of a theoretical issue, another person, or a social organization, grows and 
changes over the course of time. At any point in time, therefore, the current impression 
looks both forward and back. (p.144). 
Hogarth and Einhorn (1992) posited that human belief updating process follows an 
anchor-and-adjustment process. The earlier information items serve as anchors of one’s 
belief of the focal topic, which is continuously adjusted by the evaluation of the 
following items. They highlighted that earlier information items (anchors) receives more 
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cognitive attention when the information items are complex and the series is long. This is 
because as anchoring points, they are processed multiple times and the repeated 
comparison leads to deeper cognitive processing and impression of earlier items. Human 
attention is a limited resource, hence later items receives less attention. As a result, 
adjustments to the later items are typically insufficient, leading to a biased influence of 
earlier items on the final belief. This type of order effect is known as the primacy effect. 
Similarly, if a situation leads to more cognitive attention to later items, a recency effect 
emerges, with later items being more significant in the final belief. 
In contrast, the second type of order effect -- order effects in preference ranking 
tasks have received little attention and no strong theoretical foundation has been laid out. 
The theoretical explanation for information integration tasks (Hogarth & Einhorn, 1992) 
is not directly applicable to preference ranking tasks because it does not address the 
evaluation of individual information items, such as in relevance judgments. Like prior 
research on order effects in relevance judgment, this study focuses on the second type--
individual document evaluations. In this context, we define an order effect as a user’s 
different evaluations towards an item when it is placed in different positions in a list. A 
primacy (recency) effect occurs when an information item (i.e., a document) is more 
favorably evaluated when it is placed earlier (later) in a list than when it is placed later 
(earlier). By evaluation, we refer to the perceived level of document relevance, topicality, 
novelty, or other attributes. Primacy and recency effects are two types of order effects 
based on the outcome. However, more complex order effects may exist; for example, 
evaluations of a list of items might exhibit a primacy effect within a certain range of 
positions but exhibit a recency effect beyond that range of positions. 
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 Strictly speaking, some major prior studies on the order effect of relevance 
judgments (Eisenberg & Barry, 1988; Huang & Wang, 2004) suffered a mismatch 
between the concept of order effect and the empirical operationalization. The typical 
testing procedure was to ask experiment participants to evaluate a set of documents 
sorted in descending, ascending, or random order of relevance. Then, a MANOVA test 
was employed to test whether different sorting situations lead to statistically significant 
difference in the evaluation of the whole document set. This operationalization essentially 
captures the sorting effect of a document set (i.e., document set evaluations under 
different sorting situations) more than the order effect which pertains to individual 
documents in a preference ranking task.  
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 3. Research Framework 
We have defined the concept of relevance and order effect in last section. After that, we 
develop our model to explain the underlying mechanism leading to an order effect in 
relevance judgments. We suggest that the understanding of the dynamics of relevance 
and the human cognitive elaboration likelihood model (Petty & Cacioppo, 1986) 
collectively offer a rather comprehensive explanation for order effects in relevance 
judgment. 
3.1 Dynamics of Relevance Judgment 
The cognitive perspective approaches IIS from users’ dynamic information need 
and the resultant dynamic relevance judgment (Ingwersen, 1996). Relevance dynamics is 
defined as how the same user’s perception of relevance may change over session time 
(Borlund, 2003). The cognitive perspective posits that the motive of human information 
seeking activity is the information problem demanded by a user’s situation (Saracevic, 
1975; Schamber, 1994). An information need originates from the gap between an 
extrinsic demand and a user’s intrinsic knowledge. Such gap is defined as the anomalous 
state of knowledge (ASK) by Belkin et al. (1982a; 1982b). Information seeking begins 
with the awareness of ASK and ASK is modified when relevant documents are consumed. 
Therefore, a dynamic information need in IIS essentially engenders a dynamic ASK. 
Relevance judgment as the degree of match between an information need and document 
content, thus, can be considered as how effectively a document can resolve ASK (Belkin 
et al., 1982a). Since an ASK is not directly observable, user’s relevance judgment which 
manifests ASK becomes the major stream of research in the cognitive perspective.  
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The major theoretical foundation of dynamics of relevance is Harter’s (1992) 
elaboration on psychological relevance. Harter (1992) based the notion of dynamic 
relevance on Sperber and Wilson’s (1986) relevance theory, according to which, 
documents are relevant to a user because the new information is able to work together 
with the existing knowledge (i.e., cognitive context) to produce new knowledge, or to 
strengthen or weaken the confidence in the existing knowledge. Therefore, relevant 
documents could at least partially satisfy a user’s information need and update the user’s 
current state of knowledge.  
A number of empirical investigations have supported the dynamic nature of 
relevant judgment. An early study by Cuadra and Katter’s (1967) found that the degree of 
document relevance changes as users’ goals and situations change (e.g., when a research 
moves from literature review to methodology planning). Park (1993) found that users’ 
problem context changed as users obtained new ideas and expanded their thinking. Such 
changes lead to problem reformulation. Spink (1996) found that at the initial stage of 
problem solving, people tended to judge documents more as partially relevant than as 
fully relevant. Robin (2000) studied changes of users’ focus on aspects of their 
information need during the interactions with library intermediary. They speculated that 
user’s information need changes even within a single session. Spink et al. (1998) studied 
55 students in their initial stage of research. It was found that the number of partially 
relevant documents was related to the changes in users’ problem definition. They 
suggested that partially relevant documents might play an important role in defining 
users’ information need at the initial stage. Recognizing this dynamics, they suggested 
that a time dimension should be added to the understanding of user’s relevance judgment. 
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The key idea in the Harter’s conceptualization is that for an information need, 
there is a learning effect in the information seeking and relevance judgment process, 
which leads to a tightening of relevance criteria in the later stages as a user looks for 
more specific, more pertinent documents. With more content is learned over time, newly 
encountered documents provide diminishing returns (Harter, 1992). Consequently, the 
learning effect suggests a primacy effect. Such effect has been demonstrated by Wang 
and White (1999).  
The learning effect may affect highly (objectively) relevant documents as well as 
lowly (objectively) relevant documents but with different impact. At the later stage of a 
search, the user’s information need has been satisfied more or less from learning the 
previous retrieved documents. Therefore, the value of a highly relevant document would 
be perceived lower as its novelty perception would decreases. For a lowly relevant 
document, a user has a better knowledge to judge what is relevant and what is not at later 
stage, but the resultant judgment would be mixed. On one hand, the user is more 
confident to clearly reject the document as irrelevant. On the other hand, he may mark the 
relevance of the document higher since the partial relevance information contained in the 
document may be neglected earlier as the user with insufficient knowledge then. In short, 
learning effect is expected to affect more on highly relevant documents.  
However, a straight tightening of relevance criteria is not always supported. For 
example, Vakkari and Hakala (2000) found that when comparing earlier and later stages 
of information seeking, there was little change in the percentage of non-relevant 
documents and only a very slight decrease in that of relevant documents. Based on 
activity theory (Leont’ev, 1978; Vygotsky, 1978), Xu (2006) suggests that a user might 
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break down a search task into sub-tasks, each corresponding to a specific information 
sub-need. In other words, a general information need for a search task is divided into a set 
of sub-needs. Users adopt a divide-and-conquer strategy in information seeking activities. 
Base on this conceptualization, we can infer that a user focuses mainly on one specific 
information sub-need at a particular moment. Therefore, learning of relevant documents 
at a particular stage mainly affects the information sub-need of that stage. When a user 
has collected enough relevant documents, the user’s information sub-need is satisfied and 
she moves on to the next information sub-need. New documents are judged against the 
new sub-need, hence not necessarily of lower relevance. 
However, information sub-needs of an information seeking task are usually 
conceptually related and semantically overlapping, some relevant documents or aspects 
of some documents might have “leaked” into the earlier search result intended for another 
information sub-need before their prime time comes, hence leading to a “premature” 
arrival of documents and the “pre-consumption” of a later information sub-need. The pre-
mature arrival of a document before the scheduled time of the corresponding sub-need 
leads to a lower topicality evaluation because it does not match the current sub-topic, but 
its novelty is less likely negatively affected because the user’s domain knowledge is 
lower now than when the document had arrived later. Similarly, the “post-mature” arrival 
of a relevant documents leads to lower novelty evaluation because the user has learned 
enough about it. Its topicality is less likely affected, however, because the user has a 
clearer idea of what is on-topic then when the document had arrived before its sub-need. 
Therefore, in a context of multiple sub-needs for an information seeking task, we expect 
both premature and post-mature arrival of a relevant document lead to sub-optimal 
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relevance judgment. We call this the sub-need scheduling effect in document evaluation. 
Schematically, one would expect a pattern as described in Figure 1.  
Pre-mature arrivals  
Evaluation 
Arrival time 
On-time arrival with  
the scheduled sub-need  
Post-mature arrivals 
 
Figure 1: Illustration of a sub-need scheduling effect 
 
Sub-need scheduling effect is clearly based on the learning effect. The main 
difference between our conceptualization of sub-need scheduling effect and Harter’s 
(1992) is that we extend the dynamics of relevance from a fixed information need to a set 
of closely related sub-needs which are more representative of real situations. Even in a 
single information retrieval session, a user might have a reasonably complex information 
need with some related sub-needs. Therefore, sub-need scheduling effect is more general. 
Notice that the sub-need scheduling effect affects mainly on those highly relevant 
documents. The lowly relevant documents are more diversified in topic and thus have no 
clear corresponding sub-need. Therefore, “pre-mature” arrival is meaningless to them and 
they are subject only to the tighten topicality judgment over time.  
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3.2 Elaboration Likelihood Model 
While the reasoning above is based on the learning effect in an IR session, 
elaboration likelihood model (Petty & Cacioppo, 1986) in psychology provides additional 
insights into order effects. This theory explains how human cognitive capacity is 
distributed in information processing, which we believe is the key to understand the cause 
of order effect. The elaboration likelihood model asserts that when people are motivated 
and able to engage in the evaluation of an information item, they are more likely to 
scrutinize it and base their judgment on the merit of content. This type of processing is 
central route processing. In contrast, if people are unwilling or unable to process an 
information item, less cognitive capacity will be devoted, resulting in a judgment based 
more on peripheral cues (e.g., author or sponsor of a message). In short, motivation and 
available cognitive capacity determine whether an information item is elaborated. 
Based on elaboration likelihood model, a user might have high motivation to 
resolve an information need (or a sub-need) in the beginning. He will carefully scrutinize 
relevant documents for useful information. This action leads to two consequences: First, 
part of his information need is satisfied and the motivation to read more on the current 
information need is reduced; second, careful reading consumes energy and cognitive 
capacity, leading to lower cognitive capacity for future readings. Without a break to 
replenish cognitive capacity, fatigue sets in. With both a lower motivation and cognitive 
capacity, the user is less likely to scrutinize later documents. Rather, they will make more 
use of the peripheral cues of the later documents. In the context of IIR, one might judge a 
document by its title (a peripheral cue) rather than its content. The result is that a more 
relevant document will be evaluated less because its content is not fully appreciated. Less 
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relevant documents, however, might gain undue credit for a catchy title. We call this 
effect the cursoriness effect. The cursoriness effect has two consequences: 1) highly 
relevant documents receive worse evaluations and demonstrate a primacy effect; 2) lowly 
relevant documents receive better evaluations and demonstrate a recency effect. 
 
Table 1: Summarizing of effects 
Relevance Effects Consequence on evaluation Stage 
Sub-need 
scheduling effect 




documents Cursoriness effect Decreasing first, then level 
off 
When cognitive capacity 
or motivation is low 




documents Cursoriness effect Increasing first, then level 
off 
When cognitive capacity 
or motivation is low 
 
 
The analysis above suggests that an order effect in an IR session is a combinatory 
result of learning effect, sub-need scheduling effect and cursoriness effect. The dynamics 
of user perceptions vary across relevance levels. For highly relevant documents, the 
learning effect suggests a primacy effect, so does the cursoriness effect. But the sub-need 
scheduling effect suggests an inverted u shape. The overall effect is more likely an 
inverted u shape. In contrast, for documents of low relevance, when they are listed earlier, 
the primacy effect is weaker than those highly relevant ones because of a lower learning 
effect. When they are listed later, the cursoriness effect comes in to their advantage. It 
could offset and even reverse the primacy effect and lead to higher evaluations. To sum 
up, the overall dynamics of users’ perception is not necessarily linear as the consequence 
of the three effects but curvilinear as suggested. Moreover, it is not necessarily the same 
 19
for documents of different relevance level. Table 1 summarizes the three effects on 
document evaluation and Figure 2 illustrates the possible combinatory effect for highly 












Figure 2: The order effect of highly relevant and lowly relevant documents 
 
Based on the analysis above, we hypothesize: 
Hypothesis 1. In an interactive IR search session of related and 
overlapping information sub-needs, there is an interaction effect between a 
document’s relevance level and its position in a list on individual user’s relevance 
judgment, such that: 
H1a: Documents of high relevance demonstrate an order effect which 
starts with a recency effect but ends with a primacy effect; 
H1b: Documents of low relevance demonstrate an order effect which starts 
with a primacy effect but ends with a recency effect. 
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4. Methodology 
In order to test the proposed hypotheses, a two-phase quasi-experiment was carried out to 
collect user behavior in an online search session. The first phase is to collect the 
relevance judgment of documents retrieved in an information retrieval task with a given 
search topic. The goal of second phase is to obtain the average objective relevance score 
of those documents evaluated in phase 1. In this section, we present the details on 
experimental design and experiment process.  
4.1 Phase 1 Experimental Design 
The participants in phase 1 are eighty-one (81) first-year undergraduate students. They 
were paid $15 to participate in an interactive information retrieval task with a given 
search topic. The information-seeking task was described as follows: 
Assume you are taking a health education course. You will be asked to search online for 
documents about “the relationship between mobile phone radiation and health.” Documents 
addressing the following questions are considered relevant: 
•        Does use of mobile phones pose radiation threats to users’ health? 
•        Why are there such or no such radiation threats to health? 
•        What is the proper way to use a mobile phone to protect your health from radiation?  
You will take an online quiz (10 questions) based on the knowledge you learned in the 
search process. Those who score well (>=80) will be entered in a lottery to win $50. If 
nobody scores well, the person with the highest score will get the prize. 
This topic was suitable for our purpose because it involved multiple related sub-
needs that ask “what”, “why” and “how” questions. These sub-needs were unlikely 
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addressed in a single query, which forced participants to divide and schedule their queries 
in a way that each query focused on a specific aspect. The complexity of search task 
allowed us to explore the potential division and planning of sub-needs. The use of quiz 
and lottery incentive was to motivate the subjects to pay more attention to the task so that 
they would study the documents retrieved seriously. Otherwise if the subjects just go 
through the task perfunctorily, we may not be able to observe the learning effect. 
Our search engine was developed based on open-source package for vector space 
model. The corpus for this experiment was 620 online documents collected from 
Google.com. To ensure the corpus had both relevant and irrelevant documents, more than 
10 queries with various accuracies were used such as “mobile phone radiation health 
protection”, “mobile phone”, and “health –mobile –phone” (“-” means “exclude” at 
Google.com). For each query, links from the first 30 pages of Google.com returns were 
all downloaded, but duplicates, navigation pages with all linked and no content, 
advertisements, and other non-article web pages were excluded. In total, 270 documents 
were based on more “accurate” queries, and 350 were based on purposefully “ill-
specified” queries. Documents were then cleaned, indexed, and supplied to our search 
engine.  
The search engine ran on a web server. It did not allow operators (e.g., and, or, 
not, -) in question specifications. The interface was very simple, which started with a 
search box like that of Google.com, and returned a list of 10 document titles linked to the 
actual documents (Figure 3).  
 22
 Figure 3: Search engine interface 
Users were required to read and evaluate all the returned documents in order. 
After evaluation, the users are instructed to specify a new query or revise the current one 
to start the next round.  Each document was evaluated based on its topicality, novelty and 
overall usefulness. The term “usefulness” was used in place of “relevance” to make the 
concept more straightforward to the participants (Fitzgerald & Galloway, 2001). 
“Usefulness” here is not a relevance criterion, but an overall measure of situational 
relevance. Usefulness and relevance criteria (topicality and novelty) were measured on an 
8-point Likert-scale with four anchors on the scale (0 – Useless, 1 – A bit useful, 4 – 
Satisfactory, and 7 – Essential). These relevance criteria were defined in layman terms in 
the experiment instructions as follows:  
 
How to Evaluate Documents? 
For each query, the search engine returns 10 documents. Please read the documents 
one by one, and evaluate each one in terms of whether it is On-topic, Novel (provides 
new knowledge), or Overall Useful.  
Overall Useful: A document is overall useful if it makes a major contribution to 
your information need and you expect it to substantially contribute to your quiz grade 
and you try to memorize its content. You may assign it a score ranging from 0 (No 
Contribution), 1 (Very Low Contribution) to 7 (Very High Contribution). 
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On-topic: A document is on-topic if its main content is related to the subject area of 
your query, i.e., you would classify this document into a category of documents labeled 
with your query. But an on-topic document is not necessarily useful. You may assign it 
a score from 0 (Totally Off-topic), 1 (Marginally On-topic), to 7 (Substantially On-
topic). 
Novel: A document is novel if it provides new knowledge to you, i.e. you didn’t 
know the information before reading this document. Again, a novel document is not 
necessarily useful. You may assign it a score ranging from 0 (Nothing New), 1 (Very 
Little New Knowledge) to 7 (Very Much New Knowledge) based on how much it is 
novel. 
 
4.2 Phase 1 Experimental Process 
The experiment was carried out in a computer laboratory in four sessions with 
about 20 participants each. We first introduced the search topic, and asked participants to 
fill out a pre-experiment questionnaire with their basic demographics and three subjective 
questions on their perceived knowledge of the topic. Then we demonstrated the search 
engine with an irrelevant topic and corpus (car accidents), explained the document 
evaluation criteria, and asked them to have some hands-on experience with the system. 
This training session took about 30 minutes. After that, participants were directed to the 
main search interface. They were asked to evaluate at least four rounds of documents 
before taking the quiz. After quiz, they were asked to fill out a post-experiment 
questionnaire for us to evaluate their perceived knowledge again. The prize was awarded 
to the winner at the end of the experiment. Participants took about 1.5 to 3 hours to finish 
the whole process.  
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4.3 Phase 2 Experimental Design 
The goal of second phase is to obtain the average objective relevance score of 
those documents evaluated in phase 1. Hence, the corpus was the 264 documents which 
had been evaluated in phase 1. The critical point here was to ensure that we could obtain 
relevance judgments of a document at different positions. The phase 2 was designed as 
follows:  
First, we randomly divided the 264 documents into 6 sets, each set with 44 
documents. So every subject was required to evaluate 44 documents which were 
presented in 4 rounds, with 11 documents per round. Second, the 44 documents were 
displayed in randomized order so as to ensure that every document could appear at any 
positions from 1 to 44. Last, we recruited 94 subjects to take part in phase 2 experiment 
and assigned each subject one dataset with different documents presentation order 
equally. The experimental process of phase 2 is the same as phase 1.  
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5. Data Analysis 
Among the 81 users participating in the phrase 1 experimental simulation, 31 (38.2%) 
were male and 50 (62.8%) female; the average age was 19.66 (S.D. = 1.42). They were 
experienced users of Internet search engines (mean = 5.01 years, S.D. = 1.97) and mobile 
phones (mean = 3.06 years, S.D. = 1.7). Before the experiment, their self-evaluated 
knowledge level was 3.35 (S.D. = 1.28) based on a 7-point Likert scale (1-have very little 
knowledge, 7- is very knowledgeable). After the experiment, the average rose to 5.5 (S.D. 
= 1.28), indicating that learning did occur during the information-seeking process.  
5.1 Modeling 
For a particular document, one may intuitively think of using a linear regression to test 
the relationship between the document evaluation (i.e., perceived novelty, topicality, or 
relevance) and its positions (the display position of the document was a number from 1 to 
50 over five rounds) in the list. That is, the evaluation was a function of position across 
all the users who had retrieved and evaluated the document. Mathematically, assuming a 
first-order order effect, the regression model for a document j at position i can be 
expressed with Equation 1: 
Yij = β0j + β1jPij + rij (1)
 
where Yij is the evaluation of the document j at position i (Pij), β0j and β1j are regression 
coefficients, and rij is the noise for that evaluation. Participants’ individual difference in 
document evaluation is captured by rij. 
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However, for all the documents as a whole, we can not simply aggregate all the 
document evaluations and fit a single regression model because the ordinary least squares 
(OLS) regression model is based on the assumption that observations are independent. In 
our case, evaluations of a document were dependent because they all pertained to the 
same document. Hierarchical linear modeling (HLM) technique is a technique to address 
the problem as well as providing additional functions to model the different 
manifestations of order effect for different documents. Hence, we used hierarchical linear 
modeling technique to test our hypotheses. A more detailed treatment of hierarchical 
linear modeling can be found at (Raudenbush & Bryk, 2002).  
HLM is good at analyzing data with hierarchical, nested or clustered structure. 
Individuals within organizations and measurements within subjects are some good 
examples with hierarchical structure. HLM simultaneously investigate relationships 
within a particular hierarchical level, as well as relationships between or across 
hierarchical levels (Hofmann, 1997; Wech & Heck, 2004). HLM achieves this process by 
estimating two models simultaneously: one modeling relationships within each unit, and 
the other one modeling how these relationships within units vary between units 
(Raudenbush & Bryk, 1992).  
In our modeling, it could be intuitively regarded as a two-stage process. First, it 
fits a regression model for each document, and then it takes the regression coefficients 
(β0j and β1j) of each individual regression model as dependent variables and explain them 
with document properties (e.g., the average relevance of a document across all users). 
Technically, the use of a regression model to explain the regression coefficients observed 
in Equation 1 is called the level-2 model while Equation 1 constitutes the level-1 model. 
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Because our hypotheses differentiated documents of different relevance levels, we took 
the average relevance of a document across all users (AvgRel) based on data collected in 
phase 2 as the document property, and the level-2 model is specified as follows: 
β0j = γ00 + γ01AvgRelj + u00 (2)
β1j = γ10 + γ11AvgRelj + u10 (3)
The level 2 equations express how the set of level 1 intercepts for each document 
β0j and the level 1 slopes β1j relate to the intercept and slope from the overall population 
regression equation. Equation 2 can be interpreted as that the intercept in Equation 1 (β0j, 
a baseline evaluation of document j) is a function of the grand mean intercept of all 
documents (γ00) plus an adjustment which is a factor of the document’s average relevance 
(γ01AvgRelj). u00 represents the randomness in predicting the level-1 intercept after 
factoring in AvgRel of the document. Similarly, Equation 3 describes the slope of 
Equation 1 (β1j, a linear representation of order effect) as a function of a grand mean 
slope (γ10) and an adjustment for the AvgRel of the document (γ11AvgRelj).  
 Equation 1-3 assumes a linear relationship between document positions and 
document evaluations. However, as we explained before, order effect can be curvilinear. 
While the actual curvilinear pattern could be complicated, we started by adding a second-
order term of document position to the level-1 equations to account for the expected u 
shape. Accordingly, Level-1 model would take the following form: 
Yij = β0j + β1jPij + β2jPij2 + eij (4)
 
Level-2 model constitutes the following equations: 
β0j = γ00 + γ01AvgRelj + u00 (5)
β1j = γ10 + γ11AvgRelj + u10 (6)
β2j = γ20 + γ21AvgRelj + u20 (7)
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 In Equation 7, γ20 indicates the significance of a baseline quadratic pattern in 
document evaluations. γ21AvgRelj, however, indicate how the baseline quadratic pattern is 
adjusted for document of different evaluation levels (AvgRel). Therefore, now we can 
model not only the linear order effect as a function of AvgRel, but also the concaveness or 
convexity as a result of the combination of primacy effect and recency effect for 
documents of different objective relevance. In the above equations, we can also use a 
document’s average novelty or topicality across all users as a document property. Such 
modification allows us to test order effect in topicality and novelty judgments as well. 
Our data analysis of document evaluations was based on the spirit of Equation 4-7.  
 The testing was based on data collected in phrase 1, while the average relevance 
score AvgRel were calculated from phrase 2 data. Before we fit the model (Equation 4-7), 
some data pre-processing was carried out. First, users’ evaluations of document novelty, 
topicality and relevance in both phrases, were normalized to the range of 0-1. The 
normalization formula is: 










where Yi is the raw score of document I, Yi* is the normalized score, max(Yj) is the 
maximum value a participant Yj had assigned among her evaluations in the search session, 
and min(Yi) is the minimum value. This normalization was aiming to eliminate the bias 
imposed by individual difference as much as possible. Individual participants may adopt 
different standard on the evaluation criteria, and the evaluations of a document at 
different positions were conducted by different participants, the order effect might be 
biased as a result. After normalization, evaluations of a document were more comparable 
at different positions. Finally, AvgRel of documents was centered across all documents to 
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facilitate the interpretation of model fitting result and to reduce the multicollinearity 




In phrase 1, most users searched for four rounds; only 13 (16%) searched for five rounds. 
In total, there were 3368 document evaluations and 264 unique documents. On average, a 
document was evaluated 12.76 times. As we also analyzed the data with the first fewer 
rounds, the descriptive statistics for the first 1, 2, 3, 4 and 5 rounds are presented in Table 
2. 
Table 2: Descriptive statistics 
 Number of document 
evaluations 
Number of documents Average number of 
evaluations per 
document 
5 rounds 3368 264 12.76 
4 rounds 3238 257 12.60 
3 rounds 2428 191 12.71 
2 rounds 1620 128 12.66 
1 rounds 810 54 15 
 
Detailed analyses of the query revision history indicated that users generally 
started with a broader query with an aim to search for general information related to the 
topic, then they narrowed down to two specific areas in the following queries: a subtopic 
related radiation threat of mobile phones and a subtopic related to preventive measures 
(refer to Xu & Liu (2006) for details). This finding gives support to existence of sub-need 
scheduling effect that right timing matters to relevance judgments. 
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 Firstly we used all data to fit the model for relevance judgment (Equation 4-7) 
over the 5 rounds. Then we used data from fewer rounds, that is, the first 1, 2, 3, or 4 
rounds to fit the model again. Table 3 reports the fitting result. For all the models we fit, 
the residuals for both level-1 and level-2 equations (i.e., eij, u00, u10, u20) became 
insignificant, indicating there was no further need to added additional explanatory factors 
such as a higher-order order effect. 
 
Table 3: Model fitting for relevance judgment over 1-5 rounds 
 Relevance γ00 γ01 γ10 γ11 γ20 γ21 
Coefficient 0.28944*** 0.56627*** -0.00332* 0.02264*** 0.00007* -0.00062***5 rounds 
Std. error 0.01842 0.07942 0.00168 0.00648 0.00004 0.00016 
Coefficient 0.29243*** 0.48895*** -0.00462* 0.01309† 0.00011* -0.00030† 4 rounds 
Std. error 0.02272 0.07703 0.00215 0.00730 0.00005 0.00018 
Coefficient 0.32277*** 0.68234*** -0.00493† 0.00874 0.00010 -0.00028 3 rounds 
Std. error 0.02186 0.07458 0.00281 0.01003 0.00008 0.00032 
Coefficient 0.35569*** 0.69293*** -0.00872† -0.00785 0.00030 -0.00023 2 rounds 
Std. error 0.02473 0.07808 0.00495 0.01925 0.00024 0.00099 
Coefficient 0.43735*** 0.85474*** -0.04798* -0.06548 0.00427* 0.00686 1 round 
Std. error 0.04520 0.13936 0.01831 0.05839 0.00172 0.00528 
***p<0.001, **p<0.01, *p<0.05, †p<0.1 
 
We are most interested in γ21 that indicates whether the curvilinear order effect 
changes for documents with different objective relevance level. There was strong support 
when all 5 rounds were considered (γ21=-0.00062, p=0.000). However, the support was 
only weakly significant when we considered only the first 4 rounds (γ21=-0.0003, 
p=0.098). γ21 was insignificant for the first 1, 2 or 3 rounds which was understandable 
because the sub-scheduling effect needs time to demonstrate its full shape. Overall, the 
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significance of γ21 is in support of the interaction between a document’s objective 
relevance level and its position on users’ subjective evaluation.  
To appreciate fully the curvilinear order effect, we shall factor in γ20. The 
baseline curvilinear order effect is strongly supported for first 5 rounds (γ20=0.00007, 
p=0.048) and 4 rounds (γ20=0.00011, p=0.027). For all 5 rounds, the positive γ20 
(γ20=0.00007) indicates there is a baseline convex quadratic order effect. However, for 
documents that is slightly above the average objective relevance level (which is zero after 
centralization.), say 0.2 (out of the 0-1 normalized scale), β2 = γ20 + γ21AvgRel = 
0.00007 + (-0.00062) × 0.2 = -0.000054. The final shape of the order effect is concave. In 
contrast, documents below the average AvgRel manifest a convex order effect. To 
illustrate the order effect, we divided documents into three groups of high, intermediate, 
and low objective relevance. We sorted the documents by their average objective 
relevance scores, the top 1/3 documents were put into high group, the middle 1/3 into 
intermediate group and bottom 1/3 into low objective relevance group. We then fitted the 
model again for each group and drew a diagram for the average document relevance 
judgment (AvgRel = 0 within a group) in each group. Figure 4 illustrates the curvilinear 
order effects for each group with the model built with all 5 rounds of observations. As we 
can see from Table 4, there were significant baseline order effects for the high group with 
5 rounds of data (γ20=-0.00011, p=0.045) and intermediate group with 4 rounds of data 
(γ20=0.00014, p=0.019), but not for the low group. Therefore, order effects have 
significant practical implications only to the more relevant documents. It also suggests 
undifferentiating treatment of documents of high and low objective relevance obscures 
the real pattern of order effects.  
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Table 4: Model fitting of relevance judgment for high, intermediate and low subgroups 
high Relevance γ00 γ01 γ10 γ11 γ20 γ21 
Coefficient 0.47284*** 0.99225*** 0.00411† 0.01201 -0.00011* -0.00038 5 rounds 
Std. error 0.01604 0.05096 0.00215 0.01496 0.00005 0.00044 
Coefficient 0.49510*** 0.9076*** 0.00039 0.02452 -0.00001 -0.00070 4 rounds 
Std. error 0.01692 0.05542 0.00236 0.01570 0.00006 0.00046 
Coefficient 0.49427*** 0.85094*** 0.00042 0.05128* -0.00001 -0.00204** 3 rounds 
Std. error 0.0214 0.0664 0.00372 0.02013 0.00012 0.00075 
Coefficient 0.55831*** 0.59712*** -0.01729** 0.12654** 0.00086** -0.00589* 2 rounds 
Std. error 0.02436 0.10438 0.00578 0.0427 0.00029 0.00287 
Coefficient 0.61383*** 0.93342† -0.03906 -0.15383 0.00366 0.02553 1 round 
Std. error 0.09689 0.4537 0.03608 0.21053 0.00289 0.01857 
intermediate Relevance γ00 γ01 γ10 γ11 γ20 γ21 
Coefficient 0.25511*** 0.70547** -0.00277 0.04659 0.00008 -0.0011 5 rounds 
Std. error 0.01515 0.23616 0.00199 0.03575 0.00005 0.00089 
Coefficient 0.26937*** 0.98247*** -0.00495* 0.00136 0.00014* 0.00016 4 rounds 
Std. error 0.01561 0.23579 0.00221 0.03869 0.00006 0.00102 
Coefficient 0.26865*** 0.73620* -0.00391 0.04854 0.00008 -0.00137 3 rounds 
Std. error 0.02474 0.3557 0.00416 0.06279 0.00013 0.00205 
Coefficient 0.24425*** 1.3577*** 0.002 -0.14972 -0.00018 0.00925† 2 rounds 
Std. error 0.02853 0.33198 0.00667 0.10248 0.00031 0.0054 
Coefficient 0.34638*** 0.43033 -0.05184* 0.21509 0.0059* -0.01858 1 round 
Std. error 0.04603 0.53317 0.02189 0.28217 0.00233 0.03365 
low Relevance γ00 γ01 γ10 γ11 γ20 γ21 
5 rounds Coefficient 0.11167** 0.74579† -0.00618† 0.01535 0.00011 -0.00022 
 Std. error 0.04053 0.42395 0.00357 0.03362 0.00007 0.00066 
4 rounds Coefficient 0.10383* 0.83067† -0.00538 0.00719 0.00009 -0.00006 
 Std. error 0.04547 0.46935 0.00414 0.03714 0.00008 0.00073 
3 rounds Coefficient 0.12173* 0.93481 -0.00665 -0.02292 0.00013 0.00111 
 Std. error 0.05795 0.78205 0.00649 0.12013 0.00016 0.0038 
2 rounds Coefficient 0.1509† 0.54376 -0.00692 -0.00855 0.00007 0.0021 
 Std. error 0.0869 1.38419 0.0148 0.25164 0.00059 0.01061 
1 round Coefficient -0.0396 3.89823 0.0604 -0.87539 -0.0052 0.05698 
 Std. error 0.19877 7.08646 0.06829 2.38951 0.00562 0.1895 




















Figure 4: The curvilinear order effects for documents of different objective relevance 
 
Similarly, we then interpret γ10 and γ11. With 5 rounds, there was a general 
significant downward linear trend (γ10=-0.00332, p=0.049) and the linear trend differed 
significantly between documents of high or low objective relevance (γ11=0.02264, 
p=0.001), with documents of higher objective relevance showing an upward trend. This 
pattern was consistent when analyzed with the first 4 rounds of data, but γ11 become 
insignificant when the list included on the first 1, 2 or 3 rounds.  
γ00 and γ01 are very significant all the time, which indicates that the relevance 
judgment of a document is affected by the grand mean relevance of the retrieved set as 
well as the objective relevance of the document. The significance of γ01 indicates there is 
a support for the use of TREC-like testing set, though it falls short to capture individual 
subjectivity. 
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Following the same procedure, we analyzed the order effect for two criteria of 
relevance – novelty and topicality. Table 5 reports the result. Though not a part of 
hypothesis testing, Table 5 gives us additional information regarding the dynamics of 
novelty and topicality judgment. The insignificance of γ10 and γ20 in all case for 
topicality indicates generally no baseline order effect for topicality evaluation. There was 
a significant interaction effect (both linear and quadratic) for Topicality with first 1 round 
or 2 rounds data. But no any order effect when considering first 3, 4 or 5 rounds. In 
contrast, Novelty demonstrated significant quadratic interaction effect with all 5 rounds 
(γ21=-0.0005, p=0.037). With 2 rounds of data, both the linear interaction effect 
(γ11=0.03656, p=0.059) and quadratic interaction effect (γ21=-0.00177, p=0.083) are 
partially supported. Moreover, the base quadratic pattern is supported (γ20=0.00548, 
p=0.003; γ10=-0.06123, p=0.001) with first round data only. As two major criteria of 
relevance judgment, this result calls for future study to examine the dynamics of novelty 











Table 5: Order effect for novelty and topicality judgments 
 Novelty γ00 γ01 γ10 γ11 γ20 γ21 
Coefficient 0.35322*** 0.74285*** -0.00187 0.00975 0.00002 -0.00050* 5 
rounds Std. error 0.02096 0.11794 0.00154 0.01032 0.00003 0.00024 
Coefficient 0.36315*** 0.75118*** -0.00323 0.00700 0.00006 -0.00041 4 
rounds Std. error 0.02411 0.13122 0.00202 0.01241 0.00005 0.00030 
Coefficient 0.37276*** 0.81987*** 0.00019 0.00863 -0.00008 -0.00048 3 
rounds Std. error 0.02480 0.12224 0.00270 0.01341 0.00008 0.00042 
Coefficient 0.38258*** 0.66284*** -0.00020 0.03656† -0.00004 -0.00177† 2 
rounds Std. error 0.02860 0.12747 0.00464 0.01921 0.00022 0.00101 
Coefficient 0.48542*** 0.82222*** -0.06123** -0.04252 0.00548** 0.00568 1 round 
Std. error 0.05328 0.23524 0.01740 0.08693 0.00170 0.00886 
 Topicality γ00 γ01 γ10 γ11 γ20 γ21 
Coefficient 0.32990*** 0.13826 0.00007 0.00864 0.00001 -0.00021 5 
rounds Std. error 0.02783 0.09595 0.00204 0.00724 0.00004 0.00014 
Coefficient 0.33813*** 0.18290† -0.00152 0.00218 0.00005 -0.00004 4 
rounds Std. error 0.03001 0.09469 0.00246 0.00812 0.00005 0.00018 
Coefficient 0.35975*** 0.10592 -0.00223 0.01424 0.00005 -0.00037 3 
rounds Std. error 0.03517 0.12217 0.00402 0.01374 0.00011 0.00039 
Coefficient 0.35852*** 0.35710** 0.00385 -0.04838* -0.00029 0.00267** 2 
rounds Std. error 0.03836 0.12210 0.00675 0.02210 0.00029 0.00098 
Coefficient 0.43493*** 0.80012*** -0.013428 -0.22763*** 0.00106 0.01668** 1 round 
Std. error 0.04706 0.11002 0.020269 0.05834 0.00185 0.00571 
***p<0.001, **p<0.01, *p<0.05, †p<0.1 
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6. Discussion and Conclusion 
In this part, we propose a set of forming mechanisms that explain the order effect in 
document relevance judgment and test them through an empirical demonstration in an 
interactive information retrieval session. Our findings are strongly consistent with the 
predicted curvilinear pattern of order effect. In a nutshell, the perceived relevance of a 
document varies to its position in a list in an interactive retrieval session because of the 
combinatory effect of the learning, sub-need scheduling, and cursoriness effect. This 
combinatory effect, however, differs across documents of different objective relevance 
with those of high objective relevance manifesting a concave quadratic pattern while 
those of low objective relevance manifesting a convex quadratic pattern.  
 However, these results should be interpreted with the limitations of the study. 
First, we studied only one search session. Relevance dynamics over multiple sessions 
were not investigated. Second, the artificial experimental setting with only one topic and 
one corpus limits the generalization of the findings to real settings. Third, our sample size 
is relatively small compared to typical hierarchical linear modeling. On average, each 
document was judged 12.78 times (Min=1, Max=76) for 5 rounds. A larger sample shall 
provide an even clearer picture of relevance dynamics. Finally, although we have 
normalized users’ evaluation scores, it is impossible to completely eliminate the effect 
from the variance among subjects. 
In spite of these limitations, this study has a few important theoretical 
implications. First, it proposes a set of new mechanisms to explain the order effect in 
relevance judgment. The conceptualization of sub-need scheduling effect extends the 
order effect from a monolithic information need to a more realistic setting of a set of 
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related and overlapping information (sub-) needs. It also extends order effect from a 
linear pattern to a curvilinear pattern. While some explanations of order effect have been 
proposed in this domain, such as the hedging effect (Eisenberg & Barry, 1988) and the 
effect of list length (Huang & Wang, 2004), ours are not only more comprehensive, but 
also being able to differentiate the order effects for documents of different levels of 
objective relevance. Highly relevant documents and lowly relevant ones demonstrate 
different immunity to order effect. Order effects have significant practical implications 
only to the more relevant documents. It suggests that undifferentiating treatment of 
documents of high and low objective relevance obscures the real pattern of order effects.  
Second, this study employs a new experimental design and statistical method 
which are not only more consistent with the conceptualization of order effect, but also 
able to tease apart order effects for documents of different objective relevance. Therefore, 
our result gives a much clearer picture of order effects than the extant research. 
Hierarchical linear model is a proven powerful yet simple technique suited for our data 
analysis. By estimating models within document and between documents simultaneously, 
it is easy to test the significance of the relationship between dependent variable and 
independent variable over the population of documents. HLM overcome the 
methodological nuisance and serve as an excellent analysis technique in future study of 
order effect phenomenon.  
Finally, this study depicts the dynamics of relevance judgment in an interactive 
information retrieval session from a cognitive perspective. While the dynamic nature of 
user’s cognition has been recognized in the literature (Ingwersen, 1992; 1996), there is a 
paucity of empirical evidence that demonstrate the actual pattern of the dynamics based 
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on statistical evidence. This study provides a piece of important evidence for the past 
theoretical propositions.  
Although not a part of hypothesis, our data analysis revealed the different 
dynamics of novelty and topicality judgment in a search session. The topicality judgment 
was not subject to order effect. This may because topicality judgment indicates the fit 
between a document topic and users’ sub-needs, if a document does not match the current 
sub-need, but a prior or a future sub-need; it is still on-topic (Xu & Chen, 2006). 
Topicality judgment exhibits a stable variable. In contrast, novelty demonstrated a 
significant interaction effect with all five rounds of data. As novelty resolves an 
information need, thus is time and order dependent (Zhang et al., 2002). Novelty 
judgment would be expected to be more susceptible to order effect than topicality 
judgment. In future study, we could examine the dynamics of novelty and topicality 
judgment in search sessions with statistical testing in more detail.  
 The empirical implication of this study is to show evidence that order effects do 
exist. Therefore, in specific domains such as newswire services or jury decision making, 
there is a need to counterbalance the positions of documents in a list, so that a document 
receives due attention by a group of people. For a specific individual, reading the 
documents in different order might give one a more balance view of the issue at hand. 
For a user looking for information on an unfamiliar topic, his opinion might be subject to 
the documents presentation order. While this study does not suggest how a search engine 
or other electronic document repositories shall address the order effect problem, it does 
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The primary concern about information retrieval is to retrieve information that suits 
users’ information needs. Query expansion is a well known method for improving 
the performance of information retrieval systems. The central point hence is to better 
estimate user’s information need. Prior research has suggested that when a general 
information need consists of multiple sub-needs that cannot be fully specified in one 
query, users tend to break it down and plan the sequence of search in a scheduled 
form. In this study, we propose and evaluate a novel method for automatic query 
expansion by modeling users’ search plan and manifested query specifications with 
Hidden Markov Model (HMM). Our method expands a query based on the 
anticipation of users’ future need, which can be done by accumulating the 
information of past users' search history for the same topic in a HMM. In particular, 
we model users’ underlying cognitive states as HMM states and the categories of 
query terms as the output symbols. Experimental results show that HMM method 
has achieved competitive performance against query-similarity based query 
expansion method and outperforms well known pseudo relevance feedback 
technique. 
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With the explosive growth of information on the web, people are relying more and 
more on the search engine for their diverse information needs. A user search an 
information retrieval system with an information need derived from the ‘anomalous 
state of knowledge’ (Belkin et al., 1982). The searcher’s information need is 
expressed into a query statement, which is then submitted to the search system to 
retrieval relevant documents. The primacy concern about information retrieval is to 
retrieve information that suits users’ needs (Billerbeck & Zobel, 2004). However, 
many users feel difficult to formulate queries for effective retrieval. The initial query 
may be inadequate or incomplete representation of the user’s information need, 
either in itself or in relation to the representation of ideas in documents (Efthimiadis, 
1996). This problem is magnified when the information need is vague (Spink et al., 
1998) or searchers are unfamiliar with the collection makeup and retrieval 
environment (Furnas et al., 1987; Salton & Buckley, 1990). As observed with web 
search engines, queries are often too short and not well formulated (Ross et al., 2000; 
Spink et al., 2001). The average query length was 2.6 words in 2001 (Spink et al., 
2002). The queries may be ambiguous, insufficiently precise, or not the same terms 
as authors use to describe the same concepts in documents. Word mismatch 
becomes a fundamental problem in information retrieval (Xu & Croft, 2000).  
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Query expansion has been extensively investigated as a well known and 
proven method for improving the performance of information retrieval. Query 
expansion is a process of adding or deleting terms to initial query for a better 
representation of user’s information need. It is essentially considered as an approach 
to re-estimate user’s information need (Efthimiadis, 1996).  
The expansion terms could come from the corpus, a set of document or 
external sources. Global techniques require corpus-wide statistics such as the 
co-occurrence of terms in the corpus to build thesauri to select possible expansion 
terms. Some well-known global techniques are term clustering (Sparck Jones, 1971), 
global similarity thesaurus (Qiu & Frei, 1993), and PhraseFinder (Jing & Croft, 
1994). Global techniques typically need the co-occurrence information for every 
pair of term, which is a computationally demanding task for large collections. Since 
it focuses only on document side but does not take into account for query side, 
global analysis may only as a partial solution to query expansion. 
Relevance feedback is the most widely used query expansion method 
(Rocchio, 1971). In manual relevance feedback, the user is required to make 
relevance judgment for the initially retrieved documents, and this information is 
used to revise the current query. This approach can achieve good performance when 
large number of relevance judgments are available. Unfortunately, users may be 
unwilling to provide such relevance feedback. Pseudo (or blind) relevance feedback 
automates this process by assuming that a few top-ranked documents are relevant 
(Buckley et al, 1995). Local feedback has been a proven effective expansion method 
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and become a widely used in recent years (Voorhees & Harman, 1998; Efthimiadis 
& Biron, 1994; Robertson et al., 1994). However, it suffers from query drift problem. 
Its performance depends largely on the percentage of relevant documents in the 
initially retrieved documents set. The retrieval performance may be seriously hurt 
when few of the initial retrieved documents are relevant. In this case, the expansion 
terms are likely to be unrelated to the searching topic and as a result, thus the quality 
of the retrieval will be degraded. Although a number of improvements have been 
suggested (Mitra et al., 1998; Buckley et al., 1998; Carpineto et al., 2001), they can 
not completely solve the inherent problem for all cases.  
An alternative is to allow users to select terms to be added – interactive 
query expansion. The basic assumption is that the user should be able to select better 
expansion terms than the retrieval system as it is the user who decides the criteria for 
relevance in a search (Koenemann & Belkin, 1996; Magennis & van Rijsbergen, 
1997). In recent years, a number of comparative user studies of interactive versus 
automatic query expansion have conducted but come up with inconclusive findings 
(Efthimiadis, 2000; Koenemann & Belkin, 1996; Ruthven, 2003; Nemeth et al., 
2004). While the interactive query expansion is generally believed having the 
potential to be an effective means for performance improvement (Magennis & van 
Rijsbergen, 1997; Harman 1988), exceptions exist as well (Ruthven, 2003). 
Interactive query expansion outperforms automatics query expansion for some 
specific tasks (Koenemann & Belkin, 1996; Fowkes & Beaulieu, 2002), however 
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many studies come out with the opposite results (Ruthven, 2003; Nemeth et al., 
2004).  
External techniques make use of external resources, such as general purpose 
thesauri or past queries, for query expansion. The results are not encouraging. For 
example, Voorhees and Hou used WordNet as a source of related concepts resulting 
in the improvement of some queries but degradation of others (Voorhees & Hou, 
1993). A set of techniques are based on the collaboration with other users by 
utilizing other users’ search experience or expert knowledge. Past queries have been 
shown to be useful for increasing retrieval effectiveness (Raghavan & Sever, 1995; 
Fitzpatrick & Dent 1997; Billerbeck et al., 2003). However, from past experience, 
the system is likely to suggest expansion terms that are already out-dated for the 
searcher.  
Traditional query expansion methods such as relevance feedback, assume 
that user has a fixed information need over rounds of information retrieval (Bates, 
1989). Relevance feedback is an iterative process to improve the representation (i.e. 
query) of a static information need. A variety of studies have shown that the 
information needs may be dynamic and can change in a dramatic or gradual manner 
(Harter, 1992; Bruce, 1994; Robin, 2000). Based on activity theory (Leont’ev, 1978; 
Vygotsky, 1978), Xu (2006) proposed that users adopt a divide-and-conquer strategy 
in information seeking. When a general information need consists of multiple 
sub-needs that cannot be fully specified in one query, users tend to break it down 
and plan the sequence of search in the form of scheduled sub-needs. This was 
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supported in the following empirical study (Xu & Liu, 2006), which indicated that 
user’s query specification and revision exhibited a planned pattern. It was found that 
users generally started with a broader query to focus on the general topicality of the 
information need, then they narrowed down to one sub-need then switch to another 
sub-need.  
The planned pattern of users’ information seeking behavior provides us a 
new direction for query expansion. The goal of this study is to propose and evaluate 
a new automatic query expansion method which models the users’ search plan and 
manifested query specifications as a Hidden Markov Model (HMM). Since users' 
IIR behavior is planned, the user's future need can be predicted by accumulating the 
information of past users' search for the same topic. HMM is a statistical model, 
which can be easily estimated with training data. Thus by training from the past 
query revision history, the user’s next information need can be predicted. Query 
expansion terms are based on the expected information need. While the extant query 
expansion methods are based on previous retrieved documents (e.g., relevance 
feedback) or users’ past behavior (e.g. collaborative approach) or corpus 
characteristic (e.g., global techniques), our method is based on the anticipation of 
users’ future need. 
In Chapter 2, we give a comprehensive literature review on query expansion 
methods and introduce the Hidden Markov Model theory and some of its 
applications in information retrieval. Following that, our HMM-based query 
expansion methods are discussed with the modeling and training details in Chapter 3. 
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Chapter 4 presents and discusses our evaluation methodology and experimental 
results. Finally, Chapter 5 concludes the study as well as suggests some directions 






In this section, we conducted a comprehensive literature review on the extant query 
expansion techniques as well as applications of Hidden Markov Model for query 
expansion. 
The crucial point in query expansion is to decide which terms should be used for 
expansion. Basically, there are two key questions that are to be answered: 
1) Where do the expansion terms come from. 
Based on the source of expansion terms, we group the query expansion techniques 
into three categories: global, local and external. 
Global techniques — the source of the expansion terms is the whole corpus. Global 
techniques require corpus-wide statistics such as the co-occurrence of terms in the 
corpus to build thesauri to select possible expansion terms. Some global techniques 
are term clustering (Sparck Jones, 1971), global similarity thesaurus (Qiu & Frei, 
1993), PhraseFinder (Jing & Croft, 1994) and latent semantic indexing (Deerwester 
et al., 1990).  
Local techniques — the source of the expansion terms is local set of documents 
retrieved by initial query. The well-known relevance feedback is a local technique. 
The local set of documents can be determined either manually by users or 
automatically by the system. 
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Manual – user mark the relevance of the initially retrieved documents set.  
Automatic – the system assumes the top-ranked documents are relevant.  
External techniques — the expansion terms are from external resources, such as 
manually-constructed thesaurus (e.g. WordNet) and users’ past query logs.  
2) Who decide terms for expansion 
The terms used for expansion can be decided either by the system automatically or 
by user. Hence, we have two approaches, namely 
Automatic — system automatically decides the expansion terms. 
Interactive — a list of candidate terms is computed by the system and presented to 
the user who makes the final decision on which terms to be added in the initial 
query. 
Based on this structure, we review the extant query expansion methods in this 
section. 
 
2.1 Global Techniques 
Global analysis usually involves building of a thesaurus which identifies term 
relationships in the whole collection (Ricardo & Berthier, 1999). The terms are 
treated as concepts and the thesaurus is viewed as a concept relationship structure. 
The source of expansion terms is the whole corpus.  
Term clustering is one of the earliest global analysis techniques (Sparck 
Jones, 1971), which groups correlated terms into clusters according to their 
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co-occurrences in a corpus and then use the clusters for query expansion. This idea 
is based on the association hypothesis, which states that “If an index term is good at 
discriminating relevance from non-relevant documents, then any closely associated 
index term is also likely to be good at this” (van Rijsbergen, 1979). Hence, words 
correlated in a corpus tend to co-occur in the documents of that corpus. However, 
the early studies failed to yield consistent improvements in retrieval performance 
based on global term clustering (Lesk, 1969; Sparck Jones & Barber, 1971; Minker 
et al, 1972; Peat & Willett, 1991). One main reason seems to be that global 
structures do not adapt well to the local context defined by the current query 
(Baeza-Yates & Ribeiro-Neto, 1999). As a query term may have several meanings, 
not all words related to it are meaningful in the query context. For example, many 
vocabularies about fruit are strongly correlated to a query term “apple”, however 
this expansion would lead to even worse results if the query is “apple computer”. 
One strategy for improvement is called local clustering, which will be discussed in 
next section. 
The global analysis was viewed as not an effective query expansion 
technique until more successful strategies were introduced at the beginning of 1990s. 
Qiu and Frei (1993) presented a query expansion model based on a global similarity 
thesaurus which is constructed automatically based on term to term relationships. 
The expansion terms are selected based on their similarity to the whole query rather 
than on their similarities to individual query terms. Another approach was based on 
a global statistical thesaurus (Crouch & Yang, 1992), which clusters documents into 
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classes and select the low frequency terms in these documents to define each 
thesaurus class. However, the retrieval effectiveness depends strongly on some 
parameters that are hard to determine (Crouch & Yang, 1992). Furthermore, 
commercial databases contain millions of documents and are highly dynamic. The 
document classification is much more expensive and has to be done more often. 
PhraseFinder was proposed by Jing and Croft (1994) to construct 
collection-dependent association thesauri automatically using large full-text 
document collection. The phrases selected by PhraseFinder are used to expand the 
original query. The retrieval effectiveness of Phrasefinder is mixed. Judging from 
results published later, it is not as effective as some local techniques (Xu & Croft, 
1996), although it is one of best global techniques. Latent Semantic Indexing 
(Deerwester et al., 1990; Furnas et al., 1988) could also be considered as a kind of 
query expansion. It decomposes a term into a vector in a low-dimensional space 
using singular value decomposition. It is hoped that in its reduced dimensional space, 
implicit correlations among terms can be discovered and employed in expanding 
original query. Despite the potential claimed by its advocates, LSI has not showed 
convincing results so far. 
The global analysis generally requires corpus-wide statistics such as statistics 
of co-occurrences of pairs of terms, which consumes a considerable amount of 
computing resources. The other drawback comes from that it focuses only on 
document side but does not take into account for query side. This suggests global 
analysis may only as a partial solution to query expansion.  
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2.2 Local Techniques 
In contrast to global analysis, local analysis extract information from the local set of 
documents retrieved to expand the query.  
Relevance feedback is a well-known query reformulation strategy. The 
relevance feedback methodology was initially proposed for vector retrieval model 
by Rocchio (1971) in mid-1960s. In a relevance feedback cycle, the user is 
presented with a list of initial results. After examining them, the user marks those 
documents he or she considers relevant. The main idea is to select important terms, 
or expressions, attached to the relevant documents identified by the user previously, 
and to enhance the importance of these terms in a new query formulation. The 
original query is expanded with these terms and the term weights are modified based 
on the user relevance judgment. The basic assumption for relevance feedback is that 
documents relevant to a particular query resemble each other — in the vector space 
model, their corresponding vectors are similar. The expected effect is that the new 
query will get closer to the relevant documents and away from the non-relevant 
ones. 
Early experiments using the Smart system (Salton, 1971) and later 
experimental results using the probabilistic weighting model (Roberson & Sparck 
Jones, 1976) have shown good improvements in precision for small test collections 
with relevance feedback. Croft (1983) extended this weighting scheme by 
suggesting distinct initial search methods and by adapting the probabilistic formula 
to include within-document frequency weights. However, this approach limits itself 
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in reweighting the same set of terms in the original query without query expansion. 
As a result, the probabilistic relevance feedback methods do not in general operate 
as effectively as the conventional vector modification methods (Salton & Buckley, 
1990). 
Salton and Buckley (1990) investigated twelve different relevance feedback 
methods including six typical vector modification methods and six probabilistic and 
compared them on six test collections. They found that, for all collections except the 
NPL collection, these algorithms performed fairly consistently with respect to each 
other, with the Ide-dec-hi performing best overall. They also realized that short 
queries, on the whole, do better with RF than longer queries. And queries that do 
poorly on initial runs tend to obtain greater improvements with RF than those with 
good initial retrieval runs.  
Typically, expansion terms are extracted from the relevant documents judged 
by the user. Relevance feedback can achieve significant performance improvement 
if the user provides sufficient and correct relevance judgment. However, relevance 
feedback requires user to manually assess the relevance of top-ranked documents. 
This is a demanding and time-consuming task that places an increased cognitive 
burden on the user (Morita & Shinoda, 1994). Users may find the direct provision of 
relevance judgment burdensome and cognitively demanding, thus would be 
unwilling to directly provide such relevance feedback in a real search context 
(Beaulieu & Jones, 1998). 
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Full automatic local analysis is accomplished by assuming that the 
top-ranked documents are relevant (Attar & Fraenkel, 1977; Buckley et al., 1995; 
Croft & Harper, 1979). This idea can be traced back to Attar and Fraenkel’s work in 
1977. They performed clustering on local document set with three strategies: 
association, metric and scalar clustering. The results indicated very positive 
improvement in performance especially for metric clusters than purely association 
cluster, which strengthen the hypothesis that correlation between the association of 
two terms and the distance between them. 
Local feedback (also known as pseudo feedback or blind feedback) 
automates the relevance feedback process by assuming that the top-ranked 
documents are relevant (Buckley et al, 1995). The idea of using the top-ranked 
documents for query expansion can be traced back to late 1970s (Attar and Fraenkel, 
1977; Croft & Harper, 1979). The query expansion terms are selected from 
top-ranked documents to formulate new query basically following the standard 
Rocchio’s formula (Rocchio, 1971; Salton & Buckley, 1990). Local feedback has 
become a widely used and proven effective query expansion technique (Buckley et 
al., 1998; Voorhees & Harman, 1998; Efthimiadis & Biron, 1994; Robertson et al., 
1995). Nevertheless, the assumption that the top-ranked documents are relevance 
could bring serious inherent drawbacks on the other hand. The retrieval performance 
may be seriously hurt when few of the initial retrieved documents are relevant. In 
this case, the expansion terms are likely to be unrelated to the searching topic and as 
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a result, the quality of the retrieval using the expanded query is degraded. This 
phenomenon is termed as query drift (Mitra et al., 1998). 
The pseudo relevance feedback then works well for ‘good’ initial queries 
which are good in retrieving relevant documents, but on the other hand, poorly for 
‘bad’ initial queries which are bad at retrieving relevant documents. There are two 
possible solutions to this problem: either improves the initial ranking, so that there is 
a greater likelihood of relevant documents being used to modify the query, or 
improve the detection of relevant features, i.e. develop better RF techniques 
(Ruthven & Lalmas, 2003). 
A number of improvements have been proposed. Mitra et al. (1998) have 
attempted, with some success, to rectify query drift by improving the precision of 
initial retrieval. They refined the set of documents used in feedback by using 
automatically constructed fuzzy Boolean filters and proximity constraints to 
prioritize retrieval of documents that covers all aspects of a query. Their approach 
worked well for manually and automatically created filter, however, around 25% of 
the queries still suffer from query drift. Lu et al. (1997) clustered the set of 
top-ranked documents and removed the singleton clusters in order to concentrate on 
large groups of relevant documents for query expansion. Buckley et al. (1998) also 
clustered the retrieved documents but used the clusters that best match the query for 
query expansion. Moreover, Carpineto et al. (2001) presented a method to select and 
weight expansion terms using ideas from Information Theory (Cover & Thomas, 
1991). Sakai et al. (2001) proposed Flexible pseudo-relevance feedback, which 
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varies the number of expansion terms according to the number of documents 
retrieved, in hope of enhancing the reliability. 
Another remarkable technique is local context analysis, which combines 
global and local analysis (Xu & Croft, 1996; 2000). Although local context analysis 
is a local technique, it employs co-occurrence analysis, which is a typical global 
technique, to solve the problem of insufficient statistical data of local analysis to 
some extent. Concepts are selected from the top-ranked documents based on their 
co-occurrence with query terms. The concepts could be a single term, two adjacent 
nouns, or noun phrases. The top ranked concepts are used for query expansion. 
Overall, the automatic query expansion technique has demonstrated its 
effectiveness at improving the retrieval performance and has been widely 
investigated. In particular, it is a very useful technique for improving the 
performance of short queries. However, there remain a number of questions, for 
example the associated query drift problem. The results are variable across queries: 
some queries will be improved, and others will be degraded (Ruthven & Lalmas, 
2003). The queries that do well with pseudo feedback are those queries that are 
already retrieving relevant documents close to the top of a document ranking. 
However, those queries that do suffer from pseudo-relevance feedback are those that 
are already performing poorly in initial runs. Moreover, the questions like how many 
documents selected from initial ranking and how many terms used for expansion are 
far from clear (Billerbeck & Zobel, 2004). The fixed parameter settings may not be 
generally applicable for all queries, and they are collection dependent. Billerbeck 
 15
and Zobel (2004) called for more investigations on new methods for choosing these 
parameters.  
 
2.3 Interactive Query Expansion 
One potential solution to these problems is to involve the user in the process of 
modifying the query. Unlike automatic query expansion where user has no control 
over which terms are selected for query expansion, interactive query expansion 
gives user more control. The user is presented with the ranked list of terms by the 
retrieval system and decides which terms to be added to the initial query. There is 
therefore a joint responsibility between information retrieval system and user for 
selecting query expansion terms in interactive query expansion (Efthimiadis, 1996). 
On one hand, the system selects and ranks candidate terms used for expansion as in 
the case for automatic query expansion. On the other hand, it is the user who makes 
the final decision over query expansion terms selection. The use of interactive query 
expansion is based on the assumption that the user should be able to select better 
expansion terms than the retrieval system as it is the user who decides the criteria for 
relevance in a search (Koenemann & Belkin, 1996; Magennis & van Rijsbergen, 
1997).  
In recent years, a number of comparative user studies of interactive versus 
automatic query expansion have conducted but come up with inconclusive findings 
(Efthimiadis, 2000; Koenemann & Belkin, 1996; Ruthven, 2003; Nemeth et al., 
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2004). While the interactive query expansion is generally believed having the 
potential to be an effective means for performance improvement (Magennis & van 
Rijsbergen, 1997; Harman 1988), exceptions exist as well (Ruthven, 2003). 
Interactive query expansion outperforms automatics query expansion for some 
specific tasks (Koenemann & Belkin, 1996; Fowkes & Beaulieu, 2002), however 
many studies come out with the opposite results (Ruthven, 2003; Nemeth et al., 
2004). 
The earliest evidence for the potential of interactive query expansion was 
provided by Harman’s experiments using the Cranfield 1400 test collection (Harman 
1988). Searcher’s term selection were simulated by using only those candidate terms 
that occurred in at least one of the relevant un-retrieved documents. This simulated a 
“perfect” choice by the user. Comparing AQE and simulated IQE, Harman found 
that, although the AQE worked well and gave large overall improvements in 
retrieval effectiveness, the simulated IQE was capable of improving these results 
further. In addition, the simulated IQE was more consistent in improving 
performance. 
Magennis and Van Rijsbergen (1997) extended harman’s work to study the 
potential and actual effectiveness of multiple iterations of interactive query 
expansion in a large scale realistic search context. The potential effectiveness 
compared with automatic query expansion, is measured using a method similar to 
harman’s but with an improved simulation of good term selection. The results 
showed that the simulated experienced user selection gained a more stable 
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improvement over the AQE methods. For actual effectiveness, the ‘experienced 
user’ performance is compared with the performance of relatively inexperienced 
interaction query expansion users in the same setting. For all queries, the users failed 
to reach the potential effectiveness of the simulated user and on the whole failed 
even to reach the level of automatic query expansion. So although IQE can improve 
retrieval effectiveness and can demonstrate consistent improvement over a set of 
queries, the subjects in this set of experiments failed to demonstrate the ability to 
make good term selections. It is concluded that interactive query expansion has good 
potential, particularly for term sources that are poorer than relevance feedback. But 
it may be difficult for searchers to relies this potential without experience or training 
in term selection and free-text search strategies.                                            
We should point out the limitations in both Harman (1988) and Magennis 
and Van Rijsbergen (1997) simulation of the ‘perfect’ choice. The ranking of 
expansion terms is based on information from the un-retrieved relevant documents. 
This set of documents consists of the relevant documents not yet seen by the user. In 
a real search environment the expansion terms only come from the documents seen 
and assessed by the user. Ruthven (2003) further extended the work on investigating 
the potential effectiveness of interactive query expansion on three test collections in 
a more realistic environment. It has shown that the best IQE decision has the 
potential to be an effective technique compared with AQE. However, such potential 
benefits of IQE may not be easy to achieve. On average, human searchers are less 
likely than systems to make good expansion decision. In particular searchers have 
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difficulty identifying useful terms for effective query expansion. Simple term 
presentation interfaces are not sufficient to help searchers make good expansion 
decisions. 
Interactive query expansion approach stresses the importance of 
decision-making as well as behavioral and cognitive characteristics of users in 
reformulating and expanding original queries. The effectiveness of interactive query 
expansion is largely dependent on the users, whether users could make better 
decisions than system. Experienced users are more likely to make good decisions, 
but the other users need adequate instructions on how to use interactive query 
expansion functionalities. Ruthven (2003) argues that simple instructions on using 
interactive query expansion do not necessarily help searchers make good expansion 
decisions. Besides user, there are other important factors which can affect the 
effectiveness of interactive query expansion technique, such as the interface design, 
search tasks and experimental methodology. Fowkes and Beaulieu (2000) 
hypothesized that the complexity of the search may be an indicator of when to use 
AQE or IQE. Searchers are more likely to employ IQE in a complex or difficult 
search. Searches for which the desired information is clearly defined and for which 
the user can retrieve relevant information easily benefit more from AQE. Searches 
for vague information needs or in cases where little relevant information is being 
retrieved benefit more from IQE. 
Although many studies have shown the potential effectiveness of interactive 
query expansion, the actual performance of IQE is still unclear. The vital question is 
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how to translate the potential benefits of IQE into actual increases in retrieval 
performance. There are several issues involved in this problem. For example, what 
is the actual role of the user: should we ask the user to interactively create queries or 
perform an editing role on system-generated queries? How much of the 
query-generating process should be interactive and at what stages should we expect 
and desire user involvement? More understanding of users’ searching behavior and 
its design implications for the user interface are needed. Additionally interactive 
query expansion put more burdens on users, thus it remains a question to design 
efficient information retrieval systems with functionalities that assist user develop 
good expansion terms.  
 
2.4 External Techniques 
An alternative automatic approach is based on the collaboration with other users by 
utilizing other users’ search experience or expert knowledge. This approach is based 
on collaborative filtering (CF) technique (Adomavicius, 2005), which provides 
personalized prediction or recommendation based on the evaluations or behaviors of 
other like-minded users. The underlying assumption of CF approach is that: those 
who agreed in the past tend to agree again in the future. Depending on data type in 
use for CF, it can be classified into either user-based CF or item-based CF (Sarwar 
et al., 2001). User-based CF employs user data such as user profiles to find the most 
similar users or a reference group for a user, and based on their preferences it 
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recommends items for the user (Sarwar et al., 2000). Item-based CF employs item 
data to find item relationships based on which it recommends items for a user 
(Linden et al., 2003). 
Queries, being expressions of information needs, are able to provide a wealth 
of information that could be used to guide other searchers with similar information 
needs, helping them with query reformulation. Thus the expansion terms could be 
extracted by analyzing information stored in past query logs. Past queries have been 
shown to be useful for increasing retrieval effectiveness (Raghavan & Sever, 1995; 
Fitzpatrick & Dent 1997; Billerbeck et al., 2003). One approach is to extract 
expansion terms from the documents that correspond well to the similar previous 
queries (Raghavan & Sever, 1995; Fitzpatrick & Dent 1997; Cui et al., 2003; Hust, 
2005). It could be considered as a kind of second order relevance feedback (Glance, 
2001). The basic process works as follows: 1) for a query that is to be expanded, 
compute the similarities between the new query and each of the existing past queries 
and select a number of most similar past queries according to similarity score (e.g. 
greater than equal to a given threshold); 2) get the sets of documents most relevant 
to the set of selected past queries; 3) select expansion terms from these sets of 
relevant documents. These augmentation procedures are very costly and generally 
increase the cost of a search greatly. As a result, these methods are viewed critically 
by on-line search system (Fitzpatrick & Dent 1997). 
The expansion terms can come from past queries directly without the 
construction of sets of full text documents as well. Billerbeck et al. (2003) proposed 
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a method for expansion terms based on selecting terms from previous queries that 
are associated with documents in the collection. The past queries are stored as 
document surrogates for documents statistically similar to the query. These queries 
are then used as term recommendations for similar newly submitted queries. Their 
experiments show that performance is 26-29 percent more effective than with no 
term expansion. 
A crucial point here is to identify the similarities between different queries. 
There are several similarity computation techniques available as suggested by the 
literature. 
Term-based. Traditional information retrieval research (Salton & McGill, 1983) 
suggests a similarity calculation between queries according to query terms, using a 
similarity function such as the cosine, Jaccard, and Dice measure. Wen et al. (2002) 
adopted this approach and used a simple measure that counted the number of 
overlapping terms. However, term-based methods might not be appropriate for 
query clustering especially when used alone, since most queries submitted to search 
engines are quite short, usually between two to three terms (Spink et al., 2002). 
Moreover, query terms alone are not neither able to adequately convey much 
information nor help to detect the semantics behind queries since the same term 
might represent different meanings. 
Results-based. Similarity is determined by comparing the attributes of documents 
returned by the queries. For example, Raghavan and Sever (1995) converted 
documents into term frequency vectors and compared them to determine similarity 
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between queries. Glance (2001) employed a less computationally expensive 
approach and used the overlap of the top 50 search results URLs retrieved from a 
reference search engine as the similarity measure instead of the document content. 
However, one result might cover different topics, and thus queries with different 
semantic meanings might lead to the same result. 
Fedback-based. This technique uses the information contained in ‘clickthrough data’ 
for clustering queries (Beeferman & Berger, 2000; Baeza-Yates et al., 2004). 
Previously submitted queries in transaction logs are analyzed to determine the 
documents users selected for a given query and these are treated as a measure of 
similarity. The underlying principle is that if two documents are judged relevant to 
the same query, then there is reason to believe that these documents discuss the 
same topic, and therefore can be included in the same query cluster (Wen et al., 
2001). While promising, a major limitation is that if a user indiscriminately selects 
on a large number of irrelevant documents, poor similarity computation results will 
be obtained.  
Community-based. The idea is that similarity is better judged by people with the 
same interests rather than by the entire user population who have varied interests. 
Thus, if a person is interested in data mining and knowledge discovery in databases, 
the queries and document clicks of people with the same interest would be more 
relevant than those interested in gold mining. A major issue is the need to identify 
such communities. The search engine Eurekster (www.eurekster.com), for example, 
requires users to explicitly create such communities or join existing ones.   
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2.5 Limitations of Extant Methods 
Traditional query expansion methods such as relevance feedback, assume that user 
has a fixed information need over rounds of information retrieval (Bates, 1989). 
Relevance feedback is an iterative process to improve the representation (i.e. query) 
of a static information need. That is, the need after a number of iterations is assumed 
to be the same as at the beginning of the search (Bates, 1989). Whilst this may be 
true in certain cases, a variety of studies have shown that the information needs may 
be dynamic and can change in a dramatic or gradual manner (Harter, 1992; Bruce, 
1994). Harter (1992) asserts that the new documents brings context effect, in which 
the new information works together with the user’s current existing knowledge to 
produce new knowledge, or to strengthen or weaken the confidence in existing 
knowledge. There is a learning effect in user’s information seeking process. 
Therefore, encountering of new documents unavoidably updates the user’s cognitive 
state as well as his or her information need (Harter, 1992).  
A number of empirical investigations have supported the dynamic nature of 
information need and the resultant relevant judgment. Park (1993) found that users’ 
problem context changed as users obtained new ideas and expanded their thinking. 
Such changes lead to problem reformulation. Robin (2000) studied changes of users’ 
focus on aspects of their information need during the interactions with library 
intermediary. They speculated that user’s information need changes even within a 
single session. At different stages of information seeking process, users may employ 
different relevance criteria to select documents (Kuhlthau, 1993). Spink et al. (1998) 
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studied 55 students in their initial stage of research. It was found that the number of 
partially relevant documents was related to the changes in users’ problem definition. 
They suggested that partially relevant documents might play an important role in 
defining users’ information need at the initial stage. Recognizing this dynamics, they 
suggested that a time dimension should be added to the understanding of user’s 
relevance judgment. 
The techniques discussed previously modify queries based on the documents 
marked or inferred relevant. The techniques used to select terms for query expansion 
typically do not consider when a document was marked relevant: a document 
marked relevant at the start of a search contributes as much to relevance feedback as 
a document marked relevant at the current iteration. However, user’s information 
need can change or develop throughout the search, and the documents marked 
relevant early in the search may not be good examples of what is currently relevant. 
Campbell addressed the issue of developing information needs with his 
notion of Ostensive Relevance (Campbell & Van Rijsbergen, 1996; Campbell, 1999). 
The basic rational behind Ostensive Relevance is that documents selected at the 
current iteration of relevance feedback are the best indicators of what the user finds 
relevant; documents assessed as relevant in previous iterations are decreasing useful 
at describing a user’s information need. Relevant documents, then, are not seen as a 
set of equally important documents but sets of documents of varying importance. 
Campbell and Van Rijsbergen (1996) extended the probabilistic retrieval model and 
incorporated an ‘ageing’ component to term weighting. The component adds a 
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temporal dimension to relevance and gives a lower weight to documents marked 
relevant at earlier stages in the search. 
 
2.6 Motivation of HMM Approach 
Based on activity theory (Leont’ev, 1978; Vygotsky, 1978), Xu (2006) 
proposed a comprehensive and informative framework to explain users’ interactive 
information seeking (IIS) behavior. It posited that a user’s information problem 
engenders a general information need which can be decomposed into sub-needs. 
Some sub-needs are directly related to the obtaining and use of information (e.g., use 
of IR system), termed productive sub-needs; while others are supportive (e.g., go to 
library), and they are ignored for simplicity. A general information need is a 
collection of productive sub-needs. The framework suggested that when a general 
information need consists of multiple sub-needs that cannot be fully specified in one 
query, users tend to break it down and plan the sequence of search in the form of 
scheduled sub-needs. Therefore, users adopt a divide-and-conquer strategy in 
information seeking. The findings in the following empirical study (Xu & Liu, 2006) 
indicated that user’s query specification and revision exhibited a planned pattern. 
Because query specification reflects users’ information need (Park, 1993; Saracevic, 
1975), a query at a particular moment discloses a user’s current sub-need. Therefore 
users’ scheduling of sub-needs can be inferred through observing the query revision 
history. It was found that users generally started with a broader query to focus on the 
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general topicality of the information need. However, just hitting the general topic 
area was not enough. Terms representing sub-needs were intentionally added to 
users’ query. Users normally deepen on a sub-topic area first. Tactics like narrower 
were employed. If the sub-need was satisfied, users switched to another sub-need. 
Such alternative use of deepening and switching tactic reflects the 
divide-and-conquer strategy in resolving information need. 
Xu (2006) not only showed the dynamic nature of information need, but also 
further suggest that the next query should retrieve documents that are similar to the 
previous round if users’ previous sub-need is not satisfied but dissimilar to the 
previous round if users’ previous sub-need is satisfied. Thus, the past retrieved 
documents may not be the good source for query expansion when the user is about 
to switch to a new sub-topic in next step. Since users’ IIR behavior is planned, the 
user’s future need can be predicted by accumulating the information of past users’ 
search for the same topic. The extant query expansion methods are based on 
previous retrieved documents (e.g., relevance feedback) or users’ past behavior (e.g. 
collaborative approach) or corpus characteristic (e.g., global analysis techniques) 
rather than on the anticipation of users’ future need. We propose a novel approach of 
query expansion method by modeling the users’ information seeking plan and query 
formulation behaviors with Hidden Markov Model (HMM) (Rabiner, 1989). HMM 
is a statistical model, which can be easily estimated with training data. Thus by 
training from the past query revision history, the user's next information need can be 
predicted. Query expansion terms are based on the expected information need. 
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2.7 Applications of HMM in Query Expansion 
Hidden Markov Models have been successfully applied in a variety of areas, for 
example speech recognition, signal processing, pattern recognition, natural language 
processing, bioinformatics, communications, systems engineering, information 
theory and so on. The application of HMM for query expansion is a relatively novel 
approach. To our knowledge, only a few prior studies used Markov chain for query 
expansion. Lafferty and Zhai (2001) suggested a probabilistic retrieval framework 
that combines document models and query models based on risk minimization. This 
framework incorporated Markov chain word translation model which was defined 
on a set of documents to estimate the query models. The Markov chain method 
expands query and document models by alternating between words and documents. 
For a given document, a word is selected according to the document language model. 
For a given word, a document is selected according to the posterior probability. 
Significant improvements are obtained over standard query expansion for strong 
baseline TF-IDF system, with the greatest improvements attained for short queries 
on Web data.  
More recently, Collins-Thompson and Callan (2005) further developed a 
Markov chain framework for modeling term relations by combining multiple 
sources of knowledge on term associations and applied it for query expansion in the 
language modeling approach. Given a small set of initial query terms, they 
constructed a term network and use a random walk to estimate the likelihood of 
relevance for potential expansion terms. The features used by the random walk can 
 28
come from a variety of sources, such as term co-occurrence in an external corpus, 
co-occurrence in the top retrieved documents, synonym dictionaries, general word 
association scores, and so on. The favored expansion terms were not only rarer 
relative to the collection, but also semantically close to multiple query aspects. The 
results were comparable with the best results from other methods.  
 
2.8 Introduction of Hidden Markov Model 
The basic theory of hidden Markov models was published in a series of classic 
papers by Baum and his colleagues in late 1960s and early 1970s (Baum & Petrie, 
1966; Baum & Egon, 1967; Baum & Sell, 1968; Baum et al., 1968; Baum et al., 
1970; Baum, 1972). HMM is a probabilistic model for the study of time series, 
which can be easily estimated statistically. The state spaces and time series can be 
either discrete or continuous. Our approach is based on discrete HMM where the 
state spaces and time series are discrete. Next, we briefly introduce the basic theory 
of discrete HMM.  
We started by introducing the concept of Markov chain based on which HMM 
is developed. Consider a system which can be described at any time as being in one 
of a set of N distinct states, S1, S2, …, SN.  The system undergoes a change of state 
according to a set of probabilities associated with the state. We denote the time 
instants associated with state changes as t = 1, 2, …, and the actual state at time t as 
qt. This sequence is a first order Markov chain or Markov process if we assume  
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1) the next state depends only on the current state, without considering all the 
preceding states. This is called the Markov property. 
P[qt+1=Sj|qt=Si, qt-1=Sk, …] = P[qt+1=Sj|qt=Si]      (1) 
2) Right hand side of (1) is independent of time, hence the set of state transition 
probabilities aij is  
aij = P[qt = Sj | qt-1=Si],  1 ≤ i, j ≤ N        (2) 








In an nth-order Markov chain, the current state depends on n preceding states,  
P[qt=Sj|qt-1=Si, qt-2=Sk, …] = P[qt=Sj|qt-1=Si,…, qt-k=Sk]    (3) 
We then extend the idea to hidden Markov model by including the case where the 
observation is a probabilistic function of the state. The term “hidden” here refers to 
the fact that an observer sees only the output symbols, but does not know the 
underlying sequence of states that generated them (since the same symbol could 
come from any of the states). Each state generates observable symbols according to 
some probability distribution. HMM could be considered as a doubly embedded 
stochastic process with an underlying stochastic process (state sequence) that is not 
observable, but can only be observed through another set of stochastic processes that 
produce the sequence of observations. The state sequence is actually a first-order 
Markov chain that is not directly observable. A hidden Markov model is 
characterized by the following: 
1) A set of N states, S = {S1, S2, …, SN}, with the state at time t denoted by qt. 
2) A set of M distinct output symbols, V = {V1, V2, …, VM}, 
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3) The state transition probability distribution A = {aij}, where 
aij = P[qt+1 = Sj | qt=Si],  1 ≤ i, j ≤ N       (4) 








1, 1 ≤ i ≤ N 
4) The observation symbols probability distribution in each state j, B = {bj(k)}, 
where 
   bj(k) = P[vk at t|qt = Sj],  1≤j≤N 1≤k≤M      (5) 
i.e. the probability of observing symbol vk given current state in Sj 
5) The initial state probability distribution π = {πi} where  
   πi = P[q1 = Si], 1 ≤ i ≤ N         (6) 
The complete specification of an HMM requires specification of two model 
parameter (N and M), specification of observation symbols, and the specification of 
the three probability measure A, B, and π. For a shorthand notation, the complete 
parameter set of a HMM is defined as the triplet  
λ= (A, B, π) 
An observed sampling of the process (i.e. the sequence of output symbols) is 
produced by 1) starting from some initial state, 2) transitioning from it to another 
state, 3) sampling from the symbols output distribution at that state, and then 
repeating steps 2 and 3. The transitioning and the sampling are non-deterministic, 




HMM-based Query Expansion Model  
3.1 Data 
Our data was collected from the experiment done by Xu and Liu (2006). Eighty-one 
(81) first-year undergraduate students participated the lab experiment. They were 
asked to search online for documents about “the relationship between mobile phone 
radiation and health.” Specifically, three questions were addressed: 
z Does use of mobile phones pose radiation threats to users’ health? 
z Why are there such or no such radiation threats to health? 
z What is the proper way to use a mobile phone to protect your health from 
radiation?  
Users were allowed to search 5 rounds at most, with 10 documents returned for each 
round. Most users searched for four rounds, only 13(16%) searched for 5 rounds. So 
we leave the fifth round out and use data collected in the first four rounds which 
consists of 324 (81×4) queries. Therefore, our data is eighty-one users’ query 
specification and revision history over four search rounds. The details of the 
experimental process have been reported in part I and Xu & Liu (2006). 
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3.2 HMM-based Query Expansion Model 
The query formulation is traditionally regarded as a direct manifestation of a user’s 
information need (Park, 1993; Saracevic, 1975). The users’ internal cognitive state 
could not be directly observable (hidden) but manifested in query. Thus query 
revision essentially manifests the transformation of user’s internal cognitive state. 
This enlightens us to model the user’s cognitive states as the states in HMM and 
query specifications as the observable symbols in HMM. 
From activity based perspective, users tend to break the general information 
need into sub-needs and schedule them in a search process (Xu, 2006). Hence, at a 
particular moment, a user focuses mainly one specific information sub-need. Xu and 
Liu’s (2006) analysis of query revision history indicated that users generally started 
with a broader query to focus on the general topicality of the information need in 
first round, then they narrowed down to two sub-topic areas in the following rounds: 
one is related to radiation threat of mobile phones (corresponding to threat-related 
sub-need) and the other related to preventive measures (corresponding to 
protection-related sub-need). It further showed that users focused on threat-related 
sub-need then moved on the protection-related sub-need.  
Correspondingly, we define the state set S of HMM, which contains three elements, 
as S = {S1, S2, S3}, in which:  
S1 represents the cognitive state when user’s focus is on the general information 
need 
 33
S2 represents the cognitive state when user’s focus in on the threat-related 
sub-need 
S3 represents the cognitive state when user’s focus in on the protection-related 
sub-need 
At any time point, a user must be in one of the three states. The next state the 
user will move to is conditional on the previous query and its outcome. Depending 
on whether the current sub-need is satisfied or not, users might either continue 
exploring the topic area of current sub-need or switch to a new sub-need (Xu, 2006). 
A user may likely to go back to a previous state if she finds new clue in this round 
so as to further rediscover that previous sub-topic. Hence, a user may stay in current 
state or transfer to any other two states in next round. In other words, it is possible 
for users to transfer to any state in next round. Therefore, the state transition diagram 
is shown as in Figure 1.  
 
Figure 1: State transition diagram 
 
Suppose the system is in State S2 at time t, then at time t+1, the system may be in 
State S1 or S2 or S3. Some examples of state sequences are: <S2, S1, S3, S2> <S2, S1, 
S3, S3> <S2, S2, S1, S2>, <S2, S3, S3, S1> .The number of preceding states that the 




by assuming the next state depends only on the current state. Hence, the state 
transition probability distribution is A = {aij} where 
    aij = P[qt+1 = Sj | qt=Si],  1 ≤ i, j, k ≤N          (7) 
The observation symbols of HMM correspond to query specifications since 
query specifications are directly observable. One query specification is decoded as 
one symbol. There are in total 109 different terms for our data. Rather than decoding 
each term as one symbol, we define the symbols as the combination of categories to 
which the query terms belong. Xu and Liu (2006) suggest that the query terms can 
be placed into four different categories: general topical terms, threat-related 
sub-topical terms, protection-related sub-topical terms and others. General topical 
terms are used in all rounds to ensure topicality of a document to the general topic. 
Threat-related terms and protection-related terms are more concentrated on threat 
sub-need and protection sub-need respectively. The terms not in any of the three 
categories above are placed in “Others” category.  
A query specification is denoted by the categories its terms belong to. Let G 
denotes the general topical terms, T denotes the threat-related terms, P denotes the 
protection-related terms, and O denotes “Others”. If a query contains general topical 
terms only, then it is denoted as G. If a query contains both general topical terms and 
threat-related terms, then it is denoted as GT. In total, the 324 queries can be 
denoted by 10 types of symbols, namely G, GT, GP, GO, GTO, GPO, GTP, GTPO, 
PO, O. 
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To sum up, the states of HMM correspond to users’ cognitive states in the 
search process and symbols of HMM correspond to categories to which the query 
terms belong. There are 10 symbols and 3 states in our HMM model. After 
identifying the states and symbols of HMM, we will discuss the training of HMM in 
next section.  
 
3.3 Training of HMM 
The parameter set of HMM λ (state transition probability, symbol 
distribution probability and initial state probability) were estimated during training 
process. The EM (Estimation-Maximization) algorithm (Dempster et al., 1977) is 
the canonical method for computing these parameters. The HMM model firstly 
initialized with a random or uniform probabilities λ, and then iteratively update λ 
with Maximum likelihood estimates.  
We define ξt(i,j) as the probability of being in state Si at time t, and state Sj at 
time t+1, and γt(i) as the probability of being in state Si at time t. given the model 
and the observation sequence. A set of re-estimation formulas for π, A, and B are  
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 Repeat the iterative procedures until a convergence criterion is satisfied. It should be 
point out that the process can only guarantee that the model reaches local maxima.  
 
3.4 HMM-based Query Expansion Process 
We have estimated the state transition probability distribution A, observation 
symbols probability distribution B and initial state distribution probability π after 
training process. A is a 3(states)*3(states) matrix as there are 3 states in HMM. The 
probability distribution of symbols at each state D is defined as the transpose of 
symbol emission probability B, which is D = BT. Since B is a 3(states)*10(symbols) 
matrix, D is a 10(symbols)*3(states) matrix. For a given query, it is denoted as a 
symbol firstly. The HMM predicts the probabilities of symbols which will occur in 
next round. In this way, the symbol HMM predicts is the categories to which the 
next round query terms belong. In order to get new query terms from the 
recommended symbol, we construct term probability distribution in symbols, C. 
 37
Based on the term frequency distribution shown in table 1, twenty-four (24) high 
frequency terms were selected as expansion term candidates (refer to table 2). For a 
term Tj, its frequency percentage is defined as the ratio of the frequency of Tj to 
frequency of the category Tj belongs to. We construct term probability distribution 
matrix C based on the statistical information on frequency percentage of terms as 
following: 
For symbol Vi and term Tj, if the symbol Vi contains the category to which 
term Tj belongs, then Cij is set as the frequency percentage of Tj. Cij is set to 0 for 
other cases.  
For example, term “threat” belongs to category “T”, and all the symbols 
“GT”, “GTO”, “GTP”, “GTOP” contains category “T”. Then the distribution 
probability of “threat” in the above symbols is defined as the frequency percentage 
of “threat”, which is the ratio of frequency of “threat” to frequency of category “T”. 
There are 10 symbols and 24 terms, so C is a 10(symbols)*24(terms) matrix.  
So far we have obtained four matrixes, A, B, C and D. Next we will illustrate 
the calculation process of selecting expansion terms. 
A given query is firstly decoded as a symbol. For a given symbol Vi, the 
probability of suggesting Term Tg, by predicting Symbol Vl in next round via 
underlying state transition sequence (Sj, Sk) is given as: firstly look for the 
probability of Vi in state Sj, Dij, then multiplied by the state transition probability 
from Sj to Sk, Ajk, then multiplied by the emission probability of Vl in state Sk, Bkl., 
then multiplied by the term distribution on symbol Vj, Cjg. The overall probability of 
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suggesting term Tg for a given Symbol Vi is obtained by summing up all the possible 
cases of , which is given as follows:  lg*** CBAD kljkij
∑∑∑∑











1 1 1 1
lg***),(                          (8) 
where M is the number of symbols, and N is the number of states. 
Hence, the symbol-term relationship matrix E is obtained by getting the 
product of matrix D, A, B, and C, i.e. E=D*A*B*C. Since matrix D is 
10(symbols)*3(states), A is 3(states)*3(states), B is 3(states)*10(symbols), C is 
10(symbols)*24(terms), the resultant product matrix E is 10(symbols)*24(terms). 
The rows of E correspond to input symbols and columns of E correspond to 
expansion terms. An element Eij represents the probability of term Tj being selected 
in predicted new query for a given Symbol Vi. For a given symbol, the probability of 
the 24 terms in predicted query is the row corresponds to the symbol in matrix E. 
We rank the 24 terms based on their probability values, then select top k terms 










Most Popular Query Terms (Top 30) 
Term Frequency Percent 
Cumulative 
Percent 
phone 278 21.22 21.22137 
mobile 276 21.07 42.29008 
radiation 242 18.47 60.76336 
health 137 10.46 71.22137 
threat 48 3.66 74.8855 
protect 36 2.75 77.63359 
risk 19 1.45 79.08397 
brain 13 0.99 80.07634 
proper 12 0.92 80.99237 
effect 11 0.84 81.83206 
handphone 11 0.84 82.67176 
safe 10 0.76 83.43511 
cell 10 0.76 84.19847 
cause 10 0.76 84.96183 
harm 10 0.76 85.72519 
hazard 10 0.76 86.48855 
cancer 9 0.69 87.17557 
bluetooth 8 0.61 87.78626 
child 7 0.53 88.32061 
pose 6 0.46 88.77863 
human 6 0.46 89.23664 
problem 6 0.46 89.69466 
relate 5 0.38 90.07634 
precaution 5 0.38 90.45802 
affect 5 0.38 90.83969 
hand 4 0.31 91.14504 
danger 4 0.31 91.45038 
against 4 0.31 91.75573 
reason 4 0.31 92.06107 
Table 1: Term distributions 
 
Category Terms 
General  phone, mobile, radiation, health, handphone, cell 
Threat threat, risk, harm, hazard, cancer, danger 
Protection protect, proper, safe, precaution, prevent, correct 
Others brain, effect, cause, Bluetooth, child, human 




In this section, we firstly present the details of two baselines used for comparison 
with our method. Then we describe the evaluation methodology and metrics before 
illustrating experimental results and findings. 
4.1 Baseline Systems 
We evaluate the performance of our HMM query expansion approach with two well 
known methods: pseudo relevance feedback and query-similarity based technique. 
We present the detail of these two baselines in this sub-section.   
4.1.1 Pseudo Relevance Feedback 
Pseudo (blind) relevance feedback is a well known technique for enhancing the 
performance of a retrieval system by conducting a preliminary search with the user’s 
query, automatically constructing a new query based on the top-ranked documents 
from that initial search. We use only positive feedback. The formula is given as,  










1                                    (9) 
where Qnew is the expanded query vector, Qold is the original query vector, R is the 
set of documents examined; |R| is the number of document in the set; di is a 
document’s vector in the set. Since 10 documents were returned for each query in 
our data collection experiment, therefore |R| is equal to 10 here. The new query 
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vector is the original query vector plus terms from relevant documents and has new 
weights attached to the query terms. We rank the terms in the new query vector by 
their weights, and select top k terms which were not included in the original query as 
expansion terms.  
 
4.1.2 Query-Similarity based Query Expansion Method 
Query-Similarity (QS) based query expansion technique is a collaborative 
approach which mines the query logs of search engine and uses these queries as 
resources for expansion terms. For a given query, the collaborative approach usually 
construct query repository to which it belongs, by computing similarity values with 
the existing queries. Then the expansion terms are weighted by the sum of similarity 
values between queries containing the term and the given query. 
We adopted a term-based similarity approach to compute similarity between 
queries (Fu et al., 2004; 2003). The rational for term-based similarity approach is 
that two queries are similar when they contain one or more terms in common. We 
define a set of queries as Q = {Q1, Q2…Qi, Qj…Qn}. A single query Qj is converted 
to a term and weight vector shown in (10), where qi is an index term of Qj and wiQj 
represents the weight of the ith term in query Qj. The weights are calculated by the 
standard TFIDF formula. We define: 
term frequency tfiQj: the number of occurrences of term i in query Qj  
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query frequency qfi: the number of queries in a collection of n queries that contains the term 
i.  
inverted query frequency iqfi: expressed in (11) in which n is the total number of queries in 
collection. 
The term weight wiQj is computed as in (12)  







niqf log                                                (11)
wiQj=tfiQj*iqfi                                                                       (12) 
The similarity of two query vectors are calculated using the most commonly used 
cosine measure in information retrieval as (13): 

























),(          (13) 
where cwiQi and cwiQj refer to the weights of the ith common term between query Qi 
and Qj. 
The sources of expansion terms are those queries which have positive 
similarity values with the given query. The expansion terms are weighted by the sum 
of similarity values between queries containing the term and the given query. The 







QQisimW ),(                             (14) 
where Wj is the weight for term Tj, Q is the set of queries which have 
positive similarity values with the given Query and contain term Tj, Qold is the given 
original query vector, sim(Qi, Qold) computes the similarity value between query 
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vector Qi and Qold. We rank the terms with their weights, and then select top k terms 
which were not included in the original query as expansion terms.   
4.2 Evaluation Methodology 
In order to evaluate HMM and QS methods, we started by dividing our data 
sets into two parts- the training set and the test set. Every time, all 4 rounds queries 
of 2/3 subjects were used for training HMM and the queries of remaining 1/3 
subjects for testing. Since we have 81 users' query specification history, the data was 
randomly divided into 3 groups; each group consists of 27 users' query 
specifications history. Each time, two groups were used to train the HMM model, 
and the remaining group was used for evaluation at different numbers of expansion 
terms. Then rotate one group data for training and testing, and then rotate another 
group. The same procedures were applied for QS method. Each time, two groups 
were used as known existing queries and the remaining one group for testing.  
When predicting expansion terms for a query, the previous round query was 
assumed to be known and used to predict the next round query. That is, we used first 
round query to predict second round query, and use second round query to predict 
third round query, and so on. The predicted expansion terms and actual added terms 
by users were compared according to the evaluation metrics discussed in the 
following section. The “actual” added terms were those that appear in this round but 
not in previous rounds based on users’ actual query specifications history. For 
example, the “actual” added terms for second round are those terms that user added 
 44
in second round query from first round query. The “predicted” expansion terms for 
second round are those predicted by our methods based on first round query. There 
were 4 rounds query specifications history for each subject, therefore, queries of 
round 1, 2 and 3 were used to predict expansion terms in next round. Therefore, our 
evaluations were based on comparison between predicted expansion terms and 
actual expansion terms for round 2, 3 and 4. In total, 243 queries were being 
predicted and top k terms were recommended for each query, where k = 1, 2, 3, 4, 5, 
6, 7, 8, 9, 10. All the users actually added 465 terms in round 2, 3, and 4.  
 
4.3 Evaluation Metrics 
To evaluate the performance of different approaches, we adopted the 
evaluation metrics –precision, recall and F1-measure, similar to those used in 
Sarwar et al (2000) and Huang et al. (2004). Our algorithm automatically generates 
a set of top-k expansion terms, we call it top-k set. Our main goal is to match the 
expansion terms in top-k set with set S which contains terms that the users actually 
added in real situations. The matched terms that appear in both top_k set and S set 
are members of hit set. We now define these metrics in our context as: 
Term_Precision — the ratio of number of recommended terms selected by users and 
the total number of recommended terms by the system, which can be written as  





      (15) 
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Term_Recall — the ratio of number of recommended terms selected by users and 
the total number of expansion terms user added. 
                   Term_Recall = 
S
Sktop ∩_
      (16) 
Intuitively, precision captures the accuracy of the algorithms in predicting 
user’s future information need, i.e. how accurate the algorithm is to estimate user’s 
future information need. Recall reflects the capability of the algorithm to 
recommend expansion terms that match with users’ actual need. These two measures 
are, however, often conflicting in nature. For instance, increasing the number of 
recommended terms tends to increase recall but decreases precision. In particular, 





_*_*21_ +=       (17) 
We also defined these set of metric from category perspective because 
HMM might suggest a term that falls in the right category but not the identical term. 
For example, HMM might predict “cancer” while the actual added term is “tumor”. 
Hence we would like to introduce three measures from category perspective here: 
category-precision, category-recall and category-F1. As we introduced earlier, “G”, 
“T”, “P”, “O” denote for general terms, threat-related terms, protection-related terms 
and all other terms, respectively. We converted the terms in top-k set and S set to 
categories they belong to. Since most existing search engines still rely solely on 
keyword-matching mechanism, terms in “G”, “T” and “P” would be much more 
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helpful in retrieving relevant documents than “O” terms, we do not count matched 
“O” categories in hit set. The hit set consists of matched “G”, “T” and “P” 
categories only. For example, if elements in top-k set are “GPPTOO”, and members 
of S set are “GPPPOO”, then the hit set would be “GPP”, with size of 3. We define 
Category_Precision as the ratio of hit set size to the S set size, i.e. the ratio of 
number of matched “G”, “T”, “P” categories to the total number of recommended 
categories.   
Category_Recall as the ratio of hit set size to the top-k set size, i.e. the ratio of 
number of matched “G”, “T”, “P” categories to the total number of categories user 
added.  




_*_*21_ +=     (18) 
These measures are widely accepted in information retrieval and recommender 
system research (Billsus & Pazzani, 1998; Aggarwal et al., 1999). We will evaluate 
our HMM approach against baseline algorithms by the above metrics under cases 
when the number of expansion terms from 1 to 10. 
 
4.4 Experimental Results 
In this section, we present a detailed experimental results of HMM query expansion 
method and compare its performance with Pseudo Relevance Feedback (PSF) and 
Query-Similarity (QS) based query expansion methods. We examine the 
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performance of the three methods with top-k expansion terms, where k = 1, 2, 3, 4, 5, 
6, 7, 8, 9, and 10.  
The result in term precision is shown in Table 3, and Figure 2 presents the 
comparison of term precision values between PRF, QS and HMM methods. HMM 
achieves an average improvement of 76.46% (p = 0.000) over PRF, and -0.58% (p = 
0.85) over QS. The p-value suggest that the HMM query expansion gains a 
statistically significant improvement over PRF, and the difference from QS is not 
statistically significant. The performance of HMM in term precision beats PRF and 
competitive with QS. In general, both HMM and QS selects expansion terms from 
existing queries, and obtains more accurate precision than PRF. In contrast, PRF 
searches expansion terms in the top ranked retrieved documents and is more likely 
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Figure 2: Comparison of Term Precision 
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No. of Matched 
Terms 
Total No. of Suggested 
Terms 











1 32 50 43 243 242 243 13.17 20.66 17.70 +34.38% -14.35% 
2 45 89 93 486 483 486 9.26 18.43 19.14 +106.67% +3.85% 
3 54 103 105 729 724 729 7.41 14.23 14.40 +94.44% +1.24% 
4 60 110 116 972 964 972 6.17 11.41 11.93 +93.33% +4.59% 
5 69 119 123 1215 1204 1215 5.68 9.88 10.12 +78.26% +2.43% 
6 74 124 131 1458 1443 1458 5.08 8.59 8.98 +77.03% +4.56% 
7 78 132 140 1701 1682 1701 4.59 7.85 8.23 +79.49% +4.88% 
8 81 138 144 1944 1921 1944 4.17 7.18 7.41 +77.78% +3.11% 
9 82 150 150 2187 2160 2187 3.75 6.94 6.86 +82.93% -1.23% 
10 90 158 154 2430 2399 2430 3.70 6.59 6.34 +71.11% -3.78% 
 
Table 3: Comparison of Term Precision 
 
The result in term recall is presented in Table 4 and the comparison 
between PRF, QS and HMM in term recall is shown in Figure 3 as well. Term recall 
is defined as the ratio of number of matched terms to number of terms user added. 
The numbers of matched terms for different top-k cases have been reported in Table 
3 and all the users actually added 465 terms in total. On average, HMM achieves an 
improvement of 80.30% (p = 0.000) over PRF, and 2.22% (p = 0.129) over QS. The 
p-values indicate the improvement over PRF is significant and over QS is not. It is 
to be noted that HMM obtains higher average term recall than QS, but less in terms 
of average term precision. The reason is that QS is not able to produce enough 
expansion terms when there are not enough similar queries. For top-10 expansion 
terms, HMM generates 2430 terms for 243 queries, while QS only generates 2399 
terms. The smaller value of denominator for calculating term precision of QS results 
in higher precision values. In contrast, denominators for calculating term recall (no. 
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of terms users actually added) is the same, which is 465, for all three methods. The 
capability of suggesting expansion terms matching with user’ information need for 
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1 6.88 10.75 9.25 +34.38% -14.00% 
2 9.68 19.14 20.00 +106.67% +4.49% 
3 11.61 22.15 22.58 +94.44% +1.94% 
4 12.90 23.66 24.95 +93.33% +5.45% 
5 14.84 25.59 26.45 +78.26% +3.36% 
6 15.91 26.67 28.17 +77.03% +5.65% 
7 16.77 28.39 30.11 +79.49% +6.06% 
8 17.42 29.68 30.97 +77.78% +4.35% 
9 17.63 32.26 32.26 +82.93% +0.00% 
10 19.35 33.98 33.12 +71.11% -2.53% 









Table 4: Comparison of Term Recall 
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We now present the results of term F1 in Figure 4 and Table 5. As we can see, 
HMM achieves an average improvement of 79.86% (p = 0.000) over PRF, and 
0.94% (p = 0.634) over QS. As a global measure, this result suggests that 
HMM-based query expansion method outperforms Pseudo Relevance Feedback and 
obtains competitive performance with Query-similarity based method.  
We should point out that the expansion terms that generated by HMM 
approach have been restricted within the most popular 24 candidates listed in table 2. 
In contrast, the source of expansion terms for PRF is all terms in relevant documents, 
and that for QS is all terms in existing similar queries. Both PRF and QS possess a 
larger pool of expansion term candidates than HMM. Hence, this would naturally 
lower the performance of HMM in terms of term-precision, term-recall and term-F1 
metric. This also helps in explaining the reason why improvement of HMM over QS 
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1 9.04 14.14 12.15 +34.38% -14.12% 
2 9.46 18.78 19.56 +106.67% +4.16% 
3 9.05 17.33 17.59 +94.44% +1.51% 
4 8.35 15.40 16.14 +93.33% +4.87% 
5 8.21 14.26 14.64 +78.26% +2.68% 
6 7.70 13.00 13.62 +77.03% +4.82% 
7 7.20 12.30 12.93 +79.49% +5.13% 
8 6.72 11.57 11.96 +77.78% +3.35% 
9 6.18 11.43 11.31 +82.93% -1.02% 
10 6.22 11.03 10.64 +71.11% -3.58% 









Table 5: Comparison of Term F1 Metric 
 
In order to fully appreciate our method, let us now present the experimental results 
from category perspective. Figure 5 and Table 6 show the results of category 
precision for the three methods. HMM brings an average improvement of 99.47% (p 
= 0.003) over PRF, almost double of PRF. The maximum improvement is up to 
170% when 2 expansion terms are suggested. HMM offers an average improvement 
of 0.49% (p = 0.644) over QS. Category precision values have risen than term 
precision as we counted for matched categories rather than terms although matched 
“O” categories were not counted. For HMM, average term precision is 11.11 while 
category precision is 15.02. HMM obtains positive improvement over QS comparing 
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Figure 5: Comparison of Category Precision 
 
No. of Matched 
Categories 
Total No. of Suggested 
Categories 











1 31 75 73 243 242 243 12.76 30.99 30.04 +135.48% -3.07% 
2 50 131 135 486 483 486 10.29 27.12 27.78 +170.00% +2.42% 
3 77 147 152 729 724 729 10.56 20.30 20.85 +97.40% +2.69% 
4 81 152 157 972 964 972 8.33 15.77 16.15 +93.83% +2.44% 
5 91 153 159 1215 1204 1215 7.49 12.71 13.09 +74.73% +2.98% 
6 93 153 159 1458 1443 1458 6.38 10.60 10.91 +70.97% +2.85% 
7 95 156 159 1701 1682 1701 5.58 9.27 9.35 +67.37% +0.78% 
8 97 159 159 1944 1921 1944 4.99 8.28 8.18 +63.92% -1.18% 
9 100 162 159 2187 2160 2187 4.57 7.50 7.27 +59.00% -3.06% 
10 105 165 159 2430 2399 2430 4.32 6.88 6.54 +51.43% -4.87% 
 
Table 6: Comparison of Category Precision 
 
Figure 6 and Table 7 illustrate the results in category recall. HMM offers an average 
of improvement of 79.39% (p = 0.000) in comparison with PRF, and 1.24% 
augment (p = 0.216) over QS. Compared with term recall, the gap between HMM 
and PRF becomes larger, especially when k = 1, 2, 3, 4. PRF may not be able to 
 53
suggest more efficient categories (“G”, “P” and “T”) with small number of 
expansion terms. As PRF searches terms based on tf*idf weighting scheme from 
top-ranked documents, many terms falling into category “Others” were suggested 
with high weight, however they were not as helpful as terms in categories “G”, “P”, 
“T” in improvement retrieval performance. In contrast, HMM was able to suggest 
terms belonging to categories “G”, “P”, “T” earlier, by assigning them with high 
weight. We observe that HMM curve in Figure 6 is flat after k = 5 as HMM manage 
to suggest all the efficient categories within first 5 positions. The higher category 
recall values of HMM than QS when k = 2, 3, 4, 5, 6, 7 also indicate that HMM can 
produce terms in efficient categories faster than QS. The restricted number of 
expansion term candidates again bounds the performance of HMM when k = 9 and 
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1 6.67 16.13 15.70 +135.48% -2.67% 
2 10.75 28.17 29.03 +170.00% +3.05% 
3 16.56 31.61 32.69 +97.40% +3.40% 
4 17.42 32.69 33.76 +93.83% +3.29% 
5 19.57 32.90 34.19 +74.73% +3.92% 
6 20.00 32.90 34.19 +70.97% +3.92% 
7 20.43 33.55 34.19 +67.37% +1.92% 
8 20.86 34.19 34.19 +63.92% +0.00% 
9 21.51 34.84 34.19 +59.00% -1.85% 
10 22.58 35.48 34.19 +51.43% -3.64% 
Average 17.63 31.25 31.63 +79.39% +1.24% 
 
Table 7: Comparison of Category Recall 
 
 
Finally Figure 7 and Table 8 give the results of category F1 measure. As we can see, 
HMM achieves an average improvement of 91.11% (p = 0.000) over PRF, and 
0.94% (p = 0.343) over QS. In general, this suggests that HMM-based query 
expansion method outperforms Pseudo Relevance Feedback and obtains competitive 
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1 8.76 21.22 20.62 +135.48% -2.80% 
2 10.52 27.64 28.39 +170.00% +2.73% 
3 12.90 24.73 25.46 +97.40% +2.97% 
4 11.27 21.27 21.85 +93.83% +2.71% 
5 10.83 18.33 18.93 +74.73% +3.24% 
6 9.67 16.04 16.54 +70.97% +3.11% 
7 8.77 14.53 14.68 +67.37% +1.03% 
8 8.05 13.33 13.20 +63.92% -0.95% 
9 7.54 12.34 11.99 +59.00% -2.85% 
10 7.25 11.52 10.98 +51.43% -4.67% 
Average 9.56 18.10 18.26 +91.11% +0.94% 
 
Table 8: Comparison of Category F1 Metric 
 
Based on the results of F1 metric from both term and category perspective, 
we can conclude that HMM is a promising automatic query expansion method. 
HMM method has achieved a competitive performance with query-similarity based 
expansion method and outperforms pseudo relevance feedback. In general, it is 
showed that selecting expansion terms from query logs obtains better improvement 
than from top-ranked retrieved documents. PRR suffers from its inherent 
disadvantage that some top-ranked documents may not be relevant. In terms of 
efficient categories suggested, PRF is inferior too due to the fact that some terms in 
“O” category are weighted high according to tf*idf scheme. However, terms in “O” 
category generally are not regarded as helpful as those terms in “G”, “T”, “P” 
categories for improving retrieval performance. 
The HMM-based query expansion method may be viewed as a special case 
of query logs based method. It analyzes the query logs and categorizes query terms, 
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models users’ dynamic query specifications in trained HMM and suggests expansion 
terms based on anticipated information need. Query-similarity based expansion 
method does not take into account the dynamic nature of query specifications history. 
Giving an example when users have specified two rounds of query focusing on 
threat sub-need, HMM would assign terms related to protection more weight and 
less weight on terms related to threat, while QS does not consider such factor. This 
advantage helps HMM suggest accurate expansion terms faster than QS. As we have 
seen, HMM generally outperforms QS when small number of expansion terms 
suggested. The other advantage of HMM over QS is its fast computational time. QS 
needs to find similar queries firstly from the existing query logs, which consumes 
much time and computational resource. In contrast, HMM enjoys faster generation 
process by training HMM and computing the generation matrix offline. 
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Chapter 5  
Conclusion 
The primacy concern about information retrieval is to retrieve information 
that suits users’ information needs. Query expansion, which is essentially considered 
as an approach to re-estimate user’s information need, has been extensively 
investigated as a well known and proven method for improving the performance of 
information retrieval. Many automatic and interactive query expansion techniques 
have been proposed. However, most extant techniques do not take into account the 
dynamic nature of information seeking behaviors. Take relevance feedback for 
example, users’ information need is assumed to be fixed over rounds of information 
retrieval. This assumption is obviously a simplification of reality. A great number of 
studies have shown that the information needs may be dynamic and can change in a 
dramatic or gradual manner (Harter, 1992; Bruce, 1994; Robin, 2000). 
In this study, we presented a novel query expansion method by modeling 
users’ search plan and manifested query specifications with Hidden Markov Model. 
The prior studies have suggested that when a general information need consists of 
multiple sub-needs that cannot be fully specified in one query, users tend to break it 
down and plan the sequence of search in a scheduled form (Xu, 2006; Xu & Liu, 
2006). Since users' IIR behavior is planned, the user's future need can be predicted 
by accumulating the information of past users' search for the same topic. In our 
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approach, we model users’ underlying cognitive states as HMM states and the 
categories of query terms as the output symbols. The experimental results show that 
HMM method has achieved a competitive performance with query-similarity based 
query expansion method and outperforms pseudo relevance feedback. HMM is a 
promising automatic query expansion method. 
We should point out some limitations of this study. This study is based on 
the assumption that user’s information need is given. The HMM method is tested by 
using experimental simulation data. In the experimental context, it is a single session 
with one search topic. By analyzing queries, we have known the number of states 
and groups of terms. This calls for further enhancement and evaluation using query 
logs collected from real search engine. There will be a number of challenges come 
out when dealing with real query logs. Taking some for example: how to detect 
similar topics? How to determine the number of states? How to group terms and 
extract general topical terms and sub-topical terms automatically from query logs? 
Whether the users adopt the divide-and-conquer strategy in their information 
searching behavior under realistic situations? Moreover, there is a considerable 
occurrence of phrases in real queries. It would be beneficial to extend the current 
uni-gram tokenization to bi-gram or n-gram. Some issues, such as how to identify 
phrases in queries, need to be figured out.    
Our HMM-based method does not obtain significant improvement over QS 
from the experiment, this may be attributed to the fact that first-order HMM may not 
be able to fully take advantage of anticipating next information need (state) by 
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training existing queries. To some extent, both first-order HMM and QS suggest 
expansion terms based on the current round query. We believe a second-order HMM 
would obtain more elegant results. By predicting next state with previous two states, 
the anticipation of user’s next information need would be more accurate. Also, this 
HMM-based query expansion model can be developed to evolve along with new 
queries. Thus along with the accumulation of query logs, HMM-based QE method 
would be able to recommend more accurate and high quality expansion terms.  
In summary, the divide-and-conquer strategy in users IIR behavior provides 
new direction for query expansion. In particular, we model users’ search plan and 
manifested query specifications with Hidden Markov Model (HMM). While the 
extant query expansion methods are based on previous retrieved documents (e.g., 
relevance feedback) or users’ past behaviors (e.g. collaborative approach) or corpus 
characteristic (e.g., global techniques), our method is based on the anticipation of 
users’ future need. It has achieved competitive results against well known pseudo 
relevance feedback and query-similarity based techniques with experimental data. 
We believe that this is a novel and promising direction for query expansion and this 
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