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Customized Single Photons for Quantum Networks
1.1 Brief Motivation for Quantum Information Technology
Over the past few decades there has been much interest in quantum information
technologies, motivated by both basic science and engineering. In the basic science
front, much interest come from information theory and testing quantum mechanics
[1, 2, 3]. The interest for quantum engineering can be broadly categorized as quantum
computing and quantum communication [4]. Proposals to exploit phenomena such as
entanglement and the superposition principle that are unique to quantum mechanics
for computation purposes trace back to Richard Feynman [5]. The idea behind a
quantum computer is to use quantum bits (qubits) instead of classical bits for com-
puting [6, 7], where the quantum degree of freedom such as spins of a single electron
or polarization of single photons can be used as qubits. The pioneering work of Peter
Shor formulating a quantum algorithm for integer factorization that can outperform
classical algorithms gave much credibility to the idea of building a quantum computer
[8, 4]. Since then, much progress has been made on that frontier. One of the primary
goals of the quantum communication community is to build an attack-proof quantum
key distribution with a large key distribution rate that allows secure transmission of
information over a long distance [9, 10]. The single-particle nature of single photons
and properties like non-local entanglement between two particles can be exploited to
1
generate such attack-proof secure quantum communication channels [11, 9].
A quantum network is a distributed system that allows quantum information to be
stored in local clusters and transmitted over distance as needed, making it useful for
both quantum computation and quantum communication applications. Such a quan-
tum network would allow the realization of ambitious protocols such as a quantum
internet [12], where one can process information locally with quantum nodes and dis-
tribute quantum software over a long distance. Even though the no-cloning theorem
prohibits a quantum state to be replicated into multiple copies [13], a fragile quan-
tum state can be transferred across distant nodes through teleportation and remote
entanglement swapping [14, 15]. A quantum repeater is a small module of a large
quantum network that can store information, perform logic operations, and purify
quantum states with error correction codes and transmit them to the next module
[16]. Such quantum repeaters form an intermediate link between nodes, ultimately
leading to very long distance quantum connections between distant networks.
The basic building blocks of a quantum network can be broken into two parts:
matter nodes confined in space for storing and manipulating information and photonic
qubits capable of linking the distant nodes [17]. Quantum nodes can be linked several
different ways. By bringing the two matter qubits in proximity, they can be entangled
with each other through the local Coulomb interaction [18, 19]. Alternatively, by
performing Bell state’s analysis with Hong-Ou-Mandel (HOM) interference between
the flying qubits that are entangled with the nodes of interest, one can interface
distant nodes [20, 21]. Similarly, there exists a third class of protocols where the
nodes separated by some distance can be connected with each other through the
direct absorption of single photons [22, 23, 24, 25, 26], where two nodes of interest
are linked by channeling photons from one node to another [27]. In this thesis, we
will perform the second and third classes of measurements that will be crucial for
building a scalable quantum network.
2
1.1.1 Quantum Dots and Parametric Down-Conversion: Candidates for
Quantum Networks
There exists various candidates for building scalable quantum network, such as
semiconductor quantum dots (QDs), gate-defined quantum dots, trapped ions, super-
conducting junctions, NV centers, etc., each with their own advantages [28, 29, 30,
31, 7]. Among them, InAs/GaAs QDs are a strong candidate that can be a source of
both matter nodes and photonic qubits. Semiconductor QDs are formed by growing
with molecular beam epitaxy (MBE) techniques. The mature industrial complex for
semiconductors and knowledge acquired over the half century of research and devel-
opments could be utilized for building quantum networks and quantum computers
with QDs. Also, as QDs can be grown in a laboratory, the optoelectronic properties
of the system can be engineered and manipulated as desired, making it more flexible
than other sources. Single QDs behave atom-like [32] and have a large dipole moment
(ranging from 30− 100 Debye [33]), much larger than an atomic system. The direct
bandgap of InAs/GaAs and the strong dipole moment makes them interact strongly
with optical fields. In addition, QDs can be integrated with photonic crystal cavi-
ties and waveguides to further enhance the light-matter coupling and manipulate the
directional emission from system. Such optoelectronic integration is important for
scaling the system and for many photonics applications.
A negatively charged trion state in a QD gives rise to two Lambda-systems with
the ground state occupied by a single electron that can be used as a spin qubit
[34, 35, 36]. When prepared in a coherent superposition state, the coherence time
(T ∗2 ) of the trion state in an InAs/GaAs QD at 4 K temperature is shown to be a few
ns, with the intrinsic coherence time (T2) exceeding a few µs [37, 36], forming a good
candidate for single electron spin qubits. As the electrons are confined inside the
semiconductor nanostructure, it removes the need of using a complicated trap setup
that otherwise is required with ions. The strong light-matter interactions due to the
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large dipole moment allow the spin qubit to be arbitrarily manipulated with ultra-fast
laser pulses at picoseconds time scales [34, 35]. Such arbitrary manipulation of a spin
qubit, along with fast optical initialization, allows more than 1000 gate operations
to be performed within the coherence time. This satisfies some of the important
DiVencenzo criteria for using trions as spin qubits for scalable quantum computer
architectures [38, 39, 40, 41, 42]. In addition, it has been recently shown that a
negatively charged trion state from an InAs QD can generate spin-photon entangled
states [43, 44, 21], and teleportation and remote entanglement between two QDs have
been recently demonstrated [45, 46]. These features makes QDs a compelling system
to build a spin quantum network.
A realistic quantum network could be composed of several different systems, each
with different electronic and optical properties. To envision such a hybrid network
that could utilize the best features of each system, one needs to build a highly flex-
ible flying qubit that can form links between two disparate systems [16, 47]. A type
II spontaneous parametric down-conversion (SPDC) source could form a flexible link
that can generate a pair of entangled photons [48]. With an appropriate crystal design,
an SPDC system can be used as a source of photon pairs that are either degenerate or
highly non-degenerate in wavelength, with the wavelength tunabled by several hun-
dred nanometers [49]. Such tunable photon pairs can be used to link two systems at
very different wavelengths. In addition, by placing the down-conversion crystal inside
an optical cavity, it is shown that the emitted photons’ temporal and spectral proper-
ties can be modified as desired while enhancing the count rates of the down-conversion
photons [50]. Such large wavelength tunability, along with customizable spectrum,
makes cavity-SPDC an excellent source to generate highly flexible entangled photon
sources.
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1.2 Photonics Qubits: Single Photons as Messengers in a
Quantum Network
The generation of single photons and manipulation of the quantum state of it
will be crucial for a quantum network. With single photons, quantum information
can be encoded in their various degrees of freedom, such as the polarization, orbital
angular momentum, spatial mode, and frequency spectrum. In addition to forming a
quantum link for a quantum network, single photons are an excellent messenger for
distributing cryptographic keys that allow faithful transfer of information between
two remote parties [11]. Thus it is important to be able to engineer the properties of
single photons for them to be used as photonic qubits.
1.2.1 Mode Engineered Single Photons
Polarization, spatial, spectral, and temporal are some of the modes, characteri-
zations and manipulations of which will be importance when using single photons as
links in quantum networks. Through the use of waveplates and polarizers, one can ar-
bitrary change the polarization degree of freedom. Especially, with the advancement
in photonic industries, there are multiple commercial companies that build wave-
plates and polarizers integrated with single mode fibers. Spatial mode matching can
be achieved through the use of fibers. A single mode fiber has a sufficiently small
core size (about a few µm) and can sustain only the TEM00 mode of the electric
field propagating through it. It can be used as a spatial filter, such that the spatial
mode of the photons used in the experiments are guaranteed to be nearly identical.
Through the use of holograms and spatial light modulators one can shape the spatial
modes of photons [51].
The spectral degree of freedom can be modified through the use of passive filtering,
which is important for linking disparate system. For instance, the photons generated
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through parametric processes come with a several nanometer bandwidth, whereas
solid state systems such as QDs and defect centers have typical bandwidths of a few
hundred MHz. To interface those two sources with each other, a sufficiently narrow-
bandwidth filter that matches the property of the QD photons can be used to filter
out the down-conversion field. However, such a passive filtering scheme removes the
majority of the spectrum that doesn’t match with the QD photons, lowering the
usable photon counts. Alternatively, when the parametric crystal is placed inside
an optical cavity, the modified density of states of the cavity (cavity modes) forces
the down-conversion to happen only within the modes of the cavity. This allows full
mode engineering of the down-converted field.
Similarly, an electro-optics phase modulator allows redistribution of the photon’s
spectral modes. Despite the widespread use of polarization qubits to transmit in-
formation, they are prone to decoherence when transmitted over a long distance
through a fiber [52, 53, 54]. Frequency qubits [15], on the other hand, are known
to be robust against any mechanically or environmentally-induced decoherence in a
fiber [55, 56, 57]. Such frequency qubits can be generated through the modulation
of a single photon by an electro-optic phase modulator [56, 58], where the informa-
tion is encoded in the relative amplitude between the sidebands. Recently, Lukens
and Lougovski have proposed a universal linear-optical quantum computing (LOQC)
platform using frequency components generated from an electro-optics modulator [56].
Similarly, there have been proof-of-concept demonstrations of the BB84 protocol using
phase modulated weak coherent sources [55, 59]. As single photons emitted by QDs
have narrow natural linewidths (< 200 MHz), they can be used for phase-encoded
BB84 protocol through the application of phase modulators.
In this thesis, we will perform spectral engineering of single photons using cavity-
SPDC source and an electro-optic phase modulator. Such spectral engineering of
single photons lays the foundation for using cavity-SPDC photons and QDs for various
6
quantum information applications.
1.2.2 Semantics of Single Photons
There has been much discussion about the semantics and the fundamental nature
of single photons [60, 61]. Every time we use the word single photon or a single-mode
field, we meant a radiation field localized in time or space with a finite momentum,
frequency, and time spread. Such fields are by definition multi-mode in nature, and
are not necessarily as simple as a single quanta with energy ~ω, as it is sometimes
commonly misbelieved to be. Due to the time-energy1 and position-momentum uncer-
tainty relationships, a true single-mode field with such sharp momentum and energy
has an ill defined timing and position information, which means such a field would
spread out everywhere in the Universe and in all past-present-future times. Such
fields are close to be fictitious [60]. There have been numerous papers written inquir-
ing about the nature of photons [60, 61], however by taking the pragmatic approach
Roy Glauber took on describing a photon, “a photon is what a photodetector detects
and is located where the photodetector detects it” [61], one can explain most of the
quantum optics experiments that involve photons. A single photon can be defined as
one unit of energy in the superposition of the field modes, where the positive compo-
nent of the quantized transverse electric field operator in a free-space can be written
as [63, 64],







where fk,µ(r) is the spatial mode distribution and the electric field is summed over all
polarization (µ) and momentum states (k). When applied with a number operator
N ≡ a†a, such state returns a single photon in the mode (k, µ).
To fully understand the property of the single photons, it is important to under-
1since time is not an operator, the uncertainity relationship is not same as for other canonical
commutation relationships. See Mandelstam and Tamm’s discussion on the subject matter for detail
[62]
7
stand the origin of it. For instance, the radiation emitted by a two-level system such
as a single QD can be calculated using the source-field formalism [65]. Remarkably
enough, the emitted field can be fully described by simply employing the dipole and
atomic operator of the two-level system. When the initial field is polarized along the
z direction, the scattered radiation at angle θ can be expressed in terms of the atomic
operator [65]






where σ− is a lowering operator that lowers the atom from the excited state to the
ground state and, similarly, E−(R, t) is proportional to the raising operator σ+. It
is important to note that the given radiation field is similar to a dipole oscillating in
z-direction. Analogous to what one gets from a classical dipole oscillator, the field is
emitted in 4π direction with radius ct, where t is the time the field has been emitted
for. With a detector at a position R and time t, one can measure the intensity of
the field by integrating over the detector’s active area for a finite time. Despite the
radiation field emitted by a two-level system having a similar form as a classical dipole
radiation, there are several important distinctions to be made, one such feature is anti-
bunching behavior of the emitted radiation field that is unique to single emitters [66].
For rest of the thesis we will denote such radiation field as a single photon state.
Even though we will frequently use the term single photons, we do not necessarily
imply that we have a true Fock state |n〉 with n = 1. Such states are equally rare
in real life. Despite the popular notion that a single emitter emits a true single
photon Fock state, it is not an accurate statement, because the multi-photon emission
probability might be negligible but is finite. Also, due to the finite collection efficiency,
for the majority of the shots of an experiment, a detector does not see any photons,
which makes the state being probabilistic. The state vector of the photons will be
8















where η is the coupling constant and c’s are mode-function. One can obtain a true
single particle Fock state by projecting a component of the state vector. In theory,
this could be achieved with photon sources, such as SPDC or bi-excitons in QDs where
a true single Fock state is achieved through heralding processes by detecting an idler
photon [67, 68, 69]. However, this requires one to have a number-resolving single-
photon detector. Development of such detectors is still in infancy. Thus, despite
the popular colloquial notion that the heralded photons are true single photons, the
detectors in use are almost never number-resolving. Even with the detectors with
near unity efficiency, with such heralding protocols, at best one gets rid of the vacuum















which still has a finite probability for multi-pair emission [70]. Despite these short-
comings, single photons from quantum emitters and heralded SPDC are the closest
source of true single photons that we currently have. Thus, for rest of the thesis, we
will refer to such states as single photons.
1.3 Summary of The Thesis
The central theme of this thesis work is the generation of customized single photons
using different sources. In the first half of the thesis, we will discuss the implemen-
tation of cavity-enhanced spontaneous parametric down-conversion (cavity-SPDC)
source designed to mode match with the QD photons. We will show that the cavity-
9
SPDC source is capable of emitting an “on-demand” heralded single photon. We will
report on the optical studies of single QDs, which are crucial for using them as a sin-
gle photon source and spin qubits. We will give a detailed theoretical description of
two-photon interference measurements and demonstrate such experiments using QD
photons. We will show the coupling of the cavity-SPDC photons with a QD through
direct absorption and two-photon interference measurements. Such two-photon in-
terference measurements are at the heart of most quantum information protocols. As
an alternative approach to modifying the spectral mode of single photons, we will
employ phase modulation techniques with the single photons emitted by a cw-excited
single QD to generate well-defined additional frequency components. Through two-
photon interference measurements, we will show that the indistinguishability of such
mode engineered photons remains well-preserved. These experimental results should
lay the foundations towards building a scalable quantum network.
1.4 List of Publications
• Frequency-dressing a stream of single photons with preserved coherence, U.
Paudel, et al., arXiv:1706.07499(2017) (Under Review)
• Direct absorption of cavity-SPDC photons by a single quantum dot, U. Paudel,
et al.,(In Preparation)
• Theory of two-photon interference with phase modulated photon packets, U.
Paudel, et al.,(In Preparation)




The cavity-SPDC work is initially designed by Jian Yang from Paul Kwiat’s Lab-
oratory at UIUC and later implemented by JJ Wong and the author. The source
was realigned and optimized at Michigan and the detail experimental and theoretical
characterizations are done at Michigan by the author himself. Mike Goggin assisted
on optimizing the source and Humza Khan assisted on writing some analysis code.
All SPDC data are taken and analyzed at Michigan by the author.
The InAs/GaAs samples used in this thesis is grown by Dan Gammon and Allan
Bracker from Naval Research Laboratory. Alex Burgers was involved in the initial
characterization of the sample and generation of the frequency qubit using a phase
modulator. Aaron Ross lent his scanning Fabry-Pérot for characterizing the source.




Classical Theory of Second-Order Nonlinear
Polarizability in Crystal Optics
The second-order and third-order polarizability are two of the most widely studied
nonlinear phenomena that give rise to much interesting physics. Third-order polariz-
ability has been extensively used in our laboratory to study light-matter interaction
and has been covered thoroughly in previous dissertation works [71, 72]. As this
thesis work exploits second-order polarizability in crystal optics for second-harmonic
generation and down-conversion, a thorough understanding of the subject matter is
crucial. We will revisit the classical theory of the second-harmonic generation for the
plane wave limit and derive the intensity profile and phase matching conditions. This
chapter will work as a testbed for both theoretical and experimental understanding
of nonlinear crystal optics that will be very relevant in designing the experimental
setup for down-conversion.
2.1 Introduction
Since the discovery of second-harmonic generation (SHG) by Peter Franken et al.
at the University of Michigan in 1961 [73], the field of nonlinear optics has grown
into a mature field of study, drawing attention from both basic science and applied
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communities. When electromagnetic radiation is applied to a medium, charges redis-
tribute in the medium creating an internal electrical polarization. The potential due
to such displacement can be written as,
V (r) = Ar2 +Br3 + ..... (2.1)
Figure 2.1:
Cartoon of an anharmonic potential and it’s frequency response to an
applied field. The figure on the right shows the linear (gray dash) and
nonlinear (blue dash) frequency responses of the oscillator. The periodic
green plot is the sum of the linear and nonlinear response.
For a symmetric harmonic potential V (−r) = V (r), the electric field causes the
dipole of atoms to oscillates at frequency of the applied radiation field, making the
polarization of the system linear in the applied electric field. However, virtually all
atomic media have anharmonic potentials that result in higher order polarizability
by an applied field. Most of the nonlinear phenomena in optics can be attributed to
the higher order terms of such polarization.
The polarization (P) of a medium in the presence of an electric field (E) can be
written as,









jEkEl + ......) (2.2)
where, χ
(n)
ijk is the electric susceptibility of the rank n+1 tensor and i, j, k, l = {x, y, z}
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coordinates. The first-order χ is responsible for well-known phenomena like the index
of refraction and dispersion, whereas the higher order terms give rise to a wide variety
of phenomena, such as SHG, sum frequency generation (SFG), difference frequency
generation (DFG), optical parametric generation (OPG), spontaneous parametric
down-conversion (SPDC), four-wave mixing, and the optical Kerr effect, that were
“unexplored”until the discovery of SHG.
Figure 2.2:
Cartoon of centrosymmetric(L) and non-centrosymmetric (R) lattice
structures.
Symmetry arguments are a powerful tool commonly exploited in physics with
which one can gain an insight about a system without having to solve complicated
mathematical problems. For the sake of this thesis we will not go in detail on group
theory of materials. If, in the unit cell of a crystal point (x, y, z) is indistinguishable
from (−x,−y,−z), such crystal has inversion symmetry. A material with a symmet-
ric point in the crystal structure along which it has inversion symmetry is called a
centrosymmetric material (see figure 2.2). In eq. (2.2) for n = 1 the polarization is
odd under inversion symmetry ie.,
E(−r) = −E(r)⇒ P (−r) = −P (r)
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however for n = even, the symmetry is broken
E(−r) = −E(r)⇒ P (−r) = P (r)
Non-centrosymmetric crystals with broken inversion symmetry have nonzero χ(2n),
where n ∈ Z>0.
In light of the phenomena of our interests, we will look into the mathematical
structure of χ
(2)
ijk in detail, which is important for the SHG and OPG processes that
are crucial to this thesis. The second-order polarization can be written as,







ijk(ωm + ωn, ωn, ωm)E
j(ωn)E
k(ωm)) (2.3)
where, ωn and ωm are two input fields and the output field is ωm + ωn, where the
sum of the energy of the input fields is equal to the output field. χ
(2)
ijk is a tensor with
27 elements. The number of independent elements of χ(2) can be reduced to 18 by
taking account of the following symmetry arguments [74, 75, 76]:
1. Intrinsic permutation symmetry
χ
(2)
ijk(ωn + ωm, ωm, ωn) = χ
(2)
ikj(ωn + ωm, ωn, ωm)
2. Complex conjugate of polarizibility is equal to negative frequency
χ
(2)∗






ijk(−ωn − ωm, ωm, ωn) = χ
(2)
jik(ωm,−ωn − ωm, ωn) = χ
(2)
kji(ωn, ωm,−ωn − ωm, )
The remaining 18 parameters can be rewritten as a 2D matrix dil, where the last two
indices jk of χ(2) are contracted to l. Under the new notation (jk → l)
jk: 11 22 33 23,32 13,31 12,21
l: 1 2 3 4 5 6
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d11 d12 d13 d14 d15 d16
d21 d22 d23 d24 d25 d26












where k is 1
2
for the degenerate fields ωm = ωn and 1 otherwise. If the radiation
fields involved in the nonlinear process are far away from any atomic resonances of
the crystal i.e. a lossless transparent medium, the coefficients can be further reduced
by evoking Kleinman symmetry [74, 76]. For the crystals and radiation fields used in
the experiment in the thesis, the Kleinman symmetry is valid, which further reduces
the coefficients to 10 non-zero coefficients with d21 = d16, d24 = d32, d31 = d15, d14 =
d36 = d25, d32 = d24, d12 = d26, d13 = d35
2.2 Second-Harmonic Generation: Theory
SHG is a process that converts a radiation field of frequency ω to 2ω: E(ω)E(ω)→
E(2ω), when an appropriate crystal with non-zero χ(2) is pumped with a strong radi-
ation field. Commonly used green laser pointers exploit the SHG process to convert
1064nm infra-red (IR) radiation to 532nm green light. To get more insight about
the SHG process, we can solve Maxwell’s equations for plane waves traveling in a












where E is the electric field of the radiation. Separating the polarization to linear
(P linear = ε0χ
(1)) and nonlinear components (PNL) and substituting in (2.5) we get
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a driven wave equation where the source is on the right hand side,











Without a driving source term, the solution of equation (2.6) is a plane wave,
E(r, t) = E0(r)e
i(ωt−k.r) + E0(r)
∗e−i(ωt−k.r) (2.7)
where k = n(ω)ω
c
is the wave-vector and n2(ω) = (1+χ(1)(ω)) is the index of refraction
of the medium through which radiation is propagating. From equation (2.2), second-
Figure 2.3: Cartoon of SHG generation.
order polarizibility that generates SHG is
P (2)(2ω) = ε0χ
(2)(EF e
i(ωt−kF .r) + E∗F e
−i(ωt−kF .r))(EF e
i(ωt−kF .r) + E∗F e
−i(ωt−kF .r))
= ε0χ
(2)(2|EF |2 + E2F e2i(ωt−kF .r) + (E∗F )2e−2i(ωt−kF .r))
(2.8)
The first term generates a static electric field, whereas the second term is a source
term that oscillates at twice the original frequency (also called the fundamental
frequency). Assuming that the fundamental field (EF (ω)) and the generated field
(ESHG(ωSHG = 2ω)) are propagating in the z-axis, the equation of motion for the














where ∆k = 2kF − kSHG is wave-vector mismatch between the fundamental field and




The phase mismatch is non-zero due to the dispersion relationship, details of which
will be given in the next section. Assuming E(z) slowly varies across z, we can drop
















E∗F (ω, z)ESHG(2ω, z)e
−i∆kz (2.11)
We have 2 coupled differential equations that can be solved numerically to obtain
the intensity profile of the SHG field. To get more insight about the solution, let us




















The intensity of the SHG field is given by,
I = 2nε0c|E|2 (2.14)
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The intensity of the SHG field is proportional to the square of the length of the crystal
and square of the interaction coefficient. The length dependence of the result is valid
only when the crystal is pumped with a loosely focused beam, in other words the
fundamental field can be approximated as a plane wave. Boyd and Kleinman solved
the problem by assuming the fundamental to be a Gaussian beam and obtained a
more realistic result where the power grows linearly with the crystal length [76].
Under the large depletion regime, the second-harmonic intensity grows linearly for
a small crystal length and then saturates to some steady state value. The intensity
distribution of the SHG field as a function of phase mismatch is plotted in figure 2.4.
The exact form of the intensity distribution for a tightly focused beam is somewhat
complicated and depends on the Gaussian beam parameters.

















Figure 2.4: Intensity distribution of SHG field as a function of phase mismatched
With proper crystal selection one can convert most of the fundamental beam
into twice its frequency, contingent on proper phase matching. For a focused beam,
19
the phase matching is complicated by Gouy phase [77]. As SHG is quadratically
dependent on the crystal length, one could increase the field intensity by increasing
the length of the crystal; however, phase mismatching prohibits the SHG field from
building up. For the undepleted fundamental field case, SHG intensity as a function of
length for different phase mismatching is plotted in figure 2.5. As evident from figure
2.5, without proper phasematching, increasing the crystal length beyond Lc =
π
∆k
has no net gain on the SHG intensity. This length is called the coherence length.
Sometimes coherence length is defined as Lc =
2π
∆k
, which is the length after which
the field phase changes its sign. Without proper phase matching one usually is limited
to employing a very thin crystal length for SHG, which is often impractical. In the



























Second-harmonic intensity vs. phase mismatching as a function of crystal
length
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2.3 Phase Matching in Nonlinear Crystal
As with any other closed system, conservation of energy has to be strictly satisfied
between the input and the output fields generated in a crystal for the nonlinear
interaction to happen. Assuming the fields involved in the interactions are plane







For SHG, the phase mismatch between the fundamental and second-harmonic field is









(nF (ωF )− nSHG(2ωF ))
(2.17)
In most materials with normal dispersion, the index of refraction decreases mono-
tonically with increasing wavelength, i.e. ∂n
∂λ
< 0 (see figure 2.6 for an example).
The fields involved in the nonlinear processes of interest to us often have very differ-
ent wavelengths, thus one cannot obtain perfect phase matching. To minimize the
phase mismatch one can employ the ordinary and extraordinary axes of the birefrin-
gent crystal, that is typical of the nonlinear crystal, such that the fundamental and
second-harmonic field propagate in different crystal axis. However birefringence of a
crystal is often not enough to obtain perfect phase matching. For instance, in this
thesis the SHG process in KTP, a biaxial crystal, is utilized to generate blue light by
pumping with near-IR pulsed laser. As it is evident from the figure 2.6 there are no































Index of refraction for KTP crystal as a function of wavelength. The
red and blue dots correspond to the fundamental and second-harmonic
wavelength needed for the experiment. Once can see from the plot that
the ordinary polarization falls short from the desired number to obtain a
perfect phase matching at the wavelength of our interest.
The index of refraction can be tuned by changing the temperature or by changing
the angle between the propagation vector and the crystal axis. In the former case,
the temperature dependence of the indices is weak and in the later case angle tuning
does not always satisfy the phase matching conditions and is often impractical.
2.3.1 Quasi-Phase Matching
In 1962 Armstrong et. al. proposed an alternative technique to achieve quasi-
phase matching in a crystal for χ(2) processes [78]. In their proposal, instead of
using a homogenous crystal, they use a spatially modulated crystal to achieve phase
matching. As one can see from figure 2.5, the field builds up to the coherence length.
By resetting the phase of the crystal at the appropriate length–i.e. flip crystal axis
which results change in the sign of the nonlinear susceptibility–one can built the
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intensity of the non-linearly generated field.
Figure 2.7:
Cartoon of a periodically poled crystal and the spatial distrubtion of index
This can be achieved in a nonlinear crystal with a ferroelectric property. Fer-
roelectric crystals have electric polarization generated spontaneously, which can be
flipped by applying an external electric field. One can flip the domain of a ferroelectric
material by applying a mask with an alternative electrodes of fixed periodicity and
applying large voltage pulses. With periodic poling and temperature tuning, phase
matching can be achieved for any wavelength combination within the transparency
window of the crystal. See figure 2.8 for the effect of quasi-phase matching on the
second-harmonic field intensity. In figure 2.8 the circle of the red arrows represent
twice the coherence length (2Lc =
2π
∆k
= Λ). Without proper phase matching, after
twice the coherence length the second-harmonic field transfers back to the fundamen-
tal field making the process very inefficient.
To mathematically describe the second-harmonic field generated in a periodically
poled crystal, one can model the spatially modulated nonlinear tensor coefficient as
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Figure 2.8:
Phasor diagram of the second-harmonic field intensity generated in a
nonlinear crystal as a function of crystal length without periodic poling
(L) and with periodic poling (R). The arrow represents the complex
amplitude of the field, where the circle of arrows represent twice the
coherence length (2Lc =
2π
∆k
). For a phase matched crystal, the intensity
of the second-harmonic field builds up over the length of the crystal.
a square wave







Gm = G−m = |
2
mπ
|,m ∈ odd (2.19)
With periodical poling, the coupled fundamental and second-harmonic fields in equa-































∆K = 2kF − 2kSHG − k 2π
Λ
= 2π(
2nF (ω, T )ωF
c






∆K is the phase mismatching for the SHG process and d = 2
π
deff is the effective





one can obtain perfect phase matching. With perfect phase match the field equations
for fundamental and second-harmonic can be solved with some algebra.
In this thesis, we used Potassium Titanyl Phosphate (KTiOPO4) (also referred
to as KTP) to generate 471nm blue light through SHG process, which is then used to
pump another periodically poled KTP crystal (PPKTP) to generate a pair of polar-
ization correlated photons through an SPDC process. SPDC is the reverse of the SHG
process, where a pump photon interacts with the nonlinear medium creating a pair
of down-converted photons, ωpump → ωsignal + ωidler, where the down-converted pho-
tons are referred to as signal and idler photons. In the next chapter, a mathematical
description of the SPDC photons is given in detail.
Phasematching type Pump Polarization Signal Polarization Idler Polarization
Type-0 o o o
Type I e/o o/e o/e
Type II e/o/o o/e/o e/o/e
Type III e e o
Type IV e e e
Table 2.1:
Various phase-matching types by input and output fields polarization
where e and o refers to extraordinary and ordinary polarization propa-
gating in a birefriengence crystal.
As seen in table (2.4), second-order nonlinear processes happen for a specific po-
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larization combination of the fundamental field(s) and the generated field(s). The
most common second-order nonlinear processes are Type I where the input (output)
fields are of the same polarization for SHG (downconversion) process and Type II if
the fields are orthogonally polarized. See table 2.1 for different phase-matching types.
As derived earlier for a non-linear process in Eq. 2.4, interaction due to χ(2) can be
quantified with 18 coefficients given by a 3 × 6 matrix with coefficients dij. A KTP
material has 5 non-zero dil coefficients [79],

0 0 0 0 d15 0
0 0 0 d24 0 0
d31 d32 d33 0 0 0

where different coefficients result in different phase matching conditions. For a z-cut
KTP crystal with the fields propagating along the x-axis, the EyFE
y
F → EzSH (Type
I) process can be obtained by exploiting the d33 coefficient to generate a second-
harmonic field. Coefficients d15 and d24 give rise to polarization entangled photons
of Type II. In KTP, d24 = 7.6Pm/V is larger than d15 = 6.1Pm/V [79]. We exploit
the d24 coefficient in a z-cut PPKTP crystal with the fields propagating along the





the pump is polarized along the y-axis and the signal and idler photons are polarized
along the y- and z-axes respectively.
2.3.2 Sellmeir Equations and Temperature Tuning of Refractive Indices
As mentioned previously, to obtain perfect phase matching, in addition to growing
a crystal with periodic poling, one can tune the temperature of the crystal.
So far we have discussed the wavelength dependence of the index of refraction,
without giving an exact mathematical form for it. The wavelength dependent index
of refraction for a KTP crystal can be empirically expressed as a set of Sellmeier
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equations for x, y, and z polarized fields. Using refractive index value measured by
Zeng et al.[80] and Shen et al. [81], Kato et al. [82] extracted the parameters of


























Similarly, the index of refraction is dependent on the temperature of the crystal. The
temperature dependence part can be expressed by by Taylor expanding the index
around temperature T0 = 25
◦C, which gives
n(λ, T ) = n(λ, T0) + n1(λ, T0)(T − T0) + n2(λ, T0)(T − T0)2 (2.25)







The above holds for all three polarizations nx, ny, nz, where the coefficient am for y
and z polarizations are taken from Shai et al.’s work [83], listed in the Table 2.2 Here
z-polarization y-polarization
n1(×10−6) n2(×10−8) n1(×10−6) n2(×10−8)
a0 9.9587 -1.1882 6.2897 -0.14445
a1 9.95228 10.459 6.3061 2.2244
a2 -8.9603 -9.8136 -6.0629 -3.5770
a3 4.1010 3.1481 2.6486 1.3470
Table 2.2:
Table of temperature dependent coefficients for index of refraction empir-
ically extracted by Shai Emanueli and Ady Arie.
in eq. (2.24) (2.25) wavelengths are expressed in micrometers.
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In this thesis work, a 10 mm long PPKTP crystal is pumped with a 942 nm pulsed
laser to generate 471 nm blue light. The near-IR pulses are generated by a 76 MHz
repetition rate, 50 ps pulse duration, mode-locked, Ti:sapphire laser built by Spectra-
Physics (Tsunami). The 50 ps pulse width is selected for two reasons: it is within
the accepted bandwidth of the second-harmonic crystal that ensures most of the
fundamental beam is converted to the second-harmonic beam, and the emission timing
jitter of the down-conversion photon, which becomes important when performing two-
photon interference measurements, is set by the pump pulse duration. The 50 ps
timing jitter is within the best commercially-available single photon detectors. The
beam parameters of the fundamental beam are set to ensure maximum blue light
generation, which is dictated by the Boyd-Kleiman parameter [76]. The crystal is
mounted in a temperature stabilized oven that maintains the temperature within
an accuracy of 10 mK. Figure 2.9 and 2.10 are experimental data that shows the




Contour plot of the theoretical prediction of the phase mismatch in
second-harmonic generation as a function of the crystal temperature and
fundamental wavelength. The gray dash line is the contour line along
which the phase mismatch is zero. The yellow dots are experimental
data. For the theoretical plot the poling of the crystal is adjusted from
the manufacture provided number 5.95µm to 5.988µm in order to match
the theoretical fit with the experimental data.
The theoretical prediction and the measured second-harmonic field as a function
of temperature for a fixed fundamental wavelength can be seen in figure 2.10. The
deviation in the fit arises due to the assumption we have made about the fundamental
pump beam. As we mentioned earlier, the measured profile of the second-harmonic




Experimental data of intensity of the second-harmonic field as a function
of the crystal temperature and a theoretical fit.
2.4 Chapter Summary
In this chapter we briefly discussed nonlinear optics and its application for second-
harmonic generation processes. We gave a detailed explanation of quasi phase match-
ing for SHG processes, which naturally extends to the down-conversion process that
will be discussed in the next chapter. Using the theoretical calculations derived in the
chapter for SHG processes, we successfully explained the experimental data, which
works as a controlled test bench to verifying both the conceptual and experimental
understanding of the system. This will be of utmost importance in understanding
SPDC, which is more cumbersome than the SHG process.
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CHAPTER III
Theory of Spontaneous Parametric
Down-Conversion
Entanglement is one of the most unique features of quantum mechanics, the ana-
log of which is absent in the classical world. The influential thought experiment by
Einstein and his colleagues, also known as the Einstein-Podolsky-Rosen paradox [84],
generated much interests in testing quantum mechanics. It inquires about the reality
of the quantum wavefunction, specifically speaking whether the quantum wavefunc-
tion is the complete description of a system. In order to preserve local realism1 with
the assumption that a particle must objectively have a pre-existing value, EPR pro-
posed that quantum mechanics must be an incomplete description of nature, thus
there must be a local hidden-variable-type scenario which gives a more complete de-
scription of nature [84]. After the EPR paradox was identified, several hidden variable
theories were proposed that preserved local realism [85, 86]. Later in 1951, using spin
entangled electrons, John Bell theoretically showed that the correlation predicted by
quantum mechanics is stronger than with hidden variable theorems by deriving the
famous Bell’s inequality [87]. Violation of Bell’s inequality, which implies quantum de-
scription is more complete than hidden-variable theories, was experimentally shown
using entangled photons emitted by calcium atoms by Stuart Freedman and John
1The cause-and-effect are limited to the speed of light and a system has a well defined pre-existing
value independent of measurements.
31
Clauser in 1972 [88] and by Alain Aspect et al. in 1981 [1]. All these measurements
make several assumptions about the experimental setup, which are also referred to
as loopholes, thus testing loophole free Bell’s inequality has been a holy grail for the
fundamental physics community.
Despite the early success of atomic systems for generating correlated photons,
they came with several issues, one being the reduction of correlation due to the
recoil of the atoms when photons are not emitted back-to-back [48]. In 1970, D.
C. Burnham and D. L. Weinberg experimentally demonstrated the generation of
pairs of photon by pumping an ammonium dihydrogen phosphate crystal with a
325-nm He-Cd laser [89]. Later, in 1987, R. Ghosh and L. Mandel showed that down-
converted photons generated using a non-linear crystal had the desired “non-local
correlation” [90] that circumvented the existing problems. Since then there have
been several experiments testing Bell’s inequality using entangled photons generated
by spontaneous parametric down-conversion (SPDC) [91, 3]. Polarization entangled
photons using a single Type-II crystal or two stacked Type-I crystals are two of
the most customizable and accessible sources presently being used for such quantum
mechanical tests [67].
Over the past few decades, SPDC has generated much interests from quantum
optics and quantum information science communities [92, 93], specifically for quantum
secure communication such as quantum key distribution [94, 95] and even for linear
quantum computing [96]. As the process is exploited in our laboratory for the first
time, we will go through the derivation of SPDC wavefunction, review the basic
formalism for calculating Heisenberg operators of fields generated inside an optical
cavity and justify the use of cavity-SPDC in the thesis work.
32
3.1 Theoretical Description of the Spontaneous Parametric
Down-Conversion Process
Before we get into the experimental details, it is important to understand the
origin of various rich physical properties that arises in a SPDC system. Most of such
phenomena can be understood by analyzing the structure of the SPDC wavefunction,
which otherwise might not be evident from the Hamiltonian itself. When a pump
Figure 3.1:
Ordinary and extraordinary polarization generated from a KTP crystal
via spontaneous down-conversion process (Top) Type I (Bottom) Type
II.
radiation of energy Ep is focused on a crystal, the second-order polarization gives
rise to various non-linear phenomena. For new fields to emerge out of a finite size
crystal, appropriate phase-matching needs to happen, which is explained extensively
in the previous chapter. As one can recall from Eq. (2.4) and non-zero nonlinear
coefficients for Potassium titanyl phosphate (KTP) crystal, both Type I and Type II
phase matching for second-harmonic generation (SHG) and SPDC processes can take
place depending on the pump polarization and the phase matching conditions [97].
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where dij are element of the polarizability tensor given by Eq. (2.4). If the down-
converted photons are emitted in the same crystal axis, they are referred to as Type I
processes. As a result, the down-converted photons have same polarizations and are
emitted symmetrically along the propagation axis of the pump beam [48]. Whereas
if the photons are emitted in two different crystal axes, the process is referred to as
Type II processes. For Type II process, the down-converted photons are polarized
orthogonal to each other and are emitted in two different cones [98]. By adjusting
the angle between the pump beam and the crystal for Type II processes, the two
cones can be made to intersect in two lines (see figure 3.1). At the intersection, the
ambiguity of the origin of the photons’ propagation axis leads to the polarization




where Hk, Vk are horizontal and vertical polarizations with momentum k and θ is
the phase relationship between the two states obtained by inserting a medium in
one of the collection path. In the following section, the wavefunction of the down-
converted two-photon state, assuming the fields are collinear and in the absence of
the cavity, is derived by loosely following M. Rubin et al. and A. Ling’s work [97, 99].
Though there are several distinctions from their calculations, e.g. our calculation uses
square-modulated nonlinear coefficients and derives an explicit mode function of the
down-conversion under some approximation regime. For the following calculations,
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we take the crystal face to be in the yz-axes, where the pump and the down-converted
fields propagate in the x-axis. The interaction Hamiltonian for Type II spontaneous








i (~r) + h.c. (3.3)
where d(x) is the periodically poled non-linear interaction coefficient and Ep/s/i are





Λ + c.c. (3.4)
For simplicity we assume that the pump beam is a weakly focused Gaussian beam
with a narrow band frequency spectrum centered at ωp. The crystal used for the
down-conversion has length L is X-cut thus the lengthwise orientation will be taken
along the x-axis. The electric field for the pump field propagating along the x-axis
can be written as [99],












is the spatial mode of the pump beam. Wp(x) is the spot size for the Gaussian beam









and w0p is the beam spot at the focus and λp is the center wavelength of the pump
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beam. The coefficient E0p can be expressed as a function of pump power (P),










and np is the index of refraction for the pump in the medium. Above we assume that
the transverse momentum of the pump beam is negligible, i.e. kT = 0 and we ignored
the Gouy phase by assuming the Rayleigh length of the pump beam is comparable to
the crystal length [99]. In order to calculate the two-photon wavefunction of the down-
converted photons, we need to work with the fully quantized fields. In the following
calculation we follow the quantization scheme given by Loudon [102], where the fields
are assumed to satisfy a periodic boundary condition imposed by the quantization
volume. As the down-converted fields are produced within the pump beam waist, the
quantization volume is written in terms of some length Lq and the beam waist. When
the problem is treated properly, the measured spectrum should not depend on the
quantization volume. With this, in SI units, the quantized electric field modes of the
signal and idler photons with frequencies ωs and ωi generated in the down-conversion
process can be written as [99],
E
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The αs,i, Us,i are defined same as the pump field and aks,i is an annihilation operator
for mode k.
The initial state-vector of the SPDC system before the down-conversion happens
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can be expressed as the products of two “empty” vacuum modes and a Glauber state,
|ψ(0)〉 = |0s〉|0i〉|α〉 (3.11)
The time evolution of the above state-vector in the interaction picture can be treated
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For a large time limit the first integrand gives a delta function that enforces energy
conservation,
Ep = Es + Ei (3.13)
Similarly, the second integrand gives spatial envelope of the signal and idler fields
and the last integrand yields a Sinc function with phase mismatch as its argument.


























is the phase mismatch as derived in chapter 2 for the SHG process. In order to obtain
a maximum count rate emitted from the crystal, the phase matching condition needs
to be satisfied. This can be achieved by tuning the index of refraction of the PPKTP
crystal. The spot sizes Wp,s,i(x) are function of x which makes it harder to analytically
solve the integral. One can obtain an exact spatial envelop by numerically solving
the integration. The detailed solution to a Type-I down-conversion without periodical
poling is calculated in references [103] [104]. By making a few assumptions about the
system, we can simplify the problem and obtain an analytical solution. Assuming
that the crystal length is shorter than the Rayleigh length (xR =
πw20
λ
) of the pump















Let us assume that the factor (x/xR)
2 makes only a small contribution to the solution,





































Substituting 3.17 in 3.12 and converting the discrete modes to a continuum state




































From the two-photon state-vector derived above, one can calculate the absolute pho-
ton count rate, which is done in section 3.2.1 for a single mode SPDC field generated
inside a cavity. The calculation shows that the count rate is proportional to the spec-
tral density of the two-photon state-vector. As the state-vector is proportional to the
crystal length, naively it seems that the count rate is quadratic in the crystal length.
However, the dependence is more complex. For a thin down-conversion crystal where
the crystal length is short relative to the Rayleigh length of the pumped beam, the
absolute count rate is linear in crystal length [99]. This is because an additional
L appears in the denominator from the length dependence of the phase-matching
terms. After a critical thickness, the count rate is independent of the crystal length.
A detailed analysis of the count rate as a function of focusing parameters and crystal
length is given in reference [99]. Similarly, one can see from the Eq. 3.19 that the
count rate is linear in the pump power.
The two-photon state-vector given in 3.19 is rich in physics with interesting fea-
tures that one can identify immediately. The state-vector is a linear combination of
Fock state photon pairs with decreasing probability for multiple pairs emission. The
majority of the pump photons pass through the crystal without any interaction and
are blocked using a long-pass filter. The probability of generating a pair of downcon-
verted photons from the pump is a small number dictated by the magnitude of the
polarizability tensor coefficient deff . The phase matching factor is non-factorizable in
the signal and idler fields state-vectors, which leads to the polarization state entangled
for the two different momentum states. The frequency-dependent factors results in
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frequency correlations between the two photons. By engineering the phase matching
conditions in different crystal geometries one can generate two-photon entanglement
in various degrees of freedom as mentioned earlier in the chapter.
One important feature of the above state-vector is the generation of a heralded
photon source. In our case, the signal and idler photons are correlated in polarization,
even though we did not explicitly write the polarization of the emitted modes, thus
can be split with a polarizing beam splitter. By detecting an idler photon one can
immediately herald a photon state in the signal mode. Such heralded photon sources
are of great importance for many basic and applied science experiments.
3.2 Cavity-Enhanced Spontaneous Parametric Down-Conversion
Most quantum information applications requires one to have single or entangled
photons with a narrow frequency bandwidth. Despite the flexibility allowed by SPDC
sources in tuning and modifying the photon properties, energy conservation allows the
photons to be emitted in a broad frequency spectrum. The typical spectral bandwidth
is in a Terahertz range, which is beyond the temporal resolution of current detectors
and electronics technology. For photon interference measurements to be temporally
resolved, the SPDC bandwidth needs to be on the order of the detector timing jitter.
In addition to the detector timing resolution, another constraint for SPDC bandwidth
comes from the bandwidth of the source to be interfaced with. Most atomic and solid-
state systems have sub-GHz bandwidth. To interface SPDC photons with such atomic
or solid-state systems, the bandwidth of the down-conversion needs to be reduced
dramatically. Often in the SPDC community the spectral property of the down-
conversion photons are quantified using a term “coherence time”, with SPDC photons
having a pico-second coherence time. The term coherence is used in many different
contexts in quantum mechanics and often prone to abuse, often ends up implying more
than what it means. The quoted pico-second coherence time is nothing but the inverse
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of the spectral bandwidth τcoherence ≈ 1δω ≈
1
1012Hz
≈ 1ps. Such small coherence
times are highly undesirable for quantum information application, as the photon will
interfere with other photons only within the coherence time. One can circumvent the
short coherence time problem using a narrow spectral filter. However, such passive
filtering gets rid of a large portion of the down-converted photon’s spectrum, making
the source weak and hardly useable.
Frequency
Figure 3.2:
A down-conversion crystal placed inside an optical cavity (L). Modes of
a hypothetical optical cavity is super-imposed over the down-conversion
bandwidth (R)
To get over such passive filtering problems, one could place a SPDC crystal inside
a cavity that has modified vacuum DOS, see figure 3.2. With modified DOS inside
the cavity, the down-conversion can happen only withing a narrow bandwidth that
could be engineered as desired. In additional to filtering the bandwidth, such cavity
configuration can modify the spectral density making the source brighter [50]. As it
is important to the thesis work, we will go through Ou and Collett et al.’s derivation
[105, 106] to calculate the enhancement factor for such an optical cavity. In the
next chapter, we will demonstrate the design and successful implementation of such
cavity-enhanced SPDC source that mode matches with quantum dot photons.
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3.2.1 Theoretical Calculations of the Field Enhancement Factor in Cavity-
SPDC
In order to calculate the field spectrum and the enhancement factor for a cavity
SPDC source, we need to calculate the field spectrum, which requires an appropriate
Hamiltonian. The microscopic nature of the down-conversion Hamiltonian is still not
fully understood. However much of the physics can be captured with the following
Hamiltonian [106, 107],
H = ~ωa†a+ i~χ(2)(β∗eiωpta2 − βe−iωpta†2) (3.20)
where a is the field operator for the down-converted photons centered at ω0 and
βe−iωpt is the pump field centered at ωp = 2ω0. We will assume the down-conversion
fields are collinear and degenerate in frequency and occupy a single-mode of the
cavity. This significantly simplifies the calculation. We will use cavity input-output
formalism to relate the output (aout) and input fields (ain) with the internal field (a)
of the cavity generated through the down-conversion process [106]. See Appendix
A for the detailed theoretical description of the cavity input-output formalism. The
field operators are defined in Eq. A.8 and Eq. A.12. Using the above Hamiltonian
along with Eq. A.10 from Appendix A, we can solve for the intra-cavity field [106].








where ε = χ(2)β is the field interaction strength and we will assume it to be real. The
above equation can be rewritten in a matrix form and can be solved by taking its
Fourier transformation with equation A.11. With some algebra we obtain [106],
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aout(ω0 + ω) = g(ω)a
†
in(ω0 − ω) +G(ω)ain(ω0 + ω)







(γ − 2iω)2 − 4|ε|2
, G(ω) =
γ2 + 4ω2 + 4|ε|2
(γ − 2iω)2 − 4|ε|2
(3.23)
Fourier transformation of the first-order field correlation gives the spectrum of the
field. In order to compare the spectral density of the cavity field, we can calculate












s,i (τ) = 〈ψ|E−s,i(x, t)E+s,i(x, t+ τ) |ψ〉︸︷︷︸
Time independent Bi-photon wavefunction
(3.25)
is the correlation function. Calculating two-time correlation functions can often be
cumbersome. To simplify the above calculation we can use the relationship [108],
〈a†(ω1)a(ω2)〉 = 2πδ(ω1 − ω2)
∞∫
−∞
dτeiω2τ 〈a†(t1)a(t1 + τ)〉 (3.26)
With the above relationship,
〈a†out(ω0 + ω)aout(ω0 + ω′)〉 = Ss/i(ω)δ(ω − ω′) (3.27)
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where we assumed ω0 = ωs. The correlation function can be written as,
〈a†out(ω0 + ω)aout(ω0 + ω′)〉 =
〈(g(−ω)ain(ωs − ω) +G(−ω)a†in(ωs + ω))(g(ω′)a
†
in(ωs − ω′) +G(ω′)ain(ωs + ω′))〉
(3.28)
Taking the initial wavefunction to be ψ(0)〉 = |α〉p|0s, 0i〉 and keeping the non-zero
terms, we obtain the spectrum to be,
Ss,i(ω) =
16|ε|2γ2
((γ − 2iω)2 − 4|ε|2)((γ + 2iω)2 − 4|ε|2)
〈ain(ωs − ω)a†in(ωs − ω′)〉 (3.29)
As we are interested in finding the enhancement rate for the cavity-SPDC, assuming
















where r = ε∆t is the single pass gain parameter and ∆t is the cavity round-trip
time. The down-conversion bandwidth of a single-pass SPDC is typically much larger
than the cavity bandwidth. In order to calculate the enhancement factor we need
to compare the down-conversion spectrum within the cavity bandwidth γ which is
obtained by placing a narrow band passive filter after the cavity ∆ωfilter. Assuming
the normalized DOS of the down-conversion spectrum is constant within the filter






With the count rate calculated for both cases, the average enhancement per mode γ








The calculation shows that the enhancement per mode due to a cavity is roughly
square of the finesse of the cavity. By placing a SPDC crystal inside a cavity with
finesse 100 we can obtain an enhance of around 1600 which is a significant improve-
ments in the count rate.
3.2.2 Wavefunction of the Cavity-SPDC photons
So far we have assumed the fields are collinear and occupy a single spectral mode.
In a realistic cavity, due to the finite free-spectral range (FSR) of the cavity, there
exist multiple cavity modes. In our experimental case, the FSR of the cavity is about
10 GHz and the SPDC down-conversion bandwidth is about 600 GHz, which results
in many modes to be occupied by the down-converted fields. Herzog et al., have
done a detail calculation of the cavity-SPDC and the multimode spectrum of the
downconverted photons [109]. The multimode electric field of the signal and idler
photons are the sum of the Lorentzian functions, as derived in Eq.3.22, separated
by the FSR of the cavity Ωs,i. With the appropriate electric fields, we can find
the wavefunction of the down-conversion fields by re-solving the SPDC Hamiltonian
with the modified electric fields. Following reference [109], the wavefunction of the









a†(ωs +mΩs + ω)b
†(ωi −mΩi − ω)|0〉 (3.34)
where a† and b† are creation operators for signal and idler photons occupying modes
+m and −m, the sum of which satisfies energy conservation. Φm(ω) is the phase
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τ0 = L(1/vg,i−1/vg,s) is the relative transit times between the signal and idler photons
in the cavity, given by the group velocity for signal (vg,s) and idler (vg,i) photons in the
crystal with length L. The phase mismatching function Φm(ω) gives a Sinc function
and sets the bandwidth of the down-conversion as derived in section 3.1. This bi-
photon wavefunction will be of importance for explaining the cavity-SPDC data in
the next chapter.
3.3 Chapter Summary
In this chapter, we discussed the importance of SPDC sources in basic physics and
gave a brief motivation for cavity-SPDC. We derived the wavefunction of the down-
converted field and examined its structure carefully. Following Ou’s calculation, we
calculated the field enhancement factor for the cavity-SPDC system. We discussed
the multimode nature of the cavity fields and the bi-photon wavefunction of the down-
converted photons. The theoretical treatment of the topic will be useful in the next
chapter to describe the cavity-SPDC experiment.
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CHAPTER IV
Experimental Realization of Cavity Spontaneous
Parametric Down-Conversion
The ability to generate an on-demand single photons with customized tempo-
ral and spectral properties is of utmost importance for many quantum information
protocols. Here we have implemented a customizable single photon source with spon-
taneous parametric down-conversion (SPDC). Through the use of an optical cavity,
the down-converted photons are modified to be mode matched with the quantum dots
photons. In this chapter we will give a detailed description of the cavity-SPDC setup
and the measurements performed to characterize the system. The original design and
preliminary implementation for the cavity based SPDC was done by collaborators at
UIUC (Prof. P. Kwiat). The theoretical analysis and testing of the system along with
optimization was done by me. Along with the performance of this system and an un-
derstanding of the physical origin of the behavior we have observed, a primary result
of this section is a recommendation for the redesign of an SPDC system appropriate
for teleportation to a quantum dot electron spin.
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4.1 Experimental Setup for Cavity-SPDC
Figure 4.1:
Schematic of the cavity SPDC setup and the characteristic frequency
bandwidths involved in this chapter. The bandwidths are not to scale.
As described in Ch. 3, Type-II parametric down-conversion processes give rise
to a pair of polarization entangled photons, where the polarization of the signal and
idler photons are orthogonal to each other. When a non-linear crystal placed inside
an optical cavity is pumped with a laser, within the down-conversion bandwidth,
the down-converted fields emitted from the source defined by the field modes of the
cavity. In addition, the intensity of the field per mode is enhanced proportional to the
square of the finesse of the cavity [105]. Here, we have implemented such a Type-II
cavity-SPDC source operating at around 942 nm and the details of which are given
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in the following subsections.
4.1.1 Crystal Selection, Cavity Parameters, and the Optical Setup
We use an X-cut, periodically-poled 5mm long KTP crystal for down-conversion
and a 2 mm long KTP crystal to correct the birefringence mismatch between the
signal and idler fields. As given by the Sellemier equations, described in Eq. 2.24, for
a KTP crystal, the index of refraction for the ordinary and extraordinary polarization
are 1.83 and 1.75 respectively at 940 nm. This results in a different free spectral range
(FSR) between the signal and idler photons in a cavity. However, we are interested
in obtaining degenerate operation between the signal and idler fields in the cavity.
This is one of the primary reasons for the KTP crystal in the cavity. The optical
axis of the KTP crystal is rotated by 90◦ with respect to the PPKTP crystal. To
obtain perfect degeneracy between the the two polarization modes of the cavity, the
KTP crystal’s length needs to be equal to the PPKTP crystal’s length. However, we
are interested in obtaining degeneracy only at the central frequency component, thus
we have selected a shorter KTP crystal. This way the FSRs for the signal and idler
photons remain unequal, resulting in suppression of unwanted cavity modes. The




Cavity SPDC setup. (L) Image of the experimental setup of the cavity-
SPDC source. A semi-concave cavity is formed using a flat PPKTP and
a curved KTP crystals. A piezo is mounted to the KTP crystal to allow
changing the cavity length by several free spectral ranges. (R) A cartoon
of the cavity setup. The cavity is formed by HR coating the two ends
of the PPKTP and KTP crystals. The optical axis of the KTP crystal
is rotated by 90◦ with respect to the PPKTP crystal. This allows us to
obtain a double resonance for signal and idler fields in the cavity. The
black arrows define the Cartesian coordinate system used in this chapter
and the yellow arrows represent the crystal’s optical axes.
We built a semi-confocal cavity using the flat end of the PPKTP and the curved
end of the KTP crystals as seen in Fig. 4.1. A confocal cavity is generally more
stable and robust against small misalignment. The two ends of the crystals are
commercially coated with high-reflective mirrors. Finesse is an important parameter
given by the reflectivity of the mirrors of the cavity. A cavity formed with two mirrors
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Similarly, free spectral range is another important cavity parameter given by the
length of the cavity. In our case, the FSR for signal and idler fields are given by,
FSRs =
c
2(ny(λ, T )× d1 + nz(λ, T )× d2 + lca)
FSRi =
c
2(nz(λ, T )× d1 + ny(λ, T )× d2 + lca)
(4.2)
where c is the speed of light, lca is the distance between the crystals and ny,z(λ, T )
are the indices of refraction for the ordinary and extra-ordinary polarized lights given
by Eqs. 2.24, 2.25 and 2.26. As previously mentioned, the FSRs of the signal and
idler are different due to different crystal lengths. However, as the birefringence of the
crystals are temperature dependent, they can be brought to degeneracy at a single
cavity mode frequency by tuning the temperature of the crystals. This will be of
importance for obtaining degenerate operation. Another important cavity parameter
is the cavity bandwidth, given by the ratio of the FSR to the finesses of the cavity. By
selecting the FSR and finesse of the cavity appropriately, the down-converted photons
properties are designed to match with the quantum dot’s photons.
While designing the cavity-SPDC setup, it is important to consider the geom-
etry of the excitation and collection paths. The cavity is pumped from the high
reflectance end of the PPKTP crystal and the down-converted photons are collected
in the forward geometry through the KTP crystal. This has several advantages: first,
the focus parameters of the lenses for the pump and the collection beams can be
controlled independently; second, it provides more space to place optical components
making the experiment less cluttered. Considering these two points, we designed an
asymmetric single-sided cavity by unbalancing the reflectivity of the crystals. The
51
two outward facing sides of the PPKTP and KTP crystals are coated to give 99.8%
and 90% reflectivity respectively. From Eq. 4.1, 4.2, we can calculate the finesse,
FSR and bandwidth of our cavity to be ∼ 58, 8.93 GHz and ∼ 160 MHz respectively.
The designed crystal parameters are given in Table 4.1.
PPKTP crystal dimension 1 x 8 x 5mm(L)
KTP crystal dimension 3 x 3 x 2mm(L)
PPKTP radius of curvatures S1: ∞, S2 :∞
KTP radius of curvatures S1:∞, S2 : 19.3mm
PPKTP coating S1: AR @ 471 nm and HR @ 942 nm,
S2: AR @ 942 nm and 471 nm
KTP coating S1: AR @ 942 nm and 471 nm,
S2: AR @ 471 nm (S2)
PPKTP reflectivity S1: 99.8% @ 942 nm
KTP reflectivity S2: 90% @ 942 nm
Finesse 58
Cavity FSR(Ω) ∼ 8.9GHz
DownConversion Bandwidth ∼ 540GHz
Fundamental Pulse width (δω) 50 ps Sech2
Fundamental Pulse bandwidth (δt) 6.3 GHz (δωδt ∼ 0.315)
Table 4.1:
Experimental parameters of the cavity-SPDC setup. S1 and S2 correspond
to surface-1 and surface-2 of the crystals as given in Fig. . HR and AR
stands for high-reflecting and anti-reflecting coatings.
As per the design, the both ends of the PPKTP crystals are flat whereas one end
of the KTP crystal has a finite radius of curvature. Even though only a single KTP
crystal is used for the cavity setup, we bought two KTP crystals with 19.3 mm and
12mm radius of curvatures, which allows flexibility in designing the cavity parameters.
In order to obtain stable cavity operation, the wavefront of the down-converted fields
has to match well with the curvature of the KTP crystal. Using an ABCD matrix
for Gaussian beams optics, cavity parameters are calculated and the setup is built
accordingly such that the cavity bandwidth matches with the quantum dot’s photons.
Another important parameter to be considered while designing a cavity-SPDC setup
is the pump beam’s confocal parameter. For a down-conversion crystal of length L,
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where b is the confocal parameter given by twice the Rayleigh range. The Rayleigh





where w0 is waist (radius) of the beam at the focus. For our crystal, the optimal
focus diameter for the pump and the down-converted fields are ∼ 17µm ∼ 26µm
respectively. To obtain stable cavity operation, the down-converted fields’ radi of
curvature need to match well with the curvature of the crystal. Figure 4.3 is a
contour plot of the beam waist vs the distance between the two crystals lca calculated




Contour plot of the beam waist vs the distance between the two crystals
that matches the radi of curvature of the KTP crystal calculated using
Gaussian beam optics. The number in the box corresponds to the radi
of curvature of crystals that is available in the lab.
The PPKTP crystal is mounted on an XYZ-stage that has pitch and yaw (tip-
tilt) degrees of freedom. The KTP crystal is securely placed on a copper piece with a
piezo mounted to it. The piezo is driven with a ramp voltage generated by a Keithley
function generator along with a voltage amplifier (PI E836) that can output -30V to
130V signal. The piezo allows the cavity length to be stabilized using a Pound-Drever-
Hall locking technique, which will be discussed in detail later in the chapter. Both
PPKTP and KTP crystal holders are mounted on top of separate temperature sensors
to read out the crystal temperature and thermo-electric coolers (TEC) manufactured
by TE Technology to adjust the temperature. The TECs are capable of tuning the
crystal temperatures from 10◦ − 60◦C. The TECs and the sensors are connected to
two independent PID controllers (LFI-3751 manufactured by Wave Electronics) that
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can stabilize the temperature within a few mK accuracy. Such ability to tune and
stabilize the crystal temperature individually will be of importance for degenerate
operation.
A rough alignment procedure of the cavity is as follows. As the KTP crystal
is placed on the piezo mount and doesn’t have much freedom for fine alignment,
the blue pump beam is aligned normal of the KTP crystal with the beam focus
several mm before the KTP crystal. The reflections of the blue beam from the
crystal surfaces are used as guidance for ensuring the pump is impinging on the
KTP crystal on axis. Then, the PPKTP crystal is roughly placed at the distance
determined from the Gaussian beam calculation. The pump beam focus is adjusted
to be roughly at the beginning of the PPKTP crystal. A fraction of the fundamental
beam at 942 nm is sent to the cavity through the PPKTP end and is aligned to
be collinear with the pump beam (see Figure 4.4). As the cavity length is changed
periodically by scanning the piezo, when the 942 nm laser’s frequency is in resonance
with the cavity modes, the reflected intensity of the beam drops, forming multiple
dips in the reflection. The reflected beam is monitored using a photo-detector and an
oscilloscope. By monitoring the reflection profile, the cavity is further fine-tuned to
maximize the TEM00 modes that are separated by the FSR of the cavity. With the
same 942 nm beam transmitted through the cavity, the collection path for the down-
converted photons are aligned. As per the calculation, a 60 mm-long focal-length
lens is mounted in front of the KTP crystal that is used to collect the down-converted
photons. The collection lens is mounted on a linear stage which allows the focus
to be fine controlled. A polarizing beam splitter is mounted after the lens to split
the signal and idler photons. Two 0.16 NA aspheric lenses are mounted at the two
output ports of the beam splitter to focus and collect the down-converted fields into
two single-mode fibers. The collection packages are mounted on two XYZ-stages, and
two pairs of mirrors allow maximizing the field coupling.
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After the collection and the pump path are set, a high power fundamental beam
is back-propagated from the collection fibers to the cavity. For an appropriate funda-
mental polarization, the down-conversion crystal generates a weak blue light through
an SHG process that is propagated towards the pump beam. The cavity and the
collection paths are optimized to maximize the intensity of the blue light generated
by the down-conversion crystal. This forward and reverse alignment processes are
repeated until both the pump and the blue light generated by the down-conversion
crystal converge to the same beam parameters and are spatially overlapped. Once a
satisfactory alignment is achieved, the down-converted photons are measured using
two single-photon detectors. The whole alignment process is repeated until the single



























Dichroic Mirror (Reflect 942nm)
Dichroic Mirror (Reflect 475nm)
Beam Block
942nm Pulsed Beam (Fundamental)
942nm CW Beam For Cavity Locking
471nm Pulsed SHG Beam (Pump)
Down-converted Photons






Practical schematic of the experimental setup for SHG and the cavity-
SPDC operation.
The experimental setup for the second-harmonic generation and the cavity-SPDC
is given in Figure 4.4. The setup can be split into four main parts: the blue light
generation through the SHG process, the cavity-SPDC setup, the collection setup
for the down-converted fields, and the cavity locking setup. A 941-942 nm beam
(fundamental) with 50 ps pulse width and 76 MHz repetition rate denoted by a black
line is focused to the first PPKTP crystal for SHG. A HWP and polarizer is used
before the SHG crystal to clean the polarization and control the incident power as
desired. The SHG crystal is temperature stabilize at 68◦ C using a PID-controlled
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oven. The crystal generates linearly polarized blue light at 471 nm with up to 500 mW
power. A dichroic mirror and a short-pass filter is used to block the fundamental beam
and the blue light, denoted by a blue line, is focused onto the cavity-SPDC setup.
A HWP is used before the cavity to rotate the polarization of the pump beam. The
pump is linearly polarized along the y-axis of the PPKTP crystal, which is the axis
along which the crystal is poled. The signal and idler fields are polarized along the
y- and z-axis respectively (see Figure 4.1 for coordinates). The cavity lifetime is 1.06
ns, which is much smaller than the inverse repetition rate of the pump laser (13 ns).
This guarantees that there is a very little stimulated emission and pileup forming
in the cavity. The collection path of the down-converted fields are denoted by the
green lines. Multiple long-pass filters are placed in the collection path to remove
the 471 nm pump beam. The red lines represents the optical paths used to lock the
down-conversion cavity using the PDH technique (see Section 4.1.4 below). As the
cavity locking beam could blind the single photon detectors, a mechanical chopper
is introduced along the locking and the collection paths. This ensures the collection
arm is blocked while the locking beam is in the cavity. The cavity is locked at a rate
of 50 Hz. The cavity is originally designed to be locked with the fundamental beam.
However, as the spectral bandwidth of the fundamental beam (6.3 GHz determined
by 50 ps sech square pulse) is much larger than the cavity bandwidth (160 MHz),
and the cavity is asymmetric, the majority of the incident beam gets reflected from
the highly reflecting surface of the PPKTP crystal without entering the cavity. This
results in a large unwanted DC component in the photo-detector that monitors the
reflectivity of the cavity which results in a small lock signal. To get around the small
lock signal, a narrow-band (< 100KHz)) CW beam mode-locked at the fundamental
wavelength is used for locking the cavity. This additional tunable CW beam allows us
to fine-tune the cavity lock set-point for degenerate operation. The setup is designed
such that either the fundamental or the CW beam can be used to lock the cavity.
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4.1.2 Phase Matching for Degenerate Operation and SPDC Spectrum
As previously discussed in Ch. 2 for the second-harmonic generation case, proper
phase-matching between the signal, idler and the pump field is necessary for the
new fields to propagate. One can obtain such phase-matching by angle tuning the
pump beam. However, as the down-conversion crystal is embedded inside a cavity,
we want the signal and idler field to be collinear with the pump field, which makes
angle tuning not a viable option. Similar to the second-harmonic crystal, the down-
conversion crystal is periodically poled to obtain degenerate operation at the desired
wavelength. Here we write the phase mismatching as described in Ch. 2 but by
explicitly writing the bandwidth of the fields,




where the k’s are the wave-vector of the fields with center frequencies and frequency
bandwidths (∆ω) written out explicitly and Λ is the periodic poling length of the
crystal. To get perfect phasing matching (∆K = 0), Λ is set to an appropriate value
calculated using the Sellmeier equations (Eqs. 2.24, 2.25 and 2.26). The perfect
phase matching condition is achieved assuming the down-conversion bandwidth is
negligible ∆ω = 0. However in a more realistic scenario, the involved fields have
finite bandwidth and energy conservation allows the down-conversion to happen in
a large wavelength region with a broad bandwidth. Energy conservation requires,
∆ωp = ∆ωs + ∆ωi. Knowing a priori that the down-conversion bandwidth is much
larger than the pump bandwidth (6.3GHz), we will solve the problem in the limit of
zero pump bandwidth, which gives ∆ωs = −∆ωi. Taylor-expanding Eq. 4.5 around
the center frequency,











The terms can be rearranged to get






The first term on the RHS is simply the phase mismatch for the single frequency
components which is tuned to be zero, and the second term gives the down-conversion
bandwidth. The partial derivatives in the second term can be calculated from Eq.
2.24.
As calculated in Section 3.1, the intensity profile of the down-converted field is
given by a Sinc2 function. The profile is the same as the intensity profile calculated
and measured in Ch. 2 for the SHG field. The second term in Eq. 4.7 is the
argument of the Sinc2 function, from which we can calculated the down-conversion
bandwidth by calculating the FWHM of the intensity profile. The bandwidth of the









where L is the length of the crystal. The bandwidth is inversely proportional to the
length. As the crystal length increases, the phase matching condition gets restricted
to a smaller wave-vector spread, as a result the phasematching bandwidth drops. In
our experiment, we use 5 mm long PPKTP crystal, which results in 540 GHz down-
conversion bandwidth. The bandwidth is significantly larger than the cavity FSR. As
a result, a large number of cavity modes are occupied with the down-conversion and
the down-conversion is highly multi-mode in nature.
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Figure 4.5:
Spectrum of the signal photons. Gray dots are the experimental
data measured at 250C temperature using a spectrometer. The red
curve is a theoretical fit obtained using the calculation done in Section 3.1.
To verify the theoretical prediction, we measured the spectrum of the cavity-SPDC
fields using a spectrometer. Figure 4.5 is the wavelength dependent intensity profile
of the signal field measured using a spectrometer. We use HR-640 spectrometer with
1200 lines/mm grating and a nitrogen-cooled CCD camera to record the spectrum.
The individual modes of the cavity(∼ 9GHz) aren’t visible as the spectrometer res-
olution is similar to the FSR of the cavity. The data is fitted with a Sinc2 function
given by the red curve and the extracted bandwidth is consistent with the theoretical
prediction of ∼ 540. The deviation of the data points around the wings from the the-
oretical calculation could be due to the effective pump beam profile deviating from
the assumed Gaussian modes.
To understand the temperature tuning behavior of the down-converted fields, we
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measured the spectrum of the signal and idler fields by tuning the PPKTP crystal
temperature and recording them with the spectrometer. Figure 4.6 (left) is the spec-
trum of the signal and idler photons measured as a function of the PPKTP crystal
temperature. As described previously, the signal and idler photons become degener-
ate at 27◦ C. Figure 4.6 (right) is the theoretical prediction made using the Sellemeir
equations given in Chapter 2 (Eqs. 2.24, 2.25 and 2.26). As the efficiency of the
spectrometer changes by up to a factor of 5 times for s- and p-polarized photons,
data in Figure 4.6 were measured separately for the signal and idler photons and
later scaled with an appropriate correction factor. It is important to note that our
theoretical understanding, thus the prediction agrees well with the tuning behavior
of the down-converted fields.
Figure 4.6:
(L) Experimental data and (R) theoretical calculation for the spectrum
of the down-converted photons as a function of PPKTP temperature. As
predicted theoretically, at around 25◦ C the signal and idler spectra are
degenerate in wavelength with the fundamental beam. The temperature
bandwidth for degenerate operation is ∼ 10◦ C which agrees with the
theoretical calculation.
During the design of the experiment, the wavelength of the quantum dots to be
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interfered with the SPDC photons was uncertain, thus the PPKTP crystal was grown
with several domains with different poling periods to allow degenerate operation at
various wavelengths. As seen in Figure 4.7 (left), the PPKTP crystal is designed with
six domains with different periodic poling period to allow the emission wavelength to
be tuned from 939 nm-947 nm by changing the PPKTP crystal temperature by 60◦
C. The degenerate operation temperature seen in Figure 4.7 (right) for various polling
length is calculated using Sellmeier equations written in Chapter 2. The degenerate
down-conversion operation points for domain 3 is designed to be slightly above room
temperature for 942 nm.
Figure 4.7:
(L) PPKTP crystal with six different domains that have different periodic
poling. The period of the corresponding poling is given in the right plot
(R) PPKTP temperature versus signal/idler wavelength for degenerate
down-conversion calculated using the Sellmeir equations for various poling
periods. The numbers inside the box are poling periods with micrometer
lengths and correspond to the poling represented on the left crystal image.
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4.1.3 High Resolution Spectrum of the Down-Conversion Field
As the cavity FSR is ∼ 9GHz and the down-conversion bandwidth is 540 GHz,
∼ 50 non-degenerate modes of the cavity are available for the down-conversion fields
to be emitted within the bandwidth. This results in highly multi-mode emission
from the cavity. If we define the mode (m) of the fundamental laser to occupy the
central mode, m = 0, energy conservation requires the signal and idler fields to
be emitted on opposing sides of the central mode. This feature is encapsulated in
the bi-photon wavefunction of the signal and idler field given by Eq. 3.35. If the
cavity is pumped with a narrow-band field such that the pump bandwidth is smaller
than the FSR mismatch between the signal and idler fields, conservation of energy
would have suppressed most of these modes. However, in this thesis work, we are
interested in generating heralded single photons with well defined emission time. As
a result, we use the fundamental beam with 50 ps pulse duration, resulting in 6.3
GHz frequency bandwidth for the pump beam. This finite pump bandwidth allows
energy conservation to be satisfied for most of the cavity modes (both degenerate
and non-degenerate) that lie within the bandwidth of the down-conversion emission,
resulting in a broad emission.
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Figure 4.8:
Signal and idler field spectra of the down-converted photons centered at
941.8 nm obtained by scanning the pressure tuned etalon. The peaks are
separated by the FSR of the cavity, which is 8.9 GHz. The linewidth of
the individual peaks are limited by the scanning etalon’ bandwidth. As
the down-conversion bandwidth is 540 GHz and the FSR of the cavity is
much smaller that the bandwidth, most of the cavity modes are occupied.
The emission spectrum of the cavity modes is measured using a pressure tuned
Fabre-Perot cavity. A commercially manufactured air-spaced etalon with 45 GHz free-
spectral range and ∼ 400 MHz bandwidth is mounted in an airtight glass housing.
The glass housing is connected to a dry nitrogen gas cylinder through a solenoid
valve. A PID controller controls the solenoid to hold the pressure constant. The
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system is computer controlled and can set a desired pressure inside the housing on
command. Because the etalon is not sealed, by changing the pressure of gas inside
the housing and thereby changing the gas pressure inside the etalon, the resonance
frequency of the etalon cavity can be tuned. The pressure-tuned cavity setup is built
on a separate platform equipped with fiber in-coupling and out-coupling, where the
output is monitored with single photon detectors and counting modules.
The pressure-tuned etalon setup is designed and build by Aaron Ross and Colin
Chow. We send the signal and idler photons separately through the pressure tuned
cavity and record the integrated counts while scanning the pressure.
Figure 4.8 is the high resolution signal and idler field spectrum of the down-
converted photons from the cavity-SPDC source. The emission is centered at around
942 nm and is filtered with a ∼ 40 GHz FWHM etalon with 10 nm FSR. The filtered
data is sent to the pressure-tuned etalon and the spectrum is recorded by tuning the
pressure. As predicted, the peaks are separated by the FSR of the SPDC cavity,
which is 8.9 GHz. The individual peak’s linewidth is limited by the pressure tuned
etalon’s bandwidth. We are interested in obtaining degenerate operation between the
signal and idler photons to form a doubly-resonant cavity operation. For Type-II
cases the signal and idler can be emitted into any modes, as long as the sum of the
energy of the two photons is equal to the pump energy. This results in frequency
correlations between the two photons as one can see from Equation 3.35. However,
when the signal and idler frequencies are degenerate, for the center mode (m = 0)
such frequency entanglement is removed between the modes to the left and right of the
center mode. To achieve this experimentally, first, the PPKTP crystal is temperature
tuned to obtain a degenerate operation between the signal and idler photons within
the down-conversion bandwidth as seen in Fig. 4.6. Then the KTP temperature
is finely tuned until the down-conversion modes at the fundamental frequency are
doubly resonant with the cavity modes. For the rest of the data presented in the
66
thesis, the cavity is operated at the doubly degenerate regime.
4.1.4 Pound-Drever-Hall Technique for Stabilizing the Frequency of the
Down-Converted Fields
Due to the mechanical coupling of the cavity with the surrounding and the room
temperature fluctuations, the length of the cavity is susceptible to low frequency
noise that cause the length of the cavity to drift over time. Such drift in cavity length
causes the down-conversion spectrum to drift in frequency. One can stabilize the cav-
ity length by locking to the cavity transmission fringes. However, this comes with a
few caveats. As the transmission peak is symmetric around the center there is no way
to tell in which direction the cavity has drifted, which results in a very narrow cavity
locking range. In addition, such a locking protocol is very sensitive to laser intensity
fluctuation. Pound, Drever and Hall proposed an elegant technique, known as PDH
locking, to stabilize an optical cavity that overcomes the above mentioned limitations
[110], [111]. In PDH locking, a reference laser beam is phase modulated to generate
sidebands and is reflected through the cavity that needs to be stabilized. Whenever
the cavity length gets modified due to some mechanical vibration, the relative in-
tensity of the reflected sidebands changes. This results in an unbalanced reflectance
profile for different frequency components. When the reflected beam is beat with
itself and is measured with a fast photodetector, after some signal processing, one
can generate an error signal that is odd Lorentzian in frequency (or cavity length).
This can be used to lock the cavity. The electric field profile of a continuous-wave
beam of frequency ω after passing through a phase modulator can be written as
Einc = E0e
i(ωt+βsinΩt)
≈ E0[J0(β)eiωt + J1(β)ei(ω+Ω)t − J1(β)ei(ω−Ω)t]
(4.9)
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where Ω is the modulation frequency, β is the modulation degree, and Jn is the
nth coefficient of the Bessel functions of the first kind. The above equation ignores
the higher-order sidebands which is a valid approximation when driven with a small
modulation depth. Note that the sidebands are π out of phase, thus one would
not detect the modulation frequency by simply measuring the intensity of the field.
Following E. Black [111], the electric field profile of the reflected beam from a cavity
can be related to the incident beam by using a transfer function R(ω),
Eref (ω)
Einc(ω)
= F (ω) =
−r1 + r2(t21 + r21)e−iω/ωfsr
1− r1r2e−iω/ωfsr
(4.10)
where r1, r2, t1, t2 are reflection and transmission coefficients of the cavity mirrors and
ωfsr is the free spectral range of the cavity. With the transfer function in hand, we
can calculate the frequency-dependent electric field profile of our modulated incident
field reflected from the cavity, which is
Eref = E0[F (ω)J0(β)e
iωt + F (ω + Ω)J1(β)e
i(ω+Ω)t − F (ω − Ω)J1(β)ei(ω−Ω)t] (4.11)
The reflected beam is detected using a fast photodetector. After some algebraic
simplification, the power of the reflected beam can be written as
Pref ∝|E0|2(|F (ω)|2|J0(β)|2 + |F (ω + Ω)|2|J1(β)|2 + |F (ω − Ω)|2|J1(β)|2..
− 2Re[χ(ω)] cos Ωt− 2Im[χ(ω)] sin Ωt+O(2Ω))
(4.12)
with [111]
χ[ω] = F [ω − Ω]F ∗[ω]− F ∗[ω + Ω]F [ω] (4.13)
The detected signal is mixed with a fraction of the radio-frequency field that drives
the EOM and is detected after sending through a low-pass filter. The detected signal,
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also referred as the error signal, is given by
VErrorSignal ∝ Re[χ(ω)] sinφ+ Im[χ(ω)] cosφ (4.14)
where φ is the relative phase between the photodetector signal and the radio-frequency
field. χ is an odd Lorentzian function, the detailed shape of which is highly dependent
on the modulation frequency (Ω), cavity bandwidth and the relative phase (φ).
To PDH lock our cavity SPDC we used an independent frequency locked continuous-
wave laser modulated using a New Focus Electro-Optic phase modulator driven at
250MHz. A mode-locked CW-laser tuned to the fundamental beam’s wavelength is




























Experimental setup for PDH locking. The red arrow line corresponds to
the cw-laser beam and black arrow corresponds to the electronic signal.
The KTP crystal is mounted on a piezo ring and is swept with a triangular
wave at 50 Hz. A snapshot of the error signal obtained from the PDH
locking measured using an oscilloscope is given in Figure 4.10.
The experimental setup for cavity locking is given in Fig. 4.9, where the reflectance
signal (red) and the error signal (blue) are plotted as a function of the sweep voltage.
As the modulation frequency is comparable to the cavity bandwidth the error signal
is simply an odd Lorentzian without any features.
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Figure 4.10:
Cavity reflectance signal (red) and error signal from PDH locking (blue)
as a function of cavity length. Cavity length is scanned by moving the
KTP crystal, where the KTP is glued to a piezo stack driven with a
low frequency ramp voltage (gray). The PHD error signal is centered
around 0 V. As the voltage size are different for reflectivity and the error
signal, they are plotted in different scale. The nearly degenerate peaks
correspond to the H and V polarization with respect to the lab frame,
the relative position of which can be changed by tuning the crystals’
temperature. The gray arrow indicates the free spectral range of the
cavity, which is ∼ 8.9 GHz. The small peaks corresponds to the higher-
order transverse cavity modes. Through further alignment, the higher
order modes can be suppressed.
To obtain degenerate operation, the PPKTP crystal temperature is tuned while
measuring the signal and idler photons using an spectrometer. Once degenerate
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down-conversion is obtained within the spectrometer resolution (∼ 10GHz), the cav-
ity length is locked to the zero-crossing of the error signal using a NewFocus PID
controller. As the slope is linear in voltage, it is robust against small perturbations.
Once the cavity is locked, the KTP crystal temperature is slowly tuned until the sig-
nal and idler frequencies are overlapped with the fundamental field. The degeneracy
of the signal and idler mode with the fundamental beam (central mode m = 0) is
verified by measuring the down-conversion spectrum with the pressure tuned Fabry-
Pérot etalon. When the signal and idler photons are degenerate with the fundamental
beam, the coincidence count rate increases.
4.2 Temporal Properties, First- and Second-Order Coher-
ence and Heralded Photon Statistics of the Cavity-SPDC
Photons
So far we have discussed the spectral properties of the down-converted fields from
the cavity-SPDC source. It is equally important to fully understand the temporal
properties and the coherence of the down-converted fields. Several time-domain mea-
surements that are complimentary to each other are performed and reported in the
following sub-sections that fully characterize the cavity-SPDC source. Most of these
measurements can be explained through correlation measurements between fields in
the second and fourth orders. A detailed example of the fourth order field coherence
is given in Ch. 6 with quantum dot photons. Here, we will cite important theoretical
results when necessary and focus on the experimental data.
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4.2.1 First Order Coherence with Michelson Interferometry





where E−(t) and E+(t) are the negative and positive frequency components of an
electric field [65]. The first-order temporal coherence of a field can be measured using
a Michelson interferometer as drawn in Fig. 4.11. Unlike the second-order intensity
correlation measurement, a Michelson interferometer measurement is independent of
the detectors and electronic’s speeds. This allows one to directly measure the first-
order temporal coherence of a field with sub-femtosecond resolution.
The basic idea behind the experiment is that when a radiation is sent through the
interferometer, as seen in Fig. 4.11, the electric field of the radiation splits into two
optical paths and acquires different phases between the paths. When the two arms
are combined at a beam splitter, the field exits through different ports of the beam
splitter, depending on the relative phase differences. For a monochromatic classical
field, the intensity at the output port of a 50:50 beam splitter is given by the simple
relationship [65]






where ∆L is the relative path length difference between the two arms of the inter-
ferometer. As the relative path length difference is changed, the counts in detector 1











where τc is defined to be the coherence time of the field given by the full-width half-
maximum (Γ) of the input field’s profile, τc = 1/(2Γ).
Figure 4.11:
Schematic of an experimental setup for Michelson interferometry with
heralded signal photons.
A Michelson interferometer setup is built by sending single signal photons through
a fiber out-coupler to a non-polarizing beam splitter. A schematic of the experiment
is given in Fig. 4.11. The presence of a single photon in the interferometer is heralded
by detecting an idler photon in the Detector 2. The two ports of the beam splitter
are sent through two arms and recombined back to the same beam splitter. One
of the arms is equipped with a mechanical stage (Newport) that allows the relative
time difference between the two paths to be adjusted by up to 1.2 nanoseconds with
a precision of a few hundred femtoseconds. As the beams are sent collinear to each
other, only a single output port of the beam splitter is accessible for detection. The
output port is collected in a single mode fiber and is detected using a single photon
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detector.
We monitor the photon detection rate with Detector 1 for 10 seconds while chang-
ing the relative path delay length (∆L). The count rate is acquired in 10 ms time
bin widths. As the interferometer is not phase stabilized, thermal and mechanical
fluctuations in the laboratory cause the relative phase difference in the interferom-
eter to change rapidly. As a result, the count rate fluctuates due to constructive
and destructive interference between the two paths. The data is analyzed to look for
the maximum and minimum counts at each delay stage point. Using Eq. 4.18, the
interference visibility fringe is calculated and is plotted as seen in Fig. 4.12. The
visibility for the central peak is less than one, the ideal case scenario, due to the
background counts which is not subtracted in the plotted data. The data shows a
periodic interference visibility which is exponentially decaying as the relative delay
path is changed.
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Figure 4.12:
First-order interference visibility of heralded single photons measured
using the Michelson interferometer as seen in Fig. 4.11. The y-axis is
the visibility calculated using Eq. 4.18, and the x-axis is the relative
time difference between the two interferometer paths given by ∆L/c.
The peaks are separated by 1/FSR ∼ 115 ps of the cavity. The envelope
decays with lifetime of ∼ 1 ns corresponding to the lifetime of the cavity.
The decay is modulated with ∼ 3 GHz oscillation, this is due to the
higher order modes as seen in Fig. 4.8.
There exist two characteristic coherence times in the data, 0.93 ps decay time of
individual narrow peaks and a long decay of ∼ 1 ns. The coherence time of the narrow
peaks corresponds to the inverse of the down-conversion bandwidth (538 GHz), which
is consistent with the our earlier prediction of 540 GHz. The long coherence time of 1
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ns corresponds to the coherence time of the individual cavity modes. In other words,
it gives the spectral width of the individual cavity modes. The peaks are separated
by ∼ 115 ps, which corresponds to the inverse of the free-spectral range of the cavity.
Figure 4.13 is the zoomed-in data from the central peak near ∆L = 0 fitted with a
double sided exponential decay.
Figure 4.13:
Zoomed-in interference visibility data centered at ∆L = 0 obtained with
measurements done with heralded signal photons. The data is fitted
with exponential decays.
Similarly, we performed time-tagged photon counting measurements of the signal
photons. The measurement is done by syncing the electrical pulse generated by the
pulsed laser and recording the relative emission time of the down-converted photons
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detected by a single-photon detector and an electronic counter [113]. Figure 4.14 (a)
is the experimental data of the time emission histogram of the signal photons and the
red solid line is an exponential fit to the data. Similar to the first order coherence
measurements, there exist two characteristic times in the data, individual narrow
peaks separated by 115 ps and a long decay time of 840 ps. The long decay time
corresponds to the cavity lifetime, which is mapped to the down-converted photons.
The oscillation with a period of 115 ps corresponds to the temporal beating between
different frequency components of the cavity modes. The width of the individual peaks
is given by the inverse of the down-conversion bandwidth. Individual peak widths in
Fig. 4.14 (a) are detector resolution limited. The timing jitter of the detectors used in
this thesis are plotted in 4.14 (c). See ref [114] for details about the superconducting
nanowire detectors used in the study as single-photon detectors.
Figure 4.14(d) shows the fast Fourier transformation (FFT) power spectrum den-
sity of the residual to the exponential fit to the data. To extract the exact power
distribution between different modes, the FFT needs to be take for the whole data
instead of the residual. As, the FFT of the whole data masks the peaks making them
less prominent, we have plotted the residual of the fit. The dash red lines corresponds
to the frequency components centered at 3.1 GHz and 8.77 GHz.
The detailed mode analysis for a confocal cavity formed with finite length crystals
requires a full treatment of boundary conditions with Maxwell equations and is beyond
the scope of this section. However, some insights into the mode structure can be
obtained by following Boyd and Kogelnik’s calculation of resonant frequencies for a
confocal cavity built with two spherical mirrors. For such a cavity, the FSR is given
by [115, 116]










[q + (1 +m+ n)f ]
(4.19)
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where q is the longitudinal mode number, m, n are transverse mode numbers that
can take 0, 1, 2, .. values, L is the distance between the two mirrors, and b1 and b2 are
curvatures of the cavity mirrors. In our case b1〉∞ and b2 = 19.3 mm. The measured
8.77 GHz peak in 4.14 corresponds to the temporal beating between the TEM000 FSR
modes of the cavity, and the 3.1 GHz peak corresponds to the higher order cavity





The TEMn6=0,m 6=0 modes can be seen in the high resolution spectrum plotted in Fig.
4.8, where the higher order mode is separated by ∼ 3 GHz from the TEM000 mode.
The cavity emission is primarily dominated by the TEM000 modes. The power ratio
between different modes heavily depends on the pump alignment to the cavity-SPDC
and varies from experiment to experiment.
Without a cavity, the down-conversion would have happened within the excitation
laser pulse time, which is 50 ps in the experiment. As per the design, the cavity
lifetime is close to the typical excited state lifetime of InAs/GaAs quantum dots.
The cavity lifetime can be tuned from 800 ps to 1.2 ns by changing the cavity length.
The reported lifetime in this measurement is lower (840 ps) than the rest of the
measurements (∼ 1.06 ns). This is due to the reduction in the cavity length to
shorten the SPDC lifetime, so that it matches with the typical QDs.
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Figure 4.14:
(a) Time emission of the signal photons with a exponential fit (b) Residue
of the fit zoomed. (c) Instrument response function (IRF) of the detec-
tors and the time-tagged electronic. The detector response is measured
with a 2 ps pulses MIRA laser, beside this all the measurements are done
with the Tsunami laser. The solid lines are Gaussian fits to the data.
The detectors used in the study have 80 ps and 100 ps timing jitter res-
olution. (d) Fast Fourier transformation (FFT) power spectrum density
of the residual to the fit. The dash red lines show peaks centered at 3.1
GHz and 8.77 GHz. The 8.77 GHz peak corresponds to the FSR of the
cavity for TEM00 modes, the 3.1 GHz peak corresponds to the higher
order cavity modes TEMn6=0,m 6=0[116].
4.2.2 Intensity Correlation of the Down-converted Photons
Second-order intensity correlation measurement is an important experimental
technique that will be exploited frequently through out the thesis. With the in-
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tensity correlation measurement, we can infer the second-order temporal coherence of
the down-converted fields. In addition, it allows us to measure the relative emission
time between the signal and idler photons with a very high precision that otherwise is
not accessible through the previous measurements. For a quantized field, the intensity




〈ψs,i|E−i (t)E−s (t+ τ)E+s (t+ τ)E+i (t)|ψs,i〉
〈ψs,i|E−i (t)E+s (t)|ψs,i〉2
(4.21)
where |ψs,i〉 is the bi-photon wavefunction of the cavity-SPDC fields given by Eq.
3.35 and E−s,i(t) are an electric field operators of the detection event for the signal and
idler photons, given in Chapter 3.
Scholz et al. [117] derived the second-order intensity correlation between the signal
and idler photons with different cavity parameters for the signal and idler photons.


















e+2πΓI(τ−τ0/2)sinc[iπτ0Γi]|2 τ < τ02
(4.22)
where Γi = γi/2+imiΩi, mi ∈ N and Ωi is the FSR of the fields with i representing
signal and idler fields. As evident from these equations, the correlation function
decays exponentially where the decay rate is given by the inverse of the cavity lifetime.
The exponential decay oscillates with the FSR of the cavity.
We measure the second-order temporal coherence of the cavity-SPDC fields using
two fast detectors and an electronic counter (Hydraharp). Photons emitted from
the cavity setup are sent through the polarization beam splitter and are collected in
two single-mode fibers. The electronic counter stores the absolute detection times
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between the two detectors and the data is stored in the computer. Using a custom
written MatLab code, the data is analyzed in real time. A histogram of relative time
differences between the detection events for signal and idler photons is build and
plotted, as seen in Fig. 4.16 [113].






































(Top). Theoretical plot of the intensity correlation between the sig-
nal and idler photons calculated using Eq. 4.22 for the designed cavity
parameter of Ω ∼ 9 GHz and Γs = 150 MHz and Γi = 180 MHz. (Bot-
tom) Experimental plot of the intensity correlation between the signal
and idler photons measured using two fast single-photon detectors. The
saw-tooth oscillation is due to the beating between different FSR modes
of the cavities as predicted by Eq.4.22, which is visible in the measured
data.
The measured intensity correlation between the signal and idler as seen in Eq.
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4.16 (bottom) is well explained by the theoretical description given in Eq. 4.22.
The theoretical fit is obtained with the designed cavity parameter given in the Ta-
ble 4.1. Consistent with the previous measurements, the envelop of the signal and
idler photons decay with rate of ∼ 150 MHz. The lifetime of the cavity is given
by (2π150MHz)−1, which give 1.06 ns. There exists additional feature in the decay
profile that are separated by the FSR of the cavity, which is ∼ 9 GHz, consistent
with the previous measurements. As the individual peak widths are the convolution
of the real width with the detector timing resolution, the theoretical prediction given
in Fig. 4.16 (top) is convolved with the IRF given in Fig. 4.14(d).
In order to achieve single-mode operation, a 650 GHz FSR with 5 GHz bandwidth
etalon is placed before the polarizing beam-splitter. The etalon is pre-aligned using
the fundamental beam. When the signal and idler photons are degenerated in wave-
length within 5 GHz of the fundamental wavelength, the photons pass through the
etalon, resulting in single mode operation. Figure 4.16 (c, d) is an intensity correla-
tion measurement between the signal and idler photons after an additional spectral
filter is introduced in the setup. Figure 4.16 (a, b) is an intensity correlation measure-
ment without any spectral filtering and the Fourier transformation of the correlation
data plotted for comparisons. The peak at ∼ 9 GHz corresponds to the FSR of the
cavity. Unlike in the unfiltered spectrum, the frequency components disappear for
the filtered case as seen in Fig. 4.16 (d), indicating a single-mode operation.
83
Figure 4.16:
(a) Intensity correlation between the signal and idler photons for an un-
filtered case. (b) A semi-log plot of power spectrum density of the Fourier
transformation of the intensity correlation data for the un-filtered case.
The peak at around 9 GHz corresponds to the FSR of the cavity. The
additional peak is due to the higher order transverse modes of the cavity
[115, 116]. The additional peak can be reduced or completely eliminated
in some measurements though additional realignment. (c) Intensity cor-
relation between the signal and idler photons for the filtered case. (d) A
semi-log plot of power spectrum density of the Fourier transformation
of the intensity correlation data for the filtered case. Lack of any ad-
ditional peaks in the Fourier transformation of the intensity correlation
data indicates that the the additional frequency modes are suppressed
and the detected photons are single-mode in nature.
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Here, the expression single-mode operation does not correspond to a true single
mode in frequency but one mode (peak) of the cavity field out of many FSR modes.
This filtering process selects 1 mode out of many (passive filtering) and results in
the loss of photon counts. In many other previous cavity-SPDC setups, the fun-
damental/pump beam is quasi-CW. As the signal and idler photons have different
free-spectral ranges only a few cavity modes satisfy the energy conservation. How-
ever, in our case, the original design of the experiment was to perform quantum
teleportation measurement between the SPDC and QD [118]. The successful trans-
fer of information from the SPDC photons to the QD spin requires one to perform
two-photon interference measurement for which the perfect temporal overlap between
the SPDC and QD photons is required. Once the photons are successfully interfered
in the beam splitter, verification of the faithful transfer of the quantum state to the
QD is done by reading the spin-state of the QD electron. Such an experiment re-
quires a well-defined emission timing from the down-conversion process. However,
the down-conversion process is probabilistic and accurate timing information of the
down-converted photons can not be known within the pump pulse width. To address
the problem, the experiment was designed with a narrow pulse width, which means
more cavity modes satisfy the energy conservation requirement. One can circumvent
such timing limitations by post-processing the data, i.e. by binning the heralded time
information and discarding the data where heralded photons falls outside the QD’s
pulse width. However, such post-processing causes reduction in the usable photon
counts.
4.2.3 Pair-Product Rate
When the cavity-spdc is operated under a low power, the pair generation rate
(measured as the coincidence counts) should be linear in the pump power. The blue
points in Fig. 4.17 are the measured coincidence counts as a function of pump power.
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The data is fitted with a linear equation (red curve). The experimental data con-
firms that we are operating at the linear cavity regime. With further alignment, higher
count rates were achieved. The plotted coincidence rate is integrated across the whole
down-conversion bandwidth which is 540 GHz in our case, and is collected with 60%
detector efficiency. The data was taken with a 70:30 non-polarizing beam splitter in
the collection path, which reduces the coincidence rate further. With further align-
ment, we were able to obtained a maximum raw counts of 400,000/sec/channel and
40,000 coincidence counts/sec when pumped with a 5mW blue light. This results in
∼ 80 pairs s−1mW−1(150MHz)−1 collection for single-mode fibers without correcting
for the detector efficiency. This does not account the loss in the collection setup. In
addition, as the down-converted photons are collected in a single-mode fiber, not all
the emitted modes are collected, which results in further drop in the heralding rate.
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Signal to background ratio (black) and coincidence counts (blue) as a
function of second harmonic pump power. As theoretically predicated in
Ch 3 (see Eq. 3.19) the signal size grows linearly with the pump power.
The red line is a linear fit to the experimental data.
The pair production happens at the same shot of the experiment, as a result
the coincidence counts about τ = 0 is finite, whereas is close to zero between two
different shots (such accidental/uncorrelated coincidence counts will be referred to as
background). Background light and detector dark counts contribute to the accidental
coincidence counts. However, as we increase the pump power, multipare emission
process becomes equally dominated in the experiment and the long decay tail of the
pump beam causes an additional down-conversion to happen at longer time delay. The
black points in Fig. 4.17 are the measured signal-to-background ratio for coincidence
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counts as a function of pump power. The signal is defined as the integrated counts
measured within the same shot of the pulse by both detectors, whereas the background
is the accidental counts. The accidental counts is measured by looking for events when
a detector fires at shot 0 of the pulse and the second detector fires at shot 1. We
obtain as high as 100:1 signal-to-background ratio for low pump power. The ratio
drops significantly for higher pump powers. However as the heralded g(2) also goes
above the quantum limit for high powers, the interest region is limited to the lower
power.
4.2.4 Photon Statistics of the Heralded Field
To generate pairs of single photons with very low higher pair generation rate, it is
important to pump the cavity with low power. When the cavity is pumped with high
enough power, the field generation rate and the leak rate balance out, forming an
optical-parametric-oscillation (OPO). The photons emitted by an OPO source has a
Poissonian statistics [119]. Here we are interested in investigating the heralded field’s
statistics when operated far below the threshold. When the system is pumped with
low power, as solved in Eq. 3.12, the state of the down-converted photons can be
expanded perturbatively in the number basis as [98]
|ψ〉 ≈ (1− |η|2/2)|0〉+ η|1S, 1I〉+ η2|2S, 2I〉+ η3|3S, 3I〉+ .... (4.23)
where η is the coupling parameter proportional to the product of χ(2) and the pump
amplitude (b). As discussed in the earlier chapter, the state-vector |nS, nI〉 represents
a state containing n signal and idler fields summed over multi-mode frequency, spatial
and polarization degrees of freedom. The non-linear interaction causes a small fraction
of the pump field to spontaneously convert into a pair of photons, where the emission
process is random. The emitted pairs are chaotic in nature, resulting in thermal
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photon statistics for the individual signal and idler modes [120]. As we are interested
in a single-photon source, by detecting an idler photon in one port of the polarizing
beam splitter using a single-photon detector, a single photon state can be heralded
in the other port of the beam splitter. The heralded state can be expressed as,
ψHeralded = 〈1I |ψ〉 ∝ (1− |η|2/2)〈1I |0〉+ η〈1I |1S, 1I〉+ η2〈1I |2S, 2I〉+ η3〈1I |3S, 3I〉+ ....
ψHeralded ∝ η|1S〉
(4.24)
This ideal state results in a perfectly anti-bunched source [121], g(2)(0) = 0. Such
a heralding process assumes the photon detector is a number resolving detector.
However, most commercially available detectors operator in a Geiger counter mode
and can not resolve the photon numbers. This results in a more complicated state
for the heralded photon,
ψHerladed = η|1S〉+ η2|2S〉+ η3|3I〉+ .... (4.25)
which results in g(2)(0) > 0, making the SPDC source far from an ideal Fock state
generator. However, the higher-order pair production can be suppressed by operated
the system at a small η regime ( 1). This results in the heralded photon to be
an approximate single-photon state. One important distinction of such a state from
a weak coherent state is that the vacuum component is removed and one can use
it to obtain a “on-demand” single-photon source (within the lifetime of the photon
packet).
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Figure 4.18: Experimental setup for three photon correlation measurements
To study the photon statistics of the heralded signal, we performed a three-
detector intensity correlation measurement. The emitted signal and idler photons are
sent through a polarizing beam-splitter. The idler photon is immediately collected in
a single-mode fiber, whereas the signal photon is sent through a 50:50 non-polarizing
beam splitter and is collected with two single-mode fibers. The output of the fibers
are measured using two superconducting nanowire detectors and a tau-spad detec-
tor. The absolute detection time for all detectors is recorded using fast time-tagged




Photon statistics of a Heralded signal photon as a function of pump
power.
The collected data is analyzed by first searching for events in the idler detector. If
a detection event is found, then we look for activities in the other two detectors within
a few nanoseconds time window. If the source emits a single pair of signal and idler
photons, the probability of all three detectors firing simultaneously goes to zero. The
total counts of all three detectors firing (counts123) is recorded as a function of the
pump power. The recorded number is meaningless unless it is properly normalized.
The data can be normalized by dividing by the joint detections events between De-
tectors 1-2 (counts12) and 1-3 (counts13) and scaling with the total heralding photons
(counts1). With this, the normalized g
(2)(|τ | < 3ns) of the heralded signal photon
becomes [121],
g(2)(|τ | < 3ns) = counts123 × counts1
counts12 × counts13
(4.26)
We performed several three-detector correlation measurements by varying the pump
power. As evident from Eq. 4.25, increasing the pump power causes the multi-pair
emission rate to increase. This results in a reduced g(2) value. The experimental data
of heralded g(2) measurements as a function of pump power is plotted in Fig. 4.19.
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For reasonably high pump power, we can still obtain g(2) < 0.5, below the classical
limit.
4.3 Chapter Summary
In this chapter, we gave a detailed explanation of the cavity-SPDC setup and
demonstrated the successful implementation of such a system in our laboratory. We
performed a thorough spectral and temporal characterization of the cavity-SPDC
photons and compared the experimental data with the theoretical predictions. We
showed that the implemented cavity-SPDC source is capable of emitting heralded
single photons with g(2)  0.5, making it a bright multi-mode single-photon source.
Through the use of additional filtering, we obtained single mode operation from the
setup that matches the properties of the quantum dot photons.
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CHAPTER V
Optical Properties of InAs Quantum Dots
Gallium arsenide (GaAs) is a III-V zinc blende semiconductor material with a
direct band gap of 1.424 eV at room temperature [122]. GaAs is a versatile semi-
conductor material that is used for a wide range of applications. The direct bandgap
allows the material to be optically manipulated. This makes it a good candidate for
solar cell applications. For high frequency electronic applications, GaAs is superior
over silicon due to its higher electronic mobility, low sensitivity to heating and creates
lower noise at high frequencies [123].
Type III-V materials provide a wide selection of elements for alloying purpose.
Alloying allows one to tune the lattice constant and band gap, which is important
for growing heterostructures and designing materials for particular applications, e.g.
solar cells and light-emitting diodes (LED). Since indium arsenide (InAs) and GaAs
have the same crystal structure but different lattice constants, by growing them to-
gether on top of each other one can grow thin films or semiconductor nanostructures,
such as quantum dots (QDs) through the Stranski-Krastanov growth method. Con-
versely, as the lattice constants for GaAs and aluminum arsenide (AlAs) are the same
but the band gap is different, one can grow relatively complicated heterostructures
to exploit difference in the band gap without having to worry about the lattice mis-
match. This ability will be of importance to grow a distributed Bragg reflector (DBR)
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structure, such as the one in our sample.
5.1 Confinement in Semiconductor Material, Sample Struc-
ture and Electronic Properties
The quantum dots studied in this thesis are nanoscopic pancake-shaped struc-
tures with dimensions of approximately 20 nm base radius and 3 nm height formed
with Stranski-Kranstanov-grown GaAs and InAs semiconductor materials. Molecu-
lar beam epitaxy allows atomically thin layers of material to be grown on top of a
substrate. GaAs and InAs are type III-IV semiconductor with similar properties but
with a small lattice constant mismatch of 7%. When a thin layer of InAs is deposited
on top of a GaAs surface, the lattice mismatch between the two materials causes
strain to build up on the surface. After a critical thickness, the material self assem-
bles on top of the thin InAs layer (also referred to as the wetting layer) to form small
island-like structures. The radius of the nanostructure can be altered by changing
the growth parameters. The nano-structures are capped with layers of epitaxially-
grown GaAs that can form an electronic barrier, resulting in zero-dimensional (0D)
structures. Similar to an optically active bulk semiconductor, pairs of electron-holes
can be excited to the conduction band of these nanostructures. If the Coulomb at-
traction between the excited electron and hole is stronger than the thermal energy,
they form a bound state acting as a quasi-particle. Such quasi-particles are referred
to as excitons.
If the size of nanostructure is comparable to the Bohr radius of a single exciton,
the available density of states for excitons to occupy in the nanostructure gets modi-
fied, forming discrete atomic-like energy levels. Such 0D confined nanostructures are
referred to as quantum dots (QDs). In a single QD, the optically excited exciton wave-
function is confined within a few lattice sites, in contrast to a bulk material where it
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is spread out across numerous sites. Such a localization of the excitonic wavefunction
results in suppression of most of the many-body effects1, making it close to an isolated
atom-like structure. The total energy of such bound excitons can be calculated with
the following equation,
Etotal = Ebandgap + Econfinement + Eexciton + Estrain (5.1)
where the total energy of the system is the sum of various factors as written in the
subscripts. The band gap energies of bulk InAs and GaAs at room temperature are
0.35 eV and 1.42 eV respectively. The 3D confinement of the nanostructure can
be loosely modeled as a particle in a box (though it is by no means a complete
explanation), with energy given by the size of the box. Similarly, the binding energy
can be calculated by modeling the exciton as a Rydberg-like system. With these








where a is the radius, µ is the reduced mass given by the electron (me) and hole
(mh) masses, εr is the dielectric constant, and Ry is the Rydberg energy. As Eq. 5.2
suggests, the total energy of the exciton increases as the confinement size decreases.
This allows tuning of the emission energy for commercially applications that use the
nanostructure as lighting material.
In this thesis, we will be studying isolated single QDs formed with InAs/GaAs
materials as a source of single photons and spin qubit systems for the purpose of quan-
tum information science. The InAs QDs are embedded in the GaAs host material,
1A single exciton sits in a host material with ∼ 105 atoms which have non-zero nuclear spin
values. This results in many interesting dynamics between the single exciton and nuclei, making the
system much more complex and richer than stated here.
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with the emission energy of the QDs centered at around 1.32 eV (920-970 nm).
5.1.1 Sample Structure
Due to a large index mismatch between the top GaAs layer and the air surface, a
large fraction of the light emitted by a QD is lost inside the structure. To overcome
this problem, the QDs are grown inside an asymmetric optical cavity that modifies
the directional emission of the light generated inside the cavity, while enhancing the
field emission rate. The asymmetric cavity is formed with alternative layers of AlAs
and GaAs materials that have indices of refraction of 3.66 and 2.96 respectively. Such
alternating layers of materials with different indices of refraction form a distributed
Bragg reflector (DBR) that can act as a highly reflecting surfaces. An optical cavity
can be formed by growing DBR structures at the front and back of the sample. The
reflectivity of the DBR “mirrors” can be modified by modifying the thickness and the
number of material layers.
The sample used in this study has an asymmetric DBR cavity designed such that
the photons from the QDs are emitted preferentially from the front end of the sample.
The bottom part of the sample consists of 10 periods of AlAs and GaAs alternate
layers with 82 nm and 69 nm thicknesses respectively, grown on top of an n-doped
GaAs substrate. The top part consists of 4 periods of AlAs/GaAs layers. The cavity
is 10.6 nm in width centered around 950 nm. This results in the DBR cavity operating
at a weak cavity-limit with a Q-factor of around 902.
As derived in the cavity-SPDC case in the previous chapter, the enhancement in
the count rate due to the DBR structure is approximately the finesse of the cavity
[124]. In addition, the bottom DBR reflects more light, giving two times more counts
that the Schottky diode samples that were studied by the previous generation of stu-
dents. Overall, the DBR sample design should yield roughly 200X photons collections
2This number is based on reflectivity measurements performed by Aaron Ross on a different
sample from the same wafer. The measurement is made at 6K.
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that the Schottky sample, which is consistent with the experimental data. For details
on collection efficiency and maximum sample brighness for QDs, see Ref. [125].
The sample structure used in this thesis study is given in Fig. 5.1.
Figure 5.1:
Schematic of the DBR sample structure with embedded QD nanostruc-
tures used in this thesis.
A single exciton inside a QD can be charged with an additional electron or a hole
by embedding the sample in a diode structure. When a bias is applied on the diode,
it raises the Fermi level of the QD, allowing an additional electron (e) or hole (h) to
tunnel into the QD, forming a three-particle state (1-eh pair + 1-e or 1-eh pair + 1-h),
also referred to as a trion state. Coulomb interactions between electrons allow only
a single exciton or a single trion to be trapped inside a single QD. This phenomena
is known as Coulomb blockade and is used to deterministically form a single charged
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state inside a single QD [126, 127]. For selective charging of a single QD to form
a trion state, a PIN-diode structure is formed in the sample by using the p- and
n-dopped layers of GaAs around the wetting layer. In addition to charging a single
QD by applying a bias voltage, the transition energy of the QDs can be Stark-shifted
by several wave numbers. Also, Stark shift allows voltage modulation spectroscopy
to be performed with single QDs [128].
We studied several generations of QD samples, transitioning from a Schottky diode
to a delta-doped DBR structure to a PIN-junction structure and eventually converging
to the current PIN sample with the DBR structures, each had its own strength and
weakness. The Schottky diode samples had excellent optical and electronic properties
and were used extensively by the previous generation of students that ultimate lead
to the demonstration of the spin-photon entanglement [43]. However, for performing
two-photon interference measurements and the proposed teleportation experiment,
the sample suffered from low collection efficiency. This was caused by a large total
internal refraction due to the index of refraction mismatch between the GaAs layers
and the air surface. In addition, a semi-transparent titanium surface fabricated on
top of the GaAs surface for applying a bias voltage accross the sample result in a
further loss in the photon count.
The collection efficiency was enhanced by embedding the QD sample inside a DBR
structure. With a δ-doped DBR structure, we were able to get photon counts 10 times
larger than the Schottky sample. However, the sample was limited by several issues.
Due to probabilistic charging of QD from the δ-doped surface, we had to rely on luck
to find a trion state, which was labor intensive–often most of the experiment time was
taken away finding a suitable state to study. Despite their bright emission rate, the
majority of the QDs found through non-resonant excitation (photoluminescence) were
not optically active when addressed resonantly. In addition, the QDs suffered from
large spectral dephasing, resulting in linewidths of single excitons to be 10-40 times
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larger than their Fourier limited linewidths. The broadening was suspected to be
caused by spectral wandering due to trap states surrounding the dots. We were able
to reduce the spectral wandering of QD transitions by applying a weak 532 nm He:Ne
laser to the sample in addition to the resonant laser. However, the lines remained
several GHz at best even with the He:Ne laser. We also studied several generations
of PIN-diode structures that suffered from multiple issues. Some were dimmer than
the Schottky sample, some couldn’t trap an additional electron to form a charged
trion state, other had too large or too small of a Stark shifts, making it hard to find a
trion state. The PIN-diode sample with DBR structure suffered from slow transition
frequency wandering on the order of several GHz within a few second time window.
This was suspected due to be due to charge trapping inside the DBR layers, as a bias
is applied across the sample. The investigation of these various samples lead to a
better understanding of various sample designs, identifying each structure’s weakness
and strength, ultimately leading to a design and growth of sample that solved most
of the issues.
After studying almost 10 samples, we converged on the sample described above
that solved most of the previous issues and yet is capable of emitting a bright photon
count rate. The brightness is increased by forming a single sided DBR structure
and removing the semi-transparent titanium surface. The unwanted charge trapping
issues that caused spectral wandering is resolved by forming contacts above (below)
the bottom (top) layers of the DBR structures such that the bias is applied only
through the few layers with embedded QDs, excluding the DBR layers (see Fig. 5.1).
The QDs are embedded inside the two intrinsic layers of GaAs in order to reduce the
effective electric field seen by the dots. This solved the problem of dots seeing too
large electric field, causing unstable charge behavior. With the additional intrinsic
layers, negatively charged trion states can be found within a 500-800 mV bias voltage
range.
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The samples used in this thesis are grown and generously provided to us by Dan
Gammon and Allan Bracker from the Naval Research Laboratory (NRL). We are very
grateful for their continuous support and collaboration with our laboratory.
5.1.2 Trion Optical Dipole Selection Rules
Even though QDs have millions of atoms, since the crystal structure is periodic, we
can approximate the wavefunction of the exciton with the slowly varying part of the
lattice wavefunction, also referred to as the envelope function. This is given by Bloch’s
theorem [122]. The exciton’s envelope solutions are hydrogen atom-like. However,
it is important to note that, unlike a hydrogen atom, an exciton in a semiconductor
is the excited state of the QD crystal. The optical selection rules for an exciton
can be calculated with the knowledge of the angular momentum part of the excitonic
wavefunction. However, unlike atomic states, an exciton in the QD exhibits a discrete
rotational symmetries given by the crystal’s point group, thus lacks a 3D rotational
symmetry. As rotational symmetry gives rise to the law of conservation of the angular
momentum. Such lack of 3D rotation symmetry in a QD makes angular momentum
not to be a “good” quantum number to describe the wavefunction of the system.
Nonetheless, at gamma points (~k = 0), the electron in the conduction band and the
holes in the valance bands can be approximated by the orbitals of the atomic states.
With this information, the wavefunction of the electrons in the conduction band and
the holes in the valence band can be approximated to be s-like (L = 0) and p-like
(L = 1) respectively. Once the angular momentum of the electron and hole states are
determined, we can calculate the optical selection rules for excitons using the Wigner-
Eckart theorem. The optical selection rules for a neutral exciton and trion state have
been discussed extensively in the previous lab members’ theses [113, 118]. Here, we
will give a brief summary of the relevant results without going into the theoretical
details.
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A trion state can be generated inside a single QD by optically exciting an exciton
while simultaneously biasing the sample. When operated in an appropriate bias
region, a single electron can be tunneled inside the QD, forming a negatively charged
trion state. At zero magnetic field, a trion state forms two degenerate two-level
systems. The transition energy levels and selection rules for a single trion state at
zero magnetic field are given in Fig. 5.2. The box with dash-lines encloses the energy
levels of a trion state.
Figure 5.2:
Transition energy levels and selection rules for a single trion state at zero
magnetic field.
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As seen in the figure, the excited trion state (|Tz〉) is composed of a pair of elec-
trons with opposite spins living in the conduction band and a hole in the valence
band. Trion states in the InAs/GaAs material have a typically lifetime of around
one nanosecond, within which an excited state electron and the hole recombine back,
emitting a single photon packet and leaving a single electron in the conduction band.
The single electron state in the conduction band forms the ground state of our sys-
tem. As given in Fig. 5.2, the two vertical transitions can be excited with circularly
polarized light. At zero magnetic field, the two cross-transitions are dipole-forbidden
[113].
The degeneracy between the two ground states can be broken by applying an ex-
ternal magnetic field [129]. The cryostat is equipped with a superconducting magnets
that is capable of applying 7 Tesla magnetic field. When applying a magnetic field
in the transverse plane of the QD sample, the trion state breaks into two Lambda-
systems (four non-degenerate levels), with all states optically accessible. The trans-
verse magnetic field, also referred to as the Voigt geometry, sets the quantization axis
in which the new states can be expressed as a linear sum of the old states at zero
magnetic field.
The ground state of a negatively charged dot containing one extra electron com-
prised of two spin states. When prepared in a coherent superposition state, the
coherence time of the trion state in InAs/GaAs QD at 4 K temperature is shown to
be a few ns (T ∗2 ), with the intrinsic coherence time (T2) exceeding a few µs [37, 36].
Previous studies have shown that the ground state spin can be initialized within
nanoseconds and rotated to an arbitrary superposition state within a few picoseconds
[34, 35], forming a single electron spin qubit. Such arbitrary manipulation of a spin
qubit, along with fast optical initialization, allows more than 1000 gate operations to
be performed within the coherence time. This satisfies an important criteria for using
trions as spin qubits for building quantum computers [38]. Such single electron spin
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qubits are at the heart of many quantum information protocols, as described in the
introduction chapter [39, 38, 40, 41, 42].
For the rest of the thesis study, unless otherwise explicitly state, we will use a
negatively charged trion state at zero magnetic field.
5.2 Spectroscopy of a Single Quantum Dot
In this section, we will investigate the optical properties of single QDs using various
spectroscopy techniques at 4 K temperature. All the measurements reported in this
section are done with a single trion state at zero magnetic field. Without an external
magnetic field, much of the physics and spectroscopic features of an isolated trion
state can be explained by treating it as a two-level system. Before we get into the
experimental details, we will visit the density matrix formalism to describe the light-
matter interaction for a two-level system.
5.2.1 Light Matter Interaction For Two-level Systems
In this section, we give a brief theoretical treatment of semi-classical field matter
interaction for an optically active two-level system driven near-resonantly with a
classical field. The theoretical treatment will be followed from Ch. 3 of Principles
of Laser Spectroscopy and Quantum Optics by P. Berman and V. Malinovsky [65].
The semi-classical treatment is important for understanding light-matter interaction.
In the dipole approximation, interaction between a two-level system and an electric
field is can written as the interaction Hamiltonian [65]
V̂AF (R, t) = µ̂ · E(R,t) (5.3)
where E(R,t) is the electric field of the laser with polarization ε̂ and µ̂ is the dipole
moment operator of the two-level system, and R is the position of the atom. Assuming
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the transition frequency of the two-level system is ω0 and the electric field of the laser
is approximated as a plane-wave centered at ω, the system Hamiltonian in the field







where Ω0(t) = −µ̂ · ε̂E0(t)/~ is the Rabi frequency and δ = ω0 − ω is the detuning
between the excitation laser and the transition energy of the two-level system.
Figure 5.3:
Energy level diagram of a two-level quantum system with ω0 transition
frequency interacting with an electric field of the excitation laser centered
at ω. γ2 is the excited state decay rate cause by spontaneous emission.
Once the Hamiltonian for the system of interest is defined, one can calculate the
time dependent wavefunction of the system |ψ(t)〉 using the Schrödinger equation. A
measurement performed in the laboratory can be expressed as an expectation value
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of an appropriate Hermitian operator O, given by
〈O〉 = 〈ψ(t)|O|ψ(t)〉 (5.5)
With a time dependent density matrix operator ρ(t) in the Schrödinger picture
defined as
ρ(t) = |ψ(t)〉〈ψ(t)| (5.6)
Density matrix formalism allows one to naturally include the relaxation terms given
by spontaneous emission and environmental dephasing present in the system with
a very little mathematical complexity. With this, the expectation value can be re-
written in the trace form, given by
〈O〉 = Tr[ρ(t)O] (5.7)
Including the relaxation terms, the time evolution of the density matrix operator can




= [H(t), ρ̃(t)] + relaxation terms (5.8)
where ρ̃(t) is in the field-interaction picture defined as






For a two-level system given in Fig. 5.3, ρ22, ρ11, ρ12 represents the excited state
population, ground state population, and the coherence between the two levels re-
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= −γ2ρ̃22(t)− iχ(t)ρ̃12(t) + iχ∗(t)ρ̃21(t) (5.11a)
dρ̃11(t)
dt
= γ2ρ̃22(t) + iχ(t)ρ̃12(t)− iχ∗(t)ρ̃21(t) (5.11b)
dρ̃12(t)
dt
= −(γ − iδ)ρ̃12(t)− iχ∗(t)(ρ̃22(t)− ρ̃11(t)) (5.11c)
dρ̃21(t)
dt
= −(γ + iδ)ρ̃21(t) + iχ(t)(ρ̃22(t)− ρ̃11(t)) (5.11d)
with χ(t) = Ω0(t)/2 and the decay rate of the coherence ρ̃12 defined as γ = γ2/2 + Γ.
γ2 is the spontaneous decay rate of the excited state population and Γ is the dephasing
decay rate. The above equations can be solved numerically for an arbitrary electric
field profile of a laser. Taking the field amplitude to be time independent, in the


















In the following sections, we will use absorption and fluorescence spectroscopy to
resonantly study the property of single QDs. The key idea behind both of the mea-
surements is that when a electric field of a laser is in resonance with a single QD
approximated as a two-level system, it gets scattered in 4π direction. We can either
collect the scattered field directly, often referred to as Rayleigh scattering, or monitor
the change in the incident laser intensity due to the scattering process, also referred
to as absorption spectroscopy.
When a laser frequency is scanned across a resonance of a two-level system, the
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profile of the scattered field intensity can be expressed as the population term derived
for the steady state case,
I(χ, δ) = ητγ2ρ22(χ, δ) (5.13)
where η and τ are the detection efficiency of the scattered field and integration time.















is a term that gives rise to the power-broadening in the decay rate. Thus, through a
linear resonant excitation one can measure the total decay rate of the system.
To identify the contribution of the radiative and pure dephasing decay rates, one
needs to perform more complicated experiments. Pump-probe spectroscopy with two
or more fields is commonly performed in our laboratory to study the detailed features
of a dephasing broadened two-level system. See Ref. [71, 72, 130] for details on the
pump-probe measurements. But for our purpose, as the InAs QDs have excellent
spectral properties, the steady state solutions to the density matrix will be sufficient
to describe most of the spectroscopic features that will be measured in the subsequent
sections.
5.2.2 Experimental Method and Excitation Geometry
The sample is mounted inside a liquid helium flow cryostat (Janis) cooled to 4
K. A high numerical aperture aspheric lens with 0.65 NA is mounted in front of the
sample, allowing the incident laser beam at 940 nm to be focused onto the sample
with a micron spot size. The same incident aspheric lens is used to collect the emitted
photons in the reflection geometry. In order to access both the excitation and emission
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paths a 90:10 (R:T) beam-splitter is used in front of the cryostat. This gives access
to the 90% of the collected photons by the aspheric lens. An optical telescope is used
before the aspheric lens outside the cryostat to compensate for any misalignment in
the reflected spatial mode.
The detailed schematic of the experimental setup for various spectroscopy mea-
surements that will reported in this section is given Fig. 5.4. The short green dash
lines represents optional beam paths used for different studies. The zoomed top inset
shows a mounted sample with a high NA aspheric lens aligned to it.
Figure 5.4:
An schematic of an optical setup for performing various spectroscopic
measurements to study the optical properties of a single QD.
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The QDs are excited with a tunable, CW-laser with linewidth less than 100 kHz.
At zero magnetic field, a negatively charged trion state forms a degenerate two two-
level system [35]. The cross transitions are dipole forbidden. The allowed individual
transitions can be excited with left and right circularly polarized light due to the
selection rules. When excited with linearly polarized light, the scattered photons
are circularly polarized. By projecting the scattered photons to the polarization
orthogonal to the polarization of the incident excitation beam, most of the unwanted
laser light can be suppressed while collecting single photons scattered by a QD. In
addition, a single mode fiber with a core of ∼ 5µm along with a 0.16 NA aspheric
lens is used to collect the photons that pass through the cross-polarization setup. All
optical elements used in the experiment along with the windows of the cryostat are
anti-reflectance coated for 780-1000 nm wavelength range to minimize any unwanted
scattering from the optical surfaces.
As the collection arm has a polarizer aligned perpendicular to the input polarizer,
a large fraction of the reflected laser beam gets rejected. However, due to birefringence
in the sample, the cryostat windows, and the optical components such as the lenses,
the reflected beam’s polarization has some elliptical components. With an addition of
quarter-wave plate (QWP) before the polarizer, a large fraction of the beam is blocked.
The curvatures of high NA lenses in the optical path causes polarization aberrations
as s- and p-polarized beam acquire different phases through the surfaces [131]. This
results in a cross-shape dark region (Maltese cross) in the reflected beam after the
waveplates and polarizer as seen in the lower inset in Fig. 5.4, where the reflected
beam is blocked with an extinction ratio of 105 : 1. In order to further suppress the
laser beam, an aspheric lens with NA 0.14 − 0.20 is used to image the core of the
Maltese cross into a single mode fiber with a core size of 5µm. The combination of
the aspheric lens and the fiber acts as a spatial filter that further rejects the laser
light, ultimately yielding a 107 : 1 extinction ratio of the unwanted background. The
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single photons are detected using superconducting nanowire detectors.
5.2.3 Identifying Quantum Dots Excitonic States with Non-Resonant Ex-
citation
We survey the emission energy and the charge states of individual quantum dots
using a non-resonant excitation. The laser spot focused on the sample is approx-
imately a micron diameter. Within the focus spot, tens of QDs are present. The
sample is optically excited by a 890 nm CW-laser centered at the wetting layer of the
sample. This injects multiple electron and holes to the continuum of conduction and
valence bands. The electrons and holes from multiple QDs decay non-radiatively to
the lowest states of the QD energy levels. Pairs of single electron and holes form a
bound state also referred to as neutral excitons in multiple QDs. After a nanosec-
ond time, the excitons recombine, emitting photon packets centered at the excitons
energy. This method of obtaining single photons from non-resonantly excited QDs
is often referred to as photoluminescence (PL) spectroscopy. A cartoon of the PL
spectroscopy for InAs QDs is given in Fig. 5.5. See Ref. [132] for complete energy
levels calculated for self-assembled QD excitons.
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Figure 5.5:
A cartoon of the energy levels of self-assembled InAs QDs and the PL
technique without any Stark shifts. See Ref. [132] for a complete energy
levels diagram calculated using band theory.
The photoluminescence spectrum emitted from the QDs is collected using the
same excitation aspheric lens and is collected in the reflection geometry as shown in
Fig. 5.4. The photoluminescence is sent through a HR-640 spectrometer with 1200
lines/mm gratings and is detected with a nitrogen-cooled CCD camera.
A bias voltage-dependent PL map is constructed to identify the charge states of
the QDs and their respective emission energies. The diode structure is designed such
that individual QDs can be charged with an electron or holes. This results in charge
complexes, with a well defined region of existence for neutral and charged excitons.
The bias dependent photoluminescence plotted in Fig. 5.6 shows discrete charging
patterns seen in the sample, with positive trions (X+) at low biases, neutral excitons
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(X0) at 200 - 600 mV range, negative trions (X−) at 550-700 mV, and X2− (1 exciton
+ 2 electrons) states above 700mV.
The neutral excitons have fine-structure splittings of 1-10 GHz at zero magnetic
field. The splitting is dictated by the symmetry of the dots, where the splitting is
smaller for more symmetric dots [129]. The splitting is not always visible in the PL
spectroscopy due to the resolution of the spectrometer (∼ 8 GHz). As the bias is
increased, a neutral exciton gets charged with an additional electron. This results in
the emission energy of a negative trion shifting down by approximately 6 meV as seen
in Fig. 5.6. The negatively charged trions have relatively shorter existence ranges
than neutral excitons, as can been seen in the Fig. 5.6. For the sample in study, the
negatively charged trions are clustered at around 550-800 mV bias range. Fig. 5.6
(top) shows a slice of a PL map at 620 mV bias, where the tall peak corresponds to
a negatively charged trion state. With further realignment optical coupling with the
nearby dots can be suppressed.
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Figure 5.6:
Bias dependent photoluminescence map from multiple quantum dots.
The top inset is the zoomed in spectrum at 620 mV bias. The charge
states are labeled. A discrete charging pattern can be seen in the PL map.
The charge state of excitons can also be determined through Magneto-photoluminescence
spectroscopy by exploiting their optical selection rules.
5.2.4 Resonant Spectroscopy with a Single QD
With an external static field applied across a QD exciton, the transition energy of
the exciton can be changed due to the Stark shift. The shift in the transition energy
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is given by [133]
∆E = −~µ0 · ~F − β|~F |2 (5.16)
where ~µ0 is the zero-field dipole moment, ~F is the external static electric field and β
is the polarizability of the exciton.
Once the exciton states of interest are determined through PL measurements, we
exploit the Stark shift effect to perform high resolution modulation spectroscopy of
the individual QDs. When a QD exciton is brought into resonance with the excitation
laser by applying an appropriate DC voltage, the QD scatters the incident field. The
scattered field interferes with the reflected beam, resulting in a decrease of the laser
intensity [65]. The drop in laser intensity is typically of around 0.1-1%. This signal
is often smaller than the laser power fluctuation in the experiment.
The signal sensitivity can be increase significantly by performing phase-sensitive
modulation spectroscopy using a lock-in detection technique. A DC bias is applied
to the sample along with a few kHz square wave voltage with amplitude of 50 mV.
A narrow-band (<100 kHz) wavelength tunable CW-laser is incident on the sample,
tuned to the wavelength of an exciton identified through the PL measurement. The
power of the laser beam incident on the sample is stabilized within 0.1% using a
PID controller and an acousto-optic modulator through a noise-eater setup. The
reflected beam is focused to a Hamamatsu avalanche photodiode (APD). The APD
is operated with a high gain of ∼50-100X while keeping it in the linear regime. The
output of the APD is sent to the lock-in detector with a 10 K shunt resistor and is
integrated for 100-500 ms. The kHz square modulation brings the QD in and out of
the resonance, causing periodic reduction in the reflected laser intensity. This periodic
drop in the reflected intensity (R) can be detected with a high signal-to-noise ratio
using the APD and lock-in detector (signal measured in the reflection will be denoted
by dR). The signal obtained from such a measurement is often referred to as Stark
modulation spectroscopy. Once a non-zero signal is found for a QD of interests, using
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the telescope in front of the cryostat the signal is optimized by fine tuning the overlap
between the single QD’s dipole and the mode of the excitation laser.
With the Schottky sample, a single QD would yield <0.1% dR/R signal [113].
With the DBR sample in study, we obtain almost 10 times larger dR/R signal. The
enhancement is due to the increase in the field density, resulting in a stronger in-
teraction between the laser and the QD’s dipole. See Fig. 5.4 for the modulation
spectroscopy and noise-eater setup.
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Figure 5.7:
Differential reflection as a function of the detuning from a single trion
state. The data is taken by square modulating the sample at a fixed DC
voltage and scanning a narrow band CW-laser across the trion resonance
polarized linearly. The incident power is approximately 10 nW and the
reflected beam is 1 mW. For smaller excitation powers, the dR/R values
increases up to 1.5%. The red line is the dispersive Lorentzian lineshape
fitted to the data.
Figure 5.7 is the dR/R signal as a function of laser wavelength measured for a
single negatively charged trion state. The data is obtained by scanning the laser
across the transition energy, while modulating the sample with a fixed DC bias and
a modulation voltage larger than the trion linewidth. As the QD is embedded inside
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the material, the emitted field and the reflected laser from the surface of the sam-
ple acquire different optical phases [134]. This results in an asymmetric Lorentzian
linewidth, as seen in the data. The red solid line is the fit to the data obtained by
fitting a dispersive lineshape, with linewidth of 400 MHz.
Single photons emitted from an isolated single QD are of interest for most quantum
information protocols. InAs QDs form an excellent source of single photons. Below
we will discuss on the single photons generation from a resonantly excited single QD.
Instead of measuring the drop in the intensity of the laser field due to the inter-
ference between the reflected field and the scattered field, we can directly measure
the Rayleigh scattered photons from a single quantum dot. Similar to the differential
reflection measurements, a tunable CW-laser’s wavelength is scanned around the tran-
sition of a single trion state. As described in the experimental methods subsection,
the scattered photons are detected in a cross-polarization setup. The experimental
setup is given in Fig. 5.4 enclosed in the lower dash box. We obtain a signal to back-
ground ratio exceeding 100:1 for the photon counting experiments. The scattered
photons are collected in a single mode fiber and are detected using a single-photon
detector. Similar to the absorption case, as derived in Eq. 5.12, the scattering profile
is given by a Lorentzian function. We will often use RF for resonant fluorescence to
denote the data.
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Figure 5.8:
Intensity profile of a single trion state measured through resonant
Rayleigh scattering. The line is a Lorentzian fit obtained with Eq. 5.12.
The power broadened linewidth extracted from the fit is 410 MHz.
Figure 5.8 is the intensity profile of a single trion state measured through resonant
Rayleigh scattering process. The data is fitted with the population term of the density
matrix derived early for the steady state case, given by Eq. 5.12. The fit gives a 410
MHz power-broadened linewidth. For the typical QDs in this sample, the Rayleigh
scattering linewidths range anywhere from 450 MHz to 1 GHz. The broadening of
the linewidth from the natural linewidth in some dots could be caused by spectral
wandering. The reported linewidh is the narrowest resonance that is observed in this
thesis work. At saturation, we obtain the single photon rate as high as 4 million per
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second in the same sample.
5.2.5 Time Resolved Study of a Single Trion State
The transient behavior of a single quantum dot can be studied through pulse
excitation measurements. The direct observation of time-resolved Rabi oscillation
between the two-level system of a single QD has been recently demonstrated in our
laboratory [135] using a resonant pulse excitation scheme. Resonant pulse excitation
allows one to measure the optical coherence of a QD. In addition, one can directly
measure the spontaneous emission time (excited state lifetime) of a single QD. The
time-correlated single photon counting measurements can be performed by resonantly
exciting a single QD with laser pulses, with a well-defined pulse width and repetition
rate, and recording the emission time through a fast detector and time tagging elec-
tronics. The single photons emitted through the spontaneous emission process are
often referred to as resonant fluorescent photons. The detail of the time-correlated
measurement technique is given in J. Schaibley’s thesis [113].
Time domain experiments are of interest in quantum information applications
for two fold reasons: first, it allows one to manipulate the electronic/excitonic state
through optical pumping and initialize the system in a desired state; second, it can
be used to generate on-demand single photons emission from a single QD. By exciting
a single QD with a narrow pulse (pulsewidth smaller than lifetime) with a π-pulse,
the QD can be kicked to the excited state. This starts the clock for the decay of the
QD to happen, making the QD a so called “on-demand” single photon source [136].
It is important to note that the emission and collection process is probabilistic and
the photons get emitted within the lifetime of the QD, which is typically a ns.
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Figure 5.9:
Time resolved resonant fluorescence photons from a single QD. The inset
is a semi-log plot of the data to show the decay feature of the dot. The
data is fitted with a single exponential curve. At long time the data
deviates from the fit. Such deviation could be due to the slow decaying
trap states. The instrument response function is 80ps, much smaller
than the trion lifetime, thus the data is not deconvolved.
Here, we resonantly excite a trion state using 175 ps pulses at 76 MHz repeti-
tion rate and the emitted photons are detected with fast nanowire superconducting
detectors with timing resolution of 80 ps. The pulses are generated by time gating
a CW-laser using an amplitude electro-optics modulator and the laser tuned to the
transition energy of a trion state. The gray area is the time profile of the excitation
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pulse. The emission time is recorded using Picoquant HydraHarp 400 (HH400) time-
tagged electronics and a histogram is built with the integrated count rate. The data
in Fig. 5.9 is one example of the time-resolved resonant fluorescence measurement
performed with a single trion state. The red line is an exponential fit to the data. We
extract the trion lifetime to be 890 ps, where lifetime is given by 1/γ2. The typical
trions lifetimes in the sample are anywhere from 600 ps to 900 ps.
5.2.6 Photon Statistics of a Resonantly Excitd Single QD
Second-order intensity correlation, commonly referred to as g(2), is an important
experimental technique that allows one to study the statistics of the photons. As
discussed in the earlier chapter, photons emitted by a single two-level system exhibit
sub-Poissonian statistics. Kimble et al. performed the first intensity correlation
measurement of single photons emitted by an atom and showed the anti-bunching
behavior of the emitted field [66], linking the anti-bunching property to the quantum
mechanical property of an excited atom. Similar, Grangier et al performed a heralded
intensity correlation measurement with an atomic cascade decay to show the anti-
bunching behavior of the single photons, the explanation of which required treating
atomic radiation as a quantized field [121]. Since then, intensity correlation has been
used as a hallmark experimental technique for identifying the single photon nature of
a single emitter.
An intensity correlation measurement can be performed in a Hanbury, Brown,
and Twiss (HBT)-type setup using a 50:50 non-polarizing beam splitter and two fast
single-photon detectors. Mathematically, the intensity correlation of a scattered field
by a two-level system can be defined as
g(2)(τ) = lim
t→∞
〈E−(R, t)E−(R, t+ τ)E+(R, t+ τ)E+(R, t)〉
〈E−(R, t)E+s (R, t)〉〈E−(R, t+ τ)E+s (R, t+ τ)〉
(5.17)
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where E−(R, t) is the electric field operator of the emitted radiation field at location R
and time t. In the fully quantized picture, the scattered field by a two-level system can
be calculated using the source-field formalism [65]. When the initial field is polarized
along the z direction, the scattered radiation at angle θ can be expressed in terms of
the atomic operator,






where σ− is a lowering operator that lowers the atom from the excited state to the
ground state and, similarly, E−(R, t) is proportional to the raising operator σ+. It is
important to note that the radiation field emitted by a two-level system looks similar
to a dipole oscillating in z-direction, analogous to what one gets from a classical
dipole oscillator. However, the emitted field has several important distinctions from







where σ22 is the product of σ+σ− and ρ22 is the steady state population term derived
in Eq. 5.12. At τ = 0 the numerator is zero, as one can not re-excite the atom twice
at t = 0, giving g(2)(0) = 0. This results in the well known anti-bunching property of
a single atom.
The expectation values of the two-time operator can be calculated using the quan-
tum regression theorem. With some insight into the problem3, it can be shown that
the numerator in Eq. 5.19 can be rewritten as ρ22〈σ22(τ)〉, where the expectation
value of 〈σ22(τ)〉 is equal to the ρ22(τ), which can be calculated using the density
matrix equations given by Eq. 5.11. See App. C for a detailed calculation. For
a constant Rabi frequency and zero detuning (δ = 0), Eq. 5.19 can be written as
3This calculation is adopted from Paul Berman’s lecture notes
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[65, 137],













and as expected g(2) = 0 at τ = 0
Physically, g(2)(τ) is the chance of detecting a photon at t = τ if another photon
was detected at t = 0. For an ideal single photon source, the properly normalized
g(2)(τ = 0) = 0 since if it emitted a photon at τ = 0, the emitter is now in the ground
state and cannot emit again until it is re-excited. Thus it is not surprising that the




Second order intensity correlation with a single QD resonantly excited
with a CW-laser. The fit is done using the theoretical equation for g(2)
given in Eq. 5.20. The fit parameters are given in the plot
We performed both CW and pulsed intensity correlation measurements with a
single QD. Single photons emitted by a resonantly excited trion state are collected
and sent through a fiber beam splitter with 50:50 R:T. The two outputs of the fiber
beam splitter are sent to two nanowire detectors. The absolute detection timing is
recorded using an electronic time-tagger (Hydraharp) that can record emission timing
with a resolution of 2 ps. And the data is analyzed to look for coincidence counts
between the two detectors within several hundreds nanosecond time window as done
in the previous studies [113]. The coincidence counts are normalized by taking the
steady state value of g(2)(τ →∞) = 1.
Figure 5.10 is the normalized raw data 4 and a theoretical fit to the data using Eq.
5.20. The fit parameters are given in the plot. The oscillation at the two sides of the
4The g(2) measurement shown here is done with a different dot than the one used in the earlier
studies
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τ = 0 correspond to the Rabi oscillation of the two-level system. The deviation from
the fit at τ = 0 is due to the finite detector resolution, which smooths the dip holding
it from going to zero. As evident from the data at τ = 0 the coincidence counts drops
close to zero. At τ = 0, g(2)(0) = 0.06 ± 0.02, and is limited by the detector timing
resolution. In the quantum optics community, a photon source with g(2)(0) < 0.5 is
referred to as a single photon emitter. The data indicates that the QD in the study
is an excellent single photon source.
As for demonstrating two-photon interference measurement that will be discussed
in the next chapter, a trion state is resonantly excited with a pulsed laser. This
allows us to obtain single-photon packets with well defined temporal information and
emission time that can be interfered with another QD photon or an SPDC photon.
For such measurements, pulsed excitation is vital, thus it is important to verify that
a single shot of the QD emission still holds the single-photon nature. In addition, the
pulsed g(2) measurement is not limited by the detectors’ timing jitters as long as the
jitters are comparable to the lifetime of the QD.
We excite a single trion with stream of 175 ps pulses separated by 13.1 ns as
described in the previous subsection. The emitted resonant fluorescence photons are
sent through the same HBT type setup and the correlation histogram is built. Figure
5.11 is the histogram of the normalized coincidence counts obtained for the intensity
correlation. The data is normalized by taking the τ 6= 0 shots of the measurement to
be one.
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Figure 5.11: Pulsed second-order intensity correlation of a single QD.
Due to the single photon nature of the source, at τ = 0 the normalized coincidence
probability is highly suppressed, similar to the CW data show in Fig. 5.10. From
the normalized data we obtain g(2)(τ = 0) ≤ 0.02, indicating that the probability of
multiple photons emission is less than 2%. The residual count could be due to dark
counts of the detectors. Such a high purity single photon source would be of interests
for various quantum key distribution protocols.
5.3 Chapter Summary
In this chapter, we discussed confinement in a semiconductor material. We gave
a brief overview of the sample growth techniques to obtain semiconductor nanostruc-
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tures. We showed that the nanostructures, also referred to as quantum dots, have
discrete energy levels. We gave a brief semi-classical theoretical treatment for light-
matter interactions. We discussed the spectroscopy techniques for a single QD and
way to identify a trion state. We showed that the QDs in the study are an excellent
single photon source. These studies lay the foundation for more complicated quantum
information-type experiments that will be reported in the next chapters.
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CHAPTER VI
Two-Photon Interference: Theory and Experiment
Quantum communication protocols require faithful transport of quantum informa-
tion over a long distance. Photons form an excellent candidate for such flying qubits
but with a caveat: they interact weakly. Due to the lack of a photon-photon inter-
action vertex in QED, two photon interactions are possible only in the high-energy
regime through the generation of virtual electron-positron pairs. The cross-section
for such interactions is on the order of α4 ∼ 1
1374
[138] which is hard to observe
in an ordinary experimental setting for low energy photons. For optical fields, the
elastic scattering cross-section is 10−64cm2, which is 39 orders of magnitude smaller
than Thomson scattering cross-section [139]. Despite the lack of direct interaction
between two low-energy photons, one can exchange information between atoms via
photons through a detection process. Such experiments often require simple linear
optical elements such as a beam splitter and an appropriate measuring device. A
proper quantum mechanical description of a single photon detection process is yet
to be solved completely [65]. Nonetheless, as Glauber suggested [140], most of the
quantum optics phenomena can be explained by simply assuming that a photon de-
tector acts as a destruction operator that subtracts a single quanta mode from the
state-vector of the photon being detected.
Following Glauber’s proposal [140], the transition amplitude of a single photon
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detection process can be written as,
〈f |E+µ (r, t)|i〉 (6.1)
where the field in an initial state |i〉 transits to a final state |f〉 through the absorption
of a single photon with polarization µ at position r. A positive component of the
quantized electric field operator in a free-space can be written as [63, 64],







where fk,µ(r) is the spatial mode distribution and the electric field is summed over
all polarization (µ) and momentum states (k).
To find the detection probability one needs to sum over all the final states,
∑
f
|〈f |E+µ (r, t)|i〉|2 = 〈i|E−µ (r, t)E+µ (r, t)|i〉 (6.3)
The above equation 6.3 is the basis for all quantum optics experiments where photons
are detected using a Geiger counter also referred to as a single photon detector. This
formalism will be used frequently throughout the thesis.
When two nearly identical yet independent photon packets are sent through the
two input ports of a beam-splitter such that all the modes of the two photons are over-
laped (temporal, polarization, spectral, spatially, etc.), they coalesce, exiting together
from the same output port of the beam-splitter[141]. This phenomena was first exper-
imentally demonstrated by Hong-Ou-Mandel (HOM) in 1988 using SPDC photons.
Such HOM interference is the demonstration of the fourth-order field interference
between two photons[142, 143, 141] through a second-order intensity correlation mea-
surement. In ref [142] Z.Y. Ou calculates the fourth-order field interference effect
for both classical waves and quantum fields to demonstrate the quantum-mechanical
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nature of the Hong-Ou-Mandel interference, which otherwise cannot be explained by
simply evoking a classical theory. This two-photon interference phenomenon is of
great interest in quantum communication experiments [144].
In this chapter, a theoretical description of two-photon interference is given and
is demonstrated experimentally using quantum dot photons. Legero et al. have given
a theoretical treatment for two-photon interference measurement assuming that the
spectral mode of the input photons are Gaussian [145]. Their calculation is in the
Schródinger picture and the key mathematical parts that deal with the operators is not
given in the paper. As we would like to extend the two-photon calculation for various
different scenarios 1, we redid the calculation in the Heisenberg picture following the
formalism given by Ou in Ref. [98]. Our calculation has several important distinctions
from Ou’s calculation: Ou integrates over the temporal profile of the photon and
calculates the coincidence probability as a function of time delay between the two
photons, as the temporal profile of the SPDC photons (∼ ps) are much smaller than
the available detector resolutions (∼ 100 − 500 ps). Whereas we are interested in
the time resolved dynamics of the two-photon interference measurements. Also, Ou’s
calculation does not include spectral jitter. We follow both Ou and Legero et al.’s
calculations when suitable and derive two-photon interference result for single photons
emitted by a single QD. The results we obtain in this chapter agrees well with both
of their calculations.
1A theory paper on two-photon interference between two single photons with multiple sidebands
is current under preparation.
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6.1 Theory Of Two-Photon Interference
Figure 6.1:
Schematic of the experimental setup for two-photon interference mea-
surement. âi is the ith mode of the beam splitter, where â1 and â2 are
the input modes and â3 and â4 are the output modes equipped with two
single detectors operating at a Geiger count mode and a fast electronic
to record the timing information of the detection events.
Hong-Ou-Mandel type measurements require a conceptually simple setup, where
photon packets are sent through the two input ports of a beam splitter and are de-
tected by two single photon detectors on the output ports (see figure 6.1). The earlier
HOM measurements were done using detectors with response time slower than the
wavepacket of the interfering photons. In the original experiment, the joint detec-
tion counts between the two detectors for a specified time window was recorded as a
function of the photon packets overlap timing at the beam-splitter. However, devel-
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opments in the detector technology over the past decade have allowed several HOM
experiments to be done with time resolved measurements[146, 147, 148, 147, 149].
In those measurements the relative photon packet delay time is fixed to be zero and
the experiment is done by measuring the relative detection time between the two
detectors. This made additional features, such as frequency beatings, spectral jit-
ters, etc[146, 145], to be visible in the interference measurement that were not easily
accessible through the original method. For such experiments to be performed the
detectors and the electronics need to be faster than the photon wavepacket, which is
the case with our experiment.
An ideal lossless beam-splitter can be described by a unitary transformation ma-
trix that relates the input spatial-temporal electric field modes to the output modes.
In the Heisenberg picture, the transformation of the electric field operators2 is given













where R, T are reflection and transmission coefficient of the beam-splitter such that
R+ T = 1 and E+ is defined in Eq. 6.2. The minus sign arises from the requirement
of time-reversal symmetry. Assuming the electric field is a plane wave propagating in
free space along the z-direction and is continuous with center frequency ω0, we can
rewrite equation 6.2 as






where A the area of the mode function. Let us consider that two photon packets
are impinged on a beam-splitter and are detected by two single photon detectors
2There exist several different unitary matrices in use for a BS, each derived with a different
argument. All such transformations ultimately result to the same result in our calculation. See Ref.
[150] for a detailed analysis on the subject matter.
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on the output ports. In order for the following calculation to hold, the two photon
packets do not necessarily have to be of single photon nature. However, in the next
section we will solve the problem assuming the photon packets are multimode single-
photon packets. Following Glauber [140], the process of detecting a single photon by
a detector 3 at time t and another photon by a second detector 4 at time t + τ can
be written as,










ρ12 = |ψ〉〈ψ| (6.7)
where |ψ〉 is the initial state-vector of the two input states. Substituting the density
matrix for the input state-vectors,







The time correlation is an unnormalized second-order intensity correlation. Assuming
the detectors are faster than the temporal profile of the single-photons, which is the
case in our experiments, we can calculate the joint photon detection probability from
the second-order correlation function. Even though the correlation function is a
function of t and τ , in an experiment we only care about the relative time difference
between the two detected events. Thus by integrating the correlation function over
all time, we can calculate the joint photon detection probability [145],
P34(τ) ∝ η1η2
∫
dtG(2)(t, t+ τ) (6.9)
where ηi is the detection efficiency of the detector i. As the input photons are in
the ports 1 and 2 and the detectors are in 3 and 4, we can solve for the correlations
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by using the Heisenberg pictures, in which the operators can be evolved through the
beam-splitter and transformed using eq 6.4. To further simplify the problem, we can
insert an identity operator
∑
n1n2















−RE+1 (t+ τ)E+2 (t) + TE+2 (t+ τ)E+1 (t)|ψ〉|2
(6.10)
The calculated joint detection probability is written in a general form without making
any assumptions about the input states. Let us further examine the integrand of the






























































where z1 and z2 are the path length of the two photon packets before they enter the
beam splitter.
The first two operators annihilate the two single photon modes in each input
ports. For an experimental case where two single photons are sent through the two
input modes of a 50 : 50 beam-splitter, the first two terms result in zero amplitude, as
neither of the inputs have two photons going through them. The remaining two terms
annihilate single photon in each input modes. For identical input photon packets the
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remaining two terms destructively interfere, resulting in a zero joint photon detection
probability. This is the idea behind the famous Hong-Ou-Mandel experiment. In an
actual experimental setup, single photons are often not identical and have a finite
temporal spread resulting in a partial interference between the two photons. In the
subsequent sections, we will derive the detailed structure of the joint photon detection
probability for two single-photon packets emitted by a QD.
6.2 Two-photon interference With QD Photons: Theory
A single photon packet emitted by a trion state at zero magnetic field through a









2π[ω − ω0 + iΓ/2]
(6.13)
is the spectral distribution of the photon packets centered at frequency ω0 with
linewidth Γ and we ignored the polarization degree of freedom. Here, we assume
that the photons are Fourier limited. In the full treatment of the spontaneous emis-
sion from a two-level system, the integrand is multiplied with a Heavyside function
that limits the integral to 0→∞ and the integration results in energy shift [151].
In order to calculate an analytical solution for the two-photon measurement, we
start with two photon packets with the same spatial mode with identical polarization
but with different center frequencies (ω01, ω02) and linewidths (Γ1,Γ2). The joint
input state can be written as,









where the spectral mode function g01 is same as eq. 6.13 with the subscript indicates
the center frequency and decay rate of each photon packet.
Now that we have written the input wavefunction explicitly, we can calculate the
joint detection probability by using equation 6.10. As mentioned earlier, for two
single photons input only the 3rd and 4th terms from equation 6.11 contribute to our
solution and the sum reduces to the vacuum terms. Substituting the state-vector for


























evoking the commutation relationship [a(ωi), a













Equation 6.16 consists of two complex integrals that can be solved using Cauchy’s
integral formula. Similarly, following the above steps we can solve the 4th term.







| −Re(iω1+Γ1/2)(z1/c−(t+τ))+(iω2+Γ2/2)(z2/c−t)Θ(−z2/c+ t)Θ(−z1/c+ t+ τ)
+ Te(iω1+Γ1/2)(z1/c−t)+(iω2+Γ2/2)(z2/c−(t+τ))Θ(−z1/c+ t)Θ(−z2/c+ t+ τ)|2
(6.17)
where Θ, the Heaviside step function, is a result of the pole of the complex integral
that ensures causality. To find the joint detection probability we need to integrate the
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equation 6.17 over all time [145]. This can be done by first expanding the integrand,
which results in three different terms: the squares of each term, the sum of which
results in frequency independent envelope function, and a cross-term that is a function






(R2[eΓ2(∆t+τ) + (e−Γ1(∆t+τ) − eΓ2(∆t+τ))Θ(∆t+ τ)]
+ T 2[eΓ1(−∆t+τ) + (e−Γ2(−∆t+τ) − eΓ1(−∆t+τ))Θ(−∆t+ τ)]
− 2RT [e−Γ1(|∆t|+|τ |/2)−Γ2|τ |/2cos∆ωτ ])
(6.18)
To simplify the calculation, we substitute the relative time difference between the two
input photon packets to be (z2− z1)/c = ∆t, where ∆t is assumed to be positive and
the frequency detuning between the two photons is defined as ∆ω = ω01 − ω02. The
solution we obtained reduces to a similar result that reference [145] derived using a
Schrodinger picture for two input photons with Gaussian profile. The first two terms
in the above equation 6.18 gives a convolution of the two input pulses and the third
term gives rise to the famous Hong-Ou-Madel interference. For two input photon
packets with identical bandwidths overlapped at the beam-splitter simultaneously
(∆t = 0), equation 6.18 simplifies to
P12(τ) ∝ (T 2 +R2 − 2RTcos∆ωτ)e−Γ|τ | (6.19)
For a 50:50 beam-splitter with zero detuning, the probability goes to zero! Our result
reduces to the well known HOM interference form given by Ou [98, 141]. Notice
that the two photons do not need to have identical frequencies in order for them to
interfere at τ = 0. The joint detection probability oscillates as a function of the
frequency detuning between the two photons (∆ω), which is always zero within a
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narrow time window τwindow ∼ 1∆ω about τ = 0. Figure 6.2 is a contour plot of
the joint detection probability theoretically predicted for various frequency detunings
obtained from the above calculations. It assumes that the input photons have the
same bandwidth and are temporally overlapped at the beam-splitter. As one can see
from the plot, when performed a measurement with infinitely fast detectors, at time
zero, the two input photons always exit through the same port of the beam-splitter.
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Figure 6.2:
Contour plot of theoretical calculation of joint photon detection proba-
bility as a function of frequency difference between the two input photons
and the relative time difference between the two detectors. The x axis
is the the relative detection time between the two detectors defined to
be dimensionless time by normalizing it with the bandwidth of the input
photons. The plot legend on the right of the figure corresponds to the
un-normalized joint detection probability. At τ = 0 the probability is
always zero for all frequency detunings.
So far we have not performed any normalizations in our coincidence detection
probability, which is essential to obtain any meaningful conclusion from the data.
In order to obtain a proper normalization of the data, one needs to perform an
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additional control measurement and compare the relative probability between the
two measurements. The most common way to normalize the result is by performing
a similar experiment but with two cross-linearly polarized input photons. In the case
of the cross-linearly polarized input photons, we need to sum over all the polarization
terms that results in the mod of the 3rd and 4th term, which causes the cross term
in equation 6.18 to vanish [145], thus resulting in a finite joint detection probability
at zero time. Figure 6.3 is an example of joint detection probability theoretically
predicted for co-polarized and cross-polarized input photons with various detuning
obtained from the above calculations. The x axis is the the relative detection time
between the two detectors defined to be dimensionless time by normalizing it with the
bandwidth of the input photons. For identical photons (red curve), the coincidence
probability goes to zero. For distinguishable input photons (cross-polarized) plotted
in figure 6.3 (dash black curve), the coincidence probability goes to a finite value.
And one can see beats in the coincidence probability when the input photons have

























Theoretical calculation of joint photon detection probability as a function
of frequency difference between the two input photons for co-polarized
and cross-polarized photons.
So far we have assumed the interfering photons are Fourier limited. If we assume
the input states have some frequency jitter resulting in the frequency detuning with












which results in the cos(∆ωτ) getting replaced with e−δω
2δτ2/4. Thus, any non-zero
spectral jitter in the emitted photons cause the interference visibility to be reduced.
T2 = 2/δω can be defined as the interference coherence time [145] for a system with
a non-zero spectral jitter. This result will be used later in the chapter to fit the
experimental data. One can extend the calculation to include a temporal jitter in
the emission process. This could happen due to the uncertainty in the emission time
of the photons with respect to the excitation laser or fluctuation in the relative path
delay between the two arms. As long as such temporal jitters are much smaller than
the temporal length of the photon wavepacket, it does not affect the interference
visibility.
6.3 Two-photon interference with QD Photons: Experiment
In this section we report on the two-photon interference measurement performed
in our laboratory. The two-photon interference with resonantly excited pulsed QD
photons have been reported previously [149, 21]. Nonetheless, it is important to per-
form the measurement for two fold reasons. First, as we are interested in interfacing
the cavity-SPDC photons with a QD, it is important to verify that the QD photons
are indistinguishable. And secondly, it is important to understand the experimental




Experimental schematic of the two-photon interference with quantum




A trion state at zero magnetic field is resonantly excited with a stream of 200ps
π−pulses separated by 11 nanoseconds. The resonant Rayleigh emission and the
time resolved resonant fluorescence emission from the trion in the study are given in
Fig. 5.8 and Fig. 5.9respectively. The pulses are created by time-gating a CW-laser
using an electro-optical modulator and a fast pulse generator. The spontaneously
emitted photons, also referred to as resonance fluorescence, are collected in a sin-
gle mode fiber in a cross-polarization setup and are sent through a free-space 50:50
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non-polarizing beam-splitter to form two arms. The two arms are later combined in
a second free-space 50:50 non-polarizing beam-splitter. The overall setup forms an
unbalanced Mach-Zehnder interferometer. The relative length between the two arms
is set to be the repetition rate of the excitation laser. As the relative pulse separa-
tion is about 11ns (7.5ns) for QD-1 (QD-2)–which is much longer than the first-order
coherence length of the photon packets–there is little to no second-order field inter-
ference of an individual photon with itself. In order to get good interference visibility
it is important for the input photons to be nearly identical in frequency, bandwidth,
temporal, spatial, and polarization degrees of freedom. As we are using subsequent
photon packets emitted by a single QD that has an excellent optical property with a
very little spectral jitter, the frequency and bandwidth of the two consecutive photons
are guaranteed to be nearly identical. Similarly to ensure the photon packets meet
at the beam-splitter simultaneously, we send the excitation laser pulses through the
HOM setup and monitor the relative time difference between the two arms using a
fast detector with timing jitter of 40ps. One of the arms is equipped with a Newport
delay stage that has a sub-ps delay precision. The delay stage is finely adjusted until
the two excitation pulses temporally overlap at the second beam-splitter. As the
excitation pulse sets the emission time of the resonance fluorescence photons within
the lifetime of the excited state, this technique ensures the temporal overlap of the
emitted photons within 10’s of ps. Figure 6.4 is a schematic of the experimental
setup.
Once the delay stage’s position is set to the desired value, the spatial overlap
is performed by using the following procedure. We send a nearly monochromatic
CW-laser tuned to the emission wavelength of a QD through the interferometer and
monitor the output ports of the second beam-splitter. Due to the long first-order
coherence length of the laser, the laser fields split between the two arms interfere
at the output ports of the second beam-splitter. Due to air turbulence and me-
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chanical vibrations the relative phase between the two arms changes, which results
in the changing interference fringes at the output of the second beam-splitter. The
interference fringes are monitored with a CCD camera. We use single mode fibers
mounted with aspherical lenses at the input and output ports of the interferometer.
This ensures the beams before and after the second beam-splitter have well-defined
TEM00 transverse modes. Any asymmetries in the spatial alignment at the second
beam-splitter causes the fringes to have slanted dark and bright strips. The interfer-
ometer is iteratively aligned until the fringes become completely symmetric. When
the spatial modes are well overlapped in the second beam-splitter, the fringes beat at
a sub-Hz rate forming a completely dark and bright spot. Once the spatial mode for
the interferometer is well overlapped, the two fiber inputs at the output of the second
beam-splitter are realigned to maximize the output coupling of the beams. The two
arms of the interferometer are equipped with half-wave plates and polarizers. This
allows one to change the input polarization right before the second beam-splitter to
make the input states to be co-polarized or cross-polarized as needed.
As we are interested in performing a time resolved two-photon interference mea-
surement, it is crucial to use detectors with timing jitter better than the photon
packets’ temporal spread. We used two superconducting nanowire detectors with
temporal jitter of 100ps to perform the measurement along with a fast electronic
counter (Hydraharp 2.0) that has resolution of 2ps. An absolute detection time for
the two detectors are recorded by the Hydraharp counter and is stored in the com-
puter. Once the measurements of interests are performed, the relative detection time
between the two detectors is plotted in a histogram. We performed two-photon inter-
ference measurements with several different QDs with co-linearly (indistinguishable)

































Experimental data of the two-photon interference measurement done with
photons from QD-1 for the co-linearly polarized (black) and cross-linearly
polarized input photons (red). The x axis is the relative time difference
between the two detectors and the y axis is the normalized coincidence
counts between the two detectors. At τ = 0, for co-linearly polarized
input photons (indistinguishable), the coincidence probability is highly
suppressed close to the background level, whereas for cross-linearly
polarization photons (distinguishable) the coincidence probability is
finite. As there should be no interference between the photons emitted in
the past and the future, there is a finite probability of detecting a photon
in detector 2 at time t + nτrep after the detection of the first photon
by detector 2 at time t, where n is the pulse number. The measured
data is normalized by averaging the peaks away from the center to be one.
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Figure 6.6:
Detail plot of the two-photon interference measurement data shown
in fig. 6.5 along with a theoretical fit for the co-linearly (black) and
cross-linearly polarized (red) input photons. The non-zero peak for
co-linearly polarized photons at τ ∼ ±1 could be caused by a spectral
diffusion or mode-mismatch between the the emitted photons. The fit is


































Experimental data of the two-photon interference measurement done
with photons from QD-2 for the co-linearly (indistinguishable) and cross-
linearly polarized (distinguishable) input photons. Similar to QD-1, the
emitted photons interfere well. The repetition rate of the excitation
laser and the relative delay arm is about 7 ns in this measurement




Detail plot of the two-photon interference measurement data shown in 6.7
along with a theoretical fit for the co-linearly (black) and cross-linearly
polarized (red) input photons. The coincidence probability is reduced
at τ = 0. In comparison to fig. 6.6 for co-linearly polarized photons
the coincidence probability is slightly higher. This could be caused by a
spectral diffusion or mode-mismatch between the the emitted photons.
The fit gives coherence time T2 = 2/δω = 0.63ns. The interference
features are well captured for the case with non-zero spectral jitter.
Figures 6.5, 6.6, 6.7, and 6.8 are the normalized coincidence counts from the two-
photon interference measurement performed with QD-1 and QD-2 for the co-linearly
(indistinguishable) and cross-linearly polarized (distinguishable) input photons cases.
The plots are normalized histograms of the relative time difference between detection
events in each of the two detectors for various input polarization configurations. The
data is normalized by averaging the peaks away from the center to be one. When
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the input photons are identical, as the theory suggests, the photons should bunch
together resulting in zero coincidence detection at τ = 0. In all of the above plots for
co-linear polarization case, the coincidence probability is significantly suppressed close
to the background level at τ = 0 indicating the emitted photons are nearly identical.
When the input polarizations are set to be cross-polarized to each other, the photons
become distinguishable resulting in no interference between the two photons beyond
the classical counting probability of 1/2. The experimental data indeed verifies that
for cross-polarized input photons, the coincidence probability increases to the classical
correlation level. As there should be no interference between the photons that reach
the second beam-splitter at different times, there is a finite probability of detecting
a photon in detector 2 at time t + nτrep after the detection of the first photon by
detector 1 at time t, where n is the photon shot number. This results in the multiple
peaks separated by the repetition rate of the excitation pulses. Figure 6.6 and 6.8 is
the zoomed-in plot for the data to show the detail features of the interference along
with the theoretical fits. The theoretical fit explains the data very well. For QD-1 the
coincidence counts at τ = 0 is close to the background level indicating the photons
are nearly indistinguishable. For QD-2, the interference visibility for parallel photons
is reduced. The reduction in the interference visibility is captured by the fit when we
assume the photons emitted by QD-2 have a small spectral diffusion or possibly due
to the loss in mutual coherence at long times. The fit to the HOM data with QD1
gives spectral jitter 500± 100 MHz, which is close to the linewidth measured for the
QD 410 MHz. The typical linewidths for the quantum dots in this sample range from
400 MHz to 1.5 GHz.
6.4 Chapter Summary
In this chapter we gave a detailed theoretical treatment for Hong-Ou-Mandel type
interference with an arbitrary field input state. Using two multimode single photon
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packets emitted by two single emitters with different center frequency and bandwidth,
we theoretically solved the exact analytical form of the two-photon interference pro-
file. We examined various theoretical scenarios that would give rise to the reduction
in the interference visibility. In the last section, we discussed an experimental real-
ization of two-photon interference measurement with subsequent single photon pulses
emitted by resonantly driven QDs. The experimental data demonstrated the photons
emitted by our QD sample are nearly indistinguishable. The experiment realization
of such two-photon interference measurement is of importance for many quantum in-
formation protocols. In the next chapter we perform similar two-photon interference
measurements between QD and SPDC photons.
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CHAPTER VII
Interfacing SPDC Photons with a Single Quantum
Dot: An Elementary Building Block for Quantum
Networks
The basic building blocks of a quantum network can be broken into two parts:
matter nodes for storing and manipulating information locally and photonic qubits to
link the distant nodes. The basic idea behind a quantum network is to form quantum
nodes confined in space that are locally interacting and are in connection with other
nodes at a distance. This way one can form quantum non-local connections, forming
a network between a large number of nodes. With a quantum network, one can
faithfully transfer quantum information.
Quantum nodes can be linked several different ways. By bringing the two matter
qubits in proximity, they can be entangled with each other through the local Coulomb
interaction [18, 19]. Alternatively, by performing HOM type interference between the
flying qubits emitted by the two matter nodes of interest, one can interface distant
nodes [20, 149, 21]. If the emitted photons are entangled with the nodes, with a Bell
state’s analysis, the distant nodes can be entangled with each other [20]. Similarly,
there exists a third class of protocols where the nodes separated by some distance can
be connected with each other through the direct absorptions of single photons [23, 24].
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Cirac et al. developed a protocol where two atoms of interest for quantum linkage are
embedded inside two high-Q cavities [27]. One of the atoms is optically manipulated
using lasers and is prepared in a desired state. In the process, the atom emits a packet
of photons with the internal state of the atom mapped on to the photon. The photon
packet propagates to a nearby atomic site through a waveguide or a transmission
channel and gets absorbed by the second atom. Through the absorption process, the
internal state of the first atom can be mapped to the second atom, creating direct
links for the exchange of quantum information between two spatially separated atoms
[26, 22, 25].
A realistic quantum network could be composed of several different systems, each
with different electronic and optical properties. To envision such a hybrid network
that could utilize the best features of each system, one needs to build a highly flexible
photon pairs source that can form links between two disparate systems [47]. A type
II spontaneous parametric down-conversion (SPDC) source could form a flexible link
that can be either used as a heralded single photon source or a source of polarization
entangled photons [48]. By engineering the phase matching conditions, SPDC sources
are shown to emit highly non-degenerate photons and are wavelength-tunable by
several hundred nanometers [49]. This allows one to link two systems at very different
wavelengths. In addition, by placing the down-conversion crystal inside an optical
cavity, it is shown that the emitted photons’ temporal and spectral properties can be
modified as desired while enhancing the count rates of the down-conversion photons
[50]. Such large wavelength tunability, along with the customizable spectrum, makes
cavity-SPDC an excellent source to generate highly flexible entangled photon sources.
In the previous chapters, we gave a detailed account of such cavity-SPDC sourcse
built to mode match with a single InAs QD. In this chapter, we will report on two
classes of measurements done to link cavity-SPDC sources with QDs thorough two-
photon interference between the SPDC and QD photons, and through direct excita-
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tion of single QD using the SPDC photons.
7.1 Two-Photon Interference Between Signal Photons and
QD Photons
For two different photons to optimally interfere with each other, the spatial, tem-
poral, polarization, and spectral modes of the photon wave functions need to overlap
perfectly. We have successfully designed and implemented a cavity-SPDC source that
emits a pair of polarization-correlated photons at 942± 2 nm. The cavity parameters
are designed such that the emitted photons are mode-matched with the QD photons.
A mode-locked Ti-sapphire laser (Tsunami laser by Spectra Physics) with 50 ps
pulse width, and 76 MHz repetition rate operating at 941.85 nm is used to pump
a PPKTP crystal to generate blue light at 470.98 nm through a SHG process. The
second-harmonic crystal is temperature-tuned to obtain phase-matching for maximum
blue light generation. The 941.85 nm beam will be referred to as the fundamental
beam and the 470.98 nm beam will be referred to as the pump beam. As described
in Ch. 4, the main component of the cavity-SPDC setup is composed of a 5 mm long
PPKTP crystal and 2 mm long KTP crystals. A semi-confocal cavity is formed by
using the two ends of the crystals that are HR-coated at 942 nm with reflectivites
99.8% and 90 %. The PPKTP crystal is used for Type II down-conversion and the
KTP crystal is used for compensating the birefringence mismatch between the signal
and idler photons. The down-conversion crystal is periodically poled with length of
Λ = 33.25µm to achieve degenerate operation at 941.85 nm. This is achieved by
tuning the PPKTP crystal to 27◦C.
Due to the free-spectral range (FSR) mismatch between the signal and idler pho-
tons in the cavity, the cavity modes are mismatched. Both the signal and idler photons
are brought to degeneracy with the mode of the cavity, overlapping at the fundamen-
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tal frequency, by further tuning the temperature of the KTP crystal. The PPKTP
and KTP crystals are mounted on two separate copper blocks, each equipped with
a thermoelectric heater and a temperature sensor. The temperature of the crystals
are stabilized to the desired value within 10 mK accuracy using a PID controller. At
the degenerate operation point, the signal and idler photons are co-linearly emitted,
both centered on the fundamental beam. The down-converted photons are linearly
cross-polarized.
The finesse of the cavity is designed to be ∼ 58 and the FSR is 8.9 GHz. This
results in a cavity bandwidth of 153 MHz, which is designed to match the Fourier-
limited linewidth of InAs QDs. As the FSR of the cavity is much smaller than the
emission bandwidth of the down-conversion crystal (540 GHz), the down-conversion
crystal emits into several modes of the cavity. This results in a a highly multi-mode
photon emission. The mode degenerate to the fundamental beam will be referred to
as the m = 0 mode. To obtain a single-mode operation, a 6 GHz solid etalon with a
695 GHz FSR is mounted at the collection arm and is aligned to pass photons centered
at 941.85 nm (10617.35cm−1). The output of the etalon is sent to a polarizing beam
splitter that splits the signal and idler photons into two arms. The signal and idler
photons are collected in a single mode fiber. The collected photons occupy the m = 0
mode of the cavity centered at 10617.35cm−1 with a bandwidth of 150 MHz.
For the two photons to interfere with each other, the spectral, temporal, spatial,
and polarization modes between the two photons need to be identical. The temporal
and spectral bandwidth of the SPDC source is designed to match with the QD pho-
tons. It is important that the central frequencies of the QD and the SPDC photons
are identical. Once the cavity-SPDC central frequency is determined, we search for
a trion state with emission within a wavenumber of 10617.35 cm−1. Once an iso-
lated QD is found, the QD’s transition frequency is finely tuned by Stark-shifting the
QD with an external bias voltage. The emission energy of the QD is matched with
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the SPDC source. This is verified by sending the QD and SPDC photons through
a pressure-tuned Fabry-Perot etalon. With the etalon, we can determine the emis-
sion frequency within a few hundred MHz. Once an appropriate QD matching the
SPDC photons is found, we excite the single QD using a fraction of the power (∼ 10
nW) from the Tsunami laser, which emits 50 ps pulses at a 76 MHz repetition rate.
As both the QD and the SHG crystal are excited with the same laser, any drift in
the energy will be mutual, thus the QD and SPDC photons are always within the
bandwidth of the laser pulse frequency bandwidth (∼ 6 GHz).
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Figure 7.1: Lifetime comparisons between SPDC and QD photons.
The temporal profiles of the signal photons from cavity-SPDC and the QD photons
are given in Fig. 7.1. The data is obtained by exciting a single QD with the same
laser that pumps the SHG crystal. The temporal profile is obtained by time-tagging
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the SPDC and QD photons by electronically syncing the detection time with the
pulses from the Tsunami laser. The SPDC emission lifetime and the QD lifetime are
fitted with a single exponential function. From the fit, we obtain the SPDC and QD
lifetimes to be 1090 ps and 710 ps respectively. The QD lifetime varies anywhere
from 600 − 1000 ps in the sample. The lifetime of the cavity-SPDC can be tuned
from 800 ps to 1300 ps by changing the cavity length. Even though the lifetime
is different by almost 40%, the difference is not significant enough to degrade the
interference visibility between the QD and the SPDC photons. See Dyckovsky and
Olmschenk’s work for mode mismatch and its impact on the two-photon interference
visibility [152].
We perform two-photon interference measurement as described in the previous
chapter between the signal photons emitted from the cavity-SPDC source and the
QD photons. A schematic of the experimental setup is given in Fig. 7.2. The filtered
cavity-SPDC photons and the QD photons are sent to a free-space 50:50 beam-splitter
(BS) and the outputs of the beam-splitter are monitored with two superconducting
nanowire detectors that has timing jitters of 80 ps and 100 ps. The photon packets
are temporally and spectrally overlapped at the BS with techniques described in Ch.




Experimental setup for two-photon interference between the cavity-SPDC
and QD photons.
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The experiment is performed, with the setup given in Fig. 7.2. Once the measure-
ment is performed, the data is analyzed to search for the coincidence counts between
two detectors within a 100 ns time window. The resulting data is plotted in a his-
togram as seen in Fig. 7.3, where the x-axis is the relative time difference between
the two detectors and the y-axis is the normalized coincidence counts between the
two detectors.
Figure 7.3 is the experimental data of the two-photon interference measurement
between the signal photons from the cavity-SPDC source and the QD photons for
linearly co-polarized and cross-polarized incident photons in the 50:50 BS. If the pho-
tons are indistinguishable, which results in the interference between the two photons,
then the coincidence counts at τ = 0 drop. This is due to the Hong-Ou-Mandel effect
discussed extensively in Ch. VI. To quantify the interference between the QD and
SPDC photons, two separate measurements are done: one with the input photons
in the 50 : 50 beam-splitter to be co-linearly polarized (black curve in Fig. 7.3) and
the second with the photons to be cross-linearly polarized (red). Each measurements
are done by integrating for an hour. At time zero, for co-linearly polarized input
photons (indistinguishable), the coincidence probability is suppressed relative to the
cross-linearly polarized photons (distinguishable). As there should be no interference
between the photons emitted in the past and the future, there is a finite probability
of detecting a photon in detector 2 at time t + n τrep after the detection of the first
photon by detector 1 at time t, where τrep is the repetition rate of the excitation laser
(13.25 ns) and n is the pulse number. The measured data is normalized by averaging
the peaks away from the center to be one.
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Figure 7.3:
Experimental data of the two-photon interference measurement between
the signal photons from the cavity-SPDC source and the QD photons.
Two separate measurements are done, with the SPDC and QD photons at
the input ports of the 50 : 50 BS linearly co-polarized (black) and linearly
cross-polarized (red). The x-axis is the relative time difference between
the two detectors and the y-axis is the normalized coincidence counts
between the two detectors. At time zero, for co-linearly polarized input
photons (indistinguishable), the coincidence probability is suppressed
relative to the cross-linearly polarization photons (distinguishable). As
there should be no interference between the photons emitted in the
past and the future, there is a finite probability of detecting a photon
in detector 2 at time t + n τrep after the detection of the first photon
by detector 1 at time t, where n is the pulse number. The measured
data is normalized by averaging the peaks away from the center to be one.
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Figure 7.4 is the detailed plot of the two-photon interference measurement data
shown in Fig. 7.3 along with a theoretical modeling for the co-linearly (black) with
infinite detector timing response and cross-linearly polarized (red) input photons.
The dashed-blue line modeled for the co-linear case is obtained by convolving the
theory given in Eq. 6.21 with the instrument-response function (IRF) given in Fig.
4.14 and the dashed-gray line is for a large frequency jitter. (c). The theoretical
modeling of the data with the spectral jitter (mismatch between SPDC and QD) of 6
GHz can be attributed to the linewidth of the external filter cavity, as the frequency
overlap was determined within the filter bandwidth. This is due to the drift in the
cavity length, resulting in the frequency drift of the SPDC photons relative to the
QD photons. Even though the modeling to the data with large spectral jitter and
expected 6 GHz spectral jitter is not significantly different, a presence of a possible
interference can be calculated by integrating the area under the curve and comparing
them for the distinguishable and indistinguishable cases.
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Figure 7.4:
Detailed plot of the two-photon interference measurement data shown
in Fig. 7.3 along with theoretical fits for the co-linearly (black) and
cross-linearly polarized (red) input photons. For the co-linear case, the
lines are modeling of the data from the theory with infinity detector
timing resolution (black), convolved with the IRF (dashed-blue) given
in Fig. 4.14 and a large frequency jitter (dashed-gray). The theory is
obtained from the convolution of Eq. 6.21 with IRF. (c) The drop in the
coincidence counts for co-linear case relative to the cross-linear case can
be attributed due to the two-photon interference between the QD and
SPDC photons.
To quantify the indistinguishability between the QD and SPDC photons, we can





where Across−lin. and Aco−lin. are the normalized areas at the τ = 0 bins from the
two-photon interference raw data, where the input photons in the 50 : 50 BS are
cross-linearly and co-linearly polarized. If there is no interference between the two
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photons, the visibility goes to zero. If they interfere perfectly, Aco−lin. goes to zero,
resulting in a visibility of one.
From the reported two-photon interference measurements between the SPDC and
QD photons, we obtain an interference visibility to be 0.32 when looked within a
500 ps time window about τ = 0. This post-processed visibility number of 32%
indicates that the SPDC and QD photons are closely identical. The interference
visibility is reduced for several reasons. The experiment was performed with ∼ 40
mW pump power, at which the heralded g(2)(0) ∼ 0.4. Such non-zero g(2) implies a
finite multi-photon emission probability, which reduces the interference visibility. One
could perform the experiment with a low pump power for which g(2)(0) ∼ 0, however
lower pump power means lower photon counts. This would require long integration
time to obtain any meaningful data. In additional, the interference visibility would
increase further if the experiment were performed with heralded photons. Due to the
SPDC cavity stability issue and the limited photon count, we couldn’t integrate the
data for sufficiently long time to obtain heralded two-photon interference.
7.2 Direct Excitation of a QD with SPDC Single Photons
As discussed in the introduction section, distant nodes can be connected with
each other through a cascade excitation system, where the first node is excited with
a laser pulses and then the photon emitted by the first node is sent to the second
node where the single photon gets “absorbed”. Through such a cascaded excitation
process, the internal state of the first node gets mapped on to the second node [26].
A successful transfer of information from the first node to the second node can be
verified by reading out the photons emitted by the second node and the spin states of
the node. Such cascaded quantum systems have been recently demonstrated between




Experimental setup for direct excitation of a single QD with SPDC
photons. The dash box is a removable setup used to find the single QD
in study. Once a single QD is identified at the wavelength degenerate
with the down-conversion photons, the fiber connecting the CW-laser to
the setup is disconnected and connected to the photons collected from
the cavity-SPDC source.
Here, we use the photons emitted from the cavity-SPDC source to directly excite
a single QD. As described in the previous section, the PPKTP and KTP crystals’
temperatures are tuned to obtain a degenerate operation at 10617.48 cm−1 wavenum-
ber, where the signal and the idler photons are degenerate with the fundamental
beam. The emission energy is slightly shifted from the previous measurement. The
output of the cavity-SPDC is filtered with a 6 GHz solid etalon centered at the fun-
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damental beam, sent through a polarizing beam splitter, and coupled to two single
mode fibers. The collected photons occupy the m = 0 mode of the cavity centered at
10617.48 cm−1 with a bandwidth of ∼ 150 MHz. A single trion state with the same
transition frequency is found using a CW-laser. The trion in this study is different
than the one used in the previous experiment. First, the trion state at zero magnetic
field is studied resonantly in a cross-polarization setup by counting single photons
scattered by the QD. As given in the top inset of Fig. 7.5, at zero magnetic field, a
trion state forms two degenerate two-level system that can be excited with circularly
polarized light. Instead of using a 90:10 BS before the cryostat, a 50:50 polarizing
beam-splitter (PBS) is used before the cryostat. A quarter-wave plate is introduced
after the PBS to compensate for any birefringence rotation of the excitation field.
By exciting the trion with linearly polarized light and projecting the scattered single
photons onto the polarization orthogonal to the excitation beam, we can collect single
photons scattered by a QD with 100 : 1 signal to background ratio. Figure 7.6 (a)
is the intensity profile of a single trion state used in the study measured through
resonant Rayleigh scattering by scanning the sample bias for a fixed excitation laser
frequency. The details of the excitation protocol are given in Fig. 7.5.
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Figure 7.6:
Schematic of the experimental setup for exciting a single quantum dot
directly with SPDC photons. (a) Integrated photons scattered from
a single QD as a function of bias scan. The spectrum is obtained by
tuning a CW-laser to the resonance of the QD trion. (b) SPDC spectrum
where the x-axis corresponds to the Fabry-pérot etalon detuning and
(c) time-tagged photon emissions from a single trion state (blue) and
SPDC signal photons (black). The inset is the spdc signal fitted with 3
GHz oscillation which is due to the beating between the TEMm=0,n=0
and TEMm6=0,n6=0 modes. (d) SPDC single photons scattered by a single
QD. The gray dots are the data with the QD bias off. For all the spec-
tral plots, the x-axis is detuning from the center frequency 10617.48 cm−1.
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Figure 7.6 (b) is the spectrum of the cavity-SPDC signal photons (after the filter
etalon) used to excite the QD. The spectrum of the signal photons is obtained by
using a pressure-tuned etalon and the x-axis corresponds to the Fabry-pérot etalon
detuning. The center peak is due to the TEMm=0,n=0 mode of the cavity and the
smaller peak on the left is due to the TEMm 6=0,n6=0 mode of the cavity, which are
separated by 2.8± .2 GHz [115, 116]. Due to the finite bandwidth of the filter etalon,
both peaks are used to excite the QD. Figure 7.6 (c) is the temporal profile of the
cavity-SPDC signal photons (black) and the QD photons (blue) obtained by exciting
with the Tsunami laser and building time-tagged emission by syncing the emission
time with the laser pulse. The QD in the study has a lifetime of 751 ps and the
SPDC has a lifetime of 932 ps. The inset shows the oscillation of the temporal profile
of the cavity-SPDC photons due to the beating between the two cavity modes. The
red curve is an exponentially decaying curve with sinusoidal oscillation fit to the
integrated counts of cavity-SPDC signal photons right before they sent to interact
with the QD. The oscillation frequency is 3.06± .1 GHz, consistent with the spectral
profile of signal photons given in Fig. 7.6 (a).
The cavity-SPDC source is excited with 40 mW of blue light and the collected
signal photons are sent through the QD setup. With a half-wave plate before the
PBS, the polarization of the signal photons is rotate to obtain maximum transmis-
sion through the beam-splitter. The QD is excited with 60,000 signal photons per
second, utilizing the same setup as given in Fig. 7.5. The fiber from the CW-laser is
detached in the experiment. When linearly polarized input cavity-SPDC photons are
in resonance with the QD transition energy, the QD is excited and emits circularly
polarized single photons. By collecting the photons cross linearly polarized to the
incident photons, we can ensure the collected photons are emitted by the QD. We de-
tected the emitted photons with high-efficiency superconducting nanowire detectors
(efficiency of 70%) while changing the resonance energy of the QD transition with
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Stark-shift effect. The black dots in Fig. 7.6 (d) correspond to the total photon count
integrated for 10 minutes at each bias voltage. And the gray dots correspond to the
background counts when the QD is turned off by unplugging the bias. As we tune
the bias voltage, the two different frequency components of the cavity-SPDC photons
separated by 3 GHz come in and out of resonance with the QD transition. As a re-
sult, more photons are scattered and detected at the resonances. As one would expect
from the Stark shift of the trion, the higher frequency peak shows up at lower bias,
consistent with the measured data. All the important features of the SPDC photons
are mapped on to the direct excitation data seen in Fig. 7.6 (d). The red curve is a fit
to the data with two Voigt peaks where they are split by 3 GHz, consistent with the
cavity-SPDC spectral modes used to excite the QD. The broadening of the linewidth
is due to the cavity-SPDC drift over time, which is not locked for the measurements
performed in this chapter.
When the QD is turned off, there should be no scattering events detected and
the counts should be dominated by the detector dark count. The dark count for
the detector is 110 counts per second. For 10 minutes integration time, we expect
66 thousands dark counts, which is consistent with the background counts measured
when the bias is off. From the resonant fluorescence and absorption measurements
performed with the dots, we expect the excitation efficiency to be ∼ 2% excitation
efficiency and 1% collection efficiency for the sample; for 60,000 incident photons per
seconds, we expect to obtain ∼ 12 scattered events per second, with 7200 events for
the integration time. This number is consistent with the signal counts above the dark
counts obtained in Fig. 7.6 (d) when the QD bias is on. With this data, we have
successfully demonstrated a cascaded quantum system where a single QD is excited
with spectral engineered photons emitted from a cavity-SPDC source.
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7.3 Chapter Summary
In this Chapter, we have given a brief overview of different ways to link distant
nodes to build a quantum network. We demonstrated the photons emitted by the
cavity-SPDC source are closely mode matched with the QD photons. Through two-
photon interference measurements, we showed the cavity-SPDC photons interfere
with the QD photons. Also, by using the cavity-SPDC photons, we were able to
directly excite a single QD. This demonstration serves as an alternative method to
map quantum states between two distant nodes through cascaded quantum systems.
The reduction in the two-photon interference visibility between the QD and cavity-
SPDC is limited by the cavity-SPDC photons. In the previous chapters we were
able to demonstrate two-photon interference between two distant shots from a single
QD with visibility exceeding 90%. The low interference visibility can be improved
by performing the experiment with heralded signal photons and with a low pump
power. Due to the limitations in the photon count rate and the instability issue
with the cavity, we were not able to perform a heralded interference measurements.
This could be addressed through a redesign of the cavity-SPDC setup. One major
improvement can be made by mounting the crystals in the more stable housing that
allows a fine tuning of the cavity length, as the cavity stability was a major issue in
the experiment. In addition, a thin etalon with bandwidth smaller than the cavity-
FSR but with a FSR larger than the down-conversion bandwidth could be inserted
inside the cavity. If the FSR of the SPDC cavity and the thin etalon are mismatched,
the down-conversion happens only at the degenerate mode (the down-conversion,
cavity-SPDC, and the thin etalon are degenerate), which will actively suppress the
emission from the unwanted modes (non-degenerate to the fundamental beam), while
increasing the brightness of the source.
The reported measurements should lay a foundation towards building quantum
repeaters [16], which will be an integral part of a hybrid quantum network.
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CHAPTER VIII
Spectral Modification of Single Photons with a
Phase Modulator
Generation and manipulation of the quantum state of a single photon is at the
heart of many quantum information protocols. It has been experimentally shown
that the temporal profile of a single photon can be post-modified through time-gated
modulation techniques [153, 154]. Similarly, the frequency of a single photon can be
changed with parametric processes [155]. In this chapter, we will give a theoreti-
cal description of the state-vector of a single photon packet modified with a phase-
modulator. Then, we will demonstrate the modification of the single photon packet
emitted by a quantum dot using an electro-optic phase modulator and generate new
frequency components (modes) where the new modes have well-defined phases rela-
tive to the central mode. Through two-photon interference measurements, we show
that for an output consisting of three modes (the original mode and two side bands
on either side) the indistinguishability of the spectral modified single photons are
well-preserved. The sideband generation technique can be employed to generate a
frequency qubit or qutrit out of a single photon and also for encoding information in
the frequency sidebands for quantum cryptography [56, 59, 156, 157, 55].
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8.1 Classical Description of Phase Modulation
Phase modulators are widely used for various communication applications [158].
They exploit the linear electro-optic effect to modulate the index of the material.
When a monochromatic electric field with amplitude E0 and frequency ωc is sent






where φ = 2π
λ
nxL is the phase factor gained by the field of wavelength λ traveling
through a medium with index nx and length L. When the modulator is driven with a





(nx + ∆nx)L (8.2)
For a transverse modulator, where the microwave field is applied transverse to the









Vm sin (Ωt+ θ) (8.3)
Where r is the interaction coefficient and d is the thickness of the crystal across which
the voltage is applied. With the modified phase, the output field can be rewritten as
Eout = E0e











modulation index, proportional to the applied voltage. The constant phase factor can
be absorbed into the electric field amplitude and the exponential can be expanded as
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The result is the well known result for the phase modulation of a classical electric
field, where multiple sidebands are created at the harmonics of the applied microwave
field. The Bessel coefficients are a function of the applied microwave voltage and the
relative amplitude of the sidebands can be changed by changing the voltage.
8.2 Quantum Mechanical Modeling of Phase Modulation
There are several theoretical papers that explore the quantum nature of the phase
modulator [159, 160]. From its classical behavior, one can derive a very simplistic
phenomenological picture of a phase modulator: a birefringent crystal driven with
a microwave field of frequency Ω. When a temporally and spatially localized single
photon-packet is sent, the interaction process destroys a single quanta of the optical
photon at frequency ω and creates a new photon of frequency ω ± Ω.
Such an interaction falls under the category of parametric interactions, which are
well-understood in non-linear optics. We will draw closely from WH. Louisell, et. al’s
quantum mechanical description of parametric processes in [161] and use Hamiltonian
for phase modulators as the one described by G. P. Miroshnichenko et al. [159].
Let us assume that the phase modulator is built of a non-linear crystal of length
L. The surfaces are anti-reflectance coated. At 0 K temperature, we can quantize
the fields inside the crystal, where the wall sets the periodic boundary condition




, m ∈ Z (8.6)
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The center frequency (ωc) of the input optical photonpacket can be expressed as the








vopt and m is of order 10
5 for the optical photons.
Following reference [159] and analogous to Eq. 19 (b) in Ref. [161], we write the


















where am is an annihilation operator that destroys an optical field at mode m of
the cavity, be−iΩt is a strong microwave field treated classically [97, 163] and γ0 is
the coupling constant between the microwave field and the optical field related to
the χ(2) of the non-linear medium [164]. γ0 contains the spatial mode structure of
the quantized field. However as done in Ref. [161, 163], we assume it varies very
little over the interaction region and treat it as a complex constant for the rest of
the calculation. The interaction Hamiltonian destroys a photon in mode m+ 1 while
creating a photon in mode m and vice-versa [159, 160].
To solve for the state vector of the radiation field of a single photon packet after





|ψI(t)〉 = VI(t)|ψI(t)〉 (8.9)
where |ψI(t)〉 is the state-vector of the single photon after the phase modulator that
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is the interaction part of the Hamiltonian in the interaction picture. Above, we define
γ = γ0b and δ = Ω−Ωopt is the frequency mismatch between the microwave mode and
optical mode. This frequency mismatch results in a delta function when integrated
over some large time T that enforces energy conservation. Here we will look at the
resonant case, which is often denoted as the phase-matching condition in non-linear






Assuming there is no loss in the system, with proper phase matching the interaction
Hamiltonian satisfies energy conservation. The new wavefunction can be expressed




cq(t)|1q〉, q ∈ Z (8.12)
where q are all modes of the quantization cavity. Before the interaction, the ini-
tial state vector of the single photon packet emitted by a two-level system through
spontaneous emission process with center frequency ωc and decay rate Γ is





2π[ωq − ωc + iΓ/2]
a†(ωq)|0〉 (8.13)
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We will assume the initial single-photon packet is linearly polarized and the polar-
ization does not get affected throughout the phase modulator, thus the polarization
degree of freedom will be dropped from the calculation.
















cq(t) = |γ|(e−iθcq−1(t) + eiθcq+1(t))
(8.14)
where γ is written as |γ|eiθ and the second equation is obtained by projecting the
state into |1k〉. We have q coupled differential equations for q coefficients, where each




cq(t) = |γ|(e−iθcq−1(t) + eiθcq+1(t)) (8.15)
The solution to the above coupled differential equations is given by infinite sums












where αj are the initial conditions of the differential equation given by the quantum
dot single-photon packet. At t = 0, the state should be the state of a photon emitted
by a QD through a spontaneous emission process. With this initial condition, the
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[ωj − ωc + iΓ/2]
a†q|0〉 (8.18)
At t = 0, the Bessel coefficients go to zero for all q and j except at q = j, when
J0 become 1. At q = j, the phase term θ goes to zero. Now assuming that the
interaction between the single-photon packet and the modulator happens for a finite
time T (given by the length of the modulator), redefining the coefficients inside the
Bessel as β = 2|γ|T/~, where β is equivalent to the classical modulation index, and
shifting the sums of the Bessel function (q − j = n), the ωq in the denominator










[ωq − nΩ− ωc + iΓ/2]
a†q|0〉 (8.19)
As the sums are both running from −∞ to ∞, shifting the sum is equivalent to the
given result. The state we derived agrees with the form given in Ref. [166, 160].
The spectrum of the modified single photon packet is simply a Lorentzian function






(ω − nΩ− ωc)2 + Γ2/4
(8.20)
We have retained the form that one gets classically when performing a phase modu-
lation of a field.
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8.3 Experimental Realization of Spectral Modification of Sin-
gle Photons with Phase Modulator
To demonstrate the ability to change the frequency state of single photons emitted
from a cw-driven isolated quantum dot, a single QD is resonantly excited with a
CW-laser. The scattered photons are sent through a polarization-maintaining single
mode fiber and are sent through a commercial electro-optic phase modulator built
by EOSpace (part number: PM-5S5-20-PFU-PFU-940-LV-UL Serial 299203) driven
with 5 GHz modulation frequency (Ω). As the theory for phase modulation suggests,
the single photons at the output of the modulator should develop additional peaks
that are separated by the driving frequency. To resolve the frequency spectrum of the
spectral modified photons, they are sent through a pressure-tuned air-spaced etalon
with 400 MHz bandwidth and 45 GHz free-spectral range, and are detected with
single photon detectors. To ensure the spectrum is not cluttered by the free-spectral
combs, the emission is centered at the center of the scan range. The pressure inside
the cavity is stabilized by a PID controller and can be tuned on demand with a
computer command.
The spectrum of the single photons after the modulator are plotted in Fig. 8.1.
The QD is driven at saturation. The x-axis is the etalon detuning and y-axis is the
integrated counts obtained by integrating for a second at each point. The bottom
curve in Fig. 8.1 is the spectrum of the unmodulated photons. The remaining curves
show the modified spectrum of a single photon packet after the phase modulator
driven by a 5 GHz microwave field at various modulation indices (β). The integrated
total counts remain constant for all modulation indices, including the unmodulated
case. The data is fitted with multiple Lorentzian peaks with weighted coefficients, as
predicted by the theory derived in the previous section.
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Figure 8.1:
Scanning Fabry-Pérot spectrum of single photons after sending through
the electro-optic phase modulator for various modulation indices (β).
The bottom curve is the spectrum when the modulation is turned off.
The solid lines are the Lorentzian fits to the data. The phase modulator
is driven with a 5 GHz sinusoidal voltage.
Figure 8.2 shows the integrated counts for the central peak ωc and the average
of the first two sidebands (ωc ± Ω and ωc ± 2Ω), obtained from the fit for various
modulation indices (β). The data is normalized by taking the integrated counts for
the unmodulated case to be one. The solid lines are the square of the first three Bessel
coefficients (|Jn(β)|2 for n = 0,1,2) plotted as a function of the modulation index. As
one can see from Fig. 8.2, the single photons are modulated up to the π modulation
index, which corresponds to a π phase shift. The blue fit to the carrier peak shows
that the carrier component (ωc) of the photon is almost completely suppressed at
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3π/4 modulation index. The bandwidths of the sidebands are same as the bandwidth
of the unmodulated carrier field, within the margin of error. As one would expect,
the sidebands are generated at the harmonics of the driving field. The linewidth of
the primary and side band peaks, assuming monochromatic excitation, would also be
monochromatic; however, in these experiments we are operating at powers where the
Rabi frequency is close to the natural linewidth. Under these conditions, the Mollow
theory shows the line broadens considerably compared to the near delta function






























Integrated counts as a function of modulation index for the central peak
and the average of the first two sidebands obtained for the fit. The data
is normalized by taking the integrated count for the unmodulated case
to be one. The solid lines are the square of the zeroth, first and sec-
ond order Bessel coefficients plotted as a function of the modulation index.
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8.4 Single Photons Indistinguishability with Two-Photon In-
terference
In this section, first we will perform two-photon interference measurements us-
ing a stream of single photons emitted by a CW-excited QD. Then we will repeat
the measurements with the photons with a modified spectrum due to the the phase
modulator. We will demonstrate that the indistinguishability of the photons remains
preserved after the spectral modifications. The results in this section will be adapted
from the draft of the paper that is currently under preparation for publication.
8.4.1 Two-Photon Interference with Unmodulated Photons
The QD is resonantly excited by a CW-laser and the emitted single photons
are collected in a cross-polarization setup. We perform CW Hong-Ou-Mandel-type
two-photon interference measurements with a single QD [168, 169] in an unbalanced
fiber Mach-Zehnder interferometer by exciting the QD at around saturation power.
One arm of the interferometer is delayed 35 ns relative to the other arm to ensure
there is no second-order field interference and photons from two different shots of the
measurement arrive at the beam-splitter simultaneously. The experimental setup for
the two-photon interference measurement is given in Fig. 8.3. The phase modulator
is turned off for this measurement.
180
Figure 8.3:
Two-photon interference experimental setup. The quantum dot is
resonantly excited by a CW-laser and the emitted single photons are
collected in a cross-polarization setup. The collected photons are sent
through a fiber phase modulator (turned off for this measurement) and
then sent through an unbalanced fiber Mach-Zehnder interferometer.
When the incident photons are identical in all degrees of freedom, the input pho-
tons exit through the same port of the beam splitter (BS2 in Fig. 8.3). This results in
a drop in coincidence counts between the two detectors. The two photon interference
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measurements can be described with the second-order intensity correlation function
and can be related to the g(2) function. The normalized coincidence probability for


























⊥ correspond to the cases where the input photons in BS2 are
linearly co-polarized and linearly cross-polarized respectively, and g(2) is the intensity
correlation function calculated in Ch. V given by [65, 137]













and γ2 and γ are the excited state population decay rate and the dephasing rate of
the QD. The two beam-splitters (BS1 and BS2) used in the setup are 50:50 (R:T),
∆τ is the relative time difference between the two arms of the interferometer, τc is
the first order coherence time of the photons, and vc is the overlap of all the modes
of the two incident photons that takes the value from 0 (no overlap) to 1 (perfect
overlap). The overall indistinguishability of the photons is quantified by a visibility











For completely indistinguishable photons, the visibility goes to 1 at τ = 0, whereas
it goes to 0 for distinguishable photons.
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Figure 8.4:
Continuous-wave two-photon interference experimental data. (a) Two-
photon interference measurements with dot 1 for linearly co-polarized
and (b) linearly cross-polarized photons with the phase modulator off.
For co-polarized photons, the g
(2)
HOM(τ = 0) goes to 0.19 ± .01. In
the case of the cross-polarized photons, the value is 0.5, which is the
classical correlation value. Figure (c) and (d) are interference visibility
measured for dot 1 and dot 2. The red curve on plots (a)-(b) and (c)-(d)
are obtain from the theoretical fit given by Eq. 8.21 and 8.24 respectively.
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Figure 8.4 (a) and (b) are the normalized two-photon interference raw data for dot
1 performed with the phase modulator off for linearly co-polarized and cross-polarized
photons respectively. The red lines are the theoretical fit to the data obtained from
Eq. 8.21. At τ = 0, for the co-polarized case, the coincidence counts goes to 0.19± .01
(Fig. 8.4a), much below the classical correlation limit of 0.5, whereas for the cross-
polarized case, the coincidence is 0.5 (Fig. 8.4b). The two side dips at τ = ±35 ns
correspond to the relative path length difference of the Mach-Zehnder interferometer,
where the coincidence count is reduced due to the classical counting probability for
a single photon source, and not due to the interference. Therefore, the magnitude
of these dips are equal for the co-polarized and cross-polarized cases. We obtain a
visibility of 0.74± .04 with the dot (dot 1) used in the study. A different dot (dot 2)
from the same sample has a two-photon interference visibility of up to 0.94± .04 (Fig.
8.4d). As of our knowledge, this is the highest raw visibility seen in CW two-photon
interference measurements reported to date. The reduction in visibility (Fig. 8.4c)
from the ideal value of 1 is possibly due to the spectral diffusion of the QD emission
frequency, and uncontrolled polarization rotation of the fiber before the second beam
splitter.
8.4.2 Two-Photon Interference with Phase Modulated Photons
After the photon packets are processed through the phase modulator, it is impor-
tant to verify that the coherence properties of the photons are not degraded substan-
tially. While the bandwidths of the sideband peaks remain close to that of the carrier




Two-photon interference measurements for linearly co-polarized photons
performed with the spectral modified photons driven with the modulator
at (a) 7 GHz (c) 5 GHz and (e) unmodulated case. The interference
visibility for each driving frequency is plotted with the same order in the
right column. For Fig. (a-d), the photons’ spectrum are modified with a
modulation index of β ∼ π/3 and all frequency components are used in
the HOM measurements. 185
We repeat the two-photon interference measurements between subsequent photons
in the same setup with the phase modulator turned on and driven by a sinusoidal
microwave source. The phase modulator is driven at the modulation index of β ∼ π/3
(blue curve in Fig. 8.1), at which the ratio of the intensity of carrier mode to the
first sidebands is 2.7 : 1. The output of the phase-modulator with all the frequency
components is sent through the two-photon interference setup. Several two-photon
interference measurements are performed with various driving frequencies ranging
from 2 to 7 GHz and the data is analyzed and plotted using the same procedure
as for the unmodulated case above. The two-photon interference for the linearly
co-polarized photons with the modulated spectra and the interference visibility are
plotted in Fig. 8.5 (a-d). The red curves are the theoretical fit to the data given by Eq.
8.21 and 8.24 for the unmodulated case. Figure 8.5 (e,f) are the detailed plot of Fig.
8.4 (a,b), showing two-photon interference visibility for the unmodulated photons
plotted together for comparison. The dashed blue lines in the left figures are the
classical correlation limit; the normalized coincidence counts below the line indicates
the quantum interference between the two photons. As seen in the Fig. 8.5 (a-d), the
visibility of the modulated photons remain within the error bars of the unmodulated
case. This demonstrates that the spectral modified single photons maintain their
indistinguishability to a high degree, resulting in an excellent interference visibility.
8.5 Chapter Summary
In this Chapter, we have demonstrated that the frequency spectrum of single pho-
tons emitted from a cw-excited single quantum dot can be modified near-arbitrarily to
generate well defined frequency sidebands using a phase modulator. We have shown
that the sidebands inherit the properties of the unmodulated photon. Through two-
photon interference measurements, we have demonstrated that the indistinguishabil-
ity of individual photons emitted by a quantum dot is fully preserved in the presence
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of additional frequency sidebands generated via a phase modulator for a range of
modulation frequencies. These results demonstrate the suitability of this approach
for use in the development of frequency qubits from narrow-band single photons.
By filtering the carrier frequency and a single sideband through a fiber Bragg
grating and a circulator, we can construct a photonic frequency qubit [56, 59, 156]
[157, 55]. In addition, there exist proposals to use the carrier component and the first
pair of sidebands (ωc, ωc±Ω) as the basis for BB84 protocols [59]. As the modulator
is embedded in a single mode fiber, all of the frequency components are in the same
spatial mode. This allows the transferring of such qubit states over a long distance





The original goal of constructing the cavity-SPDC source was to encode a fre-
quency qubit with cavity-SPDC photons and teleport it to the spin states of a trion
state (the details of the proposed experiment can be found in Ref. [118]). The major
steps of the experiment are the generation of frequency qubits with the SPDC pho-
tons and Hong-Ou-Mandel (HOM) type interference that will be used for performing
the Bell state measurement. In this thesis, we have demonstrated the generation of
frequency qubit with the radiation generated from a continuous-wave excited single
quantum dot. We also performed HOM interference measurement between quantum
dots and SPDC photons. The post-process interference visibility is 32% when the
data is analyzed to look for coincidence counts within a 500 ps time window. For the
proposed teleportation measurement, visibility near unity is desired. As discussed
in Ch. 7, the reduction in the interference visibility is limited by the cavity-SPDC
photons. Due to the instability issues with the cavity, we were not able to get any
meaningful heralded interference data, as it requires more integration time. To ad-
dress the problem, we propose a redesign of the cavity-SPDC setup. One major
improvement can be made by mounting the crystals in a more stable housing that
allows fine tuning of the cavity length and re-doing the wiring work such that the
cavity is isolated from any external mechanical vibration. The redesign of the cavity
188
housing is not limited by any physics, and thus can be done as a first step to im-
prove the setup. However, it will require some detailed machining work and careful
re-alignment and re-characterization of the experimental setup, which could be labor
intensive and time consuming.
In addition, we propose adding an intra-cavity thin etalon with a bandwidth
smaller than the SPDC cavitys free-spectral range (FSR) (< 8.9 GHz) but with
an FSR larger than the down-conversion bandwidth (∼ 540 GHz). If the FSR of
the SPDC cavity and the thin etalon are mismatched, the down-conversion happens
only at the degenerate mode (i.e. when the down-conversion, cavity-SPDC, and the
thin etalon modes are degenerate with the Tsunami pump laser), which will actively
suppress the emission from the unwanted modes (i.e. those non-degenerate with the
Tsunami pump). In addition, having such an additional cavity might increase the
brightness of the source, thus further theoretical investigations on the subject matter
would be useful.
Alternatively, the cavity-SPDC source could be pumped with a longer Tsunami
laser pulse to increase the photon counts for performing HOM measurements. In-
creasing the pulse length to 150 ps (within the detector timing jitter) would reduce
the pulse spectral bandwidth to 2.1 GHz from the current bandwidth of 6.3 GHz.
Reducing the pump bandwidth would cause many non-degenerate cavity modes to
fail to satisfy the energy conservation requirement, further suppressing the unwanted
non-degenerate modes. However, it is important to note that the pulse length needs
to be much smaller than the QDs lifetime, as longer pump time means more un-
certainty in the SPDC emission time, which further degrades the HOM interference
visibility.
The cavity-SPDC count rates can be increased by using a longer down-conversion
crystal, as the emission rate increases linearly with the crystal length. This requires a
redesign of the cavity parameters and getting a new crystal from our vendor (Raicol).
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Once the mentioned challenges are addressed, there are numerous experiments
that one could perform that would be of interest for building a quantum network.
One could extend the absorption measurement to demonstrate a heralded-absorption
measurement by correlating the emitted photons with the spin state of QD. A similar
measurement between two QDs has been recently demonstrated by the ETH group
[26], where each data point was integrated for 46 hours. Such long integration time is
not possible with our current experimental setup, but with the new cryo-free system
that we are getting in the near future, such measurements will be possible. One
alternative path one could take is investigating the conversion of the idler photon to
the telecom wavelength through the use of frequency mixing module. There exist
commercial high-power pulsed fiber lasers at around 2200 nm with which an efficient
frequency conversion can be achieved [170]. This would be of interest for efficient
transport of the down-conversion photons in a fiber, with signal photons at 940 nm
centered around InAs/GaAs QD emission wavelength, and idler photons at telecom
wavelength (1560 nm).
Another possible experiment is a demonstration of phase-encoded cryptography
using single photons and two phase modulators as proposed and experimentally
demonstrated by Mérolla using a weak coherent source [55]. The thesis work on
phase modulation is a first ever direct verification of modulation spectrum with sin-
gle photons. The work should lay a foundation for implementing such cryptographic





Derivation of a Cavity Field Using an
Input-Output Formalism.
Figure A.1:
A cartoon of a single-sided cavity formed with a perfectly reflecting and a
leaky mirrors. The leakage is represented as interaction with the vacuum
bath with a rate γ
In this Appendix, we will adopt D.F. Walls and G.J. Milburn’s derivation of the
cavity field calculated using the formalism given by Collett et al. to discuss the output
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field from a single sided cavity [106, 107]. The formalism is often referred to as cavity
input-output formalism. One can construct such a cavity with a highly reflecting
mirror and a semi-transparent second mirror. The semi-transparent mirror interacts
with the external bath resulting in some finite decay of the cavity. The Hamiltonian
for such a system can be written as [106]
H = Hsystem +Hsource +Hbath +Hsystem−bath (A.1)
where Hsystem = ~ω0a†a is the free single-mode cavity field, Hsource is a source
of the field inside the cavity, the details of which are discussed in Ch. 3, and
Hbath =
∑
~ωjb†jbj is an external bath that interacts with the cavity, modeled as
evenly spaced nearly degenerate energy levels of vacuum modes. In the limit of in-
terest when the sum over j becomes an integral, the commutation relation for the
vacuum modes becomes
[a, a†] = 1, [b(ω), b†(ω′)] = δ(ω − ω′) (A.2)
The bath is coupled with the modes of the cavity with interaction strength gj.
With the rotating wave approximation (RWA), the interaction between the cavity




†bj − b†ja) (A.3)




dωk(ω)(b(ω)a† − ab†(ω)) (A.4)
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where b(ω) operator is time dependent and b0(ω) is for the initial time t = 0. Assuming
k(ω) is constant around the frequency of interests,
˙b(ω) = −iωb(ω) + k(ω)a(t)






similarly for a(t), substituting b(ω, t),





















We take k2(ω) to be constant (= γ
2π
) over the spectral range of interest which Collett













′)] = δ(t− t′) (A.9)
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With further simplification,
˙a(t) = − i
~
[a(t), Hsystem +Hsource] +
√
γain(t)− γ/2a(t) (A.10)
as Collett argued, using time reverse process, we obtain the following relationship













From equations A.10 and A.11 we obtain a boundary condition,
aout(t) + ain(t) =
√
γa(t) (A.13)
Once we have obtained the intra-cavity field it is easy to calculate the output field
from the above derivation.
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APPENDIX B
Mathematica Code to Calculate Cavity
Parameters.
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ABCDmatrix for Gaussian beam
optics to calculate the cavity parameters.
In[51]:= d1 := 5 * 10-3; (*PPKPT Length*)
d2 := 2 * 10-3 (* kpt length*)
ne := 1.7418 (*index of refraction extraordinary*)
ne1 = 1; (*index of refraction air*)
no := 1.83482 (*index of refraction ordinary*)
(*f1=19.3*10-3, 12*10-3;*)
f1 = 19.3 * 10-3;
λ = 942 * 10-9; (*radius of curvature of PPKTP, wavelength of down-conversion*)
(*ABCD matrix propagation through each component. The
beam starts from the high reflecting end of the PPKTP crystal,
propagates through the free-space of length L and through the KTP crystal. The
beam reflects from the high reflecting end of the KTP crystal and traves back
through the same path back to the high reflecting end of the PPKTP crystal.*)







































wQD1[λ_, w01_, z0_] := w011 + (z0 λ)  π w012
2
 (*beam waist*)
RQD[λ_, w01_, z0_] := z0 1 + π w012  (λ z0)
2
 (*radius of curvature*)
qQD[λ_, w01_, z0_] := (-ⅈ λ)  π * (wQD1[λ, w01, z0])2
-1
qQDn[λ_, w01_, x1_, L_, f1_, z0_] :=
((Extract[QD[L, f1, x1], {1, 1}]) * qQD[λ, w01, z0] + Extract[QD[L, f1, x1], {1, 2}]) /
((Extract[QD[L, f1, x1], {2, 1}]) * qQD[λ, w01, z0] + Extract[QD[L, f1, x1], {2, 2}])
wQD[λ_, w01_, x1_, L_, f1_, z0_] :=
-λ
π Im[1 / qQDn[λ, w01, x1, L, f1, z0]]
1/2
(*beam waist*)
inverseQDR[λ_, w01_, x1_, L_, f1_, z0_] := Re[1 / qQDn[λ, w01, x1, L, f1, z0]]
QDR[λ_, w01_, x1_, L_, f1_, z0_] := 1 / inverseQDR[λ, w01, x1, L, f1, z0]
(*Radius of curvature*)
ManipulatePlotwQDλ, w * 10-6, 0, x * 10-3, f1, 0 - w * 10-6 * 106,
inverseQDRλ, w * 10-6, 0, x * 10-3, f1, 0, {x, 0, 12},
AxesLabel → {"cavity length(mm)", "Beam waist(μm), 1/Curvature at ppkpt"},
PlotRange → {-10, 10}, PlotStyle → {Red, Black}, PlotLegends →
Placed[{"Beam waist (Initial - final)", "1/Curvature at ppkpt"}, Above],




Beam waist (Initial - final) 1/Curvature at ppkpt






Beam waist(μm), 1/Curvature at ppkpt
Summary : A stable cavityoperation can be achievedwhen the beamwaist of the incident
beammatcheswith thewaist of the round - trip beam reflected through theKTP,
in other words when the raydiagram is time - reversable. The zero crossing
of the red curvesare the operation points where the ray -
diagram is time - reversable.Theblack curve is 1 / (PPKTP curvature),
for beamwaist 40μm, there are two time reversableoperation points,
out of which only onematches the radius of curvaturewith theKTP crystal.
2     gaussianBeam.nb
APPENDIX C
Theoretical Calculations of the Second-Order
Intensity Correlation.
In this appendix we will calculate the second-order intensity correlation of photons
emitted by a single two-level atom using quantum regression theorem. The calculation
is adopted from Paul Berman’s lecture notes. A fully quantized Hamiltonian of a
two-level system with dipole approximation and rotating wave approximation (RWA)




















are the field coupling constants for a two-level system with the excited and ground
stated denoted by states |2〉|1〈 respectively. The atomic and field operators are defined
199
as σ+ = |2〉〈1|, σ− = |1〉〈2|, σ2 = |2〉〈2|, σ1 = |1〉〈1|, σz = σ2 − σ1
With the Hamiltonian, the equation of motion of the atomic and field operators











































jσ− − 2iχσ+e−iωt + 2iχσ−eiωt
ȧj = −iωjaj − ig∗jσ−
(C.3)





































′)dt′σ−(t)− iχσ+e−iωt + iχσ−eiωt
(C.5)




′) = γ2δ(t− t′), (C.6)
where γ2 is the spontaneous decay rate. With
∫ t
0
δ(t−t′)dt′ = 1/2 the above equations






















iωjt + γ2σ2(t) + iχσ+e
−iωt − iχσ−eiωt
σ̇− = −iω0σ−(t) + i
∑
j
gjσz(t)aj(0)− γσ−(t) + iχσze−iωt







When taken trace of the above equations by summing over the initial state of the
field, which is |0〉 for the Hamiltonian given in Eq. C.1, the terms with summations
go to zero, 〈a†(0)σ−(t)〉 = 0, 〈σ+(t)a(0)〉 = 0. After the simplification, the expectancy
values of the time derivative of the above Heisenberg operators become,
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〈σ̇2(t)〉 = −γ2〈σ2(t)〉 − iχ〈σ+(t)〉e−iωt + iχ〈σ−(t)〉eiωt
〈σ̇1(t)〉 = γ2〈σ2(t)〉+ iχ〈σ+(t)〉e−iωt − iχ〈σ−(t)〉eiωt
〈σ̇−(t)〉 = −γ〈σ−(t)〉 − iω0〈σ−(t)〉+ iχ〈σz(t)〉e−iωt
〈σ̇+(t)〉 = −γ〈σ+(t)〉+ iω0〈σ+(t)〉 − iχ〈σz(t)〉eiωt
(C.8)
The above equations could be re-written in the field interaction representation
where ρ̃ = e−iωtσz/2ρeiωtσz/2, ˜ρmn = ρmn, ρ̃12 = e
−iωtρ12. Substituting σ±(t) =
σ̃±(t)e
±iωt, ∆j = ωj − ω, δ = ω0 − ω, ρ̃ii = ρii
〈 ˙̃σ2(t)〉 = −γ2〈σ̃2(t)〉 − iχ〈σ̃+(t)〉+ iχ〈σ̃−(t)〉
〈 ˙̃σ1(t)〉 = γ2〈σ̃2(t)〉+ iχ〈σ̃+(t)〉 − iχ〈σ̃−(t)〉
〈 ˙̃σ−(t)〉 = −(γ + iδ)〈σ̃−(t)〉+ iχ(〈σ̃2(t)〉 − 〈σ̃1(t)〉)
〈 ˙̃σ+(t)〉 = −(γ − iδ)〈σ̃+(t)〉 − iχ(〈σ̃2(t)〉+ 〈σ̃1(t)〉)
(C.9)
The set of differential equations derived above is essentially the optical Bloch
equation for a two-level system derived in Chap. 5. The above equations can be




〈σ(t+ τ)〉 = eMτ 〈σ(t)〉 (C.10)
where, M =

−γ2 0 iχ −iχ
γ2 0 −iχ iχ
iχ −iχ −(γ + iδ) 0









From the above differential equation, we can obtain the expectation value of σ2(t+τ)
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which will be of interest later to calculate the second-order intensity correlation.
〈σ̃2(t+ τ)〉 = eMτ |11〈σ̃2(t)〉+ eMτ |12〈σ̃1(t)〉+ eMτ |13〈σ̃−(t)〉+ eMτ |14〈σ̃+(t)〉 (C.11)
Now we would like to calculate the second-order intensity correlation using the












〈E−s (t)E+s (t)〉〈E−s (t+ τ)E+s (t+ τ)〉
(C.12)
The radiation field of an oscillating dipole can be expressed in terms of the atomic
operators [65],




Substituting Eq. C.13 to Eq. C.12,
g2(τ) = t






When t → ∞, the terms in the denominator become steady state solution to ρSS22






In order to calculate two-time expectation value of the atomic operators, we can
employ regression theorem derived by Melvin Lax [171] which assumes that a given
system has a Markovian dynamics. Following calculation is adopted from Girish S.
Agarwal’s Quantum Optics book [108]. According to the regression theorem extended
to quantum dynamics, the mean value of an operator at a given time t + τ can be
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where the coefficients Cα can be solved using the optical Bloch equations. The rela-





Using the relationship given in Eq. C.16, we can calculate the numerator of the g2(τ)
function,
〈σ2(t+ τ)〉 = A(τ)〈σ2(t)〉+B(τ)〈σ1(t)〉+ C(τ)〈σ−(t)〉+D(τ)〈σ+(t)〉 (C.18)
The respective coefficients are calculated in equation C.11 using the optical Bloch
equation. Extending the equation to two-time correlation operators,
〈σ+(t)σ2(t+ τ)σ−(t)〉 = A(τ)〈σ+(t)σ2(t)σ−(t)〉+B(τ)〈σ+(t)σ1(t)σ−(t)〉
+ C(τ)〈σ+(t)σ−(t)σ−(t)〉+D(τ)〈σ+(t)σ+(t)σ−(t)〉
= B(τ)〈σ2(t)〉 (C.19)
= eMτ |12〈σ2(t)〉 (C.20)















The above relationship gives the equivalent result as derived in Eq. 5.20. To summa-
rize the calculation we have done before, second-order intensity correlation is propor-
tional to the excited level population ρ22. For a two-level system driven by a cw laser,
at time zero the correlation is zero, this is inherently quantum mechanical property
of the operators (〈σ+(t)σ2(t)σ−(t)〉 = 0). Immediately after zero time (τ > 0), ρ22
has a transient behavior which depends on the excitation power and detuning, this
transient behavior is a result of the Rabi oscillations of the atomic operators. For a
longer time ρ22 goes to a steady state. Experimentally we measure an unnormalized
intensity correlation. The correlation could be normalized to the long time when all
the transient behavior of the atom has died-off, such properly normalized intensity
correlation is referred to as g2(τ). The above methods can be easily extended to
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