Abstract. We consider limits of weakly converging W 1,2 -maps Φ k from a ball B ⊂ R 2 into R 3 which are conformal immersions. Under the assumption that a normal curvature term is small, namely if for the normal map u we have for some s ∈ (
on one-dimensional closed curves γ : S 1 → R 3 . The main idea in [3, 4] is that one can reduce the regularity analysis to the regularity analysis of fractional harmonic maps. Namely, by choosing the right parametrization (for curves: the constant-speed parametrization) we show that so parametrized critical knots γ : S 1 → R 3 of the energy is essentially comparable to the W α, 1 α -Sobolev norm, which makes the regularity theory for critical points of (1.1) attainable from the regularity of degenerate harmonic maps, [28] -a theory initiated for 1/2-harmonic maps by Da Lio and Rivière [9, 8] .
There are higher-dimensional analogues of surface energies, e.g. tangent-point and Mengercurvature energies have been extended [32, 13, 31] , and also analogues of the O'Hara energies exist [22] . Nothing is known about the critical or even minimizing surfaces of these energies in the scale-invariant case.
In order to even have a glimpse of a chance of generalizing the arguments in [3, 4] to surfaces, the choice of parametrization (which in one-dimension is elementary) becomes a first roadblock.
Since in the case of Willmore surfaces the conformal parametrization has been the way to go, one might ask if some sort of conformal parametrization might also be possible for the fractional surface energies, i.e. if a version of Theorem 1.1 holds in this case. This is by no means trivial, since the condition W(Φ) < ε 0 is a condition of Sobolev-differential order W 2,2 of the surface. A brief and superficial analysis of the energies in [32, 13, 31] exhibits however that these are of order W s, 2 s of the surface, where s ∈ (1/2, 1). As of now we are not able to replace W(Φ, B(0, 1)) in Theorem 1.1 by a condition on the tangent-point or Menger curvature of surfaces. However, our main result in Theorem 1.3 below is that we can lower the differential order for an energy that at least formally is reminiscent of these energies.
The W 1,2 -case is based on the second fundamental form |A| = |∇u| = |u ∧ ∇u| and the smallness condition in Theorem 1.1 is with respect to the Willmore energy, The notion W s,p is somewhat justified, since by the same argument as, e.g., in [5] we have , 1] there exists ε s such that the following holds. For some ball B ⊂ R 2 assume that Φ k ∈ C ∞ (B, R 3 ) is a sequence of conformal immersions, i.e. for each k ∈ N ∂ α Φ k = e λ k e α;k α = 1, 2
for some orthonormal system e 1;k , e 2;k ∈ C ∞ (B, R 3 ).
If Φ k converges weakly to Φ in W loc (B, S 2 ) an orthonormal system such that ∂ α Φ = e λ e α α = 1, 2 a.e. in B While Theorem 1.3 seems to be the first result in this direction for condition on the surface of differential order below 2, there is one major drawback here: the quantity W s, 2 s
is not very geometric, and it is not clear to the author which reasonable parametrization invariant surface energy reduces to W s, 2 s under the assumption of conformal parametrization.
We also have a few technical limitations (which can be remedied however):
• The case s = 1 2 is ruled out in Theorem 1.3. But one observes that the analysis presented below can be extended to a version for s = for maps u k : R 2 → R 3 which on B(0, 1) coincide with the unit normal u k of Φ(B(0, 1)). We did not find a representation of this fact in terms of a functional more reminiscent of W s, • One also notices that we do not obtain an analogue of the L ∞ loc -control of the conformal factor. From the point of view of harmonic analysis it seems unlikely that such a uniform boundedness holds under the assumptions presented. It is however a relatively easy consequence of our argument that if in addition for any extension u k of the unit normal u k : B(0, 1) → S 2 we have
then we have the a local bound on the conformal factor. Here L ( n s ,2) denotes the Lorentz space, and by Sobolev inequality it is still true that W 1,2 (Φ k ; B(0, 1)) < ∞ then (1.2) holds. In this sense it is possible to obtain a real extension of Theorem 1.1 -however the geometric meaning is unclear.
Let us remark on the proof of Theorem 1.3. In the classical case s = 1, the proof of Theorem 1.1 can be based on the following lifting property, see [11, Lemma 5.1.5] . Theorem 1.4. There exists ε 1 > 0 so that the following holds true.
Let B ⊂ R 2 be any ball. Assume that (u, e 1 , e 2 ) ∈ C ∞ (B, S 2 ) form pointwise an orthonormal basis of R 3 .
If u satisfies
such that div( ẽ 1 , ∇ẽ 2 R 3 ) = 0, and such that
The proof of Theorem 1.3 is based on the fact that one can sharpen Theorem 1.4. 
Remark 1.6. At least for s < 1 large enough, one can also prove a version of Theorem 1.5 in the setting of Lorentz spaces, replacing the smallness assumption (1.6) with the condition that (−∆) s 2 u L (2,∞) < ε s . For s = 1 this was used for the energy quantization analysis of the Willmore energy in neck regions, see [2, Lemma IV.3] and [16] . We will not follow this path here.
The outline of the remaining paper is as follows. In Section 2 we state the main technical results that lead to a proof of Theorem 1.5 and 1.3. The proofs of Theorem 1.5 is then given in Section 3 and the proof of Theorem 1.3 is given in Section 4. The results of Section 2 are proven in the remaining chapters.
Main technical ingredients
In this section we state the main technical ingredients needed for the proof of Theorem 1.3 and 1.5. These are mainly sharpening of classical local results to the fractional case (which is surprisingly involved for some of these results). We first introduce the fractional Sobolev space. For a more thorough (and technical) introduction we refer to Section A.
Let Ω ⊂ R n be an open set. For s ∈ (0, 1) the Slobodeckij-Gagliardo Sobolev space
Here, we use the Gagliardo seminorm
For s = 1 we use the (abuse of, see below) notation
Now let us begin with our first ingredient. If u : B → S 2 then u · ∇u = 0. By Lagrange's identity we then get
. In some sense this still holds for our fractional normal curvature quantity. One way is easy, Since u(x) ∧ u(x) = 0 and thus |u(x) ∧ u(y)| |u(x)| |u(x) − u(y)| we have the trivial estimate
.
The other direction in general has no reason to hold, however it holds when the fractional normal curvature quantity is small. . Proposition 2.1 will be proven in Section 5.
Another ingredient is an extension to the fractional order of the following (again almost trivial) observation:
If (e 1 , e 2 , u) for almost everywhere a orthonormal basis of R 3 then, observing that e 1 ·∇e 1 ≡ 0,
In particular the W 1,2 -energy of e 1 is controlled by e 1 , ∇e 2 and ∇u. This latter fact still holds somewhat true in the fractional case but the proof is much more involved and relies on several commutator estimates. .
In particular there exists ε s > 0 such that if for any orthonormal system (e 1 , e 2 , u) of R
. Proposition 2.2 will be proven in Section 6.
We will also employ a refined version of Wente's inequality
Wente's inequality leads also to the following estimate.
Proposition 2.4. For any s ∈ (
, 1] there exists ε s > 0 such that the following holds.
Let B ⊂ R 2 be a ball. For e 1 , e 2 , u ∈ H 1 (B, S 2 ) that form a.e. orthonormal basis of R 3 and that allow for the existence of
< ε s then we have have
The constant C s in the estimate is independent of the particular ball.
Proposition 2.3 and Proposition 2.4 will be proven in Section 7.
3. Proof of the lifting theorem, Theorem 1.5
The proof of Theorem 1.5 is an adaptation of the proof in [11, Lemma 5.1.4], which is based on a continuity argument. For this we first observe the following continuous dependence for a variational problem.
where the infimum is taken over θ ∈ W 1,2 (B(0, r)).
Then f is continuous in (0, ∞). Moreover, lim r→0 + f (r) = 0.
Proof. For the limit at 0 we have from the minimization property lim sup
by absolute continuity of the integral.
Regarding the continuity we first observe that f is monotone. Indeed let 0 < r < R, and let θ R be a minimizer (which always exists) for f (R). Then θ R is a competitor for f (r) and thus
Denote byθ R a minimizer off
We then have f (r) =f (R).
From this we conclude
Since Θ R is a minimizer off (R) this implies in particular,
Since we have by dominated convergence,
we obtain continuity for f . , we may assume w.l.o.g. that instead of (1.6) we have
For r ∈ (0, 1] we consider the minimization problem
α (θ) := P αβ (θ) e β , and P ∈ W 1,2 (B(0, r)), SO(N)) is a rotation parametrized by θ, namely
Equivalently we can then write
See the proof of Lemma 4.2 for the relevant computations.
We minimize E r (θ) in θ ∈ W 1,2 (B(0, r)) and B(0,r) θ = 0. We call the minimizing framẽ e α,r :=ẽ α (θ r ). It satisfies the equation div( e 1,r , ∇e 2,r ) = 0 in B(0, r), e 1,r , ∂ ν e 2,r = 0 on ∂B(0, r).
By Hodge decomposition we thus find λ r ∈ W 1,2
on ∂B(0, r).
Taking the curl on both sides of the equation we find the equation in Proposition 2.4.
From Proposition 2.4 we then find (for suitably small ε s ),
we arrive at
Observe that for ε s small enough the roots of the polynomial
are real numbers,
That is, (3.2) implies
In view of Lemma 3.1 f (r) is continuous and lim r→0 f (r) = 0, which implies
In particular, we obtain
for all r ∈ (0, 1].
Settingẽ α =ẽ α,1 we have obtained the estimate
The estimate (1.7) is then a consequence of Proposition 2.2.
Limits of conformal maps, Proof of Theorem 1.3
hanThe proof of Theorem 1.3 follows by an adaptation of the argument in [11, Theorem 5.1.1]. We mainly need to keep track of the improved estimates from Section 2.
We begin with some standard observations about conformal maps.
That is assume that for some orthonormal basis e 1 , e 2 of the tangent space of Φ(B(0, 1)) and some λ ∈ C ∞ (B(0, 1)) we have
Proof. Taking the curl on both sides of (4.1) we obtain 0 =∂ 2 (e λ e 1 ) − ∂ 1 (e λ e 2 ).
Multiplying by e −λ we thus have
Observe that e β , e γ = δ βγ readily implies ∂ α e β , e γ = 0 for β = γ.
Then the claim follows from taking the scalar product in (4.3) with e 1 and e 2 .
When we change the basis of the tangent space from (e 1 , e 2 ) into a new basis (ẽ 1 ,ẽ 2 ) with same orientation then (4.2) changes accordingly. Namely we have
be conformal, say as in Lemma 4.1
Letẽ 1 ,ẽ 2 be any other orthonormal basis with the same orientation, i.e. assume that e α = P αβ e β for some P ∈ SO(2). If we represent
then we have
and in particular,
This implies
Now we obtain the claim from Lemma 4.1, more precisely from (4.2).
for some orthonormal basis e 1 , e 2 of the tangent space of Φ(B(0, 1)) and some λ ∈ C ∞ (B(0, 1)).
Letẽ 1 ,ẽ 2 be any other orthonormal basis with the same orientation, i.e.ẽ α = P αβ e β , for some P ∈ C ∞ (B(0, 1), SO (2)). Let λ h be a solution to
Then for every r ∈ (0, 1) and any s ∈ ( , 1] there exist positive constants C 1 (r, s) and C 2 (r) so that
where we use the notation f − = | min{f, 0}|.
Proof. In what follows we shall use the notation
which in view of Lemma 4.2 leads to the decomposition
where θ is from the representation of P ,
Taking the curl on both sides (recall ∆λ h = 0) we obtain in particular,
We now begin to estimate λ h . Since λ is harmonic, more precisely by Lemma E.1, we have
Observe that from λ h = λ h − λ + λ and λ ≤ e λ we obtain the estimate
Next we observe that from (4.5) we have |Φ| = e λ which leads to
That is, we arrive at
By Poincarè-inequality, since λ 0 has trivial Dirichlet boundary data,
In view of (4.6), an application of Wente's inequality in the form of Proposition 2.3 leads
This establishes the claim.
Combining the previous lemma, Lemma 4.3, with the lifting result, Theorem 1.5, we obtain , 1] there exists ε s > 0 such that the following holds.
holds for some orthonormal basis e 1 , e 2 of the tangent space of Φ(B(0, 1)) and some λ ∈ C ∞ (B(0, 1)).
If for u := e 1 ∧ e 2 we have
Here λ h is the solution of
By the conformality of Φ, namely by (4.7), we have for any z ∈ B(0, r)
We analyze the two factors on the right-hand side of (4.8). For the λ h -term we argue as follows: from Lemma 4.3 we get (4.9)
whereẽ 1 ,ẽ 2 are chosen from Theorem 1.5. In view of (1.7) estimate (4.9) becomes (4.10) sup
This gives an estimate for the λ h -quantity in (4.8).
Regarding the λ 0 -quantity in (4.8) we use that as in Lemma 4.3, more precisely by (4.6), we can apply Wente's inequality, Proposition 2.3, to λ 0 . Namely,
Since
we conclude that we can employ Moser-Trudinger inequality [37, 19, 1] , and have (4.11)
Plugging (4.11) and (4.10) into (4.8) we conclude.
Now we are ready to prove our main result.
Then we find λ k ∈ C ∞ (B(0, 1)) and orthonormal basis (e 1;k , e 2;k , u k ) such that
We split λ k = λ h k + λ k,0 as in Lemma 4.4 and consider two cases: Firstly, we consider the collapsing case, that is we assume
In this case we obtain from Lemma 4.4,
Assume now this is not the case, that is assume
In that case we get from Lemma 4.4 and Lemma E.1 applied to −λ
In particular. since λ k is harmonic, for any r ∈ (0, 1) we have 
Also in view of Lemma 4.2
We can apply Wente's theorem, Proposition 2.3, to obtain
In view of the decomposition (4.14), the estimates (4.12), (4.13), and (4.15) imply a locally uniformẆ 1,2 -bound on θ, and in particular we get a locally uniform W 1,2 -bound on
This finally leads to the fact that e α;k = P < ∞ for any r ∈ (0, 1).
In particular up to taking subsequences we find on any B(0, r) an L 2 (B(0, r))-strongly converging subsequence of e α,k to an orthnormal system e α ∈ W s, By (4.12) and (4.15) we also find that e λ k converges almost everywhere to some e λ with λ W 1,2 (B(0,r)) < ∞ for any r ∈ (0, 1).
In particular, we can pass to the limit in the equation
This way we find
almost everywhere in B(0,1).
Since λ ∈ L 1 loc we have in particular that Φ is almost everywhere an immersion.
5.
The fractional normal curvature quantity controls the Sobolev norm: Proof of Proposition 2.1
We begin with an easy lemma Lemma 5.1. Let B ⊂ R 2 be a ball and u ∈ C ∞ (B, S 2 ). Then we have
The constants are independent of the specific ball.
Proof. Since |u| = 1, by Lagrange identity,
In the last step we used that
[u] [u] we have the estimate
Considering the roots and asymptotics of the Cx 2 + g(r) − x we conclude that if Since F 2 (r) − F 1 (r) > c uniformly for any r ∈ [0, 1] we conclude that
In view of (5.2) we obtain the claim for the ball B(0, 1).
Estimates on orthormal systems: Proof of Proposition 2.2
Proposition 2.2 is essentially a consequence of the following global estimate.
Here,
Proof of Theorem 6.1. We will write u ⊥ (x) := Π ⊥ u(x). Since |u| = 1,
Since e = ∆ −1 ∂ α ∂ α e we can write
Here we use (mainly for technical reasons) n ≥ 2.
Now we get from a Sobolev-type embedding, namely Proposition B.1,
Moreover, from commutator-type estimates,namely by Proposition B.2, we have
We thus conclude.
We also have the analogue of this statement for the fractional Laplacian which we record here. This is much simpler to prove than Theorem 6.1. , 1), if e ⊥ u, |e| = |u| = 1 almost everywhere, then
Proof of Proposition 6.2. Denote by
, where R is the vectorial Riesz transform. We then have by boundedness of the Riesz transform on L p -spaces,
In particular the claim is obvious if s = 1.
From now on assume let s ∈ [ , 1). We denote u ⊥ := Π ⊥ (u), and have
Using the fractional Leibniz rule, see e.g. [17] , we have
For the remaining term we use a commutator,
Since s < 1 we get from Sobolev embedding, Proposition A.1,
It remains to estimate the commutator, and for some , 1),
This proves the claim.
Proof of Proposition 2.2. Clearly the statement is invariant under scaling and translation so we may assume that B = B(0, 1).
We also may assume that e 1 , e 2 , u are extended to all of R 2 as in Lemma A.2. Observe that this conserves the property that (e 1 , e 2 , u) form an orthonormal basis of R 3 almost everywhere.
Observe that The remaining claims follow easily.
A Wente-type estimate: Proof of Proposition 2.3 and Proposition 2.4
The analysis in this work is based essentially on a sharp estimates for Wente-Lemma type equations. The usual Wente-Lemma has been used for a long time in geometric analysis [23, 38, 6, 33, 20, 7, 34] . It essentially is an estimate on solutions λ 0 to
where 
on ∂B.
then we have for any extensionã,b such thatã − a andb − b are constant in B
, whenever s ∈ (0, 1) and 1 < p, p 1 , p 2 < ∞ are such that
In particular, we get as a special case for any s ∈ ( , 1),
. Remark 7.2. In terms of Lorentz spaces the argument below readily leads to the following estimate.
, whenever s ∈ (0, 1), 1 ≤ q, q 1 , q 2 ≤ ∞ and 1 < p, p 1 , p 2 < ∞ are such that
In particular, for
Proof of Proposition 7.1. The estimate (7.2) follows from (7.1) by Sobolev embedding, Proposition A.1 and using the extension from Lemma A.2 -since for s > 1 2 we can always finds ∈ (0, 1) such that boths and 1 −s < s. Now let us prove (7.1). By a duality argument and Hodge decomposition we have
Thus,
The domain of integration can be chosen R 2 because ϕ is zero outside of B. We now pretend thatã = a andb = b for the sake of simplicity of notation. 
From [17, Proposition 10.1] we have
Consequently, from Hölder's inequality and the maximal theorem,
. .
Taking ε s from Proposition 2.2 we then get
Moreover we will -a few times -use the fractional Laplacian (−∆) s 2 and its inverse the Riesz potentials I s = (−∆) − s 2 , for s ∈ (0, n). These operators are multipliers defined by the Fourier transform,
and
For the Riesz potential I s we will also use the potential representation
For convenience we will refer to (−∆)
Observe that the fractional Laplacian (−∆) 
. This also holds for s = 1 and any p ∈ (1, ∞),
but this is only due to the commonly accepted abuse of notation that in the scale of Triebel- Sobolev-embedding properties) . We have the following embeddings estimates
Remarks on the proofs. The last statement follows from the extension Lemma A.2.
An important tool for us is the following extension argument. 0, 1) ) and set
Then for any s ∈ (0, 1], and any Λ > 1, 0,1) ) .
In particular,
Indeed, by splitting the integral we have
For the second term we us the transformationx := 
Now observe x |x| 2 −ỹ |ỹ| 2 |x| |ỹ| = |x −ỹ|. Indeed,
Thus we have shown,
For the second term we get by similar considerations
Now by geometric considerations for sphere-inversions, whenever |x|, |ỹ| < 1,
x −ỹ |ỹ| 2 ≥ |x −ỹ|, and consequently, (A.2)
x −ỹ |ỹ| 2 |ỹ| ≥ 1 2 |x −ỹ| for |x| < 1 and |ỹ| ∈ ( 
The claim is now established.
Appendix B. Sobolev-embedding and Commutator-type estimates
Proof. Set β := s + ε, where ε > 0 is chosen small enough such that 2s + ε − 1 ∈ (0, 1).
Let us set
Since s < 1 we have that β > 2s + ε − 1. Thus, by Sobolev embedding, Proposition A.1, we have
Applying this to g := I β f we find
We will also need the following commutator-type estimate.
, 1) and n ≥ 2 and t ∈ (
With the integral representation
This implies for any t 1 ∈ [0, 1], using also the estimate from Lemma D.2,
Using the estimate (see [30, Proposition 6.6 .])
we then arrive at
dw By Lemma D.1, for any t 3 ∈ (0, 1), we can estimate this further by
2 f (z) |x − w| t 3 −n − |y − w|
Consequently, we arrive at
Using the integral representation of the Riesz potential, if we choose 1 2 < t 2 < min{s, t} (where t is from the statement of the claim), this becomes
For T 1 we obtain from Proposition B.3,
Picking t 3 ∈ (1 − s, 1) (in particular we may assume t 3 > 1 − t 3 ) we can estimate T 2 and T 3 by Proposition B.5, namely we get
Picking t 1 ∈ (s, 1) we get from Lemma B.4
We conclude by noting that by Sobolev embedding, A.1, since t 2 < t and 1 2 < t,
In the above arguments we used the following two results Proposition B.3. Let n ≥ 2 and set
Then for any s ∈ (0, 1) we have
Proof. We use a combination of the arguments in [30, Proposition 6. −n .
We will estimate the product X(x, y, z)Y (x, y, z) depending on the relations between x, y, z.
For this we make frequent use of the following estimate, see, e.g., [30, Proposition 6.6.] .
|y − z|.
In this case we have |x − z| ≈ |y − z|, and consequently we estimate
On the other hand, we get by the fundamental theorem of calculus,
That is, we get for any t ∈ (0, 1],
Picking any t ∈ (s, 1) (using that s > ) we obtain from Lemma B.4
Case 2: |x − y| max{|x − z|, |y − z|} and |x − z| ≈ |y − z|. In this case we estimate
and use the estimate (for some t ∈ (s, 1)),
This leads to the same estimate as in Case 1, and thus we obtain also for this case
Case 3: |x − y| max{|x − z|, |y − z|} and |x − z| ≤ 1 2 |y − z|.
Then we estimate
and thus get the estimate (for some t ∈ (s, 1)),
Observe that in view of Proposition B.5 (since
With Proposition B.5 we also have (using that 0 < s − 1 2
Regarding the third term we have
By Hölder inequality we then obtain the same estimate as in the arguments above since (observe that 0 < This case is by symmetry the same as Case 3.
Lemma B.4. Let n ≥ 2, and for t ∈ (0, 1),
G(x, y) := |x − y| t R n f (z) min{|x − z| 1−t−n , |y − z| 1−t−n } dz.
Then whenever s ∈ ( 
Proof. We can estimate using the representation of the Riesz potential, (B.4) G(x, y) |x − y| t min{I 1−t |f |(y), I 1−t |f |(x)}.
Thus we obtain 
so the estimate (B.2) follows from Hölder's inequality. Since G is symmetric in x and y we also obtain (B.3).
As for (B.1), from (B.4) we obtain in particular G(x, y) |x − y| t I 1−t |f |(x) I 1−t |f |(y) 
L n (R n ) . We conclude.
Lastly, we used in the proof of Proposition B.2 and Proposition B.3 the following estimate Proposition B.5. Let T (h)(x, y) := R n |x − z| t−n − |y − z| t−n h(z) dz.
Then, for 0 < s < t < 1 and any q, p ∈ (1, ∞) such that
Proof. This follows from Proposition C.2 together with the Sobolev-inequality for Triebel spaces, (C.3).
Appendix C. On Littlewood Paley-Decomposition and Triebel Spaces
We give only a short introduction, for more details we refer to [27] or [10] .
For j ∈ Z, we denote the j-th Littlewood Paley "projection" for a function f as f j . This operator can be represented as
for some p ∈ S(R n ) whose Fourier transform is supported on an annulus, supp F p ⊂ B(0, 2)\B(0, 1 2 ). Moreover p can be chosen such that for any f , In the remaining case we have |x − z| ≈ |y − z|, which implies that |x − y| |x − z|, |x − y| |y − z|.
In this case we get by the fundamental theorem of calculus, 
