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Re´sume´ – Cet article pre´sente une nouvelle me´thode de restauration multie´chelles permettant l’estimation du parame`tre d’un
processus de Poisson a` partir d’une seule re´alisation du processus dans un contexte de rapport signal sur bruit faible.
Abstract – This paper presents a new multiscale restoration method for the estimation of the parameter of a Poisson process
from a single realization of the process in low signal to noise ratio situations.
1 Introduction
DeQuant est une nouvelle me´thode de restaurationmulti-
e´chelles dont la de´nomination provient de l’analogie avec
le terme anglais Denoising dans un contexte ou` le bruit
est de nature Quantique.
Ce type de bruit se rencontre en particulier en me´decine
nucleaire ou` le mode`le de de´gradation de l’image peut eˆtre
modelise´ par un processus Poissonien du type:
Prob(I(kx, ky) = n) =
Y n(kx, ky)
n!
e−Y (kx,ky) (1)
avec
Y = HX (2)
X repre´sente l’objet, Y correspond a` l’image obtenue par
la convolution de l’objet avec la fonction d’e´talement H
du syste`me d’imagerie et I est l’image bruite´e.
DeQuant permet l’estimation de l’intensite´ Y du proces-
sus de Poisson (de´bruitage) ainsi que la de´convolution de
ce processus (estimation de X) si la fonction d’e´talement
du systeme d’imagerie est connue. DeQuant est base´e sur
les six e´tapes fonctionnelles suivantes :
– Les images en me´decine nucle´aire peuvent eˆtre e´cono-
miquement repre´sente´es par une transformation en
ondelettes qui concentre l’essentiel de l’information
dans un petit nombre de coeﬃcients [4]. C’est pour-
quoi la premie`re e´tape de DeQuant est une trans-
formation qui consiste a` calculer la transforme´e
en ondelettes de l’image bruite´e. Dans le cadre de
DeQuant nous utilisons la transformation en onde-
lettes de Mallat [12] et la transformation redondante
et invariante par translation propose´e par Coifman
et Donoho [3]. Nous avons choisi de travailler avec
l’ondelette de Haar non normalise´e qui peut eˆtre
conside´re´e comme l’ondelette canonique d’analyse
des processus poissonniens.
– Dans l’e´tape de se´lection DeQuant analyse la signi-
ﬁcation statistique des coeﬃcients en ondelette ainsi
obtenus aﬁn de se´parer les coeﬃcients signiﬁcatifs
contenant l’information, des coeﬃcients non signiﬁ-
catifs pour lesquels l’hypothe`se de manque d’infor-
mation locale n’a pas e´te´ rejete´e.
– Restaurer l’image en utilisant uniquement les coef-
ﬁcients en ondelettes signiﬁcatifs et en assignant la
valeur ze´ro aux coeﬃcients non signiﬁcatifs conduit
des arte´facts. Le choix de la re`gle donnant une nou-
velle valeur aux coeﬃcients non signiﬁcatifs consti-
tue la troisie`me e´tape de DeQuant, soit l’e´tape de
re´gularisation. Dans le cadre de DeQuant nous
avons envisage´ deux ope´rateurs de re´gularisation :
(1) le Laplacien correspondant a` une contrainte de
douceur de type Tikhonov [14] et (2) un ope´rateur
introduit par Bijaoui et Froeschle´ [1] permettant de
conserver les bords.
– Nous appliquons des contraintes secondaires permet-
tant de prendre en compte un autre type d’informa-
tion a priori comme la positivite´ des images et la dy-
namique des coeﬃcients en ondelettes. Cette e´tape
est appele´e l’e´tape de projection.
– L’image est reconstruite en utilisant les coeﬃcients
signiﬁcatifs et la nouvelle valeur des coeﬃcients non
signiﬁcatifs apre`s projection. C’est l’e´tape de re-
construction.
– Une e´tape d’ite´ration est ne´cessaire car la solution
obtenue n’est pas directement optimale.
Cet article est organise´ comme suit. La Section 2 pre´sente
la me´thodologie adopte´e par DeQuant pour le de´bruitage
d’un processus de Poisson, c.a`.d, l’estimation du parame`tre
Y du processus. Cette section insiste sur la ﬂexibilite´ de
la me´thode en montrant que les e´tapes de transformation
et re´gularisation peuvent eˆtre modiﬁe´e sans pour autant
changer la structure globale de l’algorithme. La Section
3 montre comment DeQuant peut eˆtre utilise´ pour l’esti-
mation de l’objet X relie´ au parame`tre du processus de
Poisson par la fonction d’e´talement du syste`me d’image-
rie. Nous concluons en montrant un exemple d’application
de DeQuant en me´decine nucle´aire.
2 De´bruiter avec DeQuant
La me´thodologie utilise´e par DeQuant pour estimer l’in-
tensite´ Y d’un processus de Poisson a` partir d’une seule
observation I du processus est base´e sur un test d’infe´rence
statistique. En eﬀet, nous souhaitons montrer que l’in-
tensite´ du processus de Poisson varie localement. Pour
ce faire, nous supposons qu’elle est localement constante
et essayons d’invalider notre supposition en nous basant
sur l’information livre´e par l’observation du processus. Ce
raisonnement conduit a` la formulation des hypothe`ses sui-
vantes:
H0: Y est localement constant
Ha: Y varie localement
E´tant donne´e la capacite´ des coeﬃcients en ondelette a`
caracte´riser la localite´ et la variation, nous les avons choi-
sis comme parame`tres de test pour quantiﬁer le degre´ de
concordance entre l’observation et les hypothe`ses. La for-
mulation des hypothe`ses en termes des coeﬃcients en on-
delette de Y fournit:
H0: Wa,Y (2j , kx, ky) = 0
Ha: Wa,Y (2j , kx, ky) = 0
L’indice a repre´sente les lettres h (horizontal), v (verti-
cal) et d (diagonal). L’intensite´ Y e´tant inconnue, nous
approximons ses coeﬃcients en ondelettes par ceux de
l’image I qui constituent une approximation non biase´e
des coeﬃcients en ondelette re´els. Cette dernie`re approxi-
mation nous conduit a` la formulation ﬁnale des hypothe`ses:
H0: Wa,I(2j , kx, ky) = 0
Ha: Wa,I(2j , kx, ky) = 0
Le degre´ de cre´dibilite´ de H0 de´pendra alors de la pro-
babilite´ P que le coeﬃcient en ondelette Wa,I qui serait
obtenu sous l’hypothe`se H0 soit supe´rieur a` la valeur ob-
serve´e Wa,I :
– si WI(2
j , kx, ky) > 0
P = Prob(Wa,I(2j , kx, ky) > Wa,I(2j , kx, ky)) (3)
– si WI(2
j , kx, ky) < 0
P = Prob(Wa,I(2j , kx, ky) < Wa,I(2j , kx, ky)) (4)
Un seuil d’erreur du test, , est choisi. Si la valeur P est
infe´rieure a` , la valeur observe´e est juge´e suﬃsamment
en conﬂit avec l’hypothe`se nulle pour que cette dernie`re
soit rejete´e. Ceci signiﬁe que l’image n’est pas conside´re´e
comme e´tant constante sur un voisinage de taille propor-
tionelle a` 2j centre´ au point (kx, ky). On conside`re alors
qu’un coeﬃcient signiﬁcatif a e´te´ de´tecte´ au risque . Si
la valeur P calcule´e est supe´rieure a` , on conside`re que
la valeur du coeﬃcient en ondelette est uniquement due a`
une ﬂuctuation statistique et on accepte l’hypothe`se H0.
Ce dernier coeﬃcient est alors dit non signiﬁcatif.
Le calcul de la valeur P ne´cessite la de´termination de
la densite´ de probabilite´ des coeﬃcients en ondelette sous
l’hypothe`se H0, c.a`.d, pour une distribution de Poisson
localement uniforme. Cette loi de´pend du choix de l’onde-
lette analysante. Nous avons choisi de travailler avec l’on-
delette de Haar non normalise´e correspondant aux ﬁltres:
h = [1, 1] g = [1, −1]
Le choix de cette ondelette est motive´ par les deux rai-
sons suivantes: (1) elle s’accorde parfaitement au processus
physique de formation des images en me´decine nucle´aire
[13], et (2) elle permet le calcul analytique de la densite´
de probabilite´ [2]. Cette dernie`re est alors de la forme:
Prob
(Wa,I(2j , kx, ky) = Wa,I(2j , kx, ky) )
= e−FY (2
j ,kx,ky)I|Wa,I (2j ,kx,ky)|(FY (2
j , kx, ky))
avec I|n|(α) la fonction de Bessel modiﬁe´e d’ordre entier
n [6] et FY (2
j , kx, ky) l’image lisse´e de Y . La densite´ de
probabilite´ calcule´e dependant de l’image inconnue Y , l’al-
gorithme de reconstruction devra eˆtre de type ite´ratif.
A chaque e´chelle, le seuil d’erreur  ge´ne`re un seuil
t(2j , kx, ky) sur les coeﬃcients en ondelettes qui corres-
pond a` la plus petite valeur entie`re telle que l’inte´grale
de la densite´ de probabilite´ entre cette valeur et l’inﬁni
soit infe´rieure a` . Le seuil t(2j , kx, ky) permet de se´parer
les coeﬃcients en ondelette de l’image bruite´e en deux
groupes : le groupe des coeﬃcients signiﬁcatifs W sa,I qui
correspond aux coeﬃcients en ondelettes supe´rieurs au
seuil t(2j) et celui des coeﬃcients non signiﬁcatifs W sa,I
qui correspond aux coeﬃcients en ondelettes infe´rieurs au
seuil t(2j).
L’image Y est alors reconstruite dans l’espace ondelette
en conservant les coeﬃcients signiﬁcatifs qui repre´sentent
la contribution du signal et en calculant une nouvelle va-
leur pour les coeﬃcients non signiﬁcatifs. La valeur a` don-
ner aux coeﬃcients non signiﬁcatifs repre´sente un proble`me
mal pose´ [5]. Nous contraignons l’unicite´ de la solution en
introduisant la contrainte de re´gularisation de Tikhonov
[14]. Cette dernie`re contrainte sur la douceur de Y peut
eˆtre formule´e comme suit :
L2FY (2
j) = 0 (5)
ou L2 correspond au Laplacien et FY (2
j) aux coeﬃcients
de l’image lisse´e. La resolution de l’e´quation (5) par l’al-
gorithme de Van Cittert fournit l’ite´ration:
F
(n+1)
Y (2
j) = F
(n)
Y (2
j)− ξL2 L2F (n)Y (2j) (6)
avec ξL2 = 0.2. Soient H2, Gh, Gv et Gd les ope´rateurs
d’analyse en ondelettes tels que les e´quations de l’analyse
multire´solution [12] s’e´crivent:
FY (2
j+1) = FFY (2j) = H2FY (2
j)
Wh,Y (2
j+1) = Wh,FY (2j) = GhFY (2
j)
Wv,Y (2
j+1) = Wv,FY (2j) = GvFY (2
j)
Wd,Y (2
j+1) = Wd,FY (2j) = GdFY (2
j)
(7)
En multipliant j fois l’e´galite´ (6) respectivement par les
ope´rateurs Gh, Gv et Gd, nous obtenons:
W
h,F
(n+1)
Y (2
j)
= W
h,F
(n)
Y (2
j)
− ξL2 Wh,L2F (n)Y (2j)
W
v,F
(n+1)
Y (2
j)
=W
v,F
(n)
Y (2
j)
− ξL2 Wv,L2F (n)Y (2j)
W
d,F
(n+1)
Y (2
j)
= W
d,F
(n)
Y (2
j)
− ξL2 Wd,L2F (n)Y (2j)
(8)
Donc si les coeﬃcients non signiﬁcatifs de Y sont calcule´s
par l’equation (8), la solution Y satisfait la contrainte de
douceur deﬁnie par (5).
Une fois les coeﬃcients en ondelette de F
(n)
Y a` l’e´chelle
2j calcule´s, l’approximation de Y a` une e´chelle infe´rieure
peut etre calcule´e en utilisant l’e´quation de synthe`se de la
transformation en ondelette de Mallat [12]:
F
(n)
Y (2
j−1) =
[
H˜2F
(n)
Y (2
j) + G˜hWh,F (n)Y (2j−1)
+ G˜vWv,F (n)Y (2j−1)
+ G˜dWd,F (n)Y (2j−1)
]
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(9)
Apre`s avoir remonte´ toutes les e´chelles jusqu’a` l’e´chelle
20. Nous obtenons l’image reconstruite a` l’ite´ration (n):
Y = F
(n)
Y (2
0)
2.1 Modification de l’e´tape de transfor-
mation pour introduire l’invariance par
translation
L’ondelette de Haar n’e´tant pas adapte´e a` l’analyse des
images re´gulie`res, nous observons des arte´facts de type
bloc dans l’image reconstruite. Un moyen simple de pallier
cet inconve´nient serait de changer d’ondelette, mais cette
solution rend la de´termination de la densite´ de probabilite´
beaucoup plus ardue. C’est pourquoi nous avons introduit
la transformation en ondelette invariante par translation
propose´e par Coifman et Dohoho [3]. Cette transforma-
tion permet d’e´liminer les eﬀets de blocs tout en gardant
l’ondelette de Haar. Elle peut eˆtre vue comme un cas par-
ticulier de la transformation a` Trous de Holschneider et
al. [11] car (1) elle utilise trois ﬁltres directionnels au lieu
d’un seul pour l’analyse et (2) la synthe`se est faite en
moyennant quatre reconstructions.
En eﬀet soient FTY (2
j+1, kx, ky) les coeﬃcients de l’image
lisse´e et WTa,Y (2
j+1, kx, ky) avec a=h, v ou d, les coeﬃ-
cients en ondelette. L’exposant T de´signe la transforma-
tion de type a` Trous. Nous introduisons les ope´rateurs
d’analyse H2(2
j), Gh(2
j), Gv(2
j) et Gd(2
j) qui sont ob-
tenus en inse´rant 2j − 1 colonnes et 2j − 1 lignes de zeros
entre les colonnes et les lignes des matrices de convolution
correspondant aux ope´rateurs H2, Gh, Gv and Gd de´ﬁnis
pour la transformation de Mallat. Les e´quations d’analyse
en ondelettes peuvent alors s’e´crire:
FTY (2
j+1) = FT
h,FTY (2
j)
= H2(2
j)FTY (2
j)
WTh,Y (2
j+1) = WT
h,FTY (2
j)
= Gh(2
j)FTY (2
j)
WTv,Y (2
j+1) = WT
v,FTY (2
j)
= Gv(2
j)FTY (2
j)
WTd,Y (2
j+1) = WT
d,FTY (2
j)
= Gd(2
j)FTY (2
j)
(10)
L’e´quation de synthe`se exploite la redondance de l’ana-
lyse en moyennant les quatre reconstruction possibles d’un
pixel. On introduit les ope´rateurs de synthe`se H˜2(2
j) et
G˜a(2
j) avec a=h, v et d qui sont de´ﬁnis en ”dilatant” les
ope´rateurs de synthe`se correspondants a` la transformation
de Mallat d’une manie`re e´quivalente a` celle de´crite pour
les ope´rateurs d’analyse. L’e´quation de synthe`se s’e´crit
alors:
FTY (2
j) =
[
H˜2(2
j)FTY (2
j+1) + G˜h(2
j)WTh,Y (2
j)
+ G˜v(2
j)WTv,Y (2
j) + G˜d(2
j)WTd,Y (2
j)
]
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(11)
2.2 Modification de l’e´tape de re´gularisa-
tion pour conserver les bords
L’e´quation de re´gularisation (5) peut eˆtre vue comme
une e´quation de de´ﬁnition des bords dans l’image FY (2
j).
Mais les bords de´ﬁnis par cette e´quation ne correspondent
pas a` la perception humaine, car l’oeil associe les limites
d’un objet aux ze´ros de la de´rive´e seconde le long de la
direction du gradient. Ceci nous a conduit a` utiliser un
nouvel ope´rateur de de´ﬁnition des bords associe´ aux points
d’inﬂexions le long de la ligne de plus grande pente. Cet
ope´rateur introduit par Bijaoui et Froeschle´ dans [1] est
de´ﬁni par:
M =
2
4
1− 3 sin θ cos θ −2 sin2 θ + cos2 θ 1 + 3 sin θ cos θ
sin2 θ − 2 cos2 θ −2 sin2 θ − 2 cos2 θ
1 + 3 sin θ cos θ −2 sin2 θ + cos2 θ 1− 3 sin θ cos θ
3
5
(12)
ou` l’angle θ corresponds a` la direction normale a` celle du
gradient. La contrainte de re´gularisation (5) peut alors
eˆtre remplace´e par :
MFY (2
j) = 0 (13)
en utilisant l’e´quation de Van Cittert [15] pour re´soudre
l’e´quation (13), nous obtenons a` la place de l’e´quation (6)
la nouvelle ite´ration :
F
(n+1)
Y (2
j) = F
(n)
Y (2
j)− ξM MF (n)Y (2j) (14)
ou` le parame`tre ξM est e´gal a 0.001.
3 Restaurer avec DeQuant
La me´thode de de´bruitage pre´sente´e dans la section 2
peut eˆtre ameliore´e en inte´grant la fonction d’e´talementH
du syste`me d’imagerie comme contrainte supple´mentaire
dans le processus de restauration des coeﬃcients en onde-
lette non signiﬁcatifs [8]. Ceci va nous permettre d’obtenir
une estimation de l’objet X . La me´thode de restauration
diﬀe`re de celle de de´bruitage par les e´tapes de re´gularisa-
tion et de projection.
En eﬀet, la condition de re´gularisation porte maintenant
sur l’objet X :
L2X = 0 (15)
En utilisant l’algorithme de Van-Cittert [15] pour re´soudre
l’e´quation (15), et en multipliant les deux membres de
l’e´quation obtenue par l’ope´rateur correspondant a` la fonc-
tion d’e´talement H nous obtenons :
Y (n+1) = Y (n) − ξL2 HL2X(n) (16)
En multipliant l’e´quation pre´ce´dente j fois par les ope´ra-
teurs d’analyse multire´solution de´ﬁnis par l’e´quation (7)
nous obtenons :
Wh,Z(n+1)(2
j) =Wh,Y (n)(2
j)− ξL2 Wh,HL2X(n)(2j)
Wv,Z(n+1)(2
j) =Wv,Y (n)(2
j)− ξL2 Wv,HL2X(n)(2j)
Wd,Z(n+1)(2
j) =Wd,Y (n)(2
j)− ξL2 Wd,HL2X(n)(2j)
(17)
Nous avons introduit Z(n+1) dans la partie gauche de
l’e´quation (17) aﬁn de mettre l’accent sur la diﬀe´rence
entre le re´sultat de la convolution deH avecX(n+1) quand
X(n+1) est connu, que nous notons Y (n+1) et l’image qui
est calcule´e en utilisant les coeﬃcients en ondelette de
HX(n) et HL2X
(n). Cette dernie`re est note´e Z(n+1).
L’e´quation de reconstruction peut maintenant s’e´crire :
FZ(n)(2
j−1) =
[
H˜2FZ(n)(2
j) + G˜hWh,Z(n)(2
j)
+ G˜vWv,Z(n)(2
j) + G˜dWd,Z(n)(2
j)
]
/4
(18)
Apre`s avoir remonte´ toutes les e´chelles jusqu’a` l’e´chelle
20. Nous obtenons l’image reconstruite a` l’ite´ration (n) :
Z(n) = FZ(n)(2
0). L’estimation de l’objet X a` l’ite´ration
(n) est alors obtenue en utilisant la me´thode de Richardson-
Lucy [10] qui est une me´thode de de´convolution ite´rative
derive´e du the´ore`me de Bayes sur les probabilite´s condi-
tionnelles
X(n) = X(n−1)
[
Ht
Z(n)
HX(n−1)
]
Ht repre´sente la transpose´e de la fonction d’e´talement.
Fig. 1: Estimation de l’objet X associe´ a` l’image clinique
bruite´e I avec DeQuant.
4 Conclusion
DeQuant est une me´thode ﬂexible car les e´tapes de
transformation, se´lection, re´gularisation et projection peu-
vent eˆtre choisies de telle manie`re que la me´thode s’adapte
aux caracte´ristiques des images a` traiter sans pour autant
modiﬁer la structure globale de l’algorithme. DeQuant
permet aise´ment la de´convolution de l’image, si la fonc-
tion d’e´talement de la came´ra est connue. La validation
de DeQuant s’est faite en utilisant des images simule´es
et des images re´elles de me´decine nucle´aire, voir example
Fig. 1. La qualite´ de la restauration a e´te´ mesure´e en in-
troduisant des crite`res de performance locaux et globaux
[9], [7]. DeQuant apporte un gain signiﬁcatif en qualite´
par rapport aux me´thodes de´ja` publie´es.
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