Abstract. We investigate Lie bialgebra structures on simple Lie algebras of non-split type A. It turns out that there are several classes of such Lie bialgebra structures, and it is possible to classify some of them. The classification is obtained using Belavin-Drinfeld cohomology sets, which are introduced in the paper. Our description is particularly detailed over fields of cohomological dimension at most two, and is related to quaternion algebras and the Brauer group. We then extend the results to certain rational function fields over real closed fields via Pfister's theory of quadratic forms and his solution to Hilbert's Seventeenth Problem.
Introduction
The study of quantum groups was initiated by Kulish and Reshetikhin in [11] and developed independently by Drinfeld [2] and Jimbo [8] in the 1980s. Over the past three decades, the area has seen major activity in various directions.
Quantum groups are deformations of universal enveloping algebras of Lie algebras. More specifically, if F is a field of characteristic zero, then by a quantum group we understand a topologically free Hopf algebra U over the ring F [[ ]] of formal power series in F , such that, over F , the quotient U / U is isomorphic to the universal enveloping algebra U (g) of some F -Lie algebra g. In [3] and [4] , Etingof and Kazhdan constructed their quantization functors, thereby establishing an equivalence of categories that relates the problem of classifying quantum groups to that of classifying Lie bialgebras over F [[ ]] . If g is finite-dimensional, the problem can be reduced further to the classification of Lie bialgebra structures on the scalar extension g F (( )) of g to the field F (( )). This spurred the motivation to classify Lie bialgebras over fields of characteristic zero which are not algebraically closed.
Over algebraically closed fields, Lie bialgebra structures on simple Lie algebras have been classified by Belavin and Drinfeld [1] . Over non-closed fields, results have been obtained by Stolin and co-authors, upon introducing a cohomology theory known as Belavin-Drinfeld cohomology. This descent-type method resembles that of Galois cohomology, and has been applied to various split Lie algebras over fields which are not algebraically closed. The aim of this paper is to extend it to non-split Lie algebras. We investigate the situation for such algebras of type A.
More specifically, over a field F of characteristic zero with a quadratic field extension K = F ( √ d), we consider the Lie algebra su(n, F, d) of all A ∈ sl(n, K) satisfying A T + A = 0, where the conjugation A → A is induced by the nontrivial element of the Galois group Gal(K/F ). We then ask when a Lie bialgebra structure on sl(n, K) descends to su(n, F, d), and study the behaviour of these structures. Over the algebraic closure F , any such structure is a coboundary Lie bialgebra, gauge equivalent to the coboundary of λr BD for some λ ∈ F and a nonskew symmetric r-matrix r BD in the Belavin-Drinfeld classification. We prove that there are three possibilities for λ; namely, up to a scalar multiple in F , we have λ = 1, λ = √ d and λ = √ d ′ for some d ′ ∈ K * \ K * 2 . We will refer to these three types of Lie bialgebra structures as basic, quadratic and twisted, respectively. In the quadratic and twisted case, we show that such Lie bialgebra structures exist only if r BD is essentially of Drinfeld-Jimbo type. Our investigation is particularly detailed in the quadratic case, where the Drinfeld double of the Lie bialgebra is sl(n, K) itself. There we achieve a classification of these Lie bialgebra structures for r-matrices of Drinfeld-Jimbo type, over fields of cohomological dimension at most 2, as well as over function fields in at most 2 indeterminates over real-closed fields.
The paper is organized as follows. In Section 2 we give the necessary preliminaries and then focus on preparing the setting for the definition and characterization of the necessary cohomology theory in the case where the Lie bialgebra is of quadratic Drinfeld-Jimbo type. We then derive the cohomology theory in Section 3. In Section 4 we use quaternion algebras to give a construction of certain cocycles over arbitrary fields of characteristic zero. This enables us to accomplish, in Section 5, a fairly explicit classification over several classes of fields, linking the problem to Pfister's theory of quadratic forms and Hilbert's Seventeenth Problem. In Section 6 we consider structures of basic type, and set up the Belavin-Drinfeld cohomology. We get a classification of Lie bialgebras of Drinfeld-Jimbo type, and structural results for the other types. In Section 7 we finally consider the twisted case, showing that Drinfeld-Jimbo Lie bialgebras are essentially the only ones possible, and deriving a cohomology theory in this case.
Preliminaries

2.1.
Lie Bialgebras and r-Matrices. Let G be a finite-dimensional reductive algebraic group over a field F of characteristic zero, and g = (g, [, ] ) the semisimple part of Lie(G). A Lie coalgebra structure on g is a map δ : g → g ⊗ g such that its transpose is a Lie algebra structure on the dual space g * . If δ moreover satisfies the cocycle condition
for any a, b ∈ g, then (g, [, ], δ) is called a Lie bialgebra. Abusing notation, we will speak of g as a Lie bialgebra, suppressing the algebra and coalgebra structures whenever they are understood. Two Lie bialgebra structures δ 1 and δ 2 on (g, [, ] ) are called equivalent if there exists λ ∈ F * and X ∈ G(F ) such that
and gauge equivalent if this holds with λ = 1. A Lie bialgebra (g, [, ], δ) is called a coboundary Lie bialgebra if δ = ∂r for some r ∈ g ⊗ g, viz.
δ(a) = −(ad a ⊗ 1 + 1 ⊗ ad a )r for all a ∈ g. Embedding into the universal enveloping algebra of g, will often write this in the form δ(a) = [r, a ⊗ 1 + 1 ⊗ a]. We will use the term (gauge) equivalent referring to r-matrices whose coboundary Lie bialgebras are (gauge) equivalent. Note that both equivalence and gauge equivalence depend on the field of scalars.
Over algebraically closed fields, it is known that every Lie bialgebra structure on a finite-dimensional simple Lie algebra g is a coboundary Lie bialgebra structure ∂r where r is an r-matrix, i.e. a solution to the classical Yang-Baxter equation CYB(r) = 0, which further satisfies that r+r 21 is g-invariant, where , where the commutator is that of the tensor power of the universal enveloping algebra, and the notation r ij is defined by setting e.g. (a ⊗ b) 13 = a ⊗ 1 ⊗ b, and extending by linearity.
Belavin and Drinfeld achieved, in [1] , a classification of such r-matrices. Let g be a finite-dimensional simple Lie algebra over an algebraically closed field F , and fix a Cartan subalgebra h of g with an orthonormal basis {h i }, a root system ∆ and a subset ∆ + of positive roots. Write e α for the Chevalley generator corresponding to α ∈ ∆, Ω for the Casimir element, and Ω 0 for its h-component. An admissible triple is then a triple (Γ 1 , Γ 2 , τ ), where Γ 1 and Γ 2 are subsets of the set Γ of simple roots, and τ : Γ 1 → Γ 2 is an isometric bijection such that for each α ∈ Γ 1 there is k ∈ N such that τ k (α) / ∈ Γ 1 . The Belavin-Drinfeld classification then reads as follows.
Theorem 2.1. Every Lie bialgebra structure δ on g satisfies δ = ∂r for some r-matrix r. If r is not skewsymmetric, then r is equivalent to r BD = r 0 + r 1 where r 0 ∈ h ⊗ h satisfies r 0 + r 21 0 = Ω 0 , and for some admissible triple (Γ 1 , Γ 2 , τ ),
Remark 2.2. We call any such r-matrix r BD a Belavin-Drinfeld r-matrix. Whenever we write r BD = r 0 + r 1 , this will refer to the decomposition above.
For the most part, we shall focus on a particular such r-matrix, namely the standard or Drinfeld-Jimbo r-matrix which, in a sense, is the simplest case. Fixing h, {h i }, ∆ and ∆ + , and writing e α as above, the associated Drinfeld-Jimbo r-matrix is
For the remainder of the paper, we fix a field F of characteristic zero having a quadratic extension K, and fix d ∈ F * \ F * 2 with K = F ( √ d). When additional assumptions are made on the field, these will be stated explicitly. All algebras and bialgebras are assumed to be finite-dimensional over their respective ground fields.
The non-identity element of the Galois group Gal(K/F ) maps z = a + b √ d to z = a − b √ d for any a, b ∈ F , and extends in the usual way to gl(n, K) for any positive integer n. We let N : K → F denote the norm function, which is given by N (z) = zz. For any n, we consider the F -algebraic group whose group of rational points is
and the corresponding simple Lie algebra
This generalizes the well-known su n = su(n, R, −1). We will henceforth write g for su(n, F, d). Extending scalars to K and writing g K the corresponding extension K ⊗ F g of g, we see that g K = sl(n, K).
Let δ be a Lie bialgebra structure on g. Extending scalars to an algebraic closure F containing K, we obtain a Lie bialgebra structure δ F on g F = sl(n, F ). By the above there exists λ ∈ F * , X ∈ GL(n, F ) and a Belavin-Drinfeld r-matrix r BD such that δ = ∂r with r = λ(Ad X ⊗ Ad X )(r BD ).
However, the converse is not true, i.e. not every choice of λ, X and r BD is such that ∂r descends to a Lie bialgebra structure on g. A first step is to determine those values of λ for which ∂r descends to g K . This was done in [16] and gives the following necessary conditions. Theorem 2.3. Let δ K be a Lie bialgebra structure on sl(n, K) with Drinfeld double D. Then D satisfies precisely one of the following conditions.
(
We refer to [5] or [16] for the definition of the Drinfeld double of a Lie bialgebra. Throughout, we will use the notation
any X, Y ∈ gl(n, K), which we extend to gl(n, K) ⊗ gl(n, K).
Remark 2.4. An r-matrix s ∈ g F ⊗ g F defines a Lie bialgebra structure on g if and only if for all a ∈ g there exists b ∈ g ⊗ g such that
Since b and a are invariant under the action induced by any σ ∈ Gal(F /K), we find that for any such σ, s − σ(s) commutes with 1 ⊗ a + a ⊗ 1 for all a ∈ g. Noting further that b * = b and applying * to both sides, we get
Thus s − s * commutes with 1 ⊗ a + a ⊗ 1 for all a ∈ g as well. Since g F has an F -basis consisting of elements in g, this implies that
Conversely, if s satisfies these two conditions, then for all a ∈ g, [s, 1 ⊗ a + a ⊗ 1] is invariant under any σ ∈ Gal(F /K) and under * . Using the fact that g F has an F -basis consisting of elements in g, one then deduces that [s, 1 ⊗ a + a ⊗ 1] ∈ g ⊗ g To determine the possible values of λ for which one also has a Lie bialgebra structure on g, the following result from [10] is useful.
Lemma 2.5. If r and r ′ are non-skewsymmetric r-matrices satisfying r + r 21 = λΩ and r ′ = r − µΩ, then either µ = 0 or µ = λ.
The above remark asserts that if δ is a Lie bialgebra structure on g such that δ F = ∂r, then r satisfies (2.1) r * = r − µΩ and r * 21 = r 21 − µΩ for some µ ∈ F . Theorem 2.3 then implies that, since in particular ∂r should define a Lie bialgebra structure on g K , then either µ ∈ K or µ = j for some j ∈ F satisfying j 2 ∈ K and j / ∈ K. The next result refines this under the condition that ∂r defines a Lie bialgebra structure on g. Proposition 2.6. Assume that δ is a Lie bialgebra structure on g with δ F = ∂r.
Then r = λ(Ad X ⊗ Ad X )(r BD ), where r BD is a Belavin-Drinfeld r-matrix, X ∈ GL(n, F ), and where λ ∈ F satisfies one of the following conditions.
We shall call Lie bialgebra structures corresponding to these three cases as basic, quadratic and twisted, respectively.
Proof. By Theorem 2.3, we know that the statement holds either with λ = α+ β
Let us first consider the case where λ = α + β √ d ∈ K. Then (2.1) applies with µ ∈ F , and adding these two equations and applying (2.2) we get
On the other hand, by Lemma 2.5, either µ = 0, implying λ = α,
2) holds with λ ∈ K, then λ satisfies item (1) or (2) .
Consider next the case where
As in the previous case we add the equations in (2.1) and apply (2.2), obtaining λ − λ = 2µ, and apply Lemma 2.5. If µ = 0, then λ = λ, and upon squaring one gets β = 0 and d 1 = α. If µ = λ, then λ = −λ, then squaring again gives β = 0. (However this then implies that α = 0 as well, which is impossible.)
, and item (3) applies.
2.2.
Quadratic DJ-Lie bialgebra structures. We shall consider at some length Lie bialgebra structures δ on g such that δ F = ∂r with r = λ(Ad X ⊗Ad X )(r DJ ) with λ satisfying item (2) above. We call any δ satisfying these conditions a quadratic DJ-Lie bialgebra. Note that we may assume that in fact r = √ dr DJ , since non-zero scalar multiples give equivalent Lie bialgebra structures.
We begin by giving a construction of r = √ dr DJ using a Manin triple in a convenient way. For the next lemma, we write g + for the image of the embedding
Finally, we define the F -bilinear form , on g K by
is a Manin triple with respect to the form , .
In particular, the Drinfeld double of g is isomorphic over F to g K .
We recall that a triple of Lie algebras (g
is a Manin triple with respect to a non-degenerate bilinear form b on g
Proof. It is clear that g + and g − are F -Lie subalgebras of g K having trivial intersection, and counting dimensions one verifies that g K = g + ⊕ g − as a vector space. It remains to be shown that , is non-degenerate and that g + and g − are isotropic. Let X ∈ g K . By Cartan's criterion there exists Y ∈ g K such that κ(X, Y ) = 0, and then either X, Y = 0 or X, √ dY = 0, whence the form is non-degenerate. On the other hand if X ∈ g + ∪ g − , then each diagonal entry of X 2 , and hence the trace of X 2 , is in F , whence X, X = 0, showing that g + and g − are isotropic.
Given a Lie bialgebra structure δ on a Lie algebra g + , the Drinfeld double
is a Manin triple, where the bilinear form is the usual duality pairing, extended to D by being isotropic on g + and g * + . Conversely, given a Manin triple (g
, one can construct a Lie bialgebra structure on g + . This gives a well-known one-to-one correspondence between Manin triples and Lie bialgebra structures.
The above lemma provides us with a Lie bialgebra structure on g + , as follows. Fix the Cartan subalgebra h K ⊂ g K of diagonal matrices with orthogonal basis {h i : 1 ≤ i < n}, where
and let ∆ be the corresponding root system. Let {α 1 , . . . , α m } be the set of positive roots and write e αj and e −αj , respectively, for the upper triangular and lower triangular K-basis element of g K corresponding to each α j . Then an F -basis for g + is given by
and an F -basis of g − , dual to the above with respect to , , is given by
Setting r = e∈B+ e ⊗ e ′ , where for each e ∈ B + , e ′ ∈ B − is the unique vector not orthogonal to e, we find that r = √ dr DJ . The following result is well-known and describes the centralizer of r.
Proposition 2.8. The centralizer C(r DJ ) of r DJ , i.e. the set of all M ∈ GL(n, F ) such that (Ad M ⊗ Ad M )(r DJ ) = r DJ , consists of all diagonal matrices.
As a consequence, the same holds for r = √ dr DJ .
Belavin-Drinfeld Cohomology
We are thus interested in classifying, up to gauge equivalence over F , those Lie bialgebra structures δ on g that, upon extending scalars to F , become gauge equivalent to √ dr DJ . Our tool will be a descent-type argument using certain cohomology sets which we shall introduce. For notational convenience, we continue to write r for √ dr DJ . The following result implies that we need only extend scalars to K for any two such bialgebra structures to become isomorphic.
Lemma 3.1. Let X ∈ GL(n, F ), and assume that (Ad X ⊗ Ad X )(r) defines a Lie bialgebra structure on g K . Then
for some Y ∈ GL(n, K).
The condition that (Ad X ⊗ Ad X )(r) defines a Lie bialgebra structure on g K is clearly necessary for it to define a Lie bialgebra structure on g ≃ g + ⊂ g K .
Proof. If (Ad X ⊗ Ad X )(r) defines a Lie bialgebra structure on g K , then for any
for some α ∈ F . A standard computation then gives α = 0. Since (σ⊗σ)(r) = r, the left hand side equals (Ad σ(X) ⊗Ad σ(X) )(r), and altogether we get X −1 σ(X) ∈ C(r).
By an argument similar to that of Lemma 2 of [9] we conclude that XD ∈ GL(n, K) for some diagonal D ∈ GL(n, F ). The claim follows as the r-matrices (Ad X ⊗ Ad X )(r) and (Ad XD ⊗ Ad XD )(r) are equal.
Our next concern is thus to determine precisely which X ∈ GL(n, K) give rise to r-matrices which define Lie bialgebra structures on g. This is the content of the following result. Theorem 3.2. Let X ∈ GL(n, K). Then (Ad X ⊗ Ad X )(r) defines a Lie bialgebra structure on g if and only if X * X = D for some diagonal D ∈ GL(n, F ).
Proof. By Remark 2.4, an r-matrix s ∈ g K ⊗ g K defines a Lie bialgebra structure on g precisely when s − s * = αΩ for some α ∈ K. Thereby s 21 − s holds as well. (We write the superscript 21 as a subscript to enhance legibility.) If now s = (Ad X ⊗ Ad X )(r) for some X ∈ GL(n, K), then using r DJ + r 21 DJ = Ω, we find s − s * + s 21 − s * 21 = 2 √ dΩ, which combined with the above gives α = √ d. Now since r * DJ = r 21 DJ = Ω − r DJ , and moreover Ad Y ⊗ Ad Y fixes Ω for any Y ∈ GL(n, K), we get
which is equivalent to
This concludes the proof.
This in fact re-proves that r itself induces a Lie bialgebra structure on g. The above result paves the road for introducing the following tool for the problem of classifying Lie bialgebra structures on g.
) is a cohomology class and D ∈ GL(n, F ) is diagonal and satisfies D = D X for some X ∈ c, we say that D represents c.
The assignment X → ∂((Ad X ⊗ Ad X )(r)) thus defines a map The cohomology condition can be further simplified as follows. 
(This is in fact equivalent to (D X ) ii belonging to the same coset as (
Note that in general, not every diagonal matrix D 0 represents a cohomology class. For example if F = R and d = −1 (whence g is the ordinary su n -algebra), then every diagonal element of X * X is a sum of Euclidean norms, whence no diagonal matrix D 0 with negative entries satisfies D 0 = D X .
On the other hand, if the field F is such that we can determine the class C(F ) of all D 0 that represent a cohomology class, then, loosely speaking, we obtain a classification upon factoring C(F ) by copies of N (K * ) in a suitable fashion. The main task is thus to determine, for each D 0 , whether D 0 = D X for some cocycle X. We will fulfill this task over a large class of fields to be specified later. The main step is a proving a sufficient condition on D 0 over any field of characteristic zero, in terms of quaternion algebras.
Quaternion Algebras
Let a, b ∈ F * . The quaternion algebra (a, b) F is the four-dimensional unital associative F -algebra with basis {1, i, j, ij} and multiplication given by 1 being the unity and by i 2 = a, j 2 = b, and ji = −ij.
(As before, we assume that charF = 0. The definition, however, works for any field of characteristic different from 2.) The prototypical example is Hamilton's real division quaternion algebra (−1, −1) R discovered in 1843. Quaternion algebras over arbitrary fields have been extensively studied since, and we shall only recall those results which will be needed for our purposes. A thorough account can be found in e.g. [7] . The algebra A = (a, b) F is equipped with a multiplicative quadratic form Q, known as the norm form of A, given in the basis above by
This is indeed a 2-Pfister form (see Section 5.2), and there is in fact a one-to-one correspondence between quaternion algebras and 2-Pfister forms over F . The linear span of {1, i} is a commutative subalgebra of (a, b) F . If a / ∈ F * 2 , then this subalgebra is a quadratic field extension of F isomorphic to F ( √ a). The restriction of the norm form to this field extension is the usual field norm. In general, given a ∈ F * \ F * 2 , a quaternion algebra A over F contains F ( √ a) as a subalgebra if and only if A ≃ (a, b) F for some b ∈ F * . Every quaternion algebra A is central simple (i.e. the centre of A is F 1 and A has no proper non-trivial two-sided ideals). Thus A defines an element [A] in the Brauer group Br(F ), whose elements are all Brauer equivalence classes of central simple F -algebras, with multiplication induced by the tensor product over F . Recall that any central simple F -algebra A becomes isomorphic to the matrix algebra M n (F ) for some n = n(A) ∈ N upon extending scalars to an algebraic closure. Here, two central simple algebras A and B are called Brauer equivalent if
4.1. Belavin-Drinfeld Cohomology and Quaternion Algebras. Our first use of quaternion algebras will be to elucidate the structure of the cohomology introduced above. For each n > 0, let Q n (F, d) be the class of all n-tuples of quaternion algebras over F that contain a subalgebra isomorphic to
n defined by mapping the cocycle X to the n-tuple
The following result shows that cohomology classes correspond to isomorphism classes of quaternion algebras. 
this is equivalent to the statement that ∀i ∈ {1, . . . , n}, d
since each diagonal element of DD is of the form pp = N (p) for some p ∈ K * . Now it is known that two quaternion algebras (a, b) F and (a, b ′ ) F are isomorphic if and
. Thus X and Y are cohomologous if and only if their images under G are component-wise isomorphic, as desired.
Existence of Cocycles and Nested Quaternion Algebras.
The map G is in general not surjective since, as remarked earlier, not every diagonal matrix arises as D X for some cocycle X. We will therefore give a sufficient condition for a diagonal matrix to satisfy this, in terms of norms of quaternion algebras. While we do not know of a necessary condition over general field, the condition we will give will be enough to obtain a classification over an important class of fields.
Let n be a positive integer and ∆ = {d 1 , . . . , d n } ⊂ F * . We call ∆ norm closed or, briefly, closed if i∈∆ d i ∈ N (K), and quaternionically nested if ∃σ ∈ S n : ∀i ∈ {1, . . . , n} : d σ(i) is the norm of some q ∈ d,
where S n is the symmetric group on {1, . . . , n}, and where we set d 0 = −1 and extend σ to {0, . . . , n} by σ(0) = 0. By definition of the norm of a quaternion algebra, the property of being quaternionically nested amounts to saying that for each i ∈ {1, . . . , n} there exist x, y ∈ K such that
We are interested in finite subsets I ⊆ F * such that (Q) every norm closed subset of I is quaternionically nested.
Note that this property trivially holds for all I over fields where the norm of every quaternion algebra is surjective, as is the case over p-adic fields and, more generally, fields of cohomological dimension at most 2. We can now prove the following. F ) where {d 1 , . . . , d n } is norm closed and satisfies property (Q). Then there exists a matrix X ∈ GL(n, K) satisfying X * X = D.
If two finite sets I and J of F * are norm closed with I ⊆ J, then J \ I is closed. Iterating this process, one can partition {d 1 , . . . , d n } into closed subsets, none of which contains a proper, non-empty closed subset. If for each such set I = {d i1 , . . . , d im } we can construct X I such that X * I X I = diag(d i1 , . . . , d im ), then the block-diagonal matrix X with blocks X I will satisfy X * X = D.
Proof. In view of the above remark, we may assume that {d 1 , . . . , d n } contains no proper, non-empty closed subsets. We may also assume, upon renumbering the diagonal elements of D, that σ is the identity permutation. We will construct the rows x i of X * inductively. Note that X * X = D is equivalent to (x i , x j ) = δ ij d i , where the F -bilinear pairing (, ) :
In particular
for some a 1 ∈ K, and setting X = a 1 , we are done. If n > 1, then we set
where
Such a 1 and a 2 exist by property (Q), and then (
and setting
we are done. If n > 2, then by property (Q) there exist
, and then we set
In both cases (x 1 , x 2 ) = 0 and (x 2 , x 2 ) = d 2 . Note that in the latter case,
2 ) = N (µ 1 )d 1 , and a 3 = 0 since {d 1 , d 2 } is not closed.
Assume that
, 0, . . . , 0 has been constructed, 2 ≤ i < n − 1, and satisfies (x i , x j ) = δ ij d j for all j < i as well as x (i+1) i = 0 and
by s i , we then set
where µ i , a i+2 satisfy
Again, such elements exist by property (Q), since
Thus constructed, x i+1 satisfies the properties assumed for x i . Indeed, we have x (i+2) i+1 = a i+2 = 0 by the non-closedness of {d 1 , . . . , d i+1 }, and (x j , x i+1 ) = µ i (x j , x i ) = 0 whenever j < i. An easy computation shows that (
In this fashion we construct x 3 , . . . , x n−1 inductively. Having done so it remains to construct x n , for which we set
Then as before we have (x j , y) = 0 for all j < n, and a computation similar to the above shows that
and since {d 1 , . . . , d n } is closed there exists µ n such that x n = µ n y satisfies
This completes the proof. Remark 4.3. Observe that the requirement that {d 1 , . . . , d n } be closed is necessary, for indeed, if
Classification over Special Fields
Fields of Cohomological Dimension at Most 2.
Recall that F is assumed to have characteristic zero. In this section, we in addition assume that F has the property that the norm of any quaternion algebra over F is surjective. It is known (see e.g. [15] ) that this property is satisfied by any field of cohomological dimension at most 2; these include all algebraically closed fields, p-adic fields (for any prime p), totally imaginary number fields, function fields of surfaces and curves over algebraically closed fields, and Merkurjev's Tower of fields. 
It is an established fact that if a quadratic form q in n variables over a field F of characteristic 0 represents zero, then there exist a 1 , . . . , a n ∈ F * such that q(a 1 , . . . , a n ) = 0. Therefore if F has the property C (2) 2 , and in particular if F is a C 2 -field, then the norm of any quaternion algebra over F is surjective.
Under this assumption, the property (Q) assumed in Theorem 4.2 above is trivially satisfied. Thus Lemma 3.5 and Theorem 4.2 then imply the following.
Proposition 5.1. Let F be a field over which the norm of any quaternion algebra is surjective, d ∈ F * \ F * 2 , and set
. This map is surjective by Theorem 4.2 since for any
, which is well-defined by Lemma 3.5, and injective by the same lemma, since the requirement that det D X ∈ N (K * ) for any cocycle X implies that the class of
In terms of the Brauer group, the following holds, where by S(F ) we denote a transversal of the cosets of F * 2 in F * .
Corollary 5.2. Let F be a field over which the norm of any quaternion algebra is surjective. Let
n−1 , whose image generates Br 2 (F ) n−1 , where Br 2 (F ) is the subgroup of Br(F ) formed by all 2-torsion elements.
Proof. The existence of such a map follows from Proposition 4.1, the map being induced by G defined there. An argument similar to that of the above proof shows that its image consists of all n − 1-tuples of Brauer classes of quaternion algebras. Due to the celebrated theorem by Merkurjev [12] , these classes generate Br 2 (F ).
Extensions of Real Closed Fields.
A field R is said to be formally real if −1 cannot be represented as a sum of squares in R. A formally real field with no formally real algebraic field extension R R ′ is called real closed. The real field R is real closed, and in fact every real closed field is elementarily equivalent to R in the language of rings, meaning that it satisfies precisely the same first-order statements in this language. We will now extend the results obtained above to the fields R, R(X) and R(X, Y ), where R is real closed. The Artin-Schreier Theorem asserts that if a field is real closed, then it admits a unique ordering: namely, a ≤ b if and only if b − a is a square in R. We will call a rational function f ∈ R(X 1 , . . . , X n ) positive if f (x 1 , . . . , x n ) ≥ 0 for all (x 1 , . . . , x n ) ∈ R n at which f is defined. Hilbert asked, in what became known as Hilbert's Seventeenth Problem, whether it is true that every positive f ∈ R(X 1 , . . . , X n ) is a finite sum of squares. This was answered in the affirmative by Artin, without giving any bound for the number of squares needed. (The corresponding question for polynomials was answered in the negative by Hilbert himself.) Pfister [13] later gave the upper bound 2 n for R(X 1 , . . . , X n ) for each n ∈ N and each real closed field R. The bound is sharp for n ≤ 2. Pfister in fact proved the following more general statement in [14] . Proposition 5.3. Let R be a real closed field, n ∈ N, and let f ∈ R(X 1 , . . . , X n ) be positive. Then every n-Pfister form over R(X 1 , . . . , X n ) represents f .
A quadratic form q over a field F is called an n-Pfister form or a multiplicative n-form if q = 1, a 1 ⊗ · · · ⊗ 1, a n for some a 1 , . . . , a n ∈ F * , where
One then writes q = a 1 , . . . , a n . A consequence of the above proposition is that the n-Pfister form 1, . . . , 1 represents any f ∈ R(X 1 , . . . , X n ), which is precisely the statement that f is a sum of 2 n squares.
Remark 5.4. A quadratic form is a 2-Pfister form if and only if it is the norm of a quaternion algebra. More specifically, 1, a ⊗ 1, b is the norm of (a, b) F for any a, b ∈ F * . This is true over any field of characteristic not 2.
Let now F be any of R, R(X) or R(X, Y ) with R real closed. An extension We therefore have the following classification result, where F + denotes the set of all positive elements of F * whenever F = R(X 1 , . . . , X n ) with R real closed and n ≤ 2.
Proposition 5.6. Let F be a rational function field in at most two indeterminates over a real closed field, and d ∈ F * negative. Then there is a one-to-one correspondence between H The above results classify quadratic DJ-Lie bialgebra structures on g whenever all quaternion algebras over F have surjective norms, up to a description of F * /N (K * ), and whenever F a rational rational function field in at most two indeterminates over a real closed field and K is imaginary, up to a description of
. As the next result shows, these groups are in some cases trivial.
Proposition 5.7. Let F be a field.
is a cyclic group of order 2. (3) If F = R or F = R(X) with R real closed, and
Note that the first item subsumes the case F = C(X) with C algebraically closed.
Proof. If F is a C (2) 1 -field, then every quadratic form in at least 3 variables represents zero non-trivially, whence every quadratic form in two variables represents every a ∈ F * . Since N = 1, d is such a form this proves the first item. The second item is classical, while the third follows from Proposition 5.3 since 1, d is a 1-Pfister form. As for the forth item, we may assume that d ∈ C[X, Y ]. Let p be a prime factor of d, and let E be the field of fractions of C[X, Y ]/(p). Then E is a finite field extension of C(X), and the quotient projection onto C[X, Y ]/(p) defines a map F → E. A norm element a ∈ F is mapped to a square in E. Since the square class group of C(X), and hence of E, is infinite, the result follows.
In this context, one may note that a diagonal element a of X * X for a cocycle X is a sum of n norms, i.e. a = q(x 1 , . . . , x n ) = N (x 1 ) + · · · + N (x n ). One may ask if the image of the form q always forms a subgroup of F * . This is equivalent to asking whether the form q is multiplicative, i.e. for each x, y ∈ F n there exists z ∈ F n such that q(x)q(y) = q(z). If n = 2 m for some m ∈ N, this form is a Pfister form. The answer is, in general, no when n is not a power of 2, as detailed by the following result due to Pfister (see [13] ).
Proposition 5.8. Let q be a quadratic form in n variables over an arbitrary field F of characteristic zero. Then q is multiplicative if and only if either q is isotropic, or n = 2 m for some m ∈ N and q is an m-Pfister form.
Remark 5.9. Together with Theorem 4.2, this implies that over any field of characteristic zero with quadratic extension 
The General Non-Twisted Case
We shall now consider Lie bialgebra structures δ on g such that δ F = ∂r with r = λ(Ad X ⊗ Ad X )(r BD ), for more general choices of λ and r BD . As regards λ, by Proposition 2.6 we may assume that λ = 1,
Recall that we refer to the three types as basic, quadratic and twisted, respectively. In this section we will consider the first two cases, and in the next we consider the last.
As above we fix the diagonal Cartan subalgebra h K of g K with the above orthonormal basis {h i }, root system ∆ and a subset ∆ + of positive roots. We write e α for the Chevalley generator corresponding to α ∈ ∆, Ω for the Casimir element, and Ω 0 for its Cartan part. We introduce the anti-diagonal matrix S ∈ GL(n, F ) defined by S ij = δ i,n+1−j , and the map s : Γ → Γ defined by s(α i ) = α n−i .
When r is GL(n, F )-equivalent to λr BD with λ ∈ K, one may assume the equivalence to be effected by some Y ∈ GL(n, K) as follows.
Proposition 6.1. Let r = λ(Ad X ⊗ Ad X )(r BD ) with λ ∈ K, X ∈ GL(n, F ) and r BD a Belavin-Drinfeld r-matrix. If ∂r defines a Lie bialgebra structure on sl(n, K), then
(1) every σ ∈ Gal(F /K) satisfies σ(r BD ) = r BD and X −1 σ(X) ∈ C(r BD ), and
A proof of the first item is given in [16] , while the second is established in [10] . The following result will be helpful when determining the possible choices of X ∈ GL(n, F ). As in Theorem 2.1 we decompose r BD as r BD = r 0 + r 1 .
Since r 0 + r 
This generalizes Theorem 3 of [9] , and the proof is analogous; we give a brief sketch of it here.
Proof. We extend scalars to F and apply the map Φ : g ⊗ g → End(g) defined via Φ(a ⊗ b) = κ(a, u)b, where κ is the killing form. Consider, for each λ ∈ F the generalized eigenspace
Ker(Φ(r BD ) − λ) n , and set
One then finds that g ′ + g 0 = b − , and g ′ + g 1 = b + , the Borel subalgebras of g F . Since r ′ 0 + r 1 only differs from r BD by a term in h F ⊗ h F , the same holds for that r-matrix. Thus Ad Y preserves the Borel subalgebras, whence Y is diagonal and Ad Y leaves h F invariant. The result follows upon inspecting the diagonal and off-diagonal parts of the left and right hand sides of the equation.
6.1. Non-DJ-Lie bialgebra Structures of Quadratic Type. One may ask if there exist other Belavin-Drinfeld r-matrices r BD = r DJ such that ∂( √ dr BD ) induces a Lie bialgebra structure on g. The following result severely limits the possibilities.
Proposition 6.3. Let r BD be a Belavin-Drinfeld r-matrix associated to the admissible triple (Γ 1 , Γ 2 , τ ). If δ is a Lie bialgebra structure on g such that δ F is gauge equivalent to ∂(
The proof mimics a technique used in [9] .
Proof. Set δ F = ∂r with r = √ d(Ad X ⊗ Ad X )(r BD ). By Proposition 6.1 we may assume that X ∈ GL(n, K). Then (2.1) together with the fact that r + r 21 = √ dΩ and 
Since r
21
BD is gauge equivalent to r * BD this implies that for each α(Γ 1 ) and k ∈ N there is α ′ ∈ (Γ 1 ) with τ k (α) = α ′ . Since for some k we have τ k (α) ∈ Γ 2 \ Γ 1 by definition of an admissible triple, this implies that Γ 1 = Γ 2 = ∅ as desired.
Thus r BD = r s + r DJ , where r s ∈ h K ∧ h K . Thus (6.1) implies (Ad X * X ⊗ Ad X * X )(−r s + r 21 DJ ) = r s + r 21 DJ , whence applying the mapping s → s 21 and rearranging terms we get
whence Lemma 6.2 gives r s = −r s and X * X ∈ C(r DJ ). Therefore, we have the following.
Corollary 6.4. Assume that a Lie bialgebra structure δ on g satisfies δ K = ∂r with r = √ d(Ad X ⊗ Ad X )(r BD ) for some X ∈ GL(n, K). Then X * X = D X for some diagonal D ∈ GL(n, F ) and r BD = r s + r DJ for some r s ∈ (h K ∧ h K ) with r s = −r s .
Note that any quadratic Lie bialgebra structure δ on g satisfies δ K = ∂r with r as above, and that any such r defines a quadratic Lie bialgebra structure on g.
6.2.
Lie Bialgebra Structures of Basic Type. We shall now consider the case where δ F = ∂r, where r = λ(Ad X ⊗ Ad X )(r BD ) with λ ∈ F * . We may thus assume that λ = 1 and, by Proposition 6.1, that X ∈ GL(n, K).
Proposition 6.5. Let r = (Ad X ⊗ Ad X )(r BD ) for some Belavin-Drinfeld r-matrix r BD = r 0 +r 1 over K and X ∈ GL(n, K). Then ∂r defines a Lie bialgebra structure on g if and only if X * X = SD for some D ∈ C(r BD ), r 0 = (Ad S ⊗ Ad S )(r 0 ), and the corresponding admissible triple (Γ 1 , Γ 2 , τ ) satisfies s(Γ i ) = Γ i for i ∈ {1, 2} and sτ = τ s.
Proof. As in the proof of Proposition 2.6 we find that r defines a Lie bialgebra structure on g if and only if r = r * , i.e.
(Ad X * X ⊗ Ad X * X )(r BD ) = r * BD and applying Ad S ⊗ Ad S to both sides this is equivalent to (6.2) (Ad SX * X ⊗ Ad SX * X )(r BD ) = (Ad S ⊗ Ad S )(r * BD ). Now, r BD = r 0 + α∈∆ + e α ⊗ e −α + α∈Span(Γ1) + k∈N e α ∧ e −τ k (α) .
Upon noticing that Ad S (e α ) = e −s(α) for any α ∈ Γ, and following the proof of Proposition 6.3, we get (Ad S ⊗ Ad S )(r * BD ) = r .2), these are gauge equivalent, we may proceed as in the proof of Proposition 6.3. We then find that for each α ∈ Γ 1 and k ∈ N there is α ′ ∈ Γ 1 with s(α) = α ′ and τ k (α ′ ) = sτ k (α). This implies that sτ = τ s and s(Γ i ) = Γ i for i = 1, 2.
Furthermore, if this holds, then (6.2) becomes (Ad SX * X ⊗ Ad SX * X )(r BD ) = r Definition 6.6. Let r BD be a Belavin-Drinfeld r-matrix with associated admissible triple (Γ 1 , Γ 2 , τ ) satisfying the conditions of Proposition 6.5. We say that X ∈ GL(n, K) is an anti-diagonal type Belavin-Drinfeld cocycle if X * X = SD X for some D X ∈ C(r BD ). The set of cocycles is denoted by Z a (r BD , F, d). Two cocycles X and Y are cohomologous if Y = QXD for some Q ∈ U(n, d)(F ) and diagonal D ∈ GL(n, K). The set of cohomology classes is denoted by H 1 a (r BD , F, d). If c ∈ H 1 a (r BD , F, d) is a cohomology class and D ∈ GL(n, K) is diagonal and satisfies D = D X for some X ∈ c, we say that D represents c.
As in the case of diagonal type cocycles, the assignment X → ∂(Ad X ⊗ Ad X )(r) defines a map F ′ from Z a (r BD , F, d) to the class of all basic type Lie bialgebra structures on g. It then follows from the definition that X, Y ∈ Z a (r BD , F, d) are cohomologous if and only if F ′ (X) and F ′ (Y ) are equivalent over F . This proves the following. Proposition 6.7. Assume that r BD is a Belavin-Drinfeld r-matrix with associated admissible triple (Γ 1 , Γ 2 , τ ) satisfying the conditions of Proposition 6.5. Then there is a one-to-one correspondence between H 1 a (r BD , F, d) and F -equivalence classes of basic Lie bialgebra structures δ on g such that δ F is F -equivalent to r BD .
If X * X = Y * Y for two cocycles X and Y , then Q = Y X −1 satisfies QX = Y and Q * Q = I. Thus any given diagonal D ∈ GL(n, K) represents at most one cocycle. The problem of classifying such structures is, in its full generality, beyond the scope of this paper. However, when the admissible triple (Γ 1 , Γ 2 , τ ) associated to r BD is trivial (i.e. satisfies Γ 1 = Γ 2 = ∅), as is the case when r BD = r DJ , then the corresponding cohomology is small, as made precise by the following.
The computation of the cohomology is however beyond the scope of this paper.
