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Abstract
The orientations of chemical bonds and molecular groups are an important char-
acteristic of the local structure of materials, and may determine the macroscopic
performance of materials. Because orientational disorder happens over small length
scales and fast time, it may not be accessible to many common characterisation
techniques. The properties of neutron allow them to be an excellent tool for the
study of orientational disorder in materials. In this thesis, I will demonstrate
how orientational disorder can be studied using neutron total scattering and its
Fourier transform, namely the pair distribution function. Combining neutron
total scattering, the reverse Monte Carlo (RMC) and molecular dynamics (MD)
simulations has shown how the phase transitions of KCN and BaCO3 are associ-
ated with the orientational disorder of cyanides and carbonate molecular anions
respectively, and has given quantitative information on the degree of disorder
through analysis of the orientational distribution function. The study of BaCO3
has been supported by molecular dynamics simulations, giving us a new picture of
the phase transitions in both BaCO3 and the related mineral calcite. The porous
aromatic framework (PAF) has been studied by neutron total scattering and small
angle scattering combined with molecular dynamics simulations. It has shown that
the amorphous phase of PAF has the structure of a continuous random network
similar to that of amorhous silica for example, but with orientational disorder
of the biphenyl molecular groups about their long axes. Finally,the orientational
disorder of ammonium and sulfate tetrahedra in (NH4)2SO4 was studied by both
neutron total scattering and RMC. It was found the orientational disorder plays
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3.1 Crystal structure data for the low-temperature ordered phase of KCN,
space group symmetry 𝑃𝑚𝑛𝑚 (number 59). Atomic coordinates are of
the form (14 , 𝑦,
1
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1.1 Introduction of oreintational disorder:
through a case study of water
Nature creates materials with order and disorder at different scales. Depending on
the length scale, it can be divided into the short range order, medium range order
and long range order for atomic structures. The short range order refers to the
order within a unit cell, e.g. less than 5Å. The medium range order refers to the
order involving a few neighbouring unit cells, e.g. 5Å to 15Å and the long range
order refers to the periodic order e.g. larger than 15Å. A set of well defined atoms
with short range order may orient in different directions and result in a medium
or long range disorder. This phenomenon can be summarized as the orientational
disorder.
Taking one of the most substantial and important materials, water, as an
example, the water molecule is a simple combination of one oxygen atom and two
hydrogen atoms. In a water molecule, the H–O bond length is 0.957Å and the
H–O–H angle is 104.52∘ [1]. This H–O–H angle results in the absence of a centre
of symmetry and a permanent dipole moment. These simple water molecules
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Figure 1.1: The crystal structure of Ice Ih. Ice Ih has a Wurtizite structure.
Its space group is 𝑃63/𝑚𝑚𝑐. The red spheres represent the oxygen atoms and
the cyan spheres represent the hydrogen atoms. In this structure, the oxygen
atoms sit on a hexagonal lattice. Each oxygen atom must accept two hydrogen
atoms from the neighbouring oxygen atoms in the meantime offer two hydrogen
atoms to the neighbouring oxygen atoms in order to form a tetrahedral hydrogen
bonding network. Thus, the orientation of the H2O molecule is constrained by the
neighbouring H2O molecules within the lattice. The crystal structure is drawn
based on the refined model from reference [3].
are rigid. No matter in the liquid water or in different phases of ice, the basic
geometry and properties of water molecules remain intact [2]. In other words, the
arrangement of oxygen and hydrogen atoms within the water molecule is well
defined.
In the solid form of water, ice, the water molecules are arranged according to
periodic lattice. Fig. 1.1 shows the crystal structure of the most common ice phase
Ice Ih. In this crystalline phase, the oxygen atoms sit on a well defined hexagonal
13
lattice, showing a long range periodic order. Unlike the oxygen atoms which
strictly following the crystallography rules, the arrangement of hydrogen atoms for
every water molecule in every unit cell is different. A more concise description is
the orientation of O-H bonds or the orientation of the permanent dipole of water
molecule is disordered. However, there is a constraint from neighbouring atoms to
distinguish the orientational disorder of O-H bonds from complete randomness.
Each oxygen has to accept two hydrogen atoms from the neighbouring oxygen
atoms and offering two hydrogen atoms to the neighbouring oxygen atoms [4].
Otherwise, the crystal lattice will not be stable. The orientation of water molecules
is actually correlated with the neighbouring water molecules. Considering the
intrinsic dipole moment of water molecules, this orientational disorder has an
important effect on the unusual dielectric and electric conductive behaviours of
water and ice [2].
The ice example illustrates, between the well-defined rigid unit, e.g. rigid
molecules or bonds, and the well-studied crystallographic long range order, there
is orientational disorder of the rigid units, often correlated with neighbouring unit.
Orientational disorder is actually not uncommon in nature. Examples range from
molecular crystals [5] such as fullerenes [6] to polyatomic ions in metal-organic
frameworks [7] and even hemes in proteins [8].
Moreover, it is this orientational disorder that leads to many interesting
properties of materials. For instance, molecular ions such as methylammonium
or formamidinium have permanent dipole moments just like water molecules.
The orientational disorder of methylammonium ions in the hybrid perovskite
methylammonium lead iodide (MAPbI3) has been studied extensively to investigate
its relationship with the optoelectronic properties of MAPbI3, the solar cell
material with great expectations [9–11]. Understanding the orientational disorder
in materials plays an important role in understanding and tuning [12] many
interesting properties of materials.
14
1.2 Method to study orientational disorder
1.2.1 Bragg diffraction
Bragg diffraction is perhaps the indispensable standard routine to study the
material structures. One method often adopted by crystallographers to characterize
the orientational disorder of rigid units is to use equivalent sites for certain atoms
in a unit cell model to refine the Bragg diffraction data [13].
Sometimes, it is not enough to describe the orientational disorder with this
simple discreet model. Instead, the atomic structure must be described in terms
of a continuous distribution of rigid units orientations. A common approach is
to expand these distribution functions in terms of an appropriate basis of "rota-
tor functions" such as symmetry-adapted spherical harmonics[14]. This process
reduces the problem of describing the structure to that of determining the appro-
priate coefficients for the basis functions, which can be done in analysis of Bragg
diffraction data using a standard least-squares refinement of the Bragg diffraction
data.
However, this method has two related problems[15, 16]. First is that it is
only practical to relatively low order, and second, as a consequence the resulting
distribution function is not necessarily positive for all possible orientations [17–19].
1.2.2 Local structure probes
Nuclear magnetic resonance spectroscopy (NMR) is a powerful tool to probe the
local structure of materials. In a single crystal sample, the orientation of certain
bonds associated with the designated nuclei species (usually light elements) can
be deduced from the line shape of the measured spectra[20, 21]. Nowadays, with
the aid of DFT calculations, NMR is becoming more powerful in determining
the local structure geometry of materials [22]. However, it is mainly sensitive
15
to the very local coordination environment of a designated kind of nuclei, and
much less sensitive to the structure at larger distances. The orientation disorder
of a rigid unit may correlate with the structure on a larger scale than the very
local coordination environment that NMR is mostly sensitive to [23]. Lots of past
research experience show a model that fits the local structure well is not necessarily
consistent with experimental data showing larger range order[24]. Besides, for
some complex molecular ions, NMR is not capable of deducing the whole molecular
orientation. These characteristics make NMR less powerful in orientational studies.
Extended X-Ray Absorption Fine Structure (EXAFS) is another commonly
used technique to probe the local structure of materials [24]. The Fourier transform
of the measured spectra gives the coordination atom distribution around a specific
element [25]. Like NMR, EXAFS is very powerful to probe the very local structure
but less powerful to probe structures larger than a few angstroms. The limited
length scale and the fact that it only contains local structure information for a
single element (usually heavy elements with plenty of electrons) restrain EXAFS
alone to be sufficient for orientational disorder study[26].
1.3 Total scattering + big box simulation
Total scattering, in a nutshell, is all the scattering of a beam of radiation from
a material, measured without discrimination of energy and hence effectively
integrating over all values of energy transfer [24, 27, 28]. In particular, it includes
both Bragg scattering (elastic scattering, with no change in radiation energy, from
long-range order) and diffuse scattering (from local disorder, containing dynamic
process information). Taking the space Fourier transform of the total scattering
function yields the material’s pair distribution function (PDF): a weighted sum
of the histograms of instantaneous interatomic distances between each pair of
atom-types. Of particular note in this context, the pair distribution function is
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directly sensitive to the distribution of rigid unit orientations in a complementary
way to the Bragg peak intensities and covers both local and long range structures
for all atom species. Thus, there comes a promise of understanding the whole
picture of orientational disorder by fully exploiting the total scattering data.
Although in physics, we prefer simple, easy models to describe the complexity
of disorder more or less in a beautiful and concise way, real life applications
demand us to put forward physical models more complicated and accurate than
simple models such as the Ising model [4]. The construction of a reasonable model
for orientational disorder must be based on the accurate characterization of a
large numbers of rigid units’ orientations.
Fortunately, modern computational power allows us to construct a big sim-
ulation box (usually contains more than hundreds of unit cells for crystalline
materials or more than 50Å per dimension for amorphous materials) to simulate
the behaviours of tens of thousands of rigid units. The big box simulation methods
in this context refer to the molecular dynamics (MD) and the reverse Monte Carlo
method (RMC), the details of which will be discussed in Chapter 2.
With the aid of big box simulation, the structure information contained in
the experimental total scattering data can be fully exploit to characterize the
orientational behaviours of rigid units. On this basis, the orientational disorder
of certain rigid units, its correlation with neighbouring units, the synergetic
effect from the short, medium and long range order and the relationship between
orientational disorder and specific properties of materials, can be studied with the
theoretical tools of statistical mechanics and lattice dynamics [29, 30].
1.4 Outline of the thesis
This thesis aims at studying orientational disorder in a series of materials by the
combination of neutron total scattering and big box simulation.
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Chapter 2 gives a detailed introduction about the methods used in these
orientational disorder studies, including the experimental aspects of neutron
scattering, pair distribution function formalism, the Rietveld refinement, the
molecular dynamics method, the reverse Monte Carlo method and symmetry
adapted functions to quantitatively describe the orientation of rigid units.
Chapter 3 tells the story of phase transitions of a orientationally-disordered
crystal potassium cyanide (KCN). The orientational behaviour of the cyanide ions
during the phase transitions is quantified by the combination of total scattering
and RMC.
Chapter 4 explores the role of orientational disorder in the phase transition of
calcium carbonate (CaCO3) and barium carbonate (BaCO3).
Chapter 5 introduces the study of a porous aromatic framework material
(PAF-1). This study tries to uncover the structure mystery of this open porous
amorphous tetrahedral network.
Chapter 6 explores the relationship of orientational disorder and the caloric
effect of ammonium sulfate ((NH4)2SO4). Understanding the mechanism of the
colossal entropy change during the phase transition of this compositionally simple
material can instruct further development of new materials for cooling applications.




2.1 Introduction to neutron scattering
2.1.1 Basics of neutron scattering
The atomic structures of materials (e.g. the unit cell structure of crystals) is
at the length scale of a few to tens of angstroms. Therefore, they are usually
studied by the scattering of particles or photons with comparable wavelength. The
wavelength requirement and accessibility often limits the candidates to three kinds
of particles: electrons, X-rays and neutrons. Fig. 2.1 shows their scattering process
with the atoms. Electrons are charged particles. Their interactions with the atoms
are actually electrostatic interactions with orbital electrons. Electron scattering
is often limited to surface studies because the strong electrostatic force prevents
electrons from penetrating deeply into the materials. The electromagnetic waves
X-rays interact with the orbital electrons of atoms and they are able to penetrate
further than the electrons (e.g. a few millimetres of aluminium) [31].
A neutron has no charge. However, it has a magnetic spin. Thus, neutrons
are not only able to interact directly with the nuclei of the atoms via the strong
nuclear force but also able to interact through dipole - dipole magnetic interaction
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if there are unpaired electrons in some of the atoms of the material. Neutrons are
able to penetrate deeply into materials (e.g. a few centimetres of aluminium) and
hence suitable to study the bulk structure of the materials [27].
However, low flux of the incident neutron beam and low scattering power
requires the sample for a neutron scattering experiment has to be much larger
(around 2 cm−3 cubic centimeters in volume) than those required for electrons
and X-rays scattering (0.0001 mm−3 in volume is enough). Besides, because in
most cases the neutrons interact with the atomic nuclei rather than electrons
(except magnetic interaction), the contribution of different elements to the overall
scattering is independent of the number of electrons in atom, whereas the scattering
of electrons and X-rays are dominated by heavy elements with larger number of
electrons if both heavy and light elements are present in the material.
Neutrons as the experimental probe can be divided into hot, thermal and cold
neutrons depending on their wavelength. The wavelength of hot neutrons are
0.4Å–1Å. The wavelength of thermal neutrons are 1Å–3Å. And the wavelength
of cold neutrons are 3Å–30Å [32].
Neutrons are a good probe choice under the following circumstances:
• The wavelength of neutrons (0.4Å – 30Å) is comparable to the atomic
distances and lattice spacings in materials
• The experiment aims at studying the bulk structure of the material
• The experiment is focused on the study of the magnetic behaviours of
materials.
• The energy of thermal neutrons is the same order of most excitations e.g.
the phonon excitations.
• Neutrons are usually non-destructive to samples.
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Figure 2.1: Illustration of scattering process for neutrons (blue beam), X-rays (red
beam) and electrons (pink beam)
• There are both light and heavy elements in the material especially when the
behaviour of the light element is important in the study.
A scattering experiment aims at measuring the change of the momentum
and energy of a scattered particle. The incident particle has a wave vector of
k𝑖 characterizing the momentum of the particle and a angular frequency 𝜔𝑖
characterizing the energy of the particle. After interacting with an atom, the
wave vector of the scattered particle becomes k𝑓 and the angular frequency of the
scattered particles becomes 𝜔𝑓 . The momentum transfer in neutron scattering
is defined as the wave vector change Q between the incident particle and the
scattered particle.
Q = k𝑖 − k𝑓 (2.1)
As shown in Fig. 2.1, the angle between k𝑖 and k𝑓 is called scattering angle 2𝜃. The
energy transfer is characterized by the frequency change 𝜔 between the incident
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particle and the scattered particle through 𝐸 = ℎ̄𝜔.
𝜔 = 𝜔𝑖 − 𝜔𝑓 (2.2)
The final result from a neutron scattering experiment is a scattering function
𝑆(Q, 𝜔) as a function of Q and 𝜔. The analysis of neutron scattering experiments
is based on this function [32].
2.1.2 Introduction to neutron scattering length
The interaction strength of a particle and an atom, i.e. the form factor, is usually
a function of incident wavelength and scattering angle 𝑓(𝜆, 𝜃). Because the inter-
action of a neutron and an atom is like an isotropic point to point interaction at a
very short distance (10−4 Å) compared with the wavelength of neutron, it’s often a
good approximation that the interaction strength is independent of the interaction
direction and the wavelength of the neutron. Therefore, the interaction strength
of a neutron and a type of atom is a constant, called the scattering length 𝑏. 1
Being a constant does not make the neutron scattering length simple. The
scattering length can be positive or negative depending on whether the incident
neutron is subjected to a repulsive potential (positive scattering length) or attrac-
tive potential (negative scattering length) of the nucleus. It can also be a complex
number, the imaginary part of which represents the absorption of neutrons. For
an atom with a non-zero spin, different spin orientations give different scattering
length. This indicates different isotopes of an element have different scattering
length values and even an isotope at different spin states have different scattering
length values. Therefore, the scattering length for a type of nuclei is composed
of an average value ?̄? (coherent scattering length) and a standard deviation Δ𝑏
(incoherent scattering length). They result in the coherent neutron scattering and
1For dipole – dipole magnetic interaction i.e. the magnetic form factor is a function of the
scattering angle or Q, but the discussion of magnetic scattering is out of the scope of this thesis.
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the incoherent scattering respectively [31].
𝑏 = ?̄?±𝛥𝑏 (2.3)
2.1.3 Coherent and incoherent neutron scattering
Because the coherent scattering length characterizes the average behaviour for
each type of atoms, coherent scattering is a result of overall interference between
the neutron waves and the scatterer centres. Hence, it contains the structural
information of relative positions of different atoms (elastic scattering) or collective
dynamics (inelastic scattering). Incoherent scattering, on the other hand, comes
from the scattering of different states for a single atom. Instead of structural
information, it reflects the movement of a single atom or single atom dynamics.
Because structural information comes from the coherent scattering, incoherent
scattering is regarded as nuisance to minimize in most neutron experiments
except in quasi-elastic neutron scattering (QENS), where incoherent scattering is
particularly desired to study the single atom or single ion dynamics [33].
Fortunately, the incoherent scattering for most atom types are quite small
except one common atom type 1H. 1H is famous for having the largest incoherent
scattering length in the neutron world. Its incoherent scattering often becomes
dominant in the overall scattering and dominate the real desired signals for
scientists. Therefore, for structure and collective dynamics studies, deuterated
samples are often used for materials containing hydrogen.
2.1.4 Elastic and inelastic neutron scattering
In terms of whether there is energy transfer, neutron scattering can be divided
into elastic and inelastic scattering. If there is no energy transfer, the neutron
scattering is elastic. The 𝑆(Q, 𝜔) becomes only a function of Q. The magnitude
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where 𝜆 is the wave length of the neutron [30].
If there is energy transfer, the neutron scattering is inelastic. Inelastic neutron
scattering is often used to study the dynamics of materials. For an inelastic neutron
scattering experiment, either the incident neutrons or the scattered neutrons have
to be selected in order to measure the energy transfer. In a neutron diffraction
experiment, there is no neutron selection before or after the experiments. It is
often assumed that all the scattering is elastic. The wave vectors are calculated
according to Eq. (2.4). However, this assumption is not exactly true. For diffraction
studies, the inelastic scattering is treated as background. Total scattering is almost
the same as diffraction in terms of the basic measurement idea. However, the
scattering from the inelastic part becomes valuable information in total scattering
studies.
2.1.5 Neutron sources
Currently there are two kinds of neutron sources in the world. One is called the
reactor source, in which the neutrons are produced through nulear fission. The
other one is the spallation source. In a spallation source, protons are accelerated in
either linear or synchrotron accelerators and then hit to a heavy metal target. As
shown in Fig. 2.2, the incident protons will react with the neutrons and protons
within the nuclei and produce high energy protons, neutrons and muons while
leaving the nuclei excited. This process is called the intranuclear cascade. Some of
the high energy particles will escape the nuclei and collide with other nuclei in
the target causing secondary spallation reactions. In the meantime, the excited
nuclei will emit relatively low energy neutrons, protons and alpha particles etc.
The produced low energy neutrons are first slowed down by moderators to the
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Figure 2.2: Illustration of the spallation reaction process [35].
usable energy scale and then to different instrument[34]. All the experimental data
involved in this thesis is measured at the UK pulsed spallation neutron source
ISIS.
2.1.6 Neutron scattering instruments
The neutron scattering experiments in this thesis are carried out on three instru-
ments, the General Materials Diffractometer (GEM), the Near and Intermediate
Range Order Diffractometer (NIMROD) and Polaris.
GEM is a diffractometer with high intensity and good resolution. It is able
to measure not only the diffraction patterns to study the atomic and magnetic
structures of crystalline materials but also pair distribution functions to study
the disorder in crystalline and amorphous materials [36].
NIMROD is a special instrument aiming at bridging the gap between the wide
angle scattering (high Q, short range structure) and the small angle scattering
(low Q, large scale structure). This instrument has 25 detector banks covering a
Q range of 0.02Å−1 to 50Å−1. This corresponds to the structure scale about 1Å
to 300Å [37].
Polaris is also a diffractometer suitable for measuring both the Bragg patterns
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Figure 2.3: Layout of the ISIS neutron source. GEM and Polaris are in Target
station 1i.e. Zone I, and NIMROD is in target station 2 i.e. Zone F. The graph is
taken from the STFC ISIS website.
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and the pair distribution functions. Particularly, the design of the instrument allows
for small samples ( 1mm3 in volume), short runs and various in-situ experimental
environments [38].
2.2 Bragg scattering and Rietveld refinement
2.2.1 Bragg scattering and the Bragg’s law
Studying the structure of materials with scattering experiments stems from the
discovery of the first crystal diffraction by von Laue. After that, the Braggs
solved the crystal structure of sodium chloride (NaCl) with X-ray diffraction and
opened the door for modern crystallography. A crystal diffraction pattern is mainly
coherent elastic scattering. The coherent elastic scattering contains information
of the relative position of atoms i.e. the static structure of materials. The golden
rule to decipher the underlying symmetry of crystals is the Braggs’ law:
𝜆 = 2𝑑ℎ𝑘𝑙 sin 𝜃ℎ𝑘𝑙 (2.5)
where 𝜆 is the wavelength of the radiation, 𝜃 is the scattering angle, ℎ,𝑘,𝑙 are
the Miller indices2 and 𝑑 is the interplanar spacing. The interplanar spacing is
defined as the distance between different planes of atoms in a periodic structure.
Therefore, the coherent elastic scattering is also called the Bragg scattering.
2.2.2 powder diffraction and Rietveld refinement
Ideally, the structure for a crystalline material is best solved by the single crystal
diffraction. While large, high quality single crystals are often hard to grow. Poly-
crystalline powder samples are easy to obtain but composed of crystallites with
random orientations. The reflection peaks that are not related may have similar
2Miller indices h, k, l are defined as the reciprocals of the intercepts of planes at lattice
vectors a, b and c respectively.
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d-spacings and create overlapping peaks, which make it hard to index every peak
and solve the crytal structure.
Often the structure underlying the diffraction patterns is resemble to some
known unit cell structure. The key idea of the Rietveld refinement is to refine a
pre-defined unit cell model until the difference of the Bragg patterns calculated
from the model and the experimental Bragg patterns reaches minimum [39]. In
this way, the Rietveld refinement is able to overcome the problem of complex
Bragg patterns with overlapping peaks.
Actually, the Rietveld refinement not only refines the parameters about the
unit cell model (e.g. lattice parameters, atomic positions, atomic displacement
parameters (ADPs)3 etc.), it also involves parameters from the instrument (e.g.
parameters to determine the peak shape etc. ) and the macroscopic properties of
the samples (crystallite size, texture orientation, neutron absorption etc.) In this
way it considers every aspect that may influence the peak intensity and position in
the Bragg patterns. However, careful must be taken to avoid unreasonably strong
correlations between two parameters (such as the neutron absorption coefficient
correlates with one ADP) and produce false minimum [40].








where 𝑖 represents the 𝑖th data point, y𝑖𝑜 is the experimentally observed intensity,
y𝑖𝑐 is the calculated intensity from the refined model and 𝜔𝑖 is the weight factor
weighted by 1/y𝑖. The Rwp is not an absolute standard of the goodness of the fit.
It is always suggested to judge how good the refinement is from direct observation
of the fit and from whether the refined model is physically plausible.
For diffraction data measured with time-of-flight (TOF) instruments, such as
instruments at ISIS, the 𝑑-spacing is determined by the flight time of neutrons
3The atomic displacement parameter ADP is the mean-squared displacement of the atom
from its equilibrium position. It has a effect to diminish the diffraction intensity.
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Figure 2.4: The work flow for the Rietveld refinement.
according to Eq. (2.7):
𝑡 = DIFC𝑑+DIFA𝑑2 + ZERO (2.7)
where DIFC, DIFA and ZERO are instrument constants [41].
A typical procedure for Rietveld refinement is shown in Fig. 2.4. After choosing
a starting unit cell model and loading in the instrument parameters and diffraction
data, the background, lattice parameters, instrument profiles and the scale factor
to set up a good foundation for further structure refinement. This step can also be
done with the Le Bail refinement, which only refines the reflection intensity without
any model bias [42]. Then the atom positions, occupancies, ADPs, crystallite
orientations and neutron absorption corrections can be refined [43].
The final result of the Rietveld refinement is a unit cell model characterizing
the time and space averaged behaviour of the material at the atomic scale. It
is able to provide insights ranging from the basic structure and composition
determination to material processing (e.g. texture analysis).
2.3 Total scattering
Total scattering automatically integrates over all orientations, time and energies
[27]. It is composed of the Bragg scattering, which reflects the time- and space-
averaged structure, and the diffuse scattering containing information about the
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local structure disorder[24]. The measuring process of total scattering is almost the
same as traditional neutron diffraction, but there are four extra requirements[28]:
• larger 𝑄max4 for higher Fourier transform resolution
• broader incident neutron energy spectrum to cover the energy scales of
phonons
• a more accurately measured background
• longer measuring time to ensure good statistical accuracy
Performing total scattering with modern spallation neutron sources allows
for good resolution in 𝑄-space and for a high value of 𝑄max, as well as having
sufficient energy to cover the energy scales of phonons. In practical measurements,
total scattering experiments are performed on polycrystalline materials, giving an
average over all orientations of the crystal with respect to the instrument (incoming
beam direction and position of the detector) and hence over all orientations of the
scattering vector Q. Thus practical total scattering measurements are performed
as a function of 𝑄 = |Q|.
2.3.1 Total scattering formalism
In neutron scattering, the density of the scattering atoms can be expressed as a




𝑏𝑗𝛿(r𝑗 − r) (2.8)
where r𝑗 is the position of atom j and 𝑏𝑗 is the scattering length of atom j; Its
Fourier transform gives 𝐹 (Q)
𝐹 (Q) =
∫︁
𝜌(r) exp(𝑖Q · r)dr =
∑︁
𝑗
𝑏𝑗 exp(𝑖Q · r𝑗) (2.9)
4𝑄max is the maximum value of Q a scattering experiment is able to measure. It also
determines the minimum d-spacing measurable in a scattering experiment through 𝑑min =
2𝜋/𝑄max.
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However, in total scattering, it is not 𝐹 (Q) that we measure, but a time and















































where 𝑐𝑚, 𝑐𝑛 are the fraction of all atoms for type 𝑚 and type 𝑛 respectively, 𝜌 is
the density of atoms, 𝑔𝑚𝑛(𝑟) is the partial atomic pair distribution functions and








It represents the neutron transmission. A set of partial atomic pair distribution
functions 𝑔𝑚𝑛(𝑟) are defined as the number of atoms of type 𝑚 contained within a
thin spherical shell of radius 𝑟 and thickness d𝑟. In the limit as 𝑟 → ∞, 𝑔𝑚𝑛(𝑟) → 1,
representing the uniformly distributed disorder. Moreover, because atoms cannot
be closer than some minimum distance, we have 𝑔𝑚𝑛(𝑟) = 0 for small values of 𝑟.
In practice 𝑖(𝑄) is extracted from the measurements by removing scattering
from the sample container, the sample environment, and background scattering
from within the instrument and beam attenuation by the sample container and
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sample environment. These corrections are obtained by a serious of background
measurements (empty instrument, empty sample environment, and sample environ-
ment with empty sample container), together with a standard sample measurement
for normalization, usually a measurement from a vanadium rod [44].
2.3.2 Pair distribution function
The measured reciprocal space total scattering data is often Fourier transformed
to and analysed as real space pair distribution function [28]. Mathematically, it’s




𝑐𝑚𝑐𝑛𝑏𝑚𝑏𝑛 (𝑔𝑚𝑛(𝑟)− 1) (2.18)






𝑄𝑖(𝑄) sin(𝑄𝑟) d𝑟 (2.19)










A direct analysis of the PDF without any atomic model refinement provides 3
pieces of information[23]:
• The positions of the peaks tell the average interatomic distances.
• The area under each peak gives information about the corresponding coor-
dination number.
• The width of the peak reflects the extent of bonds variation, thus indirectly
reflects how disorder the bonds are.
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Further information can be extracted from the PDF by refining a known
structure against the PDF data. The "real-space Rietveld” method [46] in which
the structural parameters of one or a few unit cells are refined by fitting to the
PDF data is one of the most popular method, albeit not taking explicit account
of Bragg scattering data. Because of the restricted number of the refined unit
cells, multiple structure models are sometimes needed for different length scales
in order to fully characterize the structure evolution over the whole PDF length
scale (usually over 10Å−1 for amorphous materials and over 30Å−1 for crystalline
materials)[47].
2.4 The Reverse Monte Carlo method
The Reverse Monte Carlo simulation (RMC) is the only method in common use
that gives configurations of large numbers of atoms consistent with experimental
data, most importantly both the Bragg scattering and pair distribution functions
are included. [48] The primary goal of RMC is to obtain a sufficiently large
structure model to consistently reflect the structure characteristics across the local
short range to the periodic long range. [49]
Unlike the traditional Monte Carlo method, which refines a structure model
purely relying on the minimization of a theoretical energy without any consider-
ation of experimental data, RMC successively modifies an atomic configuration
until the modified configuration gives a set of calculated patterns in best agreement
with the experimental data. [50]
In the RMC method, an initial atomic configuration, a box of atoms with
50 Åper side, is generated from any source, including, for example, the results
of a Rietveld refinement of the crystal structure from the corresponding Bragg
scattering data, or the results of a molecular dynamics simulation. The RMC
process proceeds by selecting an atom at random and moving it a random distance
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Figure 2.5: RMCProfile work flow
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(up to some pre-defined maximum value). Every step change of the configuration
will cause a change in 𝜒2RMC, the energy function representing the difference of
calculated data patterns and the experiment data patterns. The energy function
𝜒2RMC contains four parts, corresponding to the difference between calculated and
experimental PDF, scattering data, Bragg (if the samples are crystals) and the






















[𝑦calc(𝑑𝑙)− 𝑦exp(𝑑𝑙)]2 /𝜎2𝑦(𝑑) (2.25)
where the functions 𝐷(𝑟) and 𝑖(𝑄) have been defined above, the function 𝑦(𝑑) is
the Bragg scattering as a function of 𝑑-spacing (or as a function of neutron flight
time for TOF diffractometers), and the 𝜎2 parameters in principle should reflect
the experimental error. In practice the 𝜎2 parameters are set to a constant value
for all data points in a given experimental function. By tuning the parameter 𝜎,
a particular experimental data set can be emphasised or de-emphasised in the
total 𝜒2RMC energy function. For example, if the 𝜎 value for the Bragg data is set
as 0.01 and for all other experimental data are set as 0.1. The goodness of fit of
the Bragg data will wight 10 times bigger than any other experimental data in
the overall refinement. The function 𝜒2energy reflects the constraint terms to assist
the RMC process. There are various constraints available in the RMC program
RMCProfile. [51] The most commonly used constraints include bond stretch and
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where 𝑇 is the nominal temperature (which ideally will be the temperature of the
experiment if the potential energy functions are realistic), and 𝐸𝑖 is the potential
energy function.
During the RMC process, as shown in Fig. 2.5, if an atomic move lowers the
value of 𝜒2RMC it is automatically accepted. If it raises the value of 𝜒
2
RMC, it is
accepted with probability exp(−𝜒2RMC/2). In this sense, 𝜒2RMC plays the role of
energy divided by temperature as used in conventional Monte Carlo simulations
of condensed matter, where the values of 𝜎2 in the defintions play the role of
temperature (that is, larger values of 𝜎2 permit large fluctuations).
When the 𝜒2RMC is decreased to a stable value and the calculated data pat-
terns are in good agreement with the experimental counterparts, the resulting
configuration can be accepted as the final refined RMC configuration. Usually at
this stage, the RMC process has been repeated millions of times, so that in the
end there are tens or hundred of accepted moves per atom.
Each RMC configuration can be treated as an instantaneous snapshot of the
atomic structure of the material across many unit cells. This snapshot directly
shows how the atoms are displaced from their crystallographic sites, in other
words, reflecting local fluctuations and disorder at a molecular level. Moreover, the
multi-unit cell nature of the RMC configuration makes it possible to quantitatively
analyse the statistical distribution of atomic positions and molecular orientations.
Many previous studies have demonstrated how this method can be applied to study
effects including bond anharmonicity [52], distortions of coordination polyhedra




The molecular dynamics method (MD) is a virtual atom experiment in which
the atoms under a specific condition (the ensemble) move according to a series
of pre-defined equations of motions (empirical potentials) [54]. The very heart
of molecular dynamics is Newtonian mechanics. All the MD simulations in this
thesis are performed with the software DL_POLY4 [55].
2.5.1 Empirical potentials
Coulomb interaction
For atoms with charges, the main force to hold them together is the electrostatic





where 𝑈 (𝑟𝑖𝑗) is the potential energy, 𝑟𝑖𝑗 is the distance between atom 𝑖 and atom
𝑗, 𝑄𝑖 and 𝑄𝑗 are the charge for atom 𝑖 and atom 𝑗 respectively and 𝜖0 is the
vacuum permittivity [56].
Buckingham potential
The Buckingham potential is composed by a repulsive term and an attractive
term. I used the Buckingham potential as the intermolecular potential for the
work presented in this thesis. The Buckingham potential is :
𝑈 (𝑟𝑖𝑗) = −
𝐶𝑖𝑗
𝑟6𝑖𝑗
+𝐵𝑖𝑗 exp (−𝑟𝑖𝑗/𝜌𝑖𝑗) (2.28)
where 𝐶𝑖𝑗 is the coefficient for the long range attractive term and 𝐵𝑖𝑗 is the
coefficient for the short range repulsive term [29].
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Covalent interaction
The covalent interaction is a strong bonding from overlapping electrons. It plays
an important role in defining a molecule or a rigid unit as well as characterizing
the interactions between neighbouring molecules or rigit units. For example, a C
atom in a methyl and a N atom in an ammonium connected by a covalent bond
forms a methylammonium ion. The covalent bond strength determines how rigid
a methylammonium ion is. The basic potential to represent the covalent bond
between two atoms is often described with a Morse potential [54]:
𝑈stretch (𝑟) = 𝜖 [exp (2𝛼 (𝑟 − 𝑟0))− 2 exp (𝛼 (𝑟 − 𝑟0))] (2.29)
where 𝑟0 is the equilibrium distance and 𝜖 is the energy at 𝑟0 and 𝛼 is related to
the curvature around the minimum of the potential well.
The angle potential between two bonds, characterizing how easy it can be




(𝜃 − 𝜃0)2 (2.30)
where 𝜃0 is the equilibrium angle and 𝑘 is the bending energy.
Sometimes it is important to add a potential to describe the torsion of a
dihedral angle illustated in Fig. 2.6. Specifically, the torsion potential is important
to characterize the behaviour of the 4,4′-biphenyl molecule in the work presented
in chapter 5 of this thesis. This torsion potential can be expressed as [54]:
𝑈 (𝜑𝑖𝑗𝑘𝑛) = 𝐴 [1 + cos (𝑚𝜑𝑖𝑗𝑘𝑛 − 𝛿)] (2.31)
where 𝐴 is the torsion energy, 𝑚 is the multiplicity i.e. how many minima during
a 360∘ cycle and 𝛿 is the phase factor determining the positions of the minima.
2.5.2 Ensembles
The virtual atom experiment MD needs to be carried out under a pre-defined
condition known as the ensemble. The first developed ensemble is the NVE
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Figure 2.6: An illustration of the dihedral angle. Four atoms form 3 bonds and
the adjacent 2 bonds form two planes. The angle between the two planes i-j-k and
j-k-n is the dihedral angle 𝛷
ensemble i.e. constant number of atoms, constant volume and constant energy.
This is only suitable to study a closed system. More often, the materials exist in
nature under a condition of constant temperature and constant pressure. This
leads to the development the ensemble of NPT. Sometimes in phase transition
studies, the size and the shape of the atomic configuration is required to change in
order to accommodate the set temperature. In this situation, the best candidate
ensemble is NST i.e. constant number of atoms, constant stress and constant
temperature [56]. In the works presented in this thesis, I used NPT ensemble
to preserve the cubic shape and used NST ensemble to study how the geometry
of structure changes across phase transitions. NVE ensemble is also used in the
PAF-1 case to study the dynamics.
2.6 Analysis of big-box atomic configurations
2.6.1 Spherical harmonics and symmetry adapted
functions
The orientation of a molecule or a rigid unit can be represented by the spherical
harmonics. Spherical harmonics are a set of orthogonal basis functions as a
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function of polar angles 𝜃 and 𝜑5 defined on a spherical surface [57]. The basis
function are parameterised by two integers ℓ and 𝑚, where ℓ = 0, 1, 2, . . . and
𝑚 = 0,±1,±2, . . . ,±ℓ. Any function 𝑓(𝜃, 𝜑) defined on a spherical surface can be
expanded as a linear combination of the spherical harmonics just like the Taylor
expansion in Cartesian coordinates.
𝑓(𝜃, 𝜑) = 𝑐0,0𝑌
0
0 (𝜃, 𝜑) + 𝑐1,−1𝑌
−1
1 (𝜃, 𝜑) + 𝑐1,0𝑌
0
1 (𝜃, 𝜑) + 𝑐1,1𝑌
1
1 (𝜃, 𝜑) + . . . (2.32)
Where 𝑐𝑙,𝑚 is the linear combination coefficient for 𝑌𝑙,𝑚.
Sometimes, the orientational distribution for molecules or rigid units can be
described quantitatively by a dipole vector (can simply be a bond vector or a
vector elaborately defined in some way) orientation distribution function 𝑃 (Ω)[58,
59]. Here Ω represents the polar angles (𝜃, 𝜑). The orientation distribution function





and the "rotator functions" 𝑆𝑖(Ω) themselves are linear combinations of spherical
harmonics 𝑌 𝑚ℓ (Ω). These can be symmetry adapted functions or simply the real
combinations of spherical harmonics such as:
𝑌 𝑚,𝑐
ℓ
(𝜃, 𝜑) = 1√
2
(︁







(𝜃, 𝜑) = − i√
2
(︁







∝ cos(𝑚𝜑) and 𝑌 𝑚,𝑠
ℓ
∝ sin(𝑚𝜑) [60].
From MD or RMC configurations, it is feasible to obtain a series of orientation
values (𝜃𝑖, 𝜑𝑖) for molecules or rigid units. These orientation values can be treated
as a sum of delta functions
∑︀
𝑖 𝛿(𝜃 − 𝜃𝑖, 𝜑 − 𝜑𝑖) and the linear combination
5Physics and mathematics use opposite conventions for the angles 𝜃 and 𝜑. In my research I
use the "physics” convention that 𝜃 is the zenith angle, measured from the 𝑧 axis and running
from 0 to 𝜋, while 𝜑 is the azimuthal angle, measured from the 𝑥 axis and running from 0 to 2𝜋.
The "mathematics" convention is exactly the opposite.
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where 𝑥 = 𝑐, 𝑠.
The existence of symmetry makes some coefficients of the spherical harmonics
zero. In other words, only certain 𝑌 𝑚ℓ (𝛺) terms are allowed by the symmetry and
the symmetry adapted functions are the combinations of the allowed spherical
harmonic. These combinations are usually mathematically simple except the cubic
symmetry where the threefold axes at an angle to the polar axis make its symmetry
adapted functions (usually called the cubic harmonics) rather complicated. The
first five cubic harmonics functions in both Cartesian and polar form are given
below. The Cartesian form [61] differs by a factor of
√
4𝜋 from the polar form[60].























































































In the Cartesian equations, 𝑄 = 𝑥4+𝑦4+𝑧4 and 𝑆 = 𝑥2𝑦2𝑧2, where 𝑥 = sin 𝜃 cos𝜑,
𝑦 = sin 𝜃 sin𝜑 and 𝑧 = cos 𝜃.
Once the coefficient of the basis functions are determined, the orientation
probability can be calculated at any designated polar angle. This makes the
spherical harmonics and symmetry adapted functions powerful tools to study the
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orientational disorder quantitatively. There are lots of examples to demonstrate
this in chapter 3 and chapter 4 of this thesis.
2.6.2 Polyhedra geometric analysis
Figure 2.7: The mismatch factors are calculated from 3 terms. The first term,
m𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛, comes from finding the best-fit of the polyhedra whole body rotations.
The residue mismatch are then separated into the bond bending term m𝑏𝑒𝑛𝑑, and
the bond stretching terms m𝑠𝑡𝑟𝑒𝑡𝑐ℎ [62].
In structure analysis, the atoms in rigid unit ions such as NH+4 are usually
considered as a whole in the form of polyhedra. On one hand, the polyhedra may
displace or rotate as rigid units. On the other hand, the polyhedra may have
distortion within themselves due to bond bending or stretching.
The software Geometric Analysis of Structural Polyhedra (GASP) can be
used to quantitatively analyse such disorder behaviours of rigid units polyhedra.
The essential idea of GASP is to compare each polyhedron with its ideal regular
counterpart and measure their geometric mismatch. As shown in Fig. 2.7, the
overall mismatch factor can be divided into 3 terms, whole body rotation, bond
bend, and bond stretch. Hence, this analysis is able to provide not only information
42
about how the polyhedra deviate from the ideal regular polyhedra, but also
information about the contributions of different kinds of geometry changes to the
overall mismatch.
2.6.3 Pseudo-dipole analysis
A rigid unit polyhedron in real structures is not necessarily to be in an ideal regular
shape. It may have distortion within the polyhedra. One way to characterize such
distortion is to define a pseudo-dipole moment as a sum of bond vectors. Taking
the ammonium ion NH+4 as an example, the centre atom N are surrounded by 4 H
atoms. The bond vectors are defined as the position coordinates of the surrounding
atom subtracting the coordinates of the centre atom. In this case, the bond vectors
are
NDi = D𝑖(𝑥, 𝑦, 𝑧)− N(𝑥, 𝑦, 𝑧) (2.38)
where i = 1,2,3,4. The sum of the bond vectors gives the pseudo-dipole moment





The modulus of the pseudo-dipole moment i.e. the distance deviation between
the real shape centre and the ideal shape centre, can be used as an indicator to
characterize the extent of distortion in a polyhedron.
43
Chapter 3
Orientational disorder in potassium
cyanide KCN
3.1 Introduction
Orientational disorder is a common phenomenon in molecular crystals or inorganic
crystals.1 Often, at least in the first phases found on cooling below the melting
point, the disorder is dynamic, with the molecules or molecular ions undergoing
rotational motion across a continuous distribution of molecular orientations, or
jump rotations between a well-defined set of distinct orientations.
One simple and intensively studied case is that of the cyanide ion, CN−, in metal
cyanides [63]. CN− exhibits two types of orientational disorder in metal cyanides.
In the cristobalite-like group-12 metal cyanides Zn(CN)2 [64] and Cd(CN)2 [65], the
cyanide ions can be treated as electric dipoles with static head-to-tail orientational
disorder. Apparently this disorder persists to low temperature in Zn(CN)2, but
recently reorientational motion and short-range order have been identified in
1In the past orientationally-disordered materials were called ‘plastic crystals’ as a result
of their mechanical properties, but the scientific community later preferred the term use here.
However, as orientationally disordered crystals have come back into fashion, sometimes people
are rediscovering the older name! For the good reasons why the name ‘plastic crystals’ was
replaced by the name ‘orientionally disordered crystals’ choose to work with the latter name.
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Cd(CN)2 [65]. On the other hand, in the alkali metal cyanides NaCN, KCN and
RbCN with the rocksalt structure, the cyanide molecular ions have a much broader
distribution of orientations and show rotational freedom [66] rather than jump
motions [67]. In fact, the first phase transition on cooling after freezing involves
ordering of the elastic quadrupole moments rather than of the molecular electrical
dipole moments.
The metal cyanide metals has been well studied since 1980s. Nevertheless it’s
regathering momentums because of the orientational disorder of the cyanide ions
is analogous to the organic ions in hybrid perovskite. One example is the hybrid
perovskite solar cell material methylammonium lead iodide (MAPbI3), which
has been investigated in a huge number of studies, yet still facing the problem
of characterising the orientational disorder from experimental data. MAPbI3
undergoes two phase transitions at ambient pressure involving changes in the
degree of orientational order, and it has been shown that these correlate with its
temperature-dependent dielectric properties [10]. The methylammonium includes
a C–N bond, a direct analogue of the cyanide ion in KCN, for example, and
indeed a recent study by molecular dynamics simulation of MAPbI3 compared
the ordering to that of KCN from single-crystal diffraction, suggesting that the
methylammonium ions are somewhat more isotropic, although again the spherical
harmonic expansion was terminated at very low order [11]. For these reasons it is
timely to revisit the once landmark metal cyanide, potassium cyanide KCN.
3.1.1 The phase transitions in KCN
Below its melting point (907 K), potassium cyanide exists in three distinct crys-
talline phases. From 168 K up to its melting point, KCN has the well-known rock
salt structure with space group 𝐹𝑚3𝑚 [68]. The cyanide anions occupy sites of
the full cubic point symmetry (𝑚3𝑚) and therefore there is three-dimensional
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（a） （b） （c）
Figure 3.1: The structure of KCN view from the c axis in (a) the low temperature
phase (below 83K), (b) the intermediate temperature phase (83K to 168K) and
(c) the high temperature phase (above 168K) with black, cyan and yellow balls
representing carbon, nitrogen and potassium atoms respectively. The gray lines
represent a pseudo rhombohedral or a cubic cell containing the same set of atoms.
In the low temperature phase, the cyanide ions align along the y axis with the same
direction within one layer(shown as red dashed lines) and adjacent layers point at
opposite directions. This is known as head to tail order. In the intermediate phase,
the cyanide ions lose head-to-tail order while still aligning along the 𝑏 axis. In the
high temperature phase, the cyanides are no longer restrained to align along 𝑏
and orient randomly over the full unit sphere.
orientational disorder. At 168 K there is a phase transition involving considerable
but not complete ordering of the cyanide orientations. The crystal structure of
this phase is orthorhombic, space group 𝐼𝑚𝑚𝑚. The cyanide anions have their
long axes parallel to the orthorhombic [010] axis (equivalent to the ⟨110⟩ axes
in the cubic phase) but with head-to-tail disorder of the electric dipoles [69, 70].
The ordering can be described as involving the molecular quadrupole moments.
It is well established that the ordering couples linearly to the softening of the
𝐶44 shear elastic constant as a result of coupling between the translations and
rotations [14, 71–75], meaning that the phase transition is a proper ferroelastic
phase transition. At 83 K there is a second phase transition to a fully-ordered
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structure of orthorhombic space group 𝑃𝑚𝑛𝑚. This has ordering of the electric
dipole moments in a proper antiferroelectric arrangement [13, 76].
The atomic structures of the three crystalline phases of KCN are illustrated in
Fig. 3.1. This figure shows the relationship between the phases, and illustrates
the change in orientational ordering.
3.2 Experimental and analysis methods
3.2.1 Neutron scattering measurements
Two sets of neutron scattering experiments were performed in this study measured
by Prof. Martin Dove. A set of neutron powder diffraction measurements were
performed using a 10-detector array on the E13 spectrometer on the NRU nuclear
reactor at the Chalk River Laboratories. The second set were a combination of
neutron diffraction and total scattering measurements performed on the GEM
diffractometer at the ISIS pulsed spallation neutron source in the UK. The data
from ISIS are publicly available 2. The data reduction for the NRU data was
performed using in-house software, and for the ISIS data using the MANTID
software. More details of the data collection can be found from Prof. Martin Dove.
In both cases the sample was contained within a thin-walled vanadium can,
with temperature controlled by a standard cryostat. The samples were obtained
commercially.
3.2.2 Analysis of diffraction data
The crystal structures of KCN were refined using the the GSAS/EXPGUI programs.
Starting coordinates for the intermediate temperature phase were taken from liter-
ature values with disordered occupancy of the C/N sites. For the low-temperature
2The data can be accessed with DOI 10.5286/ISIS.E.RB13786.
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phase the structure was taken as an antiferroelectic ordering of the electric dipole
moments of the intermediate-temperature phase. The disordered high-temperature
phase has no well-defined positions for the C/N atoms, but nevertheless such
positions are required for standard Rietveld analysis and so were selected to lie
parallel to the cubic unit cell axes.
3.2.3 Total scattering data and the Reverse Monte Carlo
analysis
The total scattering data were transformed to the appropriate scattering functions
𝑖(𝑄) and pair distribution functions 𝐷(𝑟) using standard procedures introduced
in Section 2.3. The data correction, normalization and Fourier transform are all
done using the GUDRUN package.
The Reverse Monte Carlo simulation was performed using the RMCprofile code
[51]. Configurations of the low-temperature phase used a 12 × 10 × 8 supercell
based on the refined crystal structure, set up using the data2config/RMCcreate
code [77]. The configuration for the intermediate-temperature phase was set up in
a similar manner, but using an option to randomly rotate the cyanide molecular
ions by 180∘ about the normal to the molecular axis. The configuration for the
cubic phase was a 8× 8× 8 supercell of the cubic phase, using an option to give
each cyanide molecular ion a random orientation. The RMC simulations were
carried out for 2315263 steps in total until convergence (see Fig. 3.2d, giving 70.1
accepted moves per atom and an average move acceptance rate of 18.6%. For each
temperature I generated 100 independent configurations for analysis.
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Figure 3.2: Representative fits from RMC simulation at 250 K of (a) Bragg pattern,
(b) total scattering function and (c) pair distribution function. (d) shows the
variation of total 𝜒2 in RMC with number of RMC moves proposed in a log-log
scale.
3.3 Rietveld analysis of KCN: lattice parameters
and spontaneous strain













4). The atomic structure of the partially-
ordered 𝐼𝑚𝑚𝑚 phase has atomic coordinates K (0, 0, 0) and C/N (0, 𝑢, 12), with
fractional occupancy of 0.5 for both atom types. The atomic structure of the
disordered 𝐹𝑚3𝑚 phase has K (0, 0, 0), and in the refinement the coordinates for
C/N are set of the form (12 , 𝑢, 0) with fractional occupancy of 1/12 for both atom
types, as an over-simplified model in order to be able extract lattice parameters.
Results for the crystal structure of all three phases refined from the GEM data
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are given in Table 3.1–Table 3.3.
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Table 3.1: Crystal structure data for the low-temperature ordered phase of KCN, space group symmetry 𝑃𝑚𝑛𝑚 (number 59).
Atomic coordinates are of the form (14 , 𝑦,
1




4) for atom types C and N. These results were
obtained by Rietveld refinement of the diffraction data from the GEM diffractometer at ISIS.
𝑇 (K) 𝑎 (Å) 𝑏 (Å) 𝑐 (Å) atom 𝑦 𝑈11 (Å2) 𝑈22 (Å2) 𝑈33 (Å2) 𝑅𝑤𝑝 (%)
20 4.18631(3) 5.24579(5) 6.07488(5) K 0.2283(4) 0.87(4) 1.46(7) 0.91(4) 5.09
C 0.6418(2) 1.81(6) 1.07(6) 1.21(6) —
N 0.8610(2) 1.87(4) 1.39(5) 1.80(5) —
25 4.18670(3) 5.24515(5) 6.07527(5) K 0.2289(5) 0.99(5) 1.58(8) 0.89(4) 5.12
C 0.6417(2) 1.90(7) 1.14(7) 1.13(7) —
N 0.8610(2) 1.89(5) 1.38(5) 1.94(6) —
30 4.18718(3) 5.24411(6) 6.07605(5) K 0.2284(4) 1.05(5) 1.68(8) 1.00(5) 5.17
C 0.6418(2) 1.94(7) 1.00(7) 1.36(7) —
N 0.8609(1) 1.96(5) 1.55(5) 1.90(6) —
35 4.19026(3) 5.23884(5) 6.08012(5) K 0.2288(5) 1.20(5) 1.86(9) 1.13(5) 4.96
C 0.6427(3) 2.14(7) 1.57(9) 1.37(7) —
N 0.8614(2) 2.16(5) 1.33(7) 2.10(6) —
40 4.19018(3) 5.23923(5) 6.07983(5) K 0.2287(4) 1.10(5) 1.68(8) 1.00(5) 5.04
C 0.6418(2) 2.17(7) 1.28(7) 1.38(7) —
N 0.8610(2) 2.20(5) 1.60(5) 2.12(6) —
45 4.19027(3) 5.23908(5) 6.07989(5) K 0.2282(4) 0.97(6) 1.60(8) 0.98(5) 5.01
C 0.6424(2) 2.21(7) 1.14(7) 1.49(7) —
N 0.8612(2) 2.16(5) 1.71(5) 2.03(6) —
50 4.19249(3) 5.23546(5) 6.08365(5) K 0.2298(4) 1.14(4) 1.83(6) 1.10(4) 4.89
C 0.6420(2) 2.19(6) 1.19(6) 1.34(6) —
N 0.8612(1) 2.31(5) 1.82(5) 2.24(5) —
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Table 3.2: Crystal structure data for the intermediate-temperature partially-ordered phase of KCN, space group symmetry 𝐼𝑚𝑚𝑚
(number 71). K has atomic coordinates (0, 0, 0). C and N have atomic coordinates of the form (0, 𝑦, 12), both with occupancy 0.5.
These results were obtained by Rietveld refinement of the diffraction data from the GEM diffractometer at ISIS.
𝑇 (K) 𝑎 (Å) 𝑏 (Å) 𝑐 (Å) atom 𝑦 𝑈11 (Å2) 𝑈22 (Å2) 𝑈33 (Å2) 𝑅𝑤𝑝 (%)
100 4.22003(3) 5.19426(5) 6.13157(5) K — 2.19(2) — — 4.24
C/N 0.11061(6) 3.76(2) 3.15(2) 2.98(2) —
110 4.22139(4) 5.19228(6) 6.13314(5) K — 2.24(2) — — 4.70
C/N 0.11036(7) 3.85(2) 3.21(2) 3.09(2) —
120 4.22576(4) 5.18662(7) 6.13820(5) K — 2.34(2) — — 4.70
C/N 0.11034(7) 4.08(2) 3.33(2) 3.25(2) —
130 4.23341(4) 5.17663(6) 6.14660(5) K — 2.55(2) — — 4.53
C/N 0.10997(7) 4.51(2) 3.50(2) 3.54(2) —
140 4.25204(6) 5.15108(10) 6.16599(8) K — 2.69(4) — — 7.05
C/N 0.10929(10) 4.65(4) 3.36(3) 3.75(3) —
150 4.25404(4) 5.14872(7) 6.16798(5) K — 2.94(3) — — 4.28
C/N 0.10893(8) 5.30(3) 4.10(3) 4.14(3) —
160 4.26060(4) 5.13946(8) 6.17461(6) K — 3.17(3) — — 4.31
C/N 0.10857(8) 5.70(3) 4.33(3) 4.47(3) —
170 4.26992(4) 5.12587(8) 6.18355(6) K — 3.33(3) — — 4.22
C/N 0.10795(9) 6.14(3) 4.65(3) 4.66(3) —
180 4.28194(5) 5.10774(10) 6.19551(7) K — 3.61(4) — — 5.02
C/N 0.10723(12) 6.61(4) 4.93(4) 5.03(4) —
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Table 3.3: Crystal structure data for the intermediate-temperature partially-ordered phase of KCN, space group symmetry 𝐹𝑚3𝑚
(number 225). K has atomic coordinates (0, 0, 0). C and N have atomic coordinates of the form (12 , 𝑦,
1
2), both with occupancy 0.5.
These results were obtained by Rietveld refinement of the diffraction data from the GEM diffractometer at ISIS.
𝑇 (K) 𝑎 (Å) 𝑏 (Å) 𝑐 (Å) atom 𝑦 𝑈11 (Å2) 𝑈22 (Å2) 𝑈33 (Å2) 𝑅𝑤𝑝 (%)
200 6.48790(3) — — K — 7.23(4) — — 2.76
C/N 0.4187(2) 10.95(9) 6.80(9) 10.95(9) —
210 6.48880(3) — — K — 7.38(5) — — 3.49
C/N 0.4183(3) 10.95(11) 6.90(11) 10.95(11) —
220 6.49152(3) — — K — 7.31(5) — — 3.31
C/N 0.4197(3) 11.46(11) 7.15(11) 11.46(11) —
230 6.49451(3) — — K — 7.37(4) — — 3.25
C/N 0.4187(3) 11.14(10) 6.90(10) 11.14(10) —
240 6.49763(3) — — K — 7.27(5) — — 3.19
C/N 0.4198(3) 11.50(10) 6.76(10) 11.50(10) —
250 6.50285(2) — — K — 7.16(3) — — 5.36
C/N 0.4205(2) 11.63(10) 6.61(10) 11.63(10) —
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Figure 3.3: (a) Lattice parameters of KCN. In this diagram the values of 𝑎 (blue
points) and 𝑏 (magenta points) have been multiplied by
√
2 in order to compare
better with the data for the 𝑐 axis (red points) and the values of the cubic lattice
parameter (black points). The cubic values extrapolated below the temperature
of the cubic phase are obtained from (𝑎𝑏𝑐)1/3, using the scaled values. Filled
circles represent data from ISIS, and open circles represent data from Chalk
River Laboratories. (b) Crystal structure of the intermediate-temperature KCN of
space group 𝐼𝑚𝑚𝑚, viewed down the orthorhombic 𝑐 axis. The large pink atoms
are potassium, and the small grey dumbbells represent the cyanide anions with
head-to-tail disorder. The orthorhombic 𝑏 axis is parallel to the orientations of the
cyanide anions. The thin lines give the outline of the orthorhombic unit cell with
orthogonal axes. The dashed line represents the unit cell that corresponds to the
cubic face-centred lattice, with axes rotated by 45∘ about the orthorhombic 𝑐 axis.
The variations of the lattice parameters of the cubic and orthorhombic phases





2𝑏 for the orthorhombic phase in order to give values that will tend
towards the value of the lattice parameter of the cubic phase. It is striking that
the volume of the unit cell appears to show no change in passing through the
cubic–orthorhombic phase transition. Therefore a parameter 𝑎0 = (𝑎′𝑏′𝑐)1/3 is
defined , such that 𝑎0 acts as the extrapolation of the cubic 𝑎 lattice parameter
to low temperature. To interpret the lattice parameters, it is instructive to look
at the crystal structure viewed down the orthorhombic 𝑐 axis, Fig. 3.3b. The
cyanide anions orient along one of the cubic ⟨110⟩ axes, which corresponds to the
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(a) K atoms (b) C atoms (c) N atoms
Figure 3.4: Representation of the atomic density within a slice of one unit cell
viewed down the [001] direction for fractional coordinates 0.4 < 𝑧 < 0.6. The
vertical direction of the figure corresponds to the [100] direction of the unit cell for
fractional coordinates 0 < 𝑥 < 1. The horizontal direction of the figure corresponds
to the [010] direction of the unit cell for fractional coordinates 0 < 𝑦 < 1. (a)–
(c) shows the atomic density for each atom type at 200K. Yellow indicates the
maximum values of the atomic density, and deep blue indicates the minimum
values of the atomic density.
orthorhombic 𝑏 axis. This leads to an expansion of the 𝑏 lattice parameter on
cooling compared with its value in the cubic phase, with a corresponding reduction
in the size of the 𝑎 and 𝑐 axes.
3.4 Orientational order and local atomic
structure from neutron total scattering and
RMC simulation
3.4.1 Atomic distributions
The spatial distribution of individual atoms in the unit cell was constructed by
collapsing each configuration onto one unit cell, and merging the results from
many independent RMC simulations. Fig. 3.4a–c shows the density profile for
each atom type at the cubic phase. Fig. 3.4a reflects the large amount of thermal
motion of the K atom as seen in the size of the atomic displacement parameter
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(a) K atoms, 140 K (b) C atoms, 140 K (c) N atoms, 140 K
(d) K atoms, 20 K (e) C atoms, 20 K (f) N atoms, 20 K
Figure 3.5: Representation of the atomic density within a slice of one unit cell
viewed down the [001] direction for fractional coordinates 0.4 < 𝑧 < 0.6. The
vertical direction of the figure corresponds to the [100] direction of the unit cell for
fractional coordinates 0 < 𝑥 < 1. The horizontal direction of the figure corresponds
to the [010] direction of the unit cell for fractional coordinates 0 < 𝑦 < 1. (a)–
(c) shows the atomic density for each atom type at 140K. Yellow indicates the
maximum values of the atomic density, and deep blue indicates the minimum
values of the atomic density. (d)–(f) shows the atomic density for each atom type
at 20 K.
from the Rietveld analysis, Table 3.2. The distribution of C and N atoms is wider
in extent. What is interesting from Fig. 3.4b and Fig. 3.4c are that the distribution
of C and N atoms are centred in the middle of the unit cell, rather than the
distribution of C and N atoms forming a spherical shell. Thus the orientational
disorder is accompanied by a high degree of translational disorder.
The corresponding atomic distributions for the intermediate-temperature
(100 K) partially-ordered 𝐼𝑚𝑚𝑚 phase are shown in Fig. 3.5a–c, and for the
low-temperature (20 K) ordered 𝑃𝑚𝑛𝑚 phase in Fig. 3.5d–f. The reduction in
translation disorder is clear, and the sites for C and N atoms are distinct. In the
intermediate phase there is head-to-tail disorder of the cyanide molecular ions,
which is clearly seen in the distribution of C and N atoms.
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Figure 3.6: K–K partial PDF 𝑔(𝑟) for temperatures 20 K (blue), 100 K (green),
200 K (red), with vertical displacement to separate the results for the different
phases.
3.4.2 Information from pair distribution functions
The partial PDFs 𝑔(𝑟) for K–K, K–(C/N) and (C/N)–(C/N) are shown in Fig. 3.6–
Fig. 3.8 respectively. For the K–K PDF Fig. 3.6, the high-temperature data show
broad peaks at positions consistent with the face-centred cubic arrangement of
ions, and in the lower-temperature phases the transition to the orthorhombic
phases results in the splitting of these peaks, with the positions being very similar
in the two orthorhombic phases but with the expected sharpening of the peaks
on cooling through the phase transition from 100 K to 20 K. The peaks up to a
distance of around 7 Å in the PDF for the lower-two temperature phase correspond
to peaks in the PDF of the high-temperature phase, with the expected broadening,
but after 7 Å the peaks positions of the cubic phase are clearly out of register
with those in the orthorhombic phases, reflecting the change in symmetry. The
first peak in the PDF of the orthorhombic phase is actually comprised of three
peaks, at mid-point distances of around 4.2, 4.4 and 4.6 Å. The first peak in the
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Figure 3.7: K–C (dotted lines) and K–N (dashed lines) partial PDF 𝑔(𝑟) for
temperatures 20 K (blue), 100 K (green), 200 K (red), with vertical displacement
to separate the results for the different phases.
PDF of the cubic phase is centred on position 𝑎/
√
2, and it is broad to the extent
that it encompasses the distribution of peaks in the low-temperature phases. The
second distinct peak in the PDF for the data at 10 K becomes a shoulder in the
data for 100 K, and is subsumed within the tail of the first peak in the cubic
phase. The fact that the first peak in the PDF of the cubic phase encompasses
the distribution of peaks within the low-temperature orthorhombic peaks suggests
that there are local distortions of the unit cell that reflect the local orientations of
the CN molecular anions. The same can be said of the second peak too,
The K–C and K–N 𝑔(𝑟) results ( Fig. 3.7) for 10 K show two peaks at around
3.1 and 3.8 Å, which correspond to two cases in which the K atom lies equidistant
from both atoms in the CN molecular anion and where the K..CN and K...NC
connections are almost straight lines. It is interesting that the same basic form
of this 𝑔(𝑟) for the cubic phase too for both the same first pair of peaks and
beyond, albeit with expected broadening. Clearly the first peak should be the
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Figure 3.8: C–C (dotted lines), N–N (dashed lines) and C–N (solid lines) partial
PDF 𝑔(𝑟) for temperatures 20 K (blue), 100 K (green), 200 K (red), with vertical
displacement to separate the results for the different phases. For clarity we have
excluded the bonded C–N neighbours within the cyanide anion.
same because it is the nearest-neighbour contact between a K atom and either
a C or N atom, but it is interesting that the second peak remains into the high-
temperature disordered phase, but broadened and with a midpoint shifted to
lower distance. The remaining peaks for the cubic phase are consistent with the
positions expected for the cation–anion distance in the rocksalt structure with
broadening due to the orientational disorder of the cyanide anions. The C–C,
C–N and N–N 𝑔(𝑟) results are shown in Fig. 3.8. For the cubic phase, there is
no difference between C and N, reflecting the orientational disorder, and the 𝑔(𝑟)
function for both is similar to that for the K–K 𝑔(𝑟) ( Fig. 3.6) with broadening
of peaks reflecting the orientational disorder. In the low-temperature phase, the
C–C and N–N distributions are almost identical, and due to the ordering these
are not the same as the C–N distribution.
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3.4.3 Molecular orientational distribution function
As the simplest type of molecule possible, the rigid unit cyanide molecular anions
consist of only two atoms and therefore containing only one chemical bond. The
orientation distribution of the cyanide anions is quantitatively described using
the bond orientational distribution function 𝑃 (𝛺), the mathematical details of
which were introduced in Section 2.6.1
Table 3.4: Calculated values of the coefficients 𝑐ℓ of the cubic harmonic expansion
of the bond orientation distribution function 𝑃 (𝛺) defined in Eq. (2.37). RMC
results are compared with values calculated in a molecular dynamics simulation
[70].
Method and 𝑇 (K) 𝑐4 𝑐6 𝑐8 𝑐10
RMC 200 0.019(2) 0.013(2) 0.024(2) −0.004(3)
RMC 250 0.079(2) −0.003(2) 0.016(2) 0.000(2)
MD 184 0.04 0.12 — —
MD 287 0.03 0.06 — —
Table 3.5: The values of the coefficients for the 𝑚 = 0 spherical harmonics terms
in the bond orientational distribution function for the RMC configurations of the















In the low-temperature 𝑃𝑚𝑛𝑚 phase of KCN, the cyanide ions occupy sites of
𝑚𝑚2 point symmetry. The rotator functions 𝑆𝑖(𝛺) are 𝑌 𝑚,cℓ (𝛺) with even values
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Table 3.6: The values of the coefficients for the 𝑚 = 0 spherical harmonics terms
in the bond orientational distribution function for the RMC configurations of the









of 𝑚. In the intermediate-temperature 𝐼𝑚𝑚𝑚 phase, the point symmetry is 𝑚𝑚𝑚,
and again the rotator function again is a basis of 𝑌 𝑚,c
ℓ
(𝛺) but now requires both
𝑚 and ℓ to be even. Finally, in the high-temperature 𝐹𝑚3̄𝑚 phase, the cyanide
molecular anions are on sites of 𝑚3𝑚 point symmetry. The rotator functions for
this case are the cubic harmonics.
The coefficients in the bond orientational distribution function can be obtained
directly by forming the average value of the relevant harmonic from the RMC
configurations, in contrast to fitting to data as in diffraction experiments [16]. In
this way, it is feasible to compare the calculated distribution function directly with
that formed from histograms of bond orientations in the configurations. The form
of 𝑃 (𝛺) for the disordered cubic phase for two arcs of 𝛺 are shown in Fig. 3.9a and
Fig. 3.9b for temperatures 200 K and 250 K respectively. These show the function
calculated from the histogram and from the form of 𝑃 (𝛺) of Eq. (2.37). Values of
the coefficients 𝑐ℓ were evaluated from averaging over around 100 independent
configurations, and are given in Table 3.4, and compared to values obtained from
molecular dynamics simulations [70]. All values are small compared with 𝑐0 = 1,
indicative of a high degree of disorder as seen in Fig. 3.9a and Fig. 3.9b, where
the fluctuations from the uniform value 𝑃 (𝛺) = 1/4𝜋 do not exceed 10%. There
is a very slight preference for ordering along the cubic ⟨100⟩ directions, and a very
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(a) Bond orientation distribution for KCN at 200K.















 = 45°  = 90°
(b) Bond orientation distribution for KCN at 250K.
Figure 3.9: Bond orientation distribution function for the CN molecular anion
in KCN at two temperatures in the disordered cubic phase at two temperatures,
a) 200 K and b) 250 K. In both cases the points represent averages from many
RMC configurations, and the red lines are calculated from the cubic harmonic
expansion with coefficients calculated from the configurations. The left panels
show orientations in the directions from ⟨001⟩ to ⟨110⟩, and the right panels show
the directions from ⟨110⟩ to ⟨100⟩. The broken black line at 𝑓(𝛺) = 1/4𝜋 shows
the value for a uniform distribution.
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Figure 3.10: A slice view of spherical harmonic expansion and cyanides orientation
distribution for KCN at 20K, 50K, 100K and 140K. Each subplot demonstrates
the direction from ⟨010⟩ to ⟨001⟩. The black dots represent the orientation distri-
bution directly counted from the RMC output configuration and the red curve
represents the orientation distribution function calculated from cubic harmonics.
There is a broken black line at f(𝛺) = 1/4𝜋 indicating the uniformly distributed
states.
slight preference away from the ⟨111⟩ directions, with no obvious preference for
the ⟨110⟩ directions, the directions in which the cyanide molecular anions order
in the two lower-temperature orthorhombic phases. The results appear to show a
slightly less uniform distribution at 250 K than at 200 K, but the difference is
very small and may not be significant. The RMC results for the coefficients 𝑐ℓ are
similar to those from the simulations [70], particularly in so far as the coefficients
for ℓ > 0 are remarkably small.
The coefficients for the low-temperature 𝐼𝑚𝑚𝑚 phase at 20K and 50K, and
for the intermediate-temperature 𝑃𝑚𝑛𝑚 phase at 100K and 140K, are given
in Tables 3.5 and 3.6 respectively. The bond orientation functions are shown in
Fig. 3.10, showing a much higher degree of orientational order as expected. The
degree of orientational order/disorder described by the orientation distribution
function of each phases is highlighted by calculating the three-dimensional rep-
resentations as shown in Fig. 3.11, together with views of representative RMC
configurations.
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250K                                                        100K 20K
Figure 3.11: RMC configurations showing instantaneous orientations of the cyanide
anions (top) for one temperature in each of the three phases (250 K for the
high-temperature disordered cubic 𝐹𝑚3𝑚 phase, 100 K for the intermediate-
temperature 𝐼𝑚𝑚𝑚 phase, and 20 K for the low-temperature 𝑃𝑚𝑛𝑚 phase). The
three-dimensional representations of the bond orientation distribution function
in each case calculated from the cubic and spherical harmonics are given in the
lower part.The viridis colour map is used for the colour scale scheme. In order to
highlight the fact that each crystallographic equivalent cyanide anion is only able
to point to one direction, the bond orientation distribution function for the 20 K
LT phase is characterized as half of the dumbbell shape.
The picture that emerges from this analysis is that there is almost uniform
distribution of orientations of the cyanide anions in the high-temperature cubic
phase. The small preference for or against particular orientations is only of order
of 10% of the uniform distribution. On the other hand, a much greater degree of
quadrupolar ordering (i.e. orientational ordering of the bond ignoring the direction
of the dipole moment) in the lower-symmetry phases, and complete ordering on
the low-temperature phase. Furthermore, in the low-temperature phase the widths
of the distribution function reflect and increase in librational motion on heating
from 20 K to 100 K.
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3.5 Summary
In this chapter, I have used both Bragg scattering analysed by the Rietveld
method, and total scattering analysed by the Reverse Monte Carlo method – to
study the orientational ordering phase transition in KCN in more detail than
was previously possible. The Bragg scattering in this study has primarily given
information about the lattice parameters changes with temperatures whereas the
total scattering provides the local orientational disorder underlying the lattice
parameter change.
The orientational order in each phase of KCN has been evaluated from the
atomic configurations generated by the RMC method. At the low temperature,
the cyanide anions show quite ordered, with a very narrow C–N bond orientation
around the y axis. At the IT phase, the cyanide anions show head-to-tail disorder
and larger librational amplitudes. This is confirmed by the RMC configuration and
the associated bond orientation calculations. At the HT phase, the calculated C–N
bond orientation is almost uniformly distributed, suggesting the large orientational
disorder of the cyanide anions in the cubic phase.
Moreover, it has been achieved that good agreement between histograms of
the bond orientation distribution function formed from the atomic configurations
with an expansion of the bond orientation distribution function in terms of
symmetry-adapted orientational functions. With the advantage of large atomic
configuration boxes (i.e. large number of cyanide molecular ions), it is able to take
the expansion of the distribution function to high order and therefore maintain




Orientational disorder and phase
transitions in barium carbonate
BaCO3
4.1 Introduction
Calcium carbonate, CaCO3, is the most significant of the non-silicate minerals
found in the Earth’s crust, forming as chalk, limestone and marble, and playing an
important role in both the water and carbon dioxide budgets of the planet. Calcite
is well-known in the form of Iceland Spar, where the beautiful single crystals with
well-defined habit show the dramatic effect of double refraction. The characteristic
shape of crystals of Iceland Spar comes from the set of (1014) planes1 that form
the crystal faces, as shown in Fig. 4.1, because these are the electrically neutral
planes in the crystal That is, there is no surface dipole moment. Calcite actually
has a rather unusual thermal expansion, with a relatively large (for a mineral)
positive linear expansivity along the trigonal [001] direction and small but negative
1This is the four-index notation for the rhombohedral phases described in the hexago-
nal/trigonal system.
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Figure 4.1: Crystal structure of the 𝑅3𝑐 phase of calcite, CaCO3. The CO3 groups
(carbon atoms as gray spheres, oxygen atoms as red spheres) lie in planes parallel
to the trigonal (0001) plane, separated by layers of calcium atoms (pink spheres).
One (0001) plane (translucent green) is shown to highlight the flat layers of
carbonate molecular anions. The figure also shows the electrically neutral (1014)
planes which form the predominant crystal habit (translucent red).
linear expansivity along the perpendicular directions [78, 79].
The large positive expansivity along the trigonal [001] direction has been
associated with a probable orientational order–disorder phase transition at high
temperature [80, 81]. The Bragg reflections of the room-temperature phase where
the Miller indices (ℎ𝑘𝑖ℓ) have odd values of ℓ fall to zero on heating towards a
temperature of around 1260 K [80, 81]. This is consistent with a phase transition
from the room temperature structure of space group 𝑅3𝑐 to that of space group
𝑅3𝑚 with a halving of the trigonal 𝑐 lattice parameter. Such a transition could
be achieved if the carbonate groups become orientationally disordered about axes
parallel to the trigonal [001] direction. This aspect was studied by neutron powder
diffraction [81], showing two interesting unexpected effects. The first was that
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on heating the carbonate molecular anions show a large increase in librational
amplitude and no growth in the number of anions with a 60∘ rotation, and secondly
a large increase in the amplitude of libration about axes perpendicular to the
molecular 3-fold axis. This increase in the perpendicular libration was suggested
to explain the rather large thermal expansion of the 𝑐 axis that appeared to be
associated with the phase transition.
Experimentally this was as far as was possible to get to, because the carbonate
molecular anions become chemically unstable at the point of the 𝑅3𝑐–𝑅3𝑚 phase
transition, with the rapid decomposition reaction CaCO3 → CaO+CO2. Attempts
to prevent this reaction, or at least raise it to a higher temperature, through the
use of a pressurised CO2 environment were unsuccessful [81]. This means that
the true nature of the 𝑅3𝑚 phase and hence of the phase transition cannot be
confirmed, and neither establish a baseline thermal expansion for the 𝑅3𝑚 phase
with which to confirm that the origin of the thermal expansion of the 𝑅3𝑐 phase
is associated solely with this phase transition.
Subsequent molecular dynamics simulations, suggest that the 𝑅3𝑐–𝑅3𝑚 phase
transition is part of a larger sequence of phase transitions that ultimately reach
an orientationally disordered phase with the simple cubic rocksalt structure.
Although it seems impossible to access this state in calcite, it appears that a
similar orientationally-disordered rocksalt phase exists in BaCO3 [86]. Actually at
ambient conditions BaCO3 is found as the mineral witherite [82–85], which has
the aragonite structure adopted by CaCO3, as shown in Fig. 4.2 (orthorhombic
symmetry, space group 𝑃𝑚𝑐𝑛; details of the crystal structure will be reported
below) at a slight high pressure. At a temperature of 1084 K [83] it transforms to a
rhombohedral phase of symmetry either 𝑅3𝑚 or 𝑅3𝑚; the former is ordered with all
carbonate anions the same orientation, and the latter is necessarily disordered with
respect to the orientations of the carbonate anions. Subsequently at a temperature
of 1255 K [83] it transforms to the disordered rocksalt cubic phase [86], until
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Figure 4.2: Crystal structure of the orthorhombic 𝑃𝑚𝑐𝑛 phase of witherite, BaCO3
[82–85]. The CO3 groups (carbon atoms as gray spheres, oxygen atoms as red
spheres) lie in planes parallel to the orthorhombic (001) plane, separated by layers
of barium atoms (gold spheres).
eventually undergoing the decomposition reaction BaCO3 → BaO + CO2.
4.2 Experimental and analysis methods
4.2.1 Molecular dynamics simulations
Molecular dynamics (MD) simulations were performed using the DL_POLY code
[55]. The potential energy function of Archer et al [87] was used with rigid CO3
molecules and rigid ions. This was chosen in preference to other alternatives
in the literature [88] because it was been specifically tuned to account for the
vibrational dynamics of calcite, and in particular to reproduce the soft phonon
branch associated with the high-pressure phase transition, whilst retaining full
stability, and it was designed to allow for a wide range of divalent cations.
Simulation boxes with orthogonal axes of approximate length 50 Å were
prepared using the data2config/rmcreate program [77]. One axis is along the
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trigonal [001] axis, one along the trigonal [100] axis, and the third along the
orthogonal [210] axis. MD simulations were also performed using configurations
from the witherite crystal structure.
In all cases I used time steps of 0.005 ps. Simulations were equilibrated for
10,000 steps (50 ps) and run for 50,000 steps (250 ps) to generate configurations
for analysis. I used constant-stress [89, 90] and constant temperature [91, 92]
thermodynamic ensembles.
4.2.2 Neutron powder diffraction and total scattering
measurements
For the experimental work reported here BaCO3 was obtained commercially.
Neutron scattering measurements were performed on the GEM instrument at the
ISIS spallation neutron facility [93]. The short runs for the Rietveld refinement
were measured for 8 minutes and long runs for the PDF were measured for 6 hours
with a proton current of 160 𝜇A. The first sample dropped after meansuring at
1000 ∘C, leaving the IT total scattering data unmeasured. In the newly replaced
sample, BaO was found at 1000 ∘C and 930 ∘C long run, suggesting some BaCO3
had decomposed.
Empty instrument, empty can and empty furnace data are also collected for
further data correction. The data were prepared in a form for Rietveld refinement
using the MANTID software [94]. The total scattering data were corrected using
the GUDRUN code [95].
4.2.3 Rietveld analysis
The Rietveld refinements of the different structures of BaCO3 were performed
using the GSAS/EXPGUI [96, 97] and GSAS II [98] programs. A representative fit
for the ordered witherite phase is shown in Fig. 4.3. Results for lattice parameters
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are given in Table 4.1, for atomic fractional coordinates in Table 4.2, and for
atomic displacement parameters in Table 4.3 and Table 4.4. The table reports
refinements in two different space groups for the intermediate temperature phase.
It is found that both space groups model gave equivalent quality fits for data
from all neutron banks except the highest-resolution bank of angle 154.40∘. As
shown in Fig. 4.4, the 𝑅3𝑚 model gives a better fit and correct relative peak
heights.Table 4.4 shows the model refined with 𝑅3𝑚 space group has a large
Ba atomic displacement parameter, which is comparable with the C atomic
displacement parameter. However, in the witherite phase and the cubic phase,
the heavy atom Ba always has a much smaller atomic displacement parameter
than the light atom C. Meanwhile, the 𝑅3𝑚 models have atomic displacement
parameters more consistent with other phases. Therefore, 𝑅3𝑚 is more likely to be
the space group of the intermediate-temperature phase, in spite of the discussion
given by Antao and Hassan [83].
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Table 4.1: Lattice parameter data for the three phases of BaCO3. These results
were obtained by Rietveld refinement of the diffraction data from the GEM
diffractometer at ISIS. Horizontal lines demarcate different phases; the top group
is for the phase with space group symmetry 𝑃𝑚𝑐𝑛, the middle group is for
rhombohedral symmetry of either 𝑅3𝑚 or 𝑅3𝑚, and the bottom line is for cubic
space group 𝐹𝑚3𝑚. Tables 4.2 to 4.4 give the temperatures in the units for the
measurement, namely ∘C, but in the main text I will refer to temperatures in
units of K for direct comarison with the molecular dynamics simulations.
𝑇 (∘C) 𝑎 (Å) 𝑏 (Å) 𝑐 (Å) 𝑅𝑤𝑝 (%)
25 (I) 5.3305(25) 8.9288(4) 6.45167(19) 4.58
25 (II) 5.3282(26) 8.9250(5) 6.44887(20) 5.22
100 5.31743(6) 8.90467(11) 6.45480(7) 5.53
150 5.31915(6) 8.90636(11) 6.46966(7) 5.46
200 5.32087(5) 8.90804(9) 6.48472(6) 4.44
250 5.32259(7) 8.90963(12 6.49905(7) 5.47
300 5.32424(7) 8.91161(12) 6.51668(8) 5.57
350 5.32694(9) 8.91577(16) 6.53620(8) 5.74
400 5.32873(10) 8.91751(17) 6.55370(8) 6.16
450 5.33042(10) 8.92006(18) 6.57253(9) 6.58
500 5.33176(11) 8.92226(20) 6.59073(10) 7.11
550 5.33360(13) 8.92580(23) 6.61110(11) 8.05
650 5.33955(14) 8.93600(26) 6.65945(12) 7.09
700 5.34124(15) 8.94086(28) 6.68444(13) 7.56
750 5.34276(17) 8.94649(32) 6.71179(16) 8.56
800 5.34375(18) 8.9535(4) 6.74229(18) 9.37
850 5.22387(12) — 10.5688(10) 5.39
900 5.20132(11) — 10.65650(26) 4.99
950 5.16208(11) — 10.87436(30) 4.76
850 5.22399(9) — 10.51903(22) 4.92
900 5.20137(9) — 10.65672(21) 4.90
950 5.16216(10) — 10.87424(27) 4.21
















Figure 4.3: A representative fit of diffraction data using Rietveld refinement,
shown for the witherite phase at a temperature of 25 ∘C, with data from the
detector bank of nominal scattering angle 63.42∘. The black crosses are the data
and the red curve is the fitted diffraction profile. The green line indicates the fitted
background, and the blue curve represents the difference between data and fitted






























Figure 4.4: Comparison of the fits to the highest-resolution diffraction data
(detector bank of nominal scattering angle 154.40∘) obtained for a temperature of
850 ∘C from Rietveld refinement, using the crystal structures of the two candidate
rhombohedral phases of symmetry 𝑅3𝑚 and 𝑅3𝑚. The black crosses are the data,
the red curves are the fitted diffraction profiles, the green lines indicate the fitted
backgrounds, and the blue curves represent the difference between data and fitted
profile. The magenta vertical lines represent the positions of the Bragg peaks. A
better agreement was obtained with the disordered 𝑅3𝑚 structure.
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Table 4.2: Atomic fractional coordinates for the various phases of BaCO3 as
indicated in the table. In the space group 𝑃𝑚𝑐𝑚 by symmetry 𝑥 = 1/4 for Ba, C
and O1. In the 𝑅3𝑚 phase 𝑥 = 𝑦 = 0 for Ba and C, and 𝑦 = −𝑥 for O. In the 𝑅3𝑚
phase Ba has 𝑥 = 𝑦 = 0 and 𝑧 = 14 , C has 𝑥 = 𝑦 = 𝑧 = 0 and O has 𝑦 = 𝑧 = 0. In
the cubic 𝐹𝑚3𝑚 phase Ba has coordinates (0, 0, 12), C has coordinates (0, 0, 0),
and O has 𝑥 = 0 and 𝑦 = −𝑧. These results were obtained by Rietveld refinement
of the diffraction data from the GEM diffractometer at ISIS.
𝑃𝑚𝑐𝑛 𝑇 (∘C) Ba 𝑦 Ba 𝑧 C 𝑦 C 𝑧 O1 𝑦 O1 𝑧 O2 𝑥 O2 𝑦 O2 𝑧
25 (I) 0.4164(3) 0.7538(5) 0.7567(3) −0.0810(4) 0.9015(3) −0.0894(5) 0.4598(3) 0.6831(2) −0.0806(4)
25 (II) 0.4165(4) 0.7537(5) 0.7568(3) −0.0808(4) 0.9017(3) −0.0897(6) 0.4598(3) 0.6832(2) −0.0808(4)
100 0.4168(1) 0.7542(2) 0.7570(1) −0.0810(2) 0.9011(1) −0.0878(2) 0.4595(1) 0.6839(1) −0.0790(2)
150 0.4166(1) 0.7543(2) 0.7570(1) −0.0810(2) 0.9011(1) −0.0878(2) 0.4594(1) 0.6839(1) −0.0790(2)
200 0.4166(1) 0.7541(2) 0.7570(1) −0.0810(1) 0.9011(1) −0.0878(2) 0.4594(1) 0.6839(1) −0.0790(1)
250 0.4165(2) 0.7539(2) 0.7570(1) −0.0810(2) 0.9010(1) −0.0877(3) 0.4593(1) 0.6840(1) −0.0790(2)
300 0.4167(2) 0.7540(2) 0.7570(1) −0.0810(2) 0.9010(1) −0.0877(3) 0.4593(1) 0.6840(1) −0.0790(2)
350 0.4164(2) 0.7549(2) 0.7571(1) −0.0770(2) 0.9000(2) −0.0860(3) 0.4583(2) 0.6840(1) −0.0772(2)
400 0.4167(2) 0.7548(3) 0.7573(2) −0.0765(2) 0.8998(2) −0.0850(3) 0.4589(2) 0.6844(1) −0.0767(2)
450 0.4160(2) 0.7560(3) 0.7571(2) −0.0748(3) 0.8999(2) −0.0839(3) 0.4590(2) 0.6853(1) −0.0759(2)
500 0.4161(2) 0.7560(3) 0.7568(2) −0.0740(3) 0.9004(2) −0.0841(4) 0.4589(2) 0.6858(1) −0.0751(2)
550 0.4163(3) 0.7561(3) 0.7575(3) −0.0722(3) 0.9003(3) −0.0843(4) 0.4587(2) 0.6867(2) −0.0738(3)
650 0.4166(3) 0.7569(4) 0.7579(3) −0.0710(4) 0.8994(3) −0.0837(4) 0.4555(3) 0.6858(2) −0.0732(3)
700 0.4164(3) 0.7581(4) 0.7575(3) −0.0694(4) 0.8998(4) −0.0810(5) 0.4554(3) 0.6868(2) −0.0731(3)
750 0.4157(4) 0.7572(4) 0.7583(3) −0.0682(5) 0.9010(4) −0.0795(5) 0.4548(4) 0.6881(2) −0.0717(4)
800 0.4173(4) 0.7637(4) 0.7573(4) −0.0601(6) 0.8970(4) −0.0816(6) 0.4555(4) 0.6881(3) −0.0718(4)
𝑅3𝑚 𝑇 (∘C) Ba 𝑧 C 𝑧 O 𝑥 O 𝑧
850 0.1257(6) 0.6012(6) 0.136(4) 0.6012(6)
900 0.0840(9) 0.5664(7) 0.140(5) 0.5664(7)
950 0.0795(8) 0.5681(9) 0.1124(3) 0.5637(9)




𝐹𝑚3𝑚 𝑇 (∘C) O 𝑧
1000 0.1132(4)
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Table 4.3: Atomic displacement parameters for the witherite phase of BaCO3.
These results were obtained by Rietveld refinement of the diffraction data from
the GEM diffractometer at ISIS.
𝑇 (∘C) Ba 𝑈iso C 𝑈iso O 𝑈11 O 𝑈12 O 𝑈13 O 𝑈22 O 𝑈23 O 𝑈33
25 (I) 0.00425(17) 0.00720(16) 0.0035(4) — — 0.0021(4) -0.0036(5) 0.0296(6)
0.00163(25) 0.00210(24 ) -0.00314(34) 0.00414(26) 0.0040(4) 0.0329(4)
25 (II) 0.00404(19) 0.00729(17) 0.0031(5) — — 0.0023(4) -0.0032(5) 0.0290(7)
0.00146(27) 0.00178(26) -0.0034(4) 0.00387(29) 0.0044(4) 0.0334(5)
100 0.00547(22) 0.00906(20) 0.0069(6) — — 0.0030(5) -0.0035(6) 0.0349(8)
0.00238(33) 0.00282(31) -0.0039(4) 0.00642(35) 0.0048(5) 0.0423(6)
150 0.00654(24) 0.01060(22) 0.0078(7) — — 0.0039(5) -0.0019(7) 0.0386(9)
0.00303(35) 0.00248(33) -0.0030(5) 0.0080(4) 0.0063(6) 0.0473(6)
200 0.0076(7) 0.0115(6) 0.0098(6) — — 0.0050(5) -0.0025(6) 0.0432(8)
0.00389(31) 0.00348(29) -0.0037(4) 0.00946(33) 0.0053(5) 0.0514(6)
250 0.00855(27) 0.01281(24) 0.0120(8) — — 0.0061(6) -0.0016(8) 0.0474(10)
0.0046(4) 0.0040(4) -0.0045(5) 0.0112(4) 0.0046(6) 0.0573(7)
300 0.01007(29) 0.01430(26) 0.0157(9) — — 0.0073(7) -0.0039(8) 0.0512(11)
0.0051(5) 0.0039(4) -0.0043(6) 0.0140(5) 0.0057(7) 0.0634(8)
350 0.00965(31) 0.01802(31) 0.0126(13) — — 0.0104(9) 0.0006(11) 0.0660(14)
0.0071(7) 0.0016(5) -0.0035(8) 0.0134(6) 0.0048(8) 0.0665(10)
400 0.00923(34) 0.01704(32) 0.0172(14) — — 0.0117(10) -0.0001(12) 0.0657(15)
0.0057(7) 0.0022(6) -0.0041(8) 0.0136(6) 0.0031(9) 0.0702(10)
450 0.00822(34) 0.01747(35) 0.0200(15) — — 0.0132(10) 0.0036(13) 0.0699(16)
0.0070(8) 0.0037(6) -0.0017(9) 0.0134(7) -0.0003(10) 0.0743(11)
500 0.00646(34) 0.0167(4) 0.0209(15) — — 0.0155(12) 0.0060(14) 0.0733(17)
0.0060(8) 0.0045(6) -0.0014(10) 0.0157(7) -0.0044(11) 0.0795(12)
550 0.0061(4) 0.0172(4) 0.0225(17) — — 0.0136(13) 0.0127(16) 0.0763(20)
0.0069(9) 0.0059(7) 0.0015(11) 0.0158(8) -0.0078(12) 0.0838(14)
650 0.0125(6) 0.0310(6) 0.0121(20) — — 0.0271(17) 0.0062(22) 0.0985(25)
0.0208(13) -0.0035(10) 0.0021(14) 0.0213(12) -0.0013(15) 0.0910(17)
700 0.0100(6) 0.0331(7) 0.0115(20) — — 0.0311(19) 0.0074(25) 0.1105(28)
0.0190(13) -0.0021(11) 0.0071(14) 0.0251(13) -0.0030(16) 0.0953(19)
750 0.0073(7) 0.0318(8) 0.0130(23) — — 0.0341(21) 0.0123(29) 0.1136(33)
0.0195(14) 0.0006(12) 0.0118(16) 0.0249(14) -0.0053(18) 0.1060(22)
800 0.0026(7) 0.0467(11) -0.0026(22) — — 0.0473(28) 0.0722(31) 0.135(4)
0.0243(16) 0.0036(14) 0.0147(18) 0.0197(16) -0.0127(19) 0.0936(24)
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Table 4.4: Atomic displacement parameters for the IT and HT phases of BaCO3. These results were obtained by Rietveld refinement
of the diffraction data from the GEM diffractometer at ISIS. Horizontal lines demarcate different phases; the top group is for the
phase with space group symmetry 𝑅3𝑚, the middle group is for 𝑅3𝑚 and the bottom line is for cubic space group 𝐹𝑚3𝑚.
𝑇 (∘C) Ba 𝑈iso C 𝑈iso O 𝑈11 O 𝑈12 O 𝑈13 O 𝑈22 O 𝑈23 O 𝑈33
𝑅3𝑚
850 0.0652(24) 0.0610(18) 0.1484(23) 0.0976(27) -0.0380(13) 0.1484(23) 0.0380(13) 0.237(4)
900 0.0764(22) 0.0815(23) 0.1481(20) 0.0930(26) -0.0390(12) 0.1481(20) 0.0390(12) 0.253(4)
950 0.0963(24) 0.1032(27) 0.1581(23) 0.0920(31) -0.0436(14) 0.1581(23) 0.0436(14) 0.322(6)
𝑅3𝑚
850 0.0564(13) 0.0976(18) 0.1190(26) 0.163(6) 0.1021(27) 0.331(11) 0.238(5) 0.3476(34)
900 0.0579(13) 0.1238(23) 0.1232(30) 0.145(7) 0.0934(32) 0.295(13) 0.221(6) 0.3507(34)
950 0.0693(16) 0.155(4) 0.152(4) 0.166(6) 0.1014(32) 0.336(13) 0.237(6) 0.401(4)
𝐹𝑚3𝑚
1000 0.089(5) 0.210(12) 0.411(31) — — 0.206(14) -0.020(10) 0.206(14)
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4.2.4 Reverse Monte Carlo method
The Reverse Monte Carlo method was performed using the RMCprofile code [51].
For most of the work I used v6.7, but for the intermediate temperature phase I used
a completely new version in prototype form, provisionally assigned version number
7, which is being designed for simulation of more than a single phase 2. Because
of decomposition at high temperature, our first experimental measurements were
performed at high temperature, but the first sample is lost due to a malfunction
within the furnace. In fact this sample had survived intact on heating into the
high-temperature cubic phase with no decomposition is detected. The data for the
intermediate-temperature phase were obtained on a second sample. Unfortunately,
in this case the onset of decomposition, with clear Bragg peaks associated with
the presence of BaO. The strategy for the RMC analysis of the intermediate-
temperature phase was to use two configurations, alternatively moving one atom
at random in each configuration. The relative weights of each phase to the total
scattering, PDF [99] and Bragg scattering were determined by the phase fraction
determined by the prior Rietveld analysis.
As for the MD simulations, starting configurations of the BaCO3 phases,
with orthogonal axes of approximate length 50 Å, were prepared using the
data2config/rmcreate program [77], using the structures generated by the Ri-
etveld refinement analysis at each temperature and lattice parameters constrained
to these values. Minimum distances and interatomic potentials for the C–O bond
and O–C–O angles were applied as constraints in the RMC simulations. Taking
the RMC simulation of the cubic phase as the example, the minimum allowed
distances for the C–C, C–O, C–Ba, O–O, O–Ba and Ba–Ba contacts were 3.8,
1.0, 2.6, 1.93, 2.25 and 3.8 Å respectively. The C–O bond potential was a Morse
2This version has not previously been described in the scientific literature, and a paper
will be published in due course. Key developers have been Christopher Kerr (University of
Cambridge), Wojciech Sławiński (STFC), and the three authors AEP, MGT and MTD.
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function with 1.29 Å as the equilibrium distance and 3.5 eV as the difference in
energy between the lowest energy and the energy at infinite distance. The O–C–O
angle potential was set with 120∘ as the equilibrium angle and 5.0 eV as the
corresponding force constant. Each RMC simulation was run until the average
number of successful moves for every atom in the BaCO3 phase was nearly 200,
with a maximum single move distance of 0.05 Å.
The BaO configurations used with the multiphase analysis of the intermediate-
temperature phase were prepared in the same way and were of similar sizes. BaO
has the standard rocksalt structure, space group 𝐹𝑚3𝑚.
The quality of the RMC fits to data are shown for the example of the witherite
phase at room temperature (at this temperature the sample is single phase) in
Fig. 4.5. Similar quality was obtained for all temperatures, including the two-phase
RMC.
4.3 Phase transitions seen in the molecular
dynamics simulations
4.3.1 Simulations starting in the calcite structure
The temperature-dependence of the lattice parameters of both CaCO3 and BaCO3,
obtained by MD simulation and starting in the ordered calcite form, are shown
in Fig. 4.6. The simulation box gives two orthogonal evaluations of the trigonal
𝑎 lattice parameter. To highlight the transition to the cubic phase, the lattice
parameters are scaled as 𝑎′ =
√
2𝑎 and 𝑐′ = 𝑐/2
√
3 to give the values corresponding
to those of the cubic phase 𝑎 lattice parameter. In both cases the transitions to
the cubic form is very clear – at temperatures of 1665 ± 10 K and 2535 ± 10
K for BaCO3 and CaCO3 respectively – as also are the transitions between the
low-temperature ordered phases to the disordered 𝑅3𝑚 phases at temperatures
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Figure 4.5: Representative RMC fits of (a) pair distribution function, (b) total
scattering function, and (c) Bragg pattern, for witherite at room temperature.
In each case the black points represent the experimental data, and the red lines
represent the RMC fitted functions. The blue lines represent the difference between
the experimental and RMC fitted functions.
of 905± 10 K and 1985± 10 K for BaCO3 and CaCO3 respectively. It is noted
that the simulations over-estimate the 𝑅3𝑐–𝑅3𝑚 transition temperature in calcite
by about 60%, and the transition to the cubic phase of BaCO3 is over-estimated
by around 30%. However, transition temperatures are very hard to predict from
models derived from equilibrium properties only. What is encouraging is that
the transition temperatures in BaCO3 are lower than in CaCO3, as expected.
What is interesting, however, is that the background thermal expansion around
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Figure 4.6: Left: Temperature-dependence of the lattice parameters of CaCO3
(black) and BaCO3 (red) in the calcite form as determined by molecular dynamics
simulations. In each case the top curve represents
√
2𝑎 and the lower curve is 𝑐/
√
12,
the quantities that become the cubic 𝑎 lattice parameter at high temperature.
Right, the corresponding strains obtained by subtracting the extrapolation of the
cubic lattice parameter to low tempertures.
the 𝑅3𝑐–𝑅3𝑚 transition in both cases is mostly associated with the approach to
the transition to the cubic form, and not, as previously assumed [80, 81], due
to the ordering associated with the 𝑅3𝑐–𝑅3𝑚 transition. Fig. 4.6 also shows the
strains calculated by comparing the lattice parameters with the extrapolation
from the cubic phase, It can be seen that these are extraordinarily large for a
phase transition, reaching over 20%.
Configurations from the MD simulation of each phase are shown in Fig. 4.7.
The barium and calcium atoms are not shown in these figures in order to make the
orientational behaviour of carbonate groups prominent. At low temperature, the
carbonate anions in both BaCO3 and CaCO3 are orientationally ordered, although
it is clear that the carbonate groups in BaCO3 have spontaneously reoriented to
give an ordered structure that is different from both calcite and witherite. As the
temperature increases on heating towards the intermediate-temperature phase,
the carbonate anions in both cases show growing librational motions about the
molecular 3-fold rotational axis and about the orthogonal axes, whilst maintaining
the same average orientations. The MD configuration shown in Fig. 4.7b suggests
the space group for the intermediate-temperature phase of BaCO3 is 𝑅3𝑚. In
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(a) BaCO3, 300 K (b) BaCO3, 1000 K (c) BaCO3, 1700 K
(d) CaCO3, 300 K (e) CaCO3, 2000 K (f) CaCO3, 2600 K
Figure 4.7: Representative configurations from the MD simulations of BaCO3 (top
row) and CaCO3 (bottom row) viewing from the trigonal [001] direction. the alkali
metal atoms are excluded from these figures for clarity.
Figs. 4.7c and 4.7f, there are no orientation pattern for carbonate ions, indicating
they lose preferred orientations in the cubic phases.
The orientational disorder of the carbonate groups can be seen in the distribu-
tion of C–O bond orientations. Fig. 4.8 shows how the distribution of C–O bonds
in the MD simulations of CaCO3 evolves with increasing temperature. The distri-
bution broadens on heating and it vanishes in the intermediate temperature phase
as shown in Fig. 4.8f. This indicates the C–O bonds in CaCO3 have a preferred
orientation along [100] in the low temperature phase. The C–O bonds become
more widely spread around [100] with increasing temperature. At intermediate
temperatures, the orientational distribution becomes nearly uniform around the
equator line with large spread of librations out of this plane.
A similar trend exists in BaCO3, albeit with different orientations of the
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(a) CaCO3, 200 K (b) CaCO3, 600 K (c) CaCO3, 1000 K
(d) CaCO3, 1400 K (e) CaCO3, 2000 K (f) CaCO3, 2200 K
Figure 4.8: Orthographic projections of the C–O bond orientation distributions
for CaCO3 at different temperatures from MD simulations, viewed along the [100]
direction. Yellow represents orientations of high probability, whereas while dark
blue represents orientations with low probability.
carbonate molecular ion as noted above, and for which the C–O bond orientation
distribution is shown in Fig. 4.9. At 200 K, there are 2 preferred orientations i.e.
two concentrated bright dots at the equator lie viewing from the [100] direction.
As the temperature increases to 1000 K, shown in Fig. 4.9a to Fig. 4.9d, the
C–O orientation becomes more widely spread while the two preferred orientations
are still distinguishable (brighter than other solid angles). At the intermediate-
temperature phase, as shown in Figs. 4.9e and 4.9f, the C–O orientation become
more evenly spread around the equator and more progressively spread towards
the poles.
The C–O bond orientation distribution plots from molecular dynamics simula-
tions suggest that in both CaCO3 and BaCO3 the carbonate ions are orientationally
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(a) BaCO3, 200 K (b) BaCO3, 400 K (c) BaCO3, 800 K
(d) BaCO3, 1000 K (e) BaCO3, 1200 K (f) BaCO3, 1600 K
Figure 4.9: Orthographic projections of the C–O bond orientation distributions
for BaCO3 at different temperatures from MD simulations, viewed along the [100]
direction. The colour scheme is described in the caption to Fig. 4.8.
ordered at the low temperature phases. Their rotational and librational vibration
amplitudes increase with increasing temperatures resulting in a larger spread of
C–O bond orientation distribution. In the intermediate-temperature phase, full
disorder with respect to rotation about the threefold axis is achieved and libration
out of the molecular plane increases, before the orientations of the carbonate ions
become fully disordered at the cubic phase.
4.3.2 Simulations starting in the witherite structure
MD simulations of BaCO3 are also performed with the witherite phase as the
starting configuration . Over the time scale of the simulations the structure
will retain the basic layout of the sites for the Ba and C atoms, but will allow
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reorientations of the CO3 groups as seen in the simulations of BaCO3 starting in
the calcite structure.
The simulated lattice parameters are shown in Fig. 4.10 and compared with
the experimental values derived from Table 4.1. Fig. 4.10 makes use of the fact
that the atomic structure of the witherite (aragonite) phase has the Ba atoms in
an approximate hexagonal close-packed arrangement, with the C atoms in the
corresponding octahedral sites to give a structure that is derived from the ideal
type structure of NiAs (Strukturbericht type B81). On this basis, the 𝑎 lattice
parameter of the orthorhombic phase will correspond to that of the hexagonal
phase, and the 𝑏 lattice parameter, representing an orthogonal direction will
correspond to a distance equal to
√
3 times the hexagonal 𝑎 lattice parameter.
The 𝑐 lattice parameter reflects the spacing between the close-packed layers in the
hexagonal close-packed arrangement, and will have ideal value when 𝑐 =
√︀
8/3𝑎.




8/3. The hexagonal symmetry is broken
by the ordering of the orientations of the carbonate groups, but on heating in
the simulation we see a clear phase transition to a hexagonal structure as the
carbonate groups develop disorder first with orientations about the molecular
3-fold axis and then as full three-dimensional disorder.
The experimental lattice parameters for the witherite phase, shown in Fig. 4.10,
follow the simulated values up to the point of the transition to the rhombohedral
phase. What is interesting from Fig. 4.10 is the close correspondence between
the simulated and experimental lattice parameters. The experimental coefficients
of the thermal expansion at higher temperatures in the witherite phase are
𝛼𝑎 = 5× 10−6 K−1, 𝛼𝑏 = 13× 10−6 K−1, and 𝛼𝑐 = 82× 10−6 K−1. The relatively
large experimental value of 𝛼𝑐 can therefore be understood in terms of the onset
of three-dimensional disorder, and the smaller temperature variation of the 𝑎
and 𝑏 lattice parameters can be understood in terms of the convergence of these
quantities in the simulated transition to a hexagonal phase.
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Figure 4.10: Temperature-dependence of the lattice parameters of BaCO3 in the
orthorhombic witherite form obtained by MD simulation (filled circles) and from
Rietveld refinement of the neutron powder diffraction data (open circles). The
black points are 𝑎, red points are 𝑏/
√
3, and blue points are 𝑐/
√︀
8/3. The scaling
is explained in the text, and is chosen so that the scaled 𝑎 and 𝑏 lattice parameters
will come together in value with a phase transition from the orthorhombic to
disordered hexagonal structure, and the scaled 𝑐 lattice parameter will become
closer in value as the disordered hexagonal phase approaches the ideal close-packed
structure.
4.4 Results from the Reverse Monte Carlo
analysis of BaCO3
4.4.1 Atomic structures
Fig. 4.11 show representative layers of the configurations from the RMC analysis,
which in the cases of the witherite phase and the intermediate rhombohedral phase
are viewed down the directions perpendicular to the alignment of the molecular
3-fold axes in the crystal structures. In comparison with Fig. 4.7 it is noted there
are bond-bending distortions of the carbonate molecular ions here that are not
seen in the MD configurations. This is because the carbonate ions are held rigidly
fixed in shape in the MD simulations but are clearly allowed to distort in reality
and as seen in the RMC simulations.
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(a) BaCO3, 300 K (b) BaCO3, 1203 K (c) BaCO3, 1273 K
Figure 4.11: Representative carbonate atomic layers from the RMC configurations
of BaCO3 viewing from the crystallographic [001] directions in each case. Ba
atoms are excluded from these figures for clarity.
4.4.2 Witherite phase
Fig. 4.12a shows the distribution of C–O bond orientations within the RMC
configurations for the witherite phase, and the corresponding distribution from the
MD simulations is shown in Fig. 4.12b. The distributions for the RMC models for
the two rhombohedral-phase starting points are shown in Figs. 4.12c and 4.12d. As
compared with the MD (Fig. 4.9), the distribution shows more motion of the bonds
corresponding to rotations about axes perpendicular to the carbonate three-fold
rotation axis. This is consistent with the extraordinary large values of the atomic
displacement parameter 𝑈33 values given in Table 4.3, and is fully consistent with
the phase behaviour discussed earlier as revealed by the MD simulations.
4.4.3 Rhombohedral phase
Although in the previous discussion on the Rietveld analysis it is remarked that
we the rhombohedral phase is more likely to have the disordered 𝑅3𝑚 structure
than that with space group 𝑅3𝑚, we explored using both the 𝑅3𝑚 and 𝑅3𝑚
structures as the starting configurations for the RMC analysis of this phase. In
fact we found that both give similar quality fits to the three sets of data, and the
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(a) Witherite RMC at 300 K (b) Witherite MD at 300 K
(c) 𝑅3𝑚 RMC at 1203 K (d) 𝑅3𝑚 RMC at 1203 K
Figure 4.12: Orthographic projections of the C–O bond orientation distributions
for BaCO3 in the witherite phase at 300 ∘C from the RMC and MD simulations,
and for the rhombohedral phases with space groups 𝑅3𝑚 and 𝑅3𝑚 at 930 ∘C, each
viewed along the [100] direction. The colour scheme is described in the caption to
Fig. 4.8.
structures remained the same throughout the RMC simulation. Thus RMC is not
giving us a preference for one structure over the other.
Fig. 4.12c shows the C–O bond orientation distribution for the 𝑅3𝑚 phase, and
that for the 𝑅3𝑚 phase is shown in Fig. 4.12d. Similar to the RMC and MD results
shown in Figs. 4.12a and 4.12b for the room-temperature witherite phase, the
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vertical libration is more prominent than the horizontal rotation movement. This
is consistent with the atomic displacements parameters obtained from Rietveld
refinement as show in Tables 4.3 and 4.4; although the values of 𝑈11 and 𝑈22
increase dramatically in the rhombohedral phase, they remain smaller than the
value of 𝑈33.
4.4.4 Cubic phase
The various partial pair distribution functions 𝑔(𝑟) from both RMC and MD
configurations for cubic BaCO3 are shown in Fig. 4.13. The overall match is
good, albeit with a very slight difference in length scale. The 𝑔(𝑟) functions for
the Ba–Ba, Ba–C and C–C pairs reflect the simple rocksalt structure. The more
interesting functions are those involving the oxygen atoms, because these will
reflect the degree of disorder, and here the agreement between MD and RMC
is considered to be good. Small differences will be a reflection of some small
differences in bond orientational distribution function described next.
In the cubic phase of BaCO3, and theoretically of CaCO3 also, the carbonate
groups (molecular point group symmetry 3/𝑚) occupy sites of the full octahedral
symmetry (point group 𝑚3𝑚). The lower symmetry of the molecular anion implies
that there must be orientational disorder. Such cases of orientationally disordered
crystals are common; examples are KCN described in the previous chapter, and
CBr4 and SF6 [16]. Again, the orientations distribution of the rigid unit C - O
bonds 𝑃 (𝛺)s for cubic BaCO3 and CaCO3 are calculated by a symmetry adapted
functions. The 𝑃 (𝛺)s are calculated from both the MD configurations and the
RMC configurations. Values of 𝑐ℓ for the distribution of C–O bonds are given in
Table 4.5.
Fig. 4.14 shows the C–O bond orientational distribution function for cubic
BaCO3 calculated from the RMC configurations. It displays both the bond distri-
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Figure 4.13: Partial pair distribution functions 𝑔𝑚𝑛(𝑟) for cubic BaCO3 from RMC
(blue lines) and MD (black curves) for each of the atomic pairs. Note that we do
not include the low-𝑟 part for the C–O and O–O functions because the peaks in
the MD simulations are 𝛿-functions since we used rigid carbonate molecular anions.
Due to the simulation transition temperature being higher than experiment, the
PDFs for experiment are at 1273 K and for the simulation at 2600 K. A small
rescaling of the values of 𝑟 for the MD data was applied to bring the peaks into
best registry, accounting for imperfections in the interatomic potentials and the
effects of thermal expansion.
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Figure 4.14: C–O bond orientational distribution function for cubic BaCO3 from
RMC. The points are histograms of the actual distribution in the RMC configura-
tions, and the red line is calculated from the cubic harmonic functions, Eq. (2.37).
The horizontal dashed line at 𝑃 = 1/4𝜋 is the value for a uniform distribution.
Table 4.5: Values of the coefficients 𝑐ℓ in the expansion of the C–O bond orien-
tational distribution function 𝑃 (𝛺) as defined by Eq. (2.37). These values were
obtained by averaging over several atomic configurations as described in the text.
Note that 𝑐0 = 1.
𝑇 (K) 𝑐4 𝑐6 𝑐8 𝑐10
BaCO3 RMC 1203 −0.117 0.019 0.010 −0.005
BaCO3 MD 1660 0.1745 −0.042 0.057 −0.006
BaCO3 MD 3000 0.028 −0.009 −0.004 0.007
CaCO3 MD 2520 0.171 −0.013 0.031 0.004
CaCO3 MD 3000 0.0497 −0.028 −0.016 −0.005
bution function calculated point-by-point from the histogram of bond angles, and
as calculated from Eq. (2.37). The value 𝑃 (𝛺) = 1/4𝜋 corresponds to a uniform
distribution function. It is seen that there is some preference for alignment away
from the ⟨100⟩ directions, but only of the order of just over 10% variation away
from the uniform distribution.
Fig. 4.15 shows the C–O bond orientational distribution functions for cubic
BaCO3 and CaCO3 calculated from the MD configurations. These distributions




Figure 4.15: C–O bond orientational distribution function for cubic BaCO3 and
CaCO3 from MD simulations. The points are histograms of the actual distribution
in the RMC configurations, and the red line is calculated from the cubic harmonic
functions, Eq. (2.37). The horizontal dashed line at 𝑃 = 1/4𝜋 is the value for a
uniform distribution.
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at higher temperatures and so these distributions represent correspondingly higher
temperatures. In fact the distributions become more uniform on heating, since
over the temperature range 1500–3000 K the value of the coefficient 𝑐4 for cubic
BaCO3 falls by about one half. The distributions in the MD simulations of both
BaCO3 and CaCO3 differ from the RMC in that they show slight preferences for
orientations along the ⟨100⟩ directions rather than away from these directions,
but the effects are actually very slight.
4.5 Summary
The key objective of this study was to identify the orientational disorder in
the cubic phase of BaCO3, which has been shown by both RMC and MD to
be almost completely uniform. Given the shape of the CO3 molecular anion, it
is not surprising that this might be so. The lower-temperature MD data and
earlier crystallographic data on CaCO3 show that although the C–O bond has a
preference to point along symmetry directions in the hexagonal basal plane, it
has a large growth in out-of-plane orientations on heating.
The existence of the cubic phase of BaCO3 that is reflected also in the MD
simulations of both systems leads to a new interpretation of the observed phase
transition in CaCO3. Previously it was assumed that the main phase transition
was from space groups 𝑅3𝑐 to 𝑅3𝑚 on heating, with the onset of orientational
disorder about the 3-fold axis leading to halving of the crystallographic repeat
distance parallel to the 3-fold axis. The onset of decomposition at the phase
transition meant that it was impossible to confirm the existence of the higher-
symmetry phase, but loss of certain Bragg peaks on heating to the transition
are only consistent with this explanation. What was previously unexplained was
the fact that on heating towards the phase transition the largest orientational
fluctuations were associated with tilting of the 3-fold axis away from the plane
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normal rather than about this axis. This is seen also in the MD simulations of
the 𝑅3𝑐 in calcite, Fig. 4.8. Furthermore, without data on the lattice parameters
for temperatures above the phase transition it was hard to analyse the strains
associated with ordering. What emerges from the MD results presented here is
that the variation of the lattice parameters with temperature is affected primarily
by the spontaneous strains associated with the transition to the cubic phase and
not between the two rhombohedral phases. This is a completely new viewpoint on
the phase behaviour of the important mineral calcite.
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Chapter 5
Atomic structure of the continuous
random network of amorphous
PAF-1
5.1 Introduction
Topology-guided design is playing an increasingly important role in structural
chemistry and condensed matter physics. The diamond topology, an infinite
connected tetrahedral network, is one of the most favoured three-dimensional
topologies in nature [100]. Crystalline materials with the diamond network include,
in addition to the diamond form of carbon and the foundational semiconductor
material silicon, the 𝛽-cristobalite form of silica [101, 102], and the negative thermal
expansion materials zinc cyanide [103], Cu2O [104, 105] and silicon dicarbodiimide
[106].
As demonstrated most clearly by silica and many aluminosilicates, and the
zeolitic imidazolate frameworks (ZIFs) [107], there are many networks consisting
of connected tetrahedral sites. Not only is there a very large number of crystalline
tetrahedral networks, but it is known that they can also form as amorphous
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phases with what are described as ‘continuous random networks’ (CRN) [108–111].
Amorphous silicon [111–113] and silica [114, 115] are two obvious examples, but
other examples include a wide range of other amorphous aluminosilicates [116] and
amorphous ZIF [117]. Sometimes the amorphous phase not only provides isotropy
and increased processability, but also provides some surprising properties such as
lower volume change when metal ions are inserted, which leads to improved cycle
performance as anodes in batteries [118]. In this chapter I focus on a recently-
discovered new amorphous material, carbon di-4,4′-biphenyl, which has been
designated as a ‘porous amorphous framework’ with the name PAF-1 [119, 120].
The thriving field of reticular chemistry provides many options for framework
materials with high porosity. Various MOFs (metal-organic frameworks) [121,
122], COFs (covalent-organic frameworks) [123, 124] or POFs (porous organic
frameworks) [125, 126] have been synthesised with a range of pore sizes and
structures. These structures show great potential for use in gas adsorption [120,
127], separation [128] and catalyst carriers [129]. Yet between the exciting aspiration
of the research laboratories and the realisation of industrial applications lie the
issues of physical and chemical stability, giving what are often the major challenges
for their commercial applications [130].
Attempts to synthesize a structure with diamond topology consisting of 4, 4′-
biphenyl molecular linkages inserted between tetrahedral carbon nodes were
inspired by the high stability of diamond itself. The result was the amorphous
material PAF-1 [119], with chemical formula C([C6H4]2)2. It was found that PAF-1
has an ultra-high surface area (BET surface area 5600 m2g−1) with uniform pore
width, and excellent physicochemical stability [131]. X-ray powder diffraction
measurements from PAF-1 indicated the framework is not crystalline but amor-
phous [119], and it has been suggested that the amorphous structure could be an
example of a tetrahedral CRN [132, 133].
Trewin et al. [133–135] investigated a large number of atomic models – mostly
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crystalline – as potential candidates for the atomic structure for PAF-1. Their
approach was to calculated the internal surface area and pore volume for each,
and found that the best match was a structure based on amorphous silica. Thus,
to date, this is the best candidate atomic structure of PAF-1, albeit based not on
diffraction data but only on measurements and calculations of porosity.
This paper aims at answering the question of the atomic structure of PAF-
1 through a combination of neutron total scattering with hydrogen-deuterium
substitutions to give different views of the carbon and hydrogen atoms, and
molecular dynamics simulations. The evidence from these two approaches is
fully consistent with the atomic structure of PAF-1 being that of a CRN with
tetrahedral C sites connected by the biphenyl molecules. That is, the structure
is directly analogous to those of amorphous silicon, silica and zinc imidazolate.
This is consistent with the previous suggestion [132] as supported from porosity
measurements [134], but is now confirmed directly by diffraction measurements
and characterised through the MD simulations.
5.2 Experimental details
5.2.1 Sample synthesis
The samples of PAF used in this study were synthesised by collaborators in
China, through a nickel(0)-catalysed Yamamoto-type Ullmann coupling reaction
with terkis(4-bromophenyl)methane (TBM) as the monomer. Three samples were
prepared: one fully deuterated (D-PAF-1) prepared with deuterated monomer (D-
TBM), one fully hydrogenated (H-PAF-1) prepared with hydrogenous monomer
(H-TBM), and one with a mixture of hydrogen and deuterium with relative
proportions such that the sum of the scattering lengths from the two isotopes is as
close to zero as synthesis accuracy allows (H/D-PAF-1). Specifically, H/D-PAF-1
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was prepared with mixture of H-TBM and D-TBM (molar ratio of 1.7834:1) as
monomer. In this case, only the carbon atoms will be visible as coherent scattering
in the total scattering experiments. The use of three samples gives a contrast
in the total scattering experiments that models of the atomic structure must
reproduce.
5.2.2 Basic material characterisation
The efficiency of the polymerisation can be determined by the C–Br bond vibration
peak in FT-IR spectrum. (Figs. .1 to .4 in appendix) The C–Br bond vibration in
the monomer is characterised by the peak at 532cm−1 for H-TBM and 455cm−1
for D-TBM respectively. This peak almost disappears completely in the FT-IR
spectrum of H-PAF-1 and becomes very weak in the FT-IR spectrum of both
D-PAF-1 and H/D-PAF-1. confirming the high efficiency of polymerisation. The
relatively low polymerisation efficiency is contributed to the low activity of reaction
substrate. The powder X-ray diffraction confirms the lack of long range order for
all PAF-1s. Low pressure N2 sorption measurement proves all PAF-1s show high
N2 uptake and typically microporous characterisation. Calculated BET surface
area for H-PAF-1, D-PAF-1 and H/D-PAF-1 are 5309.4, 4364.5 and 4365.5 m2g−1,
respectively. The average pore sizes of H-PAF-1, D-PAF-1 and H/D-PAF-1 are
1.2, 1.2 and 1.3 nm , respectively.
5.2.3 Neutron scattering experiments
Total scattering experiments at ISIS
Neutron total scattering experiments were performed on the NIMROD diffrac-
tometer [136] at the ISIS spallation neutron source. NIMROD is designed to
perform measurements of total scattering in the forward scattering direction,
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thereby minimising the effects of inelastic scattering in data corrections associated
with light atoms.
The samples were loaded into thin-walled vanadium cans of diameter 4 mm,
which were mounted within a closed-cycle refrigerator (CCR). Measurements were
performed at temperatures of 10, 150 and 300 K, counting for 6 hours of beam
time with a proton current of 44 𝜇A.
In addition to the measurements on the samples, additional measurements
were performed of the empty instrument, the empty CCR, and the empty sample
can inside the CCR for data correction, and of a vanadium rod for normalisation.
The data were processed and corrected using the GUDRUN tool [95]. Useful data
were obtained for a range of values of scattering vector 𝑄 between 0.02–35 Å−1.
Small angle scattering experiments at CSNS
Further experiments to obtain measurements of the small angle scattering down
to lower values of 𝑄 region were performed on the Small Angle Neutron Scattering
(SANS) instrument at China Spallation Neutron Source (CSNS) [137]. The sample
was mounted in a standard rectangular sample container made of thin silica
glass. The incident neutron beam had wavelength ranged of 1–10 Å defined by a
double-disc bandwidth chopper, and was collimated to the sample by a pair of
apertures. Each measurement took two hours. Data were corrected for background
scattering, sources of beam attenuation, and detector efficiencies.
5.2.4 Building the random network
The starting point of building the model was a CRN of points with tetrahedral
coordination, established using the WWW method [138] starting from a random
arrangement [111]. The task of decorating this arrangement of points was tackled
using software written by Prof. Martin Dove. The network was expanded to give
99
Figure 5.1: Atomic structure of amorphous PAF-1 from the model as relaxed
by MD simulation at a temperature of 300 K, shown as atoms on the left and
as highlighting the porosity on the right. The images constructed using the
CrystalMaker visualisation tool [139].
an appropriate distance between the neighbouring points, and each connection
between network points was decorated with planar 4,4′-biphenyl molecule. A
Monte Carlo procedure was used to rotate molecules about their long axes in order
to maximise the contact distances between the H atoms of neighbouring molecules.
After this, a simple relaxation procedure was used to continue to maximise the
contact distances between the H atoms, including allowing individual rings to
rotate about the long axis of the molecule. The final configuration was then relaxed
further using molecular dynamics simulations.
The configuration used in this work contains 10496 atoms (256 tetrahedral
sites). One snapshot of the configuration after being relaxed by the simulation is
shown in Fig. 5.1. This figure shows two views, one with the atoms and bonds, and
the other showing the pores in the structure. From the simulation at a temperature
of 300 K, the mean configuration edge length is 72.80 Å, giving a number density
of 0.663 FU/nm3 (FU is formula unit).
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Table 5.1: Values for the parameters in the model interatomic potential, with key
equations and references given in the text.
Buckingham potential, Eq. (2.28), reference [140].
Atoms 𝐵 (eV) 𝜌 (Å) 𝐶 (eV Å6)
C–C 270363 0.2667 1701.73
C–H 58551 0.2793 688.27
H–H 12680 0.2809 278.37
Morse potential, Eq. (2.29), reference [141].
Atoms 𝜖 (eV) 𝛼 (Å−1) 𝑟0 (Å)
CTet–CPhe 291.772 2.55 1.54173
CPhe–CPhe 303.736 2.55 1.48218
Bond angle potential, Eq. (2.30), reference [141].




Torsion potential, Eq. (2.28), reference [142].
Atoms 𝐴 (eV) m 𝛿
C–C–C–C 8.0 4 0
















(a) Partial functions, low 𝑟
















(b) Partial functions, wide 𝑟














Figure 5.2: a,b) Comparison of the partial PDF functions 𝐷norm(𝑟) for each
element pair, defined here as 𝑟 (𝑔𝑚𝑛(𝑟)− 1), seen for the lower-𝑟 range of data
(a) and across the full range of distances (b); c) Comparison of the neutron PDF
functions 𝐷(𝑟) for each sample. The PDFs were calculated from configurations
obtained from the MD simulations performed at a temperature of 300 K.
5.2.5 Molecular dynamics simulations
Classical molecular dynamics (MD) simulations using force fields were performed
using the software DL_POLY version 4.08 [55]. The phenyl rings were treated as
rigid bodies. All atomic charges were set equal to zero; whilst this is clearly an
101
approximation, it is less important for a full network material than it would be
for a pure molecular crystal.
Interatomic potentials for interactions between atoms other than the bonded
C–C pairs (see below) were treated using the Buckingham potential introduced in
Section 2.5.
The two C–C bonds outside the phenyl group, namely between the tetrahedral
carbon and its neighbour within a phenyl ring, and between the two bridging
atoms between two phenyl rings in the molecules, were modelled using a Morse
potential (Eq. (2.29)). The values for the parameters 𝐷, 𝛼 and 𝑟0 for the two
bonds were taken from the MM3 model [141], and are reproduced in Table 5.1.
Bond-angle potentials were modelled using Eq. (2.30). Values of the potential
parameters 𝑘 and 𝜃0 were again taken from the MM3 potential [141] and are
reproduced in Table 5.1.
Finally a torsion interaction between the two phenyl rings in the 4,4′-biphenyl
molecule was modelled using Eq. (2.28). The value of the parameter 𝐴 was taken
from ab initio calculations [142], and is given in Table 5.1.
The actual MD simulations were performed initially in the constant-temperature
[91, 92] constant-pressure or constant-stress [89, 90] ensemble, using a time step
of 0.001 ps. The configurations were equilibrated for a simulated time of 20 ps
and then run for s simulated time of 30 ps to obtain data for analysis, with
configurations saved periodically for analysis. For a study of the atomic dynamics
the simulations were perform in the constant-energy constant-volume ensemble,
with the same running times.
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5.3 Results
5.3.1 From atomic structure to the neutron total
scattering functions
The atomic model has been shown above in Fig. 5.1. From the configurations a
set of partial PDF functions 𝑔𝑚,𝑛 were formed, and used to calculate normalised
functions of the form 𝐷norm(𝑟) = 𝑟 (𝑔𝑚𝑛(𝑟)− 1). These are shown for the different
atom pairs in Figs. 5.2a and 5.2b. The peaks for pairs within the rigid phenyl rings
were calculated as 𝛿 functions, and for presentation and subsequent analysis were
convolved with Gaussian functions to reflect thermal broadening. For distances
above 10 Å, the pair PDFs show a slow oscillation with period of around 14 Å.
These oscillations are more–or-less equal for each atom pair.
The partial PDFs are combined as described by Eq. (2.18) to give 𝐷(𝑟) functions
for the three experimental cases of completely deuterated, partially deuterated to
give close to null scattering from the H/D sites, and fully hydrogenous samples.
The results are shown in Fig. 5.2. The key differences arise from the differences in
scattering lengths, where 𝑏D = 6.67 fm, 𝑏H/D ≃ 0, and 𝑏H = −3.74 fm; for reference,
𝑏C = 6.65 fm [143]. Noting that the products of concentrations (from the chemical
formula, the concentration for carbon 𝑐C = 25/41 and for hydrogen/deuterium
𝑐H/D = 16/41) are 𝑐2C = 0.372, 𝑐
2
H/D = 0.152 and 2𝑐C𝑐H/D = 0.476, the oscillations
in the PDF at higher 𝑟 are enhanced in the deuterated case, but significantly
reduced in the hydrogenous case. This is clearly seen in Fig. 5.2.
The sine Fourier transforms of the combined calculated 𝐷(𝑟) functions to give
the functions 𝑄𝑖(𝑄) are compared with the experimental data in Fig. 5.3. The
only adjustable agreement was a single scale factor applied to each data set to
bring the calculated functions in line with the experimental data. The agreement
is considered to be excellent, particularly – and importantly – considering that
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(b) Nominally null H/D











Figure 5.3: Comparison of 𝑄𝑖(𝑄) functions calculated from MD at 300 K (red
curves) and measured from total scattering experiments performed at 300 K (black
points)
nothing about the model has been adjusted to give this agreement other than the
value of the single overall scale factor.
What is also significant about the agreement between the calculated and
experimental 𝑄𝑖(𝑄) functions is that the calculation has reproduced the variation
between the three different samples. Whilst broadly the peaks in the scattering
functions of the three samples are in similar places, their relative heights and
depths between them differ between the different samples. The only discrepancy
between model calculation and experiment is in the case of the fully deuterated
sample around 𝑄 ∼ 10 Å−1, but in the other two samples the agreement there is
excellent.
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Figure 5.4: a) Comparison of the low-𝑄 regions of the measured 𝑖(𝑄) function
for each of the three compositions of amorphous PAF-1 at a temperature of 300
K, plotted logarithmically to highlight the small angle regime. Here data from
ISIS (continuous curves, 0.02 < 𝑄 < 10 Å−1) and from CSNS (dashed curves,
0.01 < 𝑄 < 0.2 Å−1) are compared. The black dot-dash curve is of the form 𝑄−4
representing Porod scattering from particle surfaces. b) Comparison of the low-𝑄
regions of the experimental 𝑖(𝑄) for each of the three compositions, highlighting
better the peak at around 𝑄 ∼ 0.4 Å−1. c) Comparison of the low-𝑄 regions of the
calculated 𝑖(𝑄) from the MD simulations for each of the three samples at 300 K,
showing the variation of the calculated peak at 𝑄 ∼ 0.45 Å−1 with composition.
5.3.2 Small angle scattering
Fig. 5.4 shows in more detail the scattering function 𝑖(𝑄) at lower values of 𝑄. In
Fig. 5.4a the data for 0.01 < 𝑄 < 10 Å−1 from both ISIS and CSNS are plotted
on logarithmic scales for both 𝑄 and 𝑖(𝑄). The CSNS data have been scaled to
put onto the same scale as the ISIS data, but no account has been taken of the
levels of background scattering in the CSNS data. Fig. 5.4a also shows a line of
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the form 𝑄−4 to show that this closely represents the variation of 𝑖(𝑄) for 𝑄 below
0.05 Å−1. This form of scattering is characteristic of Porod scattering arising from
interference due to a discontinuous surface [144], which in this case means the
particle surface. There is no sign of Guinier scattering associated with particle
size in the data for 𝑄 > 0.01 Å−1.
The low-𝑄 region of the 𝑖(𝑄) data shown in Fig. 5.4 also shows a strong
feature at 𝑄 ∼ 0.45 Å−1, as highlighted in the linear plot of the ISIS data in
Fig. 5.4b. A peak at this value of 𝑄 corresponds to an oscillation in the PDF
with period of around 14 Å, exactly as was seen in Fig. 5.2. Indeed, this peak
is reproduced, without the low-𝑄 Porod scattering, in the simulations as the
Fourier transform of the computed 𝐷(𝑟) functions, as shown in Fig. 5.4c. The
agreement with experiment is good in two regards. First, the position of the peak
in 𝑄 in the simulation matches the experimental position well, and secondly the
variation of the peak intensity with changing composition from nominally-pure
deuteration to nominally-pure hydrogenation in the calculation is consistent with
the experimental data in Fig. 5.4b.
5.3.3 Analysis of the local atomic structure
The comparison between the calculated and experimental scattering factors for
the three samples of PAF-1 gives confidence that the model based on a CRN of
connected tetrahedral sites is a reasonable representation of the real amorphous
structure. An analysis of some short-range aspects of the atomic structure – what
is often called the “local structure” – is report from the MD simulations.
Interatomic distances
In MD simulation there are two critical C–C distances, namely the distance
between two biphenyl rings, and between the tetrahedral carbon atom and linked
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(b) End H–H distances










(c) Inter-phenyl H–H distances
Figure 5.5: Distribution of interatomic distances in amorphous PAF-1 at 300
K from MD simulations. a) Distribution of C–C bond distances. b) Distribution
of H–H distances between the end hydrogens of different molecules around the
tetrahedral carbon side c) Distribution of H–H distances between the hydrogens
of different rings around the central C–C bond of the biphenyl molecules.
biphenyl ring; recall that the phenyl rings were kept rigid in MD simulations
and therefore the intra-phenyl C–C distances are not considered. Fig. 5.5a shows
the distributions of these two critical C–C distances. The inter-phenyl distance
is the shorter of the two, but of course this reflects the choice of parameters
in the interatomic potential, particularly the value of 𝑟0 in the Morse potential
(Eq. (2.29)) as presented in Table 5.1.
Two types of H–H distance distributions are considered here. The first, shown
in Fig. 5.5b, concerns the H atoms at the ends of the biphenyl molecules closest to
the tetrahedral carbon, and consider the distances between these two H atoms in
each molecule and the pairs of H atoms in their four neighbours. The first peak in
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Figure 5.6: Distributions of a) C–C–C bond angles, and b) phenyl torsion angles,
obtained from the MD simulations of amorphous PAF-1 at a temperature of 300
K.
the distribution function, around 2.5 Å, represents the closest approach of H atoms
in neighbouring phenyl rings. The position of this peak is consistent with the
distance in the ideal crystal structure, which is also around 2.5 Å. The distribution
shows a satisfactory relaxation of the local structure around the tetrahedral site.
Fig. 5.5c shows the second interesting H–H distance, namely between closest
H atoms in the two phenyl rings in the middle of the biphenyl molecule. The
first peak in this distribution function has the same mean distance as for the
distribution of H–H distances about the tetrahedral carbon. This mean distance of
around 2.5 Å corresponds to a 45∘ torsion angle between two phenyl rings rotating
about the long axis, which is longer than the distance of around 1.7 Å for a planar
biphenyl molecule and shorter than the distance of around 3.6 Å for a 90∘ torsion
angle. The distribution of angles is discussed below.
Bond and torsion angles
There are three important C–C–C angles, namely the angle subtended on the
tetrahedral site (nominally 109.47∘), the angle between subtended on the carbon
atom bonded to the tetrahedral site (nominally around 120∘), and the angle sub-
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tended on the carbon atoms on one phenyl ring that are linked to the neighbouring
phenyl ring within a molecule (also nominally around 120∘). The angles within the
phenyl ring themselves are not considered here. For each of these the simulation
model defines a specific bond angle potential, with parameter values given in
Table 5.1.
Fig. 5.6a shows the distribution functions for all three angles. The distributions
of the second two angles are almost identical, with same position (equivalent to the
nominal position) and width. On the other hand, the distribution of tetrahedral
angles is much broader, by around a factor of 2, and the distribution is not quite
symmetric.
Fig. 5.6b shows the distribution of biphenyl torsion angles. This is centred
around a torsional angle of 45∘, with a width of around 20∘. This is consistent
with a DFT study [142], and fully consistent with the discussion of inter-phenyl
H–H distances shown in Fig. 5.5c as discussed above.
5.3.4 Comparison with a hypothetical diamond-like
crystal structure
Model
The starting point for the discussion about PAF-1 was the aspiration of original
researchers to create a diamond-like crystal structure. Given the close similarities
between the short-range atomic structures of amorphous silica and the diamond-
like cristobalite crystal structure [145], it is likely that it is reasonable to explore
a crystalline version based on an initial diamond network of tetrahedral sites. A
diamond-like PAF structure for use in MD simulations was constructed using
the same method as used to construct an amorphous structure, as discussed in
Section 5.2.4. The sample contained 512 tetrahedral sites as a 4× 4× 4 supercell
of the basic diamond-type unit cell, with a total of 20992 atoms.
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(a) (b)
Figure 5.7: Projection of the simulated crystal configuration of cubic metric at
a temperature of 300 K, a) viewed down one of the cube axes, and b) showing
a view of the configuration collapsed into one unit cell, with a fading based on
distance from the viewer. Carbon and hydrogen atoms are shown as black and
pink spheres respectively.
Two types of simulation are performed , first constraining the cubic metric
while allowing the volume to change in a constant-temperature constant-pressure
ensemble (NPT), and second allowing the simulation box to change shape as well
as size in a constant-temperature constant-stress ensemble (NST).
Atomic structure with the cubic metric
One of the NPT configurations is shown in Fig. 5.7, both as a simple projection and
with all atoms collapsed back into one unit cell. Both highlight the diamond-type
network in different ways. The Bragg powder diffraction patterns from both the
whole and collapsed configurations are calculated. In both cases the calculated
diffraction patterns are consistent with space group 𝐹𝑑3𝑚, identically with the
cubic 𝛽-cristobalite phase of silica. In this case, the first Bragg peak has index
111, and it is noticeably the strongest Bragg peak. Other strong Bragg peaks
include those with indices 220, 222, 331, 333, 440, 442 and 353, with weaker peaks
including 311, 400 and 422. This particular space group implies some degree of
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(a) Partial functions, low 𝑟


















(b) Partial functions, wide 𝑟


















Figure 5.8: a,b) Comparison of the partial PDF functions 𝐷(𝑟) for each element
pair in the crystalline phase of PAF-1 of cubic metric, defined here as 𝑟 (𝑔𝑚𝑛(𝑟)− 1),
as calculated from a MD simulation performed at a temperature of 300 K. Results
are shown for the lower-𝑟 range of data (a) and across the full range of distances (b).
Panel c) gives a comparison of the neutron PDF functions 𝐷(𝑟) for each sample,
formed from Eq. (2.18). These data should be compared with the corresponding
functions shown in Fig. 5.2.
orientational disorder of the phenyl groups around the long axis of the biphenyl
molecule.
The calculated PDFs for the NST ensemble are shown in Fig. 5.8, for comparison
with the corresponding PDFs from the amorphous phase shown previous in Fig. 5.2.
Over the range of data 𝑟 < 8 Å – Fig. 5.8a – the partial PDF functions are almost
identical to those seen in the amorphous phase, Fig. 5.2a. Whilst a large part of the
PDF over this range includes intra-biphenyl distance correlations, there are also
important inter-phenyl correlations within the biphenyl molecules and between
neighbouring molecules around the tetrahedral sites. What can be concluded
clearly from this analysis is that the short-range structure of the cubic crystalline
phase is very similar to that of the amorphous phase, which is consistent with the
discussion above about there being some degree of orientational disorder consistent
with the apparent space group symmetry.
Figs. 5.8b and 5.8c and show the partial and combined PDFs over a wider
range of distance, up to 35 Å. As highlighted in the case of the amorphous PAF,
Figs. 5.2b and 5.2c, the existence of an oscillation in each of the PDFs with a
111































Figure 5.9: a) Comparison of the scattering functions 𝑄𝑖(𝑄) for the three crys-
talline materials, calculated from the MD simulations performed at a temperature
of 300 K; b) Comparison of the corresponding functions 𝑖(𝑄) for lower values of
𝑄 highlighting the Bragg reflections (broadened by the finite range of the PDF
transformed to give 𝑄𝑖(𝑄)).
period of around 14 Å. These oscillations are seen also in the PDFs of cubic
crystalline configuration, but with higher intensity and a structure that is less
symmetric. The fact that the PDFs are weaker at higher 𝑟 is not dissimilar to
the way in which the PDF of amorphous silicon is remarkably similar to that of
𝛽-cristobalite but attenuated at larger-𝑟 [145].
As discussed in Section 5.3.2, the Fourier transform of this oscillation will give
a peak in the scattering function. In this case, it corresponds to the 111 Bragg
peak, which is reminiscent of the fact that the first sharp diffraction peak in
amorphous silica, 𝑄 = 1.53± 0.02 Å−1, [114] corresponds closely to the 111 Bragg
peak in 𝛽-cristobalite (lattice parameter 𝑎 = 7.13 Å, [101] corresponding to the
Bragg peak at 𝑄 =
√
3× 2𝜋/𝑎 = 1.53 Å−1). This leads into a general discussion
of the scattering function.
Scattering functions with the cubic metric
The scattering functions 𝑄𝑖(𝑄) calculated for the crystal phase with deuterium,
with a null deuterium/hydrogen mix, and with hydrogen are shown in Fig. 5.9a.
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(a) Projection down [100] (b) Projection down [001]
Figure 5.10: Projection of the simulated crystal configuration relaxed without
imposition of the cubic metric at a temperature of 300 K, viewed down the a)
[100] and b) [001] axes, and showing only the carbon atoms with a fading based
on distance from the viewer.
They can be compared by eye with the corresponding functions calculated for the
amorphous phase, Fig. 5.3; it is seen that the functions for the crystalline phases
are in very close agreement with those calculated for the amorphous phase. This is
not surprising given the similarities of the PDFs in both cases (Figs. 5.2 and 5.8).
The only differences, as noted above, are at higher 𝑟, and this difference feeds
through to the difference between a broad peak and a Bragg peak, where the latter
should be a Dirac 𝛿-function. In practice the finite range of 𝑟 used in the Fourier
transform, means that the Bragg peaks will be broadened by an amount of order
2𝜋/𝑟max. The low-𝑄 part of the scattering function 𝑖(𝑄) is shown in Fig. 5.9b,
which can be compared with the corresponding function for the amorphous phase
in Fig. 5.4c. It can be seen that the scattering from the crystalline phase is sharper
than for the amorphous phase (as noted, broadening by the finite range of 𝑟 in
the PDF), and the Miller indices of the prominent peaks are indicated in the
scattering function.
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Structure without the constraint of the cubic metric
Unexpectedly, without the constraint of the cubic metric, allowing changes to both
the shape and size of the atomic configuration during the simulation, it is found
that the crystal structure transforms to one of tetragonal metric, apparently with
a disordered structure as in the metrically-cubic phase. Projections of the atomic
structure collapsed onto one unit cell are shown in Fig. 5.10. This structure has a
density lower than that of the metrically cubic crystal by around 2.5%. There is
an expansion along the [001] direction by around 11%, and a contraction in the
perpendicular plane by about 6%.
5.3.5 First diffraction peak
There has been a long-standing question about the nature of the first peak in
the diffraction patterns of amorphous materials, particularly because this peak
is usually the sharpest [146–154]. Of relevance here is the first sharp diffraction
peak (FSDP) in amorphous silica noted above. It is also pertinent to note there is
a corresponding peak in amorphous ZIF at 𝑄 ∼ 1 Å−1, which as noted earlier has
an atomic structure similarly based on that of a tetrahedral CRN, although there
appears not to be a corresponding diamond-like crystal structure.
A metric length scale from the density can be defined to give a correspondence
with the 𝑑-spacing of the 111 peak of the corresponding diamond-type crystal
structure of the same atomic density: ℓ = (8/𝜌t)1/3/
√
3, where 𝜌t is the number
of tetrahedral sites per unit volume. For silica, amorphous ZIF, and PAF there
are the following results for 2𝜋/ℓ and the position of the first-sharp diffraction
peak, 𝑄FSDP:
What is interesting is that the position of the FSDP scales closely with the
density of tetrahedral sites, as given by 2𝜋/ℓ. The scaling is not so good for ZIF
as it is for silica and PAF, but in these other two cases it is almost exact. The
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Table 5.2: A comparison of FSDP parameters for different example materials.
Material ℓ (Å) 2𝜋/ℓ (Å−1) 𝑄FSDP (Å−1) Ref.
Silica 4.117 1.526 1.53 [114]
ZIF 7.787 0.807 1.075 [117]
PAF 13.242 0.474 ∼ 0.45 –
FSDP, as has been pointed out before, represents not a distance in the glass (it
isn’t a correlation length) but a period of oscillation in the atomic density. In the
case of silica and ZIF, the oscillations with wavelength ℓ are not very different
from interatomic separation and not clear in the PDF, but in the case of PAF the
oscillations extend beyond the range of the strong and identifiable interatomic
peaks in the PDF over the range 0–10 Å, Fig. 5.2. As noted, these oscillations
are stronger still in the crystal phase, Fig. 5.8. The oscillations occur in all three
types of atom pair (C–C, C–H and H–H).
This is an intriguing result, given the important of the debate around the
origin of the FSDP in amorphous silica and the fact that both are based on similar
networks with similar connecting rings of atoms and associated pores within the
network. The effect is magnified in the case of PAF. It is not possible to say more
here, but does point to the possibility of resolving the controversy of the FSDP
with further research starting from porous framework materials as the end-point
of a spectrum of tetrahedral amorphous networks with different connectors and
densities rather than silica as the other end point.
5.3.6 Effect of temperature
Simulations performed at several temperatures show clearly that the PAF-1
network undergoes negative thermal expansion. The volume per formula unit is
plotted as a function of temperature in Fig. 5.11. At the higher temperatures the
coefficient of thermal expansivity is equal to −24 MK−1. which is comparable to
that of many significant NTE materials [155].
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Figure 5.11: Volume of the PAF-1 network as a function of temperature obtained
from the MD simulations reported in this paper. The curve is a guide to an eye,
obtained as a fitted second-order polynomial.
















































































Figure 5.12: a) Velocity autocorrelation functions for C (black) and H (magneta)
atoms in the MD simulation of 300 K. b,c) Associated power spectra of the two
velocity autocorrelation functions over the full range of frequencies (b) and over
the range of low frequencies highlighting better the zero-frequency limit (c).
It is not surprising that the PAF network shows NTE, because in its idealised
form it has maximum volume, so fluctuations in local structure involving rotations
and displacements of the biphenyl molecules will necessarily give rise to NTE
through the tension mechanism. This has been discussed in several places, and
particularly pertinent is the discussion of networks where the linkers are rod-like
molecules, such as Zn(CN)2 and Si(NCN)2.
5.3.7 Analysis of the network dynamics
The time-dependent velocity autocorrelation functions for the C and H atoms were
calculated separately, and are shown in Fig. 5.12a. One expects the correlation
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functions for the two atom types to be broadly similar given that the phenyl rings
are held rigid in the simulation, with the two differences coming from the terminal
4,4′ C atoms in the biphenyl molecules, and from the tetrahedral C atoms.
The Fourier transforms of the velocity autocorrelation functions give the power
spectrum, corresponding to the vibrational density of states. The power spectra
for carbon and hydrogen atoms are shown in Figs. 5.12b and 5.12c. It should
be remembered that the power spectra do not include internal vibrations of the
phenyl groups.
The highest frequency group in the power spectra is around 33 THz, and it is
strong for the carbon atoms and very weak for the hydrogen atoms. By comparison
with a vibrational analysis of a carbon tetra-4-biphenyl cluster performed using the,
it is clear that this group is strongly associated with vibrations of the tetrahedral
carbon atoms with variation of the C–C bond length. The feature around 18
THz corresponds to motions of the phenyl groups that bend the tetrahedral C–
C–C angles. The lowest-frequency peak extending below 0.5 THz corresponds to
rotations of the biphenyl molecules. These are the modes that will give rise to the
negative thermal expansion seen above, corresponding to flexing of the network
without distortions of the CC4 tetrahedra or flexing of the biphenyl molecules.
5.4 Summary
The main achievement in this paper has been to demonstrate that an atomic
model for amorphous PAF based on a continuous random network of connected
tetrahedral sites provides a good description of the neutron scattering function.
The atomic structure was relaxed by molecular dynamics simulations, and this
allowed a detailed characterisation of the atomic structure. The neutron scattering
experiments were performed using isotopic substitution of deuterium for hydrogen,
which includes the case where the scattering is primarily from C–C correlations,
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and in the cases of pure hydrogen and pure deuterium gives a different balance
of scattering from C–C and H–H correlations, but more importantly changes the
sign of the contribution from the C–H correlation. It is found that good agreement
is obtained for all three H/D ratios used in this study.
The atomic structure given by the MD simulations has been characterised
by considering distributions of interatomic distances, bond angles, and torsional
angles. The atomic structure is able to relax well in two regards, firstly to maintain
a reasonable distribution of biphenyl torsion angles, and secondly by reasonably
avoidance of close H. . . H contacts around the tetrahedral site. The simulations
do show some angular distortions around the tetrahedral site.
Comparison with a hypothetical crystal based on the diamond structure –
analogous to the 𝛽-cristobalite form of silica – suggested that if there is a crystalline
form it is likely to have orientational disorder of the phenyl groups about the long
axis of the molecule. Atomic distribution functions for the crystalline phase are
remarkably similar to those of the amorphous phase.
One very interesting result is the presence of long-period oscillations in the
pair distribution functions for all three types of atomic correlations, which give
rise to a first sharp diffraction peak in both the calculation and measurement of
the scattering function. The calculation of the how the peak varies with isotopic
substitution is consistent with the experimental results. This peak corresponds to
the strong 111 Bragg reflection from the crystalline phase in a way that is exactly
analogous with the correspondence between the first sharp diffraction peak in
amorphous silica and the 111 Bragg peak in 𝛽-cristobalite.
The samples studied show very strong small angle scattering with a classical
Porod form proportional to 𝑄−4, consistent with scattering from particulate
surfaces. The existence of strong scattering made it hard to separate the small-angle
scattering from the wide-angle scattering, which meant that accurate extraction
of the pair distribution function was not possible. Hence the comparison between
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simulation and experiment is with the scattering function only.
The combination of neutron total scattering on samples of different isotopic
composition with molecular dynamics simulation has successfully confirmed and
characterised the proposed atomic structure of the amorphous phase of PAF. This




Orientational disorder and the giant
entropy of phase transition in
ammonium sulfate (NH4)2SO4
6.1 Introduction
Ammonium sulfate (AS), (NH4)2SO4, at room temperature is paraelectric. It
becomes ferroelectric at 223 K[156]. Its space group changes from 𝑃𝑛𝑎𝑚 to 𝑃𝑛𝑎21
(The conventional setting of space group 62 is 𝑃𝑛𝑚𝑎. 𝑃𝑛𝑎𝑚 is chosen for ease
of comparison with the low-temperature 𝑃𝑛𝑎21 phase.) , accompanied by a loss
of mirror plane 𝑎𝑏, a loss of the inversion centre and a spontaneous polarization
along the c axis[157]. It can be seen from Fig. 6.1 that the mirror plane in the
HT phase is perpendicular to the c axis at 1/4 c. The hydrogen bonds are also
symmetric about mirror plane. Although the space group becomes polar in the
LT phase, the displacements of C and N atoms are small and the primary effect
of the phase transition is slight rotations of the ND+4 and SO
2−
4 tetrahedra.
AS has been well studied in terms of its crystal structure and ferroelectric
properties. Recently, it regathers momentum because of the potential applications
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(a) fig:LT phase 𝑃𝑛𝑎21 (b) fig:HT phase 𝑃𝑛𝑎𝑚
Figure 6.1: The unit cell structure of (a) LT phase 𝑃𝑛𝑎21 and (b) HT phase
𝑃𝑛𝑎𝑚 viewing from the b axis. The D, N, O, S atoms are in white, blue, red and
yellow respectively. The cyan dash line represents the short hydrogen bonds (0 –
2.3Å). The grey dash line represents the long hydrogen bonds (2.3 – 2.6Å).
associated with its caloric effect [158].
6.1.1 Caloric effect
The caloric effect is a phenomenon that the material experience a reversible
temperature change under an external field. The external field can be a magnetic
field (magnetocaloric), an electric field (electrocaloric), and pressure (barocaloric).
The cooling performance for a caloric material is based on two quantities, the
adiabatic temperature change ∆T and the isothermal entropy change ∆S [159].
Caloric effects are not rare. Many materials show a large caloric effect during
their ferroic phase transitions[160]. This is not hard to understand since these phase
transitions are usually accompanied by a relatively large isothermal entropy change.
Among all the ferroelectric materials, the largest known isothermal entropy change
belongs to the ferroelectric phase transition of ammonium sulfate (∆S = 17.6 Jmol
· K−1). with great potential. This enables ammonium sulfate a natural candidate
for electrocaloric materials. However, its ionic conductivity limits its capacity to
a large electric field (highest electro-caloric measurement at 400 kVcm−1 [161]).
J.F. Scott suggested ammonium sulfate is still very promising for electrocaloric
















Figure 6.2: The cooling mechanism based on inverse caloric effect. An increased
pressure results a phase transition of AS from the low entropy LT phase to the
high entropy HT phase. When the entropy increases, it will absorb heat from the
cold reservoir. A decreased pressure results a phase transition of AS from the high
entropy HT phase to the low entropy LT phase. When the entropy decreases, it
will release heat to the hot reservoir. The pressure can be replaced by a magnetic
field, or an electric field for other caloric materials. The figure is drawn by Dr
Anthony Phillips.
other methods[162]. Recently, the caloric effect of ammonium sulfate is found to
be not only triggered by the electric field but also by applying pressure near its
ferroelectric phase transition[158].
A possible cooling mechanism based on the inverse barocaloric effect (absorbing
heat when the pressure is increased) of AS is illustrated in Figure 6.2. By applying
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a proper pressure, the low entropy LT phase of AS will transform to the high
entropy HT phase of AS. During this phase transition, the AS will absorb heat
from the outside environment. Decreasing the pressure can make the high entropy
HT phase of AS transform to the low entropy LT phase of AS, during which the
AS will release heat to the outside environment.
The extraordinary barocaloric performance of AS is strongly dependent on
its large entropy change during the ferroelectric phase transition. Understanding
why such a large entropy change occurs at a simple structure as AS (a network of
two types of tetrahedra ND+4 and SO
2−
4 ) could provide fundamental insight into
design of materials requiring large entropy change.
Figure 6.3: AS cell volume and entropy change during the ferroelectric phase
transition[158]
Figure 6.3 shows the entropy and cell volume change of ammonium sulfate
123
during the ferroelectric phase transition. The decreasing unit cell volume suddenly
become increasing along with the decrease of the temperature at the first order
phase transition. In the meantime, the thermal expansion of the unit cell becomes
negative in the LT phase from positive in the HT phase. The negative thermal
expansion exists until AS is further cooled down to 160 K. Reflecting this on the
entropy change, there is a sudden entropy decrease at the first order transition
and a continuous entropy decrease until 160 K [158].





there is always high entropy change associated with large volume change. Yet
this explanation alone is not enough to elucidate the underlying entropy change
mechanism associated with the microscopic structure change of AS.
6.1.2 Previous structure studies of AS
As mentioned above, there were lots of studies of AS. They can be divided
into two streams. One stream focuses on crystal structure studies mainly based
on diffraction. The other stream focuses on searching for a vibrational mode
responsible for the ferroelectric phase transitions.
There is some disagreement about the structure of the LT phase. Katsuhiko
carried out a series of xray diffraction studies on ammonium sulfate. He inferred
the ammonium ions in the LT phase can orient to either side of the ab mirror
plane by refining the occupancies of two differently oriented ammonium ions
(actually 4 in total because there are two symmetry non-equivalent ammonium
ions in the LT phase) in Rietveld refinement[163] while the neutron diffraction
data measured by Elmer et al. [164] and X-ray single crystal data measured by
Leszek et al. [165] suggest the LT phase orientation of ammonium ions can only
orient to one side of the mirror plane. A DFT study on AS claims there are
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one stable configuration and 3 metastable configurations for the LT phase. Each
configuration is unique in terms of the relative orientation of the ammonium and
sulfate ions and calculated lattice parameters [166]. The diffraction studies also
suggest there are slight distortion of ND+4 and SO
2−
4 tetrahedra [164, 165].
Katsuhiko et al. measured X-ray diffuse scattering on the HT phase of AS[167],
in which they claimed the diffuse scattering observed could be explained by a
phonon mode associated with the librational move of sulfate ions. Jain et al. believe
the phase transition can be attributed to the internal distortion and librational
moves of sulfate ions. Thus, they predicted there is a key mode corresponding
to such vibration [168][169]. On the contrary, Torrie et al. suggested the phase
transition is related to the librational moves of NH+4 ions [170]. Later studies
propose the key phonon mode is associated with the collective reorientation of





6.2 Experimental and analysis method
6.2.1 Neutron scattering measurements
Previous studies have proved deuterated ammonium sulfate (ND4)2SO4 has no
significant difference with natural abundance AS in terms of phase transition
temperatures and thermal properties [172]. Deuterated AS samples are used for the
total scattering experiment in order to avoid the data noise caused by the H atoms.
The neutron total scattering data was measured on the GEM diffractometer at
ISIS. The sample was loaded in a cylinder vanadium can with 6mm diameter. The
vanadium can was put in the cryostat environment (closed cycle refrigerator CCR).
A series of 15-minute-short runs are measured to extract the lattice parameters
and 6-hour-long runs were measured for 6 temperatures 150 K, 180 K, 210 K, 240
K, 270 K and 300 K for total scattering data measurements. The data reduction
125
Table 6.1: Potentials for AS RMC refinement.
Bond potential




Bonds Energy (eV) equilibrium angle (∘)
D–N–D 3.9 109.47
O–S–O 12.85 109.47
was performed with the software MANTID[173].
6.2.2 Analysis of the neutron scattering data
The short-run data was analysed by the Rietveld refinement using the GSAS/EXPGUI
programs. The starting models for both the LT and HT phase were adopted from
the single crystal models refined by Dr. A.E.Phillips. The long-run data were
transformed to the appropriate scattering functions 𝑖(𝑄) and pair distribution
functions 𝐷(𝑟) using standard procedures introduced in Section 2.3. The data
correction, normalization and Fourier transform were all performed using the
GUDRUN package.
6.2.3 Reverse Monte Carlo simulation
The Reverse Monte Carlo simulation was performed using the RMCprofile code [51].
Configurations of both the LT and the HT phase used a 6× 5× 8 supercell based
on the refined crystal structure, set up using the data2config/RMCcreate code
[77]. Each configuration contains 14400 atoms. The RMC simulations were carried
out for at least 2× 106 steps in total until convergence, giving 10.67 accepted
moves per atom and an average move acceptance rate of 7.68%. Bond and angle
potentials are used in the RMC refinement. The potential details are tabulated in
Table 6.1.
126





























































Figure 6.4: Representative fits from RMC simulation at 150 K of (a) Bragg
pattern, (b) total scattering function, (c) pair distribution function and d) Rietveld
refinement for AS.
6.3 Structure insight from RMC configurations
As shown in Fig. 6.1, the differences between the LT and HT phases of AS are
only slight tilts of ammonium and sulfate ions. This subtle change in symmetry
is difficult to see from the Bragg profiles. There is no change in terms of the
lattice type and systematic absence as well as no new or splitting Bragg peaks.
The rigid body constraint was applied for the ND+4 and SO
2−
4 tetrahedra in the
Rietveld refinement but it can not achieve a good fit without a very large negative
L33 parameter for ND+4 . If the rigid body constraint is not applied, the final
refined model will have very distorted ND+4 and SO
2−
4 tetrahedra (0.2Å bonds
difference for both N–D bonds in ND+4 and S–O bonds in SO
2−
4 ). Therefore, the
refined model with the rigid body constraint was adopted for RMC refinement
and only lattice parameters are extracted from the Rietveld refinement as the
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reliable structure parameters.





























Figure 6.5: Lattice parameters extracted from the Rietveld refinement.
Fig. 6.5 shows the lattice parameters from 150 K to 300 K calculated from the
Rietveld refinement. The temperatures can be divided into 3 regions according
to the change of lattice parameters of AS. The first region is above 240 K where
all lattice parameters show linearly decrease with decreasing temperatures. The
second region is between 220 K to 240 K, where the phase transition occurs.
All lattice parameters experience abrupt change. Exceptionally, unlike lattice
parameter b and c which decrease with decreasing temperatures, the lattice
parameter a increases with decreasing temperatures, showing an unusual negative
thermal expansion (NTE). The third region is from 150 K to 220 K where the
lattice parameter b and c come back to the smooth positive thermal expansion
while the NTE behaviour of lattice parameter a persists. The NTE of lattice
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Figure 6.6: Pair distribution functions (PDF) for AS from 150 K to 300 K.
While the LT and the HT phase of AS are hard to identify from Bragg profiles,
they can be easily distinguished from the Fourier transform of the total scattering
data i.e. the pair distribution functions shown in Fig. 6.6. In the PDFs of AS,
the first three peaks are almost identical for both phases, indicating they have
similar local structures (the structure within the tetrahedra). However, from the
4th peak, the PDFs of the LT phases show systematic difference with the PDFs
of the HT phases, suggesting the tetrahedra (both ND+4 and SO
2−
4 ions) are well
defined at the short range but behave differently in the LT and the HT phase and
result in different medium and long range order.
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(a) ND+4 (b) SO
2−
4
Figure 6.7: Representative atomic layer of a) ND+4 and b) SO
2−
4 ions from the
210K RMC configuration viewing from the b axis.
(a) ND+4 (b) SO
2−
4
Figure 6.8: Representative atomic layer of a) ND+4 and b) SO
2−
4 ions from the
240K RMC configuration viewing from the b axis.
6.3.1 RMC configuration analysis
The refined RMC configurations of 210 K (just below the phase transition) and
240 K (just above the phase transition) are shown in Figs. 6.7 and 6.8. It can be
seen there is some difference of ND+4 or SO
2−
4 ions between the LT and HT phase.
However, it is hard to observe how disorder the orientations of ND+4 or SO
2−
4 are
from direct observation of the RMC configurations.
The orientation distributions of N–D bonds and S–O bonds projected down x
axis (corresponding to the right side view of Figs. 6.1, 6.7 and 6.8)are shown in
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(a) 150 K (b) 180 K
(c) 210 K (d) 240 K
(e) 270 K (f) 300 K
Figure 6.9: The orientation distribution of N–D bonds projected down the x axis.
Fig. 6.9 and Fig. 6.10 respectively. The orientation distribution projected down
the y and z axis are shown in the appendix. In the orientation distributions plot,
the brighter the colour, the more bonds orient in the solid angle direction. The
bright colour directions in the LT phase become less bright and more widely
spread in the HT phase. Hence, what’s unclear in the RMC configuration plots
(Figs. 6.7 and 6.8) but now clearly shown in the orientation distributions (Fig. 6.9
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(a) 150 K (b) 180 K
(c) 210 K (d) 240 K
(e) 270 K (f) 300 K
Figure 6.10: The orientation distribution of S–O bonds projected down x axis.
and Fig. 6.10) is that the orientation of both the N–D bonds and S–O bonds
become substantially disordered from the LT phase to the HT phase. Moreover,
the bonds orientations are symmetrical about the equator section of the sphere
(the ab mirror plane in the unit structure) in the HT phase while the bonds
orientations become asymmetrical about the equator section of the sphere and
slightly tilt down. This is a characterization of the subtle symmetry change shown
132
in Fig. 6.1. The N–D bonds have a higher tilt amplitude compared with the S–O
bonds.


































Figure 6.11: The distribution of O–D partial PDF of a) all temperatures and b) 210
K (just below the phase transition) and 240 K (just above the phase transition).
The O–D partial PDF for all temperatures are shown in Fig. 6.11a, from which
it can be seen that the LT and HT phases have fundamentally different hydrogen
bonds distributions. In order to show the difference more clearly, Fig. 6.11b only
plot the two temperatures just below and above the phase transition i.e. 210 K
and 240 K respectively.
Fig. 6.11b shows there are 2 peak regions below 3Å for both the LT and
HT phases. The first peak region represents the hydrogen bonds below 2.3Å
corresponding to the cyan bonds in Fig. 6.1. The second peak region represents
the hydrogen bonds between 2.3Å and 2.7Åcorresponding to the grey bonds in
Fig. 6.1. Because cyan hydrogen bonds are shorter, they are stronger than the
grey hydrogen bonds. From the the LT phase to the HT phase, the area under
the first peak region decreases from 0.69787 to 0.65325. In the meantime, the
second peak region increases from 0.34067 to 0.39200. The peak area change
and Fig. 6.11b suggest on one hand the HT phase has much more weaker grey
hydrogen bonds than the LT phase. On the other hand, the LT phase has even
shorter cyan hydrogen bonds than the HT phase. This suggests the LT phase has
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a stronger hydrogen bonds system with more shorter hydrogen bonds whereas the
HT phase has a weaker hydrogen bonds system with more longer hydrogen bonds.
6.3.2 Polyhedra geometric analysis








































Figure 6.12: The probability distribution of whole body rotation for a) ND+4
tetrahedra ions and b) SO2−4 tetrahedra ions. The limits of x and y axis are set




GASP analysis were performed for both ND+4 and SO
2−
4 tetrahedra ions
at all 6 temperatures. As explained in Section 2.6.2, each tetrahedron in the
RMC configurations is compared to its corresponding crystallographic averaged
counterpart. The tetrahedra whole body rotation distributions of ND+4 and SO
2−
4
are shown in Fig. 6.12. The ND+4 tetrahedra change dramatically between the two
phases. In the LT phase, the rotation angles are restrained to rotate within 20∘.
In the HT phase, the rotation angles become much widely distributed and the
tail of the rotation angle distribution doubles compared with the LT phase. The
average rotation angle of ND+4 tetrahedra is around 8∘ in the HT phase whereas
the average rotation angle of ND+4 tetrahedra is around 15∘
The rotational behaviour of SO2−4 tetrahedra seems to have 3 stages. At 150
K, the SO2−4 tetrahedra rotation angles are narrowly distributed. Most SO
2−
4
tetrahedra rotate about 5∘ and the maximum rotation angle is only 10∘. At
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180 K and 210 K, the rotation angles of SO2−4 tetrahedra become more widely
distributed and the maximum rotation angle is around 15∘. When it comes to
the HT phase temperatures (240, 270, and 300 K), the rotation angles of SO2−4
tetrahedra become even more widely distributed and the maximum rotation angle
achieves 15∘. Moreover, the average rotation angle of ND+4 tetrahedra increases to
around 9∘. Comparing Fig. 6.12a and Fig. 6.12a, it can be concluded that ND+4
tetrahedra are more flexible than SO2−4 tetrahedra in terms of rotation.



































Figure 6.13: The contribution percentage of rotation, bend and stretch in the
overall mismatch with the original a) ND+4 and b) SO
2−
4 tetrahedra ions.
Fig. 6.13 shows the contribution of whole tetrahedra rotation, bond bending
and bond stretching to how each ND+4 or SO
2−
4 tetrahedron differs from the
ideal crystallography averaged tetrahedra. It’s clearly shown that the rotation
preserves the highest contribution of tetrahedra mismatch for both phases at all
temperatures. Moreover, the rotation contribution has a sharp increase from the
LT phase to the HT phase, suggesting in the HT phase, rotation becomes the
dominant effect.
For ND+4 tetrahedra, bond bending has a similar contribution with rotation
in the LT phase but its contribution decreased about 10% in the HT phase.
Nevertheless, the contribution of bond bend is always 10% higher than that of
bond stretch. For SO2−4 tetrahedra, bond bend and bond stretch have similar
135
Table 6.2: Averaged pseudo-dipole vectors for ND+4 tetrahedra ions
Temperature / K x / Å y / Å z / Å
150 0.001(1) -0.001(1) 0.038(1)
180 0.013(1) 0.003(1) 0.045(1)
210 0.002(1) 0.000(1) 0.042(1)
240 0.001(1) 0.001(1) 0.002(1)
270 0.002(1) 0.001(1) 0.001(1)
300 0.002(1) 0.002(1) 0.000(1)
Table 6.3: Averaged pseudo-dipole vectors for SO2−4 tetrahedra ions
Temperature / K x / Å y / Å z / Å
150 0.002(1) 0.00(1) 1 -0.123(1)
180 0.003(1) -0.004(1) -0.132(1)
210 -0.001(1) -0.002(1) -0.128(1)
240 0.004(1) -0.000(2) -0.000(2)
270 -0.001(1) 0.002(2) 0.001(2)
300 -0.001(1) 0.003(2) 0.003(2)
tetrahedra mismatch contributions across all temperatures.
6.3.3 Pseudo-dipole analysis
The pseudo dipoles for both ND+4 tetrahedra ions and SO
2−
4 tetrahedra ions are
calculated according to Section 2.6.3. Table 6.2 and Table 6.3 tabulate the averaged
pseudo-dipole moment vectors of ND+4 and SO
2−
4 tetrahedra respectively. In the
LT phase, the averaged z values are at least an order of magnitude larger than
both x and y direction (except the x value at 180 K), indicating the pseudo-dipole
is strongly biased to the z direction i.e. c axis in the unit cell. In the HT phase, the
value magnitudes are more or less the same in all direction. Considering both ND+4
and SO2−4 tetrahedra ions have charges, this is consistent with the experimental
observations that LT AS has spontaneous polarization along c axis whereas HT
AS is paraelectric with no spontaneous polarization. In the LT phase, the averaged




Table 6.4: Averaged modulus of the pseudo-dipoles









tetrahedra. The collective averaged picture is that the SO2−4 tetrahedra are more
distorted than ND+4 tetrahedra with strong bias in the z direction.








































Figure 6.14: The distributions of the modulus of the pseudo-dipoles for a) ND+4
and b) SO2−4 tetrahedra ions.
The distributions of the pseudo-dipole modulus for the tetrahedra ions are
shown in Fig. 6.14. The modulus of the pseudo-dipole can be treated as a factor
to reflect how distorted the tetrahedra are. Like other types of distributions
showing above, there is a noteworthy change at the phase transition and again
the distributions in the HT phase are much wider than the distributions in the
LT phase. The averaged modulus of the pseudo-dipoles is shown in Table 6.4.
The averaged pseudo-dipole modulus for ND+4 s increases from 0.5 Å in the LT
phase to 0.66 Å in the HT phase. The averaged pseudo-dipole modulus for SO2−4 s
also increased around 0.1 Å from the LT phase to the HT phase. The averaged
pseudo-dipole modulus for ND+4 s is larger than that of SO
2−




tetrahedra are more distorted than SO2−4 tetrahedra in both phases.
At the first glimpse, this seems to be contradictory with the conclusion drawn
from the averaged pseudo-dipole vectors. Moreover, the modulus of the averaged
pseudo-dipole vectors is far more smaller than the averaged pseudo-dipole modulus
in the LT phase, especially for ND+4 tetrahedra. A plausible explanation for this is
there is tremendous orientational disorder for the pseudo-dipoles or the directions
of tetrahedra distortion of both tetrahedra ions and the ND+4 tetrahedra are
more orientationally disordered than SO2−4 tetrahedra. Therefore, although a ND
+
4
tetrahedron is usually more distorted than a SO2−4 tetrahedron, the collective
orientation of both tetrahedra result the less orientationally disordered SO2−4
tetrahedra are more distorted than ND+4 tetrahedra in an overall picture. Both
types of tetrahedra in the overall picture are much less distorted than in the
individual picture.
6.4 Explanation of the phase transition entropy
of AS
The RMC study of AS has provided several insights. The plots of orientation
distributions of N–D bonds and S–O bonds directly show there is more orientational
disorder in the HT phase than in the LT phase. From the O–D partial PDF, it
can be concluded that in the LT phase, the shortest hydrogen bonds are even
shorter than that in the HT phase. However, there are more longer hydrogen
bonds in the HT phase. The gasp analysis indicates the ND+4 and SO
2−
4 tetrahedra
have much larger rotation amplitudes in the HT phase than in the LT phase.
Tetrahedra rotation is the main effect of how tetrahedra ions deviate from their
crystallographic ideal form, especially in the HT phase. The pseudo-dipole analysis
suggests the ND+4 and SO
2−
4 tetrahedra are more distorted in the HT phase than
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in the LT phase. ND+4 tetrahedra are more distorted than SO
2−
4 tetrahedra in
both phases. The modulus of the averaged pseudo-dipole vectors is much more
smaller than the averaged pseudo-dipole modulus. It proves both tetrahedra ions
experience plenty of orientational disorder from a different aspect.
Taking these insights back to the basic unit cell structure in Fig. 6.1 can give
the following story. In the LT phase, the two types tetrahedra network is stabilized
by the directionless ionic bonds and directional hydrogen bonds. The orientations
of the tetrahedra are arranged in favour of local hydrogen bonds instead of more
densely packing of atoms. Nevertheless, the tetrahedra are able to rotate under
the constraint of hydrogen bonding. The directional hydrogen bonds will also
cause tetrahedra distortion and because the orientation of tetrahedra are ordered,
the directional hydrogen bonds may be stronger in certain directions. The electric
dipoles induced by the distortion are inclined to orient to the c axis. Thus the
spontaneous polarization are created.
As the temperature increases to the HT phase, the tetrahedra can rotate to
a point at which some of the connecting hydrogen bonds become symmetrical
about the 𝑎𝑏 plane. This creates an equilibrium where the hydrogen bonds at each
side of the 𝑎𝑏 mirror plane compete with each other to change the orientation
of tetrahedra ions. Thus, the rotation of the tetrahedra increases substantially.
The shortest hydrogen bonds (cyan bonds in Fig. 6.1) in the HT phases are those
parallel to the 𝑎𝑏 mirror plane. Considering the large reorientation of tetrahedral
ions, such hydrogen bonds may only be an imagination from the crystallographic
averaged picture and never exist in real situations.
Moreover, the more flexible and less rigid ND+4 tetrahedra and the less flexible
and more rigid SO2−4 tetrahedra form a reorientation competition network. The
reorientation of SO2−4 tetrahedra will not only influence the rotation but also
distort the neighbouring ND+4 tetrahedra and vice versa. There will no longer
be any preferred orientation along the c axis hence the electric dipoles become
139
orientationally disordered. The distorted tetrahedra will influence the arrangement
of hydrogen bonds and influence back to the orientation of tetrahedra. In short, it’s
the synergetic effect of tetrahedra rotation, reorganization of hydrogen bonds and
tetrahedra distortion hence electric dipole reorientation that make the tetrahedra




This thesis is an exploration of using neutron total scattering to study orientational
disorder in materials. It includes three previously well studied crystals (potassium
cyanide (KCN), barium carbonate (BaCO3) and ammonium sulfate ((NH4)2SO4))
and one new amorphous porous aromatic framework material PAF-1. These
studies have demonstrated it is a good practice to combine the experimental
neutron scattering data with simulation techniques including the reverse Monte
Carlo method (RMC) and the molecular dynamics method (MD) to study the
orientational disorder in materials.
The orientational disorder of the plastic crystal KCN and the carbonate miner-
als such as BaCO3 and CaCO3, has been a long-standing problem. Many models
have been proposed but these investigations were limited by computational power
at the time. With the aid of modern instrumentation and computational power,
nowadays it is more feasible to study the orientational disorder quantitatively.
This has been proved from the plastic crystal KCN and common mineral
BaCO3 orientational disorder study. The better quantitative understanding of
orientational disorder further helps to understand the role of orientational disorder
in the phase transition of materials.
In the RMC study of BaCO3, the new multiphase method was used. It demon-
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strates the feasibility and potential to study the multiphase materials with RMC.
Ammonium sulfate is an excellent example of how orientational disorder
affects the properties of materials. In this case, the orientational disorder of NH4
tetrahedra ions and SO4 tetrahedra ions plays an vital role in the ferroelectric
phase transition of AS as well as the associated large phase transition entropy.
Understanding this relationship may help to develop new caloric materials with
careful choices of basic structure units and use of symmetry.
PAF-1 is an unexpected amorphous framework because it was synthesised
aiming at the crystalline diamond framework. Nevertheless, it possesses the high
porosity and stability predicted by the crystalline model. The structure of such
materials is not easy to study experimentally. The neutron total scattering study
confirms the structure of PAF-1 is a continuous random network and possess a
characteristic first sharp diffraction peak (FSDP) for tetrahedral networks. This
study opens the door for the experimental study of the structure of amorphous
tetrahedral networks.
The works included in this thesis provide a method (total scattering + RMC +
MD) suitable to study the complex orientational disorder of materials. It is feasible
to apply this method to more complicated materials, such as MOFs [7, 174]. In
the future, this method can be further developed to accommodate more phases
and achieve bigger simulation boxes to cover a longer structure length scale. This
will enable studies with more practical considerations. For example, it may allow
to experimentally study how the organic molecules behave in water to imitate the
cell environment. Perhaps another example which can be practised very soon is to
learn how the pollution air molecules interact with framework materials used to
absorb them. Once the scientific community accumulated enough reliable studies
of the relationship between the orientational disorder and properties of materials,
the mechanism hardly to find from a single example may be exploited, perhaps
with the aid of deep learning, and that can lead to a more advanced rational
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design of materials.
There is no doubt that along with the progress of analysis tools, the potential
of combining experimental total scattering data and computer simulations will




Figure .1: FT-IR spectra of D-PAF-1 (black), and D-TBM (red) from 4000 to
400 cm−1. Disappearance of C-Br at 532 cm−1 in D-PAF-1 confirm the complete
polymerization of D-TBM.
Figure .2: FT-IR spectra of H-PAF-1 (black), and H-TBM (red) from 4000 to
400 cm−1. Disappearance of C-Br at 532 cm−1 in H-PAF-1 confirm the complete
polymerization of H-TBM.
Fig. .9a shows the distribution of N – D bonds remains almost unchanged
across all temperatures. The distribution of S – O bonds become wider as the
temperature increases but effect is limited. The angle distributions for both D-N-D
angle and O-S-O angle become wider along with the increase of temperatures.
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Figure .3: FT-IR spectra of H/D-PAF-1 (black), H-TBM (blue) and D-TBM (red)
from 4000 to 400 cm−1.
Figure .4: FT-IR spectra of H/D-PAF-1 (black), D-PAF-1 (blue) and H-PAF-1
(red) from 4000 to 400 cm-1 (left) and enlargement spectra from 600 to 400 cm−1
(right).
Particularly, all the angle distributions in the HT phase are much wider than
angle distributions in the LT phase.
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(a) 150 K (b) 180 K
(c) 210 K (d)
(e) 270 K (f) 300 K
Figure .5: The orientation distribution of N–D bonds projected down the y axis.
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(a) 150 K (b) 180 K
(c) 210 K (d)
(e) 270 K (f) 300 K
Figure .6: The orientation distribution of N–D bonds projected down the z axis.
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(a) 150 K (b) 180 K
(c) 210 K (d) 240 K
(e) 270 K (f) 300 K
Figure .7: The orientation distribution of S–O bonds projected down y axis.
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(a) 150 K (b) 180 K
(c) 210 K (d) 240 K
(e) 270 K (f) 300 K
Figure .8: The orientation distribution of S–O bonds projected down z axis.
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Figure .9: The bond length distribution of a) N–D and b) S–O and the angle
distribution of c) D-N-D angle and d) O-S-O angle
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Figure .10: The mismatch distribution of rotation for a) ND+4 b) SO
2−
4 , bend for
c) ND+4 d) SO
2−
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