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Abstract: Although remarkable successful in practice, training generative adversarial networks
(GANs) is still quite difficult and iteratively prone to cyclic behaviors, as GANs need to solve a non-
convex non-concave min-max game using a gradient descent ascent (GDA) method. Motivated by
the ideas of simultaneous centripetal acceleration (SCA) and modified predictive methods (MPM),
we propose a novel predictive projection centripetal acceleration (PPCA) methods to alleviate cyclic
behaviors. Besides, under suitable assumptions, we show that the difference between the signed
vector of partial derivatives at t+ 1 and t is orthogonal to the signed vector of partial derivatives at
t for GDA, and last-iterate exponential convergence on bilinear game. Finally, numerical simulations
are conducted by PPCA in the GANs setting, and results illustrate the effectiveness of our approach.
Key words: GANs, bilinear game, projection predictive centripetal acceleration, last-iterate conver-
gence
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1 Introduction
In recent years, multi-objective optimization has made great advances in numerous fields, such as
mathematical optimization, game theory, machine learning, especially in deep learning. One particularly
successful class of applications of multi-objective optimization in deep learning is generative adversarial
networks (GANs [1] 2014). GANs have become more important and popular in machine learning areas due
to they are powerful generative models, which can be utilized in learn complex real-world distributions. And
they have a wide range of applications, such as in the aspect of the image to image translation (CycleGAN
[2]), video generation (VGAN [3]), music generation (SeqGAN [4]) (For more applications, see [5]). The
idea behind GANs is a two-player zero-sum game between a generator network (G) and a discriminator
network (D). The generator G consists of a deep neural network, which takes the noise as input and a
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sample in the same space with the sampled data set as output. The discriminator D also consists of a deep
neural network, which takes the real samples and the generated sample from the generator G, as inputs
and a real scalar as output. In this zero-sum game, the generator G attempts to trick the discriminator by
generating real-like samples, while the discriminator D’s task is to distinguish between the real sample and
the sample generated by the generator G. The Vanilla GANs can be formulated as the following two-player
min-max game,
min
G
max
D
V (G,D) := Ex∼pdata [logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]. (1.1)
For more information on the different forms of the GANs objective function, see [6].
Despite the many successful applications of GANs, there are still many issues that need to be addressed,
(For more problems and open questions of GANs see [7] and [8]). One major issue for GANs is notoriously
hard to train. The main reason for this may be that the gradient descent ascent (GDA)
[1, 9–16]
methods
used to solve such class of games are difficult to converge and prone to the limit oscillatory behaviors.
Recently, there has been a series of efforts to explore the reasons for the lack of convergence and oscillatory
behaviors, such as [9, 17–20]. Especially, Mertikopoulos et al. (2018) [17] show the strong result that
no variant of GDA that falls in the large class of Follow-the-Regularized-Leader (FTRL) algorithms can
converge to an equilibrium in terms of last-iterate and are bound to converge to limit cycles around the
equilibrium
[9]
.
On the other hand, a series of works have been done to explore new algorithms for training GANs based
on the GDA method, which is fast convergence and more stable. For example the alternating gradient
descent ascent [10, 18, 21–23] based on the Gauss-Seidel iterative format, consensus optimization [10, 24]
with the regularizer to encourage agreement, optimistic gradient descent ascent (OGDA) [9, 15, 25, 26]
motivated by online learning, generalized OGDA [15, 27], optimistic mirror descent (OMD) [28], stochas-
tic optimistic mirror descent [29]. Recently, motivated by symplectic gradient adjustment (SGA) in [30],
Peng et al. (2020) [23] propose centripetal acceleration methods, i.e., simultaneous centripetal acceleration
(Grad-SCA) and its alternating version alternating centripetal acceleration (Grad-ACA), to alleviate the
cyclic behaviors in training GANs. Meanwhile, some other methods such as predictive methods (including
lookahead methods [21, 31–33], extra-gradient methods [14, 15, 26, 34] and stochastic extra-gradient meth-
ods [34]), sequential subspace optimization methods [35], competitive Gradient Descent (CGD) [36] are
utilized to fix the instability problem in training GANs. There are some summaries of these algorithms in
the literature [14, 15]. Moreover, non-asymptotic analysis, i.e., last-iterate convergence in [9, 24, 26, 37, 38]
is widely used to analyze the convergence for algorithms on particular problems.
Motivated by the idea of the approximate centripetal acceleration for an object moving in uniform
circular motion in [23], and MPM [26]. First and foremost, we employ the GDA method to obtain the
gradient of the predictive step. Besides, by projecting the gradient for the predictive step onto the current
step’s gradient, we can get the precisely centripetal direction to alleviate the cyclic behaviors. Last but
not least, we propose a novel projection predictive gradient centripetal method, which is used for training
GANs.
2
contributions
• We propose a novel unified algorithmic framework PPCA for game problems and prove last-iterate
exponential convergence on bilinear game problems. Furthermore, we experimentally validate the
effectiveness of our algorithm on the GANs.
• We prove the GDA method, where the difference between the signed vector of partial derivatives at
t + 1, and the signed vector of partial derivatives at t is orthogonal to the signed vector of partial
derivatives at t.
• We give the relationship between the Grad-SCA, OGDA, OMD, MPM, and PPCA algorithms,
explicitly, especially on the bilinear game problem.
• We summarize some results for special cases of PPCA on bilinear game problems.
2 Predictive projection centripetal acceleration methods
Throughtout of this paper, unless otherwise specified, let
∏
(θ)(φ) denote the projection of a vector
φ ∈ Rn onto a vector θ ∈ Rn, ∇V (·) denote the gradient of function V .
A two-player zero-sum game is a game of two players, with one player payoff function is V and the
other one is −V , where V : Θ × Φ → R with Θ × Φ ⊆ Rn × Rn. The function V maps the actions took
by both players (θ, φ) ∈ Θ× Φ to a real value, which represents the gain of φ-player as well as the loss of
θ-player. We call φ player, who tries to maximize the payoff function V , the max-player, and θ-player the
min-player. In the most classical setting, a two-player zero-sum game has the following form,
min
θ∈Θ
max
φ∈Φ
V (θ, φ). (2.1)
In this paper, we focus on the differentiable two-player game, i.e., payoff functions V (·, ·) is differentiable
on Θ× Φ ⊆ Rn × Rn.
Definition 2.1.
[12]
A point (θ?, φ?) is called a saddle point of V , if for any (θ, φ) ∈ Θ× Φ, we have
V (θ?, φ) ≤ V (θ?, φ?) ≤ V (θ, φ?). (2.2)
Definition 2.2.
[24]
A point (θ, φ) ∈ Rn×Rn is called a critical point of the differentiable V if ∇V (θ, φ) = 0.
Assumption 2.3.
[24]
All critical points of the payoff function V are nash equilibrium.
To introduce our projection acceleration methods, we first recall the method of the gradient descent
ascent(GDA) and its alternating version-alternating gradient descent ascent (AGDA) method in training
GANs, as follows:
(GDA)
[10, 18, 23]
θt+1 = θt − α∇θV (θt, φt) ,
φt+1 = φt + α∇φV (θt, φt) .
(2.3)
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(AGDA)
[10, 18, 23]
θt+1 = θt − α∇θV (θt, φt) ,
φt+1 = φt + α∇φV (θt+1, φt) .
(2.4)
In the sequel, we give the modified version predictive method i.e., MPM for simultaneous gradient
updates, which is proposed by Liang and Stokes [26].
(MPM)
[26]
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step : θt+1 = θt − β∇θV
(
θt+1/2, φt+1/2
)
;
φt+1 = φt + β∇φV
(
θt+1/2, φt+1/2
)
.
(2.5)
Then, we recall the method of the simultaneous centripetal acceleration (Grad-SCA) and its alternating
version-alternating centripetal acceleration method in training GANs [23] as follows:
(Grad-SCA)
[23]
Gθ = ∇θV (θt, φt) + β1
α1
(∇θV (θt, φt)−∇θV (θt−1, φt−1)) ,
θt+1 = θt − α1Gθ,
Gφ = ∇φV (θt, φt) + β2
α2
(∇φV (θt, φt)−∇φV (θt−1, φt−1)) ,
φt+1 = φt + α2Gφ.
(2.6)
(Grad-ACA)
[23]
Gθ = ∇θV (θt, φt) + β1
α1
(∇θV (θt, φt)−∇θV (θt−1, φt−1)) ,
θt+1 = θt − α1Gθ,
Gφ = ∇φV (θt+1, φt) + β2
α2
(∇φV (θt+1, φt)−∇φV (θt, φt−1)) ,
φt+1 = φt + α2Gφ.
(2.7)
To facilitate understanding, Let show basic intuition of centripetal acceleration of Peng et al. [23] in
Figure 1. Firstly, they consider the uniform circular motion. Let ∇Vt denote the instantaneous velocity
at time t. Then the centripetal acceleration limδt→0 (∇Vt+δt −∇Vt) /δt points to the origin. And they
argue that the cyclic behavior around a Nash equilibrium might be similar to the circular motion around
the origin. Then they think the centripetal acceleration provides a direction, along which the iterates
can approach the target more quickly. Finally, they use (∇Vt+δt −∇Vt), named as the approximated cen-
tripetal acceleration term, to approximate limδt→0 (∇Vt+δt −∇Vt) /δt, then the approximated centripetal
acceleration term is applied to modified the gradient descent ascent (GDA)
[25]
.
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Figure 1: The basic intuition of centripetal acceleration methods, see [23].
An intuitive idea is how can we understand the centripetal acceleration from the geometric intuitive
perspective and find a direction directly point to origin instead of employing the approximated centripetal
acceleration term?
Motivated by the above question, OMD
[9]
, OGDA
[15]
and MPM
[26]
, we also consider the uniform
circular motion, as shown in Figure 2 below. Let ∇Vt denote the instantaneous velocity at time t.
Firstly, we perform a prediction step t + 1/2, and obtain the instantaneous velocity ∇Vt+1/2 at time
t + 1/2. Then, we get the approximated centripetal acceleration term
(∇Vt+1/2 −∇Vt) at time t. Fi-
nally, we project the approximated centripetal acceleration term
(∇Vt+1/2 −∇Vt) at time t onto ∇Vt
the instantaneous velocity at time t, and we can obtain the projection centripetal acceleration term∏
(∇V (θt,φt))
(∇V (θt+1/2, φt+1/2)−∇V (θt, φt)), which points to the origin precisely, for more details see
Figure 3. We also argue that the cyclic behavior around a Nash equilibrium might be similar to the circu-
lar motion around the origin. Therefore, the projection centripetal acceleration term provides a direction,
along which the iterates can approach the target directly. Then the projection centripetal acceleration
term is also applied to modified the gradient descent ascent (GDA)
[25]
and the alternating gradient descent
ascent (AGDA)
[25]
.
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Figure 2: The basic intuition of predictive projection centripetal acceleration methods.
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Figure 3: A magnification and description of the projection term
∏
(∇Vt)
(∇Vt+1/2 −∇Vt) i.e.,
the projection of ∇Vt+1/2 − ∇Vt onto ∇Vt, and the projection centripetal acceleration term(∇Vt+1/2 −∇Vt)−∏(∇Vt) (∇Vt+1/2 −∇Vt) in Figure 2.
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Last but not least, we obtain the method of predictive projection centripetal acceleration PPCA method
with the following form:
(PPCA)
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step :
(
θt+1
φt+1
)
=
(
θt
φt
)
+ α∇V¯ (θt, φt) + β
((∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt) )
−
∏
(∇V¯ (θt,φt))
(∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt))),
(2.8)
where ∇V¯ (θt, φt) :=
(
−∇θV (θt, φt)
∇φV (θt, φt)
)
denotes the signed vector of partial derivatess at t, and
∏
(∇V¯ (θt,φt))
(∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt)))
denotes the projection of vector
(∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt)) onto the vector (∇V¯ (θt, φt)).
Algorithm 1 Predictive projection centripetal acceleration PPCA method
Parameters: predictive rate γ, learning rate α, adaptive rate β and initial parameters
θ0, φ0
1: while not converged do
2: predictive step:
3: θt+1/2 ← θt − γ∇θV (θt, φt)
4: φt+1/2 ← φt + γ∇φV (φt, φt)
5: gradient update step:
6:
(
θt+1
φt+1
)
←
(
θt
φt
)
+ α∇V¯ (θt, φt) + β
((∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt) )
−∏(∇V¯ (θt,φt))(∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt)))
7: end while
7
Figure 4: The effects of GDA, AGDA, Grad SCA, Grad ACA, MPM, PPCA and APPCA in the
simple bilinear game, V (θ, φ) = θφ, θ, φ ∈ R. Gradient descent ascent (α = 0.1, β = 0) diverges
while the alternating gradient descent (α = 0.1, β = 0) keeps the iterates running on a closed
trajectory. Both Grad SCA and Grad ACA (α = 0.1, β = 0.3) converge to the origin linearly and
the alternating version seems faster. MPM (γ = 1, β = 0.3) exponentially converges to the origin.
Both PPCA and APPCA (γ = 1, α = 0.1, β = 0.3) also exponentially converge to the origin and
the later seems faster.
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Figure 5: The overlooking effects of GDA, AGDA, Grad SCA, Grad ACA, MPM, PPCA and
APPCA in the simple bilinear game, Figure 5 is a top view of Figure 4.
.
Figure 6: The effects of GDA, AGDA, Grad SCA, Grad ACA, MPM, PPCA and APPCA in the
simple game g2(θ, φ) = 3θ
2 + φ2 + 4θφ, θ, φ ∈ Rn. Gradient descent ascent (α = 0.1, β = 0),
the alternating gradient descent (α = 0.1, β = 0), Grad SCA (α = 0.1, β = 0.3) and PPCA
(γ = 1, α = 0.1, β = 0.3) converge. While Grad ACA (α = 0.1, β = 0.3), MPM (γ = 1, β = 0.3)
and APPCA (γ = 1, α = 0.1, β = 0.3) diverge.
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Figure 7: The overlooking effects of GDA, AGDA, Grad SCA, Grad ACA, MPM, PPCA and
APPCA in the simple game g2, Figure 7 is a top view of Figure 6.
3 Last-Iterate Convergence for bilinear games
In this section, we focus on the convergence of PPCA and its alternating version-altenating predictive
projection centripetal acceleration (APPCA) methods in the following bilinear game:
min
θ∈Rn
max
φ∈Rn
θTAφ+ θTb+ cTφ, A ∈ Rn×n, b, c ∈ Rn, (3.1)
where θ, φ ∈ Rn imply θ-player and φ-player have a same decision space.
Suppose that matrix A is full rank. By the first-order conditions of game (3.1), we have
Aφ∗ + b = 0,
ATθ∗ + c = 0,
(3.2)
where (θ∗, φ∗) is a critical point of game (3.1). Note that game (3.1) always have a unique citical point due
to the martix A is full rank. Let (θ∗, φ∗) denote the citical point of game (3.1). Without loss of generality,
we shift (θ, φ) to (θ − θ∗, φ− φ∗). Then, game (3.1) is reformulated as:
min
θ∈Rn
max
φ∈Rn
V (θ, φ) = θTAφ, A ∈ Rn×n. (3.3)
Remark 3.1. Bilinear game (3.3) which we devote to has the same solution as the problem (20) in [23].
Indeed, the rank of A is the same as the dimension of b, c in the equation (20) of [23], since the assumption
of the existence of critical point and the matrix A and AT have the same rank.
We give the following lemma, which is important to prove the convergence for the PPCA and APPCA
to problem (3.3).
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Lemma 3.2. If A is a full rank matrix in bilinear games (3.3), then the projection term of PPCA method
(2.8) is zero.
Proof. The proof of Lemma 3.2 is given in A.1.
In other words, from Lemma 3.2 we konw that, for bilinear game (3.1), the approximated centripetal
acceleration term ∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt) is orthogonal to ∇V¯ (θt, φt) in PPCA method. There-
fore, approximated centripetal acceleration term ∇V¯ (θt+1/2, φt+1/2) − ∇V¯ (θt, φt) is a direction point to
origin with a appropriate step size α.
From Lemma 3.2, we see that the projection term of PPCA in method (2.8) is zero. Thus, PPCA
method (2.8) has the following form for bilinear game (3.1).
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step :
(
θt+1
φt+1
)
=
(
θt
φt
)
+ α∇V¯ (θt, φt) + β
((∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt) )),
(3.4)
where ∇V¯ (θt, φt) =
(
−∇θV (θt, φt)
∇φV (θt, φt)
)
.
i.e.,
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step : θt+1 = θt − α∇θV (θt, φt) + β
(−∇θV (θt+1/2, φt+1/2)− (−∇θV (θt, φt)))
φt+1 = φt + α∇φV (θt, φt) + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt)) .
(3.5)
Based on the idea of alternating Grad-ACA and AGDA, then, combine with Lemma 3.2, we consider
an alternating PPCA, i.e., APPCA, which modify the AGDA algorithm by a direction point to the origin
for bilinear game (3.3).
(APPCA)
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step : θt+1 = θt − α∇θV (θt, φt) + β
(−∇θV (θt+1/2, φt+1/2)− (−∇θV (θt, φt)))
φt+1 = φt + α∇φV (θt+1, φt) + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt)) .
(3.6)
11
Algorithm 2 Predictive projection centripetal acceleration PPCA method for bilinear game (3.3)
Parameters: predictive rate γ, learning rate α, adaptive rate β and initial parameters
θ0, φ0
1: while not converged do
2: predictive step:
3: θt+1/2 ← θt − γ∇θV (θt, φt)
4: φt+1/2 ← φt + γ∇φV (φt, φt)
5: gradient update step:
6: θt+1 ← θt − α∇θV (θt, φt)− β
(∇θV (θt+1/2, φt+1/2)−∇θV (θt, φt))
7: φt+1 ← φt + α∇φV (θt, φt) + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt))
8: end while
Algorithm 3 Altenating predictive projection centripetal acceleration APPCA method for bilinear
game (3.3)
Parameters: predictive rate γ, learning rate α, adaptive rate β and initial parameters
θ0, φ0
1: while not converged do
2: predictive step:
3: θt+1/2 ← θt − γ∇θV (θt, φt)
4: φt+1/2 ← φt + γ∇φV (φt, φt)
5: gradient update step:
6: θt+1 ← θt − α∇θV (θt, φt)− β
(∇θV (θt+1/2, φt+1/2)−∇θV (θt, φt))
7: φt+1 ← φt + α∇φV (θt+1, φt) + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt))
8: end while
3.1 Last-Iterate exponential Convergence of PPCA
We now prove that PPCA enjoys the last-iterate exponential convergence in bilinear game (3.3), as
follows.
Theorem 3.1 (Exponential Convergence: PPCA). Assume A is a full rank martix for bilinear game (3.3).
Fix some γ > 0. Then PPCA dynamics in Eqn. (3.5) with learning rate
0 < α <
λmin
(
AAT
)√
λmax (AAT)
λ2max (AA
T)
and adaptive rate
β =
λmin
(
AAT
)
λ2max (AA
T)
12
(where λmax(·) and λmin(·) denote the largest and the smallest eigenvalues, respactively), obtains an -
minimizer such that (θT , φT ) ∈ B2() (where B2() denotes an open ball with center 0 and radius ),
provided
T ≥ TPPCA := d2
λ2max
(
AAT
)
λ2min (AA
T)− α2λ3max (AAT)
log
δ

e,
under the assumption that ‖(θ0, φ0)‖2 ≤ δ.
Proof. The proof of Theorem 3.1 is given in A.2.
Related work.
Special csae 1: γ = 0, α 6= 0 or β = 0, α 6= 0 in (3.5).
It obviously that if γ = 0, α 6= 0 or β = 0, α 6= 0 in PPCA method (3.5), then PPCA method (3.5)
for bilinear game (3.3) reduces to the well-known method GDA (2.3), which was used to solve game of the
Vanilla GAN [1] and classic WGAN [39], and profoundly discussed in [40], [9], [10], [41] and [18]. Moreover,
Goodfellow [7] (2016) argues that there is neither a theoretical argument that GAN games should converge
with GDA when the updates are made to parameters of deep neural networks, nor a theoretical argument
that the games should not converge. More interesting is that GANs can be hard to train and in practice
it is often observed that gradient descent based GAN optimization does not lead to convergence, see [11].
Indeed, recently work [9, Proposition 1] has proved the conclusion that GDA method applied to the problem
minθ maxφ θ
Tφ diverges staring from any intialization θ0, φ0 such that θ0, φ0 6= 0. However, PPCA (3.5)
method in this article converge for this simple bilinear game with appropriate step size.
Special csae 2: γ 6= 0, β 6= 0, α = 0 in (3.5).
If γ 6= 0, β 6= 0, α = 0 in (3.5), then the PPCA will be the following form for bilinear game (3.3).
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step : θt+1 = θt + β
(−∇θV (θt+1/2, φt+1/2)− (−∇θV (θt, φt)))
φt+1 = φt + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt)) .
(3.7)
Corollary 3.3 (Exponential Convergence: PPCA). Suppose A is a full rank martix in bilinear game (3.3).
Then PPCA dynamics in Eqn.3.5 with
γβ =
λmin
(
AAT
)
λ2max (AA
T)
(where λmax(·) and λmin(·) denote the largest and the smallest eigenvalues, respactively), obtains an -
minimizer such that (θT , φT ) ∈ B2() (where B2() denotes an open ball with center 0 and radius ),
provided
T ≥ TPPCA := d2
λ2max
(
AAT
)
λ2min (AA
T)
log
δ

e,
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Algorithm 4 PPCA method with α = 0, γ 6= 0, β 6= 0 for bilinear game (3.3)
Parameters: predictive rate γ, learning rate β and initial parameters
θ0, φ0
1: while not converged do
2: predictive step:
3: θt+1/2 ← θt − γ∇θV (θt, φt)
4: φt+1/2 ← φt + γ∇φV (φt, φt)
5: gradient update step:
6: θt+1 ← θt − β
(∇θV (θt+1/2, φt+1/2)−∇θV (θt, φt))
7: φt+1 ← φt + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt))
8: end while
under the assumption that ‖(θ0, φ0)‖2 ≤ δ.
Proof. From the proof of Theorem 3.1 in A.2, we can easily get Corollary 3.3.
We perform numerical experiments on bilinear game V (θ, φ) = θ ·φ, θ, φ ∈ R, to explain and illustrate
the algorithm. The numerical result is in Fiure 8 and 9.
Figure 8: The PPCA (3.5) and the APPCA method with α = 0, γ = 1, β = 0.3 for bilinear game
V (θ, φ) = θ · φ, θ, φ ∈ R, the other algorithms with the same parameters in Figure 4.
Special csae 3: β = α 6= 0 in (3.5).
Evidently, if β = α 6= 0 in (3.5), then PPCA method will be reduced to MPM (2.5) or the one in [26]
14
Figure 9: Figure 9 is a top view of Figure 8.
on bilinear game (3.3). Therefore, we obtain the same exponential convergence as [26, Therorem 4] when
γ > 0.
Theorem 3.2 (Theorem 4 (Exponential Convergence: PM) in [26]). Consider a bilinear game V (θ, φ) =
θTAφ, where A ∈ Rn×n. Assume A is full rank. Fix some γ > 0. Then the PM dynamics in this setting
with learning rate
β =
γλmin
(
AAT
)
λmax (AAT) + γ2λ2max (AA
T)
obtains an -minimizer such that (θT , ωT ) ∈ B2(), provided
T > TMPM :=
[
2
γ2λ2max
(
AAT
)
+ λmax
(
AAT
)
γ2λ2min (AA
T)
log
δ

]
under the assumption that ‖(θ0, φ0)‖ 6 δ.
We conduct a numerical experiment on a simple example V (θ, φ) = 3θ2 +φ2 + 4θφ from [16], and show
that PPCA algorithm converges with γ = 1, α = 0.1, β = 0.3. While MPM (2.5) diverge with the same
parameters as PPCA algorithm, see Figure 6 and 7.
Then, we discuss the relationship between MPM (2.5) and Grad-SCA (2.6), and give the conclusion
that OMD
[9]
is a special case of MPM with proper parameters.
Note that the iterative dynamic process of MPM (2.5) can be written as the following form by adjusting
the subscript.
predictive step : θt+1 = θt − γ∇θV (θt, φt) ,
φt+1 = φt + γ∇φV (θt, φt) ;
gradient step : θt+2 = θt − β∇θV (θt+1, φt+1) ;
φt+2 = φt + β∇φV (θt+1, φt+1) .
(3.8)
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We subtract the first equation from the third equation and subtract the second equation from the
fourth equation in (3.8), we get
θt+2 = θt+1 − β∇θV (θt+1, φt+1) + γ∇θV (θt, φt) ;
φt+2 = φt+1 + β∇φV (θt+1, φt+1)− γ∇φV (θt, φt) .
(3.9)
Then, from Grad-SCA (2.6) yields
θt+2 = θt+1 − (α1 + β1)∇θV (θt+1, φt+1) + β1∇θV (θt, φt) ;
φt+2 = φt+1 + (α2 + β2)∇φV (θt+1, φt+1)− β2∇φV (θt, φt) .
(3.10)
Obviously, if β = (α1 + β1) = (α2 + β2) and γ = β1 = β2 in (3.9) and (3.10), then Grad-SCA
[23]
, opti-
mistic simultanoues gradient descent (SimGD-O)
[27]
, generalized OGDA
[15]
and MPM
[26]
are all equivalent.
Especially, If β = (α1 + β1) = (α2 + β2), α1 = α2 = γ = β1 = β2, then MPM
[26]
degrades to OGDA
[15, 25]
,
or take β = 2γ in (3.9), then MPM also reduces to OGDA (i.e., named OMD
[9, 26]
in their papers).
Remark 3.4. Although the base idea of PPCA comes from OMD, OGDA, Grad-SCA, PPCA algorithm
is still different from them, due to they use a approximated centripetal acceleration term ∇V¯ (θt+1, φt+1)−
∇V¯ (θt, φt) at time t to adjust the performance of their algorithms at moment t+ 1, if t denotes moment t,
while PPCA method uses an exact centripetal acceleration term to adjust the performance of the algorithm
at moment t. In particular, it is most prominent on the binary linear games (3.3), based on Lemma 3.2.
special csae 4: γ = α 6= β in (3.5).
If γ = α 6= β in (3.5), then, the PPCA has the following form.
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step : θt+1 = θt − γ∇θV (θt, φt) + β
(−∇θV (θt+1/2, φt+1/2)− (−∇θV (θt, φt)))
φt+1 = φt + γ∇φV (θt, φt) + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt)) .
(3.11)
Theorem 3.3 (Exponential Convergence: Algorithm 3.1). Consider a bilinear game (3.3). Assume A is
full rank. Fix some β > 0. Then the MPM dynamics in this setting with learning rate
γ =
βλmin
(
AAT
)
λmax (AAT) + β2λ2max (AA
T)
obtains an -minimizer such that (θT , ωT ) ∈ B2(), provided
T > TMPM :=
[
2
β2λ2max
(
AAT
)
+ λmax
(
AAT
)
β2λ2min (AA
T)
log
δ

]
under the assumption that ‖(θ0, φ0)‖ 6 δ.
Proof. See Appendix A.3 for its proof.
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Algorithm 5 PPCA method with γ = α 6= β for bilinear game (3.3)
Parameters: predictive rate γ, adaptive rate β > 0 and initial parameters
θ0, φ0
1: while not converged do
2: predictive step:
3: θt+1/2 ← θt − γ∇θV (θt, φt)
4: φt+1/2 ← φt + γ∇φV (φt, φt)
5: gradient update step:
6: θt+1 ← θt − γ∇θV (θt, φt)− β
(∇θV (θt+1/2, φt+1/2)−∇θV (θt, φt))
7: φt+1 ← φt + γ∇φV (θt, φt) + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt))
8: end while
special csae 5: γ = β = α in (3.5).
Evidently, if β = α = γ in (3.5), then, the PPCA method for bilinear game (3.3) will be reduced to the
extra-gradient method Algorithm 2 in [15], as follows:
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step : θt+1 = θt − γ∇θV
(
θt+1/2, φt+1/2
)
,
φt+1 = φt + γ∇φV
(
θt+1/2, φt+1/2
)
.
(3.12)
Algorithm 6 PPCA method with γ = α = β 6= 0 for bilinear game (3.3) i.e., Extra-grdient method
[15, Algorithm 2]
Parameters: Stepsize γ > 0, and initial parameters θ0, φ0 ∈ Rn
1: while not converged do
2: predictive step:
3: θt+1/2 ← θt − γ∇θV (θt, φt)
4: φt+1/2 ← φt + γ∇φV (φt, φt)
5: gradient update step:
6: θt+1 ← θt − γ∇θV
(
θt+1/2, φt+1/2
)
7: φt+1 ← φt + γ∇φV
(
θt+1/2, φt+1/2
)
8: end while
Theorem 3.4 (Theorem 6 (Bilinear case) in [15]). Consider the saddle point problem in (3.3) and the
extra-gradient (EG) method outlined in Algorithm (3.12). Further, recall the definition of δt = ‖θt‖2+‖φt‖2.
If we set γ = 1/
(
2
√
2λmax (ATA)
)
, then the iterates {θt, φt}t≥0 generated by the EG method satisfy
δt+1 ≤
(
1− cκ−1) δt,
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where κ :=
λmax(ATA)
λmin(ATA)
and c is a positive constant independent of the problem parameters and κ.
3.2 Last-Iterate exponential Convergence of (APPCA)
For the APPCA algorithm (3.6),
predictive step : θt+1/2 = θt − γ∇θV (θt, φt) ,
φt+1/2 = φt + γ∇φV (θt, φt) ;
gradient step : θt+1 = θt − α∇θV (θt, φt) + β
(−∇θV (θt+1/2, φt+1/2)− (−∇θV (θt, φt)))
φt+1 = φt + α∇φV (θt+1, φt) + β
(∇φV (θt+1/2, φt+1/2)−∇φV (θt, φt)) ,
we can prove convergence in some special cases for bilinear game (3.3), such as α = 0. In this case,
if γ 6= 0, β 6= 0, then algorithm (3.6) is as the same as algorithm (3.7), and we will obtain the same
convergence result as Corollary 3.3.
4 Numerical simulation
In this section, we describe experiments on the mixture of Gaussians and the MNIST database and
give more details on our experimental setup. Without otherwise specified, we always use the Vanilla
GAN-objective introduced by [1] in 2014.
4.1 Mixture of Gaussians
In practical applications, GANs are typically trained using the empirical distribution of the samples,
where the samples are drawn from an idealized multi-modal probability distribution
[26]
. To capture the
notion of multi-modal data distribution, we concentrate on a mixture of 8 Gaussians with a standard
deviation of 0.04. The ground truth is shown in Figure 10.
We use the same network architecture as that in [23], i.e., both the generator and discriminator networks
have 4 fully connected layers of 256 neurons. The sigmoid function layer is appended to the discriminator to
normalize the output. Each of the four layers is activated by a ReLU layer. The generator has two output
neurons to represent a generated point while the discriminator has one output which judges a sample. The
random noise input for the generator is a 16-D Gaussian.
Our experimental environment: CPU AMD Ryzen 5 3600, GPU RTX 2060 SUPER, 16GB RAM,
Python (version 3.7.0), Keras (version 2.1.6), TensorFlow (version 1.15). The final results of 15,000 itera-
tions are shown in the Figure 11, as follows.
We employ Keras provided RMSProp
[42]
and Adam for comparison experiments, with 17,000 iterates.
(1) GDA: (learning rate: α = 2× 10−3) provided by TensorFlow.
(2) RMSProp: RMSPropOptimizer (learning rate: α = 5× 10−4, β = 0.5) provided by TensorFlow.
(3) ConOpt: Consensus optimizaer (learning rate: h = 10−4, γ = 0.5).
(4) RMSPrp: RMSProp-SGA
[30]
Sympletic gradient adjusted RMSPropOptimizer with sign alignment(learning
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Figure 10: Kernel density estimation on 2560 samples of the ground truth, which is the same as
[23].
rate = 10−4, ξ = 0.5).
(5) PPCA: which is used in binary linear games, (predictive rate: γ = 0.00733333, learning rate: α = 0.008,
adaptive rate: β = 0.001).
Figure 11: The final result of 15000 iterations for the RMSProp, ConOpt, RMSProp-SGA and
PPCA (3.5) algorithms.
4.2 Results on MINST
In a more realistic situation, we test our PPCA methods on the standard MINIST dataset. In terms
of network architectures. For the generator network, we use 3 fully connected layers with 256, 512, and
1024 neurons, respectively, with LeakyReLU activation function which α = 0.2; each layer is followed by
a BatchNormalization layer with momentum = 0.8. The generator inputs random noise with dimensions
is 100. The generator outputs an image which shape is (28, 28, 1) with the tanh activation function. For
the discriminator network, we use 2 fully connected layers with 512 and 256 neurons, respectively; the
activation function is LeakyReLU with α = 0.2; output is a one-dimensional classification result.
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Our experimental environment: CPU AMD Ryzen 5 3600, GPU RTX 2060 SUPER, 16GB RAM,
Python (Version 3.7.0), Keras (Version 2.1.6).
We employ Keras provided RMSProp and Adam for comparison experiments, with 300,000 iterates.
(1) GDA: (learning rate: α = 2× 10−4) provided by Keras.
(2) RMSProp: RMSPropOptimizer (learning rate: α = 2× 10−4, β = 0.5) provided by Keras.
(3) Adam: Adam (learning rate: α = 2× 10−4, β = 0.5) provided by Keras.
(4) PPCA: which is used in binary linear games (predictive rate: γ = 0.00733333, learning rate: α = 0.008,
adaptive rate: β = 0.001).
The results illustrate that our algorithm can be applied in deep learning, and is shown in Figure 12.
Figure 12: The first, second, and third columns are the results of GDA, RMSprop, Adam, PPCA
(3.5) in 251000, 256000, and 260000 iterations, respectively.
5 Conclusion
In this article, we propose a more generalized class of algorithm PPCA, inspired by the ideas of Grad-
SCA and MPM, to alleviate the cyclic behaviors in training GANs. From the theoretical viewpoint, we
show that the algorithm is last-iterate exponential convergence on the bilinear game problems. Besides,
the relationship between this algorithm and the GDA, OGDA, MPM, Grad-SCA methods is discussed.
Finally, we tested our algorithm in two simple simulations under the GNAs setting. However, the stability
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of the training process for many variants of GANs is very complex and is also an issue for our further
research.
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Appendices
A Proofs in section 3
A.1 Proof of Lemma 3.2
We recall lemma 3.2:
Lemma 3.2. If A is a full rank matrix in bilinear games (3.3), then the projection term of PPCA method
(2.8) is zero.
Proof. By the definition of the vector projection, we derive that∏
(∇V¯ (θt,φt))
(∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt))
=
〈(∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt)) ,∇V¯ (θt, φt)〉∥∥∇V¯ (θt, φt)∥∥22 ∇V¯ (θt, φt) ,
(A.1)
where 〈·, ·〉 denotes the inner product in Rn.
For the bilinear games (3.3), we obtain
∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt) =
(
−Aφt+1/2
ATθt+1/2
)
−
(
−Aφt
ATθt
)
=
(
−A (φt+1/2 − φt)
AT
(
θt+1/2 − θt
) )
=
(
0 −A
AT 0
)(
θt+1/2 − θt
φt+1/2 − φt
)
.
(A.2)
From the predictive step in (2.8), which follows that(
θt+1/2 − θt
φt+1/2 − φt
)
=
(
−γAφt
γATθt
)
=
(
0 −γA
γAT 0
)(
θt
φt
)
.
(A.3)
Combining (A.2) and (A.3) yields
∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt) =
(
0 −A
AT 0
)(
θt+1/2 − θt
φt+1/2 − φt
)
=
(
0 −A
AT 0
)(
0 −γA
γAT 0
)(
θt
φt
)
=
(
−γAAT 0
0 −γATA
)(
θt
φt
)
.
(A.4)
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To prove the Projection is 0, we just need to consider the inner product term equal to 0 in (A.1).
Therefore, together (A.4) with the inner product term in (A.1), we see that〈(∇V¯ (θt+1/2, φt+1/2)−∇V¯ (θt, φt)) ,∇V¯ (θt, φt)〉
=
〈(
−γAAT 0
0 −γATA
)(
θt
φt
)
,
(
0 −A
AT 0
)(
θt
φt
)〉
=
(
θt
φt
)T(−γAAT 0
0 −γATA
)T(
0 −A
AT 0
)(
θt
φt
)
=
(
θt
φt
)T(
0 γAATA
−γATAAT 0
)(
θt
φt
)
=
(−γφtTATAAT, γθtTAATA)( θt
φt
)
=− γφtTATAATθt + γθtTAATAφt
=− γφtTATAATθt + γφtTATAATθt
= 0.
Thus, the projection (A.1) is 0 and the proof is complete.
A.2 Proof of Theorem 3.1
We recall theorem 3.1:
Theorem 3.1 (Exponential Convergence: PPCA). Assume A is a full rank martix for bilinear game (3.3).
Fix some γ > 0. Then PPCA dynamics in Eqn. (3.5) with learning rate
0 < α <
λmin
(
AAT
)√
λmax (AAT)
λ2max (AA
T)
and adaptive rate
β =
λmin
(
AAT
)
λ2max (AA
T)
(where λmax(·) and λmin(·) denote the largest and the smallest eigenvalues, respactively), obtains an -
minimizer such that (θT , φT ) ∈ B2() (where B2() denotes an open ball with center 0 and radius ),
provided
T ≥ TPPCA := d2
λ2max
(
AAT
)
λ2min (AA
T)− α2λ3max (AAT)
log
δ

e,
under the assumption that ‖(θ0, φ0)‖2 ≤ δ.
Proof. In the case of simple bilinear game (3.3), the iterations of predictive step in (3.5) are simplified to(
θt+1/2
φt+1/2
)
=
(
θt
φt
)
+
(
−γAφt
γATθt
)
=
(
θt
φt
)
+
(
0 −γA
γAT 0
)(
θt
φt
)
.
(A.5)
26
Then, the gradient step dynamics in (3.5) be written as
(
θt+1
φt+1
)
=
(
θt
φt
)
+ α
(
−Aφt
ATθt
)
+ β
(
−Aφt+1/2 − (−Aφt)
ATθt+1/2 −ATθt
)
=
(
θt
φt
)
+
(
0 −αA
αAT 0
)(
θt
φt
)
+ β
(
−A (φt+1/2 − φt)
AT
(
θt+1/2 − θt
) )
=
(
θt
φt
)
+
(
0 −αA
αAT 0
)(
θt
φt
)
+ β
(
0 −A
AT 0
)(
0 −γA
γAT 0
)(
θt
φt
)
=
(
θt
φt
)
+
(
0 −αA
αAT 0
)(
θt
φt
)
+
(
−γβAAT 0
0 −γβATA
)(
θt
φt
)
=
(
θt
φt
)
+
(
−γβAAT −αA
αAT −γβATA
)(
θt
φt
)
=
(
I − γβAAT −αA
αAT I − γβATA
)(
θt
φt
)
.
(A.6)
The third equation follows by (A.5).
Let’s analyze the singular values of the operator K :=
(
I −
(
γβAAT αA
−αAT γβATA
))
, or equivalently, the
eigenvalues of KKT,
KKT =
(
I − γβAAT −αA
αAT I − γβATA
)(
I − γβAAT αA
−αAT I − γβATA
)
=
( (
I − γβAAT)2 + α2AAT α (I − γβAAT)A− αA (I − γβATA)
αAT
(
I − γβAAT)− α (I − γβATA)AT (I − γβATA)2 + α2ATA
)
=
((
I − γβAAT)2 + α2AAT 0
0
(
I − γβATA)2 + α2ATA
) (A.7)
Then, we consider the largest eigenvalue of
(
I − γβAAT)2 + α2AAT, for a fixed predictive step size γ,
with properly chosen learning rates α and β. Employing of the SVD for matrix A, i.e., A = UDV , we see
that (
I − γβAAT)2 + α2AAT = U (I − γβD2 + α2D2)UT
 [1− 2γλmin (AAT)β + γ2λ2max (AAT)β2 + α2λmax (AAT)] I
=
[
1−
(
λ2min
(
AAT
)− α2λ3max (AAT)
λ2max (AA
T)
)]
I,
(A.8)
with
0 < α <
λmin
(
AAT
)√
λmax (AAT)
λ2max (AA
T)
, (A.9)
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and
β =
λmin
(
AAT
)
γλ2max (AA
T)
. (A.10)
By the Rayleigh quotient, A.6, A.7, we have∥∥∥∥∥
(
θt+1
φt+1
)∥∥∥∥∥
2
2
=
(
θt
φt
)T
KTK
(
θt
φt
)
≤ λmax
(
KKT
) ∥∥∥∥∥
(
θt
φt
)∥∥∥∥∥
2
2
,
which together with A.7,A.8, we deduce that∥∥∥∥∥
(
θt+1
φt+1
)∥∥∥∥∥
2
≤
√
1−
(
λ2min (AA
T)− α2λ3max (AAT)
λ2max (AA
T)
)∥∥∥∥∥
(
θt
φt
)∥∥∥∥∥
2
. (A.11)
Using recurrence A.11, we obtain
∥∥∥∥∥
(
θt+1
φt+1
)∥∥∥∥∥
2
≤
(√
1−
(
λ2min (AA
T)− α2λ3max (AAT)
λ2max (AA
T)
))t ∥∥∥∥∥
(
θ0
φ0
)∥∥∥∥∥
2
.
By the assumption that ‖θ0, φ0‖2 ≤ δ, together with the fact that ∀ (x, η) ∈ R×R+, (1−x)η ≤ e−ηx, we
have
∥∥∥∥∥
(
θt+1
φt+1
)∥∥∥∥∥
2
≤
(√
1−
(
λ2min (AA
T)− α2λ3max (AAT)
λ2max (AA
T)
))t
δ
≤ exp
(
− t
2
(
λ2min
(
AAT
)− α2λ3max (AAT)
λ2max (AA
T)
))
δ
Note that when
T ≥ TPPCA := d2
λ2max
(
AAT
)
λ2min (AA
T)− α2λ3max (AAT)
log
δ

e,
we can ensure ‖(θT , φT )‖2 ≤ . This completes the proof.
A.3 Proof of Theorem 3.3
We recall theorem 3.3:
Theorem 3.3 (Exponential Convergence: Algorithm 3.1). Consider a bilinear game (3.3). Assume A is
full rank. Fix some β > 0. Then the MPM dynamics in this setting with learning rate
γ =
βλmin
(
AAT
)
λmax (AAT) + β2λ2max (AA
T)
obtains an -minimizer such that (θT , ωT ) ∈ B2(), provided
T > TMPM :=
[
2
β2λ2max
(
AAT
)
+ λmax
(
AAT
)
β2λ2min (AA
T)
log
δ

]
under the assumption that ‖(θ0, φ0)‖ 6 δ.
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Proof. In the case of simple bilinear game (3.3), the iterations of gradient update in (3.1) satisfies the
update rule(
θt+1
φt+1
)
=
(
θt
φt
)
+ γ
(
−Aφt
ATθt
)
+ β
(
−Aφt+1/2 − (−Aφt)
ATθt+1/2 −ATθt
)
=
(
θt
φt
)
+
(
0 −γA
γAT 0
)(
θt
φt
)
+ β
(
−A (φt+1/2 − φt)
AT
(
θt+1/2 − θt
) )
=
(
θt
φt
)
+
(
0 −γA
γAT 0
)(
θt
φt
)
+ β
(
0 −A
AT 0
)(
0 −γA
γAT 0
)(
θt
φt
)
=
(
θt
φt
)
+
(
0 −γA
γAT 0
)(
θt
φt
)
+
(
−γβAAT 0
0 −γβATA
)(
θt
φt
)
=
(
θt
φt
)
+
(
−γβAAT −γA
γAT −γβATA
)(
θt
φt
)
=
(
I − γβAAT −γA
γAT I − γβATA
)(
θt
φt
)
.
(A.12)
The third equation follows by (A.5). Note this linear system is same as that in Theorem 4 and Theorem
in [26]. Therefore, we just need fixed β > 0 to choose properly γ, and the convergence is guaranteed.
29
