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遺伝的プログラミングを用いたカオス制御＊
荒木孝治
1 はじめに
経済・経営システム現象の多くは非線形システムであり， しかもそこで
の様々な特性はカオス的な振る舞いを示すことが，理論的に，実証的に報
告されている（たとえば， Day1994, Kiel and Elliott 1996参照）。よって，
経済・経営システムにおける意思決定者は，カオス的な振る舞いを示すシ
ステムの特性に直面することになる。また，カオス発生のメカニズムが決
定論的な場合には，カオス的振る舞いを生み出すのはシステムがはらむ内
生的な要因であり，それが，システム特性の予測不可能性へと導いている
ことになる。もし意思決定者がカオスを制御できるならば，不規則なある
いは周期的な振る舞いを安定化することにより，予測可能性を獲得するこ
とができる。
カオス制御の研究は1980年代の終わり頃から物理学や工学，生物学の分
野で始まった。最も代表的なものは Ottet al. (1990)による OGY法であ
る。これは，カオス的な挙動を示すシステムにフィードバックをかけるこ
とによりある特定の状態へとシステムを導く手法である。最近，経済・経
営システムにおいても OGY法を用いたカオス制御の問題が取り上げられ
るようになってきた (Holystet al. 1996, Holyst et al. 1997, Kopel 1997, 
＊本稿は1998年度関西大学学部共同研究費の成果の一部である。
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Kaas 1998)。しかし， OGY法の欠点として，システムを記述するモデルが
既知であるという強い条件を必要とすることがあげられる。そこで本稿で
は，遺伝的プログラミングという進化的な探索手法を用いてデータからシ
ステムを記述するモデルを推定することにより，モデルが未知の場合でも
OGY法によるカオス制御を適用する可能性を探る。
本稿の構成は次のようになる。第2節でOGY法を紹介する。第3節で遺
伝的プログラミングについて概説する。第4節で代表的なカオスモデルに
対して，遺伝的プログラミングを適用したカオス制御の可能性を例示する。
第5節でまとめを行なう。
2 OGY法
関心のあるシステムの特性が二つあるとき (xおよびYとする），変量x
およぴYのt+l期における値 Yt+I= (Xt+I, Yt+1>は， t期の値 r1=(xゎYt)お
よぴパラメータμ により
Yt+ 1 = F (r1;μ) , t = 1 , 2 , 3… (1) 
の形で決定されるとする。 (1)式の関係より，初期値 Y1= (X1, Y1)が与えられ
ると乃が決まり，この値より Y3が……，という形で次々と値が決定される。
Fをマップと呼ぶ。ここで，μ は通常ある値μ。に設定されているが，ある
狭い区間内(μ。一C氾o+c)で任意に設定可能とする (c>O)。
カオス制御とは，マップFで記述されるシステム特性の動きh}がカオ
ス的な振る舞いを示すとき，制御パラメータμ をある一定の範囲内で変更
することによって{Yt}を安定状態へと導くことを意味する。
Ott, Grebogi and Yorke (1990)は，彼らの頭文字をとって OGY法と呼
ばれるカオス制御法を提案した。 OGY法のアイデアは次のようになって
いる。カオスが生じているとき，マップの不動点には鞍点となっているも
のがあり，これは不安定である。よってこの不動点の周りには，不動点に
流れ込もうとする軌道（安定軌道）と不動点から離れようとする軌道（不
遺伝的プログラミングを用いたカオス制御（荒木） (475) 103 
安定軌道）が存在する（図 1参照）。カオス運動を行なう中で， Ytが不動点
に充分近くなったとき，この安定軌道に乗るようにフィードバック制御を
かけてすこしずらしてやると，自然と不動点の方向に近づいていく。しか
し， Ytはやがて不安定軌道に乗って不動点から離れようとするが，この動き
に対しては望ましい軌道に乗り続けるように繰り返し摂動を与えてやれ
ば，不動点に留まらせることができる。
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図1 OGY法のイメージ (a)エノンマップのアトラクタ (b)OGY法の模式図
OGY法をもう少し数学的に見ると次のようになる (Ottet al. 1990, 井
上・秦 1999参照）。戸をマップF(rt;μ。)の不動点とする。すなわち，戸は
rf=F(rf;μ。)
を満たす。 Yt+1=F (re;μ)を(rf,Jio)のまわりでテイラー展開すると，
Yt+l -r乍 A(r1-ri) +w (μ —µ。) (2) 
となる。ここでAは，マップF(rt;μ)のヤコビアンの値を(r,μ) = (rf, Jio) 
において評価したもの，すなわち
aF(r;μ) aF(r;μ) A{ aFf:;μ) a/?;μ) l 
ax ay (r = rf, μ= J.o) 
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で， Wは同様にパラメータμ に関する偏微分を評価したもの：
w= [ aF(r;μ)) 
aμ(r=戸，μ=叫
である。
2X2行列Aが二つの固有値ふ， il.2を持ち，片方の固有値の絶対値が1
より小さく，もう片方のそれが1より大きくて，戸が不安定な不動点なら，
それは鞍点である。 li;I<1なる固有値を入s, li;I >1なる固有値を入Uと
あらわし，これらの固有値に対応する長さ 1の固有ベクトルを es=(esl, 
e82) Tおよびeu=(eu1, e四Vとする（ベクトルの右肩の Tはベクトルの転置
を意味する）。このとき，
ls・eu= fu• es=O, ls・es= fu・e戸 1 (3) 
なる行ペクトルIs,fu (反変基底という）が存在し，特にfuは
fu= [ e82 ―es1 
euies2-es1紐 'eu1es2-es1e四）
となる。行列Aはこれらを用いて A=入ue.fu十入seslsと表現することができ
る。以下，
ort= rt-rf, oμt=μt―知 (4) 
とすると， (2)式は
釘t+I~(,lueふ＋入.eJs)o'Yt + w如 (5)
となる。 (5)式の両辺に対してfuとの内積をとり， (3)式を適用すると，
となる。
fuart+l~fuU,、eふ＋入sesfs) 飢+fuWaµt
= lufuare + fuWOμt (6) 
t+I期にfu仇 +1=0となるように t期のパラメータの値μtを設定する
と，
i.必飢+Ju狐加=O
の関係から， fuWキ0ならば， μtを
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ふ、＆ヽ1=-—fuぷtfuw (7) 
とすればダイナミクスを不動点に導くことができるはずである。
以上より，制御方式 {μ1}を， 0μ1が充分0に近いときに(7)式のフィード
バックを適用し，そうでない場合は適用しない（つまり， 8μtを0とする）
とすればカオスコントロールが可能となる。すなわち，ある小さな e>Oに
対して
μt= 
{ J.lo, if I如,~E
J.lo+如， ifI如 I<e 
とする。
3 遺伝的プログラミング
遺伝的プログラミングは，選択や交差，突然変異といった遺伝操作を用
いて，プログラムの集団を特定の問題を解くプログラム集団へと進化させ
ようというものである。 Koza(1992)は“正しい”プログラムを自動的に生
成する問題から出発して遺伝的プログラミングという最適探索手法を発展
させた。プログラムは本質的には関数と考えることができるので，遺伝的
プログラミングでは進化する集団は関数の集まりと考えてよい。
コンピュータ言語の一つである LISPではプログラムをS式と呼ばれる
もので表現する。 S式は一般には（関数 式r・式n)という形を持つ。 S式
を構成するのは関数記号（たとえば，＋，―， X'-,-等）および論理演算
(ANDや OR等），終端記号（変数や定数等）である。関数記号と終端記
号を総称してノードという。上記の式心：終端記号でも S式でもよい。たと
えばμーが+0.3yという演算は，関数記号{-,x,+}と終端記号{μ,x, 
0.3, y}から構成されており， S式を用いて
(+ (-μ(X Xx)) (X 0.3 y)) (8) 
と表記できる。 S式と同値な表現としてグラフの木構造がある。たとえば，
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図2 μ-x2+D.3yの木構造表現
(8)式に対応する木構造は図 2のようになる。
関数記号と終端記号をうまく選択し，問題の解を S式や木構造で定義す
ることにより，遺伝的プログラミングを用いて様々な問題にアプローチす
ることができる。例えば本稿で利用する手法は，遺伝的プログラミングの
一分野であるシンポリック回帰と呼ばれるものである。それは，一組の入
カー出力関係のデータDから，そのデータを生み出す関数形およびそれで
必要とされる関数記号・終端記号自体を推定する手法である。具体的な手
順は以下のようになる (Koza1992参照）。
まず，初期化のステップとして，大きさ nの解の集団 GPo= {gp;o, i = 
1, . , n}をランダムに発生させる。各gp;oが，データが持つ入出力関係を
説明する関数の候補であるが，ランダムに生成しているため当然ながらそ
のパフォーマンスは悪い。この初期集団を以下の手順に従って進化させて
いく。
t期における大きさ nの解の集団 GPt={gp;t, i=l, …, n}の各要索gpit
に対してデータDを適用し，適合度At=!(gp;t, D)を評価する。求めた適合
度や他のパラメータに基づいて GPtの要素に遺伝的操作を適用し，次世代
の集団 GPt+lへと進化させる。基本的な遺伝的操作には，選択・交差・突然
変異がある。
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選択は次世代に残す個体の選択である。通常，適合度に比例して次世代
の個体を再生する。たとえば，適合度htを持つ個体 gpit を， /;1/~んの確率
i=l 
で再生すればよい。これにより，適合度の高い個体が次世代の集団の中に
多く生き残ることになる。しかし，再生のみでは，局所的な解に陥る可能
性があるので，さらに交差や突然変異といった操作を適用し，ある程度の
攪乱を与えることにより，グローバルな最適解に到達することを保証しよ
うとする。交差は一組の解の候補gpitおよびgpjtの木構造の枝部分の交換
である（図 3参照）。 g加およびgpjtに対して，交差を行うか，どの位置で行
?
図3 交差の例 (a)親：μ一炉+D.3yとxy+y/4 (b)子供： y/4+0.3yとxy+μ-x2
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図4 突然変異の例：μーx2+0.3yから μ-x2+0.3xへの突然変異
うかはある確率で決定する。また，突然変異はノードの変更であり，ある
変異率のもとで関数記号や終端記号を他のそれらに変異させる操作である
（図4参照）。
一定の世代または一定の基準を満たすまでこれらの遺伝的操作を繰り返
し適用し， GPtを進化させていく。進化のステップの中で，適合度が非常に
高い個体を含む解の集団 GPtが生み出されることが期待される。最終的に
得られた集団の中で最も適合度が高い個体をデータDに対する回帰式とし
て採用する。
シンポリック回帰では，関数形を全く仮定することがなく，非常に柔軟
なノンパラメトリック回帰を行うことが可能となる。
4 コンピュータ実験
代表的なカオスモデルであるエノンマップ (Henonmap)を取り上げ，
カオス制御に遺伝的プログラミングを適用する可能性を探る。カオスダイ
ナミクスを発生させるマップFの形が未知のとき OGY法を用いて直接力
オスを制御することはできない。そのため先ず，時系列データを用いて遺
伝的プログラミングによるシンポリック回帰を行い，マップの推定式Fを
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求める。次にFを用いて OGY法を適用するという方式を考える。FがFに
充分近ければ推定したマップを用いたOGY法でもカオスをうまく制御で
きることが期待される。
4 .1 エノンマップ
エノンマップは次式で記述される 2次差分方程式系である。 I)
Xt+1=μ-x'f+0.3yt 
Yt+1 =x, 
(9a) 
(9b) 
μ は制御パラメータで，通常は特定の値（仰）にセットしておくが，ある小
さな範囲で任意に設定が可能とする。2)μ=μ。およぴ初期値 r1=(0.5, -
0.8)に対するエノンマップの時系列 {x,}は，カオス的振る舞いを示す（図
5参照）。カオス制御は，μの値を設定可能な範囲内で調整することにより
この動きを安定化することを目的とする。
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図5 エノンマッブのダイナミクス
100 200 250 300 
マップの形が既知，すなわち(9)式が既知の場合は，以下のようにして
OGY法を直接適用することができる。まず，連立方程式：
1)ここではShinbrotet al.(1993)で扱われた形を利用する。
2)以下，即=1.4とし, Iμ-μ。I<0.01とする。これは，通常値(μ。=1.4)の5%の
範囲内でμの値を変更することが可能であることを意味する。
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メ=/Jo―（砂吐0.3yf
yf=xf 
を解くことにより，エノンマップは二つの実不動点 (0.883896,0.883896)
および (-1.58390, -1. 58390)を持つことがわかる。ヤコビアンAおよぴ
Wは
吋―2x 0.3] = -1. 76779 
1 0 (x=0.883896) [ 1 
w=(l,0) 
であり，行列Aの固有値およぴ固有ベクトルは
,l I= 0 .155946, e1 = (0 .154084, 0, 988058) T 
,l 2=-l. 92374, e2 = (-0 .887282, 0 .461228) r 
となる。 I ,l」<l(IA2l>l)に対応するベクトルが不動点の安定（不安定）
――????
方向を定めるので，以後， 81をes, I½ をeu, A.1をふ，入2を入uと表記する。
叫こ対する反変基底fuは
fu= (-1.04253, 0.162578) 
なので，制御パラメータは，
入
如＝一ーJuart
fuw 
= -1. 84526{ -1. 04253 (xt -0. 883896) + 0 .162578 (yt -0. 883896) } 
(10) 
となる。よって，制御方式を，ある小さな e>Oに対して
知={μ。―xt+o.3yt,if I 如l~e
J.lo+aμ 戸 xl+O.3yt, if I 0: 叫 <e
Y1+1 =x1 
とする。たとえば， c=0.07としてこの制御方式を適用した場合，工ノンマ
ップの振る舞いは図 6(a)のようになる。なお，実験で制御を開始したのは
t=lOO期であり，また， t=ZOO期に制御を停止している。
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4.2 結果
コンピュータ実験における遺伝的プログラミングの主要なパラメータを
次のように定める。まず，利用する関数記号の集合として
{ +,ー，x,+,自然対数(In),指数関数(exp),平方根(sqrt)}
を用いる。プログラム集団数は 5で，各集団の大きさは200とする。3)よっ
て，各世代で計1000のプログラムを進化させることになる。また，交差確
率は0.9,変異確率は0.03であり，適合度として平均二乗誤差の関数を用い
る。
初期値を（ふ， Y1)= (0.5, -0.8)として， (9)式の差分方程式系を用いてデ
ータを80個発生させた。その際，データにμの値の情報を入れるために制
御可能な範囲で8回変更している。この80期までの少数のデータを用いて
遺伝的プログラミングによるマップFの推定を行った。この学習によって
発見された関係Fは次である。
Xt+1 =μ-1. QQlQQx'f+Q.31863yt 
Yt+1 =xt 
(lla) 
(llb) 
先ず，マップFの真の不動点 rf=(0. 883896, 0. 883896)が既知の場合を
考える。 (1)式に対するAおよびWは
A=[―1. :6956 0.3~863] 
w= (1,0) 
となり，これらに対する固有値および固有ベクトルは，
入s=0.164727,es= (0 .162537, 0. 986702)7 
入u=-1. 93429,eu= (-0 .88831, 0. 459244) T 
である。固有ベクトル euに対応する反変基底fuは
3)遺伝的プログラミングの実行にはパーソナルコンピュータ上でSDI社 (System
Dynamics International, Inc.)のソフトウェア "e"を用いた。 "e"は同時に複
数のプログラム集団を進化させることができるという特徴を持つ。
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図6 OGY法によるエノンマッブのカオスコントロール
(a)マッブFが既知の場合 (b)推定したマップPと真の不動点 rfを用いた場合
250 300 
(c)推定したマップPおよぴ不動点 ('fを用いた場合
各， t=100で制御を開始し， t=200で制御を停止している。
fu= (-1. 037387, 0 .170886) 
となるので，推定したモデルFに基づく制御方式は
ふ、
cSμt=-―fucSrt 
fuw 
= -1. 864579 { -1. 037387 (久:t -0. 883896) + 0 .170886 (yt -0. 883896) } 
(12) 
となる。これによる制御結果を図6(b)に示す。なお，制御の開始時点およ
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図7 OGY法によるエノンマップのカオスコントロール：マップFが既知の場合の振
る舞いふと推定したマップPと真の不動点 rfを用いた場合の振る舞いぷの差
-4 0 50 100 200 250 300 
の時系列プロット。
び停止時点は前と同様である。 Fを用いた場合もうまく制御することがで
きている。図 6の(a)と(b)を比較すると，ほとんど同じように見えるが，こ
れらの差をプロットしてみると少し異なることがわかる（図 7参照）。特に，
t =100の制御開始直後の動きが微妙に異なっている。
次に，真のモデルの不動点も未知の場合を考える。このとき， Fから推
定した不動点戸を用いる必要が生じる。不動点は (0.89028, 0. 89028)と
(-1. 57097, -1. 57097)の2つである。 AおよびWは
~l. 78234 0. 31863 
A=[ 1 。Jw= (1.0) 
となり，これらに対する固有値および固有ベクトルは，
入s=0.16373,es=(0.161579, 0.98686)T 
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図8 エノンマップのコントロールパラメータ ctμ,の時系列。推定したマップFおよび
不動点 f澤リ用（図 6の(c)に対応）。
入u=-1.94607,eu=(-0.889443, 0.457046)7 
となる。 euに対応する反変基底fuは
fu=(一1.03705,0.169796) 
と求まるので，推定したモデルFぉよび不動点 ffに基づく制御方式は
oμt = -1. 87655 { -1. 037048 (xt -O. 89028) + O .169796 (yt-0. 89028) } (13) 
である。 (13)式を用いた制御結果を図 6(c)に示す。この場合もカオスをうま
く制御することができた。図 6(aXb)との違いは制御停止後の振る舞いであ
る。不動点を推定したモデルから求めた場合，制御停止後すぐにカオス状
態に戻っている。それに対して，真のモデル，または推定したモデル・真
の不動点を用いて制御した場合は，制御停止後もしばらく制御された状態
遺伝的プログラミングを用いたカオス制御（荒木） (487) 115 
を保っている。なお，今の場合の制御パラメータ aμtの動きを図 8に示して
おく。
5 おわりに
本稿では，カオスを生み出すモデルが未知のときに，遺伝的プログラミ
ングを用いてデータよりモデルを推定し，推定したモデルに基づいてカオ
ス制御法 (OGY法）を適用することを考えた。代表的なカオスモデルであ
るエノンマップに適用した場合，この制御方式がうまく機能することがわ
かった。これにより，意思決定者は，カオスを生み出すモデルが未知の場
合でも，少数のデータに基づいてカオスを制御することができ，予測可能
性を獲得することが可能となる。残された課題としては，経済・経営シス
テムにおけるもっと複雑なカオスモデルに対して，遺伝的プログラミング
を用いたOGY法がうまく機能するかどうかがある。これは追って報告し
たい。
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