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We theoretically study topological planar Josephson junctions (JJs) formed from spin-orbit-
coupled two-dimensional electron gases (2DEGs) proximitized by two superconductors and subjected
to an in-plane magnetic field B‖. Compared to previous studies of topological superconductivity
in these junctions, here we consider the case where the superconducting leads are narrower than
the superconducting coherence length. In this limit the system may be viewed as a proximitized
multiband wire, with an additional knob being the phase difference φ between the superconducting
leads. A combination of mirror and time-reversal symmetry may put the system into the class
BDI. Breaking this symmetry changes the symmetry class to class D. The class D phase diagram
depends strongly on B‖ and chemical potential, with a weaker dependence on φ for JJs with nar-
rower superconducting leads. In contrast, the BDI phase diagram depends strongly on both B‖ and
φ. Interestingly, the BDI phase diagram has a “fan”-shaped region with phase boundaries which
move away from φ = pi linearly with B‖. The number of distinct phases in the fan increases with
increasing chemical potential. We study the dependence of the JJ’s critical current on B‖, and find
that minima in the critical current indicate first-order phase transitions in the junction only when
the spin-orbit coupling strength is small. In contrast to the case of a JJ with wide leads, in the
narrow case these transitions are not accompanied by a change in the JJ’s topological index. Our
results, calculated using realistic experimental parameters, provide guidelines for present and future
searches for topological superconductivity in JJs with narrow leads, and are particularly relevant to
recent experiments on InAs 2DEGs proximitized by narrow Al superconducting leads [A. Fornieri
et al., Nature (London) 569, 89 (2019)].
Majorana zero modes (MZMs) [1–9] are not only of
fundamental interest but can also be used as the building
blocks for a fault tolerant quantum computation [10, 11].
These MZMs exist in the vortex core of two-dimensional
(2D) topological superconductors (TSCs) [12, 13] or at
the edge of 1D TSCs [14]. The theoretical proposals
on TSCs [13–20] have triggered a tremendous amount
of experimental effort to realize TSCs in different plat-
forms ranging from 1D nanowires [21–41], topological in-
sulators [42, 43], and ferromagnetic atomic chains [44–
47]. Recently, a two-dimensional electron gas (2DEG)
with strong spin-orbit coupling (SOC) and proximitized
by two spatially separated superconductors (SCs), thus
forming a Josephson junction (JJ), was proposed as a
new platform to engineer TSCs [48, 49]. Compared to
the other setups, this system has the advantage of being
able to be tuned into a TSC by changing not only the
strength of the applied magnetic field but also the super-
conducting phase difference φ across the JJ [48, 49]. Re-
cent experiments [50, 51] using this setup have observed
some evidence of Zeeman- and phase-tunable topologi-
cal superconductivity in form of zero-bias conductance
peaks.
In the presence of a symmetry which is a product of the
mirror and time-reversal symmetries [48, 49], the topo-
logical planar JJ belongs to the symmetry class BDI in
the tenfold classification [52, 53], characterized by a Z
topological invariant QZ. This invariant corresponds to
the number of MZMs at the junction’s end. Breaking
this symmetry changes the symmetry class to D with
a Z2 index. For JJs with SCs whose width WSC is
much larger than the coherence length ξ (as studied in
Refs. [48, 49, 54]), the class BDI and D phase diagrams
have a weak dependence on the chemical potential but
depend strongly on both the Zeeman field and φ [48].
Moreover, if φ is not externally controlled, then as the
Zeeman field is varied the system undergoes a first-order
topological phase transition (TPT) where the phase of
the ground state jumps from φ ≈ 0 (trivial) to φ ≈ pi
(topological) or vice versa. This phase jump [48, 55–
57] is accompanied by a minimum in the critical current
which can be used as an experimental probe for the TPT.
Motivated by recent experiments on InAs 2DEGs prox-
imitized by narrow Al SCs [50], in this Rapid Commu-
nication we study the topological superconductivity in
planar JJs with narrow SCs (WSC < ξ), (see Fig. 1). We
further examine the relation between this system and a
1D multiband nanowire TSC [58, 59]. We establish nu-
merically and analytically that the class D phase diagram
depends strongly on the in-plane magnetic field B‖ ap-
plied along the junction, but only weakly on the super-
conducting phase difference φ. This is due to the presence
of multiple normal reflections that originate from the in-
terfaces of the SC leads with the vacuum. Furthermore,
the normal reflections make the phase diagram more sen-
sitive to the 2DEG chemical potential. In contrast, the
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FIG. 1. (a) A JJ made of two narrow SC leads in con-
tact with a 2DEG. By applying an in-plane Zeeman field
EZ,|| = gµBB||/2 parallel to the JJ and a superconducting
phase difference φ, the system can be tuned into a TSC sup-
porting MZMs γ. (b) Class D and (c) class BDI phase dia-
grams as functions of EZ,|| and φ. Regions with odd and even
QZ topological index in the class BDI [(c)] correspond respec-
tively to the topological (QZ2 = −1) and trivial (QZ2 = 1)
regions of the class D [(b)]. The phase diagrams are obtained
from numerical simulations performed using the Kwant pack-
age [60] of a tight-binding version of Eq. (1) (see Sec. I of
Ref. [61]). The parameters used correspond to the experimen-
tal parameters of recent experiments on InAs 2DEGs [50], i.e.,
m∗ = 0.026me, α = 0.1 eVA˚, µ = 0.6 meV, ∆ = 0.15 meV
[ξ = ~vF /(pi∆) = 126 nm], W = 80 nm, and WSC = 160 nm.
BDI phase diagram is strongly dependent on both B‖ and
φ. Crucially, it exhibits a “fan”-shaped region emerging
from φ = pi at B‖ = 0 where the BDI phase boundary
lines diverge away from φ = pi linearly with B‖. The
number of distinct BDI phases in the fan increases with
increasing chemical potential µ as there are more occu-
pied subbands for a larger µ. In addition, the critical
current through the junction has minima as a function
of B‖. These minima correspond to discontinuous tran-
sitions of the value of φ that minimizes the free energy.
However, unlike the case of wide SC leads, here these
transitions are not necessarily accompanied by a change
in the topological index.
The Hamiltonian for the planar JJs [Fig. 1(a)] in the
Nambu basis Ψkx = (ψkx,↑, ψkx,↓, ψ
†
−kx,↓,−ψ
†
−kx,↑)
T is
H = 12
∫
dkx
∫
dyΨ†kx(y)Hkx(y)Ψkx(y) where
Hkx(y) =
(
~2(k2x − ∂2y)
2m∗
− µ
)
τz + α(kxσy + i∂yσx)τz
+ EZ,||σx + ∆(y)τ+ + ∆∗(y)τ−,
(1)
with ψkx,↑/↓(y) being the annihilation operator of an
electron with spin ↑ / ↓ and momentum kx. Through-
out most of this Rapid Communication, we assume the
JJ to be infinitely long. The Pauli matrices τ and σ
act in particle-hole and spin spaces, respectively, and
τ± = (τx± iτy)/2. Here, m∗ is the effective electron mass
in the 2DEG, µ is the chemical potential, α is the Rashba
SOC strength, and EZ,|| = gµBB‖/2 is the Zeeman en-
ergy due to the applied in-plane magnetic field B‖. The
proximity-induced pairing potential in the 2DEG is [see
Fig. 1(a)]
∆(y) =

∆e−iφ/2 for −(WSC +W/2) < y < −W/2,
0 for −W/2 < y < W/2,
∆eiφ/2 for W/2 < y < WSC +W/2.
(2)
The Hamiltonian in Eq. (1) anticommutes with the
particle-hole operator P = σyτyK, where K denotes
complex conjugation. When EZ,|| = 0 and φ = 0 or
pi, the Hamiltonian commutes the standard time-reversal
operator T = −iσyK (where T 2 = −1) and thus it be-
longs to the symmetry class DIII [52, 53]. It also com-
mutes with the mirror operator along the x-z plane, i.e.,
My = −σy × (y → −y). While the T and My sym-
metries are broken when EZ,|| 6= 0 and/or φ 6= 0, pi,
the Hamiltonian remains invariant under the product
T˜ = MyT = iK × (y → −y) [48]. Since T˜ 2 = 1, the sys-
tem belongs to the class BDI. The presence of T˜ and P
symmetries implies that the Hamiltonian anticommutes
with the chirality operator C˜ = −iP T˜ = Myτy. Breaking
the T˜ symmetry reduces the symmetry class from BDI
to D.
To obtain the phase diagrams, we calculate the topo-
logical invariant following Ref. [62]. Since the chirality
operator obeys C˜2 = 1, it has eigenvalues ±1. In the
basis where C˜ is diagonal, the Hamiltonian is block off-
diagonal (since {C˜,H} = 0). The Z topological invari-
ant (QZ) of the class BDI is calculated from the phase
of the determinant of the off-diagonal part. The wind-
ing of this phase from kx = 0 to kx = 2pi gives QZ.
The Z2 index of class D is simply the parity of QZ, i.e.,
QZ2 = (−1)QZ [14, 62].
Figure 1(b) shows the class D phase diagram of a JJ
with narrow leads (WSC . ξ), calculated numerically.
The phase diagram shows a sequence of TPTs from the
trivial (QZ2 = 1) to topological (QZ2 = −1) phases. Con-
trary to the case of wide SC leads [48], the phase bound-
aries depend only moderately on φ. As WSC becomes
smaller, the strength of normal reflections from the SC
edges increases resulting in a weaker dependence of the
class D phase boundaries on φ [63] and the physics crosses
over to that of the 1D multiband nanowire TSC [58, 59].
The BDI phase diagram [Fig. 1(c)], on the other hand,
depends strongly on both EZ,|| and φ. For EZ,|| = 0, the
BDI topological invariant is QZ = 0, except at φ = pi
where the gap closes. As EZ,|| increases, the gap closing
point expands into a fan-shaped region containing phases
with different values of QZ.
These features of the phase diagram can be under-
stood qualitatively as follows. Phase transitions where
QZ2 changes require gap closings at kx = 0, while transi-
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FIG. 2. BDI phase diagrams as functions of Zeeman field EZ,|| and superconducting phase difference φ for different chemical
potentials: (a) µ = 0.6 meV, (b) µ = 4.4 meV, and (c) µ = 8.4 meV. The phase boundary lines inside the fan-shaped region
emanate from φ = pi and EZ,|| = 0 with slopes which are linearly proportional to EZ,|| and decrease with increasing µ. The
parameters used are the same as in Fig. 1.
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FIG. 3. (a) Fermi surfaces of the 2DEG. An applied magnetic
field along x shifts the two spin-orbit split Fermi surfaces (la-
beled by η1 = ± for the outer and inner Fermi surface) oppo-
sitely along ky. The arrows show the spin orientation on the
Fermi surfaces. The Zeeman field tilts the spin-orientation an-
gle towards its direction. (b) Energy spectrum of an infinitely
long 2DEG with a finite width. Each nth band consists of two
subbands labeled by m = ±, denoting the eigenvalues of the
mirror operator My. We label the gap ∆
m
n by the band index
n and the mirror eigenvalue m = ±1 of the right-moving state
kFn > 0.
tions with an even change in QZ occur as a consequence
of gap closings at the Fermi wave vector, kx = ±kF . In
the limit where ξ WSC, the system can be treated as a
multiband nanowire [58, 59], with an induced gap that is
smaller than the energy spacing between subbands. For
generic values of µ, the spectrum at kx = 0 is gapped
for all φ, and therefore the phase diagram depends only
weakly on φ. This situation changes at special values of
µ and EZ,||, where the chemical potential enters a new
subband (see Sec. II of Ref. [61] for details). Indepen-
dently of µ, a gap closing occurs at kx = ±kF for φ = pi
and EZ,|| = 0. This gap closing occurs as a consequence
of the mirror symmetry, where the effective induced gap,
which is a spatial average of the gap of two symmetric
SC leads, vanishes for φ = pi and EZ,|| = 0.
As shown in Fig. 2, the gap closing point at φ = pi
and EZ,|| = 0 expands into a fan-shaped region in the
phase diagram with phase boundaries which move away
from φ = pi with slopes which are linearly proportional
with EZ,|| and decrease with increasing µ. To under-
stand this fan, in the following we derive analytically the
dependence of the superconducting gap in a given sub-
band n on EZ,|| and φ. For simplicity, we work in the
limit where ∆, EZ,||  αkF  µ. The dispersion of the
2DEG, shown in Fig. 3(a), exhibits two concentric cir-
cular Fermi surfaces. SOC locks the spin orientation to
the momentum, such that the outer and inner Fermi sur-
faces (labeled by η1 = ±1) have different in-plane spin
orientations. When a Zeeman field is applied, the spin
tilts towards the Zeeman field direction. Moreover, to
the leading order in EZ,||/(αkF ) the Zeeman field also
shifts the two Fermi surfaces uniformly along ky in the
opposite direction by EZ,||/(~vF ) [see Fig. 3(a)].
We now take into account the finite size of the system
in the y direction. We denote the transverse wave func-
tions of the normal Hamiltonian (∆ = 0) by ϕmn,kFn ,s(y),
where n is the band index, s =↑, ↓, and we label each
subband according to the My eigenvalue (m = ±) of the
state at kx = +kFn in the limit EZ,|| = 0 [see Fig. 3(b)].
A weak Zeeman field mixes the two mirror eigenvalues
and opens a gap at kx = 0 but does not strongly af-
fect the wave functions at kx = kFn , such that we may
keep using the ± labeling of the subbands. The walls at
y = ±(W/2 +WSC) mix states with different values of η1
(see Sec. III of Ref. [61] for the explicit expression of the
wave function).
Proximitizing the 2DEG with SCs induces intraband
pairing potentials ∆±n [see Fig. 3(b)]; In the limit WSC <
ξ, we may neglect the interband matrix elements of the
pairing potential. The pairing potentials ∆±n can be ob-
tained from the first-order degenerate perturbation the-
ory, and are given by (see Sec. IV of Ref. [61])
∆±n =
1
WSC +W/2
∫
dy∆(y)Gn(y)F
±
n (y), (3)
4where
Gn(y) = sin
2
[
npi(y +WSC +W/2)
WSC +W/2
]
, (4a)
F±n (y) = ϕ
±∗
n,kFn ,↑(y)ϕ
∓∗
n,−kFn ,↓(y)− (↑↔↓). (4b)
To the leading order in Zeeman energy, the intraband
pairing potential for the nth band is
∆±n = ∆
WSC
2WSC +W
[
(1 +An) cos
(
φ
2
)
+
EZ,||
αkFn
(Bn ± Cn) sin
(
φ
2
)]
, (5)
where An is a function of kFn , W and WSC, while Bn
and Cn are functions of α, vFn , kFn , W , and WSC [see
Eqs. (S-53) and (S-54) in Ref. [61]]. The zeroth-order
term of the gap in the Zeeman energy can be understood
intuitively as follows. For JJs with narrow SCs (WSC 
ξ), electrons undergo multiple normal reflections from the
edges of the SCs before they can be Andreev reflected.
As a result, the gap is the average of the left and right
superconducting gaps, i.e., ∆±n ∝ ∆(e−iφ/2 + eiφ/2)/2
which vanishes at φ = pi. This gap closing also follows
from the fact that the Hamiltonian respects the mirror
and time-reversal symmetries at φ = pi for EZ,|| = 0
which implies that F±n (y) = F
±
n (−y) [see Ref. [61] for
details]. Since F±n (y) and Gn(y) are even functions of y
while ∆(y) is an odd function, ∆±n = 0 at φ = pi and
EZ,|| = 0 [see Eq. (3)].
Expanding Eq. (5) around φ = pi, we have the gap-
closing points moving away from φ = pi by
δφ±n =
2
(1 +An)
EZ,||
αkFn
(Bn ± Cn). (6)
Thus, inside the fan in the BDI phase diagram, the gap
closing lines of each subband move away from φ = pi with
slopes which are inversely proportional to kFn (see also
Fig. 2). Since these are gap closings at kx = ±kFn , they
are accompanied by changes in QZ by ±2, but do not
affect QZ2 .
As EZ,|| increases, the fan of BDI phase boundaries in-
tersects the class D phase boundary where QZ2 changes.
As seen in Fig. 2, at each of these intersections, either
three or four different phases meet. The four-phase inter-
section points signify simultaneous gap closings at both
kx = ±kFn and kx = 0. The three-phase intersection
points happen when two gap closings at kx = ±kFn are
moved by varying EZ,|| and φ, merge at kx = 0, and get
lifted (see Sec. V of Ref. [61] for details).
The BDI symmetry can be broken by applying a trans-
verse in-plane magnetic field (along y), disorder that
breaks the mirror symmetry, or if the two SCs have differ-
ent gaps or different widths. Applying a transverse Zee-
man field tilts the spectrum, which reduces the gap and
results in gapless regions (see Sec. VI A of Ref. [61]). On
the other hand, the gap-closing points at kx = ±kFn are
lifted when the BDI symmetry is broken by disorder [64]
or an asymmetry of the left and right SCs [48, 49, 61].
Breaking the BDI symmetry also results in the hybridiza-
tion of MZMs residing at the junction’s end, leaving
either zero or one MZM at each end (see Sec. VI of
Ref. [61]). We note that the exact BDI symmetry for
planar JJs is preserved as long as the left-right symme-
try is not broken, independent of the ratio of W and WSC
to the spin-orbit length [`SO = ~2/(m∗α)]. On the other
hand, for the case where the left-right symmetry is bro-
ken, there is a transition from a class D to an approximate
BDI symmetry when W +WSC drops below `SO, similar
to the nanowire case [62, 65].
Next, we calculate the Josephson current (see Sec. VII
of Ref. [61] for details),
I(φ) =
2e
~
dF
dφ
= −4e
~
∑
j
tanh
(
Ej
2kBT
)
dEj
dφ
, (7)
where F is the free energy of the system, T is the tem-
perature, and Ej are the eigenvalues of the Hamiltonian.
The critical current is
Ic = max
φ
I(φ). (8)
Figure 4 shows Ic and I(φ) as a function of EZ,|| for a
JJ with narrow leads at temperature T = 0.3∆/kB, and
for two different values of α. The critical current oscil-
lates as a function of EZ,|| with an amplitude that decays
with EZ,||. For small α, e.g., α = 0.1 eVA˚ [Figs. 4(a)
and 4(c)], at the critical Zeeman field where the critical
current exhibits a minimum, the phase at which the free
energy is minimal changes from φ ≈ 0 to φ ≈ pi. Unlike
JJs with wide SCs [48], this phase jump does not neces-
sarily imply a TPT due to the weak dependence of the
class D TPT on φ [Fig. 2(c)]. For larger values of SOC,
e.g., α = 1 eVA˚ [Figs. 4(b) and 4(d)], the critical cur-
rent exhibits a minimum with a shallower depth and at
a larger critical Zeeman field. This minimum, however,
is not accompanied by a discontinuous change of φ that
minimizes the free energy. To understand this, we can
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FIG. 4. Upper panel: critical current Ic as a function of Zee-
man energy EZ,|| for different SOC strengths: (a) α = 0.1
eV A˚ and (b) α = 1 eV A˚. Lower panel: Josephson current
as a function of φ and EZ,|| for (c) α = 0.1 eVA˚ and (d)
α = 1 eV A˚. Here, µ is the same as in Fig. 2(c), and the
temperature is T = 0.3∆/kB. For α = 0.1 eV A˚, Ic exhibits a
minimum at EcZ,|| ≈ 0.55 meV. The minimum of the critical
current does not coincide with the class D TPT, which occurs
at EZ,‖ ≈ 0.27 meV [see Fig. 2(c)]. As α increases, the min-
imum becomes more shallow [(b)]. For small α, there is an
abrupt shift by nearly pi in the current-phase relation I(φ) at
EcZ,||, while for large α, I(φ) has a gradual phase shift with
EZ,|| [see (b) and (d), respectively].
calculate the energy-phase relation of the junction per-
turbatively in ∆, for two different limits: αkFn  EZ,||
and αkFn  EZ,|| (see Sec. VII of Ref. [61]).
In conclusion, we have studied topological supercon-
ductivity in planar JJs with narrow SCs and how it
crosses over to the nanowire case. As the width of SC
leads gets narrower, the strength of normal reflections
from the SC edges increases, which renders the class D
phase diagram to depend strongly on the chemical po-
tential and more weakly on the superconducting phase
difference. On the other hand, the BDI phase diagram
is strongly dependent on the superconducting phase dif-
ference. Finally, we show that contrary to the wide lead
case, the minima in the critical current of JJs with nar-
row leads do not necessarily indicate TPTs. These re-
sults are directly relevant to recent experiments [50], and
elucidate the consequences of the BDI symmetry on the
phase diagram of these systems.
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8I. TIGHT BINDING HAMILTONIAN
The Hamiltonian of Eq. (1) can be written in the tight-binding form as
HTB = H0 +HSOC +HZ +H∆, (S-1)
where
H0 = (4t− µ)
Lx∑
i=1
2WSC+W∑
j=1
∑
s=↑,↓
ψ†i,j,sψi,j,s − t
∑
〈ij,i′j′〉
∑
s=↑,↓
[
ψ†i,j,sψi′,j′,s + H.c.
]
,
HSOC = iαR
∑
s,s′=↑,↓
Lx−1∑
i=1
2WSC+W∑
j=1
ψ†i+1,j,sσ
s,s′
y ψi,j,s′ −
Lx∑
i=1
2WSC+W−1∑
j=1
ψ†i,j+1,sσ
s,s′
x ψi,j,s′ −H.c.
 ,
HZ = EZ,||
Lx∑
i=1
2WSC+W∑
j=1
∑
s,s′=↑,↓
[
ψ†i,j,sσ
s,s′
x ψi,j,s′ + H.c.
]
,
H∆ = ∆e
−iφ/2
Lx∑
i=1
WSC∑
j=1
ψi,j,↑ψi,j,↓ + ∆eiφ/2
Lx∑
i=1
2WSC+W∑
j=WSC+W+1
ψi,j,↑ψi,j,↓ + H.c., (S-2)
with ψ†i,j,s (ψi,j,s) being the creation (annihilation) operator of an electron with spin s on site (i, j) where 1 ≤ i ≤
Lx and 1 ≤ j ≤ 2WSC + W . The hopping strength is denoted by t (for the numerical simulation in this Rapid
Communication, we use t = 14.6 meV) where t = ~2/(2ma2) with a being the lattice constant and the spin-orbit
coupling strength is denoted by αR where αR = α/(2a). The Zeeman field EZ,|| is along the x direction and is taken
to be uniform throughout the system. The proximity-induced superconductivity ∆ is nonzero only for 1 ≤ j ≤ WSC
and WSC +W + 1 ≤ j ≤ 2WSC +W .
In the limit where Lx →∞, the Hamiltonian can be Fourier transformed using ψkx,j,s = (Lx)−1/2
∑
i′ e
ikxi
′aψi′,j,s
as
HTB =
∫
dkx[H0(kx) +HSOC(kx) +HZ(kx) +H∆(kx)],
H0(kx) = [4t− (µ+ 2t cos(kxa))]
2WSC+W∑
j=1
∑
s=↑,↓
ψ†kx,j,sψkx,j,s − t
∑
〈j,j′〉
∑
s=↑,↓
[ψ†kx,j,sψkx,j′,s + H.c.],
HSOC(kx) =
∑
s,s′=↑,↓
2αR sin(kxa) 2WSC+W∑
j=1
ψ†kx,j,sσ
s,s′
y ψkx,j,s′ −
iαR 2WSC+W−1∑
j=1
ψ†kx,j+1,sσ
s,s′
x ψkx,j,s′ + H.c.
 ,
HZ(kx) = EZ,||
∑
s,s′=↑,↓
2WSC+W∑
j=1
(
ψ†kx,j,sσ
s,s′
x ψkx,j,s′ + H.c.
)
,
H∆(kx) = ∆e
−iφ/2
WSC∑
j=1
ψkx,j,↑ψ−kx,j,↓ + ∆e
iφ/2
2WSC+W∑
j=WSC+W+1
ψkx,j,↑ψ−kx,j,↓ + H.c. (S-3)
We use the tight-binding Hamiltonian HTB to calculate the phase diagram, gap, energy spectrum and Josephson
current. The numerical simulations on this tight-binding Hamiltonian are performed using the Kwant package [60].
II. DEPENDENCE OF CLASS D PHASE DIAGRAM ON THE CHEMICAL POTENTIAL AND
SUPERCONDUCTING PHASE DIFFERENCE
Figure S1 shows (a) class D boundary lines as functions of Zeeman field EZ,|| and chemical potential µ for two
different values of superconducting phase difference: φ = 0 and φ = pi and (b) class D boundary lines as functions
of Zeeman field EZ,|| and superconducting phase difference φ for several values of chemical potential µ. The class D
boundary lines separate the trivial phase at low Zeeman field from the topological phase at high Zeeman field. We
note that at EZ,|| = 0 and φ = pi, the gap closing points at kx = ±kFn,x , which signify a BDI phase transition, can
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Supplementary Figure S1. (a) Class D phase boundary lines as functions of chemical potential µ and Zeeman field EZ,|| for
two different values of superconducting phase difference: φ = 0 and φ = pi. (b) Class D phase boundary lines as functions of
superconducting phase difference φ and Zeeman field EZ,|| for different values of chemical potential µ. The phase boundary
lines separate the trivial region (QZ2 = 1) at lower Zeeman fields from the topological region (QZ2 = -1) at higher Zeeman
fields. The phase diagrams are calculated by computing the topological invariant (QZ2 = sgn[Pf(Hkx=piσyτy)/Pf(Hkx=0σyτy)])
following Refs. [14, 62]. The dependence on the superconducting phase difference φ [(b)] is stronger for the case where the
chemical potential enters a new subband, e.g., µ = 3.02 meV and µ = 4.08 meV [see (a)]. The parameters used are the same
as those used in Fig. 2 of the main text, i.e., m∗ = 0.026me, α = 0.1 eVA˚, ∆ = 0.15 meV, W = 80 nm, and WSC = 160 nm.
also coincide with the gap closing point at kx = 0 which signifies a class D phase transition. This happens when the
chemical potential enters a new subband [see the blue lines in Fig. S1(a) for µ = 3.02 meV and µ = 4.08 meV]. We
note that the zero critical field for φ = pi at these fine-tuned chemical potentials exist only when the BDI symmetry
is preserved. Breaking the BDI symmetry will move the critical field from zero to some finite values [50]. Since the
standard time reversal T is broken for φ away from pi, the gap opens and increases in magnitude as φ is tuned away
from pi. To close the gap at φ away from pi, a finite Zeeman field is required. As a result, the class D phase boundary
(as a function of φ and EZ,||) has a cusp at φ = pi and EZ,|| = 0 [as shown in Fig. S1(b) for µ = 4.08 meV]. The
dependence of the class D phase diagram on the superconducting phase difference becomes weaker when the chemical
potential is tuned away from this special point, i.e., when the band bottom of the occupied subband closest to the
chemical potential moves further away from the chemical potential [see Fig. S1].
In general, narrowing the SC leads makes the class D phase boundaries of a planar JJ depend more on the chemical
potential and less on the superconducting phase difference due to the enhancement of multiple normal reflections
from the interface of the superconductors with the vacuum. The narrower is the JJ, the greater is the amplitude of
the normal reflections. In the limit where the width is sufficiently narrow (WSC  ξ), the phase diagram of JJs with
narrow leads will be similiar to that of multiband nanowires [58, 59].
III. WAVE FUNCTION OF A RASHBA PARTICLE IN A STRIP
In order to derive the dependence of the superconducting gap on the phase difference and the Zeeman field, we
first calculate the wave function of a particle with Rashba SOC and Zeeman field in a strip of width Ly with infinite
potential walls. Due the confinement in the y direction, the energy spectrum consists of multiple bands where we
label each of them by an index n. In the following, we are going to work in the limit where ∆ EZ,||  αkFn  εFn
and solve for the wave function perturbatively in the Zeeman energy EZ,||.
As we consider a system which is translationally invariant along x (Lx →∞), we can write the wave function as
Φn(x, y) = e
ikxxϕn,kx(y), (S-4)
where ϕn,kx(y) = (ϕn,kx,↑(y), ϕn,kx,↓(y))
T are two-component spinors of the nth band. For the case of zero Zeeman
field, we have the Fermi wave vector for the nth band as kFn =
√
k2Fn,x + k
2
Fn,y
at E = εFn satisfying
εFn =
~2(kFn ∓ kSO)2
2m∗
, (S-5)
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where kSO = m
∗α/~2. The Fermi surface consists of two concentric circles with radius kFn,± = kFn ± kSO as depicted
in Fig. 3(a) of the main text. At fixed kFn,x , there are four values of kFn,y satisfying Eq. (S-5), which are denoted by
kFn,y,η1,η2 = η2kFn,y,η1 where η1,2 = ± and
kFn,y,± =
√
(±kSO +
√
2m∗εFn/~)2 − k2Fn,x . (S-6)
The subscripts η1 = + and η1 = − denote the outer and inner Fermi surfaces, respectively, while the subscript η2 = ±
denotes the sign of ky. Due to the spin-orbit momentum locking, the spin rotates along the Fermi surface with the
Rashba-induced spin-rotation angle θn,η1 given by
eiθn,η1 = η1
kFn,x + ikFn,y,η1
kFn,η1
. (S-7)
In the following, we are going to solve for the spinor ϕn,kFn,x (y) perturbatively in EZ,|| in the regime near EZ,|| = 0
where the fan in the phase diagram emerges. To the first order in the Zeeman energy, the spinor can be written as
ϕn,kFn,x (y) = ϕ˜n,kFn,x (y) + δϕn,kFn,x (y), (S-8)
where ϕ˜n,kFn,x (y) is the zeroth-order and δϕn,kFn,x (y) is the first-order perturbed wave function due to the Zeeman
energy. At EZ,|| = 0, the Hamiltonian commutes with the mirror operator My = −σy × (y → −y) and we can label
the zeroth-order spinor as ϕ˜mn,kFn,x (y) where m = 1 and m = −1 correspond to the even and odd eigenstates of the
mirror operator My, respectively:
Myϕ˜
m
n,kFn,x
(y) = mϕ˜mn,kFn,x (−y). (S-9)
Due to the confinement in the y direction, the spinor at momentum kFn,x is a superposition of four components,
with amplitudes corresponding to the spins at four different y Fermi momenta (±kFn,y,±) satisfying Eq. (S-6), i.e.,
ϕ˜mn,kFn,x (y) ≡
(
ϕ˜mn,kFn,x ,↑(y)
ϕ˜mn,kFn,x ,↓(y)
)
=
1
2
∑
η1,η2=±
amn,(η1,η2)e
iη2kFn,y,η1y
(
e−iη2θn,η1/2
−ieiη2θn,η1/2
)
, (S-10)
where amn,(η1,η2)(η1,2 = ±) are coefficients of each kFn,y mode. The coefficients amn,(η1,η2) are determined from the
boundary conditions:
ϕ˜mn,kFn,x (±Ly/2) =
(
0
0
)
, (S-11)
where the walls are at ±Ly/2 = ±(WSC + W/2). The number of coefficients can be reduced by using the mirror
reflection symmetry My = −σy × (y → −y). Since the spinor is either even or odd under reflection
Myϕ˜
±
n,kFn,x
(y) = ±ϕ˜±n,kFn,x (−y), (S-12)
we then have
a±n,(η1,η2) = ±a
±
n,(η1,−η2). (S-13)
The boundary condition [Eq. (S-11)] implies that the spinor [Eq. (S-10)] for the even mirror eigenstate obeys
a+n,(+,+)
a+n,(−,+)
= −
cos
(
kFn,y,−Ly−θn,−
2
)
cos
(
kFn,y,+Ly−θn,+
2
) = −cos
(
kFn,y,−Ly+θn,−
2
)
cos
(
kFn,y,+Ly+θn,+
2
) . (S-14)
The equation for the odd mirror eigenstate is identical to Eq. (S-14) except with cos replaced by sin:
a+n,(+,+)
a+n,(−,+)
= −
sin
(
kFn,y,−Ly−θn,−
2
)
sin
(
kFn,y,+Ly−θn,+
2
) = − sin
(
kFn,y,−Ly+θn,−
2
)
sin
(
kFn,y,+Ly+θn,+
2
) . (S-15)
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The above derivation for E > ESO (where ESO =
1
2m
2α2/~2 is the SOC energy) follows the derivation for E < ESO
given in the Appendix A of Ref. [67].
When Zeeman field is introduced, it shifts the center of momentum of the Fermi surfaces and tilts the Rashba-
induced spin-rotation angle towards the magnetic field direction [see Fig. 3(a) of the main text]. To the first order in
EZ,||, the change in the center of momentum of the inner (η1 = −) and outer (η1 = +) Fermi surfaces is given by
δkFn,y,η1 = −η1
EZ,||
~vFn,η1
. (S-16)
The Zeeman field rotates the Rashba-induced spin-rotation angle θn,η1 by
δθn,η1(kx) = sgn(kx)
η1EZ,|| cos θn,η1
α
√
(kFn,x)
2 + (kFn,y,η1)
2
= sgn(kx)
η1EZ,|| cos θn,η1
α(η1kSO +
√
2mεFn/~)
= sgn(kx)η1
EZ,||
αkFn,η1
cos θn,η1 .
(S-17)
To get a simple and compact analytical expression for the wave function, in the following we will focus on the regime
where αkFn  εFn where
kFn,y ≡ kFn,y,+ = kFn,y,−, (S-18a)
δkFn,y ≡ δkFn,y,− = −δkFn,y,+ =
EZ,||
~vFn
, (S-18b)
θn ≡ θn,+(kFn,x) = θn,−(kFn,x)− pi, (S-18c)
δθn ≡ δθn,+(kFn,x) = −δθn,−(kFn,x) =
EZ,||
αkFn
cos θn. (S-18d)
To the first order in Zeeman energy, the change in the spinor can be written as
δϕmn,kFn,x (y) =
1
2
∑
η1,η2=±
eiη2kFn,yy
[(
δamn,(η1,η2) − iη1amn,(η1,η2)δkFn,yy
)(
e−i(η2θn,η1 )/2
−iei(η2θn,η1 )/2
)
− iη1amn,(η1,η2)
δθn
2
(
e−i(η2θn,η1 )/2
iei(η2θn,η1 )/2
)]
,
(S-19)
where δamn,(η1,η2) is the first-order correction to the coefficients a
m
n,(η1,η2)
due to Zeeman energy.
To get the explicit form of δamn,(η1,η2), we impose the boundary condition on Eq. (S-19):
δϕmn,kFn,x (±Ly/2) =
(
0
0
)
. (S-20)
Solving for Eq. (S-20) and using the notation in Eq. (S-18), we then have
δamn,(++) =
amn,(++)δkFn,yLy cos(kFn,yLy) + a
m
n,(+−)δkFn,yLy cos θn − amn,(−+)δθn sin(kFn,yLy) + amn,(−−)δkFn,yLy sin θn
2 sin(kFn,yLy)
,
δamn,(+−) =
−amn,(+−)δkFn,yLy cos(kFn,yLy)− amn,(++)δkFn,yLy cos θn + amn,(−−)δθn sin(kFn,yLy)− amn,(−+)δkFn,yLy sin θn
2 sin(kFn,yLy)
,
δamn,(−+) =
−amn,(−+)δkFn,yLy cos(kFn,yLy) + amn,(−−)δkFn,yLy cos θn − amn,(++)δθn sin(kFn,yLy)− amn,(+−)δkFn,yLy sin θn
2 sin(kFn,yLy)
,
δamn,(−−) =
amn,(−−)δkFn,yLy cos(kFn,yLy)− amn,(−+)δkFn,yLy cos θn + amn,(+−)δθn sin(kFn,yLy) + amn,(++)δkFn,yLy sin θn
2 sin(kFn,yLy)
.
(S-21)
Substituting Eq. (S-13) into Eq. (S-21), we have
δa±n,(η1,−η2)(kx) = ∓δa
±
n,(η1,η2)
(kx). (S-22)
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From Eqs. (S-13), (S-14), and (S-15), we have for kx = kFn,x :
a+n,(++)(kFn,x) = a
+
n,(+−)(kFn,x) = sin
(
kFn,yLy − θn
2
)
, (S-23a)
a+n,(−+)(kFn,x) = a
+
n,(−−)(kFn,x) = − cos
(
kFn,yLy − θn
2
)
, (S-23b)
a−n,(++)(kFn,x) = −a−n,(+−)(kFn,x) = i cos
(
kFn,yLy + θn
2
)
, (S-23c)
a−n,(−+)(kFn,x) = −a−n,(−−)(kFn,x) = −i sin
(
kFn,yLy + θn
2
)
. (S-23d)
Substituting Eq. (S-23) into Eq. (S-21), we obtain for kx = kFn,x :
δa+n,(++)(kFn,x) = sin
(
kFn,yLy − θn
2
)
δkFn,y [cos(kFn,yLy) + cos θn] + cos
(
kFn,yLy − θn
2
)
[δθn sin(kFn,yLy)− δkFn,yLy sin θn],
δa+n,(−+)(kFn,x) = cos
(
kFn,yLy − θn
2
)
δkFn,y [cos(kFn,yLy)− cos θn]− sin
(
kFn,yLy − θn
2
)
[δθn sin(kFn,yLy) + δkFn,yLy sin θn],
δa−n,(++)(kFn,x) = i cos
(
kFn,yLy + θn
2
)
δkFn,y [cos(kFn,yLy)− cos θn] + i sin
(
kFn,yLy + θn
2
)
[δθn sin(kFn,yLy) + δkFn,yLy sin θn],
δa−n,(−+)(kFn,x) = i sin
(
kFn,yLy + θn
2
)
δkFn,y [cos(kFn,yLy) + cos θn]− i cos
(
kFn,yLy + θn
2
)
[δθn sin(kFn,yLy)− δkFn,yLy sin θn],
(S-24)
and we use Eq. (S-22) to obtain the remaining four coefficients.
To obtain amn,(η1,η2)(−kFn,x) and δamn,(η1,η2)(−kFn,x), let us derive the relation between these coefficients with their
counterparts amn,(η1,η2)(kFn,x) and δa
m
n,(η1,η2)
(kFn,x) at kx = kFn,x by using the time-reversal and mirror symmetries.
For EZ,|| = 0, the Hamiltonian commutes with the standard time-reversal operator T = −iσyK and the mirror
operator My = −σy × (y → −y). Under the standard time-reversal symmetry T , the spinor transforms as
T ϕ˜±n,kFn,x (y) = e
iλϕ˜±n,−kFn,x (y). (S-25)
We will fix the gauge to be λ = 0 so that the superconducting gap is real (see Sec. IV for a proof). Since {My, T} = 0,
we then have
My
(
Tϕ±n,kFn,x (y)
)
= −T
(
Myϕ˜
±
n,kFn,x
(y)
)
= −T
(
Myϕ
±
n,kFn,x
(y)
)
= ∓
(
Tϕ±n,kFn,x (−y)
)
. (S-26)
Eqs. (S-12), (S-25), and (S-26) imply that
ϕ∓n,−kFn,x (y) = Tϕ
±
n,kFn,x
(y), (S-27a)(
ϕ˜∓n,−kFn,x ,↑(y)
ϕ˜∓n,−kFn,x ,↓(y)
)
=
(−ϕ˜±∗n,kFn,x ,↓(y)
ϕ˜±∗n,kFn,x ,↑(y)
)
, (S-27b)
which in turn gives the following relations
a∓n,(η1,η2)(−kFn,x) = η2[a
±
n,(η1,−η2)(kFn,x)]
∗, (S-28a)
θn,η1(−kFn,x) = pi − θn,η1(kFn,x). (S-28b)
Acting upon by the “effective” time-reversal operator T˜ = MyT = iK × (y → −y), the spinor transforms as
T˜ϕ±n,kFn,x (y) = MyTϕ
±
n,kFn,x
(y)
= Myϕ
∓
n,−kFn,x (y)
= ∓ϕ∓n,−kFn,x (−y). (S-29)
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As a result, we have (
ϕ∓n,−kFn,x ,↑(y)
ϕ∓n,−kFn,x ,↓(y)
)
= ∓i
(
ϕ±∗n,kFn,x ,↑(−y)
ϕ±∗n,kFn,x ,↓(−y)
)
, (S-30)
which gives
a∓n,(η1,η2)(−kFn,x) = ±η2[a
±
n,(η1,η2)
(kFn,x)]
∗, (S-31a)
θn,η1(−kFn,x) = pi − θn,η1(kFn,x), (S-31b)
δθn,η1(−kFn,x) = −δθn,η1(kFn,x), (S-31c)
δa∓n,(η1,η2)(−kFn,x) = ±η2[δa
±
n,(η1,η2)
(kFn,x)]
∗. (S-31d)
Using the above equations for amn,(η1,η2) and δa
m
n,(η1,η2)
, we can then evaluate the spinor to the first order in Zeeman
energy as
ϕmn,kFn,x (y) = ϕ˜
m
n,kFn,x
(y) + δϕmn,kFn,x (y), (S-32)
where ϕ˜mn,kFn,x (y) and δϕ
m
n,kFn,x
(y) are the zeroth order [Eq. (S-10)] and first-order term [Eq. (S-19)] in Zeeman energy,
respectively. We are now in the position to derive the dependence of the superconducting gap on the Zeeman field.
IV. DEPENDENCE OF SUPERCONDUCTING GAP ON THE SUPERCONDUCTING PHASE
DIFFERENCE AND ZEEMAN FIELD
In this section, we are going to use the wave function of a Rashba particle obtained in the previous section to derive
the dependence of the superconducting gap on the superconducting phase difference and Zeeman field. We begin by
writing down the superconductivity term as
H∆ =
∫
dy∆(y)
[
ψ†kFx ,↑(y)ψ
†
−kFx ,↓(y)− ψ
†
kFx ,↓(y)ψ
†
−kFx ,↑(y)
]
. (S-33)
Note that only pairing between modes with opposite momenta at the Fermi energy contributes to the gap. We now
incorporate the size quantization along the y direction to take into account the narrow width of the superconducting
leads. We can write down the field operator as
ψkFx ,↑(y) =
√
2
Ly
N∑
n
∑
m=±
sin
(
npi(y + Ly/2)
Ly
)
ϕmn,kFn,x ,↑(y)cn,kFn,x ,
ψ†−kFx ,↓(y) =
√
2
Ly
N∑
n
∑
m=±
sin
(
npi(y + Ly/2)
Ly
)
[ϕmn,−kFn,x ,↓(y)]
∗c†n,−kFn,x , (S-34)
where cn,kFn,x is the annihilation operator for an electron in the nth band at the Fermi level with momentum kFn,x
and ϕmn,kFn,x ,s(y) is the spinor for the m = ± mirror eigenstate of the nth band with momentum kFn,x and spin
s =↑ / ↓. Since we are interested only in the low-energy modes, only the contribution from those bands which cross
the Fermi energy (n = 1 · · ·N) are taken into account.
Substituting Eq. (S-34) into Eq. (S-33) and by noting that only the pairing between modes ϕ±n,kFn,x ,↑/↓(y) and its
time-reversed partner ϕ∓n′,−kFn,x ,↓/↑(y) [Eq. (S-27)] will open a gap at the Fermi energy, we have the superconducting
term as
H∆ =
2
Ly
∑
n
∑
n′
∑
m=±
∫
dy∆(y)Gnn′(y)
[
ϕm∗n,kFn,x ,↑(y)ϕ
−m∗
n′,−kF
n′,x ,↓
(y)− ϕm∗n,kFn,x ,↓(y)ϕ
−m∗
n′,−kF
n′,x ,↑
(y)
]
c†,mn,kFn,x c
†,−m
n′,−kF
n′,x
=
∑
n
∑
n′
∑
m=±
∆mn,n′c
†,m
n,kFn,x
c†,−mn′,−kF
n′,x
, (S-35)
where
∆±nn′ =
2
Ly
∫
dy∆(y)Gnn′(y)F
±
nn′(y), (S-36)
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with
∆(y) = ∆ei sgn(y)φ/2Θ(WSC +W/2− |y|)Θ(|y| −W/2),
Gnn′(y) = sin
[
npi(y + Ly/2)
Ly
]
sin
[
n′pi(y + Ly/2)
Ly
]
,
F±nn′(y) = ϕ
±∗
n,kFn,x ,↑(y)ϕ
∓∗
n′,−kF
n′,x ,↓
(y)− ϕ±∗n,kFn,x ,↓(y)ϕ
∓∗
n′,−kF
n′,x ,↑
(y). (S-37)
In the following, we are going to work in the limit WSC  ξ where the interband spacing ~vF /(2WSC +W ) is large
such that the interband pairing (∆nn′ for n 6= n′) is small and thus can be neglected. Moreover, we will work in
the limit where ∆  EZ,||  αkFn  εFn and focus on the region where EZ,|| is near 0 and φ is near pi where the
fan in the BDI phase diagram emerges. In this limit we have the relation between the spinors given by Eqs. (S-30)
and (S-32), and thus we can write down the intraband pairing (∆n ≡ ∆n,n) at kFn,x as
∆±n,kFn,x =
2
Ly
∫ Ly/2
−Ly/2
dy∆(y)Gnn(y)
[
ϕ±∗n,kFn,x ,↑(y)ϕ
∓∗
n,−kFn,x ,↓(y)− ϕ
±∗
n,kFn,x ,↓(y)ϕ
∓∗
n,−kFn,x ,↑(y)
]
=
2
Ly
∫ Ly/2
−Ly/2
∆(y)Gnn(y)(∓i)[ϕ±∗n,kFn,x ,↑(y)ϕ
±
n,kFn,x ,↓(−y)− ϕ
±∗
n,kFn,x ,↓(y)ϕ
±
n,kFn,x ,↑(−y)]
≡ 2
Ly
∫ Ly/2
−Ly/2
∆(y)Gnn(y)F
±
n,kFn,x
(y). (S-38)
Since F±n,kFn,x (y) = [F
±
n,kFn,x
(−y)]∗ and ∆(y)Gnn(y) = [∆(−y)Gnn(−y)]∗, we then have
∆±∗n,kFn,x =
∫
dy[∆(y)Gnn(y)]
∗[F±n,kFn,x (y)]
∗ =
∫
dy∆(−y)Gnn(−y)F±n,kFn,x (−y) = ∆
±
n,kFn,x
. (S-39)
So, in the gauge chosen [Eq. (S-30)], the pairing potential is always real. Moreover, since
∆mn,kFn,x c
m†
n,kFn,x
c−m†n,−kFn,x = ∆
m
n,−kFn,x c
−m†
n,−kFn,x c
m†
n,kFn,x
, (S-40)
we have
∆mn,−kFn,x = −∆mn,kFn,x ,
Fmn,−kFn,x = −Fmn,kFn,x . (S-41)
In the following, we are going to calculate the dependence of the pairing potential ∆±n ≡ ∆±n,kFn,x on the Zeeman
energy EZ,|| and superconducting phase difference φ. To this end, we expand the spinor to the leading order in the
Zeeman field as ϕmn,kFn,x ,s = ϕ˜
m
n,kFn,x ,s
+ δϕmn,kFn,x ,s where we have the pairing correlation F
±
n (y) ≡ F±n,kFn,x (y) as
F±n (y) = F˜
±
n (y) + δF
±
n (y) (S-42)
with the zeroth- and first-order terms in EZ,|| being
F˜±n (y) ≡ ϕ˜±∗n,kFn,x ,↑(y)ϕ˜
∓∗
n,−kFn,x ,↓(y)− ϕ˜
±∗
n,kFn,x ,↓(y)ϕ˜
∓∗
n,−kFn,x ,↑(y)
= |ϕ˜±n,kFn,x ,↑(y)|
2 + |ϕ˜±n,kFn,x ,↓(y)|
2,
δF±n (y) = δϕ
±∗
n,kFn,x ,↑(y)ϕ˜
∓∗
n,−kFn,x ,↓(y) + δϕ
∓∗
n,−kFn,x ,↓(y)ϕ˜
±∗
n,kFn,x ,↑(y)− (↑↔↓)
= δϕ±∗n,kFn,x ,↑(y)ϕ˜
±
n,kFn,x ,↑(y) + δϕ
∓∗
n,−kFn,x ,↓(y)ϕ˜
∓
n,−kFn,x ,↓(y) + (↑↔↓). (S-43)
From Eq. (S-10), we can calculate the zeroth-order term of the pairing correlation as
F˜±n (y) =
1
4
∣∣∣∣∣ ∑
η1,η2=±
a±n,(η1,η2)e
iη2(kFn,yy−θn,η1/2)
∣∣∣∣∣
2
+
∣∣∣∣∣ ∑
η1,η2=±
a±n,(η1,η2)e
iη2(kFn,yy+θn,η1/2)
∣∣∣∣∣
2

= 1− cos(2kFn,yy) cos(kFn,yLy). (S-44)
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Using Eq. (S-44), we can then evaluate the zeroth order term of the superconducting gap to be
∆˜±n =
2
Ly
∫ Ly/2
−Ly/2
dy∆(y) sin2
[
npi(y + Ly/2)
Ly
]
F˜±n,kFn,x (y)
= ∆
WSC
2WSC +W
cos
(
φ
2
)
×
{
1 + (−1)n 2WSC +W
2npiWSC
sin
(
npiW
2WSC +W
)
+ cos[kFn,y (2WSC +W )]
[
−f0(2kFn,y ) +
(−1)n
2
f0
(
2kFn,y +
2npi
2WSC +W
)
+
(−1)n
2
f0
(
2kFn,y −
2npi
2WSC +W
)]}
,
(S-45)
where
f0(ky) =
1
WSC
∫ W/2+WSC
W/2
dy cos(kyy)
=
1
kyWSC
{
sin
[
ky
(
WSC +
W
2
)]
− sin
[
ky
(
W
2
)]}
= cos
[
ky
(
WSC +W
2
)]
sinc
[
ky
(
WSC
2
)]
. (S-46)
For the case where n 1, we have
∆˜±n = ∆
WSC
2WSC +W
(1 +An) cos
(
φ
2
)
, (S-47)
where
An = − cos[kFn,y (2WSC +W )] cos
[
kFn,y (WSC +W )
]
sinc
(
kFn,yWSC
)
. (S-48)
We now calculate the dependence of the pairing correlation on the Zeeman energy. After a lengthy algebra, we
obtain the first-order correction to the pairing correlation due to the Zeeman field as
δF±n (y) = 2iδkFn,y
[
Ly sin(kFn,yLy) sin θn sin(2kFn,yy)± 2 sin
(
kFn,yLy
2
)
sin
(
kFn,yLy
2
∓ θn
)
y cos(kFn,yy)
]
− 4iδθn
[
cos
(
kFn,yLy
2
)
sin
(
kFn,yLy
2
∓ θn
)
sin(kFn,yy)± sin(kFn,yLy) sin θn sin(2kFn,yy)
]
.
(S-49)
The first-order correction to the gap due to the Zeeman field is then given by
δ∆±n =
WSC
2WSC +W
∫ Ly/2
−Ly/2
dy∆(y) sin2
(
npi(y + Ly/2)
Ly
)
δF±n (y)
= ∆
WSC
2WSC +W
sin
(
φ
2
)
×
[
4(−δkFn,yLy ± δθn) sin(kFn,yLy) sin θn
{
f2(2kFn,y )−
(−1)n
2
f2
(
2kFn,y +
2npi
Ly
)
+
(−1)n
2
f2
(
2kFn,y −
2npi
Ly
)}
∓ 8δkFn,y sin
(
kFn,yLy
2
)
sin
(
kFn,yLy
2
∓ θn
){
f1(kFn,y )−
(−1)n
2
f1
(
kFn,y +
2npi
Ly
)
+
(−1)n
2
f1
(
kFn,y −
2npi
Ly
)}
+4δθn cos
(
kFn,yLy
2
)
sin
(
kFn,yLy
2
∓ θn
){
f2(kFn,y )−
(−1)n
2
f2
(
kFn,y +
2npi
Ly
)
+
(−1)n
2
f2
(
kFn,y −
2npi
Ly
)}]
,
(S-50)
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where
f1(ky) =
1
WSC
∫ W/2+WSC
W/2
dyy cos(kyy)
=
1
WSC
[
y sin(kyy)
ky
]W/2+WSC
W/2
− 1
WSC
∫ W/2+WSC
W/2
sin(kyy)
ky
dy,
=
1
kyWSC
{(
W
2
+WSC
)
sin
[
ky
(
W
2
+WSC
)]
− W
2
sin
(
ky
W
2
)}
− 2
k2yWSC
sin
[
ky
(
W +WSC
2
)]
sin
(
ky
WSC
2
)
=
W
2
cos
[
ky
(
WSC +W
2
)]
sinc
[
ky
(
WSC
2
)]
+
1
ky
{
sin
[
ky
(
W
2
+WSC
)]
− sin
[
ky
(
W +WSC
2
)]
sinc
(
ky
WSC
2
)}
,
f2(ky) =
1
WSC
∫ W/2+WSC
W/2
dy sin(kyy)
= − 1
kyWSC
[
cos
[
ky
(
W
2
+WSC
)]
− cos
(
ky
W
2
)]
= sin
(
ky
WSC +W
2
)
sinc
(
ky
WSC
2
)
. (S-51)
For the case where n 1, we have
∆±n = ∆
WSC
2WSC +W
[
(1 +An) cos
(
φ
2
)
+
EZ
αkFn
(Bn ± Cn) sin
(
φ
2
)]
, (S-52)
where
An = − cos[kFn,y (2WSC +W )] cos
[
kFn,y (WSC +W )
]
sinc
(
kFn,yWSC
)
,
Bn = 2 cos
2 θn sin
[
kFn,y (2WSC +W )
]
sin
[
kFn,y
(
WSC +W
2
)]
sinc
(
kFn,y
WSC
2
)
− 4αkFn,y
~vFn
(2WSC +W ) sin θn sin
[
kFn,y (2WSC +W )
]
sin
[
kFn,y (WSC +W )
]
sinc(kFn,yWSC)
+ 4
α
~vFn
sin θn sin
[
kFn,y (2WSC +W )
]
sinc
[
kFn,y
(
WSC
2
)]
×
{
kFn,yW
2
cos
[
kFn,y
(
WSC +W
2
)]
− sin
[
kFn,y
(
W +WSC
2
)]
+ sin
[
kFn,y
(
WSC +
W
2
)]}
,
Cn = 2 sin(2θn) sin
[
kFn,y (2WSC +W )
]
sin
[
kFn,y (WSC +W )
]
sinc(kFn,yWSC)
− sin(2θn)(1 + cos[kFn,y (2WSC +W )]) sin
[
kFn,y
(
WSC +W
2
)]
sinc
(
kFn,y
WSC
2
)
− 4 α
~vFn
(
1− cos θn cos
[
kFn,y (2WSC +W )
])
sinc
[
kFn,y
(
WSC
2
)]
×
{
kFn,yW
2
cos
[
kFn,y
(
WSC +W
2
)]
− sin
[
kFn,y
(
W +WSC
2
)]
+ sin
[
kFn,y
(
WSC +
W
2
)]}
. (S-53)
In the limit where αkFn  εFn , ~vFn/(2WSC +W ), we can further simplify the above equations to
An = − cos[kFn,y (2WSC +W )] cos
[
kFn,y (WSC +W )
]
sinc
(
kFn,yWSC
)
,
Bn = 2 cos
2 θn sin
[
kFn,y (2WSC +W )
]
sin
[
kFn,y
(
WSC +W
2
)]
sinc
(
kFn,y
WSC
2
)
,
Cn = 2 sin(2θn) sin
[
kFn,y (2WSC +W )
]
sin
[
kFn,y (WSC +W )
]
sinc(kFn,yWSC)
− sin(2θn)(1 + cos[kFn,y (2WSC +W )]) sin
[
kFn,y
(
WSC +W
2
)]
sinc
(
kFn,y
WSC
2
)
. (S-54)
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So, the gap is given by
∆±n = ∆˜
±
n + δ∆
±
n
= ∆
WSC
2WSC +W
[
(1 +An) cos
(
φ
2
)
+
EZ,||
αkFn
(Bn ± Cn) sin
(
φ
2
)]
. (S-55)
Expanding the above equation around φ = pi, we have
∆±n (pi + δφ
±
n ) ≈ ∆
WSC
2WSC +W
[
−1
2
(1 +An) δφ
±
n +
EZ,||
αkFn
(Bn ± Cn)
]
. (S-56)
To the first order in Zeeman energy, the gap-closing point moves away from φ = pi by
δφ±n =
2
(1 +An)
EZ,||
αkFn
(Bn ± Cn). (S-57)
So, the gap closing point for each band moves away from φ = pi, forming a line that is linear in the Zeeman energy
EZ,|| and inversely proportional to the Fermi momentum kFn .
The vanishing of gap at φ = pi for EZ,|| = 0 follows from a more general argument that at this special point (φ = pi,
EZ,|| = 0), the Hamiltonian respects the mirror and time-reversal symmetries. These two symmetries imply that
F˜±n (y) = ϕ˜
±∗
n,kFn,x ,↑(y)ϕ˜
∓∗
n,−kFn,x ,↓(y)− ϕ˜
±∗
n,kFn,x ,↓(y)ϕ˜
∓∗
n,−kFn,x ,↑(y)
= |ϕ˜±n,kFn,x ,↑(y)|
2 + |ϕ˜±n,kFn,x ,↓(y)|
2
= |ϕ˜±n,kFn,x ,↓(−y)|
2 + |ϕ˜±n,kFn,x ,↑(−y)|
2
= F˜±n (−y), (S-58)
where in the second and third lines above, we use the relation between the spinors with their mirror and time-
reversal partners [Eqs. (S-12) and (S-27)], respectively. Since F˜±n (y) and Gnn(y) are even functions of y while
at φ = pi, ∆(y) = i∆ sgn(y)Θ(WSC + W/2 − |y|)Θ(|y| − W/2) is an odd function of y, the superconducting gap
∆˜±n =
2
Ly
∫ Ly/2
−Ly/2 ∆(y)Gnn(y)F˜
±
n (y) then vanishes at EZ,|| = 0 and φ = pi. This gap closing manifests as the point
where the BDI-phase transition lines emerge in the “fan”-shaped region of the BDI phase diagram [see Fig. 2 of the
main text].
V. THREE AND FOUR PHASE INTERSECTION POINTS IN THE BDI PHASE DIAGRAM
The BDI phase diagram [see Fig. S2(a)] consists of phase boundaries points where three or four different phases
meet. In this section, we elucidate the origin of these two situations. At points where four phases meet, two phase
boundaries intersect: One separates phases whose QZ differ by ±2, and the other separates phases with different QZ2
indices. The former corresponds to a gap closing away from kx = 0, i.e., at ±kFn [see Fig. S2(b)], whereas the latter
corresponds to a gap closing at kx = 0 [see Fig. S2(c)]. The intersection of these two phase boundaries give rise to
either a three-phase intersection point with a gap closing at kx = 0 [see Fig. S2(c)] or a four-phase intersection point
with a simultaneous gap closing at kx = 0 and kx = ±kFn [see Fig. S2(d)]. Note that the gap closings at kx = 0
and kx = ±kFn do not necessarily occur in the same subband. In the two-parameter plane of φ and EZ,‖ there are
generically isolated points where the two transitions occur simultaneously giving rise to a four-phase intersection point
in the phase diagram.
To understand the origin of the three-phase intersection points, we examine the Hamiltonian projected onto a single
subband n near kx = 0. From symmetry consideration, the Hamiltonian has the form
Hn =
(
~2k2x
2m∗n
− εFn(EZ,‖, φ)
)
ρz + δn(EZ,‖, φ)kxρx, (S-59)
where εFn and δn are some functions of φ and EZ,‖, and we assume that m
∗
n > 0 with m
∗
n being the effective electron
mass for the nth subband. Here, ρx,y,z are the Pauli matrices acting in the particle-hole basis (ϕn,kx , [ϕn,−kx ]
†)T of
the nth subband. Phase transitions in class D correspond to a sign change in εFn . If εFn > 0, then sign changes of
δn correspond to phase transitions where the class BDI index changes by ±2; in contrast, if εFn < 0, the subband is
above the chemical potential, and a sign change in δn does not involve a gap closing. Consequently, at points where
both εFn = 0 and δn = 0, a three-phase intersection point occurs.
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Supplementary Figure S2. (a) Class BDI phase diagram and (b)-(d): Energy spectra for (b) a BDI phase transition point, (c)
a three-phase intersection point, and (d) a four-phase intersection point. The parameters used are the same as those used in
Fig. 1 of the main text.
VI. EFFECTS OF BREAKING THE BDI SYMMETRY
A. Applying a transverse Zeeman field
One way to break the BDI symmetry is by applying a transverse in-plane Zeeman field By perpendicular to the
junction. The transverse Zeeman field tilts the band diagram [as shown in Fig. S3(c)] which decreases the spectral
gap [Fig. S3(d)]. Applying the transverse field also breaks the effective “time-reversal” symmetry of the system which
changes the symmetry class from BDI into class D. As a result, Majorana end modes couple to one another and turn
into finite energy modes, generically leaving either no or one zero-energy mode [see Fig. S3(f)], depending on the class
D topological invariant being trivial or topological. Increasing the transverse Zeeman field strength further decreases
the gap where beyond a certain value of Zeeman field, the two Majorana zero-modes from each end of the junction
overlap with each other and split in energy [see Figs. S3(e) and S3(f)].
B. Asymmetry in the left and right superconducting pairing potential
Similar to applying a transverse in-plane Zeeman field, an asymmetry in the left and right superconductor, i.e,
different superconducting pairing potential (∆L 6= ∆R) or different superconductor width also changes the symmetry
class of the system from BDI to D. As a result, Majorana end modes at the same end of the junction couple to each
other and splits into finite-energy modes. This leaves either zero or one Majorana mode at each end of the junction.
However, contrary to the transverse in-plane Zeeman field, an asymmetry in the left and right superconductor lifts
the gap closing points (which signify the BDI phase transitions) and generally increases the spectral gap as shown in
Fig. S4.
VII. JOSEPHSON CURRENT
A. Numerical calculation at finite temperature
The Josephson current at temperature T is computed by first calculating the many-body partition function which
is given by
Z =
∏
j
(1 + e−βEj ) = 2
∏
j
cosh2
βEj
2
, (S-60)
where β = (kBT )
−1 and the product is evaluated over all energy states labeled by Ej . The free energy is
F = − lnZ
β
= − 4
β
∑
j
ln
(
cosh
(
βEj
2
))
. (S-61)
Figure S5 shows the numerically calculated ground-state energy EGS = F(T = 0) versus superconducting phase
difference for a JJ with different Zeeman field strength. As shown in the upper panel of Fig. S5, for small SOC
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Supplementary Figure S3. (a) A BDI phase diagram for a JJ with narrow leads in the absence of a transverse Zeeman field
(EZ,y = 0). (b),(c) Effect of a transverse Zeeman field on the energy spectrum. (b) Energy spectrum of the JJ for zero
transverse field (EZ,y = 0 meV), (c) Energy spectrum of the JJ for finite transverse field (EZ,y = 0.03 meV). The transverse
magnetic field tilts the energy spectrum, which reduces the spectral gap. (d) Effect of applying a transverse field on the bulk
gap. The bulk gap [Egap = minkxE(kx)] along the EZ,|| = 0.25 meV linecut of the phase diagram in panel (a) calculated for
increasing values of transverse magnetic field EZ,y. When EZ,y = 0, the system is in the symmetry class BDI where each of
the gap closings corresponds to a topological phase transition between phases whose BDI indices (QZ) differ by ±2. When
EZ,y 6= 0, the T˜ symmetry is broken and the spectral gap decreases, and gapless regions appear. (e)-(f) Effect of a transverse
field on the Majorana zero modes at the end of a finite-length junction. (e) A single Majorana zero mode (red lines) at the
each end of the junction stays at zero energy until the transverse Zeeman field is large enough to sufficiently reduce the gap
such that the two MZMs from both ends overlap with each other. (f) In a region with QZ = 2, two Majorana zero modes (red
and blue lines) at the same end of the junction hybridize and split in energy when a transverse Zeeman field is applied. The
parameters used are the same as those used in Fig. 1(c) of the main text, i.e., m∗ = 0.026me, µ = 0.6 meV, α = 0.1 eVA˚,
∆ = 0.15 meV [ξ = ~vF /(pi∆) = 126 nm], W = 80 nm, and WSC = 160 nm. Panels (a)-(d) are calculated for an infinitely long
junction while panels (e)-(f) are calculated for Lx = 30 µm.
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Supplementary Figure S4. Effect of an asymmetry in the left and right superconducting pairing potentials on the spectral
gap. The bulk gap [Egap = minkxE(kx)] along the EZ,|| = 0.25 meV linecut of the phase diagram in Fig. S3(a) calculated for
increasing values of asymmetry between the left (∆L) and right (∆R) pairing potential. When ∆L = ∆R, the system is in the
symmetry class BDI where each of the gap closings corresponds to a BDI topological phase transition between phases whose
BDI indices (QZ) differ by ±2. Each of these gap closings happens at kx = kFn for different band. When ∆L 6= ∆R, the T˜
symmetry is broken and the gap closing points are removed. The parameters used are the same as those used in Fig. 1(c) of
the main text.
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Supplementary Figure S5. Ground-state energy EGS versus superconducting phase difference φ of the two JJs whose Josephson
currents are shown in Fig. 4. The plots are given for increasing in-plane Zeeman fields EZ,|| (from left to right) and different
SOC strength. [(a)-(e)]: α = 0.1 eV A˚, [(f)-(j)]: α = 1 eV A˚. For small SOC strength [(a)-(e)], e.g., α = 0.1 eV A˚, the value of
φ for which EGS is minimized has an abrupt change from φ ≈ 0 to φ ≈ pi at the Zeeman field strength for which the minimum
of the critical current occurs (EZ,|| ≈ 0.55 meV) [see panel (c)]. This phase jump is a first-order phase transition. However,
it does not correspond to a topological phase transition. The latter occurs at EZ,‖ ≈ 0.27 meV [see Fig. 2(c)]. [(f)-(j)]: For
large SOC strength, e.g., α = 1 eV A˚, the value of φ for which EGS is minimized changes continuously [see Fig. 4(b)]. The
parameters used are the same as those used for Fig. 4.
strength α (e.g., α = 0.1 eVA˚), the ground state exhibits a pi-phase jump at the Zeeman field strength (EZ,|| = 0.55
meV) where the minimum in the critical current happens (see Fig. 4 of the main text). This pi-phase jump signifies a
first-order phase transition and is associated with the minimum of the critical current in Fig. 4(a). Since the critical
field at which the minimum of the critical current happens (EZ,|| = 0.55 meV) is not the same as the critical field at
which the topological phase transition happens [EZ,|| = 0.27 meV, as shown in Fig. 2(c)], the minimum of the critical
current does not indicate a topological phase transition. For large α, the phase gradually shifts with the Zeeman
energy EZ,|| (see lower panel of Fig. S5) instead of exhibiting an abrupt pi-phase shift. Thus, the minima in the critical
current for large α signify neither a first-order nor a topological phase transition.
The Josephson current can be calculated from the free energy [Eq. (S-61)] as
I(φ) =
2e
~
dF
dφ
= −4e
~
∑
j
tanh
(
βEj
2
)
dEj
dφ
. (S-62)
We use Eq. (S-62) to numerically calculate the Josephson current plotted in Fig. 4 of the main text.
B. Analytical calculation at zero temperature
To understand the Josephson current obtained from the full numerical calculation, in the following we are going to
derive the analytical formula for the Josephson current. We focus only on the zero-temperature results. However, our
results hold qualitatively also for the finite-temperature case. In the following we will work in two different limits:
small SOC strength (αkFn  EZ,||) and large SOC strength (αkFn  EZ,||).
To explain the minimum in the critical current for small SOC strength (αkFn  EZ,||), for simplicity we take the
limit where α = 0 and ∆  EZ,||  εFn . To this end, we first calculate the zero-temperature free energy. Since the
dominant contribution to the φ-dependent part of the ground-state energy comes from Andreev bound states near
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the Fermi energy, we can write down the free energy as
F = const−
N∑
n
EJ(kFn,x) cos(φ) (S-63)
where the Josephson energy is given by
EJ(kFn,x) = ∆
2
∫ −W/2
−W/2−WSC
dy
∫ W/2+WSC
W/2
dy′
∫ ∞
0
dτ
[
〈ψ†n,kFn,x ,↑(y, τ)ψ
†
n,kFn,x ,↓(y, τ)ψn,kFn,x ,↓(y
′, 0)ψn,kFn,x ,↑(y
′, 0)〉+ c.c.
]
= ∆2
∫ −W/2
−W/2−WSC
dy
∫ W/2+WSC
W/2
dy′
∫
dτ
[
Gn,kFn,x ,↑(y − y′, τ)Gn,kFn,x ,↓(y − y′, τ) + c.c.
]
. (S-64)
Note that in the second line of Eq. (S-64), we have used Wick’s Theorem. To evaluate the above equation, we first
linearize the field operator for spin s =↑ / ↓ near the Fermi momentum:
ψn,kFn,x ,s(y) ' ψn,kFn,x ,s,+(y)eikFn,y,sy + ψkFn,x ,s,−(y)e−ikn,Fn,y,sy. (S-65)
The Green’s function is then given by
Gn,kFn,x ,s(y − y′, τ) = 〈ψn,kFn,x ,s(y, τ)ψ†n,kFn,x ,s(y
′, 0)〉
= 〈ψn,kFn,x ,s,+(y, τ)ψ†n,kFn,x ,s,+(y
′, 0)〉eikFn,y,s (y−y′) + 〈ψn,kFn,x ,s,−(y, τ)ψ†n,kFn,x ,s,−(y
′, 0)〉e−ikFn,y,s (y−y′)
=
eikFn,y,s (y−y
′)
y − y′ − ivFnτ
+
e−ikFn,y,s (y−y
′)
y − y′ + ivFnτ
. (S-66)
The time integral in Eq. (S-64) can be evaluated to be∫
dτGn,kFn,x ,↑(y − y′, τ)GkFn,x ,↓(y − y′, τ)
=
∫ ∞
0
dτ
ei(kFn,y,↑−kFn,y,↓ )(y−y
′)
(y − y′)2 + v2Fnτ2
+
e−i(kFn,y,↑−kFn,y,↓ )(y−y
′)
(y − y′)2 + v2Fnτ2
+
ei(kFn,y,↑+kFn,y,↓ )(y−y
′)
[(y − y′)− ivFnτ ]2
+
e−i(kFn,y,↑+kFn,y,↓ )(y−y
′)
[(y − y′) + ivFnτ ]2
=
pi
vFn
[
eiδkFn,y (y−y
′)
y − y′ + c.c.
]
− 1
ivFn
[
e2ikFn,y (y−y
′) − e−2ikFn,y (y−y′)
y − y′
]
, (S-67)
where δkFn,y = kFn,y,↑ − kFn,y,↓ = 2EZ,||/(~vFn,y ) and 2kFn,y ≡ kFn,y,↑ + kFn,y,↓. Since the last term in Eq. (S-67) is
highly oscillatory in (y − y′), it can be neglected and the Josephson energy is then given by
EJ(kFn,x) = ∆
2
∫ −W/2
−W/2−WSC
dy
∫ W/2+WSC
W/2
dy′
[
eiδkFn,y (y−y
′)
|y − y′| + c.c.
]
. (S-68)
To evaluate the integral in Eq. (S-68), we first differentiate it with respect to δkFn,y :
∂EJ
δkFn,y
' 2pii ∆
2
vFn
∫ −W/2
−W/2−WSC
dy
∫ W/2+WSC
W/2
dy′
[
eiδkFn,yye−iδkFn,yy
′ − c.c.
]
= 2pii
∆2
vFn
 eiδkFn,yy
iδkFn,y
∣∣∣∣−W/2
−W/2−WSC
e−iδkFn,yy
′
−iδkFn,y
∣∣∣∣∣
W/2+WSC
W/2
− c.c.

= 16pi
∆2
vFn
sin[δkFn,y (W +WSC)]
[
sin
(
δkFn,yWSC/2
)
δkFn,y
]2
. (S-69)
So, we have the Josephson coupling energy as
EJ(kFn,x) = 16pi
∆2
vFn
∫
dδkFn,y sin[δkFn,y (W +WSC)]
[
sin
(
δkFn,yWSC/2
)
δkFn,y
]2
. (S-70)
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The Josephson current due to a single subband can then be calculated from
I(kFn,x , φ) =
2e
~
EJ(kFn,x) sinφ. (S-71)
The critical current is the sum of the contribution from all occupied subbands:
Ic = max
φ
∑
n
I(kFn,x , φ)
=
2e
~
∣∣∣∣∣∑
n
EJ(kFn,x)
∣∣∣∣∣ . (S-72)
Figure (S6) illustrates the behavior of the contribution of a single subband to the Josephson energy as a function of
EZ,‖. The dependence on the band index originates from δkFn,y = 2EZ,‖/(~vFn,y ).
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Supplementary Figure S6. Plot of the Josephson coupling energy for a single-subband EJ(kFn,x) [Eq. (S-70)] as a function of
δkFn,yW for different values of superconductor width WSC.
Having derived the Josephson current for small α, in the following we are going to derive the Josephson current in the
limit where αkFn  EZ,||. To obtain the Josephson current, we first derive the formula for the condensation energy,
which is the difference between the normal and superconducting ground-state energies. Linearizing the dispersion
near the Fermi momentum, we have E = ~vFnkx. The zero-temperature condensation energy is then given by
Econd = −
N∑
n
∑
m=±
∫ kFn
−kFn
dkx
2kFn
(√
(∆mn )
2 + (~vFnkx)2 − ~vFn |kx|
)
= −
N∑
n
∑
m=±
∫ kFn
−kFn
dkx
~vFn
2kFn
|kx|
(√
1 +
(∆mn )
2
(~vFnkx)2
− 1
)
∼ −
N∑
n
∑
m=±
(∆mn )
2
εFn
∫ ~vFnkFn
∆mn
Λ
dk˜xk˜x
(√
1 +
1
k˜2x
− 1
)
= −
N∑
n
∑
m=±
(∆mn )
2
εFn
log
(
1
Λ
εFn
∆mn
)
, (S-73)
where εFn = ~vFnkFn is the Fermi energy of nth band, 2N is the number of occupied subbands and Λ is the low energy
cutoff introduced in the integration. Substituting Eq. (S-55) into Eq. (S-73) and ignoring the logarithmic dependence
on the superconducting gap in Eq. (S-73), we obtain the condensation energy to the leading order in EZ,‖ as
Econd = −
(
∆
WSC
W + 2WSC
)2 N∑
n
1
2εFn
[
(1 +An)
2[1 + cos (φ)]− sin(φ)ζn
]
, (S-74)
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where
ζn =
EZ,||
αkFn
Bn
(1 +An)
, (S-75)
with An and Bn being given by Eq. (S-53).
The Josephson current at zero temperature is given by I(φ) = 2e~
dEcond
dφ . So, in the limit where EZ,||  αkFn , the
Josephson current changes gradually with the Zeeman field EZ,||. In particular, the value of φ that minimizes the
energy shifts linearly with EZ,||.
