Since C is simply R2 with some additional algebraic structure, we realize that C n is (topologically) R 2n with some additional algebraic properties. We have a natural way to identify points in C n with points in R 2n. This is described by the scheme is analytic for z small. In other words, f is analytic if it is analytic (in the classical one variable sense) in each variable separately. As in one complex variable, the word "holomorphic" is used interchangeably with "analytic."
It is reassuring to know that no aberrations can occur: an f which is analytic according to our definition must (by a non-trivial theorem of F. While the first example is a well-defined holomorphic function for all z = (z1, Z2), the second is only defined when z2 7 + i and the third only when Iz z21 < 1. To see that the power series truly defines a holomorphic function, one needs to check that a power series may be differentiated termwise on its domain of convergence. Such matters are best left to the reader, or see [12] . In general it is quite hard to see what is the (largest) domain of definition of a given holomorphic function. It is also very difficult in several complex variables to construct holomorphic functions with specified properties. Indeed, many of the most powerful tools of one complex variable (Mittag-Leffler and Weierstrass theorems, Blaschke products, inner-outer factorizations, the Riemann mapping theorem, conformal mapping, Rouche's theorem) are unavailable in SCV while others (the Cauchy Integral Formula, residues, harmonic functions) are considerably less useful. These obstructions have become major themes in the subject of SCV and have led to the development of powerful new tools. If SCV were as trite as this last construction suggests, then the subject would bask in well-deserved obscurity. We begin to see some texture in the subject as we now turn to a domain which is not a domain of holomorphy. We now see that something definitely new is going on in SCV, but we have not a clue as to how to identify which domains exhibit the phenomenon of Theorem 2, and which, like the product domains, support non-extendable holomorphic functions (and are thus domains of holomorphy). Consider the ball for example. It is not a product domain (it could conceivably be "equivalent" to one, but we shall see in Section 5 that such is not the case). Is it still a domain of holomorphy? Just to illustrate that we are dealing here with a fairly subtle problem, we now present the following result: al, a2, a1, a2, a3, a1, a2, a3, a4 We have seen now that zero sets of holomorphic functions of several complex variables are never discrete. Is there some way to describe zero sets of holomorphic functions in both C1 and C n simultaneously and in the same language, so that the two theories do not seem so disparate? The answer is yes, and is best formulated in terms of complex dimension. Unfortunately, a rigorous treatment of this topic would take us far afield. Therefore we will content ourselves with the detailed discussion of a simple example, together with a few cultural remarks. Compare the discussion of the preceding paragraph with the fact that the zero set of a holomorphic function in C1 is discrete. A discrete set in C1 is a set of complex dimension zero, which dimension is one lower than that of the ambient space.
In general one can prove, using a deep algebraic fact known as the Weierstrass Preparation Theorem, that the zero set of a non-constant analytic function in C n is a complex hypersurface of dimension (n -1), except on a singular set of lower dimension. The discussion in the two preceding paragraphs illustrate this assertion. . Let us consider yet another interpretation of Theorem 2. It says that a holomorphic f of at least two variables never has isolated singularities. In particular, if f is holomorphic on a domain in C2 and if the set of singularities of f has complex dimension zero then the singularities of f form a discrete set; hence the singularities are isolated. Therefore they are removable. Inductively, if we have shown that a singular set of complex dimension (n -2) in C '1 is removable, then let g be holomorphic on a domain ? in C n+1, except on a singular set of dimension  (n -1) = (n + 1) -2. Let 9' be a complex hyperplane and consider g restricted to  A. Then, generically, the restricted function is a holomorphic function on 9Y with a   singular set of dimension (n -2) . By induction, this singularity is removable. Since this last assertion is true for generic hyperplanes 9, it can be argued that the full singularity of f is removable. While the construction of inner functions on the ball is elementary, it is extremely technical and ingenious and we cannot reproduce it here. But we have described these results to bring out the fact that relatively basic phenomena are still being discovered in the subject of SCV.
Inner Functions and Related
We conclude this section by considering a factorization problem. If S is a bounded domain in ? n, p 0, f is holomorphic on S, and f(P) = 0, then can we "factor out" the zero?
In one complex dimension, the answer to this question is easily "yes": If f is not identically zero, then there is a unique integer k > 0 such that
for some holomorphic g on S such that g does not vanish at P. In more than one dimension, matters are more complicated. For one thing, the zero cannot be isolated. In addition, as we have seen in previous considerations, our ability to answer this question depends on the shape of the domain. In case In order for such a program to be successful, one would have to know that biholomorphic mappings extend smoothly to the boundaries of the relevant domains. That such is the case in one complex variable is an old, but still rather difficult, result (see [2] ). In several complex variables, theorems of this nature (for several special classes of domains) have only come about in the last fifteen years (see [3] [7] , [10] , [11] , [12] , and [15] .
By the same token, many significant aspects of SCV, including differential geometry, sheaf theory, commutative ring theory, partial differential equations, and probability, have been ignored in this article. The reader who has been tantalized will find that the references in the last paragraph will provide further information on these topics.
