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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ proble´mem vyuzˇit´ı optimalizace v inzˇeny´rsky´ch u´loha´ch.
Konkre´tneˇ zpracova´va´ u´lohu na´vrhu optima´ln´ıch rozmeˇr˚u spojiteˇ zat´ızˇene´ho nosn´ıku
s urcˇity´mi pozˇadavky na konecˇnou hmotnost a tuhost nosn´ıku. Abychom dobrˇe poro-
zumeˇli vsˇem pojmu˚m uzˇity´m v rˇesˇen´ı ilustrativn´ı u´lohy, obsahuje tato pra´ce take´ strucˇny´
u´vod do problematiky optimalizace, vy´klad za´kladn´ıch pojmu˚ z teorie obycˇejny´ch di-
ferencia´ln´ıch rovnic a z oblasti pruzˇnosti a pevnosti. Vy´sledky z´ıskane´ optimalizac´ı ve
vy´pocˇetn´ım softwaru GAMS budou oveˇrˇeny analyticky´m vy´pocˇtem a porovna´ny s alter-
nativn´ım rˇesˇen´ım v programu ANSYS.
Summary
This bachelor thesis deals with optimization in engineering problems. In particular, it
focuses on a task of optimal dimensions design of continuously loaded beam with specific
requirements on final beam weight and rigidity. For the purpose of well understanding
of all the terms used during solving of an illustrative task, the thesis contains a brief
introduction into the optimization problems, ordinary differential equations, and theory
of elasticity as well. Results obtained through optimization in the GAMS software will be
checked by analytic solution and compared with an alternative calculation in the ANSYS
software.
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Mnoho inzˇeny´rsky´ch u´loh se v praxi zaby´va´ hleda´n´ım takove´ho rˇesˇen´ı u´lohy, ktere´
bude nejle´pe vyhovovat zadany´m pozˇadavk˚um. U´lohy tohoto typu se beˇzˇneˇ nazy´vaj´ı op-
timalizacˇn´ı. Rˇesˇen´ı takove´ u´lohy pak rˇ´ıka´me optima´ln´ı.
C´ılem te´to pra´ce je zpracovat strucˇny´ u´vod do problematiky optimalizace, zformulo-
vat vybrane´ matematicke´ modely a uka´zat mozˇnosti vyuzˇit´ı optimalizace na zvoleny´ch
inzˇeny´rsky´ch u´loha´ch.
Zat´ımco u´lohy naprˇ. z oblasti ekonomie lze vyja´drˇit pomoc´ı linea´rn´ıch rovnic (hovorˇ´ıme
o u´loha´ch linea´rn´ıho programova´n´ı), u´lohy technicke´ho chrakteru s linea´rn´ım modelem ne-
vystacˇ´ı. Obecneˇ se jedna´ o u´lohy nelinea´rn´ıho programova´n´ı. Velmi cˇasto je kladeno hned
neˇkolik a veˇtsˇinou protich˚udny´ch pozˇadavk˚u na u´cˇelovost. Dosta´va´me se tak do oblasti
v´ıcekriteria´ln´ıho programova´n´ı. V u´vodn´ı kapitole se sezna´mı´me se vsˇemi zmı´neˇny´mi typy
u´loh a uka´zˇeme si principy metod jejich rˇesˇen´ı.
Za´kladn´ım proble´mem prˇi optimalizaci je nalezen´ı vhodne´ho matematicke´ho modelu.
Z technicke´ praxe v´ıme, zˇe mnohe´ inzˇeny´rske´ proble´my nejcˇasteˇji nele´pe vystihuje model
obycˇejny´ch (ODR) nebo parcia´ln´ıch (PDR) diferencia´ln´ıch rovnic. Pra´veˇ teorii ODR je
veˇnova´na dalˇs´ı kapitola te´to pra´ce.
Vesˇkerou teorii uvedenou v te´to pra´ci vyuzˇijeme prˇi rˇesˇen´ı ilustrativn´ıho prˇ´ıkladu
na´vrhu optima´ln´ıch rozmeˇr˚u nosn´ıku obde´ln´ıkove´ho pr˚urˇezu prˇi dane´m ulozˇen´ı a zat´ızˇen´ı.
Optimalizaci provedeme v modelovac´ım syste´mu GAMS. Vy´sledky oveˇrˇ´ıme analyticky´m




Matematicka´ u´loha optimalizace je u´loha, ktera´ usiluje o nalezen´ı takovy´ch hodnot promeˇn-
ny´ch, pro ktere´ dana´ u´cˇelova´ funkce naby´va´ minima´ln´ı nebo maxima´ln´ı hodnoty. Jedna´
se v podstateˇ o extremalizacˇn´ı u´lohu, tj. u´lohu hleda´n´ı extre´mu. Tyto u´lohy se beˇzˇneˇ
nazy´vaj´ı u´lohy matematicke´ho programova´n´ı.
Vysˇetrˇujeme-li extre´my funkce n promeˇnny´ch na cele´m prostoru Rn, mluv´ıme o volny´ch
extre´mech. Zaj´ıma´me-li se vsˇak pouze o takove´ extre´my, ktere´ vyhovuj´ı neˇjake´ omezuj´ıc´ı
podmı´nce, hovorˇ´ıme o extre´mech va´zany´ch.
Podle vlastnost´ı extremalizovane´ u´cˇelove´ funkce a omezuj´ıc´ıch podmı´nek rozliˇsujeme
u´lohy matematicke´ho programova´n´ı linea´rn´ı, nelinea´rn´ı, v´ıcekriteria´ln´ı, celocˇ´ıselne´, sto-
chasticke´ aj. Da´le se budeme veˇnovat prvn´ım trˇem zmı´neˇny´m.
2.1.1. Linea´rn´ı programova´n´ı
Jsou-li vsˇechny funkce vyskytuj´ıc´ı se v zada´n´ı optimalizacˇn´ı u´lohy linea´rn´ı (tj. u´cˇelova´
funkce je linea´rn´ı a vsˇechna omezen´ı jsou linea´rn´ı rovnice), mluv´ıme o u´loze linea´rn´ıho
programova´n´ı (LP).
U´lohu LP ve tvaru
min z = c1x1 + c2x2 + . . .+ cnxn, (2.1)
a11x1 + a12x2 + . . .+ a1nxn = b1,
a21x1 + a22x2 + . . .+ a2nxn = b2,
...
am1x1 + am2x2 + . . .+ amnxn = bm,
x1 ≥ 0, x2 ≥ 0, . . . , xn ≥ 0,





kde cTx je u´cˇelova´ funkce, A je matice typu m × n, b a c jsou dane´ vektory. Vektor
x, ktery´ splnˇuje uvedene´ podmı´nky, se nazy´va´ prˇ´ıpustne´ rˇesˇen´ı. Prˇ´ıpustne´ rˇesˇen´ı, ktere´
minimalizuje (maximalizuje) hodnotu u´cˇelove´ funkce, se nazy´va´ optima´ln´ı rˇesˇen´ı.
Prˇeveden´ı u´lohy na standardn´ı tvar. V prˇ´ıpadeˇ, zˇe je u´loha zadana´ v jine´m tvaru,
nezˇ (2.1), mu˚zˇeme ji na standardn´ı tvar upravit pomoc´ı na´sleduj´ıc´ıch technik [5].
Je-li x optima´ln´ım rˇesˇen´ım, tj. minimem u´cˇelove´ funkce z, pak je take´ maximem
u´cˇelove´ funkce −z. Mu˚zˇeme tedy rˇ´ıci, zˇe zmeˇnou zname´nka u´cˇelove´ funkce prˇevedeme
minimalizaci na maximalizaci a obra´ceneˇ.
3
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V prˇ´ıpadeˇ, zˇe jsou omezen´ı zada´ny pomoc´ı nerovnost´ı Ax ≤ b, mu˚zˇeme je pomoc´ı
tzv. prˇ´ıdatny´ch promeˇnny´ch xn+1, xn+2, . . . , xn+m prˇeve´st na rovnice Ax + x
′ = b, kde
x′ = (xn+1, . . . , xn+m)
T .
Vyskytuje-li se v zada´n´ı u´lohy neomezena´ promeˇnna´, vyja´drˇ´ıme ji pomoc´ı dvou neza´po-









dosazen´ım z´ıska´me hodnotu p˚uvodn´ı promeˇnne´ xj.
Potrˇebujeme-li v omezen´ı opacˇne´ nerovnosti, vyna´sob´ıme obeˇ strany nerovnice hod-
notou (−1) a obra´t´ıme zname´nko nerovnosti.
Jako na´zorny´ prˇ´ıklad uvedeme transformaci na´sleduj´ıc´ı u´lohy LP na standardn´ı tvar [2].
max z = 2x1 + 3x2 + 5x3,
x1 + x2 − x3 ≥ −5,
−6x1 + 7x2 − 9x3 ≤ 4,
x1 + x2 + 4x3 = 10,
x1, x2 ≥ 0.
Vyna´soben´ım obou stran nerovnice hodnotou (−1) a zaveden´ım prˇ´ıdatne´ promeˇnne´
x4 prˇevedeme prvn´ı omezuj´ıc´ı podmı´nku na rovnici. Analogicky postupujeme prˇi prˇevodu
druhe´ho omezen´ı uzˇit´ım prˇ´ıdatne´ promeˇnne´ x5 v druhe´ omezuj´ıc´ı podmı´nce. Zaveden´ım








3 ≥ 0) ve vsˇech podmı´nka´ch odstran´ıme neomezenou
promeˇnnou x3. Zby´va´ transformovat maximalizacˇn´ı u´lohu na minimalizacˇn´ı, a to vyna´sobe-
n´ım u´cˇelove´ funkce hodnotou (−1). Dostaneme tak u´lohu linea´rn´ıho programova´n´ı ve
standardn´ım tvaru









3 + x4 = 5,




3 + x5 = 4,









3 , x4, x5 ≥ 0.
2.1.2. Nelinea´rn´ı programova´n´ı
V prˇedchoz´ım odstavci jsme se zaby´vali u´lohami linea´rn´ıho programova´n´ı, cozˇ byly u´lohy
s linea´rn´ı u´cˇelovou funkc´ı, linea´rn´ımi omezen´ımi a s neza´porny´mi promeˇnny´mi. Nelinea´rn´ı
programova´n´ı zahrnuje vsˇechny ostatn´ı prˇ´ıpady.




kde f(x),g(x) = (g1(x), . . . , gm(x))
T jsou dane´ obecneˇ nelinea´rn´ı funkce definovane´ na
R
n, X je podmnozˇina Rn a x = (x1, . . . , xn)
T je n-rozmeˇrny´ vektor. Funkce f je u´cˇelova´
funkce a gi(x) ≤ 0 pro i = 1, . . . ,m jsou omezen´ı. Mnozˇina X obvykle zahrnuje horn´ı a
doln´ı meze promeˇnny´ch, ktere´ hraj´ı v u´loze d˚ulezˇitou roli. Vektor x, ktery´ vyhovuje ome-
zen´ım, nazy´va´me prˇ´ıpustne´ rˇesˇen´ı. Prˇ´ıpustne´ rˇesˇen´ı x∗, pro ktere´ plat´ı f(x) ≥ f(x∗) ∀x ∈
4
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{g(x) ≤ 0,x ∈ X}, prˇedstavuje hledane´ optima´ln´ı rˇesˇen´ı u´lohy. Existuje-li v´ıce nezˇ jedno
optima´ln´ı rˇesˇen´ı, nazy´va´me je souhrnneˇ alternativn´ı optima´ln´ı rˇesˇen´ı.
Poznamenejme, zˇe v nelinea´rn´ım programova´n´ı mu˚zˇeme prova´deˇt obdobne´ u´pravy
jako v linea´rn´ım programova´n´ı, a tak meˇnit tvar u´lohy podle potrˇeby.
NLP ma´ vyuzˇit´ı v rˇesˇen´ı u´loh z oblasti optima´ln´ıho rˇ´ızen´ı, na´vrhu stavebn´ıch a me-
chanicky´ch konstrukc´ı, elektricky´ch s´ıt´ı, stochasticke´ alokace zdroj˚u apod.
U´lohy nelinea´rn´ıho programova´n´ı deˇl´ıme na dva za´kladn´ı typy: neomezene´ (bez vazeb)
a omezene´ (s vazbami). Neomezene´ u´lohy NLP vysˇetrˇujeme na mnozˇineˇ X = Rn, zat´ımco
omezene´ u´lohy vysˇetrˇujeme na podmozˇineˇ X ⊂ Rn. Algoritmy, ktery´mi jednotlive´ u´lohy
rˇesˇ´ıme, se budeme zaby´vat da´le.
2.1.3. Vı´cekriteria´ln´ı programova´n´ı
Doposud jsme se veˇnovali u´loha´m, v nichzˇ vystupovala jedina´ u´cˇelova´ funkce, tj. uvazˇovali
jsme pouze jedno krite´rium, na za´kladeˇ ktere´ho jsme prova´deˇli optimalizaci. Prakticke´
proble´my vsˇak cˇasto obsahuj´ı v´ıce nezˇ jedno krite´rium (naprˇ´ıklad chceme minimalizovat
na´klady a maximalizovat zisk). V prˇ´ıpadech, kdy nen´ı mozˇne´ druhe´ a dalˇs´ı krite´rium
zapsat pomoc´ı omezuj´ıc´ıch podmı´nek, na´m nezby´va´ nic jine´ho, nezˇ sestavit v´ıcekriteria´ln´ı
u´cˇelovou funkci a u´lohu rˇesˇit. Hovorˇ´ıme pak o u´loze v´ıcekriteria´ln´ıho programova´n´ı.




kde f(x) = (f1(x), f2(x), . . . , fp(x))
T a g(x) = (g1(x), g2(x) . . . , gm(x))
T . Tento za´pis
vsˇak nen´ı zcela korektn´ı, nebot’ vy´znam opera´toru min pro vektory nen´ı prˇesneˇ definova´n.
Chceme tedy naj´ıt takovy´ vektor x, ktery´ vyhovuje omezuj´ıc´ım podmı´nka´m g(x) ≤ 0,
x ∈ X a v neˇmzˇ u´cˇelove´ funkce f1(x), f2(x), . . . , fp(x) naby´vaj´ı co mozˇna´ nejmensˇ´ıch
hodnot.





λifi(x), λi ≥ 0, (2.5)
kde λi prˇedstavuj´ı va´hy jednotlivy´ch kriteri´ı. V prˇ´ıpadeˇ tohoto za´pisu se jedna´ o va´zˇeny´
soucˇet kriteri´ı.
Krite´ria obsazˇena´ v u´loze jsou obvykle konfliktn´ı, vyskytuj´ı se zde jak krite´ria kva-
litativn´ı (ordina´ln´ı), tak kvantitativn´ı (kardina´ln´ı). Podle kvalitativn´ıho krite´ria posuzu-
jeme, zda je neˇjaka´ varianta lepsˇ´ı cˇi horsˇ´ı nezˇ jina´, prˇ´ıpadneˇ zda jsou obeˇ varianty rovno-
cenne´. Kvantitativn´ı krite´ria na´m umozˇnˇuj´ı pro kazˇdou variantu stanovit hodnoty kriteri´ı.
V d˚usledku vyja´drˇen´ı v r˚uzny´ch jednotka´ch jsou vsˇak tato krite´ria cˇasto nesoumeˇrˇitelna´.
Tuto nesoumeˇrˇitelnost lze odstranit urcˇitou normalizac´ı.
Vliv jednotek jednotlivy´ch meˇrˇen´ı lze vyloucˇit naprˇ´ıklad vydeˇlen´ım vhodny´mi norma-
lizacˇn´ımi koeficienty wk. Cˇasto se klade wk = zk, kde zk = min
x
fk(x), za prˇedpokladu, zˇe
zk 6= 0 [4].
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Velmi zrˇ´ıdka nalezneme variantu, ktera´ je nejlepsˇ´ı z hlediska vsˇech zadany´ch kriteri´ı.
Prˇistupujeme proto ke kompromisu. Variantu, k n´ızˇ neexistuje jina´ lepsˇ´ı ve vsˇech kri-
teri´ıch, nazy´va´me eficientn´ı, nedominantn´ı nebo paretovsky optima´ln´ı. Paretovska´ opti-
malita vlastneˇ znamena´ stav, kdy nedosa´hneme zlepsˇen´ı zˇa´dne´ho krite´ria, anizˇ bychom
nezhorsˇili jine´.
2.2. Metody rˇesˇen´ı
V na´sleduj´ıc´ı kapitole si uka´zˇeme za´kladn´ı metody rˇesˇen´ı zmı´neˇny´ch typ˚u u´loh matema-
ticke´ho programova´n´ı. Konkre´tneˇ linea´rn´ı u´lohy rˇesˇ´ıme simplexovou metodou a pro u´lohy
nelinea´rn´ıho programova´n´ı si uka´zˇeme gradientn´ı a penalizacˇn´ı metodu.
2.2.1. Simplexova´ metoda
Simplexova´ metoda je metoda, kterou vyuzˇ´ıva´me prˇi rˇesˇen´ı u´loh linea´rn´ıho programova´n´ı.
Za´kladem tohoto iteracˇn´ıho algoritmu je nalezen´ı vy´choz´ıho za´kladn´ıho rˇesˇen´ı u´lohy, po-
moc´ı ktere´ho hleda´me konecˇny´m pocˇtem iterac´ı rˇesˇen´ı, ve ktere´m naby´va´ u´cˇelova´ funkce
nejlepsˇ´ı hodnoty.
Pouzˇit´ı simplexove´ metody vyzˇaduje zada´n´ı u´lohy LP v tzv. kanonicke´m tvaru. U´loha
LP je v kanonicke´m tvaru, jestlizˇe matice A (m × n), kde m < n, obsahuje jednotkovou
submatici hodnosti m.
Hleda´me tedy minimum u´cˇelove´ funkce [4]
z = c1x1 + c2x2 + . . .+ cnxn
prˇi splneˇn´ı omezuj´ıc´ıch podmı´nek
x1 +a1,m+1xm+1 + . . .+ a1,nxn
x2 +a2,m+1xm+1 + . . .+ a2,nxn
...










x1 ≥ 0, x2 ≥ 0, . . . , xn ≥ 0.
Promeˇnne´ x1, . . . , xm nazy´va´me za´kladn´ı (ba´zicke´), promeˇnne´ xm+1, . . . , xn nazy´va´me
neza´kladn´ı (neba´zicke´).
Vy´choz´ı za´kladn´ı rˇesˇen´ı te´to u´lohy z´ıska´me tak, zˇe polozˇ´ıme
xi =
{
bi pro i = 1, 2, . . . ,m,
0 pro i = m+ 1,m+ 2, . . . , n,
tj. dostaneme rˇesˇen´ı ve tvaru
xT0 = (b1, b2, . . . , bm, 0, 0, . . . , 0). (2.7)
Z geometricke´ho hlediska soustava Ax = b, x ≥ 0 vymezuje polyedr prˇ´ıpustny´ch
rˇesˇen´ı. Pro nalezen´ı optima´ln´ıho rˇesˇen´ı vycha´z´ıme ze za´kladn´ıho rˇesˇen´ı x0, ktere´ ve skutecˇ-
nosti prˇedstavuje neˇjaky´ krajn´ı bod polyedru. Pokud se nejedna´ o optima´ln´ı bod, postupu-
jeme po hrana´ch polyedru do sousedn´ıho krajn´ıho bodu, v neˇmzˇ je hodnota u´cˇelove´ funkce
nizˇsˇ´ı. Postup opakujeme tak dlouho, dokud nedosa´hneme vrcholu, v neˇmzˇ je u´cˇelova´
funkce minima´ln´ı. V prˇ´ıpadeˇ nedegenerovane´ u´lohy je uvedeny´ algoritmus konecˇny´.
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2.2. METODY RˇESˇENI´
2.2.2. Metoda nejveˇtsˇ´ıho spa´du
Jedna´ se o za´kladn´ı metodu optimalizace diferencovatelne´ funkce, kterou pouzˇ´ıva´me pro
rˇesˇen´ı u´loh nelinea´rn´ıho programova´n´ı. Jak na´zev naznacˇuje, hleda´me smeˇr nejveˇtsˇ´ıho
poklesu funkcˇn´ı hodnoty u´cˇelove´ funkce f v bodeˇ x. Prˇipomı´na´m, zˇe hovorˇ´ıme o optima-
lizacˇn´ı u´loze minimalizace, hleda´me tedy minimum funkce f .
Je-li smeˇrova´ derivace f ′d ve smeˇru vektoru d za´porna´, jedna´ se o smeˇr poklesu.






Princip metody je, zˇe zvol´ıme vy´choz´ı bod x0, urcˇ´ıme smeˇr dk = −∇f(x) a de´lku kroku
λ > 0. Konstruujeme posloupnost bod˚u {x1,x2, . . . ,xk,xk+1, . . .}, kde xk+1 = xk + λkdk.
De´lku kroku λk z´ıska´me rˇesˇen´ım u´lohy minλ{f(xk + λdk)}. Je-li ||∇f(xk)|| < ǫ, kde ǫ je
na´mi pozˇadovana´ prˇesnost, oznacˇ´ıme bod xk za optima´ln´ı rˇesˇen´ı.
2.2.3. Penalizacˇn´ı metoda
Jedna´ se o metodu prˇeva´deˇj´ıc´ı u´lohu nelinea´rn´ıho programova´n´ı s omezen´ımi g(x) ≤ 0
na optimalizacˇn´ı u´lohu bez omezuj´ıc´ıch podmı´nek. Hleda´me tedy volne´ minimum nove´
u´cˇelove´ funkce [3]




kde µ je penalizacˇn´ı koeficient a pi je penalizacˇn´ı funkce prˇ´ıslusˇna´ k u´loze nelinea´rn´ıho
programova´n´ı, pro kterou plat´ı
pi(x)
{
= 0 pro x vyhovuj´ıc´ı podmı´nce i,
> 0 jinak.
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3. Obycˇejne´ diferencia´ln´ı rovnice
3.1. Za´klady teorie ODR
Mnoho technicky´ch a inzˇeny´rsky´ch proble´mu˚ cˇi fyzika´ln´ıch za´kon˚u lze matematicky po-
psat pomoc´ı rovnic, ktere´ obsahuj´ı nezna´mou funkci spolu s jej´ı derivac´ı. Takove´ rovnice
nazy´va´me diferencia´ln´ı rovnice. Obycˇejnou diferencia´ln´ı rovnic´ı pak rozumı´me rovnici,
v n´ızˇ se vyskytuje derivace hledane´ funkce jedne´ promeˇnne´. Rovnice obsahuj´ıc´ı parcia´ln´ı
derivace hledane´ funkce dvou nebo v´ıce promeˇnny´ch nazy´va´me parcia´ln´ı diferencia´ln´ı rov-
nice [10].
Obycˇejnou diferencia´ln´ı rovnici n te´ho rˇa´du definujeme jako
u(n) = f(x, u, u′, . . . , u(n−1)), (3.1)
kde f je rea´lna´ funkce definovana´ na (n + 1) rozmeˇrne´ oblasti, prˇicˇemzˇ rˇa´dem ODR
rozumı´me nejveˇtsˇ´ı rˇa´d derivace hledane´ funkce v uvazˇovane´ diferencia´ln´ı rovnici.
Hleda´me-li rˇesˇen´ı rovnice (3.1), ktere´ vyhovuje n pocˇa´tecˇn´ım podmı´nka´m
u(x0) = u0, u
′(x0) = u1, . . . , u
(n−1)(x0) = un−1, (3.2)
ktere´ se zpravidla vztahuj´ı k cˇasove´mu pocˇa´tku, nazy´va´me u´lohu pocˇa´tecˇn´ı proble´m.
Ma´me-li rˇesˇit diferencia´ln´ı rovnici s podmı´nkami prˇedepisuj´ıc´ımi hodnoty rˇesˇen´ı v kon-
covy´ch bodech, mluv´ıme o tzv. okrajove´ u´loze. Rozezna´va´me dva za´kladn´ı typy okrajovy´ch
podmı´nek [10]. Nejjednodusˇ´ım typem jsou tzv. Dirichletovy podmı´nky, ktere´ prˇedepisuj´ı
hodnoty rˇesˇen´ı v koncovy´ch bodech intervalu
u(a) = ua, u(b) = ub, (3.3)
kde a, b jsou koncove´ body intervalu a ua, ub jsou dana´ cˇ´ısla. Dalˇs´ım typem jsou Neuman-
novy okrajove´ podmı´nky
u′(a) = ua, u
′(b) = ub. (3.4)
Uvedene´ podmı´nky lze kombinovat a mu˚zˇeme je obecneˇ zapsat ve tvaru
αu(a) + βu′(a) = ua, (3.5)
γu(b) + δu′(b) = ub, (3.6)
kde α, β, γ, δ jsou dana´ cˇ´ısla vyhovuj´ıc´ı podmı´nka´m |α|+ |β| 6= 0, |γ|+ |δ| 6= 0.
Za´kladn´ı aplikac´ı obycˇejny´ch diferencia´ln´ıch rovnic druhe´ho rˇa´du s prˇedepsany´mi Di-
richletovy´mi okrajovy´mi podmı´nkami je u´loha vy´pocˇtu pr˚uhybu nosn´ıku, prˇicˇemzˇ okra-
jove´ podmı´nky souvis´ı s vazbami ulozˇen´ı nosn´ıku na jeho konc´ıch.
3.2. Metody numericke´ho rˇesˇen´ı
Jak jsme jizˇ zmı´nili, matematicky´ model ODR vystihuje mnoho proble´mu˚ v inzˇeny´rske´
praxi. Pra´veˇ proto se budeme v na´sleduj´ıc´ı cˇa´sti kapitoly veˇnovat princip˚um jejich nume-
ricke´ho rˇesˇen´ı.
Metody numericke´ho rˇesˇen´ı okrajovy´ch u´loh obycˇejny´ch diferencia´ln´ıch rovnic mu˚zˇeme
rozdeˇlit do cˇtyrˇ skupin [8]:
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3.2. METODY NUMERICKE´HO RˇESˇENI´
1. Metody prˇeva´deˇj´ıc´ı okrajove´ u´lohy na u´lohy pocˇa´tecˇn´ı
2. Diferencˇn´ı metody
3. Variacˇn´ı metody neboli metody Galerkinova typu
4. Jine´ metody jako je naprˇ. kolokacˇn´ı metoda, metoda kvazilinearizace atd.
My se budeme zaby´vat diferencˇn´ımi metodami, konkre´tneˇ metodou konecˇny´ch diferenc´ı,
jej´ızˇ princip si uka´zˇeme na prˇ´ıkladu diferencia´ln´ı rovnice druhe´ho rˇa´du.
3.2.1. Metoda konecˇny´ch diferenc´ı
Metoda konecˇny´ch diferenc´ı je za´kladn´ı diskretizacˇn´ı metoda, kterou pouzˇ´ıva´me pro vyja´-
drˇen´ı prˇiblizˇne´ho rˇesˇen´ı jednodimenziona´ln´ıch okrajovy´ch u´loh. Princip metody si uka´zˇeme
na modelove´ u´loze pro linea´rn´ı diferencia´ln´ı rovnici druhe´ho rˇa´du s Dirichletovy´mi okra-
jovy´mi podmı´nkami ve tvaru [8]
−u′′ + q(x)u = f(x), x ∈ (0, l), (3.7)
u(0) = g0, u(l) = gl,
kde q a f jsou dane´ funkce definovane´ a spojite´ na intervalu 〈0, l〉, q(x) ≥ 0 a g0, gl jsou
dana´ cˇ´ısla. Za teˇchto prˇedpoklad˚u ma´ u´loha (3.7) pra´veˇ jedno klasicke´ rˇesˇen´ı.
Uvazˇujme deˇlen´ı intervalu 〈0, l〉:
0 = x0 < x1 < . . . < xi < xi+1 < . . . < xN−1 < xN = l.
Mnozˇinu
S = {xi, i = 0, 1, . . . , N}
nazy´va´me s´ıt’, cˇ´ısla hi = xi − xi−1 kroky s´ıteˇ a bod˚um xi rˇ´ıka´me uzly s´ıteˇ. Body x0, xN
jsou hranicˇn´ı uzly, body x1, x2, . . . , xN−1 vnitrˇn´ı uzly [8].
Pro jednoduchost se omez´ıme na ekvidistantn´ı deˇlen´ı intervalu. Vol´ıme tedy hi = h =
= l/N a xi = ih. Dostaneme tak s´ıt’
Sh = {xi = ih, i = 0, 1, . . . , N}.
Budeme vyzˇadovat splneˇn´ı okrajove´ u´lohy (3.7) pouze ve vnitrˇn´ıch uzlech s´ıteˇ, tj. rˇesˇen´ı
konstruujeme jako funkci diskre´tn´ıho argumentu xi. Takove´ funkci se rˇ´ıka´ s´ıt’ova´ neboli
diferencˇn´ı funkce.
Pozˇadujeme tedy splneˇn´ı u´lohy
−u′′(xi) + q(xi)u(xi) = f(xi), i = 1, 2, . . . , N − 1. (3.8)
Uzˇit´ım vzorce pro centra´ln´ı diferenci
u′′(xi) =
ui+1 − 2ui + ui−1
h2
+O(h2), (3.9)
kde ui = u(xi) a aproximac´ı hodnot u(xi) prˇesne´ho rˇesˇen´ı vektoremU
∗ = (U0, U1, . . . , UN)
T




(Ui−1 − 2Ui + Ui+1) + q(xi)Ui = f(xi), i = 1, 2, . . . , N − 1. (3.10)
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Z okrajovy´ch podmı´nek ma´me
U0 = g0, UN = gl. (3.11)
Rovnice (3.10) tvorˇ´ı soustavu N −1 linea´rn´ıch algebraicky´ch rovnic pro N −1 nezna´my´ch
U1, U2, . . . , UN−1. Hodnoty U0, UN jsou urcˇeny okrajovy´mi hodnotami g0, gl prˇ´ımo.
Do diferencˇn´ı rovnice pro i = 1 dosad´ıme U0 = g0, analogicky pro N − 1 dosad´ıme
UN = gl a cˇleny obsahuj´ıc´ı g0 a gl prˇevedeme na pravou stranu. Dostaneme tak soustavu
rovnic [9]
h−2(2 + h2q(x1))U1 − h
−2U2 = f(x1) + h
−2g0,
−h−2U1 + h




−2(2 + h2q(xN−2))UN−1 − h
−2UN−2 = f(xN−2),
−h−2UN−2 + h
−2(2 + h2q(xN−1))UN−1 = f(xN−1) + h
−2gl,
Oznacˇ´ıme-li
U = (U1, U2, . . . , UN−2, UN−1)
T ,
F = (f1 + h








2 + h2q1 −1 0 . . . 0
−1 2 + h2q2 −1 . . . 0









kde qi = q(xi), fi = f(xi), pak nezna´me´ U1, U2, . . . , UN−1 dostaneme jako rˇesˇen´ı linea´rn´ı
soustavy rovnic
KU = F. (3.12)
Matice K je symetricka´. Jelikozˇ qi ≥ 0 ∀i = 1, . . . , n − 1, mu˚zˇeme doka´zat pozitivn´ı
definitnost matice K. Z toho ale vyply´va´, zˇe je take´ regula´rn´ı. Rˇesˇen´ım soustavy (3.12)
Gaussovou eliminacˇn´ı metodou tak dostaneme jedine´ rˇesˇen´ı.
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4. Pruzˇnost, pevnost
Na´sleduj´ıc´ı kapitola je pouze jaky´msi vy´cˇtem vybrany´ch pojmu˚ z teorie pruzˇnosti a pev-
nosti (PP), ktere´ na´m budou na´pomocny prˇi rˇesˇen´ı ilustracˇn´ıho prˇ´ıkladu v kapitole 6.
Prˇedpokla´da´me alesponˇ za´kladn´ı znalost pojmu˚ z PP, proto se nebudeme veˇnovat po-
drobne´mu vy´kladu, ale pouze prˇipomeneme neˇktere´ z nich.
4.1. Za´kladn´ı pojmy






























Ohybova´ tuhost nosn´ıku je charakteristika kvantifikuj´ıc´ı tuhost nosn´ıku zp˚usobenou jed-
nak tuhost´ı materia´lu vyja´drˇenou pomoc´ı modulu pruzˇnosti a jednak tuhost´ı pr˚urˇezu
vyja´drˇenou kvadraticky´m momentem. Ohybovou tuhost definujeme vztahem
E · J. (4.5)







Neuvazˇujeme prˇitom vliv norma´love´ ani posouvaj´ıc´ı s´ıly na prˇetvorˇen´ı, ani nama´ha´n´ı
teplotn´ımi zmeˇnami. Dı´ky souvislosti mezi ohybovy´m momentem M(x) a posouvaj´ıc´ı































Young˚uv modul pruzˇnosti v tahu E je charakteristika za´visla´ pouze na materia´lu teˇlesa,




Mez pruzˇnosti σE je materia´lnova´ konstanta, ktera´ uda´va´ nejvysˇsˇ´ı dovolenou hodnotu
napeˇt´ı, pro kterou se teˇleso po odstraneˇn´ı zat´ızˇen´ı vra´t´ı do p˚uvodn´ıho stavu, tzn. zˇe zde
plat´ı Hook˚uv za´kon. Prˇi prˇekrocˇen´ı te´to meze dojde k nepruzˇne´ deformaci teˇlesa.















kde kladne´ hodnoty oznacˇuj´ı tahove´ napeˇt´ı a za´porne´ tlakove´.
V technicke´ praxi se prˇi vy´pocˇtech cˇasto vyuzˇ´ıvaj´ı Castiglianovy veˇty, vyjadrˇuj´ıc´ı vztah
mezi posuvem, prˇ´ıpadneˇ natocˇen´ım a deformacˇn´ı prac´ı. Pu˚sob´ı-li na linea´rneˇ pruzˇne´ teˇleso

















kde A je deformacˇn´ı pra´ce a W je celkova´ energie napjatosti.
Nyn´ı uvedeme konkre´tn´ı podobu Castiglianovy´ch veˇt, ktera´ bude vhodneˇjˇs´ı prˇi vy´pocˇtu














































kde uA oznacˇuje posuv v mı´steˇ A ve smeˇru osy x, vA oznacˇuje posuv v mı´steˇ A ve smeˇru
osy y a φA urcˇuje u´hel natocˇen´ı v mı´steˇ p˚usobiˇsteˇ silove´ dvojice MA.
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5. GAMS
Modelovac´ı syste´m GAMS (General Algebraic Modeling System) je specia´ln´ı programo-
vac´ı jazyk slouzˇ´ıc´ı pro formulaci u´loh matematicke´ho programova´n´ı a jejich optimalizaci.
Syste´m GAMS ma´ kromeˇ kompila´toru vestaveˇne´ rˇesˇicˇe urcˇene´ pro r˚uzne´ typy u´loh. Pro
optimalizaci u´loh nelinea´rn´ıho programova´n´ı vyuzˇ´ıva´ GAMS trˇi za´kladn´ı rˇesˇicˇe, a to CO-
NOPT, MINOS a SNOPT. Kazˇdy´ z uvedeny´ch rˇesˇicˇ˚u je vhodny´ pro r˚uzne´ druhy u´loh
NLP.
CONOPT se pouzˇ´ıva´ pro rˇesˇen´ı proble´mu˚ s vy´razneˇ nelinea´rn´ımi omezuj´ıc´ımi podmı´n-
kami. Tento rˇesˇicˇ byl navrzˇen pro velmi rozsa´hle´ syste´my a proto umozˇnˇuje rˇesˇit proble´my,
ktere´ obsahuj´ı velky´ pocˇet rovnic i promeˇnny´ch. Je zalozˇen na metodeˇ sdruzˇeny´ch gra-
dient˚u. Dı´ky konjugovany´m vektor˚um umozˇnˇuje tato metoda iteracˇn´ı vy´pocˇetn´ı postup,
ktery´ dosa´hne loka´ln´ıho extre´mu (v prˇ´ıpadeˇ, zˇe extre´m existuje) po konecˇne´m pocˇtu krok˚u.
Pra´veˇ CONOPT jsme pouzˇili prˇi rˇesˇen´ı ilustracˇn´ıho prˇ´ıkladu. Byli jsme vsˇak omezeni
uzˇit´ım studentske´ verze (tzv.”Student’s version”), cozˇ pro na´s znamenalo limit 1000 ne-
nulovy´ch prvk˚u v definici modelu, z toho maxima´lneˇ 200 nenulovy´ch prvk˚u v nelinea´rn´ım
stavu a 20 nenulovy´ch hodnot diskre´tn´ıho typu [11].
V prˇ´ıloze je zobrazen zdrojovy´ ko´d programu z prostrˇed´ı GAMS. Prˇ´ıkazova´ slova
jsou vyznacˇena modry´m p´ısmem a uvozuj´ı vzˇdy konkre´tn´ı definicˇn´ı oblast. Naprˇ´ıklad
prˇ´ıkazem scalar oznacˇujeme sekci, ve ktere´ definujeme konstanty. Promeˇnne´, ktere´ se
budou u´cˇastnit vlastn´ı optimalizace deklarujeme v sekci variables. V odstavci parameter
definujeme indexove´ parametry. U´cˇelovou funkci a omezen´ı zapisujeme v odd´ıle equations
a to tak, zˇe je nejprve pojmenujeme a pote´ vyja´drˇ´ıme jejich algebraicke´ vzorce. Prˇ´ıkazem
model urcˇ´ıme omezen´ı, ktere´ do optimalizace vstupuj´ı.
V prˇ´ıkazu solve urcˇ´ıme rˇesˇicˇ a typ optimalizace, tj. zvol´ıme, zda-li se jedna´ o linea´rn´ı
nebo nelinea´rn´ı u´lohu maximalizace nebo minimalizace.
Prˇ´ıkaz display zarˇ´ıd´ı vy´pis hodnot v za´veˇrecˇne´ zpra´veˇ a prˇ´ıkazem put zapisujeme data
do extern´ıho souboru.




6.1. Optimalizace rozmeˇr˚u nosn´ıku
Vesˇkerou vy´sˇe uvedenou teorii si ted’ uka´zˇeme na ilustrativn´ım prˇ´ıkladu na´vrhu op-
tima´ln´ıch rozmeˇr˚u nosn´ıku obde´ln´ıkove´ho pr˚urˇezu. Nosn´ık je zat´ızˇen konstantn´ım spo-
jity´m zat´ızˇen´ım a ulozˇen tak, jak je zobrazeno na Obra´zku 6.1. Na prave´m konci nosn´ıku
se jedna´ o obecnou vazbu, na leve´m konci o vetknut´ı. Pozˇadujeme prˇitom minima´ln´ı
hmotnost a maxima´ln´ı tuhost konzoly.
Obra´zek 6.1: Sche´ma ulozˇen´ı.




(x) = q(x) pro x ∈ 〈0, l〉, (6.1)
kde l je de´lka konzoly [mm], E je Young˚uv modul pruzˇnosti v tahu [MPa], J je kvadraticky´
moment pro obde´ln´ıkovy´ pr˚urˇez vzhledem k ose z [mm4], u(x) je vy´chylka konzoly [mm]
a q(x) je vneˇjˇs´ı spojite´ zat´ızˇen´ı [Nmm−1].
Z teorie PP da´le v´ıme, zˇe pro tento typ ulozˇen´ı nosn´ıku dostaneme na´sleduj´ıc´ı okrajove´
podmı´nky
u(0) = 0, u(l) = 0,
du
dx





jejichzˇ vy´znam je na´sleduj´ıc´ı: v leve´m konci nedocha´z´ı k vychy´len´ı ani natocˇen´ı nosn´ıku,
v prave´m konci nedocha´z´ı k vychy´len´ı nosn´ıku a je zde nulovy´ ohybovy´ moment.
Nasˇ´ım pozˇadavkem prˇi na´vrhu rozmeˇr˚u je minimalizovat hmotnost m a maximalizovat
ohybovou tuhost k, prˇicˇemzˇ
m = ρabl, (6.3)
k = EJ, (6.4)
kde ρ je hustota materia´lu nosn´ıku a a, b jsou na´mi hledane´ optima´ln´ı rozmeˇry pr˚urˇezu.
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6.1. OPTIMALIZACE ROZMEˇRU˚ NOSNI´KU
Z hlediska klasifikace proble´mu se v nasˇem prˇ´ıkladu zaby´va´me v´ıcekriteria´ln´ı u´lohou ne-











(x) = q(x), pro x ∈ 〈0, l〉, (6.7)
u(0) = 0, u(l) = 0,
du
dx











| ≤ σE, pro x ∈ 〈0, l〉, (6.9)
amin ≤ a ≤ amax, (6.10)
bmin ≤ b ≤ bmax, (6.11)
kde σE je mez pruzˇnosti.
Rovnice popisuj´ıc´ı chova´n´ı konzoly prˇi zat´ızˇen´ı je obycˇejna´ diferencia´ln´ı rovnice cˇtvr-
te´ho rˇa´du. Abychom mohli u´lohu numericky rˇesˇit, mus´ıme prove´st diskretizaci pomoc´ı
metody konecˇny´ch diferenc´ı, kterou jsme si popsali v kapitole 3.
Provedeme tedy ekvidistantn´ı deˇlen´ı intervalu 〈0, l〉 na N cˇa´st´ı a zavedeme tak rov-





ui+2 − 4ui+1 + 6ui − 4ui−1 + ui−2
h4
+O(h2)
a aproximac´ı prˇesne´ho rˇesˇen´ı u(x) vektorem U∗ = (U0, U1, . . . , UN)
T jsme schopni rovnici




Ui+2 − 4Ui+1 + 6Ui − 4Ui−1 + Ui−2
h4
= q(xi). (6.12)
Dostali jsme tak soustavu diferencˇn´ıch rovnic pro i = 2, 3, . . . , N − 2. Z okrajovy´ch
podmı´nek (6.8) urcˇ´ıme hodnoty U0, UN prˇ´ımo a zby´vaj´ıc´ı rovnice pro i = 1 a i = N − 1
dostaneme zaveden´ım tzv. fiktivn´ıch uzl˚u x−1, xN+1, pomoc´ı nichzˇ jsme schopni chybeˇj´ıc´ı
diferencˇn´ı rovnice vyja´drˇit.










ui+1 − 2ui + ui−1
h2
+O(h2) (6.14)
a na´slednou aproximac´ı dostaneme






= 0⇒ U−1 = U1,




UN+1 − 2UN + UN−1
h2
= 0⇒ UN+1 = −UN−1.
15
6.1. OPTIMALIZACE ROZMEˇRU˚ NOSNI´KU




7 −4 1 0 0 . . . 0
−4 6 −4 1 0 . . . 0
1 −4 6 −4 1 . . . 0
. . . . . . . . .
0 . . . 1 −4 6 −4 1
0 . . . 0 1 −4 6 −4























Vhodny´m oznacˇen´ım pak mu˚zˇeme zkra´ceneˇ psa´t
Eab3KU = 12h4q. (6.16)





2 0 0 0 . . . 0
−2 1 0 0 . . . 0
1 −2 1 0 . . . 0
. . . . . . . . .
0 . . . 1 −2 1 0
0 . . . 0 1 −2 1
























cozˇ mu˚zˇeme zkra´ceneˇ zapsat jako
|EbCU| ≤ 2h2σE. (6.18)













kde α + β = 1, α, β ≥ 0 jsou va´hy jednotlivy´ch kriteri´ı a γ, δ jsou normalizacˇn´ı kon-
stanty. Ty dostaneme rˇesˇen´ım optimalizacˇn´ı u´lohy (6.5),(6.7)-(6.11) a (6.6),(6.7)-(6.11).
Normalizacˇn´ı konstanty jsou pak hodnoty u´cˇelovy´ch funkc´ı po proveden´ı optimalizace.
Omezen´ı pro diskretizovane´ zada´n´ı u´lohy zapisujeme ve tvaru
Eab3KU = 12h4q, (6.20)
|EbCU| ≤ 2h2σE, (6.21)
U0 = 0, UN = 0, (6.22)
amin ≤ a ≤ amax, (6.23)
bmin ≤ b ≤ bmax. (6.24)
U´lohu nelinea´rn´ıho programova´n´ı (6.19),(6.20)-(6.24) implementujeme v prgramu GAMS
pro na´sleduj´ıc´ı vstupn´ı hodnoty: l = 1000 mm, q(xi) = 3 Nmm
−1, ρ = 7, 85 · 10−9 tmm−3.
Mez pruzˇnost pro zvolenou ocel je σE = 100 MPa a modul pruzˇnosti E = 210 · 10
3 MPa.
Mezn´ı hodnoty rozmeˇr˚u pr˚urˇezu jsou amin = bmin = 10 mm a amax = bmax = 100 mm.
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Va´hove´ koeficenty jsme stanovili jako α = β = 0, 5 a normalizacˇn´ı konstanty spocˇetli jako
γ = 0, 0037 t, δ = 17, 5 · 1011 Nmm2. Pocˇet s´ıt’ovy´ch uzl˚u je N = 50.
Pomoc´ı integrovane´ho rˇesˇicˇe CONOPT dostaneme minima´ln´ı hodnotu u´cˇelove´ funkce
z = 0, 498 pro optima´ln´ı rozmeˇry pr˚urˇezu nosn´ıku a = 10 mm a b = 47, 4 mm. Pr˚ubeˇhy
vy´chylky a napeˇt´ı jsou zobrazeny na obra´zku (6.2). Maxima´ln´ı vy´chylka ohybove´ cˇa´ry je
asi 0,86 mm, maxima´ln´ı napeˇt´ı je rovno maxima´ln´ı povolene´ hodnoteˇ σE, tedy 100 MPa.
a) b)
Obra´zek 6.2: a) Vy´chylka u(x), b) napeˇt´ı σ(x).
Pro srovna´n´ı provedeme vy´pocˇet optima´ln´ıch rozmeˇr˚u take´ v programu ANSYS (Ansys
Inc., Canonsburg, PA, USA), cozˇ je vy´pocˇetn´ı software zalozˇeny´ na metodeˇ konecˇny´ch
prvk˚u. Optima´ln´ı rˇesˇen´ı u´cˇelove´ funkce z = 0, 654 jsme v ra´mci 150 iterac´ı obdrzˇeli pro
a = 12 mm a b = 52 mm. Pr˚ubeˇhy vy´chylky a napeˇt´ı z´ıskane´ vyuzˇit´ım ANSYSu jsou
zabrazeny na obra´zku (6.3).
a) b)
Obra´zek 6.3: a) Vy´chylka u(x), b) napeˇt´ı σ(x).
Prˇi porovna´n´ı vy´sledk˚u z´ıskany´ch GAMSem a ANSYSem je patrna´ shoda pr˚ubeˇh˚u napeˇt´ı
a vy´chylky, cozˇ znamena´, zˇe u´loha NLP je nadefinova´na spra´vneˇ. Rovneˇzˇ hodnoty rozmeˇr˚u
a, b jsou kvalitativneˇ rovnocenne´. Odchylka ve vy´sledc´ıch mu˚zˇe by´t zp˚usobena odliˇsnou
metodou rˇesˇen´ı jednotlivy´ch softwar˚u.
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Spra´vnost vy´sledk˚u mu˚zˇeme oveˇrˇit take´ analyticky´m vy´pocˇtem.
Obra´zek 6.4: Cˇa´stecˇne´ uvolneˇn´ı.
Ohybovy´ moment a norma´lova´ s´ıla jsou da´ny jako




N(x) = 0, (6.26)















dx = 0, (6.27)





Maxima´ln´ı ohybovy´ moment dostaneme dosazen´ım s´ıly FBy pro x = l do vztahu (6.25).
Maxima´ln´ı napeˇt´ı pak pro optima´ln´ı hodnoty rozmeˇr˚u a = 10 mm a b = 47, 4 mm












Vyuzˇit´ı optimalizace jsme si uka´zali na prˇ´ıkladu na´vrhu optima´ln´ıch rozmeˇr˚u spo-
jiteˇ zat´ızˇene´ho nosn´ıku obde´ln´ıkove´ho pr˚urˇezu. Matematicky tento proble´m vystihuje
nejle´pe model obycˇejny´ch diferencia´ln´ıch rovnic, pomoc´ı neˇhozˇ mu˚zˇeme vyja´drˇit dife-
rencia´ln´ı rovnici ohybove´ cˇa´ry v za´vislosti na zat´ızˇen´ı. Abychom byli schopni u´lohu rˇesˇit,
museli jsme prove´st diskretizaci u´lohy. Ucˇinili jsme tak pomoc´ı metody konecˇny´ch di-
ferenc´ı. Pozˇadavky na minima´ln´ı hmotnost a maxima´ln´ı tuhost jsme pomoc´ı metody
va´zˇeny´ch soucˇt˚u spojili do jedne´ u´cˇelove´ funkce, kterou jsme na´sledneˇ minimalizovali.
U´lohu jsme rˇesˇili v prostrˇed´ı modelovac´ıho syste´mu GAMS pomoc´ı vestaveˇne´ho rˇesˇicˇe CO-
NOPT, ktery´ je urcˇen pro rˇesˇen´ı u´loh nelinea´rn´ıho programova´n´ı. Takto z´ıskane´ vy´sledky
z = 0, 498, a = 10 mm, b = 47, 4 mm jsme porovnali s vy´sledky obdrzˇeny´mi z prostrˇed´ı
programu zalozˇene´ho na metodeˇ konecˇny´ch prvk˚u (ANSYS) z = 0, 654, a = 12 mm,
b = 52 mm. Nepatrna´ nesrovnalost je zp˚usobena odliˇsny´m zp˚usobem hleda´n´ı optima´ln´ıho
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