Abstract. A statistician observes a sample from a mixture of two symmetric distributions that differ from one another by a shift parameter. Estimators for mean position parameters and concentrations (mixing probabilities) for both components are constructed by the method of moments. Conditions for the consistence and asymptotic normality of these estimators are obtained. The asymptotic variance (dispersion coefficient) of the estimator of the concentration is found.
Introduction
Let N subjects be observed. We assume that each of them may belong to one of the two given populations. The number δ j of the population containing the subject j is unknown. For the subject j, a numeric characteristic (variable) η j is observed. Its distribution depends on the population containing the subject, namely P{η j < x} = H i (x) if δ j = i, i = 1, 2. The (a priori) probability that the subject j belongs to the first population is p = P{δ j = 1}. Therefore P{δ j = 2} = 1 − p. Thus the data (η 1 , . . . , η N ) forms a sample of independent identically distributed random variables with the distribution function (1) P{η j < x} = pH 1 (x) + (1 − p)H 2 (x).
The data with distributions of this kind are called a sample from a finite (two-component) mixture. The populations from which the subjects are drawn are called the components of the mixture, H i are the distributions of the components, and p and 1 − p are the mixing probabilities or concentrations of the components in the mixture. There are many papers devoted to the problem of estimation of distributions and concentrations of components of finite mixtures starting with [6] and [7] . Surveys of modern methods of statistics of finite mixtures can be found in [5, 8] . Most of the literature deals with parametric models of distributions, since the nonparametric models of finite mixtures are, generally speaking, not identifiable (this means that the mixing probabilities may not be uniquely estimated for the nonparametric setting).
To the author's knowledge, the first paper treating the nonparametric estimation for a two-component mixture of independent identically distributed observations is [3] . The problem is identifiable in [3] due to the assumption that the observed characteristic is a vector whose dimension is at least 3 and the coordinates of these vectors (in other words, the variables characterizing the observed subjects) are independent for every component of the mixture.
We consider another nonparametric model of a two-component mixture that allows us to estimate uniquely its characteristics. We assume that the distributions H i differ from one another by a shift parameter, namely
for some a ∈ R, and that the distribution H 1 is symmetric about its median. The identifiability of the "parametric part" of this model is proved in [4] . Consistent estimators of the median of H 1 as well as the parameter a and probability p are also considered, and the asymptotic normality of these estimators is proved in [4] .
Another method of constructing the estimators of these parameters is proposed in [2] . An estimator of the distribution function H 1 is constructed in [2] .
The estimators proposed in the papers [2, 4] are rather complicated: their evaluation is based on a numerical minimization of certain functions that depend on a sample. In the simplest case considered in [4] , the function mentioned above is the U statistic. The calculation of this function for given values of the parameters requires CN 2 elementary operations.
This paper is devoted to an application of the method of moments to the problem of estimation described above. The estimators obtained for this problem are written explicitly and their calculation requires CN elementary operations. Moreover, the estimators change "regularly" if the measurement scale is transformed linearly, namely the estimators of the location parameters are equivariant, while the estimator of p is invariant with respect to those transformations.
The paper is organized as follows. The model is introduced in Section 2; the moment estimators of the parameters are also constructed there. We study the invariance and equivariance properties of the estimators with respect to addition and multiplication by a constant in Section 3; the asymptotic behavior of estimators is also studied in Section 3. The quality of the estimators for a finite size of a sample is assessed in Section 4 via simulation. As an example, we apply our estimators to real life data in the same section. Some remarks concerning further investigation of our estimators are placed in Section 5.
Note that the methods of construction and investigation of the estimators proposed in this paper are standard. The main technical problem is to solve the system of five equations of the method of moments and to represent their solutions in a compact form. To perform complicated algebraic manipulations and to exhibit our algorithms, we used the software Mathematica.
Setting of the problem and construction of estimators
Consider a sample of independent identically distributed random variables (η 1 , . . . , η N ) described by the following model:
where a i , i = 1, 2, are nonrandom real numbers, δ j are random variables assuming the value 1 with probability p and the value 2 with probability 1 − p, and ε j are random variables with the distribution function H(x) = P{ε ≤ x}. The random variables δ j , ε j , j = 1, . . . , N, are assumed to be jointly independent. It is clear that the distribution of the sample (η 1 , . . . , η N ) is described by model (1) for
The number a i can be treated as a "mean value" of the variable η for subjects belonging to the population i, while the ε j are random deviations from the mean values. In what follows we assume that the distribution of random deviations is symmetric about zero;
. Therefore a i is equal to both the median and the expectation of H i (provided the latter exists). We construct estimators for a i and p assuming that the distribution function H is unknown. In addition to the assumption that the distribution function H is symmetric, we require that certain moments of random variables ε j be finite.
We follow the method of moments when constructing the estimators. Let E |ε j | 5 < ∞. Put e k = E(ε j ) k and let y k = E(η j ) k be the "theoretical moments" of order k for observations. Since the distribution of ε j is symmetric, e 1 = e 3 = e 5 = 0. We obtain from (2) that
To obtain the moment estimators for a i and p one needs to substitute the empirical momentsŷ
for the corresponding theoretical moments y k in (3) and to solve this system of equations with respect to a 1 ,a 2 , e 2 , e 4 , and p. There are some "redundant" solutions of this system that do not correspond to consistent estimators of unknown parameters. It turns out that, among the solutions of the system, one can uniquely determine those that correspond to the consistent estimators. Now we describe these solutions.
First we consider the first three equations of system (3) assuming that the parameter p is known. It is easy to exclude e 2 and a 2 from those equations and obtain an equation for a 1 , namely
This is a cubic equation with respect to a 1 , which in general has three roots. If p ∈ (0, 1/2), then the root
is a solution we need. 1 It is straightforward to check that the equalitŷ
holds if one substitutes the empirical moments in (4) for the corresponding theoretical moments defined in (3). Therefore one can useâ 1,n (p) to estimate a 1 if p ∈ (0, 1/2) is known. The estimator for a 2 can be derived from (3a):
. 1 Here and in what follows 3 √ x for x ∈ R means (if the opposite is not specified explicitly) the real root, for example
Now let p ∈ (0, 1/2) be unknown. Excluding the unknown moments of ε j from (3b), (3d), and (3e) we get 0 = −ŷ 5 + pa
Substitutingâ 1,n (p) andâ 2,n (p) for a 1 and a 2 in the latter equation, respectively, we obtain an equation for the estimator of p. One can transform this equation to the form
where
Choosing a necessary root among the six solutions of this equation, we obtain the estimator for p:
It is straightforward to check that if 0 < p < 1/2 and the theoretical moments are used in the definition ofp instead of the corresponding empirical moments, then expression (9) is reduced to p.
Remark 1. The statistic C N as well as the corresponding theoretical characteristic C(p) defined below by (12) may assume any real value. The functionp defined by (9) is decreasing and maps the real line to the interval (0, 1/2). Thus the estimatorp N belongs to the interval (0, 1/2).
Remark 2. It is surprising that the trigonometric functions appear in the formula for P 1 . In fact, this follows from the complex form of the solution of equation (6), which is written as follows:
The quadratic and cubic roots are treated as the main part of the analytic function When the function A(C) is used in (9) for the evaluation ofp, that is if C < 432, all the expressions under the root sign as well as the corresponding solutions are positive real numbers. Similarly, A and P 2 for C < 432 and B and P 1 for C > 432 are real-valued functions of a real argument. The complexity of calculation of these functions with a computer is comparable with that of the calculation of a cubic root.
Finally, we takeâ
as the estimators of a 1 and a 2 if p is unknown.
Properties of estimators
Prior to studying the asymptotic behavior of the above estimators, we prove that they are invariant and equivariant. Recall that the statistic S = S(Y ) evaluated from a sample Y = (η 1 , . . . , η N ) is called invariant with respect to addition if
Similarly we define these properties with respect to multiplication.
Sinceâ 1,N andâ 2,N estimate the location parameters, it is natural to require that they are equivariant with respect to the shifts and changes of scale, that is, with respect to addition and multiplication. An estimator of the probability p should not depend on shifts and changes of scale; that is, this estimator should be invariant. Proof. Let y k be the sample moment of order k for the sample Y + z. Then
where, as above, the y k are sample moments of the sample Y . Substituting y k in the expression for C N and canceling similar terms, we prove that the statistic C N is invariant with respect to addition. Sincep N is a function of C N ,p N also is an invariant estimator. Now we substitute y k into (4) and (5) and prove thatâ 1,N andâ 2,N are equivariant. The proof that the estimators are invariant and equivariant with respect to multiplication is analogous. Now we turn to the asymptotic behavior of the estimators. Recall that an estimator is called strongly consistent if it converges almost surely to the true value of the parameter as the sample size tends to infinity. Remark 3. The case of p ∈ (1/2, 1) can be reduced to that considered in Theorem 3.2 by exchanging the components. Then p is exchanged with 1 − p, while a 1 is exchanged with a 2 . In fact, the restriction 0 < p < 1 2 means that the members of the second component occur more often than those of the first component.
Theorem 3.2. Let
Remark 4. If a 1 = a 2 , then the distributions of both components are the same and therefore p cannot be estimated at all. The problem is not identifiable in this case.
Remark 5. If p = 1/2, then one can estimate y 1 = 1 2 (a 1 + a 2 ) byŷ 1 , but the parameters a 1 and a 2 cannot be estimated separately. Indeed, let the model for the data be described by equation (2) for a 1 = a 2 and p = 1/2. Consider the new dataη j for which the location parameters coincide; that is,ã
and the random deviations are such thatε j = a δ j − y 1 + ε j . (Since p = 1/2, the distribution ofε j is symmetric.) It is clear that η j =η j . Thus one cannot decide from the observations which of the two parameters a i orã i is the "true" one.
Hence the assumptions (ii) and (iii) of Theorem 3.2 are natural conditions for the identifiability of the problem.
Remark 6. If p = 1/2, then U N → 0 and C N → ±∞ as N → ∞. Thus the estimatorp N for large N can be close to both 0 and 1/2. This is also evidence of the nonidentifiability: in each of the cases p = 1/2 and p = 0, the distribution of observations is symmetric (with respect to its own median) and it is not possible to separate these two cases without additional information.
If one estimates the parameters in the framework of the above model and if the distribution of the observations is symmetric, then it is reasonable to sieve the data by using the corresponding statistical tests.
Proof of Theorem 3.2. According to assumption (i),ŷ k;N → y k almost surely by the strong law of large numbers. Thus U N and V N approach U and V , respectively. The latter variables can be obtained by the substitution of theoretical moments instead of empirical moments in (7) and (8) . Expressing these moments in terms of the parameters with the help of system (3), we get
It is easy to see that U = 0 under the assumptions of the theorem, whence
The functionp(C) defined in (9) is the inverse to C(p). This function is continuous for all C ∈ R. Thusp(C N ) → p almost surely. The consistence ofâ i:N can be proved similarly.
Prior to stating the result on the asymptotic normality of the estimators, we study the asymptotic variance ofp N . Put Proof. The proof follows from Theorem 2A of Section 4, Chapter 2 of [1] , where the asymptotic normality of the moment estimators is studied. It is reasonable to treatp N in our proof of the asymptotic normality as a solution of the equation
(with respect to p ∈ (0, 1/2)). The right hand side of this equation is a strictly decreasing function of p ∈ (0, 1/2), and its derivative is separated from 0.
In the evaluation of the asymptotic variance, Theorem 2A also was used together with the property thatp N is invariant with respect to addition and multiplication (see Theorem 3.1). This allows one to restrict consideration to the case of a 1 = 0, a 2 = b, and e 2 = 1, since all other cases are reduced to the latter case by a linear transformation of the measurement scale.
Remark 7. The same Theorem 2A of [1] is helpful in the proof of the asymptotic normality of the estimatorsâ i;N . It is not yet possible to write down their asymptotic variance in a closed form yet. Nevertheless it can be calculated in the software system Mathematica.
Remark 8. The parameter b plays the role of the signal/noise ratio in the problem considered. Indeed, the greater the distance |a 1 − a 2 | with respect to the mean square dispersion of random deviations ε j , the more precise should be the estimators of the parameters of the model. However, the asymptotic variance ofp N defined in (13) tends to p(1 − p) as b → ∞, so it does not tend to 0. This can be explained by an additional (besides ε j ) source of the randomness in the model, namely by the random distribution of subjects between the components of the mixture. If b is sufficiently large, then one can determine the number δ j of the population containing the subject from an observation η j . An efficient estimator of p constructed from observations δ j is the relative frequency of the event δ j = 1 in the sample. This estimator is just the one that has the asymptotic variance p (1 − p) . Therefore, as b → ∞, the asymptotic variance of the estimatorp N approaches the best possible variance.
Remark 9. If the distribution of ε j is known, the expression for s 2 can be simplified substantially. For example, in the case of the normal distribution, 
Results of simulation and an example of real life data analysis
We consider simulated samples in order to evaluate how well the asymptotic results explain the behavior of the estimators for a finite sample size. We simulated samples of sizes N = 50, 100, 250, 500, 750, 1000, and 5000 with distribution (2) and for random As can be seen from the table, the asymptotic formula provides a good approximation for N > 1000 and can be used as a first approximation for N > 500. However, this result corresponds to the cases where the variance ofp N calculated by the asymptotic formula is not large. One of the classical examples of the data used to test algorithms for analyzing the mixtures is the data set consisting of measurements of eruption lengths of the Old Faithful geyser in the Yellowstone National Park, USA. The collections of examples of packages S+ and R include this data set (named "geyser"). The histogram constructed for this data clearly shows the mixture of two components. The results of the estimation of parameters for the model (2) can be found in [4] . The method used in [4] 
Concluding remarks
We constructed estimators for concentrations and location parameters of the distributions of components of a mixture and proved that they are consistent and asymptotically normal under the natural conditions of the identifiability and some (not restrictive) moment assumptions. The asymptotic variance of the estimator of the concentration is close to the best one for large values of the signal/noise ratio. However, if this ratio is low, then the estimators studied in this paper cannot be recommended for use, since their asymptotic variance turns out to be too large. The analysis of simulated data confirms this recommendation, although the real variance of the estimators of concentrations in samples of small sizes is often smaller than the one found by the asymptotic formula.
The question on whether or not better estimators exist for small values of the signal/noise ratio is still open.
Another interesting question concerns the nonparametric estimator of the distribution function of random deviations.
