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Abstract
The goal of this paper is to prove the existence and uniqueness of periodic solutions for
a class of the odd order differential equations. Here the Leray–Schauder degree theory and
the Schwarz inequality are used.
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1. Introduction
This paper deals with the existence and uniqueness of periodic solutions for an
(2n+ 1)th order differential equation
x(2n+1)+ f (t, x, x ′, . . . , x(2n))= 0, x ∈R, (1.1)
where f :R×R2n+1 → R is continuous and 2π -periodic with respect to t .
For the periodic problems (including the periodic boundary value problems)
to high order differential equations, there have been many works [1–9]. Among
this area we feel much interest in the problem of periodic solutions of odd order
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differential equations. In [9], the existence and uniqueness of periodic solutions
were obtained for the equation
x(2n+1) + g(t, x)= 0
under condition that g satisfies that g(t + 2π,x)= g(t, x) and
M 
∣∣gx(t, x)∣∣m> 0
for some positive constants m and M .
Recently, in [3], utilizing the Schauder fixed point theorem and continuation
theorem of Mawhin, one has considered the form
x(2n+1) +
n−1∑
i=0
cix
(2i+1)+ g(t, x)= 0,
where ci , i = 0,1, . . . , n− 1, are positive constants.
In this paper we shall use the topological degree method and the technique of
the inequality to generalize the results of [3,9].
We assume throughout that:
(H1) f ∈ C1(R × R2n+1,R), f (t + 2π,x0, x1, . . . , x2n) = f (t, x0, x1, . . . , x2n)
for all (x0, x1, . . . , x2n) ∈R2n+1, and
∣∣f (t, x0, x1, . . . , x2n)− f (t, y0, y1, . . . , y2n)∣∣ 2n∑
i=0
ci |xi − yi | (1.2)
for any (t, x0, x1, . . . , x2n), (t, y0, y1, . . . , y2n) ∈ R × R2n+1, where c0 > 0
and ci  0, i = 1,2, . . . ,2n, are constants;
(H2) There exists a constant m> 0 such that
m |fx0 | c0 on R×R2n+1 (1.3)
and the following inequality holds:(
c0
m
+ 1
) 2n∑
i=1
(2π)2n−i+1ci < 1. (1.4)
Theorem A. Under conditions (H1) and (H2) above, Eq. (1.1) has a unique 2π -
periodic solution.
Remark. If f = g(t, x), then Theorem A is the result obtained in [9]. As f =∑n−1
i=0 c2i+1x(2i+1)+ g(t, x), a similar result was established in [3].
In addition, we also consider
x(2n+1) + f (t, x, x ′, . . . , x(2n))= h(t, x, x ′, . . . , x(2n)), (1.5)
where f and h are continuous on R×R2n+1 and 2π -periodic in t .
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Theorem B. Assume that h is bounded on R × R2n+1, and f satisfies (H1) and
(H2). Then Eq. (1.5) has at least one solution with 2π -period.
This paper is organized as follows. Section 2 deals with a linear equation.
There, using the technique of the Schwarz inequality, one proves the uniqueness
of periodic solutions for linear equations. In Section 3 applying the results of
Section 2 and Leray–Schauder degree theory, one gives the proof of Theorem A.
Finally, Theorem B is proved in Section 4.
2. Linear problem
Consider the linear equation
x(2n+1)+
2n∑
i=1
bi(t)x
(i) + b0(t)x = g(t), (2.1)
where bi , i = 1,2, . . . ,2n, b0 and g are continuous and 2π -periodic in t .
By PCl(R) denote the space consisting of the 2π -periodic functions in Cl(R).
Define the norm ‖ · ‖ by
‖y‖ =
2n∑
i=0
max
t∈[0,2π]
∣∣y(i)(t)∣∣
for each y ∈ PC2n(R). Suppose that
(A) b0 and bi , i = 1, . . . ,2n, satisfy
0 <m
∣∣b0(t)∣∣ c0, ∣∣bi(t)∣∣ ci,
for some constants m, c0 and ci , i = 1,2, . . . ,2n, and(
c0
m
+ 1
) 2n∑
i=1
(2π)2n−i+1ci < 1.
Introduce an auxiliary equation
x(2n+1)+ λ
2n∑
i=1
bi(t)x
(i) + ((1− λ)δ + λb0(t))x = λg(t), (2.2)
where δ is a fixed constant satisfying
0< δ <m and
(
c0 + δ
m− δ + 1
) 2n∑
i=1
(2π)2n−i+1ci < 1, (2.3)
and λ is parameter with λ ∈ [0,1].
Employing the Schwarz inequality, the proof of the following lemma is easy.
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Lemma 1. Let x ∈ PC1(R). Assume that there exists t0 ∈ R such that x(t0)= 0.
Then
2π∫
0
x2(t)dt  4π2
2π∫
0
(
x ′(t)
)2 dt .
Lemma 2. Under condition (A) above, there exists a constant M > 0 such that,
for all λ ∈ [0,1], every 2π -periodic solution xλ(t) of (2.2) satisfies∥∥xλ(t)∥∥M. (2.4)
Proof. From the Rolle theorem, there exist ξλi ∈ [0,2π] satisfying
x
(i)
λ (ξλi)= 0, i = 1,2, . . . ,2n. (2.5)
By Lemma 1,
( 2π∫
0
(
x
(i)
λ (t)
)2 dt
)1/2
 2π
( 2π∫
0
(
x
(i+1)
λ (t)
)2 dt
)1/2
 (2π)2n−i
( 2π∫
0
(
x
(2n)
λ (t)
)2 dt
)1/2
,
i = 1,2, . . . ,2n. (2.6)
Let L = supt∈R |g(t)|. Multiplying each side of (2.2) by xλ(t), and integrating
from 0 to 2π with respect to t , we have
2π∫
0
(
(1− λ)δ+ λb0(t)
)
x2λ(t)dt =−λ
2n∑
i=1
2π∫
0
bi(t)x
(i)
λ (t)xλ(t)dt
−
2π∫
0
x
(2n+1)
λ (t)xλ(t)dt + λ
2π∫
0
g(t)xλ(t)dt . (2.7)
By the continuity of b0 and 0 <m |b0(t)| c0,
0 <m b0(t) c0, t ∈ R, or
−c0  b0(t)−m< 0, t ∈R.
Without loss of generality, we assume
0 <m b0(t) c0, t ∈ R. (2.8)
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If not, we replace δ by −δ in (2.2) and (2.3). On the basis of (2.8) and (2.7), we
obtain
2π∫
0
x2λ dt 
1
m− δ
2n∑
i=1
ci
2π∫
0
∣∣xλx(i)λ ∣∣dt + Lm− δ
2π∫
0
|xλ|dt . (2.9)
Here
∫ 2π
0 xλx
(2n+1)
λ dt = 0 and (A) are used. On the basis of the Schwarz ine-
quality, we derive( 2π∫
0
x2λ dt
)1/2
 1
m− δ
2n∑
i=1
ci
( 2π∫
0
(
x
(i)
λ
)2 dt
)1/2
+
√
2πL
m− δ . (2.10)
Applying (2.2), the Schwarz inequality, Lemma 1 and inequality 2ab  εa2 +
b2/ε (ε > 0 is a constant),
2π∫
0
(
x
(2n)
λ
)2 dt =−
2π∫
0
x
(2n−1)
λ x
(2n+1)
λ dt
=
2π∫
0
(
λ
2n∑
i=1
bi(t)x
(i)
λ +
(
(1− λ)δ+ λb0(t)
)
xλ
)
x
(2n−1)
λ dt
− λ
2π∫
0
g(t)x
(2n−1)
λ dt

2π∫
0
2n∑
i=1
ci
∣∣x(2n−1)λ x(i)λ ∣∣dt +
2π∫
0
(δ+ c0)
∣∣x(2n−1)λ xλ∣∣dt
+
2π∫
0
L
∣∣x(2n−1)λ ∣∣dt

2n∑
i=1
ci
( 2π∫
0
(
x
(i)
λ
)2 dt
)1/2( 2π∫
0
(
x
(2n−1)
λ
)2 dt
)1/2
+ (δ+ c0)
( 2π∫
0
(
x
(2n−1)
λ
)2 dt
)1/2( 2π∫
0
x2λ dt
)1/2
+ 1
2
ε
2π∫
0
(
x
(2n−1)
λ
)2 dt + L2
ε
π
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
(
1+ c0 + δ
m− δ
) 2n∑
i=1
ci
( 2π∫
0
(
x
(i)
λ
)2 dt
)1/2
×
( 2π∫
0
(
x
(2n−1)
λ
)2 dt
)1/2
+
√
2π
m− δL
( 2π∫
0
(
x
(2n−1)
λ
)2 dt
)1/2
+ 1
2
ε
2π∫
0
(
x
(2n−1)
λ
)2 dt + L2
ε
π

(
1+ c0 + δ
m− δ
) 2n∑
i=1
(2π)2n−i+1ci
2π∫
0
(
x
(2n)
λ
)2 dt
+ (2π)
3/2
m− δ L
( 2π∫
0
(
x
(2n)
λ
)2 dt
)1/2
+ 2π2ε
2π∫
0
(
x
(2n)
λ
)2 dt + L2
ε
π. (2.11)
Let
A= 1−
(
1+ c0 + δ
m− δ
) 2n∑
i=1
(2π)2n−i+1ci − 2π2ε,
B = (2π)
3/2
m− δ , C =
π
ε
.
Write
X =
( 2π∫
0
(
x
(2n)
λ
)2 dt
)1/2
.
Then
AX2 −LBX−CL2  0. (2.12)
Choose sufficiently small constant ε > 0 such that A> 0. Hence,( 2π∫
0
(
x
(2n)
λ
)2 dt
)1/2
=X B +
√
B2 + 4AC
2A
L
"=KL, (2.13)
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which and (2.6) imply( 2π∫
0
(
x
(i)
λ
)2 dt
)1/2
 (2π)2n−iKL, i = 1,2, . . . ,2n. (2.14)
By (2.5), (2.14) and the Schwarz inequality,
∣∣x(i)λ (t)∣∣=
∣∣∣∣∣
t∫
ξλi
x
(i+1)
λ dt
∣∣∣∣∣
 (2π)1/2
( 2π∫
0
(
x
(i+1)
λ
)2 dt
)1/2
 (2π)2n−i−1/2KL,
t ∈ [0,2π], i = 1,2, . . . ,2n− 1. (2.15)
From (2.2), (A) and (2.14),
∣∣∣∣∣
2π∫
0
xλ dt
∣∣∣∣∣ 1m− δ
2n∑
i=1
ci
2π∫
0
∣∣x(i)λ ∣∣dt + 2πLm− δ
 2π
m− δ
2n∑
i=1
ci
( 2π∫
0
(
x
(i)
λ
)2 dt
)1/2
+ 2πL
m− δ
K1L (2.16)
for some constant K1 > 0, which implies that there exists ξλ0 ∈ [0,2π] to satisfy
∣∣xλ(ξλ0)∣∣ K12π L.
Hence,
∣∣xλ(t)∣∣=
∣∣∣∣∣
t∫
ξλ0
x ′ dt + xλ(ξλ0)
∣∣∣∣∣
 K1
2π
L+ (2π)2n−3/2KL "=K2L, t ∈ [0,2π], (2.17)
for some constant K2 > 0.
Using (2.2), (A), (2.14) and (2.17), we obtain that there exists K3 > 0 such that
∣∣x(2n)λ (t)∣∣=
∣∣∣∣∣
t∫
ξλ2n
x
(2n+1)
λ dt
∣∣∣∣∣
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
2n∑
i=1
ci
2π∫
0
∣∣x(i)λ ∣∣dt + (c0 + δ)
2π∫
0
|xλ|dt + 2πL

√
2π
2n∑
i=1
ci
( 2π∫
0
(
x
(i)
λ
)2 dt
)1/2
+ 2π(c0 + δ)K2L+ 2πL
K3L. (2.18)
Choose
M =
(
K2 +
2n∑
i=1
(2π)2n−i−1/2K +K3
)
L. (2.19)
Then (2.15), (2.17) and (2.18) imply
‖xλ‖M.
The proof is complete. ✷
Theorem C. If bi , i = 0,1, . . . ,2n, satisfy assumption (A), then homogeneous
equation
x(2n+1) +
2n∑
i=1
bi(t)x
(i) + b0(t)x = 0 (2.20)
has only trivial solution.
Proof. Take λ= 1 and g(t) ≡ 0 in (2.2). Thus, L= 0. By (2.19) and Lemma 2,
‖x1‖ = 0, which derives x1 = 0. ✷
Theorem D. If bi , i = 0,1, . . . ,2n, satisfy assumption (A), then linear equation
x(2n+1) +
2n∑
i=1
bi(t)x
(i) + b0(t)x = g(t)= g(t + 2π) (2.21)
has one and only one 2π -periodic solution.
Proof. Rewrite, respectively, (2.20) and (2.21) as follows:
Y ′ =A(t)Y, (2.22)
Y ′ =A(t)Y + g¯(t), (2.23)
where Y ∈ R2n+1, A(t + 2π) = A(t) is (2n + 1) × (2n + 1) matrix, g¯ is the
(2n+1)-vector value periodic function with 2π -period. By Theorem C, the corre-
sponding homogeneous equation (2.20) has only zero. Thus, (2.22) also has only
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a trivial solution. Assume that φ1(t), φ2(t), . . . , φ2n+1(t) are linearly independent
solutions of (2.22); then general solutions have the following form:
Y (t)=E(t)C, E(t)= (φ1(t), φ2(t), . . . , φ2n+1(t)).
On the basis of periodicity, Y (0)= Y (2π). Since Eq. (2.22) has only a trivial
periodic solution, we obtain that
det
(
(wij )
) = 0, (2.24)
where (wij ) is (2n+ 1)× (2n+ 1) matrix,
wij = φij (0)− φij (2π), i, j = 1,2, . . . ,2n+ 1.
Let ψ(t) be a special solution of (2.23). General solutions of (2.23) may be
expressed as
Y (t)=E(t)d +ψ(t).
If Y (t) is a periodic solution of (2.23), then
(wij )d = l, d = (d1, d2, . . . , d2n+1)T , l =ψ(2π)−ψ(0). (2.25)
Employing (2.24), the algebraic equation (2.25) has only one solution d . Thus,
Eq. (2.23) has a unique periodic solution. This completes the proof of Theo-
rem D. ✷
Corollary 1. For δ = 0, the equation
x(2n+1)+ δx = 0
has only trivial 2π -periodic solution.
We also consider the equation depending on a parameter ε,
x(2n+1)+ ε
2n∑
i=1
ai(t)x
(i) + a0(t)x = g(t). (2.26)
Under condition that ai , i = 0,1, . . . ,2n, and g are continuous and 2π -periodic,
we have the following result.
Theorem E. If
0<m
∣∣a0(t)∣∣ c0
for some constants m and c0, then Eq. (2.26) has a unique 2π -periodic solution,
provided |ε| is sufficiently small.
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3. Nonlinear problem
Let us prove Theorem A. We first prove uniqueness. Let x1(t) and x2(t) be any
two 2π -periodic solutions of (1.1). Then x = x1(t)− x2(t) is a periodic solution
of the equation
x(2n+1) +
2n∑
i=1
1∫
0
fx(i)
(
t, x2 + θx, x ′2 + θx ′, . . . , x(2n)2 + θx(2n)
)
dθx(i)
+
1∫
0
fx
(
t, x2 + θx, x ′2 + θx ′, . . . , x(2n)2 + θx(2n)
)
dθx = 0. (3.1)
From (H1) and (H2),
1∫
0
fx(i)
(
t, x2 + θx, x ′2 + θx ′, . . . , x(2n)2 + θx(2n)
)
dθ, i = 0,1, . . . ,2n,
satisfy (A). Hence, by Theorem C, x(t)≡ 0.
We continue to prove existence. Consider the equation depending on a param-
eter λ,
x(2n+1) + λf (t, x, x ′, . . . , x(2n))+ (1− λ)δx = 0, (3.2)
where δ satisfies that
0 < δ <m and
(
c0 + δ
m− δ + 1
) 2n∑
i=1
(2π)2n−i+1ci < 1, (3.3)
and λ ∈ [0,1].
Rewrite (3.2) as
x(2n+1) + λ
2n∑
i=1
bi
(
t, x, x ′, . . . , x(2n)
)
x(i)
+ b0
(
t, x, x ′, . . . , x(2n), λ
)
x =−λf (t,0, . . . ,0), (3.4)
b0
(
t, x, x ′, . . . , x(2n), λ
)
= λ
1∫
0
fx
(
t, θx, θx ′, . . . , θx(2n)
)
dθ + (1− λ)δ, (3.5)
bi
(
t, x, x ′, . . . , x(2n)
)=
1∫
0
fx(i)
(
t, θx, θx ′, . . . , θx(2n)
)
dθ,
i = 1, . . . ,2n. (3.6)
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By (1.2),
|fx(i) | ci, i = 0,1, . . . ,2n. (3.7)
From (1.3) and (3.7),
0<m′  |b0| c′0, |bi | ci, i = 1,2, . . . ,2n, (3.8)
where m′ = m − δ, c′0 = c0 + δ. For any y ∈ PC2n(R), introduce an auxiliary
equation
x(2n+1)+ λ
2n∑
i=1
bi
(
t, y, y ′, . . . , y(2n)
)
x(i) + b0
(
t, y, y ′, . . . , y(2n), λ
)
x
=−λf (t,0, . . . ,0). (3.9)
Utilizing (3.3), (3.8) and (1.4), bi, i = 0,1, . . . ,2n, satisfy(
c′0
m′
+ 1
) 2n∑
i=1
(2π)2n−i+1ci < 1, (3.10)
which and (3.8) show that bi , i = 0,1, . . . ,2n, satisfy (A), replacing m and c0 by
m′ and c′0, respectively. Hence, by Theorem D, Eq. (3.9) has a unique 2π -periodic
solution x(y,λ)(t), for any y ∈ PC2n(R) and λ ∈ [0,1]. Define an operator
Tλ :PC
2n(R)→ PC2n(R) by
Tλy = x(y,λ). (3.11)
From Lemma 2,
‖Tλy‖M (3.12)
for all y ∈ PC2n(R) and λ ∈ [0,1].
Given any {yk} ⊂ PC2n(R), assume that yk → y0 in PC2n(R), as k →∞.
From (3.11), we know that
x(2n+1)(yk, λ)+ λ
2n∑
i=1
bi
(
t, yk, y
′
k, . . . , y
(2n)
k
)
x(i)(yk, λ)
+ b0
(
t, yk, y
′
k, . . . , y
(2n)
k , λ
)
x(yk, λ)=−λf (t,0, . . . ,0)
and
x(2n+1)(y0, λ)+ λ
2n∑
i=1
bi
(
t, y0, y
′
0, . . . , y
(2n)
0
)
x(i)(y0, λ)
+ b0
(
t, y0, y
′
0, . . . , y
(2n)
0 , λ
)
x(y0, λ)=−λf (t,0, . . . ,0).
Write
uk(λ)= x(yk, λ)− x(y0, λ)
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and
b0k(t, λ)= b0
(
t, yk, y
′
k, . . . , y
(2n)
k , λ
)
, k = 0,1, . . . ,
bik(t)= bi
(
t, yk, y
′
k, . . . , y
(2n)
k
)
, i = 1, . . . ,2n, k = 0,1, . . . .
Then we have
u
(2n+1)
k (λ)+ λ
2n∑
i=1
bi0(t)u
(i)
k (λ)+ b00(t, λ)uk(λ)
+ λ
2n∑
i=1
(
bik(t)− bi0(t)
)
x(i)(yk, λ)+
(
b0k(t, λ)− b00(t, λ)
)
x(yk, λ)
= 0.
We claim that for any λ ∈ [0,1],
uk(λ)→ 0 in PC2n(R).
If not, then there would be an η0(λ) > 0 such that
lim
n→∞
∥∥uk(λ)∥∥ η0(λ).
Employing the Arzela–Ascoli theorem and (3.12), we may assume that
uk(λ)→ u0(λ) (n→∞) in PC2n(R). (3.13)
Note that
u
(2n+1)
k (λ)
‖uk(λ)‖ + λ
2n∑
i=1
bi0(t)
u
(i)
k (λ)
‖uk(λ)‖ + b00(t, λ)
uk(λ)
‖uk(λ)‖
+ λ
2n∑
i=1
(
bik(t)− bi0(t)
)x(i)(yk, λ)
‖uk(λ)‖ +
(
b0k(t, λ)− b00(t, λ)
)x(yk, λ)
‖uk(λ)‖
= 0 (3.14)
and that, by (3.13),
uk(λ)
‖uk(λ)‖ −
u0(λ)
‖u0(λ)‖ =
uk(λ)− u0(λ)
‖uk(λ)‖ +
u0(λ)(‖u0(λ)‖ − ‖uk(λ)‖)
‖uk(λ)‖‖u0(λ)‖ → 0,
as n→∞, in PC2n(R). (3.15)
Obviously,
b0k(t, λ)→ b00(t, λ) and bik(t)→ bi0(t), as k→∞, i = 1, . . . .
Hence, from (3.14) and (3.15),
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u
(i)
0 (λ)(t)
‖u0(λ)‖ =
u
(i)
0 (λ)(0)
‖u0(λ)‖ +
t∫
0
u
(i+1)
0 (λ)(s)
‖u0(λ)‖ ds, i = 0,1, . . . ,2n− 1,
u
(2n)
0 (λ)(t)
‖u0(λ)‖ =−λ
2n∑
i=1
t∫
0
bi0(s)
u
(i)
0 (λ)(s)
‖u0(λ)‖ ds −
t∫
0
b00(s, λ)
u0(λ)(s)
‖u0(λ)‖ ds,
(3.16)
which show that u0(λ)(t)/‖u0(λ)‖ is a nontrivial 2π -periodic solution of equation
x(2n+1)+ λ
2n∑
i=1
bi0(t)x
(i) + b00(t, λ)x = 0. (3.17)
On the other hand, by (3.3), (3.10) and Theorem C, (3.17) has only zero solution,
which leads to a contradiction. Hence, the claim is proved. Thus, we obtain that
for any fixed λ ∈ [0,1],
Tλyk → Tλy0 in PC2n(R), (3.18)
provided yk → y0 in PC2n(R), as k→∞.
From (3.12) and (3.18), it follows that Tλ :PC2n(R)→ PC2n(R) is compact.
Let
B = {y ∈ PC2n(R): ‖y‖M + 1}.
Then Tλ :B → B and (Id − Tλ)(∂B) = 0 for all λ ∈ [0,1]. By Corollary 1,
T0y = 0 for all y ∈ PC2n(R). Thus, from the homotopy invariance principle of
Leray–Schauder degree,
deg(Id− T1,B,0)= deg(Id− Tλ,B,0)
= deg(Id− T0,B,0)= deg(Id,B,0)= 1.
According to the Kronecker existence theorem, T1 has a fixed point x(t) in
PC2n(R); that is, (1.1) has a solution x(t). This completes the proof of the
theorem. ✷
4. Proof of Theorem B
Now we prove Theorem B. Similar to the proof of Theorem A, we consider
x(2n+1)+ λ
2n∑
i=1
bi
(
t, x, x ′, . . . , x(2n)
)
x(i) + b0
(
t, x, x ′, . . . , x(2n), λ
)
x
=−λf (t,0, . . . ,0)+ λh(t, x, x ′, . . . , x(2n)), (4.1)
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where bi , i = 0,1, . . . ,2n, have the same definitions as (3.6). Introduce an aux-
iliary equation
x(2n+1) + λ
2n∑
i=1
bi
(
t, y, y ′, . . . , y(2n)
)
x(i) + b0
(
t, y, y ′, . . . , y(2n), λ
)
x
=−λf (t,0, . . . ,0)+ λh(t, y, y ′, . . . , y(2n)) (4.2)
for any y ∈ PC2n(R). By Theorem D, Eq. (4.2) has a unique 2π -periodic solution
x(y,λ)(t). Define an operator Tλ :PC2n(R)→ PC2n(R) by
Tλy = x(y,λ).
Take L = maxR |f (t,0, . . . ,0)| and L1 = supR×R2n+1 |h(t, y0, y1, . . . , y2n)|,
since h is a bounded.
By contrasting (4.2) with (3.4) and examining the proof of Lemma 2, we obtain
‖Tλy‖M, (4.3)
where
M =
(
K2 +
2n∑
i=1
(2π)2n−i−1/2 +K3
)
(L+L1).
Given any {yk} ⊂ PC2n(R) such that yk → y0 in PC2n(R), from the definition
of Tλ, we have that
x(2n+1)(yk, λ)+ λ
2n∑
i=1
bi
(
t, yk, y
′
k, . . . , y
(2n)
k
)
x(i)(yk, λ)
+ b0
(
t, yk, y
′
k, . . . , y
(2n)
k , λ
)
x(yk, λ)
=−λf (t,0, . . . ,0)+ λh(t, yk, y ′k, . . . , y(2n)k ), k = 0,1, . . . .
Note that if yk → y0 (k→∞) in PC2n(R), then
b0
(
t, yk, y
′
k, . . . , y
(2n)
k , λ
)→ b0(t, y0, y ′0, . . . , y(2n)0 , λ),
bi
(
t, yk, y
′
k, . . . , y
(2n)
k
)→ bi(t, y0, y ′0, . . . , y(2n)0 ), i = 1, . . . ,2n,
h
(
t, yk, y
′
k, . . . , y
(2n)
k
)→ h(t, y0, y ′0, . . . , y(2n)0 ),
as k→∞. Similarly, we may derive that the corresponding formulae of (3.14),
(3.15) and (3.16), and, finally, obtain Tλyk → Tλy0. Hence, Tλ is compact. Take
B = {y ∈ PC2n(R): ‖y‖M + 1}.
Then Tλ :B→ B and (Id− Tλ)(∂B) = 0. Hence,
deg(Id− T1,B,0)= deg(Id− Tλ,B,0)= deg(Id,B,0)= 1,
which implies that T1 has a fixed point x(t) in PC2n(R). The proof is com-
plete. ✷
G. Jiao / J. Math. Anal. Appl. 272 (2002) 303–317 317
References
[1] F.W. Bates, Y.R. Ward, Periodic solutions of high order systems, Pacific J. Math. 84 (1979) 275–
282.
[2] F.-Z. Cong, Periodic solutions for 2kth order ordinary differential equations with nonresonance,
Nonlinear Anal. 32 (1998) 787–793.
[3] F.-Z. Cong, Q.-D. Huang, S.-Y. Shi, Existence and uniqueness of periodic solutions for (2n+ 1)th-
order differential equations, J. Math. Anal. Appl. 241 (2000) 1–9.
[4] A. Capietto, F. Zanolin, A continuation theorem for the periodic BVP in flow-invariant ENRs with
applications, J. Differential Equations 83 (1990) 244–276.
[5] G.T. Gegelia, On boundary value problem of periodic type for ordinary odd order differential
equations, Arch. Math. 20 (1984) 195–204.
[6] I. Kiguradze, On periodic solutions of nth order ordinary differential equations, Nonlinear Anal. 40
(2000) 309–321.
[7] I.T. Kiguradze, T. Kusano, On periodic solutions of higher order nonautonomous ordinary
differential equations, Differentsial’nye Uravneniya 35 (1999) 72–78, in Russian.
[8] Y. Li, X.-R. Lü, Continuation theorem for boundary value problems, J. Math. Anal. Appl. 190
(1995) 32–49.
[9] Y. Li, H.-Z. Wang, Periodic solutions of high order Duffing equations, Appl. Math. J. Chinese
Univ. 6 (1991) 407–412.
