Abstract. Let X be a compact Kähler manifold. Fix a big class α with smooth representative θ and a model potential φ with positive mass. We study the space E p (X, θ; [φ]) of finite energy Kähler potentials with prescribed singularity for each p ≥ 1. We define a metric dp and show that (E p (X, θ; [φ]), dp) is a complete metric space. This construction generalizes the usual dp-metric defined for an ample class.
1. Introduction 1.1. Motivation. Let X be a compact Kähler manifold of dimension n. Let ω be a Kähler form on X. Let H be the space of smooth strictly ω-psh functions. The space H has a natural Riemannian structure and more general Finsler structures: let ϕ ∈ H, we identify T ϕ H = C ∞ (X), the p-Finsler structure (p ∈ [1, ∞)) is defined by
The p-Finsler structure induces a metric d p on H. The space H is not complete with respect to d p . The completion of H has a concrete realization E p (X, ω) as a subspace of PSH(X, ω) consisting of Kähler potentials of finite energy. This is proved by Darvas ([Dar17] , [Dar15] ). The p = 2 case was conjectured by Guedj. Recall that (1.1) E p (X, ω) := {ϕ ∈ E(X, ω) :
where E(X, ω) denotes the space of Kähler potentials with full mass. See [BEGZ10] for details.
The metric geometry aspects of (E p , d p ) are studied in detail in [Dar17] . In particular, it is shown that E p is a geodesic metric space. In particular, when p = 1, the d 1 -topology is the coarest refinement of the L 1 -topology that makes the Monge-Ampère energy functional E continuous. When p = 2, E 2 is indeed an Hadamard space. See [Dar17] , [Dar15] for details. These metrics, especially d 1 and d 2 , have important applications in Kähler geometry. See [BDL17] , [DL18] , [BBJ15] , [BBEGZ16] for example.
The definition (1.1) of E p -spaces works more generally when we replace the Kähler class [ω] by a big class α, thanks to [BEGZ10] . More recently, the theory is further generalized to a relative setting by Darvas, Di Nezza and Lu ([DDNL18b] , [DDNL18c] ). The most general setting is then the following: Let X be a compact Kähler manifold of dimension n, let α be a big class on X with a smooth representative θ. Let φ be a model potential with positive total mass. For the definition of a model potential, see [DDNL18b] and [DDNL18c] . Roughly speaking, a model potential is the least singular potential given all Lelong numbers of the potential.
In this case, one can similarly define a relative version of E p space, denoted by E p (X, θ; [φ] ). See Section 2.2 for detail.
It is natural to ask if one can define a metric d p on the spaces E p (X, θ; [φ] ). There are a few known special cases in the literature:
(1) In the absolute setting, when the polarization α is ample, the metric d p is defined and is recalled as above. See [Dar17] , [Dar15] . (2) In the absolute setting, when p = 1, the metric d 1 is defined in [DDNL18a] . (3) In the absolute setting, when α is big and nef, the metric d p is defined in [DNL18] . (4) In the relative setting, when p = 1, the metric d 1 is defined by Trusiani in [Tru] (to appear soon).
In (2), the authors assume in addition that φ has small unbounded locus to justify the integration by parts formula, but since the general formula has been established in [Xia19] , their results can be generalized immediately. See Remark 2.3. In this paper, we will construct a metric d p on E p (X, θ; [φ]) with certain good properties. We prove that our metric coincides with these special cases in the corresponding settings (Section 4.5).
1.2. Strategy. Now we will describe our strategy of defining the d p -metric on E p (X, θ; [φ]). We want our metric d p to have similar properties as in the ample, absolute setting. In particular, we want that the following Pythagorean formula ([Dar19] Theorem 3.26) holds:
Here ∧ denotes the rooftop operator, which is usually denoted by P (·, ·) in the literature. So it suffices to define d p (ϕ 0 , ϕ 1 ) when ϕ 0 ≤ ϕ 1 . In the ample setting, we want our metric to be continuous under Demailly approximation, so we may assume that ϕ 0 , ϕ 1 ∈ H. Then let ϕ t be the weak geodesic from ϕ 0 to ϕ 1 and defines the d pmetric as the p-Finsler length of the curve ϕ t . When p = 1, an alternative definition is possible. In fact, in this case, one can prove that 
in the ample setting. See [Dar15] Lemma 4.1 for example. So we define the d pmetric so that an analogue of (1.2) holds at an infinitesimal level: 
). This kind of operator arises in the work of Ross-Witt Nyström ([RWN14] ). Later on, DarvasRubinstein ( [DR16] ) introduced the terminology rooftop and carried out a detailed study of the regularity of these operators. As is clear from various works of Darvas ( [Dar15] , [Dar17] ), the rooftop operator plays an essential role in the study of E p (X, θ; [φ]). In Section 3, we define an abstract rooftop structure to capture this formal structure.
We prove a general criterion (Proposition 3.1) for the completeness of a rooftop metric space. Using this general criterion, we are able to prove the following theorem.
The case p = 1 of this theorem is proved by A. Trusiani ([Tru] ). Other example of complete rooftop structures include the space of geodesic rays R p and the space of non-Archimedean metrics E 1,NA . These results are known to a few experts, but it seems that they are never written down in literature. See Section 3 for details.
In Section 4.5, we show that our definition coincides with those occurred in literature in the special cases.
We hope that our method can be adapted to define a d p -metric in the nonArchimedean setting as well, a rough program is sketched in Section 5.2.
The initial goal of the author was to establish a theory of Mabuchi K-energy in the setting of metrics with prescribed singularities. Since the definition of d p has its own interest, we decide to write this separate paper. We would like to apply the results established in this paper to the study of Kähler geometry and canonical metrics in a future work.
1.3. Conventions. The following conventions will be used: We use the terms increasing, decreasing in the French sense, namely, in the non-strict sense. We write ∧ for the rooftop operator instead of the more common P (·, ·).
Given two qpsh functions ϕ, ψ, we write ϕ ∨ ψ = max{ϕ, ψ}. We follow the convention
We use C for a positive constant, whose value may change from line to line.
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Relative pluripotential theory
The following notations will be used throughout this paper. Let p ∈ [1, ∞). Let X be a compact Kähler manifold of dimension n. Let α be a big (1, 1)-cohomology class. Let θ be a closed smooth (1, 1)-form in the class α. Let PSH(X, θ) be the space of θ-psh functions. Let φ ∈ PSH(X, θ) be a model potential with mass V φ > 0. Let V θ be the following potential:
Then V θ ∈ PSH(X, θ) and V θ has minimal singularity.
For the theory of model potentials, we refer to [DDNL18b] , [DDNL18c] .
For a potential ϕ ∈ PSH(X, θ), we write θ n ϕ for the non-pluripolar product (θ + dd c ϕ) n . Similar convention is used for mixed Monge-Ampère measures. See [BEGZ10] for details.
For ϕ, ψ ∈ PSH(X, θ), we say that ϕ is more singular than ψ if there is a constant C, such that ϕ ≤ ψ + C. We write [ϕ] [ψ] for this. Recall that by the monotonicity theorem of Witt
When Recall the definition of the rooftop operator (
Then ϕ∧ψ is either −∞ or in PSH(X, θ). The rooftop is usually denoted by P (ϕ, ψ) in the literature. We denote ϕ ∨ ψ = max{ϕ, ψ} ∈ PSH(X, θ).
This is usually denoted by P [ϕ](ψ).
2.1. Relative full mass spaces. Recall the following class:
Proof. By Theorem 2.3, it suffices to verify (2.1), which follows from the log concavity theorem ([DDNL18b] Theorem 6.1).
Proof. Observe that for any t ≥ 0, 
Proof. Observe that
Proof.
Step 1. Assume that ϕ j is decreasing. In this case, we prove
By Proposition 2.6, for any j, k,
For any C > 0,
Let k → ∞, by [DDNL18c] Theorem 2.3, we find
Let j → ∞, by the monotone convergence theorem,
Let C → ∞, again by the monotone convergence theorem,
Step 2. In general, let
For each C > 0, let
By Proposition 2.5,
By
Step 1,
In particular,
Let C → ∞, by the monotone convergence theorem,
In order to conclude that ϕ ∈ E p (X, θ; [φ]), we still have to prove that ϕ ∈ E(X, θ; [φ]). In fact, by (2.2),
The proof of the theorem follows from [DDNL18d] Theorem 2.13. We reproduce the proof for the convenience of the readers. We prove some preliminary results at first.
The proof is similar to that of [DDNL18d] Lemma 2.14.
Proof. For each j ≥ 1, consider the canonical approximations
Take a constant C > 0 so that
Proof of Theorem 2.9. We may assume that ϕ, ψ ≤ φ. For each j ≥ 1, consider the canonical approximations:
By Lemma 2.10, we can take γ j ∈ E ∞ (X, θ; [φ]) solving the following equation:
We claim that (2.5)
Assume the claim is true for now. We get immediately that
Hence, according to Proposition 2.1, after possibly subtracting a subsequence, we may assume that
). Now we prove the claim. By symmetry, it suffices to prove
But note that
so it suffices to prove
As γ j ≤ ϕ j , it suffices to prove (2.6)
It follows from the argument of [BEGZ10] Proposition 2.10 that
(The proof is reproduced in the proof of Proposition 2.13 as well.) (2.6) follows.
Proof. This follows from Theorem 2.9 and [DDNL18c] Lemma 3.7.
Energy functionals.
Definition 2.1.
(1) Define
In general, define
where the sup is taken over
The functional E p is similar to the energy functional studied in [BEGZ10] Section 2.2.
(1)
By Corollary 2.4,
(2) The proof follows from the same argument as that of [BEGZ10] Proposition 2.8. The integration by parts formula is proved in general in [Xia19] .
(
, this is a direct consequence of (1). In general, for each j ≥ 1,
Let j → ∞, by monotone convergence theorem,
where on the third line, we have applied Corollary 2.4.
By Fatou's lemma,
Finally, let us prove that F p (ϕ, ψ) < ∞. Take a constant C 1 > 0 such that
In fact,
(4) We may assume that ϕ, ψ ∈ E ∞ (X, θ; [φ] ). This is a consequence of Hölder's inequality.
(5) This is a direct generalization of [DDNL18c] Theorem 4.10. One just needs the integration by parts formula in [Xia19] .
Remark 2.2. It is interesting to know if (5) holds without the assumption on the singularity types of ϕ, ψ, γ.
and
in general, where the inf is taken over
Remark 2.3. In [DDNL18c] , the authors assumed in addition that φ has small unbounded locus to make sure that one can perform the integration by parts. Since the general integration by parts formula is proved in [Xia19] , we no longer need this assumption. One can easily check that all results in [DDNL18c] still hold in general by the same proof.
Proposition 2.14.
(1) By Corollary 2.12,
Note that A and B are disjoint sets.
Observe that on the set A, we have
Similarly,
The first inequality in (2.15) follows since A and B are disjoint. For the second, we observe that
where the second and the fourth equalities follow from Corollary 2.12.
(2) We may assume that ϕ ≤ ψ. Then
(3) We observe that
So it suffices to find a uniform upper bound of the summand.
where we have applied Proposition 2.13 on the third line.
(4) We may assume that ϕ ≤ 0. For each C ≥ 0, let
The existence of such weight follows from the standard analysis. See [GZ07] for example. Now we estimate
where in the last step, we have applied the fundamental inequality Proposition 2.5 and Remark 2.1. Hence we conclude lim
(1) We calculate
(2) The proof is similar to that of Proposition 2.14.
Let us note the following relation between F p and G p , which seems to be new even in the absolute setting.
Proof. Observe that we may always assume that
In fact, we may replace γ by γ + ǫ, the convergence of the corresponding integrals follows from dominated convergence theorem.
Then our claim amounts to
Obviously h(0) = 0. Now we want to show whenever h(t) < 0, we have h ′ (t) ≥ 0. We may assume that t = 1.
Now the condition h(1) < 0 says
We calculate
where the last line follows from Hölder's inequality.
Then for N ≥ 1,
where the C depends on ϕ and ψ.
Proof. In fact, it suffices to estimate
We estimate each term
Let C 0 be a common upper bound for terms of the form:
Expand θ ϕ j/N as a linear combination of θ ϕ and θ ψ , we find immediately
Rooftop structures
Definition 3.1. Let E be a set. A pre-rooftop structure on E is a binary operator ∧ : E × E → E, satisfying the following axioms: for x, y, z ∈ E,
A pre-rooftop structure ∧ defines a partial order on E as follows:
Here by abuse of notation, we use ≤ to denote the partial order. In particular, it makes sense to talk about an increasing and decreasing sequences in E.
Let x, y ∈ E, we write x ∨ y for the smallest z ∈ E with the following property
if there is such an element. The operator ∨ is not always defined.
In this case, we say that (E, d, ∧) is a p-rooftop space.
In particular, p-rooftop spaces form a category RT p . The full subcategory of complete p-rooftop spaces will be denoted by CRT p .
Proposition 3.1. Let (E, d, ∧) be a p-rooftop space. Then (E, d) is complete iff both of the followings are true (1) Each increasing Cauchy sequence converges. (2) Each decreasing Cauchy sequence converges.

This is essentially [Dar17] Theorem 9.2.
Proof. Assume that both conditions are true. Let x j ∈ E (j ≥ 1) be a Cauchy sequence. We want to prove that x j converges. By passing to a subsequence, we may assume that
So (y j k ) j is a decreasing Cauchy sequence. Define
So y k is an increasing Cauchy sequence. Let
So x k converges to y. 
Define the rooftop operator as follows:
where the sup is taken with respect to all geodesic rays ℓ ∈ R p , such that
Proof. Let us prove that ∧ is well-defined and takes value in R p . We first prove that there is a geodesic ℓ ∈ E p (X, θ; [φ]) such that ℓ ≤ ℓ 1 ∧ ℓ 2 . Without loss of generality, we may assume that ℓ 
It is easy to see that L ∈ R p . Now let ℓ ∈ R p be geodesic ray such that
Hence we have proved that L = ℓ 1 ∧ ℓ 2 ∈ R p . Now it is easy to verify directly that R p is a p-rooftop metric space. We also know that R p is complete ([DL18] Theorem 4.7, Theorem 4.9).
For the next example, we recall some related results from non-Archimedean geometry.
Let L be an ample line bundle on X. Let X NA (resp. L NA ) be the Berkovich analytification of X (resp. L) with respect to the trivial norm on C. Let E 1,NA be the space of non-Archimedean metrics of finite energy on L NA ([BJ18], Section 6). Let 
So in particular, we see that ι extends in a unique way to a map that is continuous along all decreasing sequences with respect to d 1 on E 1,NA and d 1 on R 1 :
It is not surjective by [BBJ15] Example 6.10. As in [BBJ15] , there is a contraction Π :
So in particular, ι is injective. We may identify E 1,NA with a subset of R 1 through ι, known as the set of maximal geodesic rays. A geodesic ray ℓ ∈ R 1 is maximal iff
where E is the radial Monge-Ampère energy defined by 
Define the metric on E 1,NA as follows:
Then ι becomes an isometric embedding.
We prove that ℓ is maximal. Let
Then ℓ ′ ≥ ℓ by definition ([BBJ15] Definition 6.5). Since both ι and Π are order preserving, we have
So we conclude that
So ℓ is maximal. (3.1) can be proved in a similar way. Now the only non-trivial thing to check is that E 1,NA is complete. By Proposition 3.1, it suffices to prove that each increasing (resp. decreasing) sequence Cauchy sequence φ j ∈ E 1,NA converges. Since ι is isometric and order preserving, we know that ι(φ j ) ∈ R 1 is Cauchy and increasing (resp. decreasing). By the completeness of R 1 (Example 3.2), ι(φ j ) converges in R 1 to ℓ ∈ R 1 . It suffices to prove that ℓ is maximal.
Assume that φ j is decreasing. Then by [BBJ15] Theorem 6.4 and the fact that Π is order preserving,
We conclude that ℓ is maximal. Now assume that φ j is increasing. We claim that
Assume this is true, by [BJ18] Theorem 6.11, we find that
Hence ℓ is maximal. Now we prove the claim. Regard ι(φ j ) and ℓ as potentials on X × ∆ * , where ∆ * ⊆ C is the punctured unit disk. We find that ℓ is the upper envelop of ι(φ j ). So by the explicit construction of Π ([BBJ15] Definition 4.2) and [GZ17] Exercise 2.7,
Since ℓ ≥ ι(φ j ), we get Π(ℓ) ≥ φ j . Our claim is thus proved.
d p -metrics
In this section, we use the same notations as in Section 2. The following lemma will be applied without mentioning explicitly.
In particular, 
(1) We say that Ψ = (ψ 0 , . . . , ψ N ) ∈ Γ(ϕ 0 , ϕ 1 ) is reduced if for every j = 0, . . . , N − 1, ψ j = ψ j+1 . (2) For a non-reduced Ψ, we can always delete repeating consecutive elements to get its reductionΨ. (3) Let Ψ = (ψ 0 , . . . , ψ N ) ∈ Γ(ϕ 0 , ϕ 1 ). Assume that Ψ is reduced. We say that j ∈ [1, N − 1] is a turning point of Ψ is one of the following is true
We say j is a turning point of type 1 or type 2 respectively.
Definition 4.3.
A length element is a symmetric function f :
Example 4.1. We have defined the following length elements:
We give a list of axioms that we want a length element f to satisfy.
. Ideally, f should satisfy all these axioms. But none of our natural choices in Example 4.1 satisfies all. More precisely, by Proposition 2.13, Proposition 2.14, Proposition 2.15, we know that 
(1) When ϕ 0 ≤ ϕ 1 and Ψ ∈ Γ + (ϕ 0 , ϕ 1 ), define
(2) When Ψ is reduced, write the turning points of Ψ as i 1 , . . . , i S for some
When necessary, we write ℓ
We write
Also, by Proposition 2.13, there is a constant C = C(p) > 0, such that
The following lemma is obvious. (
(2) In general, define
Proof. This follows immediately from definition.
, where
(1) For each M ≥ 1, Lemma 4.5.
Proof. This follows from A.5.
(2) Assume that ϕ 0 ≤ ϕ 1 , then
(1) We may assume that ϕ 0 ≤ ϕ 1 . Then the statement follows from A.4. (2)Step 1. We prove this under the additional assumption that
In this case, we take A > 0 so that
For M ≥ 1, as in Definition 4.6, let Φ (M) ∈ Γ + (ϕ 0 , ϕ 1 ) be the refinement of Φ obtained by inserting the following points between ψ j and ψ j+1 (j = 0, . . . , N − 1):
We claim that for M large enough,
Assume this for the time being, then by A.3,
By Proposition 4.4,
Now we prove the claim. we may assume that δ := inf X ψ 0,M − ψ 0,0 > 0 by perturbation. It suffices to do the estimate when N = 1. In this case, we write γ ∨ ψ k 0 as η k and write
for simplicity.
Observe that on {γ ≤ ψ k },
where on the fifth line, we have applied Lemma 4.1, in the last step, we have applied the following well-known inequality
We estimate the second term,
Now observe that for any t ≥ 0,
Moreover,
To justify the last step, consider a point x ∈ X, so that the following is satisfied:
Write θ ψ k+1 as a combination of θ ψ 0 and θ ψ M , we find
Step 2. 
The inequality follows.
By
Step 1 and (1),
So it suffices to prove that
By Lemma 4.5,
RHS tends to 0 by Proposition 2.14.
It is hard to check the triangle inequality from the definition of d p directly, so we provide an alternative definition.
We may take Ψ with smallest N so that (4.10) is satisfied. In particular, Ψ is reduced.
Step 1. We claim that we can always take Ψ with the following additional property: there is j ∈ [0, N ], so that ψ k is decreasing for k ≤ j and increasing for k ≥ j.
It suffices to show that we may always assume that there are no type 1 turning points. Since then, it suffices to take j to be the first turning point if there is any and take j = 0 or j = N otherwise.
Assume that j is the smallest type 1 turning point, let i be the previous turning point if there is one, and let i = 0 otherwise. Similarly, let k be the next turning point if there is one, and k = N otherwise. We claim that we may replace Ψ with the reduction of 
Proof. By Proposition 4.14 below (whose proof does not depend on this proposition) and [DDNL18c] Lemma 4.14, we may assume that [ϕ] = [ψ] = [φ].
By Pythagorean formula, we may assume that ϕ ≤ ψ. Let Ψ = (ψ 0 , . . . , ψ N ) ∈ Γ + (ϕ, ψ), then by (2.14),
Lemma 4.11. Let ϕ, ψ ∈ E 1 (X, θ; [φ]). Then
The argument is the same as [DDNL18a] Lemma 3.8.
Proposition 4.12.
There is a constant C > 0, such that for any ϕ, ψ ∈ E 1 (X, θ; [φ]),
Proof. We prove the left-hand inequality at first.
By symmetry, it suffices to deal with the first bracket. For the right-hand inequality, the argument is exactly the same as in [DDNL18a] Theorem 3.7.
Proposition 4.13. There is a constant C > 0, such that for any ϕ ∈ E 1 (X, θ; [φ]),
Proof. In fact, we shall prove a stronger result
If sup X (ϕ − φ) ≤ 0, the right-hand inequality is trivial and
So we may assume that sup X (ϕ − φ) ≥ 0. In this case, the left-hand inequality is trivial. Recall that θ 4.5.2. E 1 . The metric on E 1 (X, θ) is defined in [DDNL18a] . We recall the definition. Let ϕ, ψ ∈ E 1 (X, θ). Then More generally, in [Tru] , the definition is generalized to E 1 (X, θ; We do not need to assume that φ has small unbounded locus. See Remark 2.3. where on the RHS, d p means the d p -metric in the cohomology class θ+ǫω. The form θ + ǫω can be non-Kähler, but the notions still make sense. We refer to [DNL18] for details. In general, for ϕ 0 , ϕ 1 ∈ E p (X, θ). We can take decreasing sequences (ϕ The definition is independent of any choice that we make. 
