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Abstract
In den letzten Jahren wurde Sparsity Regularisierung fu¨r lineare und nichtlineare inverse
Probleme untersucht. Bekanntermaen ist das Verfahren einfach zu verwenden und be-
sitzt viele Vorteile fu¨r Probleme mit sparsen Lsungen. Fu¨r lineare inverse Probleme ist
dieses Verfahren gut entwickelt, wohingegen nur wenige Ergebnisse fu¨r nichtlineare inverse
Probleme bekannt sind. Auch numerische Algorithmen wurden fr Sparsity Regularisierung
entwickelt. Die meisten Algorithmen sind dafu¨r bekannt, eine lineare Konvergenzrate zu
besitzen und in der Praxis langsam zu sein, insbesondere fr nichtlineare inverse Probleme.
Ziel dieser Dissertation ist es, Sparsity Regularisierung fu¨r nichtlineare inverse Probleme
zu untersuchen. Die Arbeit konzentriert sich auf die folgenden zwei Bereiche:
Erstens: Sparsity Regularisierung fu¨r das Diﬀusionskoeﬃzienten-Identiﬁkationsproblem
und elektrische Impedanz-Tomographie wird untersucht. In diesen Problemen wird der
energiefunktionale Ansatz (unter Einbeziehung der Sparsity Regularisierung) anstelle des
Kleinsten-Quadrate-Ansatzes gewa¨hlt. Wir analysieren Vorteile des neuen Ansatzes, sowie
die Gutgestelltheit und Konvergenzraten des Verfahrens fu¨r jedes Problem.
Zweitens: Numerische Algorithmen fu¨r Minimierungsprobleme der Sparsity Regularisierung
nichtlinearer inverser Probleme werden vorgeschlagen. Die Algorithmen sind ein Gradienten-
Abstiegs-Verfahren, zwei beschleunigte Versionen des Gradienten-Abstiegs-Verfahrens, ein
semi-smooth Newton Verfahren sowie ein semi-smooth Quasi-Newton Verfahren. Der
Fokus liegt hierbei auf der Konvergenz der Verfahren. Bei einigen Algorithmen werden
auch die Konvergenzrate sowie die Rate der Abnahme des Zielfunktionals untersucht. Die
Algorithmen werden dann an den obigen zwei Parameteridentiﬁkationsproblemen angewen-
det, die Eﬃzienz der Algorithmen untersucht und an einigen speziﬁschen Beispielen ver-
anschaulicht.

Abstract
Sparsity regularization method has been analyzed for linear and nonlinear inverse problems
over the last years. The method is known to be simple for use and has many advantages
for problems with sparse solutions. It has been well-developed for linear inverse problems.
However, there have been few results proposed for nonlinear inverse problems. Recently,
some numerical algorithms for the method have been introduced. Most of them are known
to have a linear convergence rate and to be slow in practice, especially for nonlinear inverse
problems.
The subject of the thesis is to investigate sparsity regularization for nonlinear inverse
problems. We aim at the following ﬁelds:
First, the method is explored for the diﬀusion coeﬃcient identiﬁcation problem and elec-
trical impedance tomography. In these problems, the energy functional approach (incor-
porating with sparsity regularization) is applied instead of the least squares approach.
We will analyze advantages of the new approach as well as the well-posedness and some
convergence rates of the method in each problem.
Second, we propose numerical algorithms for minimization problems in sparsity regular-
ization of nonlinear inverse problems. They consist of a gradient-type method, two accel-
erated versions, and semi-smooth Newton and quasi-Newton methods. We concentrate on
the convergence of the methods. However, for some algorithms, the convergence rate as
well as the decreasing rate of the objective functionals are also concerned. The algorithms
are then carried out to two parameter identiﬁcation problems above and the eﬃciency of
the algorithms are examined and illustrated by some specﬁﬁc examples.
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Introduction
In this chapter, we give an overview of the thesis, motivation of our works and explain why sparsity
regularization is an eﬃcient method for inverse problems with sparse solutions.
Summary
The purpose of this work is to investigate sparsity regularization (method) for nonlinear inverse prob-
lems. First, the method is analyzed for two parameter identiﬁcation problems: the diﬀusion coeﬃcient
identiﬁcation problem and electrical impedance tomography. For these problems, we concentrate on
examining the well-posedness and convergence rates of the sparsity regularization method (incorpo-
rated with the energy functional). Second, we study numerical algorithms for minimization problems
arising from sparsity regularization. They consist of a gradient-type method, two accelerated versions
as well as the semi-smooth Newton and quasi-Newton methods. For the gradient-type method and
its accelerated versions, we will examine the convergence of the algorithms, discuss some methods of
the step-size choice and consider the decreasing rate of the objective functional. For the semi-smooth
Newton and quasi-Newton methods, we consider the convergence and convergence rates and two spe-
ciﬁc cases of the semi-smooth quasi-Newton method. Finally, the algorithms are implemented to two
parameter identiﬁcation problems above. The eﬃciency of the algorithms are analyzed and compared
in some speciﬁc examples.
Motivation
In mathematics, there are often two problems that are opposite to each other. One is called direct
or forward problem, and the other is called inverse problem. A forward problem is to determine
the observable state of a system given all necessary parameters. In a converse direction, an inverse
problem is to look for the preconditions causing an observed eﬀect. Normally, not as forward problems,
inverse problems lead to mathematical models that are not well-posed in the sense of Hadamard, i.e.
a problem is called to be well-posed if it satisﬁes the following conditions
(a) for all admissible data, a solution exists,
(b) for all admissible data, the solution is unique,
(c) the solution depends continuously on the data.
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Mathematical problems violating at least one of the above properties are called ill-posed problems
(improperly posed problems), and they pose severely numerical diﬃculties, especially the violation
of the condition (c) since it makes most numerical algorithms unstable under data perturbations.
Numerical methods that can cope with these problems are called regularization methods.
An inverse problem is often formulated as the problem that computes an approximate solution of the
operator equation
K (u) = f, (1)
where K : dom (K) ⊂ H1 → H2 is an ill-posed operator between two Hilbert spaces (or normed
spaces) H1 and H2, and in the case, only noisy data f
δ with∥∥f − fδ∥∥
H2
≤ δ (2)
are available.
Then, the condition (a) is equivalent to every f ∈ H2 being attainable, i.e. K is surjective. The
condition (b) holds if K is injective and if (a) and (b) hold, so that K−1 exists, the condition (c) is
equivalent to the continuity of K−1.
It is well-known that in order to solve equation (1)-(2) in a stable way, regularization methods need
to be applied. Among them, Tikhonov-type regularization methods are widely used, which can be
formulated as minimization of the functional
Θ (u) =
1
2
∥∥K (u)− fδ∥∥2
H2
+ αΦ (u) , (3)
or the more general functional
Θ (u) = F
(
K (u) , fδ
)
+ αΦ (u) , (4)
where F
(
K (u) , fδ
)
measures the diﬀerence between F (u) and fδ.
In (3) or (4), the ﬁrst term ensures that minimizers of Θ will indeed approximately solve equation
(1) while the second term stabilizes the process of inverting K and forces the minimizers to satisfy
certain regularity properties incorporated into Φ [37]. Normally, a choice of Φ relies on some prior
information of the solution of (1). For example, if the solution is near from u0 in norm, then one
may use Φ (u) = ‖u − u0‖2, which leads to Tikhonov regularization [30, 31, 71]; if the solution is
discontinuous, then Φ could be chosen to be the semi-norm in the BV−space (the bounded variation
space), which leads to the total variation regularization [16, 86].
In this work, we focus on operator equations in which the solution u has a sparse series expansion
u =
∑
k∈Λ ukϕk with respect to an orthonormal basis (or frame) {ϕk}k∈Λ ⊂ H1, i.e. the series
expansion of u has only a very small number of non-vanishing coeﬃcients uk. Exploiting the sparsity
property of the solution, problem (1) - (2) is regularized, which leads to consider the minimization
problem
min
u∈H1
1
2
∥∥K (u)− fδ∥∥2
H2
+ α
∑
k∈Λ
ωk |〈u, ϕk〉|p , (1 ≤ p ≤ 2) (5)
where α > 0 is a regularization parameter and ωk ≥ ωmin > 0, ∀k. Such an approach yields sparse
minimizers of (5) for p = 1 and promotes sparsity for 1 < p < 2 [27]. Thus, this method is called
sparsity regularization.
The problem, whether such functionals are regularizations of the underlying inverse problem (i.e.
whether minimizers of (5) converge to a solution of (1) as δ → 0), has been analyzed for linear
2
and nonlinear settings over the last years [27, 62, 37]. Recently, numerical algorithms for computing
minimizers of (5) have been proposed in [27, 11, 74, 8, 89]. Most of them are known to have a linear
convergence rate in theory and to be quite slow in practice, especially for nonlinear inverse problems.
Note that the approach (5) is the least squares approach incorporating with sparsity regularization.
For nonlinear inverse problems, this approach often has some disadvantages as follows
1. Problem (5) is non-convex. Thus, it is diﬃcult to ﬁnd its global minimizers as well as to build
an eﬃcient algorithm to solve it.
2. To obtain the well-posedness of problem (5), besides the continuity, K is required to be weakly
sequentially closed [45, 37, 75, 30]. In some applications, this requirement is violated or it is
very diﬃcult to be shown, e.g. two parameter identiﬁcation problems concerned in the thesis.
3. Convergence rates of the method are often obtained under requiring the smallness in source
conditions or its generalizations [45, 37, 75, 30]. These requirements are diﬃcult to be checked
in speciﬁc situations [30, 31].
There are a lot of practical important problems falling into the category of inverse problems. In [30, 53],
the authors have listed some inverse problems that have several applications and have attracted a lot
of researchers. There, parameter identiﬁcation problems have been pointed out to be one of the most
interested ﬁelds because of their applications in many practical situations. One of those is the diﬀusion
coeﬃcient identiﬁcation problem, which describes the ﬂow of a ﬂuid (e.g. groundwater) through some
medium with permeability. For a good review, we refer to the books by Cannon [14], Banks and
Kunisch [5], and Engl et al. [30]. Another is electrical impedance tomography, which is an imaging
tool with important applications in ﬁelds such as medicine, geophysics, environmental sciences and
nondestructive testing of materials. We refer to Borcea’s paper [9] and the references therein for a good
review. Although, many researchers have examined these problems and some regularization methods
have been applied, there have been few proposed results of the convergence and convergence rates of
regularization methods as well as eﬃcient numerical algorithms for reconstructing the parameters.
In this work, we ﬁrst investigate sparsity regularization for the diﬀusion coeﬃcient identiﬁcation
problem and electrical impedance tomography. These problems will be later used as model problems
for the algorithms studied in the thesis. Second, we propose several numerical algorithms in order to
solve minimization problems arising from sparsity regularization. Our algorithms are more eﬃcient
than the others proposed in sparsity regularization for nonlinear inverse problems [74, 8]. Their
eﬃciency in practice is also illustrated by some numerical examples in two above problems.
The diﬀusion coeﬃcient identiﬁcation problem is to identify the parameter σ in the elliptic equation
− div (σ∇φ) = y in Ω, φ |Γ = 0 (Γ := ∂Ω) (6)
from measurements φδ ∈ H10 (Ω) of the exact solution.
For each ﬁxed y, FD (σ) (y) denotes the solution operator of (6). Then, the problem can be formulated
as a nonlinear operator equation
FD (σ) (y) = φ
∗, (7)
where φ∗ is the solution of (6) with respect to the unknown parameter σ∗ that needs to be recovered.
In some applications, the parameter σ∗−σ0 with some ﬁxed σ0 is sparse. Then, sparsity regularization
should be used. Using the energy functional approach incorporating with sparsity regularization leads
3
Introduction
to consider the minimization problem
min
σ∈A
∫
Ω
σ
∣∣∇ (FD (σ) (y)− φδ)∣∣2 dx+ α∑
k∈Λ
ωk
∣∣〈σ − σ0, ϕk〉∣∣p , (8)
where A is an admissible set in L2 (Ω) , p ∈ [1, 2], {ϕk} is an orthonormal basis (or frame) of L2 (Ω)
and φδ is noisy data of φ∗.
We want to emphasize that using the energy functional approach overcomes the shortcoming of the
least squares approach. This approach also obtain convergence rates under a simpler source condition.
The well-posedness, some convergence rates of the method and the source condition will be analyzed
for this problem.
Note that the energy functional approach has recently been used by Ha`o and Quyen [40, 42, 41, 43] for
Tikhonov regularization and the total variation regularization. The advantage of this approach is to
deal with a convex minimization problem and convergence rates of regularization methods are obtained
under a simple source condition. Based on their ideas, but instead of using their regularization
methods, we investigate sparsity regularization for this problem. It will be shown that the advantage
of the energy functional approach as analyzed in [40] is still valid for our method.
In electrical impedance tomography, we want to identify the conductivity coeﬃcient in the equation
− div (σ∇φ) = 0 in Ω, σ ∂φ
∂n
|Γ = j (9)
from information of the Neumann-to-Dirichlet map. Denote FN (σ) j the solution operator of (9) and
FD (σ) g the solution operator of (9) with the Neumann boundary condition replaced by the Dirichlet
boundary condition φ |Γ = g. Then, for each j ∈ H−1/2 (Γ) the parameter σ in (9) satisﬁes the
nonlinear operator equation
FN (σ) j − FD (σ) g = 0, (10)
where g := FN (σ) j |Γ .
It is known that the conductivity distribution σ in electrical impedance tomography often consists of
the background σ0 plus a number of interesting features and thus σ−σ0 is sparse. Therefore, similar to
the diﬀusion coeﬃcient identiﬁcation problem, applying the energy functional approach incorporating
with sparsity regularization for the problem leads to consider the minimization problem
min
σ∈Aad
∫
Ω
σ
∣∣∇ (FN (σ) jδ − FD (σ) gδ)∣∣2 dx+ α∑
k∈Λ
ωk
∣∣〈σ − σ0, ϕk〉∣∣p . (11)
Here, Aad is an admissible set in L
2 (Ω) (will be deﬁned in Chapter 2), p ∈ [1, 2], {ϕk} is an orthonormal
basis (or frame) of H10 (Ω) and
(
jδ, gδ
)
are some noisy data of (j, g) with g := FN (σ
∗) j |Γ , σ∗ is the
unknown parameter that needs to be identiﬁed.
Note that problem (11) might be nonconvex (see Chapter 2). Therefore, the study of the well-posedness
of the problem becomes harder than that in the previous problem. However, the energy functional
approach for EIT is shown to be better than the least squares approach in reconstructing numerical
solutions [55, 50]. For EIT, this approach has been used in [55, 50]. However, the authors of [55, 50]
did not consider the well-posedness and convergence rates of the regularization methods.
Problems (5), (8) and (11) fall into the class of the minimization problem
min
u∈H
F (u) + Φ (u) , (12)
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where F : H → R, Φ (u) := α∑k∈Λ ωk |〈u, ϕk〉|p , 1 ≤ p ≤ 2 and {ϕk} is an orthonormal basis of a
Hilbert space H.
In order to solve this minimization problem, we propose a gradient-type method for non-convex
problem (12) in a Hilbert space setting. The convergence of the method is proved. Furthermore, its
two accelerated versions and the choice of step-sizes are analyzed as well. Note that the gradient
method is a generalization of that in [70, 7]. However, the convergence of the algorithm did not
obtained for non-convex minimization problem in [70, 7].
As shown later in the thesis, the optimality condition of problem (12) with p = 1 results in the
equation
u− Sβw (u− βF ′ (u)) = 0, (13)
where Sβw is the soft shrinkage operator deﬁned in Chapter 1. Therefore, we can solve this equation
instead of problem (12). To solve it, we investigate the semi-smooth Newton and quasi-Newton
methods. Based on the results of Griesse et al [38] for linear inverse problems, we ﬁrst generalized the
semi-smooth Newton method to solve equation (13). However, this method requires the computation
of second derivatives, which are diﬃcult in practice. To overcome this shortcoming, we investigate
the semi-smooth quasi-Newton method. The convergence and convergence rate of each method are
analyzed in this thesis.
Structure of The Thesis
Excepting the introduction and conclusion chapters, the thesis is organized as follow:
Chapter 1 presents some properties of sparsity promoting penalty functionals and soft shrinkage op-
erators. They are used to study the well-posedness and convergence rates of sparsity regularization
in Chapter 2 as well as the convergence of the numerical algorithms in Chapter 3. In that chapter, a
short introduction of sparsity regularization is also presented.
Chapter 2 examines the sparsity regularization for two parameter identiﬁcation problems introduced
above. For each problem, we ﬁrst consider the continuity and the diﬀerentiability of related operators.
Then, based on these properties, we study the well-posedness and convergence rates of the method.
Chapter 3 presents the gradient-type method and its accelerated versions for problem (12). For
these methods, the results of the convergence, the step-size choices, the decreasing rate of objective
functionals are proven. In this chapter, we also present the semismooth Newton and quasi-Newton
methods for equation (13). The methods are proven to converge under certain conditions. The
convergence rates of the methods are analyzed as well. We also propose two speciﬁc cases for the
semi-smooth quasi-Newton method, which can be applied in practice.
Chapter 4 is devoted to illustrate some numerical results of the algorithms. There, the algorithms
are carried out for two parameter identiﬁcation problems studied in Chapter 2. Some analysis and
comparisons among theory results and numerical results are given in this chapter.
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Chapter 1
Preliminaries
In this chapter, we consider some properties of sparsity promoting penalty functionals and soft shrink-
age operators, which will be used in the next chapters. Some of these properties have been proven in
[37, 27]. We also review the advantage of sparsity regularization and typically results of interest in
this method (also as in diﬀerent regularization methods).
1.1 Sparsity Promoting Penalty Functionals
Let H be a Hilbert space with norm ‖ · ‖, {ϕk}k∈Λ be an orthonormal basis of H and ω = {ωk}k∈Λ
be a positive real sequence such that ωk ≥ ωmin > 0, ∀k ∈ Λ (Λ ⊂ N). Then, the sparsity promoting
penalty functional Φ : H → R ∪ {∞} is deﬁned by
Φ (u) :=
∑
k∈Λ
ωk |uk|p , (1.1)
with uk := 〈u, ϕk〉 and p ∈ [1, 2].
Lemma 1.1.1 The sparsity promoting penalty functional Φ deﬁned by (1.1) has the following prop-
erties
1) Φ is non-negative, convex and weakly lower semi-continuous.
2) There exists a positive constant C such that for any u ∈ H,
Φ (u) ≥ ωminCp/2 ‖u‖p .
This implies that Φ is weakly coercive, i.e. Φ (u) → ∞ as ‖u‖ → ∞.
3) If {un}n∈N ⊂ H weakly converges to u ∈ H and Φ (un) converges to Φ (u) , then Φ (un − u)
converges to zero.
Proof. Φ is non-negative, convex and weakly lower semi-continuous because it is the sum of non-
negative, convex and weakly continuous functionals. The proofs of 2) and 3) can be found in [37,
Remark 3.] and [37, Lemma 2.], respectively.
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To obtain convergence rates of sparsity regularization, an important tool is the Bregman distance
relating to a proper convex functional. We brieﬂy introduce this notion here. For a detail discussion
on the Bregman distance, we refer to [12, 17, 54, 13].
Let X be a Banach space with its dual space X∗ and R : X → (−∞,+∞] be a proper convex
functional with dom (R) := {x ∈ X : R (x) < +∞} = ∅. The subdiﬀerential of R at x ∈ dom (R) is
deﬁned by
∂R (x) := {x∗ ∈ X∗ : R (y) ≥ R (x) + 〈x∗, y − x〉(X∗,X) for all y ∈ X}.
Then, for a ﬁxed element x∗ ∈ ∂R (x) , the expression
DRx∗ (y, x) := R (y)−R (x)− 〈x∗, y − x〉(X∗,X)
is called the Bregman distance of two elements y, x ∈ X with respect to R and x∗. In the following,
we denote Dx∗ (y, x) instead of D
R
x∗ (y, x) for simplicity.
Since ∂R (x) might be empty or multi-valued, Bregman distance might be not deﬁned or multi-valued.
However, for a continuously diﬀerentiable functional, there is a unique element in the subdiﬀerential
and consequently, a unique Bregman distance. In this case, the distance is just the diﬀerence at the
point y between R (·) and the ﬁrst order Taylor series approximation to R (·) at x. Furthermore, if R (y)
is strictly convex, Dx∗ (y, x) is also strictly convex in y for each ﬁxed x, and therefore Dx∗ (y, x)=0 if
and only if y = x.
Note that Dx∗ (y, x) is not a distance in the usual metric sense since, in general, D (y, x) = D (x, y)
and the triangle inequality does not hold. However, it is a measurement of closeness in the sense that
Dx∗ (y, x) ≥ 0 and Dx∗ (y, x) = 0 if y = x.
For the convex functional Φ deﬁned by (1.1), the following result has been proven in [37, Lemma 10.].
Lemma 1.1.2 Let Φ be deﬁned by (1.1) with p ∈ (1, 2] and {ϕk} be an orthonormal basis of H. Then,
there exists a constant Cp > 0 depending only on p such that
DB (u, u
′) := Φ (u)− Φ (u′)− 〈∂Φ (u′) , u− u′〉 ≥ Cp ‖u− u
′‖2H
3ωmin + 2Φ (u) + Φ (u′)
,
for all u, u′ ∈ dom (Φ) for which ∂Φ (u′) = ∅.
1.2 Soft Shrinkage Operators
We ﬁrst introduce the shrinkage function Sτ,p : R → R,
Sτ,p (x) =
{
sgn (x)max (|x| − τ, 0) if p = 1
G−1τ,p (x) if p ∈ (1, 2]
, (1.2)
where
Gτ,p (x) = x+ τp sgn (x) |x|p−1 . (1.3)
Based on the shrinkage functions, the soft shrinkage operator is follows
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Deﬁnition 1.2.1 Denote ω = {ωk}k∈Λ, ωk ≥ ωmin > 0 for all k, the soft shrinkage operator Sω,p :
H → H is deﬁned by
Sω,p (u) =
∑
k∈Λ
Sωk,p (〈u, ϕk〉)ϕk, (1.4)
where functions Sωk,p are given in (1.2) and {ϕk}k∈Λ is an orthonormal basis of H.
For p = 1, we often denote Sω instead of Sω,1.
In the following, we consider some properties of the soft shrinkage operator. The ﬁrst property of Sω,p
is the non-expansivity, which is proven in [27, Lemma 2.2]. For convenience, we recall it here.
Lemma 1.2.2 The soft shrinkage operators deﬁned by (1.4) is non-expansive, i.e.
‖Sω,p (u)− Sω,p (v)‖ ≤ ‖u− v‖ ,
for any u, v ∈ H.
The following lemma is needed for proving the convergence of the gradient-type method in Chapter
3.
Lemma 1.2.3 Let {un}, {vn} and {hn} be sequences in H and {βn} be a positive real sequence such
that
un = Sβnω,p (v
n − βnhn) .
If both un and vn weakly converge to u∗, hn weakly converges to h∗ and βn > 0, limn→∞ βn = β∗ > 0,
then
u∗ = Sβ∗ω,p (u∗ − β∗h∗) .
Proof. We ﬁrst prove the lemma for p > 1. Using the notation uk = 〈u, ϕk〉 , By the hypothesis, both
unk and v
n
k converge to u
∗
k, h
n
k converges to h
∗
k for each ﬁxed k ∈ Λ as n → ∞, and
un = Sβnω,p (v
n − βnhn) ,
or
unk = Sβnωk,p (v
n
k − βnhnk ) , ∀k ∈ Λ.
By (1.2) and (1.3), they are equivalent to
unk + pβ
nωk sgn (u
n
k ) |unk |p−1 = vnk − βnhnk , ∀k ∈ Λ.
Letting n → ∞ we get
u∗k + pβ
∗ωk sgn (u∗k) |u∗k|p−1 = u∗k − β∗h∗k, ∀k ∈ Λ.
Therefore,
u∗ = Sβ∗ω,p (u∗ − β∗h∗) .
We now prove the lemma for p = 1. By the hypothesis
un = Sβnω,1 (v
n − βnhn) ,
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or
unk = sgn (v
n
k − βnhnk )max (|vnk − βnhnk | − βnωk, 0) , ∀k ∈ Λ. (1.5)
We deﬁne
Γ1 := {k ∈ Λ : |u∗k − β∗h∗k| > β∗ωk}
Γ2 := {k ∈ Λ : |u∗k − β∗h∗k| < β∗ωk}
Γ3 := {k ∈ Λ : |u∗k − β∗h∗k| = β∗ωk}
Since vnk − βnhnk → u∗k − β∗h∗k and |vnk − βnhnk | − βnωk → |u∗k − β∗h∗k| − β∗ωk as n → ∞ (k ﬁxed), we
have
• if k ∈ Γ1, then vnk − βnhnk and u∗k − β∗h∗k have the same sign and |vnk − βnhnk | − βnωk > 0 when
n is large enough and thus two sides of (1.5) have the limit and
u∗k = sgn (u
∗
k − β∗h∗k)max (|u∗k − β∗h∗k| − β∗ωk, 0) , ∀k ∈ Γ1,
or
u∗k = Sβ∗ω,1 (u
∗
k − β∗h∗k) , ∀k ∈ Γ1.
• if k ∈ Γ2, then |vnk − βnhnk | − βnωk < 0 when n is large enough. Thus, (1.5) becomes unk = 0
when n is large enough. It follows that u∗k = 0 and then reduces to
u∗k = Sβ∗ω,1 (u
∗
k − β∗h∗k) , ∀k ∈ Γ2.
• if k ∈ Γ3, then vnk − βnhnk and u∗k − β∗h∗k have the same sign and nonzero when n is large
enough. Thus
unk
sgn(vnk−βnhnk)
→ u∗k
sgn(u∗k−β∗h∗k)
as n → ∞. Therefore, by (1.5) we deduce that
max (|vnk − βnhnk | − βnωk, 0) also converges and is equal to zero because |vnk − βnhnk |−βnωk → 0
. It implies that u∗k = 0 and so
u∗k = Sβ∗ω,1 (u
∗
k − β∗h∗k) , ∀k ∈ Γ3.
In summary, we have
u∗k = Sβ∗ω,1 (u
∗
k − β∗h∗k) , ∀k ∈ Γ1 ∪ Γ2 ∪ Γ3 = Λ,
which is equivalent to
u∗ = Sβ∗ω,1 (u∗ − β∗h∗) .
The following result is a generalization of [27, Lemma 3.18].
Lemma 1.2.4 Let {hn} ⊂ H be uniformly bounded and {dn} ⊂ H weakly converge to zero. If
βn ∈ [β, β] and limn→∞ ‖Sβnω,p (hn + dn)− Sβnω,p (hn)− dn‖ = 0, then ‖dn‖ → 0 for n → ∞.
Proof. The proof is similar to that of [27, Lemma 3.18]. The argument of the proof is slightly diﬀerent
for the case p = 1 and p > 1, so we treat the two cases separately.
We start with p > 1. We ﬁrst note that by the deﬁnition of Sτ,p = G
−1
τ,p, if |x| ≤ 2B, then
G′τ,p (x) = 1 + τp (p− 1) |x|p−2 ≥ 1 + τ
p (p− 1)
(2B)
2−p .
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Hence, using the Mean Value Theorem, if |x| ≤ 2B, then
|Sβnωk,p (hnk + dnk )− Sβnωk,p (hnk )| ≤ C |dnk | (1.6)
with C :=
(
1 +
p(p−1)βωmin
(2B)2−p
)−1
< 1.
Since {dn} weakly converges, there exists a constant B such that ‖dn‖ ≤ B, ∀n ∈ N and |dnk | ≤
B, ∀n ∈ N, ∀k ∈ Λ.
We deﬁne Γ0 = {k ∈ Λ : |hnk | ≥ B}. Since {hn} is uniformly bounded, it is a ﬁnite set and ∀k ∈ Γ1 =
Λ\Γ0, hence |hnk | and |hnk + dnk | are bounded from above by 2B.
For all k ∈ Γ1, using (1.6) and the hypothesis, we get∑
k∈Γ1
|dnk |2 ≤
1
(1− C)2
∑
k∈Γ1
|dnk − Sβnωk,p (hnk + dnk ) + Sβnωk,p (hnk )|2 → 0 as n → ∞.
On the other hand, since Γ0 is a ﬁnite set and the d
n weakly converges to 0 as n → ∞, we have∑
k∈Γ0
|dnk |2 → 0 as n → ∞.
Therefore,
lim
n→∞ ‖d
n‖ = lim
n→∞
(∑
k∈Γ1
|dnk |2 +
∑
k∈Γ0
|dnk |2
)
= 0.
This proves the lemma for the case p > 1.
For p = 1, because {hn} is uniformly bounded, we deﬁne a ﬁnite set Γ0 ⊂ Λ so that
∑
k∈Λ\Γ0 |hnk |
2 ≤(
βωmin/2
)2
, ∀n ∈ N. Because Γ0 is a ﬁnite set and dn weakly converges to zero, we deduce that∑
k∈Γ0 |dnk |
2 → 0 as n → ∞.
For each n, we split Γ1 := Λ\Γ0 into two subsets: Γ1,n := {k ∈ Λ : |hnk + dnk | ≤ βnωk} and Γ˜1,n :=
Γ1\Γ1,n. The lemma is proved if we show that
lim
n→∞
∑
k∈Γ1
|dnk |2 = 0.
• If k ∈ Γ1,n, then Sβnωk,1 (hnk + dnk ) = Sβnωk,1 (hnk ) = 0 (since |hnk | ≤
βωmin
2 < β
nωk). Therefore,
we get |dnk − Sβnωk,1 (hnk + dnk ) + Sβnωk,1 (hnk )| = |dnk | . From the hypothesis, it follows that∑
k∈Γ1,n
|dnk |2 ≤
∑
k∈Γ1
|dnk − Sβnωk,1 (hnk + dnk ) + Sβnωk,1 (hnk )|2 → 0 as n → ∞.
• If k ∈ Γ˜1,n, then |dnk | ≥ |dnk + hnk | − |hnk | ≥
βωmin
2 ≥ |hnk | . Therefore, dnk + hnk and dnk have the
same sign. Using this property and Sβnωk,1 (h
n
k ) = 0, we get
|dnk − Sβnωk,1 (dnk + hnk ) + Sβnωk,1 (hnk )|
= |dnk − Sβnωk,1 (dnk + hnk )|
= |dnk − (dnk + hnk ) + βnωk sgn (dnk + hnk )|
≥ βnωk − |hnk | ≥
βωmin
2
.
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This implies that
∑
k∈Γ˜1,n
|dnk − Sβnωk,1 (dnk + hnk ) + Sβnωk,1 (hnk )|2 ≥
(
βωmin
2
)2
Γ˜1,n,
where Γ˜1,n is the number of elements of Γ˜1,n. On the other hand, by the hypothesis, we deduce
that ∑
k∈Γ˜1,n
|dnk − Sβnωk,1 (dnk + hnk ) + Sβnωk,1 (hnk )|2 <
(
βωmin
2
)2
when n exceeds some large number N, which implies that Γ˜1,n is empty when n > N. Conse-
quently
∑
k∈Γ˜1,n |dnk |
2
= 0 for n > N. This completes the proof for the case p = 1.
1.3 Sparsity Regularization: Advantage and Results of Inter-
est
In this section we review the sparsity regularization method for the solution of inverse problems. We
discuss the advantage of the method and the results of most interest in regulatization methods. It is
common to consider inverse problems to be ill-posed in the sense that the solution (provided it exists)
is unstable with respect to data perturbations.
An inverse problem is often formulated as the problem that computes an approximate solution of the
operator equation
K (u) = f, (1.7)
where K : dom (K) ⊂ H1 → H2 is an ill-posed operator between two Hilbert spaces H1 and H2, and
in the case, only noisy data fδ with ∥∥f − fδ∥∥
H2
≤ δ (1.8)
are available.
For the stable approximation of a solution of equation (1.7), sparsity regularization method turns to
minimize the functional
Θαfδ(u) :=
1
2
∥∥K(u)− fδ∥∥2
H2
+ α
∑
k∈Λ
ωk |〈u, ϕk〉|p , (1 ≤ p ≤ 2) (1.9)
or the more general form
Θαfδ(u) := F
(
K(u), fδ
)
+ α
∑
k∈Λ
ωk |〈u, ϕk〉|p , (1.10)
where α > 0 is a regularization parameter, {ϕk}k∈Λ is a basis (or frame) of Hilbert space H1 and
ωk ≥ ωmin > 0, ∀k. The functional F
(
K(u), fδ
)
measures the error between K(u) and fδ.
Sparsity regularization has been of interest by many researchers for the last years. The well-posedness
(consisting the existence, stability and convergence) and some convergence rates of the method have
been analyzed for linear inverse problems [27] as well as for nonlinear inverse problems [37]. Some
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numerical algorithms have also been proposed [27, 11, 8, 74, 7]. It is shown that sparsity regularization
is simple for use and very eﬃcient for inverse problems with sparse solutions. This method has been
investigated and applied very successfully to some ﬁelds such as for compressive imaging [34, 81, 85, 90].
Recently, sparsity regularization has been applied to EIT problem [50, 35, 52]. Numerical experiments
in [50, 35] have demonstrated its great potentials. Following the least squares approach in [37], the
well-posedness and some convergence rates of the method have been also obtained in [52].
Note that this regularization method yields sparse minimizers of (1.9) for p = 1 and promotes sparsity
for 1 < p < 2 [27]. For illustrating the sparsity property of minimizers of (1.9) with diﬀerent values
of p, we consider the problem of numerical diﬀerentiation as follows.
Figure 1.1: Sparsity of minimizers of (1.9) with diﬀerent values p in the diﬀerentiation problem. (a)
exact solution u and data fδ with 5% noise; (b) u2, u1.5, u1 for α = 10
−2; (c) u2, u1.5, u1 for α = 5.10−4.
Let the operator K : L2 (0, 1) → L2 (0, 1) be given by
Ku =
∫ t
0
u ds, u ∈ L2 (0, 1) .
We want to recover the sparse function u given by
u (t) =
⎧⎪⎨
⎪⎩
2, t ∈ [1/4, 3/8],
−3, t ∈ [5/8, 6/8],
0, otherwise
from noisy data fδ of its primitive f = Ku with
‖f − fδ‖2
‖f‖2 = 0.05.
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By using the computed solutions 1 for three cases of p,
u2 = argmin
u∈L2(0,1)
{
1
2
∫ 1
0
(
Ku− fδ)2 ds+ α∑
k
|u (tk)|2
}
u1.5 = argmin
u∈L2(0,1)
{
1
2
∫ 1
0
(
Ku− fδ)2 ds+ α∑
k
|u (tk)|3/2
}
u1 = argmin
u∈L2(0,1)
{
1
2
∫ 1
0
(
Ku− fδ)2 ds+ α∑
k
|u (tk)|
}
where tk is uniformly divided points in interval (0, 1).
In Figure 1.1, the mentioned eﬀects can be observed: u1 is always sparse while u2 and u1.5 are not
and u1.5 promotes sparsity.
The sparsity property of the solutions of (1.9) makes sparsity regularization have more advantage when
it is applied to operator equations with sparse solutions. Furthermore, for linear inverse problems, the
advantage of the method also comes from the simplicity and eﬃciency of the algorithms for problem
(1.9) [27, 89, 39, 38].
Similar to diﬀerent regularization methods, typically results of most interest in the sparsity regular-
ization method are:
• Existence: For ﬁxed regularization parameter α > 0 and every fδ ∈ H2, there exist minimizers
of the regularization functional Θαfδ .
• Stability: For ﬁxed α > 0, the regularized solution (the minimizer of Θαfδ) depends continuously
on fδ.
• Convergence: For α → 0, fδ → f and under some conditions, the regularized solution converges
to a solution of (1.7).
• Convergence rates: Estimates of the diﬀerence between the minimizer of the regularization
functional and the solution of (1.7) (provided it exists).
• Numerical algorithms: Algorithms for numerically ﬁnding the minimizers of the regularization
functional. We specially concentrate on the convergence of the algorithms.
In the next chapter, the well-posedness and convergence rate of the method are examined for two
parameter identiﬁcation problems. However, we use the energy functional approach instead of the
least squares approach in [37]. Some numerical algorithms are proposed and analyzed in Chapter 3.
1Obtained by using a discretization with 1001 unknowns, using the trapezoidal rule for the integral operator. The
minimization problems are solved by the gradient-type method, see Chapter 3.
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Sparsity Regularization for
Parameter Identiﬁcation Problems
In this chapter, we analyze sparsity regularization for two parameter identiﬁcation problems:
1. Diﬀusion coeﬃcient identiﬁcation problem: identify the coeﬃcient σ ∈ L∞ (Ω) in the
equation
− div (σ∇φ) = y in Ω, φ = 0 on ∂Ω. (2.1)
from noisy data φδ ∈ H10 (Ω) of φ.
2. Electrical impedance tomography problem: identify the conductivity coeﬃcient σ ∈
L∞ (Ω) in the equation
− div (σ∇φ) = 0 in Ω, σ ∂φ
∂n
= j on ∂Ω (2.2)
from (partial) information about the Neumann-to-Dirichlet map on the boundary ∂Ω.
For the ﬁrst problem, sparsity regularization is incorporated with the energy functional approach.
The method leads to considering the minimization problem
min
σ∈A
∫
Ω
σ
∣∣∇ (FD (σ) y − φδ)∣∣2 dx+ αΦ (σ − σ0) ,
where A is an admissible set, FD (·) y : A → H10 (Ω) , σ → φ, the solution of the above Dirichlet
problem, α > 0 is a regularization parameter, Φ (ϑ) :=
∑
ωk |〈ϑ, ϕk〉|p (1 ≤ p ≤ 2) with {ϕk} being
an orthonormal basis (or frame) of L2 (Ω′) (Ω′ ⊂⊂ Ω) and ωk ≥ ωmin > 0 for all k, and φδ ∈ H10 (Ω)
is noisy data of φ with ∥∥φδ − φ∥∥
H1(Ω)
≤ δ.
Similarly, for the second one, we consider the minimization problem
min
σ∈Aad
∫
Ω
σ
∣∣∇ (FN (σ) jδ − FD (σ) gδ)∣∣2 dx+ αΦ (σ − σ0) ,
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where Aad is an admissible set, FN (·) j and FD (·) g are the Neumann and Dirichlet solution op-
erators, respectively (will be deﬁned later); α > 0 is a regularization parameter and Φ (ϑ) :=∑
ωk |〈ϑ, ϕk〉|p (1 ≤ p ≤ 2) , with {ϕk} being an orthonormal basis (or frame) of the Hilbert space
H10 (Ω
′) and ωk ≥ ωmin for all k, and
(
jδ, gδ
)
is noisy data of (j, g) obtained from the Neumann-to-
Dirichlet map with ∥∥jδ − j∥∥2
H−1/2(∂Ω) +
∥∥gδ − g∥∥2
H1/2(∂Ω)
≤ δ2.
Note that the notation FD in two problems are used for two diﬀerent operators. FD(σ)y is the solution
of (2.1) while FD(σ)g is the solution of (2.2) with the Dirichlet boundary condition u |∂Ω = g instead
of the Neumman boundary condition. We distinguish them by the inputs, y and g.
In the following, we present the results of our preprint papers [67, 66]. We will prove the well-
posedness and examine some convergence rates of the regularization method. Here, Ω is assumed to
be a bounded Lipschitz domain in Rd (d ≥ 2) with boundary Γ := ∂Ω. We use the standard notion of
Sobolev spaces H1 (Ω) , H10 (Ω) ,W
1,q (Ω) and Lq (Ω) from [36]. The notation C is refered to a generic
constant and it may be diﬀerent in diﬀerent situations.
2.1 Diﬀusion Coeﬃcient Identiﬁcation Problem
2.1.1 An Overview and Method of Approach
The diﬀusion coeﬃcient identiﬁcation problem is to identify the coeﬃcient σ in the equation
− div (σ∇φ) = y in Ω, φ = 0 on ∂Ω (2.3)
from noisy data φδ ∈ H10 (Ω) of φ such that∥∥φ∗ − φδ∥∥
H1(Ω)
≤ δ. (δ > 0)
This problem has attracted great attention of many researchers. For surveys on this problem, we refer
to [40, 93, 33, 57, 76, 58, 20, 88, 1, 16] and the references therein. It is well-known that the problem is
ill-posed and thus need to be regularized. There have been several regularization methods proposed.
Among of them, Tikhonov regularization [40, 30] and the total variational regularization [93, 15] are
most popular.
In some applications, the coeﬃcient σ∗, which needs to be recovered, has a sparse presentation, i.e.
the number of nonzero components of σ∗−σ0 are ﬁnite in an orthonormal basis (or frame) of L2 (Ω) .
The sparsity of σ∗ − σ0 promotes to use sparsity regularization.
Note that it is possible to apply the least squares approach in [37] for our problem. However, it is
not clear that the operator FD (·) y, the solution operator of (2.3), is weakly sequentially closed in
L2 (Ω) without additional conditions. Therefore, if the least squares approach in [37] is applied, it
needs further conditions. Moreover, this approach leads to a non-convex minimization problem and
the source conditions are diﬃcult to be checked for the problem, see e.g. [40].
To overcome this shortcoming, we use the energy functional approach incorporating with sparsity
regularization, i.e. considering the minimization problem
min
σ∈A
Fφδ (σ) + αΦ
(
σ − σ0) , (2.4)
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where A is an admissible set deﬁned by
A =
{
σ ∈ L∞ (Ω) : λ ≤ σ ≤ λ−1 a.e. on Ω, supp (σ − σ0) ⊂ Ω′ ⊂⊂ Ω} , (2.5)
with a given constant λ ∈ (0, 1) and Ω′ being an open set with the smooth boundary that contained
compactly in Ω, α > 0 is a regularization parameter, σ0 is the background value of σ, and
Fφδ (σ) :=
∫
Ω
σ
∣∣∇ (FD (σ) y − φδ)∣∣2 dx, (2.6)
Φ (ϑ) :=
∑
ωk |〈ϑ, ϕk〉|p , (1 ≤ p ≤ 2) (2.7)
where {ϕk} is an orthonormal basis (or frame) of L2 (Ω) and ωk ≥ ωmin > 0 for all k.
We will prove that problem (2.4) is convex and well-posed, and under the condition that there exists
w∗ such that ξ = (F ′D (σ
+) y)
∗
w∗ ∈ ∂Φ (σ+ − σ0) , the convergence rates
Dξ
(
σpα,δ, σ
+
)
= O (δ) and
∥∥∥σpα,δ − σ+∥∥∥
L2(Ω)
= O
(√
δ
)
(1 < p ≤ 2) ,
are obtained as δ → 0 and α ∼ δ. Here, σpα,δ is a minimizer of (2.4) and σ+ is a Φ-minimizing solution
of the diﬀusion coeﬃcient identiﬁcation problem.
Comparing the standard conditions in [37] and the references therein, our source condition is very
simple and does not require the smallness. Furthermore, the objective functional in (2.4) is now convex
and thus its global minimizers are easy to ﬁnd and some eﬃcient algorithms for convex functionals
can be applied, see e.g. [63].
Note that the energy functional approach was ﬁrst introduced by Zou [93] and then was used by
Knowles in [56]. However, the authors in those papers did not consider the well-posedness and
convergence rates of regularization methods. Recently, Ha`o and Quyen have used this approach incor-
porating with either Tikhonov regularization or the total variation regularization for some problems
[40, 42, 41, 43]. In the following, we follows the outline of [40] and use the techniques in [40, 42] for
obtaining the convergence rates of the method.
2.1.2 Auxiliary Results
We recall that a function φ in H10 (Ω) is a weak solution of (2.3) if the identity∫
Ω
σ∇φ · ∇vdx =
∫
Ω
yvdx (2.8)
holds for all v ∈ H10 (Ω) .
If σ ∈ A and y ∈ L2 (Ω) , then there is a unique weak solution φ ∈ H10 (Ω) of (2.3) [40], which satisﬁes
the inequality
‖φ‖H1(Ω) ≤
1
C
‖y‖L2(Ω) , (2.9)
where C > 0 is a constant depending only on Ω and λ.
In the next sections, two following inequalities are used:
• For any η ∈ H10 (Ω) and σ ∈ A, in virtue of the Poincare´-Friedrichs inequality we have∫
Ω
σ |∇η|2 dx ≥ C ‖η‖2H1(Ω) (2.10)
17
2. Sparsity Regularization for Parameter Identiﬁcation Problems
with C > 0 deﬁned by (2.9).
• For any y ∈ Lr (Ω) , r ≥ 2 with a bounded set Ω ⊂ Rd, we have
‖y‖L2(Ω) ≤ |Ω|
1
2− 1r ‖y‖Lr(Ω) . (2.11)
We shall endow the set A with the Lq (Ω)−norm, q ∈ [1,∞) and deﬁne the nonlinear coeﬃcient-to-
solution mapping FD (·) y : A ⊂ Lq (Ω) → H10 (Ω) which maps the coeﬃcient σ ∈ A to the solution
u = FD (σ) y of problem (2.3).
Before considering sparsity regularization for the problem, we analyze some properties of FD (·) y and
Fφδ (·) with respect to the Lq−norm. These properties are needed for investigating the well-posedness
and convergence rates of the method as well as numerical algorithms. They are derived by exploiting
Meyers’ gradient estimate [69], which has recently been employed by [77, 52].
Theorem 2.1.1 (Meyers’ theorem) Let Ω be a bounded Lipschitz domain in Rd (d ≥ 2) . Assume
that σ ∈ L∞ (Ω) satisﬁes λ < σ < λ−1 for some ﬁxed λ ∈ (0, 1) . For z ∈ (Lr (Ω))d and y ∈ Lr (Ω) ,
let φ ∈ H1 (Ω) be a weak solution of the equation
− div (σ∇φ) = − div (z) + y in Ω.
Then, there exists a constant Q ∈ (2,+∞) depending on λ and d only, Q → 2 as λ → 0 and Q → ∞
as λ → 1, such that for any 2 < r < Q, φ ∈ W 1,rloc (Ω) and for any Ω′ ⊂⊂ Ω
‖∇φ‖Lr(Ω′) ≤ C ′
(
‖φ‖H1(Ω) + ‖z‖Lr(Ω) + ‖y‖Lr(Ω)
)
,
where the constant C ′ depends on λ, d, r,Ω′ and Ω.
Using this result, we can show that the mappings FD (·) y and Fφδ (·) are continuous and continuous
Fre´chet diﬀerentiable on the set A with respect to the Lq-norm. These results are shown in the
following lemmas.
Lemma 2.1.2 Let q ∈
(
2Q
Q−2 ,∞
]
, 1q +
1
r =
1
2 and y ∈ Lr (Ω) . For σ, σ + ϑ ∈ A, we have
‖∇FD (σ + ϑ) y −∇FD (σ) y‖L2(Ω) ≤ C ‖ϑ‖Lq(Ω′) ‖y‖Lr(Ω) ,
where C is a positive constant.
Proof. The weak solution formulas of FD (σ) y and FD (σ + ϑ) y give∫
Ω
σ∇FD (σ) y · ∇vdx =
∫
Ω
(σ + ϑ)∇FD (σ + ϑ) y · ∇vdx, ∀v ∈ H10 (Ω) ,
i.e. ∫
Ω
σ∇ (FD (σ + ϑ) y − FD (σ) y) · ∇vdx = −
∫
Ω
ϑ∇FD (σ + ϑ) y · ∇vdx, ∀v ∈ H10 (Ω) .
Taking v = FD (σ + ϑ) y − FD (σ) y ∈ H10 (Ω) in the last equation, we obtain∫
Ω
σ |∇ (FD (σ + ϑ) y − FD (σ) y)|2 dx = −
∫
Ω
ϑ∇FD (σ + ϑ) y · ∇ (FD (σ + ϑ) y − FD (σ) y) dx
= −
∫
Ω′
ϑ∇FD (σ + ϑ) y · ∇ (FD (σ + ϑ) y − FD (σ) y) dx
≤ ‖ϑ‖Lq(Ω′) ‖∇FD (σ + ϑ) y‖Lr(Ω′) ‖∇ (FD (σ + ϑ) y − FD (σ) y)‖L2(Ω) ,
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where 1q +
1
r =
1
2 . The assumption q ∈
(
2Q
Q−2 ,∞
]
implies that r ∈ (2, Q). By Theorem 2.1.1, there
exist constants C and C ′ such that
‖∇FD (σ + ϑ) y‖Lr(Ω′) ≤ C ′
(
‖FD (σ + ϑ) y‖H1(Ω) + ‖y‖Lr(Ω)
) (2.9),(2.11)
≤ C ‖y‖Lr(Ω) .
It follows that there exists a constant C such that
‖∇FD (σ + ϑ) y −∇FD (σ) y‖L2(Ω) ≤ C ‖ϑ‖Lq(Ω′) ‖y‖Lr(Ω) .
Remark 2.1.3 1) Note that for σ, σ + ϑ ∈ A and 1 ≤ q1 ≤ q2, we have
|Ω|−1/q1 ‖ϑ‖Lq1 (Ω) ≤ |Ω|−1/q2 ‖ϑ‖Lq2 (Ω) ,
and
‖ϑ‖q2Lq2 (Ω) ≤
(
2λ−1
)q2−q1 ‖ϑ‖q1Lq1 (Ω) .
This means that the convergence of ϑ to zero with respect to the Lq1 (Ω)−norm and the Lq2 (Ω)−norm
are equivalent.
2) By the above lemma, FD (·) y is Lipschitz continuous on A with respect to the Lq (Ω)−norm for
q ∈
(
2Q
Q−2 ,∞
]
. Furthermore, by the above remark, it implies that FD (·) y is continuous on A with
respect to the Lq (Ω)-norm for any q ≥ 1.
Lemma 2.1.4 Let q ∈
(
2Q
Q−2 ,∞
]
, 1q +
1
r =
1
2 and y ∈ Lr+ (Ω) with some  > 0. Then, the mapping
FD (·) y : A ⊂ Lq (Ω) → H10 (Ω) is continuously Fre´chet diﬀerentiable on A and for each σ ∈ A, the
Fre´chet derivative F ′D (σ) y of FD (·) y has the property that the diﬀerential η := F ′D (σ) y (ϑ) , with
any ϑ ∈ L∞ (Ω′) extended by zero outside Ω′, is the (unique) weak solution of the Dirichlet problem
− div (σ∇η) = div (ϑ∇FD (σ) y) in Ω, η = 0 on ∂Ω
in the sense that it satisﬁes the equation∫
Ω
σ∇F ′D (σ) y (ϑ) · ∇vdx = −
∫
Ω
ϑ∇FD (σ) y · ∇vdx (2.12)
for all v ∈ H10 (Ω) . Moreover,
‖F ′D (σ) y (ϑ)‖H1(Ω) ≤ C1 ‖y‖Lr(Ω) ‖ϑ‖Lq(Ω′) , ∀ϑ ∈ L∞ (Ω′) , (2.13)
where C1 is a positive constant.
Proof. Note that variational equation (2.12) has the unique solution η := η (ϑ) = F ′D (σ) y (ϑ) ∈
H10 (Ω) with σ ∈ A. We ﬁrst show that for a ﬁxed σ in A, η = η (ϑ) deﬁnes a bounded linear operator
from Lq (Ω′) to H10 (Ω) for any q ∈
(
2Q
Q−2 ,∞
]
. From (2.12), η is a linear operator of ϑ. By the weak
solution formula of η and the generalized Ho¨lder inequality, we have∫
Ω
σ∇η · ∇ηdx = −
∫
Ω
ϑ∇FD (σ) y · ∇ηdx
= −
∫
Ω′
ϑ∇FD (σ) y · ∇ηdx
≤ ‖ϑ‖Lq(Ω′) ‖∇FD (σ) y‖Lr(Ω′) ‖∇η‖L2(Ω) .
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From the last inequality and (2.10), there exists a constant C such that
‖η‖H1(Ω) ≤ C ‖ϑ‖Lq(Ω′) ‖∇FD (σ) y‖Lr(Ω′) . (2.14)
Besides, the assumption q ∈
(
2Q
Q−2 ,∞
]
implies r ∈ (2, Q) . By Theorem 2.1.1, (2.9) and (2.11), there
exist positive constants C,C ′, C ′′ such that
‖∇FD (σ) y‖Lr(Ω′) ≤ C ′
(
‖FD (σ) y‖H1(Ω) + ‖y‖Lr(Ω)
)
≤ C ′
(
1
C
‖y‖L2(Ω) + ‖y‖Lr(Ω)
)
≤ C ′′ ‖y‖Lr(Ω) . (2.15)
Thus, due to two last inequalities, η is a bounded linear operator from Lq (Ω′) → H10 (Ω) and there
exists a positive constant C1 such that
‖F ′D (σ) y (ϑ)‖H1(Ω) ≤ C1 ‖y‖Lr(Ω) ‖ϑ‖Lq(Ω′) , ∀ϑ ∈ L∞ (Ω′) .
We now show that FD (·) y is Fre´chet diﬀerentiable. Note that the function R := FD (σ + ϑ) y −
FD (σ) y − η ∈ H10 (Ω) is the weak solution of the equation
− div ((σ + ϑ)∇R) = div (ϑ∇η) in Ω.
Taking R as the test function in the weak solution formula of R gives∫
Ω
(σ + ϑ) |∇R|2 dx = −
∫
Ω
ϑ∇η · ∇Rdx = −
∫
Ω′
ϑ∇η · ∇Rdx
≤ ‖ϑ‖Lq(Ω′) ‖∇η‖Lr(Ω′) ‖∇R‖L2(Ω) .
This implies that
‖R‖H1(Ω)
‖ϑ‖Lq(Ω′)
≤ C ‖∇η‖Lr(Ω′) . (2.16)
To show that FD (·) y : A ⊂ Lq (Ω) → H10 (Ω) is continuously Fre´chet diﬀerentiable and its diﬀerential
F ′D (σ) y (ϑ) is η, we need to prove that ‖∇η‖Lr(Ω′) converges to zero as ‖ϑ‖Lq(Ω′) converges to zero.
By Theorem 2.1.1, there exists a positive constant C such that
‖∇η‖Lr(Ω′) ≤ C
(
‖η‖H1(Ω) + ‖ϑ∇FD (σ) y‖Lr(Ω′)
)
Since ‖η‖H1(Ω) converges to zero as ‖ϑ‖Lq(Ω′) converges to zero by (2.14), we need to prove that
‖ϑ∇FD (σ) y‖Lr(Ω′) also converges to zero. Take any small 1 ∈ (0, ) such that r′ = r + 1 ∈ (r,Q) .
Using Ho¨lder’s inequality, we deduce∫
Ω′
|ϑ∇FD (σ) y|r dx =
∫
Ω′
|ϑ|r |∇FD (σ) y|r dx
≤
(∫
Ω′
|ϑ| rr
′
r′−r dx
)1− r
r′
(∫
Ω′
|∇FD (σ) y|r
′
dx
) r
r′
. (2.17)
≤ C2 ‖y‖rLr′ (Ω)
(∫
Ω′
|ϑ| rr
′
r′−r dx
)1− r
r′
,
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where we have applied Theorem 2.1.1 to the term ‖∇FD (σ) y‖Lr′ (Ω′) , see (2.15). By Remark 2.1.3,
the convergence of ϑ to zero with respect to the Lq1 (Ω)−norm and the Lq2 (Ω)−norm (q1, q2 ∈ [1,∞))
are equivalent. Therefore, ‖ϑ∇FD (σ) y‖Lr(Ω′) converges to zero as ‖ϑ‖Lq(Ω′) converges to zero.
Remark 2.1.5 1) If y ∈ Lr (Ω) , then from the proof above we conclude that FD (·) y : A ⊂ Lq (Ω) →
H10 (Ω) is Gaˆuteaux diﬀerentiable.
2) This lemma under our assumption improves the known results on the diﬀerentiability of FD (·) y
with respect to the L∞−norm in [56, 40]. There, the authors have shown that FD (·) y : A ⊂ L∞ (Ω) →
H10 (Ω) is the Fre´chet diﬀerentiable under the condition y ∈ L∞ (Ω) [56] or y ∈ L2 (Ω) [40].
Lemma 2.1.6 For φ ∈ H10 (Ω) , the functional Fφ (·) : A ⊂ Lq (Ω) → R deﬁned by
Fφ (σ) =
∫
Ω
σ |∇ (FD (σ) y − φ)|2 dx
has the following properties
1) For q ≥ 1 and y ∈ Lr (Ω) , Fφ (·) is continuous with respect to the Lq−norm.
2) For q ∈
(
2Q
Q−2 ,∞
]
, 1q +
1
r =
1
2 and y ∈ Lr+ (Ω) with  > 0, Fφ (·) is Fre´chet diﬀerentiable with
respect to the Lq-norm and
F ′φ (σ)ϑ = −
∫
Ω
ϑ
(
|∇FD (σ) y|2 − |∇φ|2
)
dx.
Furthermore, Fφ (·) is convex on the convex set A and F ′′φ (·) is uniformly bounded.
Proof. 1) We ﬁrst prove for q ∈
(
2Q
Q−2 ,∞
]
. For σ, σ + ϑ ∈ A, we have
Fφ (σ + ϑ)− Fφ (σ)
=
∫
Ω
(σ + ϑ) |∇ (FD (σ + ϑ) y − φ)|2 − σ |∇ (FD (σ) y − φ)|2 dx
=
∫
Ω
σ
(
|∇ (FD (σ + ϑ) y − φ)|2 − |∇ (FD (σ) y − φ)|2
)
dx+
∫
Ω
ϑ |∇ (FD (σ + ϑ) y − φ)|2 dx.
Using the triangle inequality, generalized Ho¨lder inequality and Theorem 2.1.1, the second term is
estimated by∫
Ω
ϑ |∇ (FD (σ + ϑ) y − φ)|2 dx =
∫
Ω′
ϑ |∇ (FD (σ + ϑ) y − φ)|2 dx
≤ ‖ϑ‖Lq(Ω′) ‖∇ (FD (σ + ϑ) y − φ)‖L2(Ω)
(
‖∇FD (σ + ϑ) y‖Lr(Ω′) + ‖∇φ‖Lr(Ω′)
)
≤ C ‖ϑ‖Lq(Ω′) .
On the other hand, by Lemma 2.1.2 the ﬁrst term is estimated by∫
Ω
σ
(
|∇ (FD (σ + ϑ) y − φ)|2 − |∇ (FD (σ) y − φ)|2
)
dx
≤ λ−1
∫
Ω
∇ (FD (σ + ϑ) y − FD (σ) y) · ∇ (FD (σ + ϑ) y + FD (σ) y − 2φ) dx
≤ C ‖∇ (FD (σ + ϑ) y − FD (σ) y)‖L2(Ω) ≤ C ′ ‖ϑ‖Lq(Ω′) .
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Therefore, Fφ (·) is Lipschitz continuous on A with respect to the Lq (Ω′)-norm for q ∈
(
2Q
Q−2 ,∞
]
.
Finally, by Remark 2.1.3 Fφ is continuous on A with respect to the L
q (Ω′)−norm for q ≥ 1.
2) From Lemma 2.1.4, it implies that Fφ (·) is Fre´chet diﬀerentiable and
F ′φ (σ)ϑ =
∫
Ω
ϑ |∇ (FD (σ) y − φ)|2 dx+ 2
∫
Ω
σ∇ (FD (σ) y − φ) · ∇F ′D (σ)ϑdx.
Since FD (σ) y − φ ∈ H10 (Ω) and (2.12), the last equation yields
F ′φ (σ)ϑ =
∫
Ω
ϑ |∇ (FD (σ) y − φ)|2 dx− 2
∫
Ω
ϑ∇FD (σ) y · ∇ (FD (σ) y − φ) dx
= −
∫
Ω
ϑ
(
|∇FD (σ) y|2 − |∇φ|2
)
dx.
For ϑ ∈ L∞ (Ω′) and extended by zero outside Ω′, the second derivative of Fφ (·) is given by
F ′′φ (σ) (ϑ, ϑ) = −2
∫
Ω
ϑ∇FD (σ) y · ∇F ′D (σ) y (ϑ) dx = 2
∫
Ω
σ |∇F ′D (σ) y (ϑ)|2 dx ≥ 0.
Therefore, Fφ (·) is convex. Furthermore, by Lemma 2.1.4, it implies that F ′′φ (·) is uniformly bounded
on A.
Remark 2.1.7 The uniform boundedness of F ′′φ (·) implies that F ′φ (·) is Lipschitz continuous with
respect to the Lq−norms with q ∈
(
2Q
Q−2 ,∞
]
.
2.1.3 The Well-posedness
We now analyze the well-posedness of problem (2.4), which consists of the existence, stability and
convergence.
Before proving the main results, we introduce the notion of Φ-minimizing solution.
Lemma 2.1.8 The set
Π(φ∗) := {σ ∈ A : FD (σ) y = φ∗}
is nonempty, convex, bounded and closed with respect to the L2 (Ω)-norm. Thus, there exists a solution
σ+ of the problem
min
σ∈Π(φ∗)
Φ
(
σ − σ0)
which is called a Φ-minimizing solution of the diﬀusion coeﬃcient problem. The Φ-minimizing solution
is unique if p > 1.
Proof. It is trivial that the set Π (φ∗) is nonempty, convex and bounded. The closeness of Π (φ∗) in
the L2 (Ω)−norm is proven similarly as that of [40, Lemma 2.1].
We now prove that there exists at least a Φ-minimizing solution. Suppose that there does not exist a
Φ-minimizing solution in Π (φ∗) . There exists a sequence {σk} ⊂ Π(φ∗) such that Φ (σk − σ0) → c
and
c < Φ
(
σ − σ0) for all σ ∈ Π(φ∗) . (2.18)
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Since Π (φ∗) is weakly compact in L2(Ω), there exists a subsequence of {σk}, denoted by {σk} again,
which weakly converges to σ˜ ∈ Π(φ∗) . From the weakly lower semi-continuity of Φ, see Lamma 1.1.1,
it follows that Φ
(
σ˜ − σ0) ≤ limk→∞ inf Φ (σk − σ0) = c. This gives a contradiction to (2.18).
For p > 1, Φ (·) is strictly convex and thus the Φ-minimizing solution is unique.
Theorem 2.1.9 (Existence) Problem (2.4) has at least one solution.
Proof. Since the functional Fφδ (·) is convex and continuous with respect to the L2 (Ω)-norm, it is
weakly lower semi-continuous. Besides, Φ (·) is also convex and weakly lower semi-continuous with
respect to the L2 (Ω)-norm (see Lemma 1.1.1). Therefore, the objective functional of problem (2.4)
is convex and weakly lower semi-continuous on A. On the other hand, since A is nonempty, convex,
bounded and closed with respect to the L2 (Ω)-norm, it is weakly compact. Therefore, there exists at
least one solution of (2.4).
Theorem 2.1.10 (Stability) For a ﬁxed regularization α > 0, let the sequence {φn} converge to φδ
in H10 (Ω) and
σn ∈ argmin
σ∈A
Fφn (σ) + αΦ
(
σ − σ0) .
Then, there exist a subsequence {σnk} of {σn} and a minimizer σpα,δ of (2.4) such that∥∥∥σnk − σpα,δ∥∥∥
L2(Ω)
→ 0.
In addition, if the minimizer σpα,δ is unique, then the sequence {σn} converges to σpα,δ with respect to
the L2 (Ω)-norm.
Proof. By the deﬁnition of σn, we have
Fφn (σ
n) + αΦ
(
σn − σ0) ≤ Fφn (σ) + αΦ (σ − σ0)
≤ λ−1
(
‖FD (σ) y‖2H1(Ω) + C
)
+ αΦ
(
σ − σ0) (2.19)
for any σ ∈ A, where the constant C is independent of n such that ‖φn‖2H1(Ω) ≤ C for all n (since
φn → φδ in H10 (Ω), such a constant exists). This follows that {Φ
(
σn − σ0)} is bounded. Since Φ is
weakly coercive in L2 (Ω) (see Lemma 1.1.1), the sequence {σn} is also bounded in L2 (Ω). Therefore,
there exist a subsequence of {σn} denoted by {σnk} and an element σpα,δ ∈ L2 (Ω) such that {σnk}
weakly converges to σpα,δ in L
2 (Ω) . Since A is a convex closed set in L2 (Ω) , σpα,δ ∈ A. On the other
hand, since Fφδ (·) and Φ (·) are weakly lower semi-continuous, we have
Fφδ
(
σpα,δ
)
≤ lim
k
inf Fφδ (σ
nk) (2.20)
and
Φ
(
σpα,δ − σ0
)
≤ lim
k
inf Φ
(
σnk − σ0) . (2.21)
Furthermore, we have
Fφδ (σ
nk) = Fφnk (σ
nk) +
(
2
∫
Ω
σnk∇FD (σnk) y · ∇
(
φnk − φδ) dx
−
∫
Ω
σnk
∣∣∇ (φnk − φδ)∣∣2 dx) . (2.22)
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Since φnk → φδ in H1 (Ω) , the term in brackets on the right-hand side of (2.22) converges to zero as
k → ∞. Therefore,
lim
k
inf Fφδ (σ
nk) = lim
k
inf Fφnk (σ
nk) , lim
k
supFφδ (σ
nk) = lim
k
supFφnk (σ
nk) . (2.23)
From (2.23), (2.19), (2.20) and (2.21), we obtain
Fφδ
(
σpα,δ
)
+ αΦ
(
σpα,δ − σ0
) (2.20),(2.21)
≤ lim
k
inf Fφδ (σ
nk) + α lim
k
inf Φ
(
σnk − σ0)
(2.23)
≤ lim
k
inf
(
Fφnk (σ
nk) + αΦ
(
σnk − σ0))
≤ lim
k
sup
(
Fφnk (σ
nk) + αΦ
(
σnk − σ0))
(2.19)
≤ lim
k
sup
(
Fφnk (σ) + αΦ
(
σ − σ0))
= Fφδ (σ) + αΦ
(
σ − σ0) (2.24)
for all σ ∈ A. It means that σpα,δ is a minimizer of (2.4).
From (2.24), setting σ = σpα,δ, we get
lim
k
(
Fφδ (σ
nk) + αΦ
(
σnk − σ0)) = Fφδ (σpα,δ)+ αΦ(σpα,δ − σ0) .
Together with (2.20) and (2.21), we deduce that Φ
(
σnk − σ0) → Φ(σpα,δ − σ0) . Finally, since
{σnk} weakly converges to σpα,δ and Φ
(
σnk − σ0) → Φ(σpα,δ − σ0) as k → ∞, we conclude that
Φ
(
σnk − σpα,δ
)
→ 0 as k → 0, and thus
∥∥∥σnk − σpα,δ∥∥∥
L2(Ω)
→ 0 as k → ∞ by Lemma 1.1.1.
In the case the minimizer σpα,δ is unique, the convergence of the original sequence {σn} to σpα,δ follows
by a subsequence argument.
Theorem 2.1.11 (Convergence) Assume that the operator equation FD (σ) y = φ
∗ attains a solu-
tion in A and that α : R>0 → R>0 satisﬁes
α (δ) → 0 and δ
2
α (δ)
→ 0 as δ → 0.
Let δn → 0 and ‖φn − φ∗‖H1(Ω) ≤ δn. Moreover, let αn = α (δn) and
σn ∈ argmin
σ∈A
Fφn (σ) + αnΦ
(
σ − σ0) .
Then, there exist a Φ-minimizing solution σ+ of FD (σ) y = φ
∗ and a subsequence of {σn} converging
to σ+ on A with respect to the L2 (Ω)−norm.
Proof. Let σ˜ ∈ A be a solution of FD (σ) y = φ∗. The deﬁnition of σn implies that
Fφn (σ
n) + αnΦ
(
σn − σ0) ≤ Fφn (σ˜) + αnΦ (σ˜ − σ0)
≤ 1
λ
∫
Ω
|∇ (FD (σ˜) y − φn)|2 + αnΦ
(
σ˜ − σ0)
≤ 1
λ
‖φ∗ − φn‖2H1(Ω) + αnΦ
(
σ˜ − σ0)
≤ 1
λ
δ2n + αnΦ
(
σ˜ − σ0) . (2.25)
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In particular, when δ → 0 and α ∼ δ2, it follows that
Fφn (σ
n) → 0 and lim
n
supΦ
(
σn − σ0) ≤ Φ (σ˜ − σ0) . (2.26)
This implies that {Φ (σn − σ0)} is bounded. Since Φ (·) is weakly coercive, {σn} is bounded in L2(Ω),
too. Therefore, there exist a subsequence {σnk} of {σn} and σ+ ∈ A such that σnk weakly converges
in L2(Ω) to σ+. From (2.26), we deduce
Fφ∗ (σ
nk) =
∫
Ω
σnk |∇ (FD (σnk) y − φ∗)|2
≤
∫
Ω
σnk |∇ (FD (σnk) y − φnk)|2 +
∫
Ω
σnk |∇ (φnk − φ∗)|2
≤ Fφnk (σnk) + λ−1 ‖φnk − φ∗‖2H1(Ω) → 0 (k → ∞) .
Since Fφ∗ (·) is weakly lower semi-continuous,
0 ≤ Fφ∗
(
σ+
) ≤ lim
k
inf Fφ∗ (σ
nk) = 0.
Thus, Fφ∗ (σ
+) = 0. It implies that ‖FD (σ+) y − φ∗‖H1(Ω) = 0. Hence σ+ is a solution of the equation
FD (σ) y = φ
∗.
Moreover, since Φ (·) is weakly lower semi-continuous in L2 (Ω) , by using (2.26) we get
Φ
(
σ+ − σ0) ≤ lim
k
inf Φ
(
σnk − σ0) ≤ lim
k
supΦ
(
σnk − σ0) ≤ Φ (σ˜ − σ0) . (2.27)
It implies that σ+ is a Φ-minimizing solution. Finally, choosing σ˜ = σ+ in (2.27), we have Φ
(
σnk − σ0)→
Φ
(
σ+ − σ0) as k → ∞. Since {σnk − σ0} weakly converges to σ+ − σ0 in L2 (Ω) and Φ (σnk − σ0)→
Φ
(
σ+ − σ0) as k → ∞, Φ (σnk − σ+) → 0 as k → 0 and thus ‖σnk − σ+‖L2(Ω) → 0.
In the case the minimizer σ+ is unique, the convergence of the original sequence {σn−σ0} to σ+−σ0
follows by a subsequence argument.
2.1.4 Convergence Rates
As shown before, for σ ∈ A, the operator
F ′D (σ) y (·) : Lq (Ω′) → H10 (Ω) with q ∈
(
2Q
Q− 2 ,∞
]
is continuous and linear. Denote by
(F ′D (σ) y)
∗
(·) : H−1 (Ω) = (H10 (Ω))∗ → Lq1 (Ω′) with 1q + 1q1 = 1,
the dual operator of F ′D (σ) y. Then,〈
(F ′D (σ) y)
∗
(w∗) , ϑ
〉
(Lq1 (Ω′),Lq(Ω′)) = 〈w∗, F ′D (σ) y (ϑ)〉(H−1(Ω),H10 (Ω)) . (2.28)
Convergence rates of sparsity regularization are given in the following theorem.
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Theorem 2.1.12 For q ∈
(
2Q
Q−2 ,∞
]
, 1q +
1
r =
1
2 and y ∈ Lr (Ω) . Assume that
∥∥φδ − φ∗∥∥
H1(Ω)
≤ δ
and σpα,δ is a solution of (2.4). Moreover, assume that there exists a function w
∗ ∈ H−1 (Ω) such that
ξ :=
(
F ′D
(
σ+
)
y
)∗
(w∗) ∈ ∂Φ (σ+ − σ0) . (2.29)
Then,
Dξ
(
σpα,δ, σ
+
)
= O (δ) and
∥∥∥FD (σpα,δ) y − φδ∥∥∥
H1(Ω)
= O (δ)
as δ → 0 and α ∼ δ. In particular, for p ∈ (1, 2] , we have∥∥∥σpα,δ − σ+∥∥∥
L2(Ω)
= O
(√
δ
)
.
Proof. The proof follows the ideas of Ha`o and Quyen in [40, 42]. By the deﬁnition of σpα,δ, we get
Fφδ
(
σpα,δ
)
+ αΦ
(
σpα,δ − σ0
)
≤ Fφδ
(
σ+
)
+ αΦ
(
σ+ − σ0) . (2.30)
Then, we have
Fφδ
(
σpα,δ
)
+ αDξ
(
σpα,δ, σ
+
)
= Fφδ
(
σpα,δ
)
+ α
(
Φ
(
σpα,δ − σ0
)
− Φ (σ+ − σ0)− 〈ξ, σpα,δ − σ+〉
(Lq1 (Ω′),Lq(Ω′))
)
≤ Fφδ
(
σ+
)− α〈ξ, σpα,δ − σ+〉
(Lq1 (Ω′),Lq(Ω′))
≤ 1
λ
δ2 − α
〈
ξ, σpα,δ − σ+
〉
(Lq1 (Ω′),Lq(Ω′))
. (2.31)
From (2.28) and (2.29), we get〈
ξ, σpα,δ − σ+
〉
(Lq1 (Ω′),Lq(Ω′))
=
〈
w∗, F ′D
(
σ+
)
y
(
σpα,δ − σ+
)〉
(H−1(Ω),H10 (Ω))
. (2.32)
By Riesz’s representation theorem, there exists an element w ∈ H10 (Ω) such that〈
w∗, F ′D
(
σ+
)
y
(
σpα,δ − σ+
)〉
(H−1(Ω),H10 (Ω))
=
〈
w,F ′D
(
σ+
)
y
(
σpα,δ − σ+
)〉
H10 (Ω)
. (2.33)
Since σ+ ≥ λ > 0, the scalar product
[φ, v]H10 (Ω) :=
∫
Ω
σ+∇φ · ∇vdx, for all φ, v ∈ H10 (Ω)
is equivalent to 〈φ, v〉H10 (Ω) on H
1
0 (Ω) . Therefore, there exists an element wˆ ∈ H10 (Ω) independent of
σpα,δ such that〈
w,F ′D
(
σ+
)
y
(
σpα,δ − σ+
)〉
H10 (Ω)
=
∫
Ω
σ+∇wˆ · ∇F ′D
(
σ+
)
y
(
σpα,δ − σ+
)
dx. (2.34)
From (2.32), (2.33) and (2.34), we have〈
ξ, σpα,δ − σ+
〉
(Lq1 (Ω′),Lq(Ω′))
=
∫
Ω
σ+∇wˆ · ∇F ′D
(
σ+
)
y
(
σpα,δ − σ+
)
dx =: Λ.
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From the weak solution formulas of FD (σ
+) y and F ′D (σ
+) y
(
σpα,δ − σ+
)
(see (2.8) and (2.12)), we
deduce
αΛ = α
∫
Ω
σ+∇wˆ · ∇F ′D
(
σ+
)
y
(
σpα,δ − σ+
)
dx
= −α
∫
Ω
(
σpα,δ − σ+
)
∇wˆ · ∇FD
(
σ+
)
ydx
= α
∫
Ω
σ+∇wˆ · ∇FD
(
σ+
)
ydx− α
∫
Ω
σpα,δ∇wˆ · ∇FD
(
σ+
)
ydx
= α
∫
Ω
σpα,δ∇wˆ · ∇FD
(
σpα,δ
)
ydx− α
∫
Ω
σpα,δ∇wˆ · ∇FD
(
σ+
)
ydx
= α
∫
Ω
σpα,δ∇wˆ · ∇
(
FD
(
σpα,δ
)
y − FD
(
σ+
)
y
)
dx
= α
∫
Ω
σpα,δ∇wˆ · ∇
(
FD
(
σpα,δ
)
y − φδ
)
dx+ α
∫
Ω
σpα,δ∇wˆ · ∇
(
φδ − φ∗) dx.
Using the Cauchy-Schwartz inequality, we obtain
α |Λ| ≤ α
(∫
Ω
σpα,δ |∇wˆ|2 dx
)1/2(∫
Ω
σpα,δ
∣∣∣∇(FD (σpα,δ) y − φδ)∣∣∣2 dx
)1/2
+ α
(∫
Ω
(
σpα,δ
)2
|∇wˆ|2 dx
)1/2(∫
Ω
∣∣∇ (φδ − φ∗)∣∣2 dx)1/2
≤ α
(
1
λ
∫
Ω
|∇wˆ|2 dx
)1/2 (
Jφδ
(
σpα,δ
))1/2
+
α
λ
(∫
Ω
|∇wˆ|2 dx
)1/2 ∥∥φδ − φ∗∥∥
H1(Ω)
≤ α
2
2λ
∫
Ω
|∇wˆ|2 dx+ 1
2
Fφδ
(
σpα,δ
)
+
αδ
λ
(∫
Ω
|∇wˆ|2 dx
)1/2
. (2.35)
Here, we used the inequality ab ≤ αa22 + b
2
2α for the ﬁrst term. Together with (2.31), we deduce
1
2
Fφδ
(
σpα,δ
)
+ αDξ
(
σpα,δ, σ
+
)
≤ 1
λ
δ2 +
α2
2λ
C21 +
αδ
λ
C1, (2.36)
with C1 =
(∫
Ω
|∇wˆ|2 dx
)1/2
. This inequality implies that
Dξ
(
σpα,δ, σ
+
)
= O (δ) as α → 0 and α ∼ δ.
By (2.10) and (2.36), we have∥∥∥FD (σpα,δ) y − φδ∥∥∥2
H1(Ω)
≤ 1
C
Fφδ
(
σpα,δ
)
= O
(
δ2
)
as δ → 0 and α ∼ δ.
In particular, by Lemma 1.1.2 for p ∈ (1, 2] there exists a constant Cp > 0 such that Dξ
(
σpα,δ, σ
+
)
≥
Cp
∥∥∥σpα,δ − σ+∥∥∥2
L2(Ω)
. Therefore, we have
∥∥∥σpα,δ − σ+∥∥∥
L2(Ω)
= O
(√
δ
)
.
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Remark 2.1.13 Our source condition is very simple and is the simplest among the source conditions
in [45, 37, 30, 71]. Especially, we do not need the smallness requirement in the source condition.
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2.2 Electrical Impedance Tomography
2.2.1 An Overview and Method of Approach
The problem of identifying the conductivity coeﬃcient σ in the elliptic equation
− div (σ∇φ) = 0 in Ω, (2.37)
from the Neumann-to-Dirichlet map, is of interest in electrical impedance tomography (EIT). For
surveys on the problem, we refer the reader to [2, 23, 22, 9, 83, 47]. This problem is well-known to be
severely ill-posed and has to be stabilized by some regularization methods. There have been several
regularization methods for the problem in the literatures [3, 24, 25, 60, 61, 64, 77, 79, 87, 91]. However,
there have been very few results of the well-posedness and convergence rates of the regularization
methods proposed for our problem. Furthermore, the quality of reconstructed conductivity parameters
is not satisfactory in comparison with those in other ﬁelds.
Let H˜1 (Ω) be a subspace of H1 (Ω) with zero mean on the boundary Γ, i.e.
H˜1 (Ω) = {v ∈ H1 (Ω) :
∫
Γ
vds = 0}.
The spaces H˜1/2 (Γ) and H˜−1/2 (Γ) =
(
H˜1/2 (Γ)
)∗
are deﬁned similarly. These spaces are equipped
with the usual norms.
We denote by
A = {σ ∈ L∞ (Ω) : λ ≤ σ ≤ λ−1 a.e and supp (σ − σ0) ⊂ Ω′},
for some ﬁxed λ ∈ (0, 1) , where Ω′ is an open set with the smooth boundary that contained compactly
in Ω. The set A is endowed with the Lq (Ω)−norm (1 ≤ q ≤ ∞).
The basis mathematical model for the forward problem in electrical impedance tomography is the
elliptic partial diﬀerential equation
− div (σ∇φ) = 0 in Ω; σ∂φ
∂n
|Γ = j ∈ H˜−1/2 (Γ) . (2.38)
To obtain the unique weak solution of this problem, we normalize the solution by requiring
∫
Γ
uds = 0,
i.e. u ∈ H˜1 (Ω) and deﬁne the Neumann operator FN (·) j by
FN (·) j : A→ H˜1 (Ω) , σ → FN (σ) j is the weak solution of (2.38).
Similarly, the Dirichlet operator FD (·) g : A → H˜1 (Ω) , σ → FD (σ) g, the weak solution of the
equation
− div (σ∇φ) = 0 in Ω; φ |Γ = g ∈ H˜1/2 (Γ) (2.39)
and the Neumann-to-Dirichlet operator NtD (σ) is deﬁned by
NtD (σ) : H˜−1/2 (Γ) → H˜1/2 (Γ) , j → NtD (σ) j = FN (σ) j |Γ . (2.40)
An EIT experiment consists of applying an electrical current to the surface of the object and then
measuring the resulting electrical potential on the boundary. In practice, the procedure is repeated
several times with diﬀerent currents, which yields partial information about the Neumann-to-Dirichlet
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map NtD. Thus, our inverse problem is stated as follow: Given the Neumann-to-Dirichlet operator
NtD, ﬁnd σ∗ such that NtD(σ∗) = NtD.
Note that for any σ ∈ A, if NtD (σ) j = g, then
FN (σ) j − FD (σ) g = 0.
Thus, given the Neumann-to-Dirichlet operator NtD, we might recover the conductivity σ∗ from
solving the system of equations
FN (σ) jk − FD (σ) gk = 0, (2.41)
with gk = NtDfk. However, this system of equations is ill-posed. As a result, solving the system in a
stable way needs using a regularization method. Note that using one or more currents, i.e. solving one
equation or a system of equations of (2.41), has been examined by several researchers and the choice of
currents jk crucially aﬀects reconstruction of the conductivity. In [51, 49, 48, 21, 29] the authors have
investigated the so-called optimal current in some sense and have used one or more optimal currents.
The other choice of currents have been used in [55] as well. Here, for simplicity we consider the case
when a noisy data set has only one element (jδ, gδ) of exact data (j, g). However, our results are still
valid for several currents used as, for example, in [55, 50].
Under the above setting, we assume that there exists a physical conductivity σ∗ ∈ Aad such that
NtD (σ∗) = NtD. Fix j ∈ H˜−1/2 (Γ) and denote g = NtD (σ∗) j and assume that only noisy data(
jδ, gδ
) ∈ H˜−1/2 (Γ)× H˜1/2 (Γ) of (j, g) such that∥∥j − jδ∥∥2
H˜−1/2(Γ) +
∥∥g − gδ∥∥2
H˜1/2(Γ)
≤ δ2 (2.42)
with δ > 0, are available. Our problem now is to identify an approximate parameter of σ∗ from(
jδ, gδ
)
.
To solve (2.41) and (2.42), we minimize the energy functional
Fδ (σ) =
∫
Ω
σ|∇ (FN (σ) jδ − FD (σ) gδ) |2dx (2.43)
over an admissible set Aad. Since the problem is ill-posed, sparsity regularization incorporated with
the energy functional approach is used to solve it in a stable way. In fact, we consider the minimization
problem
min
σ∈Aad
Fδ (σ) + αΦ
(
σ − σ0) , (2.44)
where α > 0 is the regularization parameter and
Φ (ϑ) :=
∑
ωk| 〈ϑ, ϕk〉 |p (1 ≤ p ≤ 2) (2.45)
with {ϕk} being an orthonormal basis (or frame) of the Hilbert space H10 (Ω′) and ωk ≥ ωmin for all
k. Here, the admissible set is deﬁned by
Aad := A ∩Q with Q = {σ ∈ A : σ − σ0 ∈ H10 (Ω′)}.
In this section, we aim at studying the well-posedness and convergence rates of the sparsity regular-
ization incorporated with the energy functional approach. We want to emphasize that problem (2.44)
is examined on Aad, a subset of A. The idea of choosing Aad follows the paper of Jin and Maass
[52]. We need this constraint to obtain the compactness of Et deﬁned below, which is suﬃcient for
obtaining the well-posedness of the method. We propose source conditions for obtaining convergence
rates. The proof is followed the ideas of Ha`o and Quyen [40, 42]. Note that the energy functional
Fδ (·) in (2.43) has been used in [55, 50]. However, they aimed at constructing numerical algorithms
to reconstruct the conductivity.
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2.2.2 Auxiliary Results
Before proving the main results of sparsity regularization for EIT, we consider some properties of
FN (·) j, FD (·) g and Fδ (·) on A with respect to the Lq (Ω)-norm, which are needed for studying the
well-posedness and convergence rates of the method as well as for numerical algorithms. Some of them
have been proven in [52].
In the following, two results are frequently used:
1. By using Lax-Milgram’s lemma, one can show that for any σ ∈ A, there exist constants CN and
CD (only depend on λ and Ω) such that
‖FN (σ) j‖H1(Ω) ≤ CN ‖j‖H−1/2(Γ) , ‖FD (σ) g‖H1(Ω) ≤ CD ‖g‖H1/2(Γ) . (2.46)
2. On the space H˜1 (Ω) , the standard H1 (Ω)−norm and the H1 (Ω)−semi-norm are equivalent
(see e.g. [52, Lemma 2.2]), which implies that for any u ∈ H˜1 (Ω), there exists a constant C˜
such that
‖∇u‖L2(Ω) ≥ C˜ ‖u‖H1(Ω) . (2.47)
Lemma 2.2.1 Let q ∈
(
2Q
Q−2 ,∞
]
, j ∈ H˜−1/2 (Γ) and g ∈ H˜1/2 (Γ) . Then, for any σ, σ + ϑ ∈ A, we
have
‖FN (σ + ϑ) j − FN (σ) j‖H1(Ω) ≤ C1 ‖ϑ‖Lq(Ω′) ‖j‖H˜−1/2(Ω)
and
‖FD (σ + ϑ) g − FD (σ) g‖H1(Ω) ≤ C2 ‖ϑ‖Lq(Ω′) ‖g‖H˜1/2(Ω) ,
where the positive constants C1 and C2 depend on λ, d, q,Ω
′ and Ω.
Proof. For FN (·) j, the proof is in [52, Lemma 2.3]. For FD (·) g, the proof is similar to that of Lemma
2.1.2.
Remark 2.2.2 From Remark 2.1.3, we deduce that the operators FN (·) j and FD (·) g are continuous
on A with respect to the Lq (Ω)-norm for q ≥ 1.
We now consider the diﬀerentiability of the operators FN (·) j and FD (·) g. For σ, σ + tϑ ∈ A with
t > 0, from the deﬁnition of FN (σ) j and FN (σ + tϑ) j, we have
− div (σ∇FN (σ) j) = 0 and − div ((σ + tϑ)∇FN (σ + tϑ) j) = 0.
It implies that
− div
(
σ
∇ (FN (σ + tϑ) j − FN (σ) j)
t
)
= div (ϑ∇FN (σ + tϑ) j)
with σ ∂∂n (FN (σ + tϑ) j − FN (σ) j) /t|Γ = 0. Taking t → 0, by the continuity of FN we have φ′ =
F ′N (σ) j (ϑ) , the solution of the equation
− div (σ∇φ′) = div (ϑFN (σ) j)
with the Neumann boundary condition σ ∂φ
′
∂n = 0 on Γ.
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Similarly, we also have φ = F ′D (σ) g (ϑ) to be the solution of the equation
− div (σ∇φ) = div (ϑFD (σ) g)
with the Dirichlet boundary condition φ|Γ = 0.
We have F ′N (σ) j (·) : Lq (Ω′) → H˜1 (Ω) , ϑ → φ′ and F ′D (σ) g (·) : Lq (Ω′) → H˜1 (Ω) , ϑ → φ. The
following lemma shows that the operators FN (·) j and FD (·) g are not only directional diﬀerentiable
but also the Fre´chet diﬀerentiable.
Lemma 2.2.3 For each σ ∈ A, both FN (·) j and FD (·) g have the continuous Fre´chet derivative at
σ with respect to the Lq (Ω′)−norms, q ∈
(
2Q
Q−2 ,∞
]
. Moreover, let ϑ be a perturbation to σ belonging
to L∞ (Ω′) and extended by zero outside Ω′, we have
1) F ′N (σ) j (ϑ) = φ
′ is the unique solution in H˜1(Ω) of the Neumann problem
− div (σ∇φ′) = div (ϑ∇FN (σ) j) in Ω (2.48)
with the homogeneous Neumann boundary condition σ ∂∇φ
′
∂n |Γ = 0.
2) F ′D (σ) g (ϑ) = φ is the unique solution of the Dirichlet problem
− div (σ∇φ) = div (ϑ∇FD (σ) g) in Ω (2.49)
with the homogeneous Dirichlet boundary condition φΓ = 0.
Moreover, the following estimations hold
‖F ′N (σ) j[ϑ]‖L(Lq(Ω′),H˜1(Ω)) ≤ C3 ‖j‖H˜−1/2(Γ) ‖ϑ‖Lq(Ω′) , (2.50)
‖F ′D (σ) g[ϑ]‖L(Lq(Ω′),H˜1(Ω)) ≤ C4 ‖g‖H˜1/2(Γ) ‖ϑ‖Lq(Ω′) . (2.51)
Proof. The Fre´chet diﬀerentiability of FN (·) j is proven in [52, Lemma 2.4 and Theorem 2.2]. The
Fre´chet diﬀerentiability of FD (·) g is proven as similarly as that of Lemma 2.1.4. We now prove two
last inequalities. Since the proofs are similar to each other, we only prove for F ′N (·) j. The weak
solution formula of equation (2.48) is∫
Ω
σ∇φ′ · ∇vdx = −
∫
Ω
ϑ∇FN (σ) j · ∇v for all v ∈ H˜1 (Ω) . (2.52)
From (2.52), choosing v = φ′ ∈ H˜1 (Ω), using Holder’s inequality, Theorem 2.1.1 and (2.46), we obtain
C˜λ ‖φ′‖H˜1(Ω) ≤ ‖ϑ‖Lq(Ω′) ‖∇FN (σ) j‖Lr(Ω) with
1
q
+
1
r
=
1
2
⇒ ‖F ′N (σ) j (ϑ)‖H˜1(Ω) = ‖φ′‖H˜1(Ω) ≤
CMCN
C˜λ
‖ϑ‖Lq(Ω′) ‖j‖H−1/2(Γ) .
Next, we consider the continuity and diﬀerentiability of the energy functional Fδ (σ) .
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Lemma 2.2.4 For any (j, g) ∈ H˜−1/2 (Γ)× H˜1/2 (Γ) , the functional
F (σ) :=
∫
Ω
σ|∇ (FN (σ) j − FD (σ) g) |2dx
has the following properties:
1. F (·) is continuous on A with respect to the Lq (Ω′)−norm for 1 ≤ q ≤ ∞.
2. F (·) is Fre´chet diﬀerentiable with respect to the Lq (Ω′)−norm for q ∈
(
2Q
Q−2 ,∞
]
and
F ′ (σ)ϑ = −
∫
Ω
ϑ
(|∇FN (σ) j|2 − |∇FD (σ) g|2) dx.
3. The second Fre´chet derivative F ′′ of F (·) exists and is uniformly bounded with respect to the
Lq (Ω′)−norm for q ∈
(
2Q
Q−2 ,∞
]
.
Proof.
1. The proof is similar to that of Lemma 2.1.6.
2. F (·) is Fre´chet diﬀerentiable since FN (·) j and FD (·) g are Fre´chet diﬀerentiable. We have
F ′ (σ)ϑ =
∫
Ω
ϑ|∇ (FN (σ) j − FD (σ) g) |2dx
+ 2
∫
Ω
σ (∇F ′N (σ) j (ϑ)−∇F ′D (σ) g (ϑ)) . (∇FN (σ) j −∇FD (σ) g) dx (2.53)
Using the weak solution formulas of F ′N (σ) j (ϑ) , F
′
D (σ) g (ϑ) and FN (σ) j, we have∫
Ω
σ∇F ′N (σ) j (ϑ) · ∇FN (σ) jdx = −
∫
Ω
ϑ|∇FN (σ) j|2dx,
∫
Ω
σ∇F ′N (σ) j (ϑ) · ∇FD (σ) gdx = −
∫
Ω
ϑ∇FN (σ) j · ∇FD (σ) gdx,
∫
Ω
σ∇F ′D (σ) g (ϑ) · ∇FD (σ) gdx = −
∫
Ω
ϑ|∇FD (σ) g|2dx,
∫
Ω
σ∇FN (σ) · ∇F ′D (σ) g (ϑ) dx = 0.
Inserting these equalities into (2.53) and simplifying, we get
F ′ (σ)ϑ = −
∫
Ω
ϑ
(|∇FN (σ) j|2 − |∇FD (σ) g|2) dx.
3. Clearly F ′ (·) has the Fre´chet derivative and
F ′′ (σ) (ϑ, ϑ) = −2
∫
Ω
ϑ (∇FN (σ) j.∇F ′N (σ) j (ϑ) +∇FD (σ) g · ∇F ′D (σ) g (ϑ)) dx.
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By the weak solution formulas of F ′N (σ) g (ϑ) and F
′
D (σ) j (ϑ) , it implies that∫
Ω
ϑ∇FN (σ) j · ∇F ′N (σ) j (ϑ) dx = −
∫
Ω
σ|∇F ′N (σ) j (ϑ) |2dx
and ∫
Ω
ϑ∇FD (σ) g · ∇F ′D (σ) g (ϑ) dx = −
∫
Ω
σ|∇F ′D (σ) g (ϑ) |2dx.
Therefore,
F ′′ (σ) (ϑ, ϑ) = 2
∫
Ω
σ|∇F ′N (σ) j (ϑ) |2dx− 2
∫
Ω
σ|∇F ′D (σ) g (ϑ) |2dx.
Finally, by (2.50) and (2.51), F ′′ is uniformly bounded.
Remark 2.2.5 From the uniform boundedness of F ′′, we deduce that F ′ is Lipschitz continuous on
A with respect to the Lq (Ω′)−norm for q ∈
(
2Q
Q−2 ,∞
]
. However, we can not show that F is a convex
functional. Therefore, the well-posedness of the sparsity regularization method for electrical impedance
tomography will not directly follow the outline of the previous problem. We will consider the method
in the next subsection.
2.2.3 The Well-posedness
We consider the well-posedness of sparsity regularization. To this end, the following property of Φ is
necessary.
Lemma 2.2.6 Let Φ : H10 (Ω
′) → R ∪ {∞} be deﬁned by (2.45). Then, the set Et := {ϑ := σ − σ0 :
σ ∈ Aad and Φ (ϑ) ≤ t} is compact in L2 (Ω) for all t ∈ R.
Proof. Suppose that {ϑn := σn − σ0} ⊂ Et for some ﬁxed t ∈ R+. From the coercivity of Φ, the
sequence {ϑn} is bounded in H10 (Ω′) and thus there exists a subsequence of {ϑn}, denoted again
by {ϑn}, weakly converging to ϑ := σ − σ0 in H10 (Ω′) . By Kondrashov embedding theorem [32], it
strongly converges in Lq (Ω′) for any q < 6 in case of d = 2, 3. Thus, it strongly converges in L2 (Ω′)
and σ ∈ Aad due to the closedness of Aad in L2 (Ω) . Since Φ is weakly lower semicontinuous in H10 (Ω′),
Φ (ϑ) ≤ limn inf Φ (ϑn) ≤ t. This implies that ϑ ∈ Et. Therefore, Et is a compact set in L2 (Ω) .
Lemma 2.2.7 For j ∈ H˜−1/2 (Γ) and g = NtD (σ∗) j, the set
ΠAad := {σ ∈ Aad : FN (σ) j = FD (σ) g}
is nonempty, bounded and closed in the space L2 (Ω). Thus, the problem
min
σ∈ΠAad
Φ
(
σ − σ0)
has at least one solution called Φ-minimizing solution of EIT. If p > 1, then Φ-minimizing solution is
unique.
Proof. It is clear that ΠAad is nonempty and bounded in L
2(Ω). We now prove that it is a closed set
in L2(Ω). Suppose that the sequence {σn} ⊂ ΠAad converges to σ in L2 (Ω). From the weak solution
formula of FN (σ
n) j, we have∫
Γ
jvds =
∫
Ω
σn∇FN (σn) j.∇vdx =
∫
Ω
σn∇φn.∇vdx,
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for all v ∈ H˜1 (Ω) . Here, φn = FN (σn) j = FD (σn) g. From (2.46), the sequence {φn} is bounded in
H1(Ω) and thus there exists a subsequence, denoted again by {φn} , which weakly converges to φ in
H1 (Ω) .
Since σn → σ in the L2 (Ω)-norm and φn weakly converges to φ in H1 (Ω), we obtain∫
Ω
σn∇φn · ∇vdx−
∫
Ω
σ∇φ · ∇vdx
=
∫
Ω
(σn − σ)∇φn · ∇vdx+
∫
Ω
σ∇ (φn − φ) · ∇vdx → 0, as n → ∞,
for all v ∈ H˜1 (Ω) . Thus, we have ∫
Ω
σ∇φ · ∇vdx =
∫
Γ
jvds,
for all v ∈ H˜1 (Ω) . It means that φ = FN (σ) j. Similarly, we also have φ = FD (σ) g. Thus, σ ∈ ΠAad
or ΠAad is a closed set in L
2 (Ω) .
Finally, we prove that there exists at least one Φ-minimizing solution of EIT. Suppose that there does
not exist a Φ-minimizing solution in ΠAad . Then, there exists a sequence {σk} ⊂ ΠAad such that
Φ
(
σk − σ0)→ c and
c < Φ
(
σ − σ0) for all σ ∈ ΠAad . (2.54)
Since Φ
(
σk − σ0) → c as k → ∞, the sequence {σk − σ0} is bounded in H10 (Ω′) . Therefore, by
Lemma 1.1.1, there exists a subsequence of {σk−σ0}, denoted again by {σk−σ0}, weakly converging
to σ− σ0 in H10 (Ω′) and σ ∈ ΠAad . From the weakly lower semi-continuity of Φ in H10 (Ω′), it follows
that Φ
(
σ − σ0) ≤ limk→∞ inf Φ (σk − σ0) = c. This gives a contradiction to (2.54).
Note that if p > 1, then Φ is strictly convex and thus the Φ-minimizing solution is unique.
Next, we consider the well-posedness of problem (2.44) that consists of existence, stability, convergence.
Theorem 2.2.8 (Existence) For any
(
jδ, gδ
) ∈ H˜−1/2 (Γ) × H˜1/2 (Γ) , problem (2.44) has at least
one solution.
Proof. Suppose that {σn} is a minimizing sequence. It implies that {Φ (σn − σ0)} is uniformly
bounded. By Lemma 1.1.1 there exists t ∈ R+ such that {σn − σ0} ⊂ Et and
∥∥σn − σ0∥∥p
H10 (Ω
′) ≤ Ct.
Since Et is compact in L
2 (Ω) and {σn−σ0} is bounded in H10 (Ω′), there exist a subsequence of {σn},
denoted again by {σn}, and a σ∗ ∈ Aad such that σn − σ0 weakly converges to σ− σ0 in H10 (Ω′) and
σn → σ in L2 (Ω). Since Fδ is continuous with respect to the L2 (Ω)−norm and Φ is weakly lower
semi-continuous in H10 (Ω
′), we have
Fδ (σ) ≤ lim
n
inf
(
Fδ (σ
n) + αΦ
(
σn − σ0)) = inf
σ∈Aad
Fδ (σ) + αΦ
(
σ − σ0) .
Therefore, σ is a solution of (2.44).
Theorem 2.2.9 (Stability) For a ﬁxed regularization α > 0, let the sequence (jn, gn) converge to(
jδ, gδ
)
in H˜−1/2 (Γ)× H˜1/2 (Γ) and let
σn ∈ argmin
σ∈Aad
∫
Ω
σ|∇ (FN (σ) jn − FD (σ) gn) |2dx+ αΦ
(
σ − σ0) .
35
2. Sparsity Regularization for Parameter Identiﬁcation Problems
Then there exist a subsequence {σnk} of the sequence {σn} and a minimizer σpα,δ of (2.44) such that∥∥∥σnk − σpα,δ∥∥∥
H10 (Ω
′)
→ 0 as k → ∞. If the minimizer σpα,δ is unique, then {σn − σ0} converges to
apα,δ − σ0 in the Hilbert space H10 (Ω′).
Proof. Denote Fn (σ) =
∫
Ω
σ|∇ (FN (σ) jn − FD (σ) gn) |2dx. By the deﬁnition of σn, we have
Fn (σ
n) + αΦ
(
σn − σ0) ≤ Fn (σ) + αΦ (σ − σ0)
≤ λ−1
(
‖FN (σ) jn‖2H1(Ω) + ‖FD (σ) gn‖2H1(Ω)
)
+ αΦ
(
σ − σ0)
≤ λ−1
(
C2N ‖jn‖2H˜−1/2(Γ) + C2D ‖gn‖2H˜1/2(Γ)
)
+ αΦ
(
σ − σ0)
≤ λ−1C1max
(
C2N , C
2
D
)
+ αΦ
(
σ − σ0) (2.55)
for any σ ∈ Aad, where the constants CN , CD are given by (2.46) and C1 is independent of n such
that ‖(jn, gn)‖2H˜−1/2(Γ)×H˜1/2(Γ) ≤ C1 for all n. This follows that {Φ
(
σn − σ0)} is uniformly bounded
and thus there exists t ∈ R+ such that {ϑn := σn − σ0} ⊂ Et and ‖ϑn‖pH10 (Ω′) ≤ Ct for all n. Since
Et is compact in L
2 (Ω) and {ϑn} is bounded in H10 (Ω′), there exist a subsequence of {σn} denoted
by {σnk} and an element σpα,δ ∈ L2 (Ω) such that ϑnk weakly converges to σpα,δ − σ0 in H10 (Ω′) and
{σnk} strongly converges to σpα,δ in L2 (Ω) . Since Aad is closed in L2 (Ω) , σpα,δ ∈ Aad. On the other
hand, since Fδ is continuous in L
2 (Ω) and Φ is weakly lower semi-continuous in H10 (Ω
′), we have
Fδ
(
σpα,δ
)
= lim
k
Fδ (σ
nk) (2.56)
and
Φ
(
σpα,δ − σ0
)
≤ lim
k
inf Φ
(
σnk − σ0) . (2.57)
Moreover,
Fδ (σ)− Fnk (σ)
=
∫
Ω
σ∇[FN (σ)
(
jδ − jnk)− FD (σ) (gδ − gnk)] · ∇θdx, (2.58)
where θ = FN (σ)
(
jδ + jnk
)−FD (σ) (gδ + gnk) . Since (jnk , gnk) → (jδ, gδ) in H˜−1/2 (Γ)×H˜1/2 (Γ) ,
the right-hand side of (2.58) uniformly converges in A to zero as k → ∞. Therefore,
Fδ (σ) = lim
k
Fnk (σ) , lim
k
inf Fδ (σ
nk) = lim
k
inf Fnk (σ
nk) . (2.59)
From (2.59), (2.55), (2.56) and (2.57), we obtain
Fδ
(
σpα,δ
)
+ αΦ
(
σpα,δ − σ0
)
(2.56),(2.57)
= lim
k
inf Fδ (σ
nk) + α lim
k
inf Φ
(
σnk − σ0)
(2.59)
≤ lim
k
inf Fnk (σ
nk) + α lim
k
inf Φ
(
σnk − σ0)
≤ lim
k
inf
(
Fnk (σ
nk) + αΦ
(
σnk − σ0))
≤ lim
k
sup
(
Fnk (σ
nk) + αΦ
(
σnk − σ0))
(2.55)
≤ lim
k
sup
(
Fnk (σ) + αΦ
(
σ − σ0))
(2.59)
= Fδ (σ) + αΦ
(
σ − σ0) (2.60)
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for all σ ∈ Aad. It means that σpα,δ is a minimizer of (2.44).
From (2.60), setting σ = σpα,δ and by (2.59), we get
lim
k
(
Fδ (σ
nk) + αΦ
(
σnk − σ0)) = Fδ (σpα,δ)+ αΦ(σpα,δ − σ0) .
Together with (2.56) and (2.57), we deduce that Φ
(
σnk − σ0)→ Φ(σpα,δ − σ0) . Finally, since {σnk −
σ0} weakly converges to σpα,δ−σ0 in H10 (Ω′) and Φ
(
σnk − σ0)→ Φ(σpα,δ − σ0) as k → ∞, it implies
that Φ
(
σnk − σpα,δ
)
→ 0 as k → 0 and thus
∥∥∥σnk − σpα,δ∥∥∥
H10 (Ω
′)
→ 0 by Lemma 1.1.1.
If the minimizer σpα,δ is unique, the convergence of the original sequence {σn} to σpα,δ follows by a
subsequence argument.
Theorem 2.2.10 (Convergence) For any positive sequence {δn} → 0, let αn := α (δn) be such that
αn → 0 and δ
2
n
αn
→ 0 as n → ∞.
Furthermore, let {(jn, gn)} be a sequence in H˜−1/2 (Γ)× H˜1/2 (Γ) satisfying
‖jn − j‖2H˜−1/2(Γ) + ‖gn − g‖2H˜1/2(Γ) ≤ δ2n
and
σn ∈ argmin
σ∈Aad
∫
Ω
σ|∇ (FN (σ) jn − FD (σ) gn) |2dx+ αnΦ
(
σ − σ0) .
Then, there exist a subsequence {σnk} of {σn} and a Φ-minimizing solution σ+ of EIT such that
{σnk − σ0} converges to σ+ − σ0 in H10 (Ω′) . Furthermore, if σ+ is unique, then the whole sequence
converges.
Proof. Let σ ∈ Aad be a solution of FN (σ) j = FD (σ) g. The deﬁnition of σn implies that
Fn (σ
n) + αnΦ
(
σn − σ0) ≤ Fn (σ) + αnΦ (σ − σ0)
≤ λ−1
∫
Ω
|∇ (FN (σ) jn − FD (σ) gn) |2 + αnΦ
(
σ − σ0)
≤ λ−1
(
‖FN (σ) (jn − j)‖2H1(Ω) + ‖FD (σ) (gn − g)‖2H1(Ω)
)
+ αnΦ
(
σ − σ0)
≤ λ−1max (C2N , C2D) δ2n + αnΦ (σ − σ0) . (2.61)
In particular, when δ → 0 and δ2/α → 0,
Fn (σ
n) → 0, lim
n
supΦ
(
σn − σ0) ≤ Φ (σ − σ0) . (2.62)
Since Fn (σ
n) → 0, F (σn) := ∫
Ω
σn|∇ (FN (σn) j − FD (σn) g) |2dx → 0, see (2.58).
By (2.62), {Φ (σn − σ0)} is bounded and thus there exists t ∈ R+ such that {ϑn = σn − σ0} ⊂ Et
and ‖ϑn‖p
H10 (Ω
′) ≤ Ct for all n. Since Et is compact in L2 (Ω) and {ϑn} is bounded in H10 (Ω′), there
exist a subsequence {σnk} of {σn} and σ+ ∈ Aad such that σnk − σ0 weakly converges to σ+ − σ0 in
H10 (Ω
′) and σnk → σ+ in L2 (Ω). Since FN and FD are continuous in L2 (Ω), we have
FN (σ
nk) j → FN
(
σ+
)
j and FD (σ
nk) g → FD
(
σ+
)
g (2.63)
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On the other hand, by (2.47)
F (σnk) =
∫
Ω
σnk |∇ (FN (σnk) j − FD (σnk) g) |2dx
≥ λ ‖∇ (FN (σnk) j − FD (σnk) g)‖2L2(Ω)
≥ λC˜ ‖FN (σnk) j − FD (σnk) g‖2H˜1(Ω) ≥ 0. (2.64)
From (2.63), (2.64) and F (σnk) → 0 as k → ∞, we get FN (σ+) j = FD (σ+) g or σ+ ∈ ΠAad .
Moreover, since Φ is weakly lower semi-continuous in H10 (Ω
′) and (2.62), we get
Φ
(
σ+ − σ0) ≤ lim
k
inf Φ
(
σnk − σ0) ≤ lim
k
supΦ
(
σnk − σ0) ≤ Φ (σ − σ0) . (2.65)
Therefore, σ+ is a Φ-minimizing solution of EIT.
Finally, choosing σ = σ+ in (2.65), we have Φ
(
σnk − σ0)→ Φ (σ+ − σ0) as k → ∞. Since {σnk −σ0}
weakly converges to σ+ − σ0 in H10 (Ω′) and Φ
(
σnk − σ0) → Φ (σ+ − σ0) as k → ∞, it implies that
Φ (σnk − σ+) → 0 and ‖σnk − σ+‖H10 (Ω′) → 0 as k → 0 by Lemma 1.1.1.
If the minimizer σ+ is unique, the convergence of the original sequence {σn − σ0} to σ+ − σ0 follows
from a subsequence argument.
2.2.4 Convergence Rates
For σ ∈ Aad and q ∈
(
2Q
Q−2 ,∞
]
, the operators
F ′N (σ) j (·) : Lq (Ω′) → H˜1 (Ω) and F ′D (σ) g (·) : Lq (Ω′) → H10 (Ω)
are linear and continuous. Denote by
(F ′N (σ) j)
∗
(·) : H˜−1 (Ω) → Lq1 (Ω′) and (F ′D (σ) g)∗ (·) : H−1 (Ω) → Lq1 (Ω′)
the dual operators of F ′N (σ) j (·) and F ′D (σ) g (·) , respectively. Here, H˜−1 (Ω) :=
(
H˜1 (Ω)
)∗
, H−1 (Ω) :=(
H10 (Ω)
)∗
and q1 is deﬁned by
1
q +
1
q1
= 1. Note that since H10 (Ω) ⊂ H˜1 (Ω) , it implies H˜−1 (Ω) ⊂
H−1 (Ω) .
Then, 〈
(F ′N (σ) j)
∗
w∗1 , ϑ
〉
(Lq1 (Ω′),Lq(Ω′)) = 〈w∗1 , F ′N (σ) j (ϑ)〉(H˜−1(Ω),H˜1(Ω)) (2.66)〈
(F ′D (σ) g)
∗
w∗2 , ϑ
〉
(Lq1 (Ω′),Lq(Ω′)) = 〈w∗2 , F ′D (σ) g (ϑ)〉(H−1(Ω),H10 (Ω))
with w∗1 ∈ H˜−1 (Ω) and w∗2 ∈ H−1 (Ω) .
Some convergence rates of sparsity regularization for EIT are given in the following theorem. The
ideas of the proof are similar to those in the previous chapter.
Theorem 2.2.11 Let q ∈
(
2Q
Q−2 ,∞
]
, σ+ be a Φ-minimizing solution of EIT and apα,δ be a solution
of (2.44). Assume that there exists a function w∗ ∈ H˜−1 (Ω) such that
ξ :=
(
F ′N
(
σ+
)
j − F ′D
(
σ+
)
g
)∗
w∗ ∈ ∂Φ (σ+ − σ0) (2.67)
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and
F ′N
(
σ+
)
j (ϑ) ∈ H10 (Ω) , ∀ϑ ∈ L∞ (Ω′) . (2.68)
Then,
Fδ
(
σpα,δ
)
= O
(
δ2
)
and Dξ
(
σpα,δ, σ
+
)
= O (δ) ,
as δ → 0 and α ∼ δ.
In particular, if p ∈ (1, 2], we have∥∥∥σpα,δ − σ+∥∥∥
H10 (Ω
′)
= O
(
δ1/2
)
.
Proof. By the deﬁnition of σpα,δ, we get
Fδ
(
σpα,δ
)
+ αΦ
(
σpα,δ − σ0
)
≤ Fδ
(
σ+
)
+ αΦ
(
σ+ − σ0) . (2.69)
Then, we have
Fδ
(
σpα,δ
)
+ αDξ
(
σpα,δ, σ
+
)
= Fδ
(
σpα,δ
)
+ α
(
Φ
(
σpα,δ − σ0
)
− Φ (σ+ − σ0)− 〈ξ, σpα,δ − σ+〉
(Lq1 (Ω′),Lq(Ω′))
)
≤ Fδ
(
σ+
)− α〈ξ, σpα,δ − σ+〉
(Lq1 (Ω′),Lq(Ω′))
≤ λ−1max (C2N , C2D) δ2 − α〈ξ, σpα,δ − σ+〉
(Lq1 (Ω′),Lq(Ω′))
. (2.70)
On an other hand, denoting Ψ := F ′N (σ
+) j − F ′D (σ+) g, from (2.66) and(2.67), we get〈
ξ, σpα,δ − σ+
〉
(Lq1 (Ω′),Lq(Ω′))
=
〈
w∗,Ψ
(
σpα,δ − σ+
)〉
(H˜−1(Ω),H˜1(Ω))
(2.68)
=
〈
w∗,Ψ
(
σpα,δ − σ+
)〉
(H−1(Ω),H10 (Ω))
. (2.71)
By Riesz’s representation theorem, there exists an element w ∈ H10 (Ω) such that〈
w∗,Ψ
(
σpα,δ − σ+
)〉
(H−1(Ω),H10 (Ω))
=
〈
w,Ψ
(
σpα,δ − σ+
)〉
H10 (Ω)
. (2.72)
Since σ+ ≥ λ > 0, the scalar product
[φ, v]H10 (Ω) :=
∫
Ω
σ+∇φ · ∇vdx, for all φ, v ∈ H10 (Ω)
is equivalent to 〈φ, v〉H10 (Ω) on H
1
0 (Ω) . Therefore, there exists an element wˆ ∈ H10 (Ω) independent of
σpα,δ such that 〈
w,Ψ
(
σpα,δ − σ+
)〉
H10 (Ω)
=
∫
Ω
σ+∇wˆ · ∇Ψ
(
σpα,δ − σ+
)
dx.
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This implies that 〈
ξ, σpα,δ − σ+
〉
(Lq1 (Ω′),Lq(Ω′))
=
∫
Ω
σ+∇wˆ · ∇Ψ
(
σpα,δ − σ+
)
dx. (2.73)
By (2.52), we get∫
Ω
σ+∇wˆ · ∇F ′N
(
σ+
)
j
(
σpα,δ − σ+
)
dx = −
∫
Ω
(
σpα,δ − σ+
)
∇FN
(
σ+
)
j · ∇wˆdx
=
∫
Ω
σ+∇FN
(
σ+
)
j · ∇wˆdx−
∫
Ω
σpα,δ∇FN
(
σ+
)
j · ∇wˆdx
=
∫
Ω
σpα,δ∇FN
(
σpα,δ
)
j · ∇wˆdx−
∫
Ω
σpα,δ∇FN
(
σ+
)
j · ∇wˆdx
=
∫
Ω
σpα,δ∇
(
FN
(
σpα,δ
)
j − FN
(
σ+
)
j
)
· ∇wˆdx. (2.74)
Similarly, since wˆ ∈ H10 (Ω) , we have∫
Ω
σ+∇wˆ · ∇F ′D
(
σ+
)
g
(
σpα,δ − σ+
)
dx =
∫
Ω
σpα,δ∇
(
FD
(
σpα,δ
)
g − FD
(
σ+
)
g
)
· ∇wˆdx. (2.75)
Therefore, by (2.73), (2.74) and (2.75), we have
Σ :=
〈
ξ, σpα,δ − σ+
〉
(Lq1 (Ω′),Lq(Ω′))
=
∫
Ω
σpα,δ∇
(
FN
(
σpα,δ
)
j − FD
(
σpα,δ
)
g
)
· ∇wˆdx
=
∫
Ω
σpα,δ∇
(
FD
(
σpα,δ
)
gδ − FD
(
σpα,δ
)
g
)
· ∇wˆdx
−
∫
Ω
σpα,δ∇
(
FD
(
σpα,δ
)
gδ − FN
(
σpα,δ
)
jδ
)
· ∇wˆdx
+
∫
Ω
σpα,δ∇
(
FN
(
σpα,δ
)
j − FN
(
σpα,δ
)
jδ
)
· ∇wˆdx
= Σ1 +Σ2 +Σ3. (2.76)
Using the Cauchy-Schwartz inequality, (2.46) and Lemma 2.2.1, with q ∈
(
2Q
Q−2 ,∞
]
we get
|Σ1| ≤
∥∥∥∇(FD (σpα,δ) g − FD (σpα,δ) gδ)∥∥∥
L2(Ω)
∥∥∥σpα,δ∇wˆ∥∥∥
L2(Ω)
≤ CD
λ
‖∇wˆ‖L2(Ω)
∥∥g − gδ∥∥
H˜1/2(Γ)
. (2.77)
Similarly, we have the following estimates for Σ2 and Σ3
|Σ2| ≤
(∫
Ω
σpα,δ|∇
(
FN
(
σpα,δ
)
jδ − FD
(
σpα,δ
)
gδ
)
|2dx
)1/2(∫
Ω
σpα,δ|∇wˆ|2dx
)1/2
≤
(
Fδ
(
σpα,δ
))1/2
λ−1/2 ‖∇wˆ‖L2(Ω)
≤ 1
2α
Fδ
(
σpα,δ
)
+
α
2
λ−1 ‖∇wˆ‖2L2(Ω) (2.78)
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and
|Σ3| ≤
∥∥∥∇(FN (σpα,δ) jδ − FN (σpα,δ) j)∥∥∥
L2(Ω)
∥∥∥σpα,δ∇wˆ∥∥∥
L2(Ω)
≤ λ−1 ‖∇wˆ‖L2(Ω) CN
∥∥jδ − j∥∥
H˜−1/2(Γ) . (2.79)
By (2.76)-(2.79), we get
|Σ| ≤ λ−1 ‖∇wˆ‖L2(Ω)max (CN , CD) δ +
1
2α
Fδ
(
σpα,δ
)
+
α
2
λ−1 ‖∇wˆ‖2L2(Ω) . (2.80)
From this inequality and (2.70), we have
1
2
Fδ
(
σpα,δ
)
+ αDξ
(
σpα,δ, σ
+
)
≤ β1δ2 + β2δα+ β3α2 := Σ4, (2.81)
where
β1 = λ
−1max
(
C2N , C
2
D
)
,
β2 = λ
−1 ‖∇wˆ‖L2(Ω)max (CN , CD) , β3 =
1
2
λ−1 ‖∇wˆ‖2L2(Ω) .
With α ∼ δ, it follows that
Fδ
(
σpα,δ
)
= O
(
δ2
)
and Dξ
(
σpα,δ, σ
+
)
= O (δ) .
In particular, by Lemma 1.1.2 for p ∈ (1, 2] there exists a constant Cp > 0 such that Dξ
(
σpα,δ, σ
+
)
≥
Cp
∥∥∥σpα,δ − σ+∥∥∥2
H10 (Ω
′)
. Therefore, we have
∥∥∥σpα,δ − σ+∥∥∥
H10 (Ω
′)
= O
(√
δ
)
.
Remark 2.2.12 1. To obtain the convergence rates, we do not require the smallness in the source
condition [52, 30, 45, 37], which is often required in nonlinear inverse problems when the least
squares approach is used, but we require (2.68). The reason is to ensure the validity of the
equality (2.71).
2. In [52] the least squares approach incorporating with sparsity regularization is used for EIT. To
obtain these convergence rates, the authors not only need the smallness in the source condition
but also need the suﬃcient closeness of λ to 1, see [52, Theorem 4.7] and [52, Corollary 2.1].
Furthermore, their result does not include the case p = 1. Here, we only need the condition
(2.68) and the convergence rates cover the case p = 1.
3. We want to emphasize that the regularized solutions converge to a Φ-minimizing solution σ+,
which might be not the physical conductivity σ∗. The results of the convergence rates above have
only been obtained for this case. With a current (or several currents), we cannot recover exactly
the physical conductivity σ∗ even though we work with exact data. Here, the regularized solutions
are only approximations of the Φ-minimizing solution σ+. However, we hope that they are also
good approximations to the physical conductivity σ∗ in some sense.
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Chapter 3
Numerical Algorithms
In this chapter, we analyze the iterative methods for the minimization problem
min
u∈H
F (u) + Φ (u) , (3.1)
where F : H → R and Φ is deﬁned by Φ (u) = α∑k∈Λ ωk |〈u, ϕk〉|p with p ∈ [1, 2] and {ϕk} is an
orthonormal basis of the Hilbert space H. Note that F can be non-convex, i.e. problem (3.1) includes
sparsity regularization of nonlinear ill-posed problems.
First, a gradient-type method introduced in [70] is investigated for the nonconvex problem (3.1) in
the Hilbert space setting. We will prove the strong convergence of the method. We want to emphasize
that the assumptions on F needed in the proof of convergence are diﬀerent from those employed in
[11]. We will discuss diﬀerences and similarities of the respective assumptions in this chapter.
Second, two accelerated versions in [7, 70] are analyzed for problem (3.1) for the convex functional F.
We also give an analytic formula as well as heuristic formula concerning the step-size selection.
Finally, we investigate the semi-smooth Newton and quasi-Newton methods for the optimality condi-
tion equation of problem (3.1) with p = 1, i.e. the equation
u− Sβw (u− βF ′ (u)) = 0.
Under certain conditions, the semi-smooth Newton method converges locally with superlinear rate
and the semi-smooth quasi-Newton method converges locally at least with linear rate. To implement
the semi-smooth quasi-Newton method, its two speciﬁc cases are proposed. One returns to a method,
which is similar to a gradient-type method and the other based on Broyden’s method which converges
superlinearly in ﬁnite dimension spaces.
In the following, we present the results of our preprint papers [63, 65].
3.1 A Gradient-type Method and its Accelerated Versions
The starting point for our investigation is a gradient-type method proposed in [70] for convex opti-
mization problems in Rn. In this section, we analyze the convergence properties of this method in a
general Hilbert space setting before we introduce a step-size selection in the next section.
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We examine the following minimization problem
min
u∈H
Θ(u) := F (u) + Φ (u) , (3.2)
where H is a Hilbert space, F : H → R is a smooth but not necessarily convex mapping and
Φ : H → R is deﬁned by Φ (u) = α∑k∈Λ ωk |〈u, ϕk〉|p , where p ∈ [1, 2], ωk ≥ ωmin > 0, ∀k and {ϕk}
is an orthonormal basis of H. However, we want to emphasize that this can be extended by standard
arguments to penalty functionals in terms of frame, see for example, [82].
In recent years, several methods have been proposed and investigated for minimizing functionals of
type (3.2) or more speciﬁcally the Tikhonov regularization functional for linear and non-linear inverse
problems such as (5), see e.g. [11, 10, 8]. Each of these methods require particular assumptions
for proving its convergence. Throughout this section we make the following assumptions to prove
convergence properties and convergence rate of the gradient method and its two accelerated versions.
Assumption 3.1.1 1) Problem (3.2) has at least one minimizer.
2) F is bounded from below, without loss of generality we assume F (u) ≥ 0 , ∀u ∈ H.
3) F has a Lipschitz continuous Fre´chet derivative, i.e., there exists a constant L such that
‖F ′ (u)− F ′ (u′)‖ ≤ L ‖u− u′‖ , ∀u, u′ ∈ H.
4) If un converges weakly to u such that Θ(un) is monotonically decreasing then there exists a
subsequence {unj} such that
F ′ (unj ) → F ′ (u) .
Remark 3.1.1 The functional Φ in (3.2) is proper, convex, weakly lower semicontinuous and weakly
coercive, see Lemma 1.1.1. However, it does not necessarily satisfy the coercivity assumption required
in [11], see the remark below.
Remark 3.1.2 The conditions of Assumption 3.1.1 are diﬀerent from the conditions used in [11]. We
want to emphasize that we do not need a compactness condition used for the generalized conditional
gradient method in [11]. There, the conditions for the existence of a solution of (3.2) and for the
convergence of the generalized conditional gradient method are as follow: Φ is proper, convex, lower
semi-continuous and coercive, and Et = {u ∈ H : Φ (u) ≤ t} is compact for every t ∈ R. Furthermore,
F needs to be a continuous Fre´chet diﬀerentiable functional, which is bounded on bounded sets with
F+Φ coercive, see [11, Theorem 1.]. The following remark makes a comparison among these conditions
for the generalized conditional gradient method and Assumption 3.1.1.
1. Condition 1) of Assumption 3.1.1 can be guaranteed if F is bounded from below and weakly lower
semi-continuous. Another suﬃcient condition for 1) is given in [11, Lemma 3].
2. Condition 2) of Assumption 3.1.1 together with the weak coercivity of Φ infers that F + Φ is
weakly coercive, i.e. F (u)+Φ (u) → ∞ as ‖u‖ → ∞. It is used to obtain the boundedness of the
sequence generated by the gradient method, see Lemma 3.1.9. Note that this condition is weaker
than the coercivity required in [11], i.e.,(F (u) + Φ (u)) / ‖u‖ → ∞ as ‖u‖ → ∞.
3. Condition 3) of Assumption 3.1.1 is used to obtain Lemma 3.1.7 and the existence of stepsizes
in the gradient method and its accelerated versions, see Lemma 3.1.9. From this condition, we
have
|F (v)− F (u)− 〈F ′ (u) , v − u〉| ≤ L
2
‖v − u‖2 , ∀v, u ∈ H.
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Indeed, we have
|F (v)− F (u) −〈F ′ (u) , v − u〉|
=
∣∣∣∣
∫ 1
0
〈F ′ (u+ t (v − u)) , v − u〉 dt− 〈F ′ (u) , v − u〉
∣∣∣∣
=
∣∣∣∣
∫ 1
0
〈F ′ (u+ t (v − u))− F ′ (u) , v − u〉 dt
∣∣∣∣
≤
∫ 1
0
L ‖v − u‖2 tdt = L
2
‖v − u‖2 .
4. Condition 4) of Assumption 3.1.1 is needed to obtain the strong convergence of the gradient
method, see Theorem 3.1.11. It is satisﬁed if Et := {u ∈ H : Φ (u) ≤ t} is compact for every
t ∈ R and F ′ is continuous. Indeed, un converges weakly to u and Θ(un) is monotonically
decreasing, then {Φ (un)}n∈N is bounded and thus {un} ⊂ Et for some t > 0. Since Et is
compact, there is a subsequence {unj} such that unj → u. By the continuity of F ′, we have
F ′ (unj ) → F ′ (u) .
Remark 3.1.3 In ﬁnite dimensional spaces H, problem (3.2) is considered in [70, 7]. In [70], Y.
Nesterov assumes that F is convex, F ′ is Lipschitz continuous and Φ is closed and convex. In [7],
the authors assume that F is convex and F ′ is Lipschitz continuous, Φ is continuous and convex and
problem (3.2) is solvable. These conditions are similar to Assumption 3.1.1 since Condition 4) is
satisﬁed in every ﬁnite dimensional space.
3.1.1 A Gradient-type Method
We now turn to describe the particular gradient-type algorithm that is analyzed in this chapter. We
take the ﬁnite-dimensional approach described in [70] as a motivation. The main idea of this gradient
method is to replace problem (3.2) by a sequence of minimization problems, minv∈HΘsn (v, un) , in
which Θsn (., u
n) are strictly convex and their minimizers are easy to ﬁnd. Furthermore, the minimizer
sequence un+1 = argmin
v∈H
Θsn (v, u
n) should converge to a minimizer of problem (3.2). To this end,
for a ﬁxed s > 0, we deﬁne the following quadratic approximation of Θ (v) = F (v) + Φ (v) at a given
point u:
Θs (v, u) := F (u) + 〈F ′ (u) , v − u〉+ s
2
‖v − u‖2 +Φ(v) . (3.3)
This functional admits a unique minimizer, which by completing the square admits a second charac-
terization
Js (u) := argmin
v∈H
{Θs (v, u)}
= argmin
v∈H
{
1
2
∥∥∥∥v −
(
u− 1
s
F ′(u)
)∥∥∥∥2 + 1sΦ (v)
}
. (3.4)
Figure 3.1 sketches the functional Θ (v) ,Θs (v, u) and Js (u) . An explicit description of the minimizer
Js (u) as well as the necessary condition for minimizers of (3.2) are given in the following lemma.
Lemma 3.1.4 Let F be Fre´chet diﬀerentiable. Then, we have
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Figure 3.1: Sketching the functional Θ (v) ,Θs (v, u) and Js (u).
1) The unique solution of (3.4) is given by
Js (u) = Sαωs ,p
(
u− 1
s
F ′ (u)
)
.
2) If u∗ ∈ H is a minimizer of Θ deﬁned in (3.2) then the necessary condition for u∗ is
u∗ = Sβαw,p (u∗ − βF ′ (u∗)) for any ﬁxed β > 0.
Additionally, if F is convex, then it is also a suﬃcient condition.
Proof. 1) Since functional of the minimization problem (3.4) is strictly convex, bounded from be-
low and weakly lower semicontinuous, it has an unique solution. Using subdiﬀerential calculus, the
necessary and suﬃcient condition for the minimizer uˆ of (3.4) is given by
0 ∈ F ′ (u) + s (uˆ− u) + ∂Φ (uˆ)
⇔ u− 1
s
F ′ (u) ∈ uˆ+ 1
s
∂Φ (uˆ)
⇔ uˆ =
(
I +
1
s
∂Φ
)−1(
u− 1
s
F ′ (u)
)
.
(Note that
(
I + 1s∂Φ
)−1
exists and is single-valued since the subgradient ∂Φ is maximal monotone
if Φ is convex and lower semicontinuous, see [92, Proposition 32.17, Corollary 32.30].) A classical
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calculation shows that (see, e.g. [11, 8])(
I +
1
s
∂Φ
)−1
= Sαω
s ,p
.
2) The necessary condition for a minimizer u∗ of Θ is
0 ∈ F ′ (u∗) + ∂Φ (u∗) ⇔ −F ′ (u∗) ∈ ∂Φ (u∗) .
Multiplying with β > 0, adding u∗ to both sides and inverting (I + β∂Φ) , we get
u∗ = (I + β∂Φ)−1 (u∗ − βF ′ (u∗)) .
We use this characterization of Js (u) which leads to the following gradient-type iteration for problem
(3.2)
un+1 = Jsn (u
n) = Sαω
sn ,p
(
un − 1
sn
F ′ (un)
)
. (3.5)
The choice of approximate stepsizes 1sn aﬀects the convergence properties of the iteration. This will
be discussed in Section 3.1.1.2.
Remark 3.1.5 We want to emphasize that the iteration (3.5) has - using diﬀerent assumptions on F
- been already analyzed in [8, 11]. The generalized conditional gradient method in [11] can be applied
to
F (u) + Φ (u) = F (u)− s
2
‖u‖2︸ ︷︷ ︸
F˜ (u)
+
s
2
‖u‖2 +Φ(u)︸ ︷︷ ︸
Φ˜(u)
.
This method determines a search direction by minimizing the subproblem
min
v
〈
F˜ ′ (u) , v
〉
+ Φ˜ (v)
which according to the ﬁrst order necessary condition
0 ∈ F˜ ′ (u) + ∂Φ (v) = F ′ (u)− su+ sv + ∂Φ (v)
leads to
v = Sαω
s ,p
(
u− 1
s
F ′ (u)
)
.
The subsequent update
un+1 = un + λ (v − un)
yields, for λ = 1, exactly the same iterates.
Remark 3.1.6 The generalized gradient projection method in [10] also leads to the iteration (3.5).
There, the authors assume that F is convex and diﬀerentiable with F ′ being Lipschitz continuous and
Φ being proper, convex and lower semi-continuous. The sequence {un} generated by (3.5) satisﬁes
1. If F +Φ is coercive and rn := (F +Φ) (u
n)−minv∈H (F +Φ) (v) , then rn = O
(
n−1
)
.
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2. If the sequence {un} satisﬁes ‖un − u∗‖ ≤ crn for a minimizer u∗ and some c > 0, then un
converges linearly to u∗, see [10, Proposition 2.].
We want to emphasize that in our problem, the convergence of the minimizing sequence generated by
(3.5) is obtained for a general functional F (nonconvex). Furthermore, for a convex functional F ,
without the coercivity assumption on F +Φ, we also obtain a result rn = O
(
n−1
)
, see Theorem 3.1.13.
Next, we consider conditions for parameters sn to obtain convergence properties of the above iteration.
3.1.1.1 Convergence Properties
In this section, we follow the outline of [7, 70], where similar results but in ﬁnite dimensional spaces
were proven. For the analysis of the gradient method, we need the following result, which is based on
the assumption that Θs is an approximation to Θ with stronger local convexity at u, see Figure 3.1.
Lemma 3.1.7 Assume that F is Fre´chet diﬀerentiable with the Lipschitz continuous derivative F ′.
Let u ∈ H and s > 0 be such that
Θ(Js (u)) ≤ Θs (Js (u) , u) . (3.6)
Then, for any v ∈ H,
Θ(v)−Θ(Js (u)) ≥ s
2
‖Js (u)− u‖2 + s 〈u− v, Js (u)− u〉 − L
2
‖v − u‖2 ,
where L is the Lipschitz constant of F ′.
Proof. From (3.6), we have
Θ (v)−Θ(Js (u)) ≥ Θ(v)−Θs (Js (u) , u) .
On the other hand, since z := Js (u) is the minimizer of Θs (., u) , there exists γ ∈ ∂Φ (z) such that
F ′ (u) + s (z − u) + γ = 0.
Now, since F ′ is Lipschitz ( see Remark 3.1.2) and Φ is convex, we have
F (v) ≥ F (u) + 〈F ′ (u) , v − u〉 − L
2
‖v − u‖2 , (3.7)
Φ (v) ≥ Φ (z) + 〈γ, v − z〉 .
Summing the above inequalities yield
Θ (v) ≥ F (u) + 〈F ′ (u) , v − u〉+Φ(z) + 〈γ, v − z〉 − L
2
‖v − u‖2 .
Furthermore, by deﬁnition of z = Js (u) , we have
Θs (z, u) = F (u) + 〈F ′ (u) , z − u〉+ s
2
‖z − u‖2 +Φ(z) .
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From the last inequality and quality, using γ = −F ′ (u)− s (z − u), it follows that
Θ (v)−Θ(z) ≥ −s
2
‖z − u‖2 + 〈F ′ (u) + γ, v − z〉 − L
2
‖v − u‖2
= −s
2
‖z − u‖2 + s 〈u− z, v − z〉 − L
2
‖v − u‖2
=
s
2
‖z − u‖2 + s 〈z − u, u− v〉 − L
2
‖v − u‖2 .
Remark 3.1.8 1) By Remark 3.1.2, it is easy to show that (3.6) is satisﬁed if s ≥ L.
2) Additionally, if F is convex, then F (v) ≥ F (u) + 〈F ′ (u) , v − u〉 . Thus, following the above proof
and replacing this stronger inequality of (3.7), we obtain
Θ(v)−Θ(Js (u)) ≥ s
2
‖Js (u)− u‖2 + s 〈Js (u)− u, u− v〉 .
This inequality is exactly the one in [7, Lemma 2.3].
We are now in a position to prove some convergence properties of the gradient method for problem
(3.2), i.e. the convergence properties of the sequence deﬁned by (3.5).
Lemma 3.1.9 Let F satisfy the properties 2) and 3) of Assumption 3.1.1. Assume that the sequence
{un} is deﬁned by (3.5) where the sequence {sn} satisﬁes sn ∈ [s, s] (s > 0, s ≥ L) , and
Θ
(
un+1
) ≤ Θsn (un+1, un) .
Then, the sequence Θ(un) is monotonically decreasing, limn→∞
∥∥un+1 − un∥∥ = 0 and the sequence
{un} is bounded.
Proof. The proof follows the ideas of Beck and Teboulle in [7, Lemma 2.3]. By the hypothesis, we
have
Θ
(
un+1
) ≤ Θsn (un+1, un) ≤ Θsn (un, un) = Θ (un) .
Thus, the sequence Θ (un) is monotonically decreasing since hypothesis holds.
For each k = 0, 1, . . . , n, applying Lemma 3.1.7 with v = u = uk and s = sk, we obtain
2
sk
(
Θ
(
uk
)−Θ (uk+1)) ≥ ∥∥uk − uk+1∥∥2
⇒ 2
s
(
Θ
(
uk
)−Θ (uk+1)) ≥ ∥∥uk − uk+1∥∥2 .
Summing this inequality over k = 0, . . . , n gives
2
s
(
Θ
(
u0
)−Θ (un+1)) ≥ n∑
k=0
∥∥uk − uk+1∥∥2 , ∀n.
This infers that the series
∑∞
k=0
∥∥uk − uk+1∥∥2 converges. As a consequence, limn→∞ ∥∥un+1 − un∥∥ = 0.
The boundedness of {un} is a consequence of the decrease of {Θ(un)}, the boundedness from below
and the weakly coercivity of Θ.
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The above lemma infers that the sequence {un} is bounded. Hence it must have a weak accumulation
point. The following lemma will show that each of its weak accumulation points is a stationary point
of Θ, i.e. it satisﬁes the necessary condition of minimizers of Θ in Lemma 3.1.4.
Lemma 3.1.10 Let F satisfy Assumption 3.1.1 and {un} be deﬁned in Lemma 3.1.9. If u∗ is a weak
accumulation point of {un}, then u∗ is a stationary point of Θ.
Proof. Let {unj}j∈N be a subsequence converging weakly to u∗. By sn ∈ [s, s] and Assumption 3.1.1,
there exists a subsequence of {unj} (also denoted by {unj}) such that w−limj→∞ unj = u∗, F ′ (unj ) →
F ′ (u∗) and limj→∞ snj = s∗ ∈ [s, s]. Due to Lemma 3.1.9, {unj+1} also weakly converges to u∗. By
(3.5), we have
unj+1 = S αω
s
nj
,p
(
unj − 1
snj
F ′ (unj )
)
.
By Lemma 1.2.3, we obtain
u∗ = Sαω
s∗ ,p
(
u∗ − 1
s∗
F ′ (u∗)
)
.
Therefore, u∗ is a stationary point of Θ by Lemma 3.1.4 .
Next, we prove that the sequence {un}n∈N has a strongly convergent subsequence.
Theorem 3.1.11 Let F satisfy Assumption 3.1.1 and let {un} be in Lemma 3.1.9. Then, the sequence
{un} has a subsequence strongly converging to a stationary point u∗ of Θ.
Proof. Let {unj}j∈N be the subsequence of {un} deﬁned in the proof of Lemma 3.1.10. Hence u∗ is
a stationary point of Θ and by Lemma 3.1.4, we have
u∗ = Sαωβ,p (u∗ − βF ′ (u∗)) ,
for any ﬁxed β > 0.
We set dn = un−u∗ and hn = u∗− 1snF ′ (u∗) . Due to Lemma 3.1.9, we have limj→∞
∥∥dnj+1 − dnj∥∥ =
0. Using the latest equality of u∗ with β = 1
snj
, we get
dnj − dnj+1 = dnj + u∗ − S αω
s
nj
,p
(
unj − 1
snj
F ′ (unj )
)
= dnj + S αω
s
nj
,p
(
u∗ − 1
snj
F ′ (u∗)
)
− S αω
s
nj
,p
(
unj − 1
snj
F ′ (unj )
)
= dnj + S αω
s
nj
,p (h
nj )
− S αω
s
nj
,p
(
u∗ − 1
snj
F ′ (unj ) + dnj
)
(3.8)
+ S αω
s
nj
,p
(
u∗ − 1
snj
F ′ (u∗) + dnj
)
(3.9)
− S αω
s
nj
,p
(
u∗ − 1
snj
F ′ (u∗) + dnj
)
.
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We now consider the sum of (3.8) and (3.9). By Assumption 3.1.1, the nonexpansion of S (see, for
example [27]) and snj → s∗, we have∥∥∥∥S αωsnj ,p
(
u∗ − 1
snj
F ′ (unj ) + dnj
)
−S αω
s
nj
,p
(
u∗ − 1
snj
F ′ (u∗) + dnj
)∥∥∥∥
≤ 1
snj
‖F ′ (unj )− F ′ (u∗)‖ → 0 (j → ∞) .
Consequently, combining
∥∥dnj − dnj+1∥∥→ 0 (j → ∞) with the last statement, we observe that
lim
j→∞
∥∥∥S αw
s
nj
,p (h
nj + dnj )− S αw
s
nj
,p (h
nj )− dnj
∥∥∥ = 0.
Applying Lemma 1.2.4 with the sequences {hn, dn} being replaced by {hnj , dnj}, we obtain the desired
result.
Remark 3.1.12 As Remark 3.1.6, the linear convergence rate of {un} has been obtained in [10] under
the conditions: Θ = F + Φ is coercive, F is convex and the sequence {un} satisﬁes ‖un − u∗‖ ≤ crn,
where rn is deﬁned in Remark 3.1.6.
In our setting, we do not require the condition ‖un − u∗‖ ≤ crn for obtaining such a convergence
rate. Instead, we will examine the convergence rate for the values of the objective functional Θ in
the gradient method and its accelerated versions. The following theorem gives the ﬁrst result for the
gradient method.
Theorem 3.1.13 Let F be convex and satisfy properties 1)-3) of Assumption 3.1.1 and let {un} be
deﬁned in Lemma 3.1.9. Then, for any n ≥ 1
Θ (un)−Θ(u∗) ≤ s
∥∥u0 − u∗∥∥2
2n
,
where u∗ is a minimizer of Θ.
Proof. The proof of the lemma is similar to that of [7, Lemma 3.1]. Since F is convex, using Remark
3.1.8 with v = u∗, u = uk and s = sk, we obtain
2
sk
(
Θ(u∗)−Θ (uk+1)) ≥ ∥∥uk+1 − uk∥∥2 + 2 〈uk − u∗, uk+1 − uk〉
=
∥∥u∗ − uk+1∥∥2 − ∥∥u∗ − uk∥∥2 .
Since sk ∈ [s, s] and Θ (u∗)−Θ (uk+1) ≤ 0, it infers that
2
s
(
Θ(u∗)−Θ (uk+1)) ≥ ∥∥u∗ − uk+1∥∥2 − ∥∥u∗ − uk∥∥2 . (3.10)
Summing this inequality over k = 0, . . . , n− 1 we get
2
s
(
nΘ(u∗)−
n−1∑
k=0
Θ
(
uk+1
)) ≥ ‖u∗ − un‖2 − ∥∥u∗ − u0∥∥2 . (3.11)
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Using Remark 3.1.8 one more time with u = v = uk and s = sk yields
2
sk
(
Θ
(
uk
)−Θ (uk+1)) ≥ ∥∥uk+1 − uk∥∥2 .
Since sk ∈ [s, s] and Θ (uk)−Θ (uk+1) ≥ 0, it implies that
2
s
(
Θ
(
uk
)−Θ (uk+1)) ≥ ∥∥uk − uk+1∥∥2 .
Multiplying the last inequality by k and summing over k = 0, . . . , n− 1, we obtain
2
s
n−1∑
k=0
(
kΘ
(
uk
)− (k + 1)Θ (uk+1)+Θ (uk+1)) ≥ n−1∑
k=0
k
∥∥uk − uk+1∥∥2 ,
which simpliﬁes to
2
s
(
−nΘ(un) +
n−1∑
k=0
Θ
(
uk+1
)) ≥ n−1∑
k=0
k
∥∥uk − uk+1∥∥2 (3.12)
Adding (3.11) and (3.12) times s/s, we get
2n
s
(Θ(u∗)−Θ(un)) ≥ ‖u∗ − un‖2 + s
s
n−1∑
k=0
k
∥∥uk − uk+1∥∥2 − ∥∥u∗ − u0∥∥2 ,
and hence it follows that
Θ (un)−Θ(u∗) ≤ s
2n
∥∥u∗ − u0∥∥2 .
3.1.1.2 Stepsize selection criteria
As analyzed in the previous section, the gradient-type method converges when the parameters sn
satisfy the conditions stated in Lemma 3.1.9. Remark 3.1.2 implies that for s ≥ L we have
|F (v)− F (u)− 〈F ′ (u) , v − u〉| ≤ s
2
‖v − u‖2 .
This implies with s ≥ L
Θ(v) = F (v) + Φ (v) ≤ F (u) + 〈F ′ (u) , v − u〉+ s
2
‖v − u‖2 +Φ(v) = Θs (v, u)
and thus the conditions in Lemma 3.1.9 are always satisﬁed if sn ≥ L, ∀n.
It is shown in many papers that the choice of stepsizes 1/sn aﬀects the convergence of the gradient
method [8] and some strategies for choosing sn were proposed in [7, 70] as follow:
(1) sn = L for all n,
(2) sn = sn−1,
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(3) sn = sn−1.γ with γ ∈ (1,∞) ,
and in the nth iteration we check the condition in Lemma 3.1.9, i.e., Θ
(
un+1
) ≤ Θsn (un+1, un). We
retain sn if the condition is satisﬁed, otherwise we repeatedly increase sn by a factor μ > 1.
The advantage of rule (1) is that the condition in Lemma 3.1.9 is always satisﬁed in each iteration.
To satisfy this condition, in the iteration n, rule (2) needs some computational time to increase sn,
i.e. it needs some iterations to reduce the stepsize. Note that in rule (2) the sequence {sn} increases
monotonically and larger than L when n is large enough. Therefore, when n is large enough, it does
not need the computational time for checking the condition. The disadvantage of both rules is the
smallness of step-sizes. This makes the gradient method become slow.
Rule (3) is more adaptive. sn no longer increases monotonically, but in practice this rule spends
much time to reduce step-sizes for checking the condition in Lemma 3.1.9. This has been shown by
numerical examples in [63].
From above analysis, it show that the above proposed choices are not optimal, i.e. either step-sizes
is very small or they spend much time for checking the condition in Lemma 3.1.9. In the following,
we examine a better adaptive strategy for practice implementations. In order to see this, let us have
a closer look at the iteration (3.5). It is easy to see that, without the soft shrinkage operator S, 1sn
are step-sizes in the classical gradient method for the problem minu∈H F (u) . Therefore, we suggest
to ﬁrst compute an intermediate stepsize tn by
tn := argmin
t>0
F (un − tF ′ (un)) , . (3.13)
Imposing a lower and upper bound on the parameter sn then yields a ﬁrst guess for the stepsize
sn = max
(
s,min
(
s,
1
tn
))
, (3.14)
where P is the projection on the interval. We then check whether the condition in Lemma 3.1.9,
i.e., Θ
(
un+1
) ≤ Θsn (un+1, un), is satisﬁed. We retain sn if the condition is satisﬁed, otherwise we
repeatedly increase sn by a factor μ > 1. Note that problem (3.13) does not need to be solved exactly.
We only need an eﬃcient strategy for approximating this minimizer. For this purpose, we use the
Barzilai-Borwein’s rule proposed in [6]
tn =
〈
un − un−1, F ′ (un)− F ′ (un−1)〉
〈F ′ (un)− F ′ (un−1) , F ′ (un)− F ′ (un−1)〉 , s
n = max
(
s,min
(
s,
1
tn
))
. (3.15)
By this strategy, we summarize the gradient method in Algorithm 3.1.
Remark 3.1.14 The assumption s ≥ μL in connection with Remark 3.1.2 guarantees, that Θ (un+1) ≤
Θsn
(
un+1, un
)
is always satisﬁed after a ﬁnite number of updates 1sn =
1
sn q. Hence, we do not need
the condition sn ∈ [s, s] in the algorithm. It is inserted, in case L is not known or F ′ is not Lipschitz
continuous. This remark is also used in the next accelerated versions.
3.1.2 Some Accelerated Versions
In this section, we assume that problem (3.2) is convex, i.e. F is convex. In [70, 7], the authors
have proposed two accelerated versions of the gradient method, in which the convergence rate for the
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Algorithm 3.1 The gradient method (Alg.1)
Input: Initial guess u0 : Θ
(
u0
)
< ∞, μ ∈ (1,∞) and s0 ∈ [s, s] (0 < s ≤ μL ≤ s < ∞) .
1: for n = 0, 1, 2, . . . do
2: repeat
3: un+1 ← Sαω
sn ,p
(
un − 1snF ′ (un)
)
.
4: if Θ
(
un+1
)
> Θsn
(
un+1, un
)
then
5: sn ← sn.μ
6: end if
7: until Θ
(
un+1
) ≤ Θsn (un+1, un) or sn /∈ [s, s]
8: Compute sn+1 by (3.15).
9: end for
Output: u = limun.
objective functional is O
(
1/n2
)
. This convergence rate is known to be the best for the algorithms that
are based on the ﬁrst order schemes, i.e. the algorithms only use the values of objective functional Θ
and values of its gradient [70, 7, 4, 86]. However, the algorithms are proved to converge in Rd. Here,
we represent them for problem (3.2) in a general Hilbert space setting.
3.1.2.1 Beck’s Accelerated Version
The ﬁrst accelerated algorithm of the gradient method for problem (3.2) is motivated from [7] and is
given in Algorithm 3.2.
Algorithm 3.2 Beck’s accelerated method (Alg.2)
Input: Initial guess y0 ∈ dom (Φ) , μ ∈ (1,∞) , t0 = 1 and s0 ∈ [s, s] (0 < s ≤ μL ≤ s < ∞) .
1: for n = 0, 1, 2, . . . do
2: repeat
3: un ← Sαω
sn ,p
(
yn − 1snF ′ (yn)
)
4: if Θ(un) > Θsn (u
n, yn) then
5: sn ← snμ
6: end if
7: until Θ(un) ≤ Θsn (un, yn) or sn /∈ [s, s]
8: tn+1 ← 1+
√
1+4t2n
2
9: yn+1 ← un +
(
tn−1
tn+1
) (
un − un−1)
10: Compute sn+1 ← sn
11: end for
Output: u = limun.
Similar to the proof in [7], the convergence rate of this algorithm for the objective functional Θ is
obtained in the following theorem.
Theorem 3.1.15 Let F be convex and satisfy properties 1)-3) of Assumption 3.1.1. Let {un} be
generated by Alg.2 and u∗ be a minimizer of problem (3.2). Then, for any n ≥ 1
Θ (un)−Θ(u∗) ≤ C
∥∥u0 − u∗∥∥2
(n+ 1)
2 (C = 2μL) .
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The proof is similar to that of [7, Theorem 4.3]. To this end, we need the following lemmas.
Lemma 3.1.16 The sequences {un, yn} generated via Alg.2 satisfy for every n ≥ 1
2
sn
t2nvn −
2
sn+1
t2n+1vn+1 ≥ ‖xn+1‖2 − ‖xn‖2 ,
where vn := Θ (u
n)−Θ(u∗) , xn := tnun − (tn − 1)un−1 − u∗.
Proof. Using Remark 3.1.8 with (v, u, s) :=
(
un, yn+1, sn+1
)
and with (v, u, s) :=
(
u∗, yn+1, sn+1
)
,
we get
2
sn+1
(vn − vn+1) ≥
∥∥un+1 − yn+1∥∥2 + 2 〈un+1 − yn+1, yn+1 − un〉
− 2
sn+1
vn+1 ≥
∥∥un+1 − yn+1∥∥2 + 2 〈un+1 − yn+1, yn+1 − u∗〉 ,
where we used the fact that un+1 = Jsn+1
(
yn+1
)
.
Multiplying the ﬁrst inequality above by (tn+1 − 1) and adding it to the second inequality, we get
2
sn+1
((tn+1 − 1) vn − tn+1vn+1) ≥ tn+1
∥∥un+1 − yn+1∥∥2
+ 2
〈
un+1 − yn+1, tn+1yn+1 − (tn+1 − 1)un − u∗
〉
.
Multiplying the last inequality by tn+1 and using the relation t
2
n = t
2
n+1 − tn+1 which holds by Step
8 of Alg.2, we obtain
2
sn+1
(
t2nvn − t2n+1vn+1
) ≥ ∥∥tn+1 (un+1 − yn+1)∥∥2
+ 2tn+1
〈
un+1 − yn+1, tn+1yn+1 − (tn+1 − 1)un − u∗
〉
.
Applying the usual Pythagoras relation
‖b− a‖2 + 2 〈b− a, a− c〉 = ‖b− c‖2 − ‖a− c‖2
to the right-hand side of the last inequality with
a := tn+1y
n+1, b := tn+1u
n+1, c := (tn+1 − 1)un + u∗,
we thus get
2
sn+1
(
t2nvn − t2n+1vn+1
) ≥ ∥∥tn+1un+1 − (tn+1 − 1)un − u∗∥∥2
− ∥∥tn+1yn+1 − (tn+1 − 1)un − u∗∥∥2 .
Therefore, with yn+1 (in Step 9 of Alg.2) and xn deﬁned by
tn+1y
n+1 = tn+1u
n + (tn − 1)
(
un − un−1) and xn = tnun − (tn − 1)un−1 − u∗,
it follows that
2
sn+1
(
t2nvn − t2n+1vn+1
) ≥ ‖xn+1‖2 − ‖xn‖2 .
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Because sn+1 ≥ sn, it implies that
2
sn
t2nvn −
2
sn+1
t2n+1vn+1 ≥ ‖xn+1‖2 − ‖xn‖2 .
We also need the following trivial lemmas.
Lemma 3.1.17 Let {an}, {bn} be positive real sequences satisfying
an − an+1 ≥ bn+1 − bn ∀n ≥ 1, with a1 + b1 ≤ c, c > 0.
Then, an ≤ c for every n ≥ 1.
Lemma 3.1.18 The positive sequence {tn} generated in Alg.2 via Step 3 with t1 = 1 satisﬁes tn ≥
(n+ 1) /2 for all n ≥ 1.
We are now in a position to prove Theorem 3.1.15.
Proof. [The proof of Theorem 3.1.15] Let vn be deﬁned in Lemma 3.1.16 and
an :=
2
sn
t2nvn, bn := ‖xn‖2 , c :=
∥∥y1 − u∗∥∥2 = ∥∥u0 − u∗∥∥2 .
Then, by Lemma 3.1.16 we have
an − an+1 ≥ bn+1 − bn, ∀n ≥ 1.
Assuming that a1 + b1 ≤ c, by Lemma 3.1.17, we obtain
2
sn
t2nvn ≤
∥∥u0 − u∗∥∥2 .
Because tn ≥ (n+ 1) /2 (by Lemma 3.1.18), it yields
vn ≤
2sn
∥∥u0 − u∗∥∥2
(n+ 1)
2 .
Furthermore, from Alg.2 we deduce that sn ≤ μL and thus the inequality in Theorem 3.1.15 is
obtained. It remains to prove the validity of the relation a1 + b1 ≤ c. Since t1 = 1 and the deﬁnition
of xn deﬁned in Lemma 3.1.16, we have
a1 =
2
s1
t1v1 =
2
s1
v1, b1 = ‖x1‖2 =
∥∥u1 − u∗∥∥2 .
Using Remark 3.1.8 with (v, u, s) :=
(
u∗, y1, s1
)
, we get
Θ (u∗)−Θ (Js1 (y1)) ≥ s1
2
∥∥Js1 (y1)− y1∥∥2 + s1 〈Js1 (y1)− y1, y1 − u∗〉
⇔ Θ(u∗)−Θ (u1) ≥ s1
2
∥∥u1 − y1∥∥2 + s1 〈u1 − y1, y1 − u∗〉
=
s1
2
{∥∥u1 − u∗∥∥2 − ∥∥y1 − u∗∥∥2}.
Consequently,
2
s1
v1 ≤
∥∥y1 − u∗∥∥2 − ∥∥u1 − u∗∥∥2 ,
that is, a1 + b1 ≤ c holds.
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3.1.2.2 Nesterov’s Accelerated Version
The second accelerated algorithm that is presented in Algorithm 3.3 is motivated from [70]. Note that
in [70] the author has proposed this algorithm for problems of the form (3.2) with a general functional
Φ in ﬁnite dimensional spaces. Here, we generalize it to the problem (3.2) in a Hilbert space setting.
In the context of problem (3.2), the solution vn in Step 11 of Alg.3 is given explicitly by the following
lemma.
Lemma 3.1.19 vn = argmin
u∈H
ψn (u) is given by
vn = SαAn,p
(
u0 −
n∑
k=1
akF
′ (uk)
)
(n > 0) .
Proof. Recall that ψ0 (u) =
1
2
∥∥u− u0∥∥2 , it is easy to see that
ψn (u) =
1
2
∥∥u− u0∥∥2 + n∑
k=1
akΦ (u) +
n∑
k=1
ak
(
F
(
uk
)
+
〈
F ′
(
uk
)
, u− uk〉) .
Now, the proof is similar to that of Lemma 3.1.4.
Remark 3.1.20 From the formula of vn, it seems that Alg.3 is a method with “inﬁnite memory”. In
fact, it is not so since we can deﬁne a variable zn with the initial value z0 := u0 and Step 6 of Alg.3
is replaced by
zn+1 := zn − an+1F ′
(
un+1
)
, vn+1 = SαAn+1,p
(
zn+1
)
.
Finally, we consider the convergence rate of the values of the objective functional Θ in Alg.3. To this
end, we need the following lemmas, which are similar to those of [70, Lemmas 6-7].
Lemma 3.1.21 The sequences {un}, {An} and {ψn}, generated by Alg.3, satisfy the following rela-
tions
R1n : AnΘ(u
n) ≤ ψ∗n ≡ min
u
ψn (u) ,
R2n : ψn (u) ≤ AnΘ(u) +
1
2
∥∥u− u0∥∥2 , ∀u ∈ H,
for all n ≥ 0.
Proof. We prove this lemma by induction. By initial setting of Alg.3, both relations R10 and R
2
0 are
trivial.
Assume that relations R1n,R
2
n are valid for some n ≥ 0. In view of R2n, for any u ∈ H we have
ψn+1 (u) ≤ AnΘ(u) + 1
2
∥∥u− u0∥∥2 + an+1[F (un+1)+ 〈F ′ (un+1) , u− un+1〉+Φ(u)]
≤ (An + an+1)Θ (u) + 1
2
∥∥u− u0∥∥2 ,
and thus R2n+1 is valid. Now, we only need to show that R
1
n+1 is also valid.
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Algorithm 3.3 Nesterov’s accelerated method (Alg.3)
Input: Initial guess u0 ∈ dom (Φ) ;A0 = 0, v0 = u0, μ ∈ (1,∞) ,
s0 ∈ [s, s] (0 < s ≤ μL ≤ s < ∞) and ψ0 (u) = 12
∥∥u− u0∥∥2 .
1: for n = 0, 1, 2, . . . do
2: repeat
3: an+1 ← 1+
√
1+2Ansn
sn
4: yn ← Anun+an+1vnAn+an+1
5: un+1 ← Sαω
sn ,p
(
yn − 1snF ′ (yn)
)
6: if
∥∥F ′ (un+1)− F ′ (yn)∥∥2 > sn 〈F ′ (yn)− F ′ (un+1) , yn − un+1〉 then
7: sn ← snμ
8: end if
9: until
∥∥F ′ (un+1)− F ′ (yn)∥∥2 ≤ sn 〈F ′ (yn)− F ′ (un+1) , yn − un+1〉 or sn /∈ [s, s]
10: An+1 ← An + an+1
11: vn+1 ← argmin
u∈H
ψn+1 (u) with
ψn+1 (u) = ψn (u) + an+1
(
F
(
un+1
)
+
〈
F ′
(
un+1
)
, u− un+1〉+Φ(u))
12: sn+1 ← P[s,s] 〈F
′(un+1)−F ′(yn),F ′(un+1)−F ′(yn)〉
〈un+1−yn,F ′(un+1)−F ′(yn)〉
13: end for
Output: u = limun.
Indeed, from the formula of ψn in the proof of Lemma 3.1.19, function ψn is strongly convex with
convexity papameter μ = 1. Furthermore, since R1n is valid, for any u ∈ H, we have
ψn (u) ≥ ψ∗n +
1
2
‖u− vn‖2 ≥ AnΘ(un) + 1
2
‖u− vn‖2 . (3.16)
Setting Θ′
(
un+1
)
:= F ′
(
un+1
)
+ ξ with ξ ∈ ∂Φ (un+1) , we have
ψ∗n+1 = min
u∈H
{
ψn (u) + an+1[F
(
un+1
)
+
〈
F ′
(
un+1
)
, u− un+1〉+Φ(u)]}
(3.16)
≥ min
u∈H
{
AnΘ(u
n) +
1
2
‖u− vn‖2 + an+1[Θ
(
un+1
)
+
〈
Θ′
(
un+1
)
, u− un+1〉]}
convexity
≥ min
u∈H
{
(An + an+1)Θ
(
un+1
)
+An
〈
Θ′
(
un+1
)
, un − un+1〉
+an+1
〈
Θ′
(
un+1
)
, u− un+1〉+ 1
2
‖u− vn‖2
}
Step 4
= min
u∈H
{
An+1Θ
(
un+1
)
+
〈
Θ′
(
un+1
)
, An+1y
n − an+1vn −Anun+1
〉
+an+1
〈
Θ′
(
un+1
)
, u− un+1〉+ 1
2
‖u− vn‖2
}
= min
u∈H
{
An+1Θ
(
un+1
)
+An+1
〈
Θ′
(
un+1
)
, yn − un+1〉
+an+1
〈
Θ′
(
un+1
)
, u− vn〉+ 1
2
‖u− vn‖2
}
.
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Therefore, we have proved the inequality
ψ∗n+1 ≥ An+1Θ
(
un+1
)
+An+1
〈
Θ′
(
un+1
)
, yn − un+1〉− a2n+1
2
∥∥Θ′ (un+1)∥∥2 . (3.17)
On the other hand, since un+1 is the minimizer of Θsn (., y
n), we can choose ξ ∈ ∂Φ (un+1) such that
F ′ (yn) + sn
(
un+1 − yn)+ ξ = 0
⇒ F ′ (un+1)+ ξ = sn (yn − un+1)+ F ′ (un+1)− F ′ (yn) . (3.18)
It implies that
〈
Θ′
(
un+1
)
, yn − un+1〉 = sn ∥∥yn − un+1∥∥2 − 〈F ′ (yn)− F ′ (un+1) , yn − un+1〉
(3.18)
=
1
sn
{∥∥Θ′ (un+1)∥∥2 + 2sn 〈F ′ (yn)− F ′ (un+1) , yn − un+1〉
− ∥∥F ′ (yn)− F ′ (un+1)∥∥2}− 〈F ′ (yn)− F ′ (un+1) , yn − un+1〉
=
1
sn
∥∥Θ′ (un+1)∥∥2 + 〈F ′ (yn)− F ′ (un+1) , yn − un+1〉
− 1
sn
∥∥F ′ (yn)− F ′ (un+1)∥∥2 .
The condition in Step 9 of Alg.3 implies that
〈
F ′ (yn)− F ′ (un+1) , yn − un+1〉− 1
sn
∥∥F ′ (yn)− F ′ (un+1)∥∥2 ≥ 0
and thus
〈
Θ′
(
un+1
)
, yn − un+1〉 ≥ 1
sn
∥∥Θ′ (un+1)∥∥2 . (3.19)
From (3.17) and (3.19), we have
ψ∗n+1 ≥ An+1Θ
(
un+1
)
+
(
An+1
sn
− a
2
n+1
2
)∥∥Θ′ (un+1)∥∥2 .
Finally, in Step 3 of Alg.3, we choose an+1 from the quadratic equation
An + an+1
sn
− a
2
n+1
2
= 0 ⇔ An+1
sn
− a
2
n+1
2
= 0.
Thus, R1n+1 is valid.
Lemma 3.1.22 The positive sequence {An} generated in Alg.3 via Step 12 with A0 = 0 satisﬁes
An ≥ n
2
2C
, ∀n ≥ 0
with C = μL.
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Proof. From Step 3 of Alg.3 (see the last equation of the lemma’s proof above), we have
An+1 =
sn
2
(An+1 −An)2 = s
n
2
[
A
1/2
n+1 −A1/2n
]2 [
A
1/2
n+1 +A
1/2
n
]2
≤ 2snAn+1
[
A
1/2
n+1 −A1/2n
]2
≤ 2CAn+1
[
A
1/2
n+1 −A1/2n
]2
with C := μL.
Therefore, we get A
1/2
n ≥ n√
2C
, which is equivalent to the desired result.
The following result is a generalization of [70, Theorem 6] in Hilbert spaces.
Theorem 3.1.23 Let F be convex and satisfy properties 1)-3) of Assumption 3.1.1. Let {un} be
generated by Alg.3, and u∗ be a minimizer of problem (3.2). For any n ≥ 1
Θ (un)−Θ(u∗) ≤ C
∥∥u0 − u∗∥∥2
n2
(C = μL) .
Proof. From Lemma 3.1.21, we obtain
AnΘ(u
n) ≤ ψ∗n ≡ min
u
ψn (u) ,
ψn (u) ≤ AnΘ(u) + 1
2
∥∥u− u0∥∥2 , ∀u ∈ H,
for all n ≥ 0.
Taking u := u∗, a minimizer of Θ in the second inequality, we deduce that
Θ (un)−Θ(u∗) ≤
∥∥u∗ − u0∥∥2
2An
, ∀n ≥ 1.
Finally, by applying Lemma 3.1.22 the result of the theorem is obtained.
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3.2 Semismooth Newton and Quasi-Newton Methods
In this section, we investigate the semismooth Newton and quasi-Newton methods for ﬁnding a min-
imizer of the minimization problem
min
u∈H
F (u) + Φ (u) , (3.20)
where H is a Hilbert space, F : H → R and Φ is the functional deﬁned by Φ (u) =∑k∈Λ ωk |〈u, ϕk〉| ,
where {ϕk}k∈Λ is an orthonormal basis of H and ωk ≥ ωmin for all k ∈ Λ.
From Lemma 3.1.4, the optimal condition equation of (3.20) is
D (u) := u− Sβw (u− βF ′ (u)) = 0, (3.21)
for any ﬁxed β > 0. Now, instead of solving problem (3.20), we ﬁnd solutions of the equation (3.21).
Note that the function D (·) is not Gaˆteaux diﬀerentiable, but it is Newton (slantly) diﬀerentiable
as shown below. Therefore, the semismooth Newton and quasi-Newton methods might be applied.
For details of the slant diﬀerentiability and the semismooth Newton, the reader can ﬁnd, e.g., in
[19, 44, 84]. In the following, we present these methods for our special equation (3.21).
3.2.1 Auxiliary Results
We ﬁrst introduce the deﬁnition of the Newton diﬀerentiability given as follows.
Deﬁnition 3.2.1 Let X and Y be Banach spaces and U ⊂ X be an open subset. A mapping ψ :
U → Y is called to be Newton (or slantly) diﬀerentiable at u ∈ U if there exists a family of mappings
χ : U → L (X,Y ) such that
lim
h→0
‖ψ (u+ h)− ψ (u)− χ (u+ h)h‖Y
‖h‖X
= 0. (3.22)
The function χ is called a generalized derivative (or a slanting function) of ψ at u.
Remark 3.2.2 Note that if ψ is Newton diﬀerentiable at u, then it might have many generalized
derivatives and if ψ is Fre´chet diﬀerentiable in U, then it is Newton diﬀerentiable at any u ∈ U and
a generalized derivative of ψ at u is given by χ(u) : X → Y, χ(u)h = ψ′(u)h, see e.g. [84].
Using this deﬁnition, we prove that the function D deﬁned by (3.21) is Newton diﬀerentiable. To this
end, for each u ∈ H, deﬁne the operator G (u) : H → H by
(G (u) v)k =
{
vk for |uk| > ωk,
0 for |uk| ≤ ωk,
(3.23)
where uk = 〈u, ϕk〉 and vk = 〈v, ϕk〉 .
It is easy to show that G (u) (·) is a continuous linear operator with ‖G (u)‖ ≤ 1 for all u. The following
lemma will show that G (·) is a generalized derivative of Sw at u.
Lemma 3.2.3 Let Sw be deﬁned by (1.4). Then, Sw is Newton diﬀerentiable and G (·) given by (3.23)
is a generalized derivative of Sw at u.
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Proof. See the proof in [38, Proposition 3.3].
Remark 3.2.4 In matrix notation, we can express the derivative G (u) as
G (u) =
(
IA 0
0 0
)
,
where A = {k ∈ Λ : |uk| > ωk}.
To calculate a generalized derivative of D in (3.21), we ﬁrst prove the chain rule for the generalized
derivative and introduce active and inactive sets.
Lemma 3.2.5 Let J : U ⊂ H → H be Fre´chet diﬀerentiable with Lipschitz continuous derivative in
a neighborhood of u ∈ U (U is an open set) and ψ : H → H be Newton diﬀerentiable at J (u) with a
slanting function χ. Furthermore, let ‖χ (·)‖ be uniformly bounded on U. Then, T (u) = ψ (J (u)) is
Newton diﬀerentiable at u with a slanting function H (u) = χ (J (u)) J ′ (u).
Proof. Note that this lemma is a generalization of the result in [38]. There, the authors have proven
the chain rule when J is a linear operator.
Since J is Fre´chet diﬀerentiable at u, it holds
J (u+ h) = J (u) + J ′ (u)h+ r (h)
and since J ′ is Lipschitz continuous (with a Lipschitz constant L), it holds that the remainder r fulﬁlls
the inequality ‖r (h)‖ ≤ L/2 ‖h‖2. We denote k (h) = J ′ (u)h+ r (h) and estimate
‖T (u+ h)− T (u)−H (u+ h)h‖
= ‖ψ (J (u+ h))− ψ (J (u))− χ (J (u+ h)) J ′ (u+ h)h‖
= ‖ψ (J (u) + k (h))− ψ (J (u))− χ (J (u) + k (h)) J ′ (u+ h)h‖
≤ ‖ψ (J (u) + k (h))− ψ (J (u))− χ (J (u) + k (h)) k (h)‖
+ ‖χ (J (u) + k (h)) (J ′ (u+ h)h− k (h))‖ .
The last term is further estimated as
‖χ (J (u) + k (h)) (J ′ (u+ h)h− k (h))‖
= ‖χ (J (u) + k (h)) (J ′ (u+ h)h− J ′ (u)h− r (h))‖
≤ ‖χ (J (u) + k (h))‖ (‖J ′ (u+ h)− J ′ (u)‖ ‖h‖+ ‖r (h)‖)
≤ ‖χ (J (u) + k (h))‖ (L+ L/2) ‖h‖2 .
Putting the above estimates together, we obtain
‖T (u+ h)− T (u)−H (u+ h)h‖
‖h‖
≤ ‖ψ (J (u) + k (h))− ψ (J (u))− χ (J (u) + k (h)) k (h)‖‖k (h)‖
‖k (h)‖
‖h‖
+ ‖χ (J (u) + k (h))‖ (L+ L/2) ‖h‖ .
Now the claim follows since χ is Newton diﬀerentiable at J(u), k(h) → 0 and ‖χ (·)‖ is uniformly
bounded on U as well as ‖k (h)‖ / ‖h‖ and ‖χ (J (u) + k (h))‖ are bounded for ‖h‖ → 0.
Using the chain rule above, we can formulate a generalized derivative of D deﬁned by (3.21). To this
end, we ﬁrst introduce the notation of active and inactive sets as follows.
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Deﬁnition 3.2.6 For u ∈ H, the active set A (u) and the inactive set I (u) are deﬁned by
A (u) = {k ∈ Λ : |u− βF ′ (u)|k > βωk},
I (u) = {k ∈ Λ : |u− βF ′ (u)|k ≤ βωk}.
Note that for any u ∈ H, the active set A (u) is always ﬁnite, since u − βF ′ (u) ∈ H and thus
|(u− βF ′ (u))k| converges to zero as k tends to inﬁnity.
Theorem 3.2.7 Let F be twice Fre´chet diﬀerentiable in U ⊂ dom (F ) (U is an open set) and F ′′ is
Lipschitz continuous in a neighborhood of u ∈ U . Then, the function D deﬁned by (3.21) is Newton
diﬀerentiable at u and a generalized derivative of D at u is given by
D′ (u) = I −G (u− βF ′ (u)) (I − βF ′′ (u)) .
Furthermore, denote the active and inactive sets at u by A and I as in Deﬁnition 3.2.6 and represent
the operator F ′′ (u) as
F ′′ (u) =
(
MAA MAI
MIA MII
)
.
Then, the generalized derivative of D at u is rewritten by
D′ (u) =
(
0 0
0 II
)
+
(
IA 0
0 0
)
(βF ′′ (u)) =
(
βMAA βMAI
0 II
)
. (3.24)
Proof. The theorem follows from Remark 3.2.2 and Lemma 3.2.5 with J (u) = u− βF ′ (u) , ψ = Sβw
and χ = G.
3.2.2 Semismooth Newton Method (SSN)
We are now in a position to present the semismooth Newton method for solving (3.21) and propose
the suﬃcient conditions for obtaining the local convergence and superlinear convergence rate of the
method. Note that the method has been considered for the problems diﬀerent from ours by many
authors, for example, [19, 44, 84]. Recently, it has been applied to problem (3.20) for F (u) =
1
2
∥∥Ku− fδ∥∥2 with a linear operator K [38]. Here, the method is analyzed for problem (3.20) in
general setting.
The semismooth Newton method for solving (3.21) is the following iteration
un+1 = un −D′ (un)−1D (un) . (3.25)
In each iteration, we denote the active set and the inactive set by
A
n = {k ∈ Λ : |un − βF ′ (un)|k > βωk}, In = {k ∈ Λ : |un − βF ′ (un)|k ≤ βωk}.
Then by Theorem 3.2.7, we have
un+1 = un −
(
1
βM
−1
AnAn
−M−1
AnAn
MAnIn
0 IIn
)
(un − Sβw (un − βF ′ (un)))
= un −
(
1
βM
−1
AnAn
−M−1
AnAn
MAnIn
0 IIn
)(
β[F ′ (un)± w] |An
un
In
)
=
(
un
An
−M−1
AnAn
([F ′ (un)± w]|
An
−MAnInunIn)
0
)
. (3.26)
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Here, we have implicitly assumed that M−1
AnAn
exists. The sign of w depends on the sign of un −
βF ′ (un) . Hence, instead of calculating the Newton update, we can set un+1
In
= 0, then solve the
equation MAnAnδuAn = [F
′ (un)± w] |An −MAnInunIn and compute un+1An = unAn − δuAn .
We now consider the local convergence of the semismooth Newton method. To this end, we need some
assumptions on F and the existence of solution of equation (3.21). We collect them in Assumption
3.2.1.
Assumption 3.2.1 We assume that
1) Equation (3.21) has a solution u∗ ∈ U, where U ⊂ dom (F ) is an open set.
2) F is twice Fre´chet diﬀerentiable. Both F ′ and F ′′ are Lipschitz continuous in U.
3) For each ﬁnite index set A ⊂ Λ and I = Λ\A, if F ′′ (u) is represented by
F ′′ (u) =
(
MAA MAI
MIA MII
)
,
then there exists ρ > 0 such that M−1
AA
exists and uniformly bounded on Bρ (u
∗) ⊂ U.
Remark 3.2.8 The reasons for requiring Assumption 3.2.1 are as follow.
1. Since we are going to solve equation (3.21), Condition 1) is clear to be fulﬁlled.
2. The Lipschitz continuity of F ′′ is required so that we can apply Theorem 3.2.7.
3. The Lipschitz continuity of F ′ and Condition 3) are needed for the existence and uniformly
boundedness of D′ (un)−1 in iterations (3.25) or (3.26), see Theorem 3.2.11 below.
The following examples show that Assumption 3.2.1 is satisﬁed in many situations.
Example 3.2.1 We consider the Tikhonov functionals in linear inverse problems, i.e, F (u) =
∥∥Ku− fδ∥∥2
with linear operators K. It is easy to check condition 1) and 2) of Assumption 3.2.1. Furthermore, if
K satisﬁes the ﬁnite basis injectivity property (FBI) [10], the functional F satisﬁes the condition 3)
of Assumption 3.2.1, see [38, Remark 3.15].
Example 3.2.2 Let F be twice Fre´chet diﬀerentiable, F ′ and F ′′ be Lipschitz in a neighborhood of a
solution u∗, and F ′′ be the operator such that
τ1 ‖h‖2 ≤ 〈F ′′ (u)h, h〉 ≤ τ2 ‖h‖2 , 0 < τ1, τ2 < ∞
for all u in a neighborhood of u∗. Then, F satisﬁes the properties 2) and 3).
With Assumption 3.2.1, we shall show that the semismooth Newton method locally converges and its
convergence rate is supperlinear. To this end, following the outline of [38], we need some auxiliary
results in the following lemmas.
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Lemma 3.2.9 If F ′ is Lipschitz continuous with the Lipschitz constant L in a neighborhood of u∗,
then there exist k0 ∈ Λ and ρ > 0 such that the condition ‖u− u∗‖ < ρ implies the inclusion
A (u) ⊂ [1, k0].
Moreover, k0 and ρ depend on β, u∗, L and ωmin.
Proof. The triangle inequality implies
|uk − βF ′ (u)k| ≤ |u∗k − βF ′ (u∗)k|+ |uk − u∗k − β (F ′ (u)k − F ′ (u∗)k)| . (3.27)
The ﬁrst term converges to zero as k tends to inﬁnity because u∗ and F ′ (u∗) are in H. In particular,
there exists k0, depending only on u
∗ and β, such that
|u∗k − βF ′ (u∗)k| < βωmin/2 for all k ≥ k0. (3.28)
The second term can be estimated as follows
|uk − u∗k − β (F ′ (u)k − F ′ (u∗)k)| ≤ |uk − u∗k|+ β |F ′ (u)k − F ′ (u∗)k|
≤ (1 + βL) ‖u− u∗‖ ,
where L is the Lipschitz constant of F ′. Thus there exists ρ > 0 depending only the named quantities
such that for all k ∈ Λ and all u ∈ Bρ(u∗), we have
|uk − u∗k − β (F ′ (u)k − F ′ (u∗)k)| ≤ βωmin/2. (3.29)
The proof of the lemma now follows from (3.27)-(3.29).
Lemma 3.2.10 If F ′′ (u) =
(
MAA MAI
MIA MII
)
and MAA is injective, then D
′ (u) : H → H is bounded
invertible and ∥∥∥D′ (u)−1∥∥∥ ≤ ∥∥M−1AA∥∥
(
1
β
+ ‖MAI‖
)
+ 1,
where A and I are the active and inactive sets at u.
Proof. Let r ∈ H. Consider the equation D′ (u) δu = r, i.e the equation(
βMAA βMAI
0 II
)(
δuA
δuI
)
=
(
rA
rI
)
.
This equation is equivalent to δuI = rI and
βMAAδuA = rA − βMAIrI. (3.30)
On the other hand, the active set A is ﬁnite and thus MAA is an injective operator on a ﬁnite
dimensional space. Therefore, it is also surjective. We conclude that (3.30) has an unique solution
and thus D′ (u)−1 exists.
On the other hand, we have the estimation∥∥∥D′ (u)−1 r∥∥∥ = ∥∥∥∥
(
1
βM
−1
AA
M−1
AA
MAI
0 II
)(
rA
rI
)∥∥∥∥
≤ 1
β
∥∥M−1
AA
∥∥ ‖rA‖+ ∥∥M−1AA∥∥ ‖MAI‖ ‖rI‖+ ‖rI‖
≤
(
1
β
∥∥M−1
AA
∥∥+ ∥∥M−1
AA
∥∥ ‖MAI‖+ 1) ‖r‖ .
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We are now in a position to consider the local convergence of the semismooth Newton method.
Theorem 3.2.11 Assume that Assumption 3.2.1 holds. Then, there exists a radius ρ > 0 such that
the inequality
∥∥u0 − u∗∥∥ < ρ implies that all sequence {un} deﬁned by (3.25) satisﬁes ‖un − u∗‖ < ρ,
and un → u∗ superlinearly.
Proof. Let ρ > 0 be a number such that Assumption 3.2.1 and Lemma 3.2.9 are satisﬁed in Bρ (u
∗) .
By Lemma 3.2.9, the active set satisﬁes A (u) ⊂ [0, k0]. We shall show that D′−1 (u) depends only on
k0. Indeed, we deﬁne
c (k0) = max∅=A⊂[0,k0]
sup
u∈Bρ(u∗)
∥∥M−1
AA
∥∥ > 0.
Note that, by Assumption 3.2.1, for every A ⊂ [0, k0],A = ∅, supu∈Bρ(u∗)
∥∥M−1
AA
∥∥ is ﬁnite, hence c (k0)
is the maximum of ﬁnitely many positive numbers. On the other hand, by Assumption 3.2.1 (the
Lipschitz continuity infers the uniformly boundedness) ‖MAI‖ ≤ ‖F ′′ (u)‖ ≤ τ for all choices of A and
I with τ is a positive constant.
From Lemma 3.2.10, it follows that
∥∥D−1 (u)∥∥ ≤ c (k0)( 1
β
+ τ
)
+ 1.
Therefore, the inverse of the generalized derivative D−1 (u) is uniformly bounded in Bρ (u∗) . The
result is then a standard conclusion of generalized Newton methods, see [19, Remark 2.7] or [44,
Theorem 1.1].
Remark 3.2.12 Theorem 3.2.11 shows that the semismooth Newton method for solving (3.21) locally
converges with superlinear rate. Thus, it is a fast algorithm. However, its disadvantage is to have to
compute the second derivative of F, which is often diﬃcult in practice. This restricts the applicability
of the method. Note that for smooth operator equations, the quasi-Newton method is a good candidate
instead of the Newton method [73, 78, 46, 68]. The next section will generalize the quasi-Newton
method for the nonsmooth equation (3.21), which will be called the semismooth quasi-Newton method.
3.2.3 Semismooth Quasi-Newton Method (SSQN)
In the semismooth Newton method, the computation of the second derivative F ′′ (u) is expensive.
Therefore, one often computes its approximations. We denote C (u) by an approximation of F ′′ (u).
Then, D′ (u) is approximated by
D1 (u) := I −G (u− βF ′ (u)) [I − βC (u)].
In this section, we consider the following semismooth quasi-Newton method
un+1 = un −D1 (un)−1D (un) . (3.31)
Clearly if C (un) = F ′′ (un) , then the semismooth quasi-Newton method becomes the semismooth
Newton method (3.25). Similar to the semismooth Newton method, if in each iteration we split the
operator C (un) as
C (un) =
(
MAnAn MAnIn
MInAn MInIn
)
,
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then the semismooth quasi-Newton method can be rewritten by
un+1 =
(
un
An
−M−1
AnAn
([F ′ (un)± w]|
An
−MAnInunIn)
0
)
. (3.32)
We now consider the local linear convergence of the semismooth quasi-Newton method (3.31) or (3.32).
The following theorems will prove that the semismooth quasi-Newton method converges with linear
rate under some conditions on both operator F and C. These results and their proofs follow the
ideas of Sun and Han in [80]. There, the authors have investigated the Newton and quasi-Newton
methods for a class of nonsmooth equations in ﬁnite dimensional spaces. However, the equations and
the methods in that paper are diﬀerent from those of our considering.
Theorem 3.2.13 Let F be twice Fre´chet diﬀerentiable with Lipschitzian F ′ and u∗ ∈ U a solution
of (3.21) (U is an open set). Let C (u) be an approximation of F ′′ (u) in which C (u)−1 exists, and
both C (u) and C (u)
−1
are uniformly bounded in a small enough neighborhood of u∗. Furthermore,
suppose that there exist positive constants ,Δ such that if u0 ∈ U, ∥∥u0 − u∗∥∥ ≤  and
‖C (un)− F ′′ (un)‖ ≤ Δ,
then the sequence of points generated by (3.31) is well deﬁned and converges linearly to u∗ in a
neighborhood of u∗.
Proof. By the hypothesis, we assume that ‖C (u)‖ ≤ τ, ∥∥C−1 (u)∥∥ ≤ γ for u ∈ Bρ (u∗) ⊂ U. Deﬁne
θ = γ
(
1
β + τ
)
+ 1. Proving as in Lemmas 3.2.10 and Theorem 3.2.11 for D1, we get D
−1
1 (u) ≤ θ for
u ∈ Bρ (u∗) . Choose Δ > 0 such that
(β + 1) θΔ < 1. (3.33)
Since D is Newton diﬀerentiable at u∗, we can choose a positive  small enough such that for any
u ∈ B (u∗) ⊂ Bρ (u∗) , we have
‖D (u)−D (u∗)−D′ (u) (u− u∗)‖ ≤ Δ ‖u− u∗‖ .
Noting that ‖D1 (un)−D′ (un)‖ ≤ β ‖C (un)− F ′′ (un)‖ ≤ βΔ for un ∈ B (u∗) , we have∥∥un+1 − u∗∥∥ = ∥∥un −D−11 (un)D (un)− u∗∥∥
≤ ∥∥D−11 (un)∥∥ ‖D (un)−D (u∗)−D1 (un) (un − u∗)‖
≤ ∥∥D−11 (un)∥∥ [‖D (un)−D (u∗)−D′ (un) (un − u∗)‖
+ ‖D1 (un)−D′ (un)‖ ‖un − u∗‖]
≤ θ [Δ ‖un − u∗‖+ βΔ ‖un − u∗‖]
≤ θ (β + 1)Δ ‖un − u∗‖ .
This shows that the sequence of points generated by (3.31) is well deﬁned and converges linearly to
u∗ in a neighborhood of u∗.
Remark 3.2.14 1. We do not require the invertibility of F ′′.
2. In the hypothesis of the theorem, it does not require that ‖C (un)− F ′′ (un)‖ to converge to zero,
but
‖C (un)− F ′′ (un)‖ ≤ Δ,
for some Δ small enough.
67
3. Numerical Algorithms
3. If we take C (un) = βI for all n, then the semismooth quasi-Newton method becomes a gradient-
type method, see [11, 10, 8]. Moreover, if we take C (un) = snI, then the method looks like a
gradient-type method, but they are not the same.
The following theorem gives the other conditions for the convergence of the semismooth quasi-Newton
method.
Theorem 3.2.15 Assume that Assumption 3.2.1 is satisﬁed and there exist positive constants ,Δ
such that if u0 ∈ U, ∥∥u0 − u∗∥∥ ≤  and
‖C (un)− F ′′ (un)‖ ≤ Δ.
Then the sequence of points generated by (3.31) is well deﬁned and converges linearly to u∗ in a
neighborhood of u∗.
Proof. From the proof of Theorem 3.2.11, there exists ρ > 0 such that
∥∥D′−1 (u)∥∥ ≤ θ for u ∈ Bρ (u∗) .
Choose Δ > 0 such that
6θβΔ < 1.
By the hypothesis and the Newton diﬀerentiability of D, there exist  > 0 such that
‖D (u)−D (u∗)−D′ (u) (u− u∗)‖ ≤ 3
2
βΔ ‖u− u∗‖ , u ∈ B (u∗) ⊂ Bρ (u∗) .
Since ‖D1 (un)−D′ (un)‖ ≤ β ‖C (un)− F ′′ (un)‖ ≤ βΔ, by virtue of Theorem 2.3.2 of Ortega and
Rheinboldt [72] D1 (u
n) is invertible and
∥∥D−11 (un)∥∥ ≤
∥∥D′−1 (un)∥∥
1− ‖D−1 (un) [D′ (un)−D1 (un)]‖ ≤
6θ
5
.
Then for un ∈ B (u∗) , we have∥∥un+1 − u∗∥∥ = ∥∥un −D−11 (un)D (un)− u∗∥∥
≤ ∥∥D−11 (un)∥∥ ‖D (un)−D (u∗)−D1 (un) (un − u∗)‖
≤ ∥∥D−11 (un)∥∥ [‖D (un)−D (u∗)−D′ (un) (un − u∗)‖
+ ‖D1 (un)−D′ (un)‖ ‖un − u∗‖]
≤ 6θ
5
[
3
2
βΔ ‖un − u∗‖+ βΔ ‖un − u∗‖
]
≤ 3θβΔ ‖un − u∗‖
≤ 1
2
‖un − u∗‖ .
This shows that the sequence of points generated by (3.31) is well deﬁned and converges linearly to
u∗ in a neighborhood of u∗.
Remark 3.2.16 Although the results of the semismooth quasi-Newton method in Theorem 3.2.13 and
Theorem 3.2.15 are the same, they are slightly diﬀerent in the condition on F . Theorem 3.2.15 requires
F to satisfy Assumption 3.2.1. Thus, any good approximation C of F ′′ is invertable and uniformly
bounded on a neighborhood of u∗. In contrast to Theorem 3.2.15, Theorem 3.2.13 requires F to be
twice Fre´chet diﬀerentiable, but assume that the approximation C of F ′′ is invertable and uniformly
bounded on a neighborhood of u∗. This assumption can be obtained by approximation techniques.
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3.2.4 Two speciﬁc cases of SSQN
We have already presented the semismooth quasi-Newton method. The convergence and linear con-
vergence rate of the method are obtained under diﬀerence conditions. It is clear that in order to
implement this method, we need a speciﬁc strategy for computing C (un) , which is an approximation
of F ′′. Note that computing an approximation of F ′′ has attracted many authors, specially when they
aim at solving the smooth minimization problems using the quasi-Newton method. For those prob-
lems, there have been some methods proposed, e.g. [73, 78, 46, 68]. In this section, we present two
speciﬁc cases of SSQN respecting to the methods for approximating F ′′. First, we approximate F ′′ by
C = snI and suggest a formula for computing sn. In this case, the semismooth quasi-Newton method
(SSQN) looks like a gradient-type method, see Remark 3.2.14. The second one for approximating F ′′
is Broyden’s method. This method is very well-known in smooth minimization problems. For more
detail about Broyden’s method, we refer to [73, 78] and references therein.
3.2.4.1 SSQN with C(un) = snI
In Theorem 3.2.13, we assume that F ′′ is approximated by C (un) , where
C(un) = snI with sn ∈ [s, s], 0 < s ≤ s < ∞.
Here, I is the identity operator. With this choice, the semismooth Quasi-Newton method becomes
(see 3.32)
un+1 =
(
un
An
− 1sn ([F ′ (un)± w]|An )
0
)
. (3.34)
Without stepsize choice, this iteration is similar to the gradient-type method exemined in the previous
section. The convergence of the iteration depends on the choices of sn. In the next step, we are going
to give an approximation of sn.
In each iteration, sn should be chosen such that
‖C (un)− F ′′ (un)‖ = inf
s
‖sI − F ′′ (un)‖ .
This problem is not easy to solve exactly and thus we will solve it approximately. To this end, we
ﬁrst note that
‖C (un)− F ′′ (un)‖ = inf
s
‖sI − F ′′ (un)‖
≈ inf
s
sup
ϑ =0
|s 〈ϑ, ϑ〉 − 〈F ′′ (un)ϑ, ϑ〉|
‖ϑ‖
≈ inf
s
sup
ϑ =0
|s 〈ϑ, ϑ〉 − 〈F ′ (un + ϑ)− F ′ (un) , ϑ〉|
‖ϑ‖
≥ inf
s
|s 〈ϑ, ϑ〉 − 〈F ′ (un + ϑ)− F ′ (un) , ϑ〉|
‖ϑ‖ , ϑ = 0. (3.35)
Therefore, we shall choose sn as the minimizer of the problem in the right hand side of (3.35) with
ϑ = un−1 − un, i.e.
sn =
〈
F ′
(
un−1
)− F ′ (un) , un−1 − un〉
‖un−1 − un‖2 . (3.36)
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Together with the condition sn ∈ [s, s], we choose sn by
sn = min
{
s,max
{
s,
〈
F ′
(
un−1
)− F ′ (un) , un−1 − un〉
‖un−1 − un‖2
}}
. (3.37)
For n = 0, we can take any value in the interval [s, s], e.g. s0 = 1.
Note that sn computed by formula (3.36) is an other rule of Barzilai-Borwein’s stepsize [6]. However,
not as the gradient-type method, the convergence fo the iteration (3.34) together the stepsize sn given
by (3.37) is not garanted. Because we are not sure that with this choice of sn, C(un) = snI satisﬁes
the conditions of Theorem 3.2.13. Furthermore, if we consider the iteration (3.34) as a gradient-type
method, then the stepsize sn given by (3.37) might not satisfy the conditions for the convergence, see
Lemma 3.1.7.
3.2.4.2 SSQN with C(un) computed by Broyden’s Method
Broyden’s method has been used for the quasi-Newton method and the smoothing quasi-Newton
method [73, 18, 80, 78]. Here, we are going to apply it for the semismooth quasi-Newton method for
our problem in a Hilbert space setting. To this end, we extend the ideas of the authors in [80, 78] to
our problem. Before presenting the method in detail, we ﬁrst introduce the rank one operator u ⊗ v
deﬁned by
v ⊗ u : H1 → H2, v ⊗ u (x) = 〈u, x〉 v,
where v ∈ H2, u ∈ H1 (H1,H2 are Hilbert spaces).
Some properties of this operator are proposed in [78]. For convenience, we give them here.
Lemma 3.2.17 [78, Lemma 3.2] Let H1,H2 be Hilbert spaces and ui ∈ H1, vi ∈ H2, i = 1, 2, T ∈
L (H1,H2) with the adjoint operator T
∗. Then, the following properties hold:
1. (v1 ⊗ u1)∗ = u1 ⊗ v1 ∈ L (H2,H1) ,
2. (v1 ⊗ u1) (u2 ⊗ v2) = 〈u1, u2〉 (v1 ⊗ v2) ∈ L (H2,H2) ,
3. T (u1 ⊗ v1) = Tu1 ⊗ v1 ∈ L (H2,H2) ,
4. (v1 ⊗ u1)T ∗ = v1 ⊗ Tu1 ∈ L (H2,H2) ,
5. ‖v1 ⊗ u1‖ = ‖v1‖ ‖u1‖ .
We now consider the convergence of the semismooth quasi-Newton method with F ′′ being approxi-
mated by Broyden’s method. Using this method, the semismooth quasi-Newton method is presented
by Algorithm 3.4.
Lemma 3.2.18 Let F be twice Fre´chet diﬀerentiable and F ′′ be Lipschitz continuous i.e. satisfying
‖F ′′ (u)− F ′′ (v)‖ ≤ L′ ‖u− v‖ , for all u, v ∈ U.
Then, if u1, . . . , un+1 are well deﬁned, then we have
∥∥Cn+1 − F ′′ (u∗)∥∥ ≤ ‖Cn − F ′′ (u∗)‖+ L′
2
(∥∥un+1 − u∗∥∥+ 3 ‖un − u∗‖) .
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Algorithm 3.4 SSQN for Broyden’s case
Input: Initial guess u0 ∈ U, C0 ∈ L (H) .
1: for n = 0, 1, 2, . . . do
2: D1 (u
n) ← I −G (un − βF ′ (un)) [I − βCn]
3: un+1 ← un −D1 (un)−1D (un)
4: pn ← un+1 − un; yn ← F ′ (un+1)− F ′ (un) .
5: Cn+1 ← Cn + 1〈pn,pn〉 (yn − Cnpn)⊗ pn.
6: end for
Output: u = limun.
Proof. The deﬁnition of the update implies that
Cn+1 − F ′′ (u∗) = (Cn − F ′′ (u∗))
(
I − p
n ⊗ pn
〈pn, pn〉
)
+
(yn − F ′′ (u∗) pn)⊗ pn
〈pn, pn〉 .
Since I − pn⊗pn〈pn,pn〉 is an orthogonal projection,∥∥∥∥I − pn ⊗ pn〈pn, pn〉
∥∥∥∥ = 1.
On the other hand, by the hypothesis of the lemma, we have
‖yn − F ′′ (u∗) pn‖ = ∥∥F ′ (un+1)− F ′ (un)− F ′′ (u∗) pn∥∥
≤ ∥∥F ′ (un+1)− F ′ (un)− F ′′ (un) pn∥∥+ ‖F ′′ (un) pn − F ′′ (u∗) pn‖
≤ L
′
2
(∥∥un+1 − u∗∥∥+ 3 ‖un − u∗‖) ‖pn‖ .
Therefore, the lemma is proved.
The linear convergence rate is obtained in the following theorem
Theorem 3.2.19 Assume that Assumption 3.2.1 is satisﬁed and there exist positive constants , δ
such that if u0 ∈ U, ∥∥u0 − u∗∥∥ ≤  and ∥∥C0 − F ′′ (u∗)∥∥ ≤ δ.
Then the sequence of points generated by Algorithm 3.4 is well deﬁned and converges to u∗ linearly in
a neighborhood of u∗ and
‖Cn − F ′′ (un)‖ ≤ Δ for all n ∈ N,
where Δ is a positive number.
Proof. Choose  and Δ as in the proof of Theorem 3.2.15 and restrict  to be small enough such that
for any u ∈ B (u∗) , we have
‖F ′′ (u)− F ′′ (u∗)‖ ≤ L′ ‖u− u∗‖ , (3.38)
7L′ ≤ Δ, (3.39)
where L′ is the Lipschitz constant of F ′′ in U.
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Deﬁne δ := Δ/2. The proof of local linear convergence consists of showing by induction that
‖Cn − F ′′ (u∗)‖ ≤ (2− 2−n) δ, (3.40)
‖Cn − F ′′ (un)‖ ≤ Δ. (3.41)
For n = 0, it is easy to show that (3.40) and (3.41) hold. Assume that (3.40) and (3.41) are satisﬁed
for n = 0, 1, . . . , i. From the proof of Theorem 3.2.15, for n = 0, 1, . . . , i, we have (setting en = un−u∗)∥∥en+1∥∥ ≤ 1
2
‖en‖ . (3.42)
For n = i+ 1, by Lemma 3.2.18 and the induction hypothesis, we have
∥∥Cn+1 − F ′′ (u∗)∥∥ ≤ ‖Cn − F ′′ (u∗)‖+ L′
2
(∥∥en+1∥∥+ 3 ‖en‖)
(
2− 2−n) δ + 7L′
4
‖en‖ . (3.43)
By (3.42) and
∥∥e0∥∥ ≤  it follows that
‖en‖ ≤ 2−n ∥∥e0∥∥ ≤ 2−n.
Substituting this into (3.43) and using (3.39) gives
∥∥Cn+1 − F ′′ (u∗)∥∥ ≤ (2− 2−n) δ + 7L′
4
2−n
≤
(
2− 2−n + 2−(n+1)
)
δ =
(
2− 2−(n+1)
)
δ.
To complete the induction, we verify (3.41). We have∥∥Cn+1 − F ′′ (un+1)∥∥ ≤ ∥∥Cn+1 − F ′′ (u∗)∥∥+ ∥∥F ′′ (un+1)− F ′′ (u∗)∥∥
≤
(
2− 2−(n+1)
)
δ + 2−(n+1)L′
≤
(
2− 2−(n+1)
) Δ
2
+
1
3
2−(n+1)Δ
< Δ.
So (3.41) is proved. Therefore, the local linear convergence follows from Theorem 3.2.15.
Remark 3.2.20 1. For ﬁnite dimensional spaces H, we can prove that Algorithm 3.4 converges
superlinearly. The proof is similar to that of [73, Theorem 8.2.2] or [80, Corollary 4.1]. In general
Hilbert spaces H, Algorithm 3.4 can be proved to converge superlinearly under additional conditions,
see e.g. [78].
2. Similar to Broyden’s method, some other methods for approximating F ′′ might be applied, e.g. the
formulas in [28].
3.2.5 SSN and SSQN as Active Set Methods
As discussed, the semismooth Newton and quasi-Newton methods can be represented as the iteration
un+1 = un −D−11 (un)D (un) , (3.44)
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where D1 (u) = I −G (u− βF ′ (u)) [I − βC (u)]. If C (un) = F ′′ (un) for all n, then iteration (3.44) is
the semismooth Newton method, otherwise it is the semismooth quasi-Newton method.
In each iteration if the operator C (un) is splited by
C (un) =
(
MAnAn MAnIn
MInAn MInIn
)
,
then the semismooth quasi-Newton method is rewritten as follows:
un+1 =
(
un
An
−M−1
AnAn
([F ′ (un)± w]|
An
−MAnInunIn)
0
)
,
where
A
n = {k ∈ Λ : |un − βF ′ (un)|k > βωk}, In = {k ∈ Λ : |un − βF ′ (un)|k ≤ βωk}.
Naturally, two methods can also be interpreted as active set methods that are stated in Algorithm
3.5.
Algorithm 3.5 SSN and SSQN as active set methods
Input: Initial guess u0 ∈ U, choose β, set n := 0 and done:=false.
1: while n < nmax and not done do
2: Calculate the active set and inactive set
3: An+ ← {k ∈ Λ : [un − βF ′ (un)]k > βωk},
4: An− ← {k ∈ Λ : [un − βF ′ (un)]k < −βωk},
5: An ← An+ ∪ An−; In ← Λ\An.
6: Compute the residual
7: rn := D (un) ← un − Sβw (un − βF ′ (un)) .
8: if ‖rn‖ ≤  then
9: done ← true.
10: else
11: Compute C (un) and represent in the form
12: C (un) ←
(
MAnAn MAnIn
MInAn MInIn
)
.
13: Set un+1
In
← 0 and solve the equation
14: MAnAnδuAn =
⎛
⎝[F ′ (un) + w]
∣∣∣An+
[F ′ (un)− w]
∣∣∣An−
⎞
⎠−MAnInunIn
15: Compute un+1
An
← un
An
− δuAn .
16: Set n ← n+ 1
17: end if
18: end while
Output: u = un.
Remark 3.2.21 1. Algorithm 3.5 is very eﬃcient because we only solve a small linear system in
Step 14 for each iteration. Note that Step 14 requires the invertibility of operators MAnAn in each
iteration. Their suﬃcient conditions are given in Theorem 3.2.11, Theorem 3.2.13, Theorem
3.2.15 and Theorem 3.2.19.
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2. In the case MAnAn are bad-conditioned (e.g. non-invertible), instead of Step 14, we solve the
following linear system
(
MtAnAnMAnAn + ν
nI
)
δuAn =M
t
AnAn
⎛
⎝
⎛
⎝[F ′ (un) + w]
∣∣∣An+
[F ′ (un)− w]
∣∣∣An−
⎞
⎠−MAnInunIn
⎞
⎠ , (3.45)
where νn are enough small positive numbers and Mt
AnAn
is the transpose matrix of MAnAn . This
technique is used in Tikhonov regularization for linear inverse problems, see e.g. [30].
3. The stopping criterion in Step 8 can be replaced by other criteria.
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Chapter 4
Comparing Algorithms in
Numerical Examples
In this chapter, we want to implement the algorithms in previous chapter to two coeﬃcient identiﬁ-
cation problems in Chapter 2 and make a comparison among them. The domain Ω is now assumed
to be the unit ball in R2.
Note that the conditions ensuring the convergence of the algorithms are not totally fulﬁlled in two
coeﬃcient identiﬁcation problems. Some conditions are violated. For example, it is not sure that
the ﬁnal condition in Assumption 3.1.1 for the gradient-type method is fulﬁlled, and the convexity
of the objective functional in electrical impedance tomography, which is required for two accelerated
algorithms, might be violated,... However, as shown later, the algorithms still work well. Therefore, it
might be thought that the conditions proposed for the convergence of the algorithms are only suﬃcient
conditions, but not necessary.
In the following, we only consider sparsity regularization with p = 1 since it is the most interesting
case and all algorithms can be applied. In all examples, the algorithms are implemented in MATLAB
and the partial diﬀerential equations are solved by the ﬁnite element method on a mesh with 1272
triangles. Their solutions and the parameters σ are represented by piecewise linear ﬁnite elements.
About the ﬁnite element method, we refer to the books [26, 59]. The random vector R is generated
by the MATLAB function, ”randn.m”.
The algorithms are set as follow:
• Algorithm 3.1 (Alg.1), Algorithm 3.2 (Alg.2) and Algorithm 3.3 (Alg.3) with [s−1, s−1] :=
[5.10−2, 5.102].
• Algorithm 3.5 (SSQN.I) with C0 = I and Cn = snI, where sn is computed by (3.37) and
[s, s] := [5.10−2, 5.102].
• Algorithm 3.5 (SSQN.B) with C0 = I and Cn computed by Broyden’s method, where Step 14
in Algorithm 3.5 is replaced by (3.45) with νn := 10−3.
For analyzing the convergence of the algorithms to the true parameter σ∗, we use the sequence of the
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mean square error deﬁned by
MSE (σn) =
∫
Ω
(σn − σ∗)2 dx.
This term shows the convergence as well as the convergence rate of the algorithms with respect to the
L2 (Ω)−norm.
4.1 Diﬀusion Coeﬃcient Identiﬁcation Problem
We recall that the diﬀusion coeﬃcient identiﬁcation problem is to identify the coeﬃcient σ from a
measurement φδ ∈ H10 (Ω) of the solution φ in the elliptic boundary problem
− div (σ∇φ) = y in Ω, φ = 0 on ∂Ω, (4.1)
where y ∈ L2 (Ω) . Here, we assume that ∥∥φδ − φ∥∥
H1(Ω)
≤ δ.
It is already known that using sparsity regularization (p = 1), the regularized solutions are minimizers
of the problem
min
σ∈A
Θ(σ) =
∫
Ω
σ
∣∣∇FD (σ)−∇φδ∣∣2 dx+ αΦ (σ − σ0) , (4.2)
or the solutions of the equation
D (σ) := ϑ− Sβw (ϑ− βF ′ (σ)) = 0
(
β > 0, ϑ = σ − σ0) , (4.3)
where Φ (ϑ) :=
∑
k
∣∣∣〈ϑ, ϕk〉L2(Ω)∣∣∣ with the ﬁnite piecewise linear element sequence {ϕk}. Note that
Θ (σ) is set to be inﬁnity if σ /∈ A.
It has been proven that
F (σ) =
∫
Ω
σ
∣∣∇FD (σ)−∇φδ∣∣2 dx
is convex and Lipschitz diﬀerentiable with respect to the Lq (Ω′)−norm and
F ′ (σ)ϑ = −
∫
Ω
ϑ
(
|∇FD (σ)|2 −
∣∣∇φδ∣∣2) dx.
Thus, F ′ (σ) = − |∇FD (σ)|2+
∣∣∇φδ∣∣2 is a candidate for the L2 (Ω)−gradient of F. Note that F ′ might
be not equal to zero on the boundary and the diﬀerentiation problem is ill-posed [30]. Furthermore,
if the discrete computation of derivatives is applied in the algorithms, it causes the elliptic solvers
to become unstable and thus the algorithms do not work well. To overcome this diﬃculty, several
researchers have proposed some techniques, e.g. see [55, 56]. Here, based on a-prior information of
the solution σ∗ that is always greater than the background σ0, in all algorithms we cut oﬀ the values
of σn that are smaller than the background before using the solver for equation (4.1) in each iteration.
To obtain φδ ∈ H10 (Ω) we solve (4.1) with y replaced by yδ such that
yδ = y + δ
R
‖R‖L2(Ω)
, (4.4)
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where δ is a constant controlling the noise level and R is a vector of the normally distributed pseudo-
random numbers in Matlab.
For illustrating the algorithms, we take
σ∗ (x1, x2) =
{
4, (x1, x2) ∈ B0.4 (0, 0.3)
1, otherwise
, y = 4σ∗,
where Br (x1, x2) is the disk with center at (x1, x2) and radius r. Here, we set β = 10
−2, α := 5.10−4.
First, we work with exact data. Figure 4.1 shows the change of stepsizes in the algorithms. The
stepsizes in SSQN.I are typically larger than those in Alg.1. As shown in the next ﬁgure, for gradient-
type methods the larger stepsizes, the faster their convergence will be. For Alg.2, the stepsizes do not
change after some iterations. This has conﬁrmed in theory i.e. for sn ≥ L the conditions in Alg.2 are
satisﬁed automatically. Note that in all algorithms, sn are always belong to (s, s) . This observation
have also been concerned in Remark 3.1.14.
We now consider the convergence of the algorithms to regulized solutions. The decrease of Θ (σn)
and ‖D (σn)‖L2(Ω) show that the minimizing sequences converge to a minimizer of the problem (4.2).
However, the decrease of Θ (σn) and ‖D (σn)‖L2(Ω) in SSQN.I is not monotone, see Figure 4.2. Here,
the decreasing rate of the objective functional Θ (σn) in Alg.3 is faster than that of Alg.2 in the ﬁrst
iterations and they seem to be the same when n becomes large. This illustrates the results proved in
theory, i.e. they are of the order O
(
1
n2
)
. The ﬁgure also shows that the decreasing rates of Θ (σn) in
SSQN.I and SSQN.B are the same order with Alg.2 and Alg.3.
We turn to examine the convergence and convergence rate of the algorithms to σ∗, which we want
to recover. In Figure 4.2, the decrease of the sequences MSE (σn) also show that the minimizing
sequences converge to σ∗. SSQN.I converges faster than Alg.1 In the ﬁrst steps, MSE (σn) in
SSQN.B decreases faster than that in Alg.2 and Alg.3, but after that it decreases slower. The
decreasing rate of MSE (σn) in Alg.1 is the slowest. At each iteration, the value of MSE (σn) in
Alg.3 is the smallest and thus σn generated by Alg.3 is the most accurate approximation. It is clear
that the convergence rate of the minimizing sequences in two algorithms Alg.2, Alg.3 are the fastest,
they are very fast in SSQN.I and SSQN.B, and it is the slowest in Alg.1.
The bottom-right plot of Figure 4.2 shows that at the same iteration, the computational time of Alg.1,
SSQN.I and SSQN.B are similar and they are much less than those of two accelerated algorithms,
Alg.2 and alg.3.
Figure 4.1: Values of 1/sn in the algorithms; Using exact data.
The reconstructed parameters σn (n = 300) in the algorithms and the true parameter σ∗ are illustrated
in Figure 4.3. With exact data, the reconstructed parameters are very good approximations of σ∗.
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Figure 4.2: The values of ‖D (σn)‖L2(Ω), MSE (σn) and Θ (σn) in the algorithms; Using exact data.
Now, we consider the case of perturbed data. Here, we work with the data φδ such that
∥∥φδ − φ∗∥∥
H1(Ω)
=
9.85%. The diﬀerence φδ − φ∗ is plotted in Figure 4.4.
Not as the case of exact data, the stepsizes in the algorithms have changed diﬀerently. Here, the
changes of the stepsizes in Alg.1 and SSQN.I are similar and they are still belong to the interval
(s, s) . The stepsizes in Alg.2 are small and almost unchange.
In Figure 4.6 the decrease of Θ (σn) and ‖D (σn)‖L2(Ω) show that the sequences {σn} converge to a
minimizer of (4.2). However, the appearance of noise makes them not converge to the true parameter
σ∗. This is easy to see by the sequences MSE (σn) . Here, the sequences MSE (σn) in the algorithms
decrease in some ﬁrst iterations and then increase. Note that in this case, the minimizers of (4.2)
and σ∗ are diﬀerent to each other. Therefore, in the case of noisy data σn might be not a good
approximation of σ∗ when n become too large. Therefore, one stopping criterion is needed to ensure
that σn is a good approximation of σ∗.
The decreasing rate of the objective functional in the algorithms are similar to that in the case of
exact data. The computational time is also similar. Three algorithms, Alg.1, SSQN.I and SSQN.B
spend less time than two accelerated algorithms, Alg.2 and Alg.3.
Figure 4.7 illustrates σn and σ∗. Here, in each algorithm n is taken with respect to the minimum
values of {MSE (σn)}. These approximations of σ∗ are acceptable.
From our observations and analysis above, we can conclude that gradient-type methods converge very
slowly even if the stepsizes are chosen optimally. Two accelerated algorithms converge faster not only
for the objective functional but also for the minimizing sequences, especially Nesterov’s accelerated
algorithm is very robust with noise. However, two accelerated algorithms spend more time than
gradient methods for each iteration. The semismooth quasi-Newton method (SSQN.B) converges
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Figure 4.3: 3D-plots and contour plots of σ∗, σn in the algorithms; Using exact data.
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Figure 4.4: 3D-plot and contour plot of φδ − φ∗ with ∥∥φδ − φ∗∥∥
H1(Ω)
= 9.85%.
faster than gradient-type methods. Furthermore, the computational time is required less than the two
accelerated algorithms. Therefore, the semismooth quasi-Newton method is suitable for large scale
problems.
Figure 4.5: Values of 1/sn in the algorithms; Using data with 9.85% noise.
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Figure 4.6: Values of ‖D (σn)‖L2(Ω) , MSE (σn) , and Θ (σn) in the algorithms; Using data with 9.85%
noise.
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Figure 4.7: 3D-plots and contour plots of σ∗, σn in the algorithms; Using data with 9.85% noise.
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4.2 Electrical Impedance Tomography
In electrical impedance tomography, the problem is to identify an approximate parameter of σ∗ from
noisy data
(
jδ, gδ
)
of (j, g) , which is obtained from the information of the Neumman-to-Dirichlet map
NtD (σ∗) (g = NtD (σ∗) j), such that∥∥j − jδ∥∥2
H˜−1/2(Γ) +
∥∥g − gδ∥∥2
H˜1/2(Γ)
≤ δ2.
Applying sparsity regularization (p = 1), regularized solutions are minimizers of the minimization
problem
min
σ∈L2(Ω)
Θ(σ) = F (σ) + αΦ
(
σ − σ0) , (4.5)
or solutions of the equation
D (σ) := ϑ− Sβw (ϑ− βF ′ (σ)) = 0
(
β > 0, ϑ = σ − σ0) , (4.6)
where
F (σ) :=
∫
Ω
σ
∣∣∇ (FN (σ) jδ − FD (σ) gδ)∣∣2 dx, (4.7)
Φ (ϑ) :=
∑∣∣∣〈ϑ, ϕk〉H1(Ω)∣∣∣ , (4.8)
and {ϕk} is the sequence that consists of the ﬁnite piecewise linear elements. Here, we have set Θ (σ)
equal to inﬁnity if σ /∈ Aad.
As concerned previously, the choice of the current j is crucial and heavily aﬀects the reconstruction
of σ∗. Here, j is chosen to be the optimal current as follows
j = argmaxf∈L2(Γ),‖f‖=1
∥∥NtD (σ∗) f −NtD (σ0) f∥∥2
L2(Γ)
.
In our computation, j is computed approximately by jN with N = 500, where jn is obtained from
the iteration
jn+1 =
A∗A jn
‖A∗A jn‖L2(Γ)
with A := NtD (σ∗)−NtD (σ0) ,
and j0 is equal to 1 on the upper half of circle and −1 on the left. For more information of optimal
currents, we refer to [52] and the references therein.
Noisy data
(
jδ, gδ
)
is then taken by jδ = jN , g = NtD (σ∗) jN and
gδ = g + δ
R
‖R‖L2(∂Ω)
,
where δ is a constant controlling the noise level and R is a vector of the standard normal distribution.
It is known that F (σ) is Lipschitz diﬀerentiable with
F ′ (σ)ϑ = −
∫
Ω
ϑ
(∣∣∇FN (σ) jδ∣∣2 − ∣∣∇FD (σ) gδ∣∣2) dx.
Similar to the diﬀusion coeﬃcient problem, using the L2(Ω)-derivative
F ′ (σ) = − ∣∣∇FN (σ) jδ∣∣2 + ∣∣∇FD (σ) gδ∣∣2
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makes the algorithms disconverge. Here, we replace F ′ by the Sobolev-gradient F ′s that is the solution
of the equation
− div (σ∇F ′s) = F ′ in Ω, F ′s = 0 on ∂Ω.
For more detail about Sobolev-gradient, we refer to [56] and the references therein. Note that by
running the algorithms, we have seen that the technique of cutting the gradient used for the diﬀusion
identiﬁcation problem does not work for this problem.
We emphasize that the conditions of the convergence of the algorithms are diﬃcult to be shown in this
problem. However, the numerical example will show that the most of algorithms still work well. The
replacement of the gradient also changes the converegence rates of the algorithms. We will examine
the performance of the algorithms in the following example.
We set β = 10−2, α := 5.10−3 and assume that
σ∗ (x1, x2) =
{
6, (x1, x2) ∈ B0.3 (0.3, 0)
1, otherwise
.
The exact data (j, g) :=
(
jN , g
)
and noisy data
(
jδ, gδ
)
:=
(
jN , gδ
)
are illustrated in Figure 4.8. Here,
we have ∥∥j − jδ∥∥
L2(Γ)
+
∥∥g − gδ∥∥
L2(Γ)
≈ 0.05.
Figure 4.8: Optimal current jN , exact Dirichlet data g and noise Dirichlet data gδ with δ = 0.05.
Figure 4.9: Values of 1/sn in the algorithms; Using exact data.
We ﬁrst consider the performance of the algorithms with the exact data
(
jN , g
)
. Figure 4.9 shows
that the stepsizes in Alg.1 are larger than those in SSQN.I and they are almost equal to s−1.
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Note that the intervals [s, s] in two algorithms have been chosen diﬀerently. Since the stepsizes in
Alg.1 are larger than those in SSQN.I, Alg.1 is faster than SSQN.I. Here, the convergence of two
algorithms depend on the choice of the interval [s, s]. We have tried, for example, SSQN.I under
setting [s, s] = [2.10−3, 2.10] (as for Alg.1) do not converge. Similarly, Alg.1 under setting s = 10−3
also disconverges.
In Figure 4.10, the decrease of MSE (σn) shows that σn in the algorithms tend to σ∗ very slowly in
the ﬁrst iterations and after that they go away. The decreasing rates of the objective functional in the
algorithms are very slow, too. Here, Alg.1 is faster than Alg.2, SSQN.I and SSQN.B. However, Alg.3
is still fastest. These observations show that using the Sobolev-gradient instead of the L2−gradient
not only smooth the recovered solutions but also changes the search direction. Thus, Alg.1 now turns
to an accelerated version of the gradient method, while SSQN.B using Sobolev-gradient canceled its
advantage.
In electrical impedance tomography, it is very hard to obtain accurate approximations of σ∗, especially
using only one (optimal) current in our setting. With exact data, the values of MSE (σn) in the
algorithms are very large and decrease very slowly in the ﬁrst iterations and then they increase. The
values of objective functional decrease slowly as well. From Figure 4.10, it seems that we cannot
obtain an approximation σn of σ∗ such that MSE (σn) < 4.
Figure 4.12 presents the physical conductivity σ∗ and the recovered solutions σn in all algorithms. It
is easy to see that the algorithms located the inhomogeneous part of the conductivity σ∗ very well,
but it is more diﬃcult to recover accurately the values of σ∗.
Figure 4.10: Values of ‖D (σn)‖L2(Ω) , MSE (σn) and Θ (σn) in the algorithms; Using exact data.
Now, we consider the case of perturbed data
(
jN , gδ
)
plotted in Figure 4.8. Similar to the exact
data case, the sequences MSE (σn) decrease very slowly in the ﬁrst iterations and then they increase.
Their values are still large as well. The objective functional Θ (σn) decreases monotonically, but very
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Figure 4.11: Values of ‖D (σn)‖L2(Ω) , MSE (σn) and Θ (σn) in the algorithms; Using data with 5%
noise.
slowly.
Figure 4.13 illustrates σ∗ and σn in the algorithms using noisy data
(
jN , gδ
)
. With 5% noise, the
algorithms can still recover the conductivity σ∗ very well when they are compared with the case of
the exact data.
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4.2. Electrical Impedance Tomography
Figure 4.12: 3D-plots and contour plots of σ∗, σn in the algorithms; Using exact data.
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Figure 4.13: 3D-plots and contour plots of σ∗, σn in the algorithms; Using data with 5% noise.
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Conclusions
We have ﬁrst investigated sparsity regularization for two parameter identiﬁcation problems. For these
problems, sparsity regularization incorporated with the energy functional approach was analyzed.
In diﬀusion coeﬃcient identiﬁcation problem, the regularized problem was proven to be well-posed
and convergence rates of the method was obtained under the simple source condition. An advantage
of the new approach is to work with a convex and weakly lower semicontinuous functional. Therefore,
the problem can be solved numerically by the fast algorithms and the proof of the well-posedness
is obtained without further conditions. Another advantage is that the source condition of obtaining
convergence rates is very simple. We want to emphasize that our source condition is the simplest
when it is compared with the others in the least squares approach. We do not need the requirement
of smallness (or generalizations of it) in the source condition.
Not as above problem, in electrical impedance tomography, although sparsity regularization incorpo-
rated with the energy functional approach are applied, we can not sure about the convexity of the
energy functional. In order to obtain the well-posedness of the method, we have required some regu-
larity properties of the recovered parameter. For this problem, the convergence rates of the method
have obtained as well. However, the source condition is not as simple as that in the previous problem.
Secondly, we have also proposed the iterative methods for the minimization problem arising from
sparsity regularization of nonlinear inverse problems.
A gradient-type method has been proven to converge for the non-convex minimization problem under
certain conditions. A choice of eﬃcient heuristic step-sizes has been analyzed as well. In the special
case when the minimization problem is convex, two accelerated versions have proposed and their
convergence have been proved. The decreasing rates of the objective functional in two accelerated
algorithms are O( 1n2 ) with n being the number of iterations. This order of convergence rate is known
to be the best for the algorithms based on the ﬁrst-order schemes.
Other iterative methods considered are the semi-smooth Newton and quasi-Newton methods. We
have proposed conditions to obtain the convergence and the convergence rate of two methods. Note
that the semi-smooth Newton method is diﬃcult to implement in practice since it relates to the
computation of the second derivative, which is very hard in application. To overcome, we replaced the
second derivative by its approximations, which leads to the semi-smooth quasi-Newton method. Some
conditions for the convergence of the semi-smooth Quasi-Newton method are given. Furthermore, two
speciﬁc cases of the method have been proposed and their convergence have been proven.
All algorithms have been applied to the two parameter identiﬁcation problems. The examples have
showed that the algorithms work very well. It also pointed out that the conditions for the convergence
of the algorithms proposed in the thesis are only suﬃcient, but they are not necessary. The algorithms
have worked well even though some of the conditions are violated.
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On the other hand, the numerical examples showed that both parameter identiﬁcation problems are
very ill-posed, specially electrical impedance tomography. The algorithms did not converge when the
L2(Ω)−gradient is used (more exactly, the candidate of the L2(Ω)−gradient is used). For using the
algorithms, we need to use a prior information of recovered parameters or use the Sobolev-gradient
instead of the L2(Ω)−gradient. Note that using the Sobolev-gradient made the recovered parameters
smoothed, but it made the algorithms more stable and accelerates the gradient-type method as well.
There are several possible directions for further work. For example, sparsity regularization incorpo-
rated with the energy functional approach could be investigated for other problems and all algorithms
in the thesis can be generalized to some other types of minimization problems. Especially, some other
speciﬁc cases of the semismooth quasi-Newton method need further consideration.
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