Modelling techniques are being developed with the aim of reducing rhe cost and time associated with the development of new alloys for critical aerospace components. In this paper the yield and tensile strengths of commercial polycrystalline wrought Nibase superalloys are modelled using an artificial neural network technique. Neural networks of this type are capable of realising a great variety of non-linear relationships of considerable complexity. They are 'trained' using existing experimental data which is presented to the network in the form of input-output pairs, thus the optimum relationship is found between the tensile properties and those parameters which are considered to be of importance. Through a series of tests it was found that with appropriate training a neural network can reliably reproduce metallurgical experience and knowledge. These results demonstrate that neural network models could be successfully used in the development of new alloys, reducing the amount of experimental work required and thus the time taken for a new alloy to be introduced into service.
Introduction
The yield and tensile strengths of nickel-base superalloys are fundamental design parameters in the manufacture of aerospace components. Today's highly alloyed, complex superalloys derive their outstanding tensile properties from a combination of several principal strengthening mechanisms (1): solid solution (2-5), precipitation (6) (7) (8) and grain boundary (9,lO) strengthening. Consequently, there are a large number of variables that can influence these tensile properties. This complexity in the nickel superalloy system makes them very useful in the aerospace industry, but at the same time very difficult to design. Quantitative models can be very useful in this respect, assisting the development of new alloys by reducing the need for experimental work. Although many mechanisms are known to contribute to the Superalloys 1996 strength of Ni-base superalloys it has not yet been possible-to incorporate these mechanisms into a single model capable of predicting the tensile properties of complex industrial alloys. Already there is a vast experimental database for these properties, both in the published literature and in industrial data banks. This paper presents an investigation into the development of quantitative models of the tensile properties of Ni-base superalloys using an artificial neural network.
An artificial neural network is a computer intensive blind modelling technique which has the ability to recognise patterns in complex and often noisy experimental data (11,12). They first emerged as self learning tools in the early 1940's inspired by the architecture and learning capacity of the brain. Considerable development has occurred since then resulting in a wide range of neural network applications such as image and speech recognition, on-line control engineering, medicine, business and finance and many others (13).
Neural Network Approach
Neural networks are parameterized non-linear models used for empirical regression and classification modelling. Their flexibility enables them to discover more complex relationships in data than traditional statistical models which often assume a linear dependence of the predicted 'output' variable on the given 'input' variables. Neural networks are able to implement more general (and more complex) non-linear relationships thereby finding the optimum relationship automatically, irrespective of the complexity with which the variables may be associated. Only the input and, output data must be presented to the network, which is a major advantage compared to traditional regression analysis where a prior choice of relationship must be made.
A neural network is composed of an interconnected array of simple processing units, referred to as nodes, arranged in a pattern analogous to the network of neurons and synapses in the brain.
The strength of the neural network lies in the large number of connections, each having an associated weight or strength which is adapted during training to improve performance. While the behaviour of a single node is relatively simple, the systematic behaviour of the nodes can be very sophisticated.
A network of the type shown in fig. 1 Each hidden node receives a contribution from every input node, Xi modified only by the connection weights, WV The contributions are summed and passed through a non-linear 'sigmoidal' transfer function giving a node output h; where 0, is a constant bias term. The non-linear nature of this function is necessary for the algorithms used during the training process (12). This sum, hj is then passed on to the output node. At the output layer a linear transfer is performed giving an output y:
As with regression analysis the neural network solution can be summarised by a series of coefficients or weights and a specification of the type of function relating the inputs to the output.
The connection weights are determined through a supervised 'training' process where real experimental data sets are presented to the network as mod+ input -target output pairs. In response, the weights are adapted through a minimisation of a regularised sum of squared errors, M(w) where:
where
where t is the target output, y is the network output, n is the number of training data set, wk is a network weight, k is the number of weights of connections coming from all the input nodes. a and fi are regularising constants. The objective function M(w)
consists of two terms Et and E,,,. Et is a measure of the error in the network, that is the difference between the target output, t and the network output, y summed over all the data points in the training set. The second term E+,, is designed to reduce the detrimental effect of any input variables present which do not affect the output. Further details of this procedure are described in more detail elsewhere (12, 14, 15) . Thus the optimum non-linear interpolant that tits the data well is found. The integrity of a trained network lies in its ability to generalise, that is its performance on the actual problem once training is complete. Blind modelling of this type can be susceptible to over representation in which even interpolation becomes dangerous. In effect, the network learns the data used in the training process but not the general principles controlling the output. Obviously the complexity of the model is dependent on the number of hidden layer nodes and the regularisation constants a and p. The effect of hidden layer size on generalisation is shown schematically in fig.2 . If too few nodes are used, fig.a(a) , then the network may not train or will form a very simplistic model which does not represent the data well. Conversely, if too many nodes are used, fig.2(a) , specific examples in the training set will be learnt and the resulting network will not generalise. Therefore an optimal number of nodes must be selected, fig.2(b) .
Traditionally the danger of over representation is reduced by dividing a given data base into two representative sets. The network is then trained on one set and subsequently tested on the other to assess the networks generalisation. In addition, MacKay (14,15) has developed a neural network method which incorporates a Bayesian statistical framework allowing objective choices of the network parameters such as hidden layer size and regularisation constants. Therefore, the model complexity can be controlled thus enabling a network to be trained and used more efficiently and successfully. Using this method it is also possible to automatically identify which of the many possible input parameters are in fact important in the regression.
Once the network has been fully trained, estimation of the output for any given set of inputs is very rapid. These predictions are accompanied by error bars which depend on the specific position in input space, quantifying the model's certainty about its predictions. This is a further advantage over traditional regression analysis where a single global error bar is calculated.
Neural Network Modelling of Mechanical Pronerties
A large computer data base was assembled for the yield strength and ultimate tensile strength (UTS) for a range of commercial, wrought, polycrystalline alloys tested over a range of temperatures (16). The input parameters were the alloy chemistry (e.g. wt.% Al, Ti, Cr etc.) and temperature. This normalisation process can be expressed quantitatively as:
x, = x -Xmin -0.5 (4) %?ZLX -Xmin where x, is the normalised value of x, x,in and x,,, are the minimum and maximum values of x in the entire data set as listed in table I.
The database consisted of -200 points of which 100 were used to train the network and the remaining data points reserved to test the trained network. The training and test data were randomly taken from the master database. The size of the hidden layer was varied between 2 and 8 bidden nodes. Every network size was trained several times, each with a different set of initial random weights.
The performance of each network was quantified by calculating the root mean squared (RMS) error in the predicted output for both the training and test set. The RMS error is given by:
where IZ is the number of data points, t is the target experimental output and y is the output of the trained network, Table I : Range of input and output data included in the data base. All compositions are given in wt.%.
Results and Discussion
As expected the performance on the training set for both networks is improved with hidden layer size, figs.3&4. The network outputs approach the target experimental results as the complexity of the network increases. However, more importantly the RMS error in the test set also decreases with increasing network size reaching an asymptotic limit at about 6 hidden nodes in both models, beyond which the model does not improve with increasing complexity. Therefore the optimum solution, with best generalisation, was selected as models with 6 hidden nodes. The yield and tensile strength data of these alloys have been modelled within an error of 60 and 70 MPa respectively. The level of agreement achieved in both the training and test set is shown in figs.5&6, each predicted value is accompanied by a Z!Z lo error bar. space and is a measure of how well the model is defined for that given set of input variables. A proportion of the noise in the models is believed to be real noise, that is, deviations in the tensile data which are not fully explained by the input parameters. It is believed that this could be reduced by inclusion of additional microstructural input parameters such as the y volume fraction, size and grain size (17).
The trained models were then subjected to a variety of metallurgical tests to check they had learnt the correct science rather than nonsensical trends. Fig.7 illustrates the model perceived "significance" of each input variable in both datasets. This can be considered as a partial correlation coefficient, that is it indicates the fraction of variation explained by each input variable. Not surprisingly temperature is found to be the most significant input variable; the variation in temperature from 25-1100°C in the dataset is expected to lead to significant changes in microstructure as at elevated temperatures (>6OO"C) superalloys are chemically dynamic systems, the phases constantly reacting and interacting (18). The significant alloying elements identified by the network successfully reflect the active strengthening mechanisms in the superalloy system. Precipitation strengthening of the y matrix by y' is the dominant strengthening mechanism in the majority of superalloys and hence the predominant y formers Ti, Al and Nb are found to be the most significant alloying elements. Significant contributions are also made by MO and W the solid solution strengthening elements, at elevated temperatures (>0.6Tm, where Tm is the absolute melting temperature) y strengthening is also diffusion dependent therefore MO and W are also beneficial due to their low diffusivity in the nickel rich matrix. Minor effects of C, B and Fe are also detected.
The physical significance of the models was further tested by performing a series of predictions to investigate the sensitivity of yield strength and UTS to compositional and temperature variations. A selection of 'experiments' are shown in figs8(a-d) . All predictions are accompanied with +lo error bars. These predictions are similar to the matrix of experimental alloys prepared and tested during the design of a new alloy.
The temperature dependence of the tensile properties of superalloys is correctly predicted as shown in fig.g(a) . The softening of the y matrix is offset by the remarkable reversible increase in strength of v with increasing temperature (19.,20). It was perhaps surprising that Ti received such a high significance value compared to Al the other major 'y' forming element, fig.7 . The relative strengthening effect of Ti and Al was investigated by systematically altering the ratio of Al to Ti atoms in a superalloy. In the test series the total Al + Ti content was kept constant, thus the total fraction of y is approximately unaltered.
An increase in Ti/Al ratio is predicted to increase both the yield and tensile strength as shown in fig.8(b) . This predicted trend is in agreement with experimental results of Miller and Ansell (21) on a Ni-lSCr-Mo alloy. Substitution of Ti atoms for Al atoms in the 1/ lattice increases both the v lattice parameter, thereby increasing the lattice misfit (22) and the anti-phase boundary energy (23) of 'I', both of these effects result in an increased y' strengthening contribution as described by coherency and order hardening theories. The predicted effect of MO on the room temperature tensile properties of a typical Ni-base superalloy, namely Astroloy is shown in fig.8(d) . It is evident that additions of MO increase both the yield and tensile strength of the alloy, a 5wt.% increase in the MO content leads to a predicted increase of -2OOMPa in yield and tensile strength. There are several well documented theories to account for the strengthening effect of MO relating to the atomic diameter oversize (3,4) and elastic modulus change (5) when an alloying element is introduced into the matrix and it's position in the periodic table (26) , all of which have the net effect of impeding dislocation motion thereby increasing the strength. Decker (2) estimated the potency of solid solution elements present in the y matrix and concluded that MO contributes strongly, as predicted. These results reveal the potential of these models as predictive alloy design tools, reducing the cost and time associated with experimental work.
