Abstract-Studies associating changes in the levels of multiple biomolecules including proteins, glycans, glycoproteins, and metabolites with the onset of cancer have been widely investigated to identify clinically relevant diagnostic biomarkers. Advances in liquid or gas chromatography mass spectrometry (LC-MS, GC-MS) have enabled high-throughput qualitative and quantitative analysis of these biomolecules. While results from separate analyses of different biomolecules have been reported widely, the mutual information obtained by partly or fully combining them has been relatively unexplored. In this study, we investigate integrative analysis of proteins, N-glycans, and metabolites to take advantage of complementary information to improve the ability to distinguish cancer cases from controls. Specifically, support vector machinerecursive feature elimination algorithm is utilized to select a panel of proteins, N-glycans, and metabolites based on LC-MS and GC-MS data previously acquired by the analysis of blood samples from two cohorts in a liver cancer study. Improved performances are observed by integrative analysis compared to separate proteomic, glycomic, and metabolomic studies in distinguishing liver cancer cases from patients with liver cirrhosis.
I. INTRODUCTION

C
HARACTERIZING the association of biomolecules such as proteins, glycans, glycoproteins, and metabolites with cancer has proven to be a promising strategy to discover candidate biomarkers. Glycosylation is one of the most common posttranslational modifications of proteins. Altered patterns of glycosylation have been associated with various diseases and many currently used cancer biomarkers. In particular, protein glycosylation is relevant to liver pathology because of the major influence of this organ on the homeostasis of blood glycoproteins. Characterizing glycan modifications of proteins in complex proteomes is challenging as glycosylation can occur on multiple sites of peptides involving the attachment of different glycans to each site. An alternative strategy to the analysis of glycoproteins is the study of proteins and protein-associated glycans [1] , [2] . Metabolites are molecular fingerprints of what cells do at a particular point in time; they can reveal early signs of cancers when the chances for cure are the highest. Because these biomolecules are members of strongly intertwined biological pathways and are highly interactive with each other, integrative analysis offers a great opportunity to help interpret such interactions and to identify reliable biomarkers. We previously performed separate analyses of proteins and N-linked glycans released from proteins in blood by using liquid chromatography coupled with mass spectrometry (LC-MS) [3] . Also, we used gas chromatography coupled with mass spectrometry (GC-MS) to analyze metabolites in blood [4] . We detected proteins, N-glycans, and metabolites significantly altered in hepatocellular carcinoma (HCC) cases compared to patients with liver cirrhosis using univariate statistical methods. However, multivariate statistical or machine learning methods are desirable to improve the ability to discriminate the cases from controls by taking advantage of the mutual information within the molecules detected by a single omic study as well as the combination of molecules from multiple omic studies. The integrative analysis will allow us to investigate if the synergy of the three omic studies leads to improved performance in distinguishing cases from controls compared to the a single omic study. We recently reported improvement achieved in discriminating HCC cases from cirrhotic controls using a panel of proteins and N-glycans selected by integrating proteomic and glycomic datasets [5] .
In this paper, we consider three datasets we previously generated by proteomic, glycomic, and metabolomic analysis of blood samples from HCC cases and patients with liver cirrhosis to identify proteins, N-glycans, and metabolites that are significantly altered in HCC versus cirrhosis. The goal of this study is to evaluate the improvement in disease classification achieved by integrating the data from the three studies. To select multiomicbased features that lead to highly discriminant classification, we used a model, in which feature selection and classification methods are embedded. To accomplish this, we chose support vector machine-recursive feature elimination (SVM-RFE) [6] due to its wide application and flexibility to use as an embedded method that helps to recognize relevant patterns in the feature space, while reducing dimensionality to overcome the risk of overfitting. Through a 10-fold cross-validation, we evaluated the classification performances of the features selected from each omic study as well as the combined features. In addition, we split the samples into training and test sets to evaluate the performance of the selected features on an independent set. We observed that improved performances can be achieved through the integrative analysis compared to a single omic study.
The remaining part of this paper is organized as follows. Section II briefly summarizes the experimental design used for acquisition of proteomic, glycomic, and metabolomic datasets. Also, this section describes our feature selection and disease classification methods based on datasets acquired by the three omic studies. Section III presents the results we obtained in selecting optimal features from each omic study as well as the integrated multiomic dataset. Section IV concludes the paper with summary and future goals.
II. MATERIALS AND METHODS
A. Experimental Design
The proposed integrative analysis is performed on LC-MSbased proteomic and glycomic datasets and GC-MS-based metabolomic dataset we acquired by the analysis of blood samples from HCC cases and patients with liver cirrhosis recruited in Egypt and the U.S. [7] , [8] . The participants in Egypt and the U.S. were recruited through protocols approved by the Ethics Committee at Tanta University Hospital and the Institutional Review Board at Georgetown University, respectively. Specifically, adult patients were recruited from the outpatient clinics and inpatient wards of the Tanta University Hospital (TU cohort) in Tanta, Egypt, and from the hepatology clinics at MedStar Georgetown University Hospital (GU cohort) in Washington, DC, USA. The TU cohort consists of a total of 89 subjects (40 HCC cases and 49 patients with liver cirrhosis), and the GU cohort comprises of 116 subjects (57 HCC cases and 59 patients with liver cirrhosis). Fig. 1 depicts the overall workflow of our experimental design. Briefly, targeted quantitative analysis of selected proteins and N-glycans in blood samples was performed by multiple reaction monitoring using a Dionex 3000 Ultimate nano-LC system (Dionex Sunnyvale, CA) interfaced to TSQ Vantage mass spectrometer (Thermo Scientific, San Jose, CA). The targets were selected from our previous LC-MS-based untargeted proteomic and glycomic analyses and by text mining. Also, metabolites selected from a previous untargeted study were subjected for a targeted analysis in blood samples by selected ion monitoring using an Agilent 7890A GC interfaced to a single quadrupole Agilent 5975C MSD (Agilent Technologies, Santa Clara, CA). The datasets from these omic studies were analyzed using Skyline [9] , GPA [10] , and SIMAT [11] , respectively. Results from univariate statistical analysis have been previously reported in [4] , [7] , and [8] . In the following section, we introduce how we integrate the three datasets for feature selection that lead to improved performance on disease classification.
B. Feature Selection and Classification
Feature selection techniques can be generally organized into three categories: filter, wrapper, and embedded methods [12] . Filter methods are efficient and scalable to high-dimensional data analysis; however, they ignore feature dependences and the interaction with the classifiers. Wrapper methods consider the model hypothesis search within the feature subset selection. A common drawback of these methods is that they have a higher risk of overfitting issue than filter methods and are very computationally intensive. Embedded methods have the advantage that they include the interaction with the classification model, while at the same time being far less computationally costly than wrapper methods. Because a thorough comparison among various feature selection methods and classifiers or determination of the most suitable ones is not the primary goal of this paper, we chose an embedded method implemented in SVM-RFE due to its wide application and flexibility for high-dimensional data. Linear SVMs were trained to classify samples in case and control groups using features from each of the three omic studies (proteomics, glycomics, and metabolomics) separately and by combining features from the three. Equation (1) presents the decision function in SVM model for an input sample x t :
The feature weight vector w determined by support vectors is used as a feature ranking criterion by the recursive feature elimination (RFE) algorithm [6] . SVM-RFE eliminates redundant features iteratively and yields better and more compact feature subsets. The major steps include: 1) training the SVM classifier; 2) ranking the features according to weight vector w of the learned SVM; 3) eliminating features with the smallest ranking criterion; 4) retraining SVM model with the remaining features; 5) estimating the performance of the model using cross-validation to check if the optimal subset is obtained. In this paper, we applied SVM-RFE to select highly discriminative sets of proteins, N-glycans, and metabolites as well as features selected from an integrated set consisting of proteins, N-glycans, and metabolites. At each iteration, we started from the entire feature list, trained an SVM classifier with linear kernel, and estimated the average classification accuracy based on a 10-fold cross-validation. The feature with minimum weight assigned by the classifier was removed at the end of each iteration until the feature subset was empty. Additionally, we split the samples into training and test sets. The performance of the features selected using the training set was evaluated on the test set.
III. RESULTS AND DISCUSSION
A. Integrative Analysis of Proteins and N-Glycans
We first perform the integrative analysis between proteomic and glycomic datasets with regards to their biological relations (i.e., glycosylation). Additional integration of metabolomic dataset is evaluated in the second part to further elucidate of the benefit of integrative analysis.
Datasets from targeted analyses of 101 proteins (represented by Uniprot IDs) and 82 N-glycans (characterized by the number of five monosaccharides: GlcNAc, mannose, galactose, fucose, and NeuNAc) were considered here for integrative analysis. We used SVF-RFE to select the most relevant features based on the analysis of the two separate datasets obtained from targeted analysis of proteins and N-glycans and a third dataset obtained by concatenating the two datasets. Fig. 2(a) depicts the distributions of the LC-MS datasets from the proteomic and glycomic studies. Fig. 2(b) presents the log-transformed datasets that resemble normal distributions. To make the two datasets compatible for integration, we performed Z-score normalization [see Fig. 2(c) ]. This step ensures features from protein and glycan lists are treated equally in the feature selection procedure by SVM-RFE.
Separate SVM-RFE models were trained for each of the three datasets. We started from the whole feature list in each dataset, and eliminated one feature in each iteration step till feature set was empty. At each step, we randomly partitioned the samples into ten subsets. We tested the performance of classifying one of the ten subsets using the SVM classifier trained based on the other nine subsets. The average classification performance (i.e., accuracy, sensitivity, and specificity) was evaluated at each iteration step. Fig. 3 (a) and (b) depicts the classification accuracy achieved at each iteration step for the top 50 features selected from the three datasets in the TU and GU cohorts, respectively. Also, the figure shows the optimal number of features that leads to the best classification accuracy. We observed that, in most iteration steps, features selected from the integrated dataset yield higher accuracies compared with the same number of features selected from either the glycomic or proteomic dataset.
Receiver operating characteristics (ROC) curves were estimated by varying the SVM threshold parameter (y r =ŵ · x − b). The 95% confidence intervals of area under the ROC (AUC) were calculated using bootstrap method with 1000 resampled replicates. Table I shows the disease classification performance with optimal subset of features in each dataset of the TU cohort. As shown in the table, SVM-RFE selected 29 out of 82 N-glycans and 15 out of 101 proteins as the optimal number of features. Among these, 13 glycans and 5 proteins were also selected as significantly altered in cases versus controls through univariate statistical test [7] , [8] . Out of 183 integrated features, 7 proteins and 2 N-glycans in a panel were selected by SVM-RFE. The panel includes two that were also found significant in the univariate statistical analysis. The integrative analysis led to a significantly smaller number of features with a slight improvement on the disease classification accuracy compared to those selected by analysis of individual datasets. This phenomenon is observed consistently across the entire iteration steps, as illustrated in Fig. 3(a) . Similar results are obtained in the GU cohort (see Table II ), in which SVM-RFE selected 18 proteins and 5 N-glycans in a panel yielded better performance than 22 proteins or the 8 glycans selected by the analysis of individual datasets. Among the 23 features selected by the integrative analysis, 4 N-glycans and 10 proteins were also reported as significant by univariate statistical analysis. As shown in Fig. 3(b) , the integrative analysis yielded improved performance compared to the analysis based on the individual datasets in the majority of the iteration steps. In both the cohorts, we captured features with synergic contributions to the discrimination, which provide complementary information to univariate analysis. Although we did not observe overlapping features between the optimal sets of features in TABLE II  PERFORMANCE COMPARISON BASED ON THE OPTIMAL NUMBER OF FEATURES  SELECTED IN THE GU COHORT   TABLE III  PERFORMANCE COMPARISON ON THE TOP RANKING FIVE FEATURED  SELECTED IN THE TU COHORT the two cohorts, we were able to achieve AUCs greater than 0.73 when we trained SVMs based on the data the integrated panel learned from TU cohort and tested it on the GU cohort, and vice versa. In addition, we investigated the performance for each dataset by setting the feature size to five. We compared the performances of the best five features selected by SVM-RFE from each of the three datasets. While the integrative analysis outperformed the analysis based on individual dataset in TU TABLE IV  PERFORMANCE COMPARISON ON THE TOP RANKING FIVE FEATURED  SELECTED IN THE GU COHORT   TABLE V  PERFORMANCE COMPARISON BASED ON THE OPTIMAL NUMBER OF FEATURES  SELECTED IN THE TU COHORT cohort (see Table III ), both the integrated features and the protein features led to similar performances in the GU cohort (see Table IV ).
B. Integrative Analysis of Proteins, N-Glycans, and Metabolites
We present here the improvement in disease classification by including a dataset from a targeted analysis of 50 metabolites in blood samples. Thus, a total of 233 features (101 proteins, 82 N-glycans, and 50 metabolites) were considered for integrative analysis. The same normalization method was applied when merging features from the new dataset. Table V presents the performance of features selected by SVM-RFE from the metabolites only and the improvement achieved by combining the metabolites with proteins and glycans in the TU cohort. From the 50 metabolites, SVM-RFE selected 14 that showed better performance than those selected from the protein and N-glycan list presented in Table I on the same TU cohort representing 89 participants. A panel consisting of ten proteins, five glycans, and six metabolites selected from the integrated dataset outperformed all other panels selected by SVM-RFE from single omic dataset or by combining proteomic and glycomic datasets. Fig. 4(a) shows the classification accuracy at each iteration step for the top 50 features from three single datasets and two integrated datasets. We observe that the two integrated datasets (colored in red and magenta) have overall higher classification accuracies than any of the single omic datasets. Although the addition of metabolites to proteins and N-glycans did not improve the classification accuracy when relatively smaller number of features are selected, a more stable and discriminative performance is achieved as the feature size increases. We also evaluated the classification performance of the list concatenated from three feature subsets selected by SVM-RFE separately (i.e., 29 N-glycans, 15 proteins, and 14 metabolites). This approach resulted in a classification accuracy of 0.79 and an AUC of 0.94 with 95% CI at (0.86, 0.97), which is worse than the performance of 21 features selected by combining the three omic datasets prior to application of SVM-RFE as presented in Table V .
We performed integrative analysis of proteomic, glycomic, and metabolomics datasets acquired by analysis of blood samples from 44 subjects in the GU cohort. Since the number of overlapping samples in the three omic datasets is different from the number of overlapping proteomic and glycomic datasets reported in Tables II and IV , we repeated all multivariate analyses for appropriate comparison. Table VI presents the performances of features selected from each of the three datasets as well as two integrated datasets. A panel of ten features consisting of four proteins, three N-glycans, and three metabolites led to the best performance. Seven of these ten features were also reported previously to have shown statistically significant changes in HCC versus cirrhosis [4] , [7] , [8] . As illustrated in Fig. 4(b) , features selected from integrated datasets tend to have the best classification accuracy in most iterations. Integration of metabolites with proteins and N-glycans improves the classification accuracy as the number of features increases. Concatenating the three proteins and ten N-glycans, with the four metabolites selected independently from each omic dataset achieves a classification accuracy of 0.97 and an AUC of 0.99, which is about the same performance obtained by the ten features selected from the integrated omic dataset in the GU cohort, which resulted in accuracy of 0.98 and AUC of 0.99.
We would like to emphasize that the performance evaluations presented in Tables V and VI Less sensitivity and specificity are expected when the selected features are tested on an independent set due to potential overfitting issue. To address this, we evaluated the model performance by using 70% of samples (balanced in case and control groups) as a training set and the remaining 30% as a testing set. When selecting features, we used the same 10-fold cross-validation on the 70% of samples (nine subsets for training, the remaining one for validation). Though the classification accuracies on the testing set using selected features decrease in both cohorts, improved classification performance is observed by using the integrative analysis compared to a single omic study (see Table VII ).
IV. CONCLUSION
In this study, we investigated the benefit of an integrative analysis of proteomic, glycomic, and metabolomic datasets in improving our ability to distinguish HCC cases from patients with liver cirrhosis. Through SVM-RFE, a panel of features was selected from 101 proteins, 82 N-glycans, and 50 metabolites acquired by targeted analysis of blood samples using LC-MS and GC-MS. Complementary to univariate statistical methods, the integrative analysis utilizes mutual information among features to select a panel of features with improved ability to discriminate biologically distinct groups. In this study, we observe that features selected by merging the proteomic, glycomic, and metabolomic datasets lead to better disease classification accuracy compared to those selected from one or two of the three datasets. We would like to emphasize that the improvement achieved by the integrative analysis was observed not only in using SVM-RFE, but also through other methods such as a sequential feature selection coupled with quadratic discriminant analysis. We believe that integration of multiomic data by multivariate statistical or machine learning methods, combined with pathway-centric and network-based approaches, will help not only in identifying a panel of biomarkers that leads to improved diagnosis but also in gaining insight into the molecular mechanisms of cancer.
