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ABSTRACT: The recent application of reliability analysis to controller synthesis has created the need for a 
computationally efficient method for the estimation of the first excursion probabilities for linear dynamical 
systems in higher dimensions. Simulation methods cannot provide an adequate solution to this specific appli-
cation, which involves numerical optimization of the system reliability with respect to the controller parame-
ters, because the total computational time needed is still prohibitive. Instead, an analytical approach is pre-
sented in this paper. The problem reduces to the calculation of the conditional upcrossing rate at each surface 
of the failure boundary. The correlation between upcrossings of the failure surface for the different failure 
events may be addressed by the introduction of a multi-dimensional integral. An efficient algorithm is 
adopted for the numerical calculation of this integral. Also, the problem of approximation of the conditional 
upcrossing rate is discussed. For the latter there is no known theoretical solution. Three of the semi-empirical 
corrections that have been proposed previously for scalar processes are compared and it is shown that the cor-
rection should be based on the bandwidth characteristics of the system. Finally, examples that verify the va-
lidity of the analytical approximations for systems in higher dimensions are discussed. 
INTRODUCTION 
Calculation of system reliability is one of the most 
difficult problems in stochastic analysis of dynami-
cal systems. This problem is defined as the determi-
nation of the probability of failure; i.e. the probabil-
ity that within some given time duration, any of the 
output states of a system out-crosses the boundary of 
a safe region. 
Our interest in the problem stems from the recent 
application of reliability-based design in controller 
synthesis for linear structures under stochastic exci-
tation (May and Beck 1998; Yuen and Beck 2003; 
Scruggs et al. 2005). In this synthesis method, the 
objective is the minimization of the probability of 
failure, based on the stationary response of some se-
lected performance variables. This requires an opti-
mization over the considered set of admissible con-
trollers, a task which involves a large number of 
iterations. The state-space dimension of the system 
and the number of response variables selected to de-
scribe the performance are typically high. Another 
important feature of the synthesis problem is that it 
becomes computationally difficult if the perform-
ance objective function does not have a smooth rela-
tionship with respect to the controller parameters. 
These features create a need for a computation-
ally-efficient method for relatively accurate estima-
tion of the failure probability for stationary vector 
processes. Here "relative accuracy" means that be-
tween iterations the estimation error is consistent, so 
that a smooth relationship exists between the con-
troller parameters and the corresponding perform-
ance objective function. Even though an extremely 
efficient stochastic simulation method exists for lin-
ear dynamical systems (Au and Beck 200 I), the 
computational time associated with simulation algo-
rithms is prohibitive for the required optimization 
process. This is because very high accuracy in the 
failure probability is needed in order to get a smooth 
objective function. Analytical calculation is there-
fore the only feasible solution. 
Problems of higher dimensions have not been 
sufficiently addressed as far as analytical approxi-
mations are concerned. Even though first-excursion 
problems for scalar processes have received a lot of 
attention, (Rice 1944, 1945; Vanmarcke 1975; Win-
terstein and Cornell 1985), the vector process coun-
terpart has not been addressed sufficiently. Theoreti-
cal arguments have been made (Belyaev 1968), but 
results have been presented only for the cases of in-
dependent processes and very small dimensions 
(Veneziano et al. 1977; Soong and Grigoriu 1993), 
since the hardware speed required for the calcula-
tions was not available at that time. Recent advances 
in computational speed have created the necessary 
conditions for this problem to be effectively ad-
dressed, but it seems that the needs of the reliability 
problems that have arisen in recent practice have not 
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yet created an incentive for researchers to revisit this 
topic. In this paper, we address the problem of com-
putationally efficient reliability calculations for lin-
ear dynamical systems under stationary stochastic 
excitation. 
2 PROBABILITY OF FAILURE 
2.1 First-passage failure probability 
Let x (t) E JR. n , \;j t E JR., be a stochastic vector proc-
ess. Consider a convex safe region Dsc JR.n that is 
bounded by a series of hyperplanes B i , i=l, ... ,k, de-
fined by a set of linear limit-state functions. Let SD 
be the boundary of Ds. Assuming stationarity of the 
response, the probability of failure defined as a first 
passage probability, is equal to 
PF(Ds,t) = p[ x(t) ~ DJor somer: E [O,l]J 
= l-exp(-n;(SDH) 
(1) 
where the hazard function n;(SD) corresponds to 
the mean upcrossing rate conditioned on no previous 
upcrossing having occurred. This conditional up-
crossing rate is difficult to evaluate. Typically, each 
upcrossing event is considered independent of any 
previous upcrossings. This corresponds to using the 
unconditional, or mean, up-crossing rate V;(SD)' In 
Eq. (1), we have assumed that x( 0) E Ds' ~ 
2.2 Unconditional upcrossing rate for stationary 
vector processes 
The mean upcrossing rate for a stationary vector 
process may be calculated by considering upcross-
ings perpendicular to the boundary as discussed by 
Belyaev (1968) 
V;(SD) = limJ...... fD. fp(x,xn)dXndx (2) 
<'11--+0 Lit JSD-XnAt 
where the scalar xn = n T i is equal to the velocity 
component perpendicular to the boundary and n is 
the unit outward normal vector at the boundary. 
Fig.l shows an example in a two-dimensional space 
with linear limit state functions. 
--+--+==:::....-+-_x/ 
Figure I. Two-dimensional example of failure surfaces. 
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Let Pi be the distance of hyperplane Bi from the 
origin and let Ll i be the hyperpolyhedral correspond-
ing to the (n-l)-dimensional intersection of SD and 
that hyperplane. The scalar process perpendicular to 
Bi is Zi = n; x. The component of the vector process 
x that is orthogonal to ni is denoted by Wi, so that Wi 
= x - Zi ni . At each hyperplane, the unit normal has 
the same direction everywhere which, along with the 
assumption of stationarity, makes Zi and x
ni inde-
pendent. Using this fact and that the state x = Zi ni + 
Wi, the unconditional upcrossing rate may be calcu-
lated as a sum of the upcrossing rates on each 
boundary (Veneziano et al. 1977): 
k 
v; (SD) = 2>; (Pi)P[Wi E L1, I Zi = Pi] (3) 
;=/ 
where v~ (Pi) is equivalent to Rice's mean outcross-
ing rate (Rice 1944, 1945) for the scalar process Zi 
perpendicular to the boundary 
(4) 
and P [w, E L1, I Zi = p,], the correlation weighting 
factor, is an (n-l)-dimensional integral correspond-
ing to the probability that Wi, the component of the 
vector process x orthogonal to ni, lies in Ll i, condi-
tioned on the fact that an upcrossing of the Zi=Pi 
boundary occurs. This term takes into account the 
correlation between failure events for different 
boundaries and is equal to 
p[wi E L1, I Zi = Pi] = L, P(Wi I Zi = P)dwi (5) 
In many applications, the failure region is defined 
by limit-state functions which are symmetric with 
respect to the origin. Assuming a zero-mean process, 
the upcrossing rate for the double barrier 
v ~ (Ipi I) equals twice the upcrossing rate described 
by Eq.(4). 
2.3 Correction factor for conditional upcrossing 
rate 
The use of the unconditional outcrossing rate given 
in Eq. (4), instead of the conditional one in Eq. (1), 
introduces a significant error in two cases that are 
discussed by Lutes and Sarkani (1997): a) for 
smaller values of the thresholds Pi, and b) for nar-
rowband systems. For smaller threshold values, the 
time for the first upcrossing is small compared to the 
time between upcrossings. For narrowband systems, 
the approximation of independent upcrossing times 
is unreasonable since an upcrossing of a specific 
level, especially if the corresponding threshold is not 
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too large, is most probably going to be accompanied 
by a second upcrossing, one period later. 
To address these problems, a correction factor, Yi, 
has been introduced for the unconditional upcrossing 
rate of the scalar variable Zi 
(6) 
For the rest of this section, we drop the index no-
tation for Zi. We will also assume that Z is a Gaussian 
scalar process with standard deviations az and at 
for the process and its derivative respectively. 
Using stochastic averaging and the Cramer and 
Leadbetter definition of the amplitude of a process, 
Vanmarcke (1975) has proposed the following cor-
rection factor 
1- exp {-l·6 (2)°·1 2J2 L} ~ nb az 7r( 2) Y= q=- i-a (7) 
l-exp(-p2 1(2a/)) , 4 
where q is called the bandwidth parameter; for a 
SDOF oscillator under white noise, it is roughly 
proportional to the damping coefficient. For a single 
barrier, nb is equal to 1 and for the symmetric double 
barrier, it is 2. If Szz is the spectral density of z, the 
parameter a is given by 
(8) 
This approximation assumes that only a small band 
of frequencies contributes significantly to the re-
sponse. The effect of this assumption is a correction 
factor sensitive to high frequency dynamics. 
Using the energy-fluctuation scale, Winterstein 
and Cornell (1985) have suggested another correc-
tion term and argued that it is less sensitive to higher 
order dynamics. This factor is defined as 
i-2tP (L (T-PJ fexp(_LJdU 
C l a V1+P h l 2a 2 Y _----,-'-_z--;-----c-;- tP (h) z (9) 
i-exp(-p21(2a/))' C az..{i; 
where the parameter p and the energy fluctuation 
scale eE are 
A detailed discussion about other possible correc-
tion terms may be found in the report by Taflanidis 
and Beck (2005). In particular, it is shown that the 
first integral and derivative envelope corrections 
terms, based on stochastic averaging but with differ-
ent definitions of the amplitude, have no advantages 
when compared to the above two corrections. In this 
report, another semi-empirical correction, called the 
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equivalent energy-fluctuation approach, is sug-
gested. This term adopts Vanmarcke's form but con-
siders a definition of bandwidth derived through the 
above energy-fluctuation approach. The correction 
term is given by Eq. (7) with a new definition for q 
(which is still roughly equal to the damping coeffi-
cient for a SDOF system under white noise excita-
tion); i.e. 
q =a 51(47r'/ ./ ) z ce cv 
3 CALCULATION FOR LINEAR SYSTEMS 
UNDER GAUSSIAN EXCITATION 
3.1 Problem description 
(11 ) 
Consider a linear structural system subjected to 
earthquake excitation which is modeled as filtered 
white noise. The system's dynamic description may 
be augmented to model the stochastic ground accel-
eration input, and in the case of feedback control, the 
dynamics of the control law, sensors and actuators. 
The input vector for the system is comprised of the 
white noise inputs for both the ground acceleration 
and the sensor models. 
The safe region is considered to be a hypercube 
and is defined by the inequality Ixl ~ JJ , where x cor-
responds to the performance variables vector. At 
each hyperplane Ri of the boundary, the perpendicu-
lar Zi llj corresponds to one element of the perform-
ance variables vector and the component Wj or-
thogonal to llj gives the rest. 
3.2 Calculation of correlation weighting factor 
The calculation of the multi-dimensional integral in 
Eq. (5) corresponding to the correlation weighting 
factor for each hyperplane R i , is computationally 
challenging. Since we require estimation with a con-
sistent error, numerical integration is desirable but in 
high dimensions the time required for numerical in-
tegration is known to increase exponentially with the 
dimension of the integral. 
For jointly Gaussian processes and hypercubic 
regions, Genz (1992) has introduced a series of 
transformations that reduce significantly the compu-
tational effort needed for the Monte Carlo integra-
tion. A subregion adaptive algorithm proposed by 
Genz (1992) is chosen in the current study for the 
calculation of the correlation weighting factor. 
Note that we are mainly interested in higher 
probabilities because it is expected that if the corre-
lation weighting factor is small on some hyperplane 
R i , then the corresponding failure rate will also be 
small which implies that the dominant failure rates 
will be weighted by large values of the multivariate 
integral. This feature enables us to obtain good abso-
lute accuracy without too much effort. 
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3.3 Calculation of correction factor for upcrossing 
rate 
The calculation of the correction factor requires a 
parameter that cannot be obtained analytically. This 
parameter corresponds to the integrals lev and Ice for 
Vanmarcke's and Winterstein's approaches, respec-
tively, or to both for the equivalent energy-
fluctuation approach. 
For the calculation of these integrals, the spectral 
density Sz;z; is substituted by the equivalent expres-
sion Hz (w)SoH z (w/ where Hz (w) is the transfer I I I 
function vector for the multiple inputs corresponding 
to the performance variable Zj, and So is the spectral 
density matrix for the multiple inputs. The frequency 
range over which the dynamics of the augmented 
structural system are important is partitioned with a 
desired step size, then the frequency response is ob-
tained with the use of MATLAB's Control System 
Toolbox. The one-dimensional integral is then nu-
merically calculated. 
3.4 Summary of calculations 
The performance variables have Gaussian distribu-
tions with statistics calculated based on the state 
space representation of the system. The probability 
of failure can be calculated by Eq. (I), where the 
conditional upcrossing rate is approximated by 
k 
n;(SD)'" L)';V;'(ft)p[wi EA IZj =ft;] (12) 
r",-l 
The calculation is performed separately at each 
boundary hyperplane B;. In Eq. (12), the correction 
in Eq. (6) has been used to approximate the condi-
tional upcrossing rate at B j , which consists of the 
mean unconditional upcrossing rate multiplied by a 
correction factor Yj. The latter depends on the ap-
proach adopted and involves the numerical calcula-
tion of an integral, as presented in Section 3.3. For a 
Gaussian process, the mean upcrossing rate is 
The conditional upcrossing rate at each hyper-
plane B j is weighted by p[ Wi E 11j I Z; = ftj] , which is 
a multidimensional integral that takes into account 
the correlation in the upcrossings between the vari-
ous performance variables. 
4 EXAMPLES 
4.1 Example descriptions and results 
Three examples are chosen to investigate the ana-
lytical methodology with the objective of addressing 
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issues regarding the correlation of the performance 
variables and the bandwidth of the system. The ana-
lytical results are compared with those obtained us-
ing the highly efficient stochastic simulation algo-
rithm ISEE (Au and Beck 2001). 
Four different cases are considered for the ana-
lytical approximation of the probability of failure. 
The difference between cases is in a) the calculation 
of the conditional failure rate, and b) the considera-
tion of the correlation weighing factor. Vanmarcke's 
correction, usually considered to be the most accu-
rate for scalar stochastic processes, is presented for 
the cases with (denoted VC) and without (VU) the 
correlation weighting factor. Also, three cases using 
Winterstein's approach (WC), the equivalent en-
ergy-fluctuation approach (EEFC) and no upcrossing 
correction factor (Re), are presented. For these last 
three cases, the correlation weighting factor is in-
cluded. 
The Kanai-Tajimi filter is used in all cases to 
model the stationary part of the ground acceleration 
input. For the filter parameters, damping is 0.5, fre-
quency is I Hz and the standard deviation of the in-
put is 0.2g mlsec2 • The time duration of interest in 
each case corresponds to 10 fundamental periods of 
the structure of interest. 
Initially, two examples involving control applica-
tions are considered. The first system is the five-
story, base-isolated shear structure with an actuator 
at the base level discussed in Taflanidis and Beck 
(2005). The only feedback measurement is the fil-
tered absolute acceleration of the base. Noise is 
added to the simulated measurements. The use of a 
second-order filter for the measurement signals is 
necessary in order to reduce the control effort in the 
high-frequency region where noise is dominant. The 
cut-off frequency of this filter is chosen as 0.5 Hz. 
The uncontrolled structure has a dominant funda-
mental mode with frequency 0.4 Hz and participa-
tion factor equal to 95.8 %. The performance vari-
ables (with their corresponding thresholds in 
parenthesis) are inter-story drifts (0.02m), disRlace-
ment of base (O.4m), accelerations (2 mlsec ) and 
actuator force (total weight of building). 
The second system is the previous structure with-
out base isolation. An actuator is considered in the 
first story and the feedback measurement in this case 
is the filtered absolute acceleration of the first floor. 
The cut-off frequency for the filter is 3.5 Hz. The 
frequencies and participation factors for the first two 
modes are 3.2 Hz and 8.72 Hz and 85.1% and 
9.61 %, respectively. The performance variables (and 
corresponding thresholds) are inter-story drifts 
(0.02m), accelerations (5 mlsec2) and actuator force 
(total weight of building). 
The probability of failure as a function of the 
feedback gain is presented in Figs. 2 and 3. 
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Figure 2. Probability of failure as a function of feedback gain 
for base-isolated five-story structure with control system. 
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Figure 3. Probability of failure as a function of feedback gain 
for five-story structure with control system. 
The third and last example is an eight-story 3D 
structure without any control system. It is the same 
structure considered in Scruggs et a1. (2005) but 
without the base isolation. The influence of higher 
modes is greater with this selection (see Table 1). 
The performance variables are inter-story drifts and 
accelerations. The probability of failure for different 
levels of the threshold vector p with respect to the 
standard deviation is shown in Fig. 4. 
Table 1. Modal characteristics of3D structure. 
Mode Frequency Participation Participation 
(Hz) factor (%): factor (%): 
x-direction y-direction 
I" 1.12 72.9 OJ 
20d 1.29 0.5 74.91 
3'd 1.51 0.1 0.3 
4'h 3.55 0.2 17.17 
5'h 3.76 17.17 0.5 
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Figure 4. Probability of failure as a function of threshold level 
for eight-story 3D structure. 
4.2 Discussion of results 
The analytical approximation proposed for the cal-
culation of the probability of failure for linear dy-
namical systems is in good agreement with the re-
sults coming from stochastic simulations using ISEE 
when both the upcrossing rate correction and corre-
lation weighting factor are taken into account. 
The importance of the correlation weighting fac-
tor is obvious in all examples by comparing VU and 
VC to the simulation results. The estimation for the 
probability of failure by VU is significantly in error 
except for the high feedback gain region (see Fig. 2 
and 3). In these regions, the actuator force failure 
becomes dominant and the significance of the corre-
lation is reduced. It is obvious that the approach of 
simply summing up the upcrossing rates, without 
considering the correlation of failure events, may 
give a highly conservative estimation of the prob-
ability of failure. Note that this approach has been 
the one usually adopted for reliability-based control 
synthesis, with the acknowledgment always that it 
provided only an upper bound of the probability of 
failure. Another relevant comment is that the opti-
mum feedback gain might be significantly influ-
enced by ignoring the correlation weighting factor. 
The effect of including the bandwidth correction 
factor is important but to a smaller degree when 
compared to the effect of the correlation weighting 
factor. The different approaches considered for this 
correction give similar results for a structure with a 
dominant fundamental mode (Fig. 2). For this case, 
the approximations ofVanmarcke and the equivalent 
energy-fluctuation seem to give the best fit to the 
stochastic simulation results, with Vanmarcke's be-
ing slightly better. For systems with important 
higher-order dynamics (as in Figs. 3 and 4), the cor-
rections of Winterstein and the equivalent energy 
fluctuation provide by far the best match, with the 
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first one having a slightly better fit. Vanmarke's ap-
proximation appears to be sensitive to the higher-
order dynamics and tends to significantly over-
estimate the probability offailure. 
The case of the uncontrolled eight-story structure 
with increasing threshold levels (Fig. 4) shows that 
the importance of the bandwidth correction de-
creases as the threshold values become larger. This 
is consistent with the fact that the significance of the 
bandwidth of the system, and the error in the as-
sumption of independence of upcrossing times in-
troduced by using the mean upcrossing rate, de-
creases for larger thresholds. 
A final comment is warranted, regarding the time 
required for the reliability calculation. The only time 
consuming computations are the derivation of the 
frequency response and the numerical calculation of 
the multivariate integral in Eq. (5). The time needed 
for these two steps in the last example (3D model 
with 88 states, 2 inputs and 32 performance vari-
ables) was 1.0 sec and 6.1 sec, respectively, on a 
Pentium III 2.1 GHz processor running MATLAB 
7.01. Five thousand points were used for the calcula-
tion of the frequency response and one hundred 
samples for the Monte Carlo integration in the pro-
cedure of Genz. The Monte Carlo numerical integra-
tion in this step takes the most time. This time in-
creases almost linearly with the dimension of the 
performance variables vector and with the size of the 
samples for the Monte Carlo integration, but tht:,lat-
ter does not need to be large since we are mostly 
concerned with high probabilities. The total compu-
tational time for the calculation of each reliability 
estimate was 7.5 sec, which may be considered effi-
cient for iterative calculations. 
5 CONCLUSIONS 
A computationally efficient analytical approxima-
tion for the probability of failure of linear dynamical 
systems under stationary stochastic excitation has 
been presented. The correlation of failure events and 
the correction for approximation of the conditional 
upcrossing rate have been addressed. Examples that 
verify the validity of the analytical approximation 
for systems in high dimensions have been presented. 
The approximation of the conditional upcrossing 
rate through a semi-empirical correction term is the 
only part of the analysis that might introduce an er-
ror. An estimate of the absolute value of this error 
cannot be analytically provided. In any case, the se-
lection of the correction term must be done by taking 
into account the bandwidth characteristics of the sys-
tem. This error will always be less significant for 
higher threshold levels. The correction term pro-
posed by Taflanidis and Beck (2005) seems to pro-
vide a robust estimate that is independent of the 
bandwidth characteristics of the system. 
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The proposed analytical approximation is appro-
priate for cases that require a large number of con-
sistent (high relative accuracy) estimates of the 
probability of failure. Reliability-based controller 
synthesis is one of them. Another is reliability-based 
optimal structural design. 
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