Abstract-This two-part paper is concerned with the problem of minimizing a linear objective function subject to a bilinear matrix inequality (BMI) constraint. In this part, we first consider a family of convex relaxations which transform BMI optimization problems into polynomial-time solvable surrogates. As an alternative to the state-of-the-art semidefinite programming (SDP) and second-order cone programming (SOCP) relaxations, a computationally efficient parabolic relaxation is developed, which relies on convex quadratic constraints only. Next, we developed a family of penalty functions, which can be incorporated into the objective of SDP, SOCP, and parabolic relaxations to facilitate the recovery of feasible points for the original non-convex BMI optimization. Penalty terms can be constructed using any arbitrary initial point. We prove that if the initial point is sufficiently close to the feasible set, then the penalized relaxations are guaranteed to produce feasible points for the original BMI. In Part II of the paper, the efficacy of the proposed penalized convex relaxations is demonstrated on benchmark instances of H2 and H∞ optimal control synthesis problems.
I. INTRODUCTION
A wide range of real-world problems in the area of control can be cast as optimization problems with matrix inequality constraints [1] - [4] . As a special case, the class of problems with linear matrix inequalities (LMIs) can be solved efficiently up to any desired accuracy via interiorpoint based methods [5] - [8] . However, despite various applications, optimization in the presence of bilinear matrix inequalities (BMIs) is computationally prohibitive and NPhard in general. Significant efforts have been devoted to the development of algorithms for solving BMI optimization problems [9] - [11] , including software packages [12] - [14] .
In [15] - [18] , a number of robust control design problems have been formulated using BMI constraints. Later, the use of BMIs has been extended to other control applications, such as state-and output-feedback controller design [19] - [25] , affine fuzzy system design [26] , [27] , stability of fractionalorder systems [28] . Despite valuable insights gained from BMI formulations of control-theoretic problems, the design of an efficient algorithm for solving the resulting non-convex formulations has remained an open problem [29] . In [30] , [31] , it is proven that a general BMI constrained optimization problem is NP-hard.
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Despite the above-mentioned theoretical barrier, various approaches have been developed in the literature to tackle BMI optimization problems. In [32] , [33] , alternating minimization (AM)-based algorithms are proposed which divide variables into two blocks that can be alternately optimized until convergence. Although AM-based methods enjoy simple implementation and perform satisfactorily in many cases, they offer no convergence guarantees to a feasible solution. Another approach is to solve a sequence of convex relaxations until a satisfactory solution is obtained [17] , [34] - [38] . In [35] , [39] , BMI optimization problems are tackled by forming a sequence of semidefinite programming (SDP) relaxations. In [40] , a sequential method is developed based on difference-of-convex programming with convergence guarantees to (sub)-optimal solutions. In [36] , [37] , [41] rank-constrained formulations with nuclear norm penalties are investigated along with bound-tightening methods for solving general BMI optimization problems. In [18] , [42] - [44] , branch-and-bound (BB) methods are developed with convergence guarantees to global optimality. In general, BB methods are computationally prohibitive and their applicability is limited to moderate-sized problems. A novel global optimization method has been recently presented in [45] which tackles BMI problems using hybrid multiobjective optimization methods. BMIs can be categorized as a special case of polynomial matrix inequalities. Therefore, methods for solving general polynomial matrix inequalities are applicable to BMIs as well [46] , [47] . Despite computational complexity for real-world applications, the most notable example is Lasserre's hierarchy of LMI relaxations [48] , based on which several software packages have been developed [49] - [51] .
The main contribution of this work is a novel and general convex relaxation, regarded as parabolic relaxation, for solving optimization problems with BMI constraints. The proposed convex relaxation relies on convex quadratic constraints as opposed to the SDP and SOCP relaxations which rely on computationally expensive conic constraints. Our second contribution is concerned with finding feasible and near-globally optimal solutions for BMI optimization problems. To this end, we incorporate a penalty term into the objective function of convex relaxations. The proposed penalty term is compatible with SDP, SOCP, and parabolic relaxations, and can be customized using any available initial point. We prove that If the initial point is feasible for the original BMI problem, then the outcome of penalized relaxation is guaranteed to be feasible as well. Moreover, any infeasible initial point which is close to the BMI feasible set is guaranteed to produce feasible point. In Part II, the proposed penalized relaxation framework is extended to a sequential scheme, which is tested on a variety of optimal control design problems.
A. Notation
Throughout the paper, the scalars, vectors, and matrices are respectively shown by italic letters, lower-case bold letters, and upper-case bold letters. Symbols R, R n , and R n×m respectively denote the set of real scalars, real vectors of size n, and real matrices of size n × m. The set of real n × n symmetric matrices and positive semidefinite matrices are shown with S n and S + n , respectively. For given vector a and matrix A, symbols a i and A ij respectively indicate the i th element of a and (i, j) th element of A. Notations [a] i∈I and [A] ij∈I respectively shows the subvector and sub-matrix corresponding to the set of indices I. Notation A 0 means A is positive-semidefinite (A 0 indicates positive definite) and A 0 means A is negative-semidefinite (A ≺ 0 indicates negative definite). For two given matrices A and B of the same size, symbol A, B = tr{A B} shows the inner product between the matrices where tr{.} and (.) respectively denote the trace and transpose operators. Notation . p refers to either matrix norm or vector norm depending on the context and |.| indicates the absolute value. Symbols I, e i , and 0 denote the identity matrix, standard basis vector, and zero matrix of appropriate dimensions, respectively. Letters N and M are shorthand for sets {1, . . . , n} and {1, . . . , m}, respectively.
II. PROBLEM FORMULATION
This paper is concerned with the following class of optimization problems with linear objective and a bilinear matrix inequality (BMI) constraint:
where c ∈ R n is the cost vector, and p : R n × S n → S m is a linear matrix-valued function, which is regarded as matrix pencil. In general, p can be formulated as:
where F 0 , {K k } k∈N , and {L ij } i,j∈N are m×m real symmetric matrices. With no loss of generality, we can assume that L ij = L ji for all i, j ∈ N , since X is a symmetric matrix. Problem (1a) -(1b) is non-convex and NP-hard in general, due to the presence of the BMI constraint (1b). To tackle this problem, it is common practice to solve convex surrogates that produce lower bounds on the globally-optimal cost of the original non-convex problem (1a) -(1b). To this end, an auxiliary matrix variable X is introduced to account for xx . This leads to the following lifted reformulation of the problem (1a) -(1b):
where constraint (3c) is imposed to preserve the equivalency. Lifting casts the problem into a higher dimensional space in which the BMI constraint (1b) is transformed into a linear matrix inequality and the entire non-convexity is captured by the new constraint (3c). In what follows, we will substitute (3c) with convex alternatives and revise the objective function in order to obtain feasible and near-globally optimal points for the original problem (1a) -(1b).
III. PRELIMINARIES
In order to further analyze the BMI constraint (1b), the next definition introduces the notion of pencil norm.
Definition 1 (Pencil Norm): For every q ≥ 1, the q-norm of the matrix pencil in equation (2) is defined as
The next definition provides a measure of distance between any arbitrary point in R n and the feasible set of optimization problem (1a) -(1b).
where F ⊆ R n denotes the feasible set of the BMI problem (1a) -(1b). Observe that the feasibility distance is equal to 0 if x ∈ F.
We use the Mangasarian-Fromovitz constraint qualification (MFCQ) condition from [52] in order to characterize wellbehaved feasible points of problem (1a) -(1b).
Definition 3 (MFCQ Condition):
A feasible point x ∈ F of problem (1a) -(1b) is said to satisfy the MFCQ condition if there exists b ∈ R n such that
where for every k ∈ N , the matrix function
representing the derivative of bilinear terms of pencil p with respect to x k .
In the following definition, we introduce a generalization of the MFCQ condition to cover infeasible points as well.
Definition 4 (G-MFCQ Condition): An arbitrary point x ∈ R n is said to satisfy the Generalized MangasarianFromovitz constraint qualification (G-MFCQ) condition for problem (1a) -(1b), if there exists b ∈ R n where
Moreover, define the G-MFCQ function s : R n → R as
where the operatorλ(.) returns the minimum eigenvalue of its input argument.
IV. CONVEX RELAXATION
This section aims at introducing a family of convex relaxations for the lifted problem (3a) -(3c). Consider the following formulation:
in which C ⊆ S n . Observe that the problems (10a) -(10c) and (3a) -(3c) are equivalent if C = {0}.
We consider different choices for C, which make the constraint (10c) convex. First, the standard semidefinite programming (SDP) and second-order cone programming (SOCP) relaxations are discussed and then, we introduce a novel parabolic relaxation, which transforms the constraint (3c) into a set of convex quadratic inequalities. The optimal cost for each of the above convex relaxation can serve as a lower bound for the global cost of the original problem (1a) -(1b). If the optimal solution of a relaxed problem satisfies (3c), the relaxation is regarded as exact.
A. Semidefinite Programming Relaxation
The following choice for C leads to the SDP relaxation of the problem (10a) -(10c):
If C = C 1 the optimization problem (10a) -(10c) boils down to a semidefinite program, which can be efficiently solved in polynomial time up to any desired accuracy using the existing methods.
B. Second-Order Cone Programming Relaxation
Semidefinite programming can be computationally demanding and its application is limited to small-scale problems. A popular alternative is the SOCP relaxation which can be deduced from the following choice for C:
It is straightforward to show that C 1 is a subset of C 2 , which implies that the lower bounds from SDP relaxation are guaranteed to be tighter than or equal to the lower bounds obtained by SOCP relaxation.
C. Parabolic Relaxation
In this subsection, the parabolic relaxation is introduced as a computationally efficient alternative to SDP and SOCP relaxations. Parabolic relaxation transforms the non-convex constraint (3c) to a number of convex quadratic inequalities. To formulate the parabolic relaxation of the problem (10a) -(10c), the following choice for C should be employed:
It can be easily observed that if C = C 3 , then the constraint (10c) is equivalent to the following quadratic inequalities:
which means that the parabolic relaxation is computationally cheaper than the SDP and SOCP relaxations. Note that the presented relaxations are not necessarily exact. In the next section, the objective function (10a) is revised to facilitate the recovery of feasible points for the original non-convex problem (1a) -(1b).
V. PENALIZED CONVEX RELAXATION
The penalized convex relaxation of the BMI optimization (1a) -(1b) is given as
wherex ∈ R n is an initial guess for the unknown solution (either feasible or infeasible), η > 0 is a regularization parameter, which offers a trade-off between the original objective function and the penalty term, and C ∈ {C 1 , C 2 , C 3 }.
The next theorem states that if the initial pointx is feasible and satisfies MFCQ, then the penalized convex relaxation preserves the feasibility ofx and produces a solution with improved objective value.
Theorem 1: Assume thatx ∈ F is a feasible point for problem (1a) -(1b) that satisfies the MFCQ condition. If C ∈ {C 1 , C 2 , C 3 } and η is sufficiently large, then the penalized convex relaxation problem (15a) -(15c) has a unique solution ( * x, * X), which satisfies * X = * x * x and c * x ≤ c x.
Proof: See Appendix for the proof.
According to Theorem 1, the proposed penalized relaxation preserves the feasibility of the initial point. In what follows, we show that if the initial point is not feasible for (1a) -(1b), but sufficiently close to its feasible set, then the penalized convex relaxation problem (15a) -(15c) is guaranteed to produce a feasible solution as well.
Theorem 2: Assume that k ∈ {1, 2, 3} and C = C k . Consider an arbitrary pointx ∈ R n , which satisfies the G-MFCQ condition for problem (1a) -(1b), and let
where Proof: See Appendix for the proof.
In Part II of this paper, we use the results of Theorems 1 and 2 to developed a sequential method for solving general BMI optimization problems.
VI. CONCLUSIONS
In this paper, a variety of convex relaxation methods are introduced for solving the class of optimization problems with bilinear matrix inequality (BMI) constraints. First, the well-known SDP and SOCP relaxations are discussed, and then a novel parabolic relaxation is introduced as a lowcomplexity alternative to conic relaxations. We propose a penalization method which is compatible with SDP, SOCP, and parabolic relaxations, and is able to produce feasible solutions for the original non-convex BMI optimization problem. In part II, the proposed penalized convex relaxation scheme is generalized to a sequential framework and is tested on a variety of challenging benchmark optimal control design problems.
APPENDIX
In order to prove Theorems 1 and 2, we need to consider the following non-convex optimization problem
wherex ∈ R n is the initial point. Observe that problems (1a) -(1b) and (17a) -(17b) have the same feasible set, which is denoted by F. Assume that F is nonempty with an arbitrary member x . We define
Due to the compactness of the set A∩F, it is straightforward to verify that the optimal solution of the problem (17a) -(17b) is attainable if η > 0.
Lemma 1: Given an arbitrary ε > 0, every optimal solution * x of problem (17a) -(17b) satisfies
if η is sufficiently large.
Proof: Consider an optimal solution * x. Due to the Definition 2, the distance betweenx and every member of F is greater than or equal to d F (x). Hence, the following inequality holds:
Let x h be an arbitrary member of {x ∈ F | x −x 2 = d F (x)}. Due to the optimality of * x, we have:
which implies that
Using the triangle inequality, we have *
which leads to the following upper-bound:
Hence, if η ≥ c 2 ε , the combination of (20) and (24) In what follows, we obtain sufficient conditions to ensure that every solution of (17a) -(17b) satisfy the MFCQ condition.
Lemma 2: Assume thatx ∈ R n is a feasible point for (17a) -(17b) that satisfies the MFCQ condition. If η is sufficiently large, every optimal solution * x of (17a) -(17b), satisfies the MFCQ condition as well.
Proof: Consider an optimal solution * x. Since the MFCQ condition holds forx, there existsb ∈ R n for which the conic inequality p(x,xx ) + k∈Nb k (K k +δ k (x)) ≺ 0 is satisfied. Hence, due to the continuity of the matrix pencil p, if ε is sufficiently small in Lemma 1, we have
which concludes the MFCQ condition holds for *
x.
Definition 5: Given an arbitrary symmetric matrix Λ ∈ S m , define the matrix function α : S m → S n as,
It is straightforward to verify that
for every x ∈ R n . This property will be used later in this section.
Lemma 3: Assume thatx ∈ R n satisfies
Given an arbitrary ε > 0, every optimal solution * x of the problem (17a) -(17b) satisfies the inequality
as well as the MFCQ condition, if η is sufficiently large.
Proof: Due to the definition of s, there existsb ∈ R n such that b 2 = 1 and
As a result,
Let u be the eigenvector corresponding to the largest eigenvalue of − k∈Nb k δ k ( * x −x). Then,
On the other hand, according to the equation (27), we have
Therefore, according to Lemma 1, we have
if η is sufficiently large. Additionally, for sufficiently small choices of ε, we have s( * x) > 0. Hence, there exists * b ∈ R n such that
) ≺ 0 and due to the feasibility of * x, we have:
which concludes the MFCQ condition for *
The following lemma ensures the existence of a dual certificate matrix, if the optimal solution of (17a) -(17b) satisfies the MFCQ condition.
Lemma 4: For every optimal solution * x of (17a) -(17b) which meets the MFCQ condition, there exists a dual matrix * Λ 0 such that the point ( * x, * Λ) satisfies the following Karush-Kuhn-Tucker (KKT) equations:
Proof: Since the optimal solution * x satisfies the MFCQ condition, there exists a dual matrix * Λ 0 such that the point ( * x, * Λ) satisfies the following conditions:
where ∇ x represents the gradients with respect to x and L p (x, Λ) denotes the Lagrangian function of (17a) -(17b):
L p (x, Λ) = c x + η x −x 2 2 + p(x, xx ), Λ . (38) Observe that (36a) -(36b) and (37a) -(37b) are equivalent. Therefore, the point ( * x, * Λ) satisfies the KKT conditions (36a) -(36b).
In following two lemmas bound the value of tr{ * Λ} η for both cases wherex is feasible and infeasible.
Lemma 5: Consider an arbitrary ε > 0 and assume thať x ∈ F is a feasible point for (17a) -(17b) that satisfies the MFCQ condition. If η is sufficiently large, for every optimal solution * x of (17a) -(17b), there exists a dual matrix * Λ 0 that satisfies the inequality
as well as the equations (36a) -(36b). Due to the matrix inequality (40) and since * Λ 0, we have:
Hence, according to the complementary slackness (36b), we have: 
