Application resilience is a key challenge that must be addressed in order to realize the exascale vision. Previous work has shown that online recovery, even when done in a global manner (i.e., involving all processes), can dramatically reduce the overhead of failures when compared to the more traditional approach of terminating the job and restarting it from the last stored checkpoint. In this paper we suggest going one step further, and explore how local recovery can be used for certain classes of applications to reduce the overheads due to failures. Specifically we study the feasibility of local recovery for stencil-based parallel applications and we show how multiple independent failures can be masked to effectively reduce the impact on the total time to solution.
INTRODUCTION
The mean time between failures (MTBF) for current petascale systems is measured in days (e.g., production runs on ORNL's Titan Cray showed 9 node failures/day, as shown in [4] ), but it is estimated that the MTBF for an exascale system would be measured in minutes [2] . An important class of failures that must be addressed is process and node failures, including correlation effects. These failures are often recovered by terminating the job and restarting it from the last checkpoint found in stable storage. While coordinated, stable-storage-based global checkpoint/restart (C/R) is currently the most widely accepted technique for addressing processor failures, it is unclear whether this approach will scale to exascale since the time to checkpoint will often be longer than the expected MTBF, and researchers continue to actively address this issue. For example, runtimes that aim to offer an abstraction of a fault-free system to the application have been developed (e.g. redMPI [3] ). However, as suggested by recent studies [6] , the abstraction of a failure-free machine will not be sustainable at extreme scales, which will require application-aware resilience.
c 2015 Association for Computing Machinery. ACM acknowledges that this contribution was authored or co-authored by an employee, contractor or affiliate of the United States government. As such, the United States Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. While programing models such as task-DAG can include resilience features, SPMD and message passing are not designed to handle process failures by default. In previous studies, [4] we have shown how online (i.e., without disrupting the job) global recovery (i.e., involving all the cores in the system in the recovery process) can be used in conjunction with application-guided checkpointing to support high failure rates (i.e., every 47 seconds) for message passing applications using the Fenix framework. In that approach, every failure triggered a global recovery, which required all survivor processes to recover the MPI environment. Then, all surviving processes, along with the newly spawned ones, had to rollback to the last commonly available checkpoint. The advantage of global recovery is that it can be done in a semi-transparent way: the application does not necessarily have to be aware of the failure. However, due to the intrinsic global nature of the recovery algorithms, global recovery present scalability challenges.
In this paper we explore the local recovery for stencilbased parallel applications, which represent a significant set of physical simulations. In addition to its inherent scalability, local recovery provides several benefits. For example, the environment does not need to be recovered globally after a failure, and only the newly spawned processes have to rollback to the last checkpoint.
The key idea underlying the local recovery approach is as follows. Stencil-based parallel applications, such as simulations that solve partial differential equations (PDEs) using finite-difference methods, typically consist of a number of iterations (timesteps) with each iteration consisting of two key steps, computation on local data to advance the simulation, and communication with the immediate neighbors. This communication pattern implies that, upon failure, by allowing the rest of the domain to continue the simulation, only the immediate neighbors will be immediately affected by that failure. When a failure occurs, we can substitute the failed process with a spare one, rollback to the last saved state for the failed process (i.e., the last checkpoint), and resume computation for that process. In this paper we show how the effect of the failure will slowly propagate through the machine. If subsequent failures occurs at a distant node before the original failure delay has spread to that node, we demonstrate that the delay of the second failure will be masked with the delay of the first one. In general, we show that the overhead due to several separate failures on the total execution time can appear to be the same as the overhead due to a single failure. This effect is what we call failure masking.
One of the key contributions for this work is a study of the applicability of local recovery approaches to stencil-based parallel applications in order to understand the propagation of failure recovery delay.
BACKGROUND AND RELATED WORK
Global recovery. Process and node failures and their characteristics have been well documented in [12] .Checkpoint and restart (C/R) [7] is the most widely used technique for implementing resilience for HPC systems. In this model, the application state is periodically saved (e.g., using BLCR [5] ) so that, upon failure, global rollback can be used to restart the application from the last globally committed checkpoint. This process is independent of the number of nodes affected by the failure, i.e., if a node or process failure occurs, all processes are typically forced to rollback to the previous strongly consistent checkpoint. In contrast, by recovering locally, only failed processes need to rollback to the previous checkpoint. Checkpointing. Typically, checkpoints are saved to a centralized parallel file system [7] but may also be stored in local memory [11] , in both local and peer-memory [14] , in non-volatile memory [8] , in node-local storage (such as SSD) [1, 10] , or at different storage layers [9] . In order to enable local recovery, our technique suggests to store checkpoints at a peer node. Other strategies, such as storing checkpoints in the parallel file system or compressing them would add performance overheads that makes them prohibitive, despite their advantages. Combining optimized checkpointing with global recovery. Systems such as Fenix [4] and LFLR [13] show how advanced in-memory diskless checkpointing can be used in conjunction with global recovery to enable execution in a failure-prone scenario.
LOCAL RECOVERY FOR STENCIL-BASED SCIENTIFIC APPLICATIONS
This section presents the local recovery approach and our underlying reasoning for exploring this approach for stencilbased applications. Recovering from failures in a local manner implies that (1) only the re-spawned processes have to rollback to the last checkpoint and (2) only the processes that communicate with the failed ones will notice the failure and might be involved in the recovery process. These requirements are in contrast with global recovery, in which all the processes are involved in the recovery and rollback to the last consistent checkpoint. Global recovery can be costly and presents scalability challenges, and, in many situations, may be unnecessary. Note also that local recovery is by definition an online recovery approach, i.e. the job does not have to be disrupted.
In this section we first describe the key relevant characteristics of the targeted stencil-based applications. We then explore the local recovery approach for this class of applications, its benefits in case of single and multiple failures, as well as associated challenges.
Stencil-based Scientific Applications
In this work, we target iterative applications with stencilbased domain partitioning and communication properties, such as for example, typical parallel implementations for PDE solvers using finite-difference methods. In these applications, the application domain is typically partitioned using a block decomposition across the processes, and each process perform two key tasks at every timestep: (1) computation on its local data to advance the simulation, and (2) communication with its immediate neighbors that based on the specific stencil used. A typical block decomposition for a 2-D stencil-based application is illustrated in Figure 1 . The figure also illustrates the communication pattern between blocks on neighboring processes. In a typical implementation, each process maintains a "ghost region" corresponding to the width of the stencil used around its blocks, and populates this region from its neighbors in a "ghost region exchange" communication step. The exchange shown in Figure  1 is for a 5-point stencil. Not all scientific applications offer the described iterative behavior from the beginning of the execution until the end. Sometimes, collective operations are performed every certain number of timesteps, for example, for analysis, error checking, etc. In this paper we focus the execution between two consequent such synchronizations, and assume that this interval is long enough so that, at extreme scales, several failures can occur within it. For example, in case of the S3D application, this interval is typically every 16 minutes [4] . Our focus is to enable the application to continue the execution between these such synchronizations despite the number of failures occurring and the system size. If this assumption is unrealistic, we can assume, instead, without loss of generality, that the collective operations can be done in an asynchronous manner. Asynchronous collectives are promising, because they can naturally support imbalance between the processes without imposing barrier-like constraints. We leave understanding how local recovery can be beneficial even with periodic blocking collective operations as future work. 
Local Recovery, challenges and benefits
Realizing local recovery for target stencil-based parallel applications, implemented using message passing (MPI), presents several challenges and benefits. Consistency. As neighbor processes must communicate, guaranteeing consistency in a message passing environment can be challenging. In the approach suggested in this paper, we log messages that have been transferred since the last checkpoint, and store them in local memory. Specifically, for the 1D case, only two messages are stored every timestep: the message sent to the node in the right, and the message sent to the node in the left. In the 3D case, 6 messages need to be logged at each timestep. However, note that the overhead of logging the messages is negligible compared to the cost of checkpoint because the checkpoint is several orders of magnitude larger. Delay propagation. Assume that a node failure occurs while the processes mapped to the node are between iterations Ci−1 and Ci. Once the failure is detected, the last checkpoint can be fetched from the checkpoint store used to restart the execution of the failed node on either a node from a spare pool or a re-spawned node. While this is happening, the rest of the processes can continue working as usual. The fact that the failed process advanced beyond Ci−1 guarantees that all their immediate neighbors were also already past this point. Note that, in order for a process to advance beyond a certain communication point, it has to exchange information with their immediate neighbors. This is also true even when the ghost exchange is non-blocking, because sender-based message logging guarantees the availability of the data even when the failure occurs between the data transfer. The iterative and stencil-like nature of the targeted applications will eventually require immediate neighbor processes (i.e., L1 neighbors) that communicate directly with the failed node to wait. Even though these processes can continue executing the next iteration, it is likely that when they reach the next communication phase (i.e., Ci), the restarted neighbors will not have reached that point yet. Therefore, the immediate neighbors will have to wait. In turn, second-level (L2) neighbors (i.e., the immediate neighbors of L1) will be able to continue its execution up to iteration Ci+1, and will then be blocked. This is possible because the L1 processes are waiting at Ci, which means they are not able to exchange data with the L2 processes at iteration Ci+1. In general, kth-layer neighbors would be able to continue until iteration C i+k−1 without blocking. This wave-like delay propagation behavior can be seen in Figure 2 (b) for a 1-D stencil. While we use 1-D to illustrate the process, this behavior also applies to higher dimensions. Failure masking. When using a large number of processes, it is possible that another failure occurs on distant processes where the delay from the first failure has not yet reached. In this case, the recovery delay of the second failure will begin propagating from the second location, as see in Figure  2 (c). At some point in space and time, the delay of both failures will merge. At this point, the total delay will be the maximum of both delays. We call this effect failure masking, and an example can be seen in Figure 2(d) . This situation is beneficial at large scales, because the impact of several failures on end-to-end execution time will be comparable to that of a single failure. Note that this effect can also happen with multiple failures, as seen in Figures 2(d) and 2(e). Comparing these four figures, we see that the total overhead is the same. Note that the larger the machine is, the more plausible this effect becomes, which is an ideal property for good scalability.
There may be cases, however, where failures occur after the delay of previous failures have already reached the failed node. An example can be seen in Figure 2(f) , in which the total execution time is comparable to that of recoverying from two failures sequentially. The likelihood of this situation is dependent on the communication pattern of the application and the checkpointing approach used. Specifically, it depends (1) on the dimension of the application domain (i.e. 1D, 2D, 3D), (2) on the size of the domain assigned to each process (which will determine the checkpoint latency), (3) the communication frequency, and, (4) the amount of computation per iteration (which will determine the latency between iterations, and is a factor of the size of the domain per node). Low power and energy footprint. Local recovery has better power and energy behavior as compared to global recovery as the entire system does not have to roll back and redo computations. Furthermore, in case of local recovery, while the neighboring processes wait for the re-spawned ones to catch up their CPU will be idle, and their power consumption can be reduced by using techniques such as Dynamic Voltage and Frequency Scaling (DVFS).
CONCLUSION
In this paper we have explored online, local recovery from high-frequency node failures for stencil-based parallel applications, using application guided checkpointing as a means for failure masking and data resilience. The approach is based on understanding the propagation of delays associated with local recovery for stencil-based computation/communication pattern, and the observation that the impact of the delay associated with multiple failures is often not additive, allowing this approach to be feasible and scalable. Based on this observation, we demonstrated that local recovery enables failure masking, i.e., the overheads on the total execution time due to recovery from multiple failures is comparable to that due to only one failure.
Our ongoing and future work include implementing and experimentally evaluating the techniques described in this paper using real applications.
