The unichain classification problem detects whether a finite state and action MDP is unichain under all deterministic policies. This problem is N P -hard [11] . This paper provides polynomial algorithms for the unichain classification for an MDP with either a state that is recurrent under all deterministic policies or with a state that is absorbing under some action.
Introduction
This paper deals with discrete-time Markov Decision Processes (MDPs) with finite state and action sets. The probability structure of an MDP is defined by a state space S = {1, . . . , N }, finite sets of actions A(i) for all i ∈ S, and transition probabilities p(j|i, a), where i, j ∈ S and a ∈ A(i). A deterministic policy ϕ is a function from S to i∈S A(i) which assigns an action ϕ(i) ∈ A(i) to each state i ∈ S. Each deterministic policy defines a stochastic matrix P (φ) = (p(j|i, ϕ(i)) i,j=1,...,N . This stochastic matrix can be viewed as a transition matrix of a homogeneous Markov chain. A transition matrix defines which states of the Markov chain are recurrent, transient, and equivalent.
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policies. An MDP is called multichain, if the transition matrix corresponding to at least one deterministic policy ϕ contains two or more nonempty recurrent classes. Otherwise, an MDP is called unichain. Thus, under any deterministic policy, the state space of a unichain MDP consists of a single recurrent class plus a possible empty set of transient states.
The unichain property is important for MDPs with average rewards per unit time. In particular, stronger results on the existence of optimal policies hold and better algorithms are available for unichain MDPs than for general MDPs; see Kallenberg [8] for detail. Since Howard [6] introduced the policy iteration algorithms, unichain MDPs have been treated separately from general MDPs; see e.g. [4, 5, 8, 10] . Kallenberg [7] studied irreducibility, communicating, weakly communicating, and unichain classification problems for MDPs. For the first three problems, Kallenberg [7] constructed polynomial algorithms. For the unichain classification problem, Kallenberg [7] , [8, p. 41 ] posted a problem whether a polynomial algorithm exists. Tsitsiklis [11] solved this problem by proving that the unichain classification problem is N P -hard.
Though the unichain classification problem is N Phard, many applications are modelled by unichain MDPs. In addition, in many applications there are states that are recurrent under all stationary policies. For example, for a queueing or inventory control problem such a state is typically either the state when the buffer is empty or the state when the buffer is full. In this note we show that, in general, a problem to detect whether an MDP has a recurrent state is polynomial and the unichain classification problem for an MDP with a recurrent state is polynomial. We call a state i ∈ S stopping if p(i|i, a) = 1 for some a ∈ A(i). Detecting stopping states is a polynomial problem and we also show that the unichain classification problem for an MDP with a stopping state is polynomial. We provide the corresponding algorithms.
Some of classification problems in Kallenberg [7] are solved in terms of graphs G 1 and G 2 whose arcs respectively indicate that there are one-step transitions between two states for all actions and for some actions. According to the definition in [7] , these graphs have no loops. We slightly modify the definition of graph G 2 by adding loops (i, i) if and only if i ∈ S is a stopping state.
An MDP is called deterministic if p(j|i, a) ∈ {0, 1} for all i, j ∈ S and for all a ∈ A(i). For deterministic MDPs, the unichain classification problem is equivalent to the question whether the graph G 2 has two node-disjoint cycles. This problem is polynomial [9] and therefore the unichain problem for deterministic MDPs is polynomial.
In Section 2, we show that the unichain classification problem cannot be solved in terms of the graphs G 1 and G 2 . In Section 3, we introduce the definitions of avoidable and reachable sets and provide polynomial algorithms that find the states from which a given set is avoidable or reachable. In Section 4, we provide a polynomial algorithm that detects whether a state is recurrent and solves the unichain classification problem for an MDP with a recurrent state. In Section 5, we formulate a polynomial algorithm for detecting recurrent and stopping states and for the unichain classification problem with either recurrent or stopping states. Section 6 deals with detecting transient states in polynomial time and it discusses the implications of this capability for alleviating the complexity of the unichain classification problem.
Graphs
Following Kalenberg [7] , we define a directed graph G 1 as a graph with the set of nodes S, no loops, and an arc (i, j), i = j, belongs to G 1 if and only if min{p(j|i, a)| a ∈ A(i)} > 0. We also define a directed graph G 2 with the set of nodes S and such that: (i) an arc (i, j), i = j, belongs to G 2 if and only if max{p(j|i, a)| a ∈ A(i)} > 0, and (ii) a loop (i, i) belongs to G 2 if and only if p(i|i, a) = 1 for some a ∈ A(i). For a graph G, we shall also denote by G its incident matrix, i.e., G(i, j) = 1 if the arc (i, j) belongs to the graph and G(i, j) = 0 otherwise. We allow loops in graphs G 2 because, as the following example illustrates, in the modified form they detect stopping states, while in the original form they do not. The following example provides two MDPs such that their corresponding graphs G i , i = 1, 2, coincide. The first MDP is multichain and the second MDP is unichain.
The first MDP is deterministic. Each action moves the process to a different state, and there are no stopping states. For example, in state 1, the action a moves the process to state 2, the action b moves the process to state 3, and the action c moves the process to state 4. This MDP is multichain. Indeed, if from state 1 (3) the process moves to state 2 (4) and from state 2 (4) the process moves to state 1 (3), then there are two recurrent classes {1, 2} and {3, 4}.
The second MDP has the same state and action sets as the first one. All three actions define different transition probability vectors. For each action, the probability to stay in the same state is 0 and the probability to move to each of two remaining three states is 0.5. So, for state 1, we have
This MDP is unichain because the minimal possible number of states in a recurrent class is 3 and under all policies there are no absorbing states.
For the both graphs, we have that
The following example describes two MDPs with the identical corresponding matrices G 1 and G 2 such that one of these MDPs has no recurrent states and another one has a recurrent state. Therefore, it is insufficient to use matrices G 1 and G 2 to detect whether a state is recurrent. For the second MDP, state 1 is always recurrent. Indeed, for any deterministic policy any recurrent class contains at least three states. However, the process always moves from state 4 to state 1. Therefore, the set {2, 3, 4} cannot be a recurrent class for any deterministic policy.
2
The following example describes two MDPs with the identical corresponding matrices G 1 and G 2 such that one of these MDPs has no transient states and another one has transient states. Therefore, it is insufficient to use matrices G 1 and G 2 to detect whether a state is transient. 
Consider a policy that always selects the action a. Then the Markov chain has three recurrent classes: {1, 2}, {3}, and {4}. So, this MDP has no transient state.
The second MDP has the same state and action sets as the first one with For Y ⊆ S we denote by Z A (Y ) the set of i ∈ S from which Y is avoidable. The following algorithm finds the set Z A (Y ) for Y ⊆ S. Its convergence is based on the necessary and sufficient condition formulated in the previous paragraph.
2. Do whileZ = ∅:
setZ := {j ∈ S \ Z : A(j) = ∅}, and set Z := Z ∪Z; end do. There are some similarities between the definition of an avoidable set above and the node that should be avoided in the Optimal Node Visitation (ONV) problem in stochastic graphs studied by Bountourelis and Reveliotis [3] . In particular, Algorithm 1 uses the same node elimination procedure as the independently formulated algorithm [3, Figure 3 ] for the reduction of the ONV problem. 
Definition 2 Let i ∈ S, Y ⊂ S, and i / ∈ Y . The set Y is called reachable from i if there exists a deterministic policy ϕ such that P
ϕ i (x t ∈ Y ) > 0 for some t = 1,
For all i ∈ S \ Y set
and reverse all the arcs in the reduced graph G 2 .
3. For the starting node y, apply the breadth-first search algorithm [1, p.73-76] . Z R (Y ) is the set of nodes, except y, in the breadth-first search tree.
The complexity of constructing the graph G 2 is O (A · N ) ; see Kallenberg [7] . The complexities of 
Finding Recurrent States
In this section, we formulate an algorithm that detects whether a particular state i is recurrent and, if it is recurrent, whether the MDP is unichain. Example 3 indicates that this cannot be done by using only matrices G 1 and 
is reachable from i and i is avoidable from any j ∈ Z
A (i). In this case, i is not recurrent. On the other hand, if i / ∈ Z R (Z A (i)) then, starting from i, the process will never reach Z A (i) and will stay only in the states from which i is not avoidable. Therefore, i is recurrent and the MDP is multichain because there is a subset of Z A (i) forms a recurrent class for a Markov chain defined by some deterministic policy. The following algorithm detects whether a state i is recurrent and, if it is recurrent, whether an MDP is unichain.
Algorithm 3 Detecting whether a state i is recurrent and, if i is recurrent, whether the MDP is unichain.

Apply Algorithm 1 to find Z
A (i). If Z A (i) = ∅ then conclude that the state i is recurrent and the MDP is unichain, and stop. 2 ) too. However, in the following section we provide an algorithm for solving a unichain classification problem for an MDP with either a recurrent or stopping state.
Apply Algorithm 2 to find
Z R (Z A (i)). If i ∈ Z R (Z A (i)) then
Unichain Detection Algorithm for an MDP with either a Recurrent or Stopping State
If a state i is either recurrent or stopping then the MDP is unichain if and only if under any deterministic policy there is no recurrent class that does not contain i. Let a state i be either stopping or recurrent. If Z A (i) = ∅ then the state i is unavoidable from any other state. In this case, under any deterministic policy any recurrent class contains i. Thus, the MDP is unichain. On the other hand, if Z A (i) = ∅ then under some deterministic policy there exists a recurrent class that does not contain the state i. Thus, the MDP is multichain.
If an MDP contains more than one stopping state, it is multichain. Even though there may be two or more recurrent states in the MDP, we need only one recurrent or stopping state to apply Algorithm 1 and detect whether the MDP is unichain or not. Therefore, we can formulate the following algorithm. 
Finding Transient States
Let T be the set of transient states. This set can be computed by apply Bather's decomposition algorithm [2] , which is formalized in Kallenberg [7, Algorithm 7] . The complexity of that algorithm is O(A · N 2 ) [7] . In terms of [7, Algorithm 7] , the set of transient states T is the union of the sets T 1 , . . . , T m computed by that algorithm.
After the set of transient states T is computed, it can be deleted from the state space S and the action sets A(j), j ∈ S \ T , can be reduced to
Any deterministic policy ϕ in the original MDP defines a deterministic policy in the reduced MDP as a function on S \ T . Since the states from T are always transient in the original MDP, the recurrent classes for these two Markov chains coincide. Therefore, the original MDP is unichain if and only if the smaller MDP is unichain. Thus, when T = ∅, by removing the set T , we reduce the unichan classification problem to a smaller problem.
Additional Remarks
An MDP is called communicating if for each two states i, j ∈ S there exists a deterministic policy ϕ, which may depend on i and j, such that j accessible from i in the Markov chain defined by ϕ. An MDP is called weakly communicating if, after the set T is deleted and the action sets in E := S \ T are reduced following (2), the MDP with the state space E is communicating. If an MDP is not weakly communicating, it is multichain. This follows from Bather's [2] decomposition.
Algorithm 4 in Kallenberg [7] , whose complexity is . This MDP has no recurrent states. The graph G 1 has two strongly connected components {1, 2} and {3, 4} and they contract to a graph consisting of two isolated nodes. Thus k + = 2 and [7, Algorithm 5] detects that this MDP is multichain.
