The contextual-based convolutional neural network (CNN) with deep 10 architecture and pixel-based multilayer perceptron (MLP) with shallow structure are 11 well-recognized neural network algorithms, representing the state-of-the-art deep 12 learning method and the classical non-parametric machine learning approach, 13 respectively. The two algorithms, which have very different behaviours, were 14 integrated in a concise and effective way using a rule-based decision fusion approach 15 for the classification of very fine spatial resolution (VFSR) remotely sensed imagery. 
Methodology

Brief review of multilayer perceptrons (MLP)
146
A multilayer perceptron (MLP) is a network that maps sets of input data onto a set of 
174
The CNN basically consists of three major operations: convolution, nonlinearity and 175 pooling/subsampling (Schmidhuber, 2015) . The convolutional and pooling layers are ),
Where is the size of the local spatial region, and
, here the (denoted as class(C)):
The confidence conf of such membership association is defined here as:
In equation (7) Buildings, Road-or-track, Grassland, Trees, Bare soil and Shadow (Table 1) .
281
Figure 3 Southampton, UK Location of study area and aerial imagery with two study sites S1 and S2.
Sample points were collected using a stratified random scheme from ground data 283 provided by local surveyors at Southampton, and split into 50% training samples and 284 50% testing samples for each class ( To further test the applicability of the proposed method, another scene of Worldview-294 2 satellite sensor imagery was acquired on 24 July 2013 in the same region of
295
Southampton with urban (S1') and rural (S2') study sites close to the Northwest of S1
296
and S2. The Worldview-2 image was geometrically and atmospherically corrected, and 297 pan-sharpened at 50 cm spatial resolution to be consistent with the aerial imagery. with the S1' and S2' study sites to the northwest of S1 and S2, respectively. Both the MLP (also including GLCM-MLP) and CNN models require a series of 319 predefined parameters to optimize the learning accuracy and generalization capability. 
431
The red and yellow circles denote incorrect and correct classification, respectively. (Congalton, 1991) , despite the obvious improvement shown in Table 2 .
453
The increase in classification accuracy was also checked by class-wise accuracy 454 assessment ( rural areas, whereas a significant increase in accuracy of the GLCM-MLP over the MLP 473 appears only in the rural area rather than the urban area.
474 Table 2 Classification accuracy comparison amongst MLP, GLCM-MLP, CNN and the proposed MLP-
475
CNN approach for study sites S1 and S2 using the per-class mapping accuracy, overall accuracy (OA)
476
and Kappa coefficient (κ). The bold font highlights the greatest classification accuracy per row. Table 3 Kappa z-test (p-value) comparing the performance of the three classifiers for two study sites S1 accuracies. In addition, classes with heavy spectral confusion in both study sites (e.g.
553
Trees and Grassland), are accurately differentiated due to their obvious spatial pattern 554 differences; for example, the texture of tree canopies is generally much rougher than 
fusion decision of MLP-CNN classification
589
Huge uncertainty and inconsistency exists inherently in any remotely sensed data
590
(including VFSR imagery), and this runs through the training and the testing samples. 
Conclusion
638
Due to its high intra-class variability and low inter-class disparity, VFSR image Survey and Lancaster University. The authors thank to the staff from the Ordnance
