Abstract. Solving a system of multivariate quadratic equations (MQ) is an NP-complete problem whose complexity estimates are relevant to many cryptographic scenarios. In some cases it is required in the best known attack; sometimes it is a generic attack (such as for the multivariate PKCs), and sometimes it determines a provable level of security (such as for the QUAD stream ciphers). Under reasonable assumptions, the best way to solve generic MQ systems is the XL algorithm implemented with a sparse matrix solver such as Wiedemann's algorithm. Knowing how much time an implementation of this attack requires gives us a good idea of how future cryptosystems related to MQ can be broken, similar to how implementations of the General Number Field Sieve that factors smaller RSA numbers give us more insight into the security of actual RSA-based cryptosystems. This paper describes such an implementation of XL using the block Wiedemann algorithm. In 5 days we are able to solve a system with 32 variables and 64 equations over F16 (a computation of about 2 60.3 bit operations) on a small cluster of 8 nodes, with 8 CPU cores and 36 GB of RAM in each node. We do not expect system solvers of the F4/F5 family to accomplish this due to their much higher memory demand. Our software also oers implementations for F2 and F31 and can be easily adapted to other small elds. More importantly, it scales nicely for small clusters, NUMA machines, and a combination of both.
Introduction
Some cryptographic systems can be attacked by solving a system of multivariate quadratic equations. For example the symmetric block cipher AES can be attacked by solving a system of 8000 quadratic equations with 1600 variables over F 2 as shown by Courtois and Pieprzyk in [5] or by solving a system of 840 sparse quadratic equations and 1408 linear equations over 3968 variables of F 256 as shown by Murphy and Robshaw in [17] . Multivariate cryptographic systems can be attacked naturally by solving their multivariate quadratic system; see for example the analysis of the QUAD stream cipher by Yang, Chen, Bernstein, and Chen in [21] .
We describe a parallel implementation of an algorithm for solving quadratic systems that was rst suggested by Lazard in [11] . Later it was reinvented by Courtois, Klimov, Patarin, and Shamir and published in [4] ; they call the algorithm XL as an acronym for extended linearization : XL extends a quadratic system by multiplying all equations with appropriate monomials and linearizes it by treating each monomial as an independent variable. Due to this extended linearization, the problem of solving a quadratic system turns into a problem of linear algebra.
XL is a special case of Gröbner basis algorithms (shown by Ars, Faugère, Imai, Kawazoe, and Sugita in [1] ) and can be used as an alternative to other Gröbner basis solvers like Faugère's F 4 and F 5 algorithms (introduced in [7] and [8] ).
An enhanced version of F 4 is implemented for example in the computer algebra system Magma, and is often used as standard benchmark by cryptographers.
There is an ongoing discussion on whether XL-based algorithms or algorithms of the F 4 /F 5 -family are more ecient in terms of runtime complexity and memory complexity. To achieve a better understanding of the practical behaviour of XL for generic systems, we describe a parallel implementation of the XL algorithm for shared-memory systems, for small computer clusters, and for a combination of both. Measurements of the eciency of the parallelization have been taken at small clusters of up to 8 nodes and shared-memory systems of up to 64 cores. A previous implementation of XL is PWXL, a parallel implementation of XL with block Wiedemann described in [15] . PWXL supports onl F 2 , while our implementation supports F 2 , F 16 , and F 31 . Furthermore, our implementation is modular and can be extended to other elds. Comparisons on performance of PWXL and our work will be shown in Sec. 4.3. We are planning to make our implementation available to the public. This paper is structured as follows: The XL algorithm is introduced in Sec. 2.
The parallel implementation of XL using the block Wiedemann algorithm is described in Sec. 3. Section 4 gives runtime measurements and performance values that are achieved by our implementation for a set of parameters on several parallel systems as well as comparisons to PWXL and to the implementation of F 4 in Magma.
The XL Algorithm
The original description of XL for multivariate quadratic systems can be found in [4] ; a more general denition of XL for systems of higher degree is given in [3] .
The following gives an introduction of the XL algorithm for quadratic systems; the notation is adapted from [23] :
Consider a nite eld K = F q and a system A of m multivariate quadratic
(see [22, Eq. (7)], [13, 6] [12] , e.g., dened in [9] ).
The Block Wiedemann Algorithm
The computationally most expensive task in XL is to nd a solution for the sparse linear system M of equations over a nite eld. There are two popular algorithms for that task, the block Lanczos algorithm [16] and the block Wiedemann algorithm [2] . The block Wiedemann algorithm was proposed by
Coppersmith in 1994 and is a generalization of the original Wiedemann algorithm [20] . It has several features that make it powerful for computation in XL:
From the original Wiedemann algorithm it inherits the property that the runtime is directly proportional to the weight of the input matrix. Therefore, this algorithm is suitable for solving sparse matrices, which is exactly the case for XL. 
,z = 0 is a (hopefully non-zero) kernel vector and thus a solution of the linear equation system. In fact it is possible to use any annihilating polynomial f (λ) of B, i.e., a polynomial f (λ) = 0 such that f (B) = 0.
Wiedemann suggests to use the BerlekampMassey algorithm for the computation of f (λ). Given a linearly recurrent sequence {a (i) } ∞ i=0 , the algorithm computes c 1 , . . . , c d for some d such that c 1 a 
. We do this eciently using two sparse-matrix multiplications by making the random matrices x and z deliberately sparse. We compute a sequence {t
T . In step BW3 we evaluate the annihilating polynomial f (λ) by applying Horner's scheme, again using two sparsematrix multiplications by computing Since the system matrix M has more rows than columns, some rows must be dropped randomly to obtain a square matrix B. Observe that due to the extension step of XL the entries of the original quadratic system A appear repeatedly in the matrix B at well-dened positions based on the enumeration scheme. Therefore, it is possible to generate the entries of B on demand spending a negligible amount of memory. However, the computation of the entry positions requires additional time; to avoid this computational overhead, we store the Macaulay matrix B in a compact memory format (see [18, Sec. 4.5.3] ). This gives a signicant speedup in the computation timegiven that the matrix B ts into available memory.
Ecient Matrix Multiplication
All matrix multiplications of the shape D = EF that we perform during XL are either multiplications of a sparse matrix by a dense matrix, or multiplications of a dense matrix by a dense matrix with matrices of a small size. For these cases, schoolbook multiplication is more ecient than the asymptotically more ecient Strassen algorithm or the CoppersmithWinograd algorithm.
However, when computing in nite elds, the cost of matrix multiplications can be signicantly reduced by trading expensive multiplications for cheap additionsif the eld size is signicantly larger than the row weight of E. This is the case for small elds like, for example, F 16 or F 31 . We reduce the number of actual multiplications for a row r of E by summing up all row vectors of F which are to be multiplied by the same eld element and performing the multiplication on all of them together. A temporary buer b α ∈ K n , α ∈ K of vectors of length n is used to collect the sum of row vectors that ought to be multiplied by α. For all entries E r,c , row c of F is added to b Er,c . Finally, b can be reduced by computing α · b α , α = 0, α ∈ K, which gives the result for row r of the matrix D.
With the strategy explained so far, computing the result for one row of E takes w E + |K| − 2 additions and |K| − 2 scalar multiplications (there is no need for the multiplication by 0 and 1, and for the addition of 0). The number of actual multiplications can be further reduced by exploiting the distributivity of the scalar multiplication of vectors: Assume in the following that
, with p prime and f (x) an irreducible polynomial with deg(f ) = k. When k = 1, the natural mapping from K to {0, 1, . . . , p − 1} ⊂ N induces an order of the elements. The order can be extended for k > 1 by ∀β, γ ∈ K : 
Parallel Macaulay Matrix Multiplication
The most expensive part in the computation of steps BW1 and BW3 of XL is a repetitive multiplication of the shape t new = B · t old , where t new , t old ∈ K The strategy of the workload distribution is similar on both multi-core systems and cluster systems. Apart from hiding the communication overhead it is also possible to totally avoid all communication by splitting t old and t new into independent column blocks for each cluster node. However, splitting t old and t new has an impact either on the runtime of BW1 and BW3 (if the block size becomes too small for ecient computation) or on the runtime of BW2 (since the block size has a strong impact on its runtime and memory demand).
We implemented both approaches since they can be combined to give best performance on a target system architecture. However, looking at the structure of the Macaulay matrix (an example is shown in Fig. 1 This approach of splitting t old and t new into two shared column blocks has the disadvantage that the entries of the Macaulay matrix need to be loaded twice per iteration, once for each block. This gives a higher memory contention and more cache misses than when working on a single column block.
However, these memory accesses are sequential. It is therefore likely that the access pattern can be detected by the memory logic and that the data is prefetched into the caches.
b ) Operating on Independent Column Blocks of t old and t new : Any communication during steps BW1 and BW3 can be avoided by splitting the matrices t old and t new into independent column blocks for each cluster node. The nodes compute over the whole Macaulay matrix B on a column stripe of t old and t new . All computation can be accomplished locally; the results are collected at the end of the computation of these steps.
Although this is the most ecient parallelization approach when looking at communication cost, the per-node eciency drops drastically with higher node count: For a high node count, the impact of the width of the column stripes of t old and t new becomes even stronger than for the previous approach. Therefore, this approach only scales well for small clusters. For a large number of nodes, the eciency of the parallelization declines signicantly. Another disadvantage of this approach is that since the nodes compute on the whole Macaulay matrix, all nodes must store the whole matrix in their memory. For large systems this is may not be feasible.
Both approaches for parallelization have advantages and disadvantages; the ideal approach can only be found by testing each approach on the target hardware. For small clusters approach b) might be the most ecient one although it loses eciency due to the eect of the width of t old and t new . The performance of approach a) depends heavily on the network conguration and the ratio between computation time and communication time. Both approaches can be combined by splitting the cluster into independent partitions; the workload is distributed over the partitions using approach b) and over the nodes within one partition using approach a). 
Experimental Results
This section gives an overview of the performance and the scalability of our XL implementation for generic systems. Experiments have been carried out on two computer systems: a 64-core NUMA system and an eight node InniBand cluster. Table 1 lists the key features of these systems.
Impact of the Block Size
We measured the impact of the block size of the block Wiedemann algorithm on the performance of the implementation on a single cluster node (without cluster communication). We used a quadratic system with 16 equations and 14 variables over F 16 . In this case, the degree D for the linearization is 9. The input for the algorithm is a Macaulay matrix B with N = 817190 rows (and columns) and row weight w B = 120. To reduce the parameter space, we xm tom =ñ. For larger values ofm andñ the performance declines probably due to cache saturation.
According to the asymptotic time complexity of Coppersmith's and Thomé's versions of the BerlekampMassey algorithm, the runtime of BW2 should be proportional toñ. However, this turns out to be the case only for moderate sizes ofñ; note the dierent scale of the graph in Fig. 2 for a runtime of more than 2000 seconds. Form =ñ = 256 the runtime of Coppersmith's version of BW2 is already larger than that of BW1 and BW3, form =ñ = 512 andm =ñ = 1024 both versions of BW2 dominate the total runtime of the computation. Thomé's version is faster than Coppersmith's version for small and moderate block sizes.
However, by doubling the block size, the memory demand of BW2 roughly doubles as well; Figure 2 shows the memory demand of both variants for this experi- 
Scalability Experiments
The scalability was measured using a quadratic system with 18 equations and 16 variables over F 16 . The degree D for this system is 10. The Macaulay matrix B has a size of N = 5 311 735 rows and columns; the row weight is w B = 153. Since this experiment is not concerned about peak performance but about scalability, a block size ofm =ñ = 256 is used. For this experiment, the implementation of the block Wiedemann algorithm ran on 1, 2, 4, and 8 nodes of the cluster and on 1 to 8 CPUs of the NUMA system. The approach a) (two shared column blocks) was used on the cluster system for all node counts.
Given the runtime T 1 for one computing node and T p for p computing nodes, the parallel eciency E p on the p nodes is dened as E p = T 1 /pT p . Figure 3 shows the parallel speedup and the parallel eciency of BW1 and BW2; the performance of BW3 behaves very similarly to BW1 and thus is not depicted in detail. These gures show that BW1 and Coppersmith's BW2 have a nice speedup and an eciency of at least 90% on 2, 4, and 8 cluster nodes. The eciency of Thomé's BW2 is only around 75% on 4 nodes and drops to under 50% on 8 nodes. In particular the polynomial multiplications require a more ecient parallelization approach. However, Thomé's BW2 takes only a small part of the total runtime for this system size; for larger systems it is even smaller due to its smaller asymptotic time complexity compared to steps BW1 and BW3. Thus, a lower scalability than BW1 and BW3 can be tolerated for BW2. On the NUMA system, the scalability is similar to the cluster system. BW1 achieves an eciency of over 85% on up to 8 NUMA nodes. The workload was distributed such that each CPU socket was lled up with OpenMP threads as much as possible. Therefore, in the case of two NUMA nodes (16 threads) the implementation achieves a high eciency of over 95% since a memory controller on the same socket is used for remote memory access and the remote memory access has only moderate cost. When using more than one NUMA node, the eciency declines to around 85% due to the higher cost of remote memory access between dierent sockets. Also on the NUMA system the parallelization of Thomé's BW2 achieves only a moderate eciency of around 50% for 8 NUMA 
Comparison with PWXL and Magma F 4
To put our numbers into context, we compare our work with two other Gröb-ner basis solvers in this section: with PWXL, a parallel implementation of XL with block Wiedemann for F 2 described in [15] , and with the implementation of Faugère's F 4 algorithm [7] in the computational algebra system Magma.
Comparison with PWXL: Figure 5 compares the runtime of PWXL and our implementation for systems in F 2 with m = n. We ran our XL implementation on our cluster system (see Table 1 ) while PWXL was running on a machine with four six-core AMD Opteron 8435 CPUs, running at 2.6 GHz.
Our implementation outperforms PWXL for the largest cases given in the paper, e.g., for n = 33 our implementation is 24 times faster running on 8
cluster nodes (64 CPU cores) and still 6 times faster when scaling to 16 CPU cores. This signicant speedup may be explained by the fact that PWXL is a modication of the block-Wiedemann solver for factoring RSA-768 used in [10] . Therefore, the code may not be well optimized for the structure of Macaulay matrices. However, these numbers show that our implementation achieves high performance for computations in F 2 .
Comparison with F 4 : Figure 6 compares time and memory consumption of the F 4 implementation in Magma V2.17-12 and our implementation of XL for systems in F 16 with m = 2n. When solving the systems in Magma we coerce the systems into F 256 , because for F 256 Magma performs faster than when using F 16 directly. The computer used to run F 4 has an 8 core Xeon X7550 CPU running at 2.0 GHz; however, F 4 uses only one core of it. We ran XL on our NUMA system using all 64 CPU cores. For this comparison we use Coppersmith's version of BW2 since it is more memory ecient than Thomé's version.
Note that there is a jump in the graph when going from n = 21 to n = 22 for XL our implementation, similarly when going from n = 23 to n = 24 for F 4 . This is due to an increment of the degree D from 5 to 6, which happens earlier for XL. Therefore, F 4 takes advantage of a lower degree in cases such as n = 22, 23. Other XL-based algorithms like Mutant-XL [14] may be able to ll this gap. In this paper we omit a discussion of the dierence between the degrees of XL and F 4 /F 5 . However, in cases where the degrees are the same for both algorithms, our implementation of XL is better in terms of runtime and memory consumption.
For n = 25, the memory consumption of XL is less than 2% of that of F 4 .
In this case, XL runs 338 times faster on 64 cores than F 4 on one single core, which means XL is still faster when the runtime is normalized to single-core performance by multiplying the runtime by 64. Table 2 presents detailed statistics of some of the largest systems we are able to solve in a moderate amount of time (within at most one week). In the tables the time (BW1, BW2, BW3, and total) is measured in seconds, and the memory is measured in GB. Note that for the cluster we give the memory usage for a single cluster node. While all the elds that we have implemented so far are presented in the table, we point out that the most optimization has been done for F 16 . The system with n = 32 variables and m = 64 equations over F 16 listed in Table 2 is the largest case we have tested. The system was solved in 5 days on the cluster using block sizesm = 256 andñ = 128. 
