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Introduction
Random variables and stochastic processes are used to describe non-deterministic
fluctuations in statistics, finance, actuarial mathematics, computer science, engineer-
ing, biology, physics, etc. Often these fluctuations can not be predicted with certainty
due to a lack of information on the initial state which can not be avoided for practical
reasons, e.g., in meteorology or gambling. Or the unpredictable behavior of the sys-
tem may be due to more fundamental reasons as in quantum mechanics. Heisenberg’s
uncertainty relations limit the accuracy of predictions of measurements of so-called
complementary observables, e.g., momentum and position, for any given state of the
particle. Even though - at least in principle - there exist states in which one of the
observables can be predicted with arbitrary precision, it is never possible to predict
both simultaneously.
But often it is reasonable to assume that the experiment can be repeated a large
number of times under the same conditions and that the relative frequencies of the pos-
sible outcomes can be predicted. It is useful to keep in mind that it is this assumption
which justifies the applicability of probabilistic models.
If the random fluctuations do not depend on time or position, then they should
be described by time- and space-homogeneous stochastic processes. This leads, in
Euclidean space, to the important class of stochastic processes with independent and
stationary increments, i.e. Le´vy processes. These processes have recently received in-
creasing interest, see [Le´v65, Sko91, Ber96, Sat99, BNMR01, App04] and the
references therein.
Since in quantum mechanics even complete knowledge of the state is not suffi-
cient to predict with certainty the outcomes of all possible measurements, the sta-
tistical interpretation has to be an essential part of the theory. Quantum probabil-
ity starts from von Neumann’s formulation of standard quantum mechanics [vN96]
and studies quantum theory from a probabilistic point of view, cf. [AFL82, HP84].
For an introduction to quantum probability and quantum stochastic calculus, see also
[Bia90, Par92, Mey95] or the lecture notes [AL03a, AL03b].
A typical situation where quantum noise enters is the description of a small quan-
tum system which is interacting with its environment, cf. [GZ00]. The state of the
environment, also called heat bath, can not be measured or controlled completely, but
it is natural to assume that it is homogeneous in time and space and that the influence
of the small system on the heat bath can be neglected.
Structures similar to infinite divisibility and Le´vy processes also appear in quantum
mechanics in the theory of repeated and continuous measurements, cf. [Hol01].
Another line of research leading to so-called quantum Le´vy processes is von Walden-
fels’ work on the emission and absorption of light, cf. [Wal73, Wal84].
Quantum random variables are defined as homomorphisms j : B → A taking values
in an algebra A where a fixed state Φ has been chosen, and stochastic processes are
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indexed families of quantum random variables. In order to define quantum Le´vy pro-
cesses, i.e. quantum stochastic processes with independent and stationary increments,
we have to explain what we mean by “independent” and “increment.”
One possibility to define independence is to call two elements a, b ∈ A independent,
if they commute, i.e.
ab = ba
and if the state factorizes on them, i.e.
Φ(ab) = Φ(a)Φ(b).
This definition generalizes the one used in classical probability theory and corresponds
to what physicists would consider as independent observables. Two quantum random
variables j1, j2 are called independent, if any pair a ∈ range j1, b ∈ range j2 of elements
of their respective ranges is independent. This is also the notion of independence that
underlies the quantum stochastic calculus on the symmetric Fock space developed by
Hudson and Parthasarathy, [HP84, Par92].
In order to define what an increment is, we need a composition for quantum random
variables. This is possible, e.g., if the algebra on which the quantum random variables
are defined, is a bialgebra. Then it is equipped with a homomorphism ∆ : B → B ⊗B
and the convolution product j1 ⋆ j2 of two quantum random variables j1, j2 : B → A
can be defined as
j1 ⋆ j1 = mA ◦ (j1 ⊗ j2) ◦∆,
where mA : A⊗A → A denotes the multiplication in A, mA(a⊗ b) = ab. If j1 and j2
are independent, then j1 ⋆ j2 is again a homomorphism.
These two choices lead to the theory of Le´vy processes on involutive bialgebras as
it was introduced and studied by Schu¨rmann et al., cf. [ASW88, Sch93]. For an
introduction to this theory, see also [Mey95, Chapter VII], [FS99], or Chapter 1.
However, in quantum probability there exist also other notions of independence
like, e.g., freeness [VDN92], see Chapter 2. In order to formulate a general theory
of Le´vy processes for these independences, bialgebras have to be replaced by the dual
groups introduced in [Voi87, Voi90]. The definition of these dual groups, also called
H-algebras or cogroups, is very similar to that of bialgebras and Hopf algebras, but the
tensor product is replaced by the free product of algebras, see also [Zha91, BH96].
There exists a homomorphism ∆ : B → B∐B from B to the free product of B with
itself, which allows to define the convolution product j1 ⋆ j2 = mA ◦ (j1
∐
j2)◦∆ of two
random variables j1, j2 : B → A. The theory of Le´vy processes on these algebras has
been developed in [Sch95b, BGS99, Fra01, Fra03b], see also Chapter 3. The special
case of Le´vy processes with additive free increments was first studied in [GSS92], and
more recently in [Bia98a, Ans00, Ans02, Ans03, BNT02c, BNT02a, BNT02b].
Classical Le´vy processes are not only used as models for random events, they are
also related to many other areas of mathematics, e.g., potential theory, harmonic anal-
ysis, or representation theory. Similarly, quantum Le´vy processes appear in various
situations. Many prominent examples of quantum stochastic processes are quantum
Le´vy processes or can be constructed from these. Classical Le´vy processes and fac-
torizable representations of current groups and current algebras are special cases of
quantum Le´vy processes, see Example 1.2.5 and Subsection 1.5.2. Quantum Le´vy pro-
cesses also arise in the construction of dilations of quantum dynamical semigroups, cf.
[Sch90].
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This thesis presents several recent contributions to the theory of quantum Le´vy
processes. These works were motivated by three central ideas.
The first is the desire to understand better the role of independence in quantum
probability. If one requires that the joint law of independent quantum random variables
is uniquely determined by their marginal distributions and imposes certain natural
conditions on the construction of joint law, then there exist exactly five possibilities,
see [Spe97, BGS99, BGS02, Mur02c, Mur02b, Mur02a] or Chapter 2. It has
been shown that three of them can be reduced to tensor independence, see [Fra03b] or
Section 2.4. This reduction can also be applied to reduce the corresponding quantum
Le´vy processes to Le´vy processes on involutive bialgebras. It is not known if such a
reduction is also possible for free independence.
Another central topic of this thesis is the relation between classical and quantum
probability. Many interesting classical stochastic processes arise as components of
quantum stochastic processes, see, e.g., [Par90, Sch91a, Fra99] or also Sections 4.4
and 7.4. Some properties of these classical processes can then be proved using the
whole quantum stochastic process, see, e.g., the proof of the chaos completeness of the
Aze´ma martingale in [Par99] or the calculation of quasi-invariance formulas for certain
increment processes in Chapter 7. On the other hand, ideas from classical probability
theory can often be applied successfully for the study of quantum stochastic processes,
see Chapter 6.
The value of a theory is of course also determined by the richness of its examples.
Therefore the third central theme is the detailed study of examples. In Chapter 4, we
have looked at the special case of Le´vy processes on real Lie algebras and classified
the Schu¨rmann triples belonging to unitary irreducible representations for several Lie
algebras. More general Schu¨rmann triples can then be constructed as direct sums. In
Section 5.7, the Brownian motions, i.e., Le´vy processes with quadratic generators, were
classified on several standard examples of so-called braided spaces. Finally, in Chapter
8, we determined all generators and all quadratic generators on the non-commutative
analogue of the algebra of coefficients of the unitary group. This bialgebra is related to
the construction of dilations of quantum dynamical semigroups on the matrix algebra
Mn.
This thesis is written in cumulative form. Most of the chapters are taken from
separate publications and can also be read individually. In the next section we give a
detailed summary of this thesis and its main results.
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Summary of results
In this thesis various recent results on quantum Le´vy processes are presented. Most
chapters are taken from separate publications and can be read by themselves. The first
part provides an introduction to the theory of Le´vy processes on involutive bialgebras.
The notion of independence used for these processes is tensor independence, see Defi-
nition 1.1.1.
In quantum probability there exist other notions of independence and Le´vy pro-
cesses can also be defined for the five so-called universal independences. This is the
topic of the second part. In particular, we show that boolean, monotone, and anti-
monotone independence can be reduced to tensor independence.
Finally, in the third part, we consider several classes of quantum Le´vy processes
of special interest, e.g., Le´vy processes on real Lie algebras or Brownian motions on
braided spaces. We also present several applications of these processes.
1. Le´vy processes on involutive bialgebras
In the first chapter, we give an introduction to the basic theory of Le´vy processes
on involutive bialgebras. We recall their definition and the one-to-one correspondence
between Le´vy processes, convolution semigroups of states, generators, and Schu¨rmann
triples. We also recall without proof Schu¨rmann’s representation theorem, see Theorem
1.3.1. Section 1.4 contains the recent result by Franz and Skeide that the vacuum vector
is cyclic for the Fock space realization of a Le´vy process, if the cocycle is surjective,
see Theorem 1.4.1.
This chapter is taken from a series of lectures on quantum Le´vy processes held at
the school “Quantum Independent Increment Processes: Structure and Applications
to Physics” in Greifswald in March 2003, see [FS03].
2. The five universal independences
In Chapter 2, we recall the classification of universal non-commutative indepen-
dences due to Ben Ghorbal and Schu¨rmann [BGS99, BGS02], and Muraki [Mur02c,
Mur02b, Mur02a], see also [Sch95a, Spe97].
The starting point of their work is the assumption that the joint law of independent
random variables should be uniquely determined by their marginals. If one imposes
certain natural conditions like associativity on the construction of the joint law, it be-
comes possible to classify all notions of independence on a given category of probability
spaces. For classical probability spaces it turns out that the only possible construction
is the tensor product. Therefore the usual notion of independence used in classical
probability is the only universal notion of independence available for that case.
But for categories of non-commutative probability spaces several universal notions
can exist. If the underlying algebra is an arbitrary unital algebra, then there exist
exactly two independences: one based on the tensor product and one based on the
5
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free product of states. For non-unital algebras, five universal independence exist. In
addition to tensor and free independence, we also have boolean, monotone, and anti-
monotone independence, cf. [Mur02c, Mur02b, Mur02a].
In [Fra02], it was shown that the axioms imposed in [BGS99, BGS02, Mur02b]
on the construction of the joint law are equivalent to saying that it is a tensor product
(in the sense of category theory, see Definition 2.1.27) and that there exist natural
transformations embedding the probability spaces into their tensor product, see Section
2.5.
Once the notion of independence is reformulated in this way, it is straight forward
that a reduction from one universal notion to another should be a tensor functor,
or rather a cotensor functor F , see Definition 2.4.1. In addition, we need a natural
transformation from the first category to the image of F in the second category. This
then allows to embed any products taken in the first category nicely into products
taken in the second category. Therefore all calculations requiring the first product can
be reduced to calculations using the second product. In particular, it is shown that
three of the universal independences, namely boolean, monotone, and anti-monotone
independence, can be reduced to tensor independence, see Subsection 2.4.3.
This chapter is also taken from the series of lectures on quantum Le´vy processes held
at the school “Quantum Independent Increment Processes: Structure and Applications
to Physics” in Greifswald in March 2003, see [FS03], and contains a fairly detailed
section with preliminaries on category theory, see Section 2.1.
3. Le´vy processes on dual groups
In Chapter 3, the reduction of boolean, monotone, and anti-monotone independence
is applied to quantum Le´vy processes. Bijections between the classes of Le´vy processes
on dual groups with boolean, monotonically, or anti-monotonically independent incre-
ments and certain classes of Le´vy processes on involutive bialgebras are constructed,
see Theorem 3.3.5. These bijections are used to classify and construct Le´vy processes
on dual groups with boolean, monotonically, or anti-monotonically independent incre-
ments. These processes can always be realized on the symmetric Fock space. Therefore
we can also reduce the corresponding quantum stochastic differential calculi to Hudson-
Parthasarathy quantum stochastic differential calculus on the symmetric Fock space,
see Subsection 3.3.3.
As another application of the reduction we show that monotone Markov processes
have a natural Markov structure, see Corollary 3.3.16.
This chapter is based on the results published in [Fra03b].
4. Renormalized squares of white noise and other non-Gaussian noises as
Le´vy processes on real Lie algebras
Let at, a
+
s be the white noise creation and annihilation operators on the Fock space,
cf. [HKPS93, Oba94]. Formally, they satisfy the relation
(4.1) [at, a
+
s ] = δ(t− s),
for s, t ∈ R. This relation can be given meaning by considering integrals
A(f) =
∫
R
f(t)dat, A
+(g) =
∫
R
g(t)da+t
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against test functions f, g from some appropriate function space S(R). Then Equation
(4.1) becomes [
A(f), A+(g)
]
=
∫
R
f(t)g(s)δ(t− s)dtds =
∫
R
f(t)g(t)dt
for f, g ∈ S(R).
Taking squares
bt =
1
2
(at)
2 and b+s =
1
2
(a+s )
2,
one obtains formally the relation
[bt, b
+
s ] =
1
4
[a2t , (a
+
s )
2] =
1
4
(
2ata
+
s δ(t− s) + 2a+s atδ(t− s)
)
= ats
+
s δ(t− s) +
1
2
(
δ(t− s))2.
But this relation cannot be given a rigorous meaning simply by integrating against test
functions. To overcome this difficulty, Accardi, Lu, and Volovich [ALV99] proposed
the “renormalization rule” (
δ(t− s))2 → 2γδ(t− s)
where γ is some “renormalization constant.” Using this rule, they obtained the follow-
ing three algebraic relations for bt = (at)
2/2, b+s = (a
+
s )
2/2, and nt = ata
+
t ,
(4.2a) [bt, b
+
s ] = ntδ(t− s) + γδ(t− s),
(4.2b) [nt, bs] = −2btδ(t− s),
(4.2c) [nt, b
+
s ] = 2b
+
t δ(t− s).
These relations can be made rigorous by integrating them against test functions, see
Equations (4.1.1). For γ > 0, Accardi, Lu, and Volovich [ALV99] have constructed a
realization of these relations by operators acting on a Hilbert space with a cyclic vector
Ω which is annihilated by bt and nt. They have also shown that such a realization does
not exist for γ < 0.
Chapter 4 starts from the relations (4.2) and shows that any factorizable current
representation of the current algebra slR2 over the Lie algebra sls = sl(2,R) gives a
realization. Furthermore, any realization of (4.2) that satisfies (bt)
∗ = bt and (nt)∗ = nt
and an independence property can be obtained in this way. This includes also the
realization constructed in [ALV99].
In Chapter 4, we also recall how these factorizable current representations can be
classified and constructed using the representation theory and cohomological properties
of the underlying Lie algebra. For several Lie algebras we compute the relevant coho-
mological information for their unitary irreducible representations and thereby classify
their factorizable current representations.
In the last section of Chapter 4, we show that one can associate a classical Le´vy
process to these factorizable current representations by fixing an element of the Lie
algebra, see Theorem 4.4.3. For the realization of [ALV99], one finds that the marginal
distributions of these Le´vy processes are the measures of orthogonality of three of the
five Meixner classes [Mei34] of orthogonal polynomials, namely the Meixner-Pollaczek,
Laguerre, and Meixner polynomials. In probability theory these processes are called
Meixner, Gamma, and Pascal process.
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The results of this chapter have been published in [AFS02].
5. Le´vy processes and Brownian motion on braided spaces
To get more than the five universal independences, one has to consider categories
of probability spaces with additional structure. In Example 2.3.3, Fermi independence
was defined for Z2-graded quantum probability spaces. Recently, the theory of the
so-called Z2-graded superspaces and supergeometry has been generalized to braided
spaces and braided geometry, see [Maj95b] and the references therein. In Chapter 5,
the notion of braided independence is developed. Braided quantum probability spaces
are ∗-algebras equipped with an action and coaction of some ∗-bialgebra and a state
that satisfies an invariance condition.
In Chapter 5, we show how a braided category can be constructed from an involutive
Hopf algebra or from an involutive bialgebra equipped with an r-form. Algebras and
bialgebras in such a category are called braided algebras and braided bialgebras, if their
structure maps are morphisms of the category. Braided spaces are braided bialgebras
which are generated by a finite number of primitive elements. We show how such
braided spaces can be constructed for any bi-invertible, real type I R-matrix, see Section
5.5. The construction is similar to the one in [Maj95b], but the axioms for the
involution are new.
In Section 5.4, we show that for a braided ∗-bialgebras B it is possible to construct a
∗-bialgebra H that contains B as a subalgebra and as a one-sided coideal. Furthermore,
it is possible to extend the generator L : B → C in a canonical way to a generator
LH : H → C such that the Le´vy process (jst)0≤s≤t associated to L can be recovered
from the Le´vy process (jHst )0≤s≤t associated to L
H . This construction can actually be
formulated as a reduction in the sense of Definition 2.4.1.
In Section 5.7, we classify all quadratic generators on several standard examples of
braided spaces. This gives a classification of all Brownian motions on these spaces, i.e.,
of the analogue of time- and space-homogeneous diffusions.
6. Malliavin calculus and Skorohod integration for quantum stochastic
processes
In Chapter 6, we develop a non-commutative analogue of infinite-dimensional anal-
ysis on the Wiener space. Our goal is to find sufficient conditions for the regularity of
joint densities of non-commuting operators.
Let h be a real Hilbert space. The Wiener space W (h) is replaced by the algebra of
bounded operators on its complexification Γ(hC) = W (h)C. On Γ(hC) we have two non-
commuting quantum stochastic processes Q and P , indexed by elements of h, which
satisfy
[P (h), Q(k)] = 2i〈h, k〉, for h, k ∈ h.
Operators which can be obtained via Weyl’s functional calculus play the role of smooth
functionals. For these operators we obtain a Girsanov type formula in Proposition 6.4.6
and as its infinitesimal version an integration by parts formula, see Proposition 6.4.7.
The left-hand-side of the integration by parts formula can be interpreted as a directional
or Fre´chet derivative,
DkB =
i
2
[Q(k1)− P (k2), B]
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for k = (k1, k2), k1, k2 ∈ h, and B a “smooth” operator. As a next step a derivation
operator D is defined, which is related to the Fre´chet derivative by
DkB = 〈k,DB〉
for k = (k1, k2), k1, k2 ∈ h, and B a “smooth” operator, see Proposition 6.5.8.
Even though D is no longer a map between Hilbert spaces, we can define also an
analogue of the divergence operator δ. Both the derivation operator and the divergence
operator are shown to be closable.
In the white noise case, i.e., if h is the space of L2-functions on some measurable
space, e.g., h = L2(R+), the classical divergence operator is the Hitsuda-Skorohod
integral, which extends the Wiener integral to not necessarily adapted processes. Here
it turns out that the divergence operators coincides with a non-causal extension of the
Hudson-Parthasarathy quantum stochastic integral, which had already been studied
by Belavkin [Bel91a, Bel91b] and Lindsay [Lin93].
We also show that the derivation operator can also be used to obtain sufficient
conditions for the existence of smooth densities, see Subsection 6.7.2.
This chapter is taken from [FLS01], see also [FLS99].
7. Quasi-invariance formulas for components of quantum Le´vy processes
The Girsanov type formula in Proposition 6.4.6 actually contains the classical Gir-
sanov formula for Brownian motion with a deterministic drift as a special case. In
Chapter 7, we study this situation in more detail. We start from a quantum stochastic
process whose restriction to a commutative subalgebra gives a classical stochastic pro-
cess. Then we choose unitary operators and let them act on the range of the quantum
stochastic process. This action can be computed in two ways. We can let the unitary
act on the algebra or on the state vector. Since the expectations computed either way
have to agree, this leads to a kind of quasi-invariance formula. Under certain conditions
this quasi-invariance formula carries over to the classical process.
The basic idea of this construction is described in Section 7.3. In the following
section we give several examples, including the classical Girsanov formula and a quasi-
invariance formula for the Gamma process recently obtained by Tsilevich, Vershik,
and Yor [TVY00, TVY01]. We also derive a new invariance formula for the Meixner
process, see Subsection 7.4.6.
8. Le´vy processes and dilations of completely positive semigroups
Let Ud be the free ∗-algebra generated by indeterminates uij, u∗ij, i, j = 1, . . . , d,
with the relations
d∑
j=1
ukju
∗
ℓj = δkℓ,
d∑
j=1
u∗jkujℓ = δkℓ,
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The ∗-algebra Ud is turned into a ∗-bialgebra, if we define ∆ : Ud → Ud ⊗ Ud and
ε : Ud → C on the generators by
∆(ukℓ) =
d∑
j=1
ukj ⊗ ujℓ,
ε(ukℓ) = δkℓ,
and extend them as ∗-algebra homomorphisms. Schu¨rmann [Sch90] has shown that
the Hudson-Parthasarathy cocycles which are used to construct dilations of quantum
dynamical semigroups on Md are equivalent to Le´vy processes on Ud.
In Chapter 8, we classify the Gaussian generators and all generators on Ud, see
Theorems 8.3.1 and 8.3.3. We also recall how dilations of quantum dynamical semi-
groups onMd can be constructed from Le´vy processes on Ud. Furthermore, we give the
relation between the generator of the quantum dynamical semigroup and the generator
of the Le´vy process.
Part 1
The Theory of Le´vy Processes on
Involutive Bialgebras

CHAPTER 1
Le´vy Processes on Involutive Bialgebras
Le´vy processes on involutive bialgebras first appeared in models of the laser, cf.
[Wal73, Wal84]. Their algebraic framework was formulated in [ASW88]. They are
a generalization of both classical stochastic processes with independent and stationary
increments, called Le´vy processes, and factorizable current representations of groups
and Lie algebras.
In this Chapter we will give the definition of these processes, cf. Section 1.
In Section 2 be will begin to develop their basic theory. We will see that the
marginal distributions of a Le´vy process form a convolution semigroup of states and
that we can associate a generator with a Le´vy process on an involutive bialgebra, that
characterizes uniquely its distribution, like in classical probability. By a GNS-type
construction we can get a so-called Schu¨rmann triple from the generator.
This Schu¨rmann triple can be used to obtain a realization of the process on a
symmetric Fock space, see Section 3. This realization can be found as the (unique)
solution of a quantum stochastic differential equation. It establishes the one-to-one
correspondence between Le´vy processes, convolution semigroups of states, generators,
and Schu¨rmann triples. We will not present the proof of the representation theorem
here, but refer to [Sch93, Chapter 2].
In Section 4, we present a recent unpublished result by Franz and Skeide. If the
cocycle of the Schu¨rmann triple is surjective, then the vacuum vector is cyclic for the
Le´vy process constructed on the symmetric Fock space via the representation theorem.
Finally, in Section 5, we look at several examples.
For more details, see also [Sch93][Mey95, Chapter VII][FS99].
1. Definition of Le´vy processes on involutive bialgebras
A quantum probability space in the purely algebraic sense is a pair (A,Φ) consisting
of a unital ∗-algebra A and a state (i.e. a normalized positive linear functional) Φ on A.
A quantum random variable j over a quantum probability space (A,Φ) on a ∗-algebra
B is simply a ∗-algebra homomorphism j : B → A. A quantum stochastic process is an
indexed family of random variables (jt)t∈I . For a quantum random variable j : B → A
we will call ϕj = Φ◦ j its distribution in the state Φ. For a quantum stochastic process
(jt)t∈I the functionals ϕt = Φ ◦ jt : B → C are called marginal distributions. The joint
distribution Φ ◦ (∐t∈I jt) of a quantum stochastic process is a functional on the free
product
∐
t∈I B, see Chapter 2.
Two stochastic processes
(
j
(1)
t : B → A1
)
t∈I
and
(
j
(2)
t : B → A2
)
t∈I
on B over
(A1,Φ1) and (A2,Φ2) are called equivalent, if there joint distributions coincide. This
is the case, if and only if all their moments agree, i.e. if
Φ1
(
j
(1)
t1 (b1) · · · j(1)tn (bn)
)
= Φ2
(
j
(2)
t1 (b1) · · · j(2)tn (bn)
)
holds for all n ∈ N, t1, . . . , tn ∈ I and all b1, . . . , bn ∈ B.
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The term ‘quantum stochastic process’ is sometimes also used for an indexed family
(Xt)t∈I of operators on a Hilbert space or more generally of elements of a quantum
probability space. We will reserve the name operator process for this. An operator
process (Xt)t∈I ⊆ A always defines a quantum stochastic process (jt : C〈a, a∗〉 → A)t∈I
on the free ∗-algebra with one generator, if we set jt(a) = Xt and extend jt as a ∗-
algebra homomorphism. On the other hand operator processes can be obtained from
quantum stochastic processes (jt : B → A)t∈I by choosing an element x of the algebra
B and setting Xt = jt(x).
The notion of independence we use for Le´vy processes on involutive bialgebras is the
so-called tensor or boson independence. In Chapter 2 we will see that other interesting
notions of independence exist.
1.1. Definition. Let (A,Φ) be a quantum probability space and B a *-algebra.
The quantum random variables j1, . . . , jn : B → A are called tensor or boson indepen-
dent (w.r.t. the state Φ), if
(i) Φ
(
j1(b1) · · · jn(bn)
)
= Φ
(
j1(b1)
) · · ·Φ(jn(bn)) for all b1, . . . , bn ∈ B, and
(ii) [jl(b1), jk(b2)] = 0 for all k 6= l and all b1, b2 ∈ B.
Recall that an involutive bialgebra (B,∆, ε) is a unital ∗-algebra B with two ∗-
homomorphisms ∆ : B → B ⊗ B, ε : B → C called coproduct and counit, satisfying
(id⊗∆) ◦∆ = (∆⊗ id) ◦∆ (coassociativity)
(id⊗ ε) ◦∆ = id = (ε⊗ id) ◦∆ (counit property).
Let j1, j2 : B → A be two linear maps with values in some algebra A, then we define
their convolution j1 ⋆ j2 by
j1 ⋆ j2 = mA ◦ (j1 ⊗ j2) ◦∆.
If j1 and j2 are two independent quantum random variables, then j1⋆j2 is again a quan-
tum random variable, i.e. a ∗-homomorphism. The fact that we can compose quantum
random variables allows us to define Le´vy processes, i.e. processes with independent
and stationary increments.
1.2. Definition. Let B be an involutive bialgebra. A quantum stochastic process
(jst)0≤s≤t on B over some quantum probability space (A,Φ) is called a Le´vy process, if
the following four conditions are satisfied.
(1) (Increment property) We have
jrs ⋆ jst = jrt for all 0 ≤ r ≤ s ≤ t,
jtt = 1 ◦ ε for all 0 ≤ t.
(2) (Independence of increments) The family (jst)0≤s≤t is independent, i.e. the
quantum random variables js1t1 , . . . , jsntn are independent for all n ∈ N and
all 0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn.
(3) (Stationarity of increments) The distribution ϕst = Φ ◦ jst of jst depends only
on the difference t− s.
(4) (Weak continuity) The quantum random variables jst converge to jss in dis-
tribution for tց s.
Recall that an (involutive) Hopf algebra (B,∆, ε, S) is an (involutive) bialgebra
(B,∆, ε) equipped with a linear map called antipode S : B → B satisfying
(1.1) S ⋆ id = 1 ◦ ε = id ⋆ S.
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The antipode is unique, if it exists. Furthermore, it is an algebra and coalgebra anti-
homomorphism, i.e. it satisfies S(ab) = S(b)S(a) for all a, b ∈ B and (S ⊗ S) ◦ ∆ =
τ ◦ ∆ ◦ S, where τ : B ⊗ B → B ⊗ B is the flip τ(a ⊗ b) = b ⊗ a. If (B,∆, ε) is an
involutive bialgebra and S : B → B a linear map satisfying (1.1), then S satisfies also
the relation
S ◦ ∗ ◦ S ◦ ∗ = id,
in particular, it follows that S is invertible.
One can show that if (jt)t≥0 is any quantum stochastic process on an involutive
Hopf algebra, then the quantum stochastic process defined by
jst = mA ◦
(
(js ◦ S)⊗ jt
) ◦∆,
for 0 ≤ s ≤ t, satisfies the increment property (1) in Definition 1.2. A one-parameter
stochastic process (jt)t≥0 on a Hopf ∗-algebra H is called a Le´vy process on H , if its
increment process (jst)0≤s≤t with jst =
(
(js ◦S)⊗ jt) ◦∆ is a Le´vy process on H in the
sense of Definition 1.2.
Let (jst)0≤s≤t be a Le´vy process on some involutive bialgebra. We will denote the
marginal distributions of (jst)0≤s≤t by ϕt−s = Φ ◦ jst. Due to the stationarity of the
increments this is well defined.
1.3. Lemma. The marginal distributions (ϕt)t≥0 of a Le´vy process on an involutive
bialgebra B form a convolution semigroup of states on B, i.e. they satisfy
(1) ϕ0 = ε, ϕs ⋆ ϕt = ϕs+t for all s, t ≥ 0, and limtց0 ϕt(b) = ε(B) for all b ∈ B,
and
(2) ϕt(1) = 1, and ϕt(b
∗b) ≥ 0 for all t ≥ 0 and all b ∈ B.
Proof. ϕt = Φ◦j0t is clearly a state, since j0t is a ∗-homomorphism and Φ a state.
From the first condition in Definition 1.2 we get
ϕ0 = Φ ◦ j00 = Φ(1)ε = ε,
and
ϕs+t(b) = Φ
(
j0,s+t(b)
)
= Φ
(∑
j0s(b(1))js,s+t(b(2))
)
,
for b ∈ B, ∆(b) =∑ b(1)⊗ b(2). Using the independence of increments, we can factorize
this and get
ϕs+t(b) =
∑
Φ
(
j0s(b(1))
)
Φ
(
js,s+t(b(2))
)
=
∑
ϕs(b(1))ϕt(b(2))
= ϕs ⊗ ϕt
(
∆(b)
)
= ϕs ⋆ ϕt(b)
for all ∈ B.
The continuity is an immediate consequence of the last condition in Definition
1.2. 
1.4. Lemma. The convolution semigroup of states characterizes a Le´vy process on
an involutive bialgebra up to equivalence.
Proof. This follows from the fact that the increment property and the indepen-
dence of increments allow to express all joint moments in terms of the marginals. E.g.,
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for 0 ≤ s ≤ u ≤ v and a, b, c ∈ B, the moment Φ(jsu(a)jst(b)jsv(c)) becomes
Φ
(
jsu(a)jst(b)jsv(c)
)
= Φ
(
(jst ⋆ jtu)(a)jst(b)(jst ⋆ jtu ⋆ juv)(c)
)
= Φ
(
jst(a(1))jtu(a(2))jst(b)jst(c(1)jtu(c(2)juv(c(3))
)
= Φ
(
jst(a(1)bc(1))jtu(a(2)c(2))juv(c(3))
)
= ϕt−s(a(1)bc(1))ϕu−t(a(2)c(2))ϕv−u(c(3).

It is possible to reconstruct process (jst)0≤s≤t from its convolution semigroups, see
[Sch93, Section 1.9] or [FS99, Section 4.5]. Therefore, we even have a one-to-one
correspondence between Le´vy processes on B and convolution semigroups of states on
B.
2. The generator and the Schu¨rmann triple of a Le´vy process
In this section we will meet two more objects that classify Le´vy processes, namely
their generator and their triple (called Schu¨rmann triple by P.-A. Meyer, see [Mey95,
Section VII.1.6]).
We begin with a technical lemma.
2.1. Lemma. (a): Let ψ : C → C be a linear functional on some coalgebra C.
Then the series
expψ(b)
def
=
∑
n=0
ψ⋆n
n!
(b) = ε(b) + ψ(b) +
1
2
ψ ⋆ ψ(b) + · · ·
converges for all b ∈ C.
(b): Let (ϕt)t≥0 be a convolution semigroup on some coalgebra C. Then the limit
L(b) = lim
tց0
1
t
(
ϕt(b)− ε(b)
)
exists for all b ∈ C. Furthermore we have ϕt = exp tL for all t ≥ 0.
The proof of this Lemma uses the fundamental theorem of coalgebras [Swe69],
which states that for any element c of a coalgebra C there exists a finite-dimensional
subcoalgebra Cb of C containing b.
2.2. Proposition. (Schoenberg correspondence) Let B be an involutive bial-
gebra, (ϕt)t≥0 a convolution semigroup of linear functionals on B and
L = lim
tց0
1
t
(
ϕt − ε
)
.
Then the following are equivalent.
(i): (ϕt)t≥0 is a convolution semigroup of states.
(ii): L : B → C satisfies L(1) = 0, and it is hermitian and conditionally positive,
i.e.
L(b∗) = L(b)
for all b ∈ B, and
L(b∗b) ≥ 0
for all b ∈ B with ε(b) = 0.
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Proof. We prove only the (easy) direction (i)⇒(ii), the converse follows from the
representation theorem 3.1, whose proof can be found in [Sch93, Chapter 2].
The first property follows by differentiating ϕt(1) = 1 w.r.t. t.
Let b ∈ B, ε(b) = 0. If all ϕt are states, then we have ϕt(b∗b) ≥ 0 for all t ≥ 0 and
therefore
L(b∗b) = lim
tց0
1
t
(
ϕt(b
∗b)− ε(b∗b)) = lim
tց0
ϕt(b
∗b)
t
≥ 0.
Similarly, L is hermitian, since all ϕt are hermitian. 
We will call a linear functional satisfying condition (ii) of the preceding Proposition
a generator. Lemma 2.1 and Proposition 2.2 show that Le´vy processes can also be
characterized by their generator L = d
dt
∣∣
t=0
ϕt.
LetD be a pre-Hilbert space. Then we denote by L(D) the set of all linear operators
on D that have an adjoint defined everywhere on D, i.e.
L(D) =
{
X : D → D linear
∣∣∣∣ there exists X∗ : D → D linear s.t.〈u,Xv〉 = 〈X∗u, v〉 for all u, v ∈ D
}
.
L(D) is clearly a unital ∗-algebra.
2.3. Definition. Let B be a unital ∗-algebra equipped with a unital hermitian
character ε : B → C (i.e. ε(1) = 1, ε(b∗) = ε(b), and ε(ab) = ε(a)ε(b) for all a, b ∈ B).
A Schu¨rmann triple on (B, ε) is a triple (ρ, η, L) consisting of
• a unital ∗-representation ρ : B → L(D) of B on some pre-Hilbert space D,
• a ρ-ε-1-cocycle η : B → D, i.e. a linear map η : B → D such that
(2.1) η(ab) = ρ(a)η(b) + η(a)ε(b)
for all a, b ∈ B,
• and a hermitian linear functional L : B → C that has the linear map B ×B ∋
(a, b) 7→ −〈η(a∗), η(b)〉 as a ε-ε-2-coboundary, i.e. that satisfies
(2.2) −〈η(a∗), η(b)〉 = ∂L(a, b) = ε(a)L(b)− L(ab) + L(a)ε(b)
for all a, b ∈ B.
We will call a Schu¨rmann triple surjective, if the cocycle η : B → D is surjective.
2.4. Theorem. Let B be an involutive bialgebra. We have one-to-one correspon-
dences between Le´vy processes on B (modulo equivalence), convolution semigroups of
states on B, generators on B, and surjective Schu¨rmann triples on B (modulo unitary
equivalence).
Proof. It only remains to establish the one-to-one correspondence between gen-
erators and Schu¨rmann triples.
Let (ρ, η, L) be a Schu¨rmann triple, then we can show L is a generator, i.e. a
hermitian, conditionally positive linear functional with L(1) = 0.
The cocycle has to vanish on the unit element 1, since
η(1) = η(1 · 1) = ρ(1)η(1) + η(1)ε(1) = 2η(1).
This implies
L(1) = L(1 · 1) = ε(1)L(1) + 〈η(1), η(1)〉+ L(1)ε(1) = 2L(1) = 0.
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Furthermore, L is hermitian by definition and conditionally positive, since by (2.2) we
get
L(b∗b) = 〈η(b), η(b)〉 = ||η(b)||2 ≥ 0
for b ∈ ker ε.
Let now L be a generator. The sesqui-linear form 〈·, ·〉L : B × B → defined by
〈a, b〉L = L
((
a− ε(a)1)∗(b− ε(b)1))
for a, b ∈ B is positive semi-definite, since L is conditionally positive. Dividing B by
the null-space
NL = {a ∈ B|〈a, a〉L = 0}
we obtain a pre-Hilbert space D = B/NL with a positive definite inner product 〈·, ·〉
induced by 〈·, ·〉L. For the cocycle η : B → D we take the canonical projection, this is
clearly surjective and satisfies Equation (2.2).
The ∗-representation ρ is induced from the left multiplication on B on ker ε, i.e.
ρ(a)η
(
b− ε(b)1) = η(a(b− ε(b)1)) or ρ(a)η(b) = η(ab)− η(a)ε(b)
for a, b ∈ B. To show that this is well-defined, we have to verify that left multiplication
by elements of B leaves the null-space invariant. Let therefore a, b ∈ B, b ∈ NL, then
we have∣∣∣∣∣∣(a(b− ε(b)1))∣∣∣∣∣∣2 = L((ab− aε(b)1)∗(ab− aε(b)1))
= L
((
b− ε(b)1)∗a∗(ab− aε(b)1)) = 〈b− ε(b)1, a∗a(b− ε(b)1)〉
L
≤ ||b− ε(b)1||2 ∣∣∣∣a∗a(b− ε(b)1∣∣∣∣2 = 0,
with Schwarz’ inequality.
That the Schu¨rmann triple (ρ, η, L) obtained in this way is unique up to unitary
equivalence follows similarly as for the usual GNS construction. 
2.5. Example. Let (Xt)t≥0 be a classical real-valued Le´vy process on a probability
space (Ω,F , P )), whose characteristic function
E(eiuXt) = exp t
(
idu− σ
2
2
u2 +
∫
R\{0}
(eiux − 1− iux1|x|≤1)dν(x)
)
is analytic in a neighborhood of 0. We will now define a Le´vy process on the free
algebra C[x] generated by one symmetric element x = x∗ with the coproduct and
counit determined by ∆(x) = x⊗ 1+ 1⊗ x and ε(x) = 0, whose moments agree with
those of (Xt)t≥0, i.e. such that
Φ
(
jst(x
k)
)
= E
(
(Xt −Xs)k
)
holds for all k ∈ N and all 0 ≤ s ≤ t. Furthermore, we will construct its Schu¨rmann
triple.
We take A = Pol(X), i.e. the algebra generated by {Xt|t ≥ 0}, and for the the
state Φ we take the expectation functional. The Le´vy process is defined by jst(x
k) =
(Xt − Xs)k, for 0 ≤ s ≤ t. It is straightforward to verify that this defines indeed a
Le´vy process on C[x].
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Our assumptions allow us compute the generator L as
L(xk) =
d
dt
∣∣∣∣
t=0
Φ
(
j0t(x
k)
)
=
d
dt
∣∣∣∣
t=0
E(Xkt ) =
d
dt
∣∣∣∣
t=0
(
1
ik
dk
dku
∣∣∣∣
u=0
E(eiuXt)
)
=

0 k = 0,
d+
∫
|x|>1 xdν(x) k = 1,
σ2 +
∫
R\{0} x
2dν(x) k = 2,∫
R\{0} x
kdν(x) k ≥ 3.
We can define the Schu¨rmann triple on the Hilbert space H = C⊕ L2(ν). The repre-
sentation ρ acts as
ρ(p)(λ, f) =
(
p(0)λ, pf
)
for a polynomial p ∈ C[x], and λ ∈ C, f ∈ L2(ν). The cocycle η : C[x] → H can be
written as
η(p) =
(
σp′(0), p− p(0))
where p′ denotes the first derivative of p. It is not difficult to check that this defines
indeed a Schu¨rmann triple.
For the classification of Gaussian and drift generators on an involutive bialgebra B
with counit ε, we need the ideals
K = ker ε,
K2 = span {ab|a, b ∈ K},
K3 = span {abc|a, b, c ∈ K}.
2.6. Proposition. Let L be a conditionally positive, hermitian linear functional
on B. Then the following are equivalent.
(i): η = 0,
(ii): L|K2 = 0,
(iii): L is an ε-derivation, i.e. L(ab) = ε(a)L(b) + L(a)ε(b) for all a, b ∈ B,
(iv): The states ϕt are homomorphisms, i.e. ϕt(ab) = ϕt(a)ϕt(b) for all a, b ∈ B
and t ≥ 0.
If a conditionally positive, hermitian linear functional L satisfies one of these condi-
tions, then we call it and the associated Le´vy process a drift.
2.7. Proposition. Let L be a conditionally positive, hermitian linear functional
on B.
Then the following are equivalent.
(i): L|K3 = 0,
(ii): L(b∗b) = 0 for all B ∈ K2,
(iii): L(abc) = L(ab)ε(c) + L(ac)ε(b) + L(bc)ε(a) − ε(ab)L(c) − ε(ac)L(b) −
ε(bc)L(a) for all a, b, c ∈ B,
(iv): ρ|K = 0 for the representation ρ in the surjective Schu¨rmann triple (ρ, η, L)
associated to L by the GNS-type construction presented in the proof of Theorem
2.4,
(v): ρ = ε1, for the representation ρ in the surjective Schu¨rmann triple (ρ, η, L)
associated to L by the GNS-type construction presented in the proof of Theorem
2.4,
(vi): η|K2 = 0 for the cocycle η in any Schu¨rmann triple (ρ, η, L) containing L,
20 1. LE´VY PROCESSES ON INVOLUTIVE BIALGEBRAS
(vii): η(ab) = ε(a)η(b) + η(a)ε(b) for all a, b ∈ B and the cocycle η in any
Schu¨rmann triple (ρ, η, L) containing L.
If a conditionally positive, hermitian linear functional L satisfies one of these condi-
tions, then we call it and also the associated Le´vy process quadratic or Gaussian.
2.8. Proposition. Let L be a conditionally positive, hermitian linear functional
on B. The the following are equivalent.
(i): There exists a state ψ : B → C and a real number λ > 0 such that
L(b) = λ
(
ϕ(b)− ε(b))
for all b ∈ B.
(ii): There exists a Schu¨rmann triple (ρ, η, L) containing L, in which the cocycle
η is trivial, i.e. of the form
η(b) =
(
ρ(b)− ε(b))ω, for all b ∈ B,
for some non-zero vector ω ∈ D.
If a conditionally positive, hermitian linear functional L satisfies one of these condi-
tions, then we call it a Poisson generator and the associated Le´vy process a compound
Poisson process.
Proof. To show that (ii) implies (i), set ϕ(b) = 〈ω, ρ(b)ω〉 and λ = ||ω||2.
For the converse, let (D, ρ, ω) be the GNS triple for (B, ϕ) and check that (ρ, η, L)
with η(b) =
(
ρ(b)− ε(b))ω, b ∈ B defined a triple. 
2.9. Remark. The Schu¨rmann triple for a Poisson generator L = λ(ϕ−ε) obtained
by the GNS construction for ϕ is not necessarily surjective. Consider, e.g., a classical
additive R-valued compound Poisson process, whose Le´vy measure µ is not supported
on a finite set. Then the construction of a surjective Schu¨rmann triple in the proof
of Theorem 2.4 gives the pre-Hilbert space D0 = span {xk|k = 1, 2, . . .} ⊆ L2(R, µ).
On the other hand, the GNS-construction for ϕ leads to the pre-Hilbert space D =
span {xk|k = 0, 1, 2, . . .} ⊆ L2(R, µ). The cocycle η is the coboundary of the constant
function, which is not contained in D0.
3. The representation theorem
The representation theorem gives a direct way to construct a Le´vy process from
the Schu¨rmann triple, using quantum stochastic calculus.
3.1. Theorem. (Representation theorem) Let B be an involutive bialgebra and
(ρ, η, L) a Schu¨rmann triple on B. Then the quantum stochastic differential equations
(3.1) djst = jst ⋆
(
dA∗t ◦ η + dΛt ◦ (ρ− ε) + dAt ◦ η ◦ ∗+ Ldt
)
with the initial conditions
jss = ε1
have a solution (jst)0≤s≤t. Moreover, in the vacuum state Φ(·) = 〈Ω, ·Ω〉, (jst)0≤s≤t is
a Le´vy process with generator L.
Conversely, every Le´vy process with generator L is equivalent to (jst)0≤s≤t.
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For the proof of the representation theorem we refer to [Sch93, Chapter 2].
Written in integral form and applied to an element b ∈ B with ∆(b) =∑ b(1)⊗ b(2),
Equation (3.1) takes the form
jst(b) = ε(b)1+
∫ t
s
jsτ (b(1))
(
dA∗τ
(
η(b(2))
)
+dΛτ
(
ρ(b(2)−ε(b(2))1
)
+dAτ
(
η(b∗(2))
)
+L(b(2))dτ
)
.
One can show that
dMt = dA
∗
t ◦ η + dΛt ◦ (ρ− ε) + dAt ◦ η˜ + Ldt
formally defines a ∗-homomorphism on ker ε = B0, if we define the algebra of quantum
stochastic differentials (or Itoˆ algebra, cf. [Bel98] and the references therein) over some
pre-Hilbert space D as follows.
The algebra of quantum stochastic differentials I(D) over D is the ∗-algebra gen-
erated by
{dΛ(F )|F ∈ L(D)} ∪ {dA∗(u)|u ∈ D} ∪ {dA(u)|u ∈ D} ∪ {dt},
if we identify
dΛ(λF + µG) ≡ λdΛ(F ) + µdΛ(G),
dA∗(λu+ µv) ≡ λdA∗(u) + µdA∗(v),
dA(λu+ µv) ≡ λdA(u) + µdA(v),
for all F,G ∈ L(D), u, v ∈ D, λ, µ ∈ C. The involution of I(D) is defined by
dΛ(F )∗ = dΛ(F ∗),(
dA∗(u)
)∗
= dA(u),
dA(u)∗ = dA∗(u),
for F ∈ L(D), u ∈ D, and the multiplication by the Itoˆ table
• dA∗(u) dΛ(F ) dA(u) dt
dA∗(v) 0 0 0 0
dΛ(G) dA∗(Gu) dΛ(GF ) 0 0
dA(v) 〈v, u〉dt dA(F ∗v) 0 0
dt 0 0 0 0
for all F,G ∈ L(D), u, v ∈ D, i.e. we have, for example,
dA(v) • dA∗(u) = 〈v, u〉dt, and dA∗(u) • dA(v) = 0.
3.2. Proposition. Let (jst)0≤s≤t be a Le´vy process on a ∗-bialgebra B with Schu¨rmann
triple (ρ, η, L), realized on the Fock space Γ
(
L2(R+, D)
)
over the pre-Hilbert space D.
Let furthermore u be a unitary operator on D and ω ∈ D. Then the quantum stochastic
differential equation
dUt = Ut
(
dAt(ω)− dA∗t (uω) + dΛt(u− 1)−
||ω||2
2
dt
)
with the initial condition U0 = 1 has a unique solution (Ut)t≥0 with Ut a unitary for all
t ≥ 0.
Furthermore, the quantum stochastic process (˜st)0≤s≤t defined by
˜st(b) = U
∗
t jst(b)Ut, for b ∈ B,
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is again a Le´vy process with respect to the vacuum state. The Schu¨rmann triple (ρ˜, η˜, L˜)
of (˜st)0≤s≤t is given by
ρ˜(b) = u∗ρ(b)u,
η˜(b) = u∗η(b)− u∗ρ(b)uω,
L˜(b) = L(b)− 〈uω, η(b)〉+ 〈η(b), uω〉+ 〈uω, ρ(b)uω〉
= L(b)− 〈ω, η˜(b)〉+ 〈η˜(b), ω〉 − 〈ω, ρ˜(b)ω〉
On exponential vectors the operator process (Ut)t≥0 can be given by
Ut = e
−A∗t (uω)Γt(u)eAt(ω)e−t||ω||
2/2,
where Γt(u) denotes the second quantization of u. (Ut)t≥0 is a unitary local cocycle,
cf. [Lin03, Bha03].
Setting
kt(x) = Ut
and extending this as a ∗-homomorphism, we get a Le´vy process on the group algebra
A = CZ. The algebra A can be regarded as the ∗-algebra generated by a unitary x,
i.e. CZ ∼= C〈x, x∗〉/〈xx∗ − 1, x∗x− 1〉. Its Hopf algebra structure is given by
ε(x) = 1, ∆(x) = x⊗ x, S(x) = x∗.
Now it is straightforward to verify that (˜st)0≤s≤t is a Le´vy process, using the
information on (Ut)t≥0 we have due to the fact that it is a local unitary cocycle or a
Le´vy process.
Using the quantum Itoˆ formula, one can then show that (˜st)0≤s≤t satisfies the
quantum stochastic differential equation
d˜st = jst ⋆
(
dA∗t ◦ η˜ + dΛt ◦ (ρ˜− ε) + dAt ◦ η˜ ◦ L+ L˜dt
)
with initial condition ˜ss = ε1, and deduce that (ρ˜, η˜, L˜) is a Schu¨rmann triple for
(˜st)0≤s≤t.
3.3. Corollary. If the cocycle η is trivial, then (jst)0≤s≤t is cocycle conjugate to
the second quantization
(
Γst(ρ)
)
0≤s≤t of ρ.
4. Cyclicity of the vacuum vector
Recently, Franz and Skeide [FSS03] have shown that the vacuum vector is cyclic
for the realization of a Le´vy process over the Fock space given by Theorem 3.1, if the
cocycle is surjective.
4.1. Theorem. Let (ρ, η, L) be a surjective Schu¨rmann triple on an involutive
bialgebra B over D and let (jst)0≤s≤t be the solution of Equation (3.1) on the Fock
space Γ
(
L2(R+, D)
)
. Then the vacuum vector Ω is cyclic for (jst)0≤s≤t, i.e.
span{js1t1(b1) · · · jsntn(bn)Ω|n ∈ N, 0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn, b1, . . . , bn ∈ B}
is dense in Γ
(
L2(R+, D)
)
.
The proof which we will present here is due to Skeide. It uses the fact that the
exponential vectors of indicator functions form a total subset of the Fock space.
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4.2. Theorem. [PS98, Ske00] Let h be a Hilbert space and B ∈ h a total subset
of h. Let furthermore R denote the ring generated by bounded intervals in R+. Then
{E(v1I)|v ∈ B, I ∈ R}
is total in Γ
(
L2(R+, h)
)
.
We first show how exponential vectors of indicator functions of intervals can be
generated from the vacuum vector.
4.3. Lemma. Let 0 ≤ s ≤ t and b ∈ ker ε. For n ∈ N, we define
Πn[s,t](b) = js,s+δ(1+ b)js+δ,s+2δ(1+ b) · · · jt−δ,t(1+ b)e−(t−s)L(b),
where δ = (t− s)/n. Then Πn[s,t](b)Ω converges to the exponential vector E
(
η(b)1[s,t]
)
Proof. Let b ∈ B and k ∈ D. Then the fundamental lemma of quantum stochastic
calculus implies
〈E(k1[0,T ]), jst(b)Ω〉 = ε(B) +
∫ t
s
〈E(k1[0,T ]), jsτ (b(1))Ω〉
(〈k, η(b(2))〉+ L(b(2)))dτ
for 0 ≤ s ≤ t ≤ T . This is an integral equation for a linear functional on B, it has a
unique solution given by the convolution exponential
〈E(k1[0,T ]), jst(b)Ω〉 = exp⋆(t− s)
(〈k, η(b)〉+ L(b)).
Let b ∈ ker ε, then we have
〈E(k1[0,T ]), jst(1+ b)e−(t−s)L(b)Ω〉 = 1 + (t− s)〈k, η(b)〉+O
(
t− s)2) .
for all 0 ≤ s ≤ t ≤ T .
Furthermore, we have
〈jst(1+ b)e−(t−s)L(b)Ω, jst(1+ b)e−(t−s)L(b)Ω〉
= 〈Ω, jst
(
(1 + b)∗(1 + b)
)
e−(t−s)(L(b)+L(b
∗))Ω〉
=
(
1 + ϕt−s(b∗) + ϕt−s(b) + ϕt−s(b∗b)
)
e−(t−s)(L(b)+L(b
∗))
for b ∈ ker ε, and therefore
〈jst(1+ b)e−(t−s)L(b)Ω, jst(1+ b)e−(t−s)L(b)Ω〉 = 1 + (t− s)〈η(b), η(b)〉+O
(
(t− s)2) .
These calculations show that Πn[s,t](b)Ω converges in norm to the exponential vectors
E(η(b)1[s,t]), since using the independence of increments of (jst)0≤s≤t, we get∣∣∣∣Πn[s,t](b)Ω− E(η(b)1[s,t])∣∣∣∣2 = 〈Πn[s,t](b)Ω,Πn[s,t](b)Ω〉 − 〈Πn[s,t](b)Ω, E(η(b)1[s,t])〉
−〈E(η(b)1[s,t]),Πn[s,t](b)Ω〉 + 〈E(η(b)1[s,t]), E(η(b)1[s,t])〉
=
(
1 + δ||η(b)||2 +O(δ2))n − e(t−s)||η(n)||2
n→∞→ 0.

Proof. (of Theorem 4.1) We can generate exponential vectors of the form E(v1I),
with I = I1 ∪ · · · ∪ Ik ∈ R a union of disjoint intervals by taking products
ΠnI (b) = Π
n
I1
(b) · · ·ΠnIk(b)
with an element b ∈ ker ε, η(b) = v. If η is surjective, then it follows from Theorem 4.2
that we can generate a total subset from the vacuum vector. 
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If the Le´vy process is defined on a Hopf algebra, then it is sufficient to consider
time-ordered products of increments corresponding to intervals starting at 0.
4.4. Corollary. Let H be a Hopf algebra with antipode S. Let furthermore
(ρ, η, L) be a surjective Schu¨rmann triple on H over D and (jst)0≤s≤t the solution
of Equation (3.1) on the Fock space Γ
(
L2(R+, D)
)
. Then the subspaces
H↑ = span{j0t1(b1) · · · j0tn(bn)Ω|n ∈ N, 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn, b1, . . . , bn ∈ H},
H↓ = span{j0tn(b1) · · · j0t1(bn)Ω|n ∈ N, 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn, b1, . . . , bn ∈ H},
are dense in Γ
(
L2(R+, D)
)
.
4.5. Remark. Let (ρ, η, L) be an arbitrary Schu¨rmann triple on some involutive
bialgebra B and let (jst)0≤s≤t be the solution of Equation (3.1) on the Fock space
Γ
(
L2(R+, D)
)
. Then we have H↑ ⊆ H0 and H↓ ⊆ H0 for the subspaces H↑,H↓,H0 ⊆
Γ
(
L2(R+, D)
)
defined as in Theorem 4.1 and Corollary 4.4. This follows since any
product js1t1(b1) · · · jsntn(bn) with arbitrary bounded intervals [s1, t1], . . . [sn, tn] ⊆ R+
can be decomposed in a linear combination of products with disjoint intervals, see the
proof of Lemma 1.4.
E.g., for j0s(a)j0t(b), a, b ∈ B, 0 ≤ s ≤ t, we get
j0s(a)j0t(b) = j0s(ab(1))jst(b(2))
where ∆(b) = b(1) ⊗ b(2).
Proof. The density of H↑ follows, if we show H↑ = H0. This is clear, if we show
that the map T1 : H⊗H → H⊗H , T1 = (m⊗ id)◦(id⊗∆), i.e., T1(a⊗b) = ab(1)⊗b(2)
is a bijection, since
j0t1(b1) · · · j0tn(bn)
= m
(n−1)
A ◦ (j0t1 ⊗ jt1t2 ⊗ · · · ⊗ jtn−1tn)
((
b1 ⊗ 1⊗(n−1)
)(
∆(b2)⊗ 1⊗(n−2)
) · · · (∆(n−1)))
= m
(n−1)
A ◦ (j0t1 ⊗ jt1t2 ⊗ · · · ⊗ jtn−1tn) ◦ T (n)1 (b1 ⊗ · · · ⊗ bn),
where
T
(n)
1 = (T1 ⊗ idH⊗(n−2)) ◦ (idH ⊗ T1 ⊗ idH⊗(n−3)) ◦ · · · ◦ (idH⊗(n−2) ⊗ T1)
see also [FS99, Section 4.5]. To prove that T1 is bijective, we give an explicit formula
for its inverse,
T−11 = (m⊗ id) ◦ (id⊗ S ⊗ id) ◦ (id⊗∆).
To show H↓ = H0 it is sufficient to show that the map T2 : H ⊗ H → H ⊗ H ,
T2 = (m ⊗ id) ◦ (id ⊗ τ) ◦ (∆ ⊗ id), T2(a ⊗ b) = a(1)b ⊗ a(2) is bijective. This follows
from the first part of the proof, since T1 = (∗ ⊗ ∗) ◦ T2 ◦ (∗ ⊗ ∗). 
The following simple lemma is useful for checking if a Gaussian Schu¨rmann triple
is surjective.
4.6. Lemma. Let (ρ, η, L) be a Gaussian Schu¨rmann triple on a ∗-bialgebra B and
let G ⊆ B be a set of algebraic generators, i.e.
span{g1 · · · gn|n ∈ N, g1, . . . , gn ∈ G} = B.
Then we have
span η(G) = η(B).
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Proof. For Gaussian Schu¨rmann triples one can show by induction over n,
η(g1 · · · gn) =
n∑
k=1
ε(g1 · · · gk−1gk+1 · · · gn)η(gk).

5. Examples
5.1. Additive Le´vy processes. For a vector space V the tensor algebra T (V ) is
the vector space
T (V ) =
⊕
n∈N
V ⊗n,
where V ⊗n denotes the n-fold tensor product of V with itself, V ⊗0 = C, with the
multiplication given by
(v1 ⊗ · · · ⊗ vn)(w1 ⊗ · · · ⊗ wm) = v1 ⊗ · · · ⊗ vn ⊗ w1 ⊗ · · · ⊗ wm,
for n,m ∈ N, v1, . . . , vn, w1, . . . , wm ∈ V . The elements of
⋃
n∈N V
⊗n are called homo-
geneous, and the degree of a homogeneous element a 6= 0 is n if a ∈ V ⊗n. If {vi|i ∈ I}
is a basis of V , then the tensor algebra T (V ) can be viewed as the free algebra gener-
ated by vi, i ∈ I. The tensor algebra can be characterized by the following universal
property.
There exists an embedding ı : V → T (V ) of V into T (V ) such that for any
linear mapping R : V → A from V into an algebra there exists a unique algebra
homomorphism T (R) : T (V )→ A such that the following diagram commutes,
V
R //
ı

A
T (V )
T (R)
<<yyyyyyyy
i.e. T (R) ◦ ı = R.
Conversely, any homomorphism Q : T (V ) → A is uniquely determined by its
restriction to V .
In a similar way, an involution on V gives rise to a unique extension as an involution
on T (V ). Thus for a ∗-vector space V we can form the tensor ∗-algebra T (V ). The
tensor ∗-algebra T (V ) becomes a ∗-bialgebra, if we extend the linear ∗-maps
ε : V → C, ε(v) = 0,
∆ : V → T (V )⊗ T (V ), ∆(v) = v ⊗ 1 + 1⊗ v,
in the same way. We will denote the coproduct T (∆) and the counit T (ε) again by
∆ and ε. The tensor ∗-algebra is even a Hopf ∗-algebra with the antipode defined by
S(v) = −v on the generators and extended as an anti-homomorphism.
We will now study Le´vy processes on T (V ). Let D be a pre-Hilbert space and
suppose we are given
(1) a linear ∗-map R : V → L(D),
(2) a linear map N : V → D, and
(3) a linear ∗-map ψ : V → C (i.e. a hermitian linear functional),
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then
(5.1) Jt(v) = Λt
(
R(v)
)
+ A∗t (N(v)
)
+ At
(
N(v∗)
)
+ tψ(v)
for v ∈ V extends to a Le´vy process (jt)t≥0, jt = T (Jt), on T (V ) (w.r.t. the vacuum
state).
In fact, all Le´vy processes on T (V ) are of this form, cf. [Sch91b].
The maps (R,N, ψ) can be extended to a Schu¨rmann triple on T (V ) as follows
(1) Set ρ = T (R).
(2) Define η : T (V )→ D by η(1) = 0, η(v) = N(v) for v ∈ V , and
η(v1 ⊗ · · · ⊗ vn) = R(v1) · · ·R(vn−1)N(vn)
for homogeneous elements v1 ⊗ · · · ⊗ vn ∈ V ⊗n, n ≥ 2.
(3) Finally, define L : T (V )→ C by L(1) = 0, L(v) = ψ(v) for v ∈ V , and
η(v1 ⊗ · · · ⊗ vn) =
{ 〈
N(v∗1), N(v2)
〉
if n = 2,〈
N(v1), R(v2) · · ·R(vn−1)N(vn)
〉
if n ≥ 3,
for homogeneous elements v1 ⊗ · · · ⊗ vn ∈ V ⊗n, n ≥ 2.
One can prove furthermore that all Schu¨rmann triples of T (V ) are of this form.
5.2. Le´vy processes on real Lie algebras. The theory of factorizable represen-
tations was developed in the early seventies by Araki, Streater, Parthasarathy, Schmidt,
Guichardet, · · · , see, e.g. [Gui72, PS72] and the references therein, or Section 5 of
the historical survey by Streater [Str00]. In this Section we shall see that in a sense
this theory is a special case of the theory of Le´vy processes on involutive bialgebras.
5.1. Definition. A Lie algebra g over a field K is a K-vector space with a linear
map [·, ·] : g× g→ g called Lie bracket that satisfies the following two properties.
(1) Anti-symmetry: for all X, Y ∈ g, we have
[X, Y ] = [Y,X ].
(2) Jacobi identity: for all X, Y, Z ∈ g, we have[
X, [Y, Z]
]
+
[
Y, [Z,X ]
]
+
[
Z, [X, Y ]
]
= 0.
For K = R, we call g a real Lie algebra, for K = C a complex Lie algebra.
If A is an algebra, then [a, b] = ab− ba defines a Lie bracket on A.
We will see below that we can associate a Hopf ∗-algebra to a real Lie algebra,
namely its universal enveloping algebra. But it is possible to define Le´vy processes on
real Lie algebras without explicit reference to any coalgebra structure.
5.2. Definition. Let g be a Lie algebra over R, D be a pre-Hilbert space, and
Ω ∈ D a unit vector. We call a family (jst : g→ L(D))0≤s≤t of representations of g by
anti-hermitian operators (i.e. satisfying jst(X)
∗ = −jst(X) for all X ∈ g, 0 ≤ s ≤ t) a
Le´vy process on g over D (with respect to Ω), if the following conditions are satisfied.
(1) (Increment property) We have
jst(X) + jtu(X) = jsu(X)
for all 0 ≤ s ≤ t ≤ u and all X ∈ g.
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(2) (Independence) We have [jst(X), js′t′(Y )] = 0 for all X, Y ∈ g, 0 ≤ s ≤ t ≤
s′ ≤ t′ and
〈Ω, js1t1(X1)k1 · · · jsntn(Xn)knΩ〉 = 〈Ω, js1t1(X1)k1Ω〉 · · · 〈Ω, jsntn(Xn)knΩ〉
for all n, k1, . . . , kn ∈ N, 0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn, X1, . . . , Xn ∈ g.
(3) (Stationarity) For all n ∈ N and all X ∈ g, the moments
mn(X ; s, t) = 〈Ω, jst(X)nΩ〉
depend only on the difference t− s.
(4) (Weak continuity) We have limtցs〈Ω, jst(X)nΩ〉 = 0 for all n ∈ N and all
X ∈ g.
For a construction of Le´vy processes on several Lie algebras of interest to physics
and for several examples see also [AFS02, Fra03a].
Let g be a real Lie algebra. Then the complex vector space gC = C⊗R g = g⊕ ig
is a complex Lie algebra with the Lie bracket
[X + iY,X ′ + iY ′] = [X,X ′]− [Y, Y ′] + i([X, Y ′] + [Y,X ′])
for X,X ′, Y, Y ′ ∈ g.
We summarize the relation between real Lie algebras and complex involutive Lie
algebras in the following proposition.
5.3. Proposition. (1) The map ∗ : gC → gC, Z = X+ iY 7→ Z∗ = −X+ iY ,
X, Y ∈ g, is an involution on gC, i.e. it satisfies
(Z∗)∗ = Z and [Z1, Z2]∗ = [Z∗2 , Z
∗
1 ]
for all Z,Z1, Z2 ∈ gC
(2) The functor g 7→ (gC, ∗) is an isomorphism between the category of real Lie
algebras and the category of involutive complex Lie algebras.
The universal enveloping algebra U(g) of a Lie algebra g can be constructed as the
quotient T (g)/J of the tensor algebra T (g) over g by the ideal J generated by{
X ⊗ Y − Y ⊗X − [X, Y ]|X, Y ∈ g}.
The universal enveloping algebra is characterized by a universal property. Composing
the embedding ı : g→ T (g) with the canonical projection p : T (g)→ T (g) we get an
embedding ı′ = p ◦ ı : g → U(g) of g into its enveloping algebra. For every algebra
A and every Lie algebra homomorphism R : g → A there exists a unique algebra
homomorphism U(R) : U(g)→ A such that the following diagram commutes,
g R //
ı′

A
U(g)
U(R)
=={{{{{{{{
i.e. U(R) ◦ ı′ = R. If g has an involution, then it can be extended to an involution of
U(g).
The enveloping algebra U(g) becomes a bialgebra, if we extend the Lie algebra
homomorphisms
ε : g→ C, ε(X) = 0,
∆ : g→ U(g)⊗ U(g), ∆(X) = X ⊗ 1 + 1⊗X,
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to U(g). We will denote the coproduct U(∆) and the counit U(ε) again by ∆ and ε.
It is even a Hopf algebra with the antipode S : U(g)→ U(g) given by S(X) = −X on
g and extended as an anti-homomorphism.
5.4. Proposition. Let g be a real Lie algebra and U = U(gC) the enveloping algebra
of its complexification.
(1) Let (jst)0≤s≤t be a Le´vy process on U . Then its restriction to g is a Le´vy
process on g.
(2) Let (kst)0≤s≤t now be a Le´vy process on g. Then its extension to U given by
the universal property is a Le´vy process on U .
This establishes a one-to-one correspondence between Le´vy processes on a real Lie al-
gebra and Le´vy processes on the universal enveloping algebra of its complexification.
We will now show that Le´vy processes on real Lie algebras are the same as factor-
izable representation of current algebras.
Let g be a real Lie algebra and (T, T , µ) a measure space (e.g. the real line R with
the Lebesgue measure λ). Then the set of g-valued step functions
gI =
{
X =
n∑
i=1
Xi1Mi ;Xi ∈ g,Mi ∈ T , µ(Mi) <∞,Mi ⊆ I, n ∈ N
}
.
on an I ⊆ T is again a real Lie algebra with the pointwise Lie bracket. For I1 ⊆ I2 we
have an inclusion iI1,I2 : g
I1 → gI2 , simply extending the functions as zero outside I1.
Furthermore, for disjoint subsets I1, I2 ∈ T , gI1∪I2 is equal to the direct sum gI1 ⊕ gI2.
If π is a representation of gT and I ∈ T , then have also a representation πI = π ◦ iI,T
of gI
Recall that for two representations ρ1, ρ2 of two Lie algebras g1 and g2, acting on
(pre-) Hilbert spaces H1 and H2, we can define a representation ρ = (ρ1⊗ρ2) of g1⊕g1
acting on H1 ⊗H2 by
(ρ1 ⊗ ρ2)(X1 +X2) = ρ1(X1)⊗ 1+ 1⊗ ρ2(X2),
for X1 ∈ g1, X2 ∈ g2.
5.5. Definition. A triple (π,D,Ω) consisting of a representation π of gT by anti-
hermitian operators and a unit vector Ω ∈ D is called a factorizable representation of
the simple current algebra gT, if the following conditions are satisfied.
(1) (Factorization property) For all I1, I2 ∈ T , I1 ∩ I2 = ∅, we have
(πI1∪I2, D,Ω) ∼= (πI1 ⊗ πI2, D ⊗D,Ω⊗ Ω).
(2) (Invariance) The linear functional ϕI : U(g)→ determined by
ϕI(X
n) = 〈Ω, π(X1I)nΩ〉
for X ∈ g, I ∈ T depends only on µ(I).
(3) (Weak continuity) For any sequence (Ik)k∈N with limk→∞ µ(Ik) = 0 we have
limk→∞ ϕIk(u) = ε(u) for all u ∈ U(g).
5.6. Proposition. Let g be a real Lie algebra and take (T, T , µ) = (R+,B(R+), λ).
Then we have a one-to-one correspondence between factorizable representations of gR+
and Le´vy processes on g.
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The relation which is used to switch from one to the other is
π(X1[s,t[) = jst(X)
for 0 ≤ s ≤ t and X ∈ g.
5.7. Proposition. Let g be a real Lie algebra and (T, T , µ) a measure space without
atoms. Then all factorizable representations of gT are characterized by generators or
equivalently by Schu¨rmann triples on U(gC). They have a realization on the symmetric
Fock space Γ
(
L2(T, T , µ)) determined by
π(X1I) = A
∗(1I × ρ(X))+ Λ(1I ⊗ ρ(X))+ A(1I ⊗ η(X∗))+ µ(I)L(X)
for I ∈ T with µ(I) <∞ and X ∈ g.
5.3. The quantum Aze´ma martingale. Let q ∈ C and Bq the involutive bial-
gebra with generators x, x∗, y, y∗ and relations
yx = qxy, x∗y = qyx∗,
∆(x) = x⊗ y + 1⊗ x, ∆(y) = y ⊗ y,
ε(x) = 0, ε(y) = 1.
5.8. Proposition. There exists a unique Schu¨rmann triple on Bq acting on D = C
with
ρ(y) = q, ρ(x) = 0,
η(y) = 0, η(x) = 1,
L(y) = 0, L(x) = 0.
Let (jst)0≤s≤t be the associated Le´vy process on Bq and set Yt = j0t(y), Xt = j0t(x),
and X∗t = j0t(x
∗). These operator processes are determined by the quantum stochastic
differential equations
dYt = (q − 1)YtdΛt,(5.2)
dXt = dA
∗
t + (q − 1)XtdΛt,(5.3)
dX∗t = dAt + (q − 1)XtdΛt,(5.4)
with initial conditions Y0 = 1, X0 = X
∗
0 = 0. This process is the quantum Aze´ma
martingale introduced by Parthasarathy [Par90], see also [Sch91a]. The first Equation
(5.2) can be solved explicitely, the operator process (Yt)t≥0 is the second quantization
of multiplication by q, i.e.,
Yt = Γt(q), for t ≥ 0
Its action on exponential vectors is given by
YtE(f) = E
(
qf1[0,t[ + f1[t,+∞[
)
.
The hermitian operator process (Zt)t≥0 defined by Zt = Xt + X∗t has the same joint
moments as the classical Aze´ma martingale (Mt)t≥0 introduced by Aze´ma and Emery,
cf. [Eme89], i.e. is has the same joint moments,
〈Ω, Zn1t1 · · ·Znktk Ω〉 = E
(
Mn1t1 · · ·Mnktk
)
for all n1, . . . , nk ∈ N, t1, . . . , tk ∈ R+. This was the first example of a classical normal
martingale having the so-called chaotic representation property, which is not a classical
Le´vy process.

Part 2
Independences and Quantum Le´vy
Processes

CHAPTER 2
The Five Universal Independences
In classical probability theory there exists only one canonical notion of indepen-
dence. But in quantum probability many different notions of independence have been
used, e.g., to obtain central limit theorems or to develop a quantum stochastic cal-
culus. If one requires that the joint law of two independent random variables should
be determined by their marginals, then an independence gives rise to a product. Im-
posing certain natural condition, e.g., that functions of independent random variables
should again be independent or an associativity property, it becomes possible to clas-
sify all possible notions of independence. This program has been carried out in re-
cent years by Schu¨rmann [Sch95a], Speicher [Spe97], Ben Ghorbal and Schu¨rmann
[BGS99, BGS02], and Muraki [Mur02c, Mur02b]. In this chapter we will present
the results of these classifications. Furthermore we will formulate a category theoret-
ical approach to the notion of independence and show that boolean, monotone, and
anti-monotone independence can be reduced to tensor independence in a similar way
as the bosonization of fermi independence [HP86] or the symmetrization of [Sch93,
Section 3].
1. Preliminaries on category theory
We give the basic definitions and properties from category theory that we shall use.
For a thorough introduction, see [Mac98].
1.1. Definition. A category C consists of
(a) a class Ob C of objects denoted by A,B,C, . . .,
(b) a class Mor C of morphism (or arrows) denoted by g, f, h, . . .,
(c) mappings tar, src : Mor C → Ob C assigning to each morphism f its source (or
domain) src(f) and its target (or codomain) tar(f). We will say that f is a
morphism in C from A to B or write “f : A → B is a morphism in C” if f is
a morphism in C with source src(f) = A and target tar(f) = B,
(d) a composition (f, g) 7→ g ◦ f for pairs of morphisms f, g that satisfy src(g) =
tar(f),
(e) and a map id : Ob C → Mor C assigning to an object A of C the identity
morphism idA : A→ A,
such that the
(1) associativity property: for all morphisms f : A→ B, g : B → C, and h : C →
D of C, we have
(h ◦ g) ◦ f = h ◦ (g ◦ f),
and the
(2) identity property: idtar(f) ◦ f = f and f ◦ idsrc(f) = f holds for all morphisms
f of C,
are satisfied.
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Let us emphasize that it is not so much the objects, but the morphisms that contain
the essence of a category (even though categories are usually named after their objects).
Indeed, it is possible to define categories without referring to the objects at all, see the
definition of “arrows-only metacategories” in [Mac71, Mac98, Page 9]. The objects
are in one-to-one correspondence with the identity morphisms, in this way Ob C can
always be recovered from Mor C.
We give an example.
1.2. Example. Let ObSet be the class of all sets (of a fixed universe) and MorSet
the class of total functions between them. Recall that a total function (or simply
function) is a triple (A, f, B), where A and B are sets, and f ⊆ A × B is a subset of
the cartesian product of A and B such that for a given x ∈ A there exists a unique
y ∈ B with (x, y) ∈ f . Usually one denotes this unique element by f(x), and writes
x 7→ f(x) to indicate (x, f(x)) ∈ f . The triple (A, f, B) can also be given in the form
f : A→ B. We define
src
(
(A, f, B)
)
= A, and tar
(
(A, f, B)
)
= B.
The composition of two morphisms (A, f, B) and (B, g, C) is defined as
(B, g, C) ◦ (A, f, B) = (A, g ◦ f, C),
where g ◦ f is the usual composition of the functions f and g, i.e.
g ◦ f = {(x, z) ∈ A× C; there exists a y ∈ B s.t. (x, y) ∈ f and (y, z) ∈ g}.
The identity morphism assigned to an object A is given by (A, idA, A), where idA ⊆
A×A is the identity function, idA = {(x, x); x ∈ A}. It is now easy to check that these
definitions satisfy the associativity property and the identity property, and therefore
define a category. We shall denote this category by Set.
1.3. Definition. Let C be a category. A morphism f : A → B in C is called
an isomorphism (or invertible), if there exists a morphism g : B → A in C such that
g ◦ f = idA and f ◦ g = idB. Such a morphism g is uniquely determined, if it exists, it
is called the inverse of f and denoted by f−1. Objects A and B are called isomorphic,
if there exists an isomorphism f : A→ B.
Morphisms f with tar(f) = src(f) = A are called endomorphisms of A. Isomorphic
endomorphism are called automorphisms.
For an arbitrary pair of objects A,B ∈ Ob C we define MorC(A,B) to be the
collection of morphisms from A to B, i.e.
MorC(A,B) = {f ∈ Mor C; src(f) = A and tar(f) = B}.
Often the collections MorC(A,B) are also denoted by homC(A,B) and called the hom-
sets of C. In particular, MorC(A,A) contains exactly the endomorphisms of A, they form
a semigroup with identity element with respect to the composition of C (if MorC(A,A)
is a set).
Compositions and inverses of isomorphisms are again isomorphisms. The automor-
phisms of an object form a group (if they form a set).
1.4. Example. We define now the category of sets and partial functions, Part. As
objects we have again the class of all sets (of a fixed universe) and as morphisms we
take the class of partial functions between them. A partial function is a triple (A, f, B)
where A and B are sets, and f ⊆ A×B is a subset of the cartesian product of A and
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B such that for a given x ∈ A there exists at most one y ∈ B with (x, y) ∈ f , i.e. if
(x, y) ∈ f and (x, y′) ∈ f then y = y′. If for a given x ∈ A there exists no y ∈ B with
(x, y) ∈ f , then we say that f is undefined at x.
1.5. Example. In Set and Part the morphisms are maps. We will now define a
category in which the arrows are not given by maps. The objects of the categoryRel are
all sets (or the elements of some set of sets M , if we want to define the small category
RelM), and the morphisms between two objects A and B are all binary relations R ⊆
A× B. The identity morphism is given by the identity relation idA = {(a, a); a ∈ A},
and the composition R ◦ S : A → C of two morphisms S : A → B and R : B → C is
defined by the relative product
R ◦ S = {(a, c) ⊆ A× C; there exists a b ∈ B s.t. (a, b) ∈ S and (b, c) ∈ R}.
This category has an additional structure: for each morphism R : A → B there is a
converse relation R# : B → A consisting of all pairs (b, a) with (a, b) ∈ R.
1.6. Example. Let (G, ◦, e) be a semigroup with identity element e. Then (G, ◦, e)
can be viewed as a category. The only object of this category is G itself, and the
morphisms are the elements of G. The identity morphism is e and the composition is
given by the composition of G.
1.7. Definition. For every category C we can define its dual or opposite category
Cop. It has the same objects and morphisms, but target and source are interchanged,
i.e.
tarCop(f) = srcC(f) and srcCop(f) = tarC(f)
and the composition is defined by f ◦op g = g ◦ f . We obviously have Cop op = C.
Dualizing, i.e. passing to the opposite category, is a very useful concept in category
theory. Whenever we define something in a category, like an epimorphism, a terminal
object, a product, etc., we get a definition of a “cosomething”, if we take the corre-
sponding definition in the opposite category. For example, an epimorphism or epi in C
is a morphism in C which is right cancellable, i.e. h ∈ Mor C is called an epimorphism, if
for any morphisms g1, g2 ∈ Mor C the equality g1 ◦h = g2 ◦h implies g1 = g2. The dual
notion of a epimorphism is a morphism, which is an epimorphism in the category Cop,
i.e. a morphism that is left cancellable. It could therefore be called a “coepimorphism”,
but the generally accepted name is monomorphism or monic. The same technique of
dualizing applies not only to definitions, but also to theorems. A morphism r : B → A
in C is called a right inverse of h : A → B in C, if h ◦ r = idB. If a morphism has
a right inverse, then it is necessarily an epimorphism, since g1 ◦ g = g2 ◦ h implies
g1 = g1 ◦ g ◦ r = g2 ◦ h ◦ r = g2, if we compose both sides of the equality with a right
inverse r of h. Dualizing this result we see immediately that a morphism f : A → B
that has a left inverse (i.e. a morphism l : B → A such that l ◦ f = idA) is necessarily
a monomorphism. Left inverses are also called retractions and right inverses are also
called sections. Note that one-sided inverses are usually not unique.
1.8. Definition. A category D is called a subcategory of the category C, if
(1) the objects of D form a subclass of Ob C, and the morphisms of D form a
subclass of Mor C,
(2) for any morphism f of D, the source and target of f in C are objects of D and
agree with the source and target taken in D,
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(3) for every object D of D, the identity morphism idD of C is a morphism of D,
and
(4) for any pair f : A → B and g : B → C in D, the composition g ◦ f in C is a
morphism of D and agrees with the composition of f and g in D.
A subcategory D of C is called full, if for any two objects A,B ∈ ObD all C-morphisms
from A to B belong also to D, i.e. if
MorD(A,B) = MorC(A,B).
1.9. Remark. If D is an object of D, then the identity morphism of D in D is the
same as that in C, since the identity element of a semigroup is unique, if it exists.
1.10. Definition. Let C and D be two categories. A covariant functor (or simply
functor) T : C → D is a map for objects and morphisms, every object A ∈ Ob C is
mapped to an object T (A) ∈ ObD, and every morphism f : A→ B in C is mapped to
a morphism T (f) : T (A) → T (B) in D, such that the identities and the composition
are respected, i.e. such that
T (idA) = idT (A), for all A ∈ Ob C
T (g ◦ f) = T (g) ◦ T (f), whenever g ◦ f is defined in C.
We will denote the collection of all functors between two categories C and D by
Funct(C,D).
A contravariant functor T : C → D maps an object A ∈ Ob C to an object T (A) ∈
ObD, and a morphism f : A→ B in C to a morphism T (f) : T (B)→ T (A) in D, such
such that
T (idA) = idT (A), for all A ∈ Ob C
T (g ◦ f) = T (f) ◦ T (g), whenever g ◦ f is defined in C.
1.11. Example. Let C be a category. The identity functor idC : C → C is defined
by idC(A) = A and idC(f) = f .
1.12. Example. The inclusion of a subcategory D of C into C also defines a functor,
we can denote it by ⊆: D → C or by D ⊆ C.
1.13. Example. The functor op : C → Cop that is defined as the identity map on
the objects and morphisms is a contravariant functor. This functor allows to obtain
covariant functors from contravariant ones. Let T : C → D be a contravariant functor,
then T ◦ op : Cop → D and op ◦ T : C → Dop are covariant.
1.14. Example. Let G and H be unital semigroups, then the functors T : G→ H
are precisely the identity preserving semigroup homomorphisms from G to H .
Functors can be composed, if we are given two functors S : A → B and T : B → C,
then the composition T ◦ S : A → C,
(T ◦ S)(A) = T (S(A)), for A ∈ ObA,
(T ◦ S)(f) = T (S(f)), for f ∈ MorA,
is again a functor. The composite of two covariant or two contravariant functors is
covariant, whereas the composite of a covariant and a contravariant functor is con-
travariant. The identity functor obviously is an identity w.r.t. to this composition.
Therefore we can define categories of categories, i.e. categories whose objects are cate-
gories and whose morphisms are the functors between them.
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1.15. Definition. Let C and D be two categories and let S, T : C → D be two
functors between them. A natural transformation (or morphism of functors) η : S → T
assigns to every object A ∈ Ob C of C a morphism ηA : S(A) → T (A) such that the
diagram
S(A)
ηA //
S(f)

T (A)
T (f)

S(B)
ηB // T (B)
is commutative for every morphisms f : A → B in C. The morphisms ηA, A ∈ Ob C
are called the components of η. If every component ηA of η : S → T is an isomorphism,
then η : S → T is called a natural isomorphism (or a natural equivalence), in symbols
this is expressed as η : S ∼= T .
We will denote the collection of all natural transformations between two functors
S, T : C → D by Nat(S, T ).
1.16. Definition. Natural transformations can also be composed. Let S, T, U :
B → C and let η : S → T and ϑ : T → U be two natural transformations. Then
we can define a natural transformation ϑ · η : S → U , its components are simply
(ϑ · η)A = ϑA ◦ ηA. To show that this defines indeed a natural transformation, take a
morphism f : A → B of B. Then the following diagram is commutative, because the
two trapezia are.
S(A)
ηA
##G
GG
GG
GG
GG
S(f)

(ϑ·η)A=ϑA◦ηA // U(A)
U(f)

T (A)
ϑA
;;wwwwwwwww
T (f)

T (B)
ϑB
##H
HH
HH
HH
HH
S(B)
ηB
;;wwwwwwwww
(ϑ·η)B=ϑB◦ηB
// U(B)
For a given functor S : B → C there exists also the identical natural transformation
idS : S → S that maps A ∈ ObB to idS(A) ∈ Mor C, it is easy to check that it behaves
as a unit for the composition defined above.
Therefore we can define the functor category CB that has the functors from B to C
as objects and the natural transformations between them as morphisms.
1.17. Remark. Note that a natural transformation η : S → T has to be defined
as the triple (S, (ηA)A, T ) consisting of its the source S, its components (ηA)A and its
target T . The components (ηA)A do not uniquely determine the functors S and T , they
can also belong to a natural transformation between another pair of functors (S ′, T ′).
1.18. Definition. Two categories B and C can be called isomorphic, if there exists
an invertible functor T : B → C. A useful weaker notion is that of equivalence or
categorical equivalence. Two categories B and C are equivalent, if there exist functors
F : B → C and G : C → B and natural isomorphisms G ◦ F ∼= idB and F ◦G ∼= idC .
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We will look at products and coproducts of objects in a category. The idea of the
product of two objects is an abstraction of the Cartesian product of two sets. For
any two sets M1 and M2 their Cartesian product M1 ×M2 has the property that for
any pair of maps (f1, f2), f1 : N → M1, f2 : N → M2, there exists a unique map
h : N → M1 ×M2 such that fi = πi ◦ h for i = 1, 2, where pi : M1 ×M2 → Mi are
the canonical projections pi(m1, m2) = mi. Actually, the Cartesian product M1 ×M2
is characterized by this property up to isomorphism (of the category Set, i.e. set-
theoretical bijection).
1.19. Definition. A tuple (AΠB, πA, πB) is called a product (or binary product) of
the objects A and B in the category C, if for any object C ∈ Ob C and any morphisms
f : C → A and g : C → B there exists a unique morphism h such that the following
diagram commutes,
C
f
{{xx
xx
xx
xx
x
h

g
##G
GG
GG
GG
GG
A AΠBπA
oo
πB
// B
We will also denote the mediating morphism h : C → AΠB by [f, g].
Often one omits the morphisms πA and πB and simply calls AΠB the product of
A and B. The product of two objects is sometimes also denoted by A× B.
1.20. Proposition. (a) The product of two objects is unique up to isomor-
phism, if it exists.
(b) Let f1 : A1 → B1 and f2 : A2 → B2 be two morphisms in a category C and
assume that the products A1ΠA2 and B1ΠB2 exist in C. Then there exists a
unique morphism f1Π f2 : A1ΠA2 → B1ΠB2 such that the following diagram
commutes,
A1
f1 // B1
A1ΠA2
πA1
::vvvvvvvvv
πA2 $$H
HH
HH
HH
HH
f1Π f2 // B1ΠB2
πB1
ddHHHHHHHHH
πB2zzvv
vv
vv
vv
v
A2 f2
// B2
(c) Let A1, A2, B1, B2, C1, C2 be objects of a category C and suppose that the prod-
ucts A1ΠA2, B1ΠB2 and C1ΠC2 exist in C. Then we have
idA1 Π idA2 = idA1ΠA2 and (g1Π g2) ◦ (f1Π f2) = (g1 ◦ f1) Π (g2 ◦ f2)
for all morphisms fi : Ai → Bi, gi : Bi → Ci, i = 1, 2.
Proof. (a) Suppose we have two candidates (P, πA, πB) and (P
′, π′A, π
′
B) for
the product of A and B, we have to show that P and P ′ are isomorphic.
Applying the defining property of the product to (P, πA, πB) with C = P
′ and
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to (P ′, π′A, π
′
B) with C = P
′, we get the following two commuting diagrams,
P ′
π′A
~~ ~
~~
~~
~~
h

π′B
  A
AA
AA
AA
A PπA
oo
πB
// B
P
πA
~~ ~
~~
~~
~~
h′

πB
  A
AA
AA
AA
A
A P ′
π′
A
oo
π′
B
// B
We get πA ◦ h ◦ h′ = π′A ◦ h′ = πA and πB ◦ h ◦ h′ = π′B ◦ h′ = πB, i.e. the
diagram
P
πA
~~
~~
~~
~
h◦h′

πB
@
@@
@@
@@
A PπA
oo
πB
// B
is commutative. It is clear that this diagram also commutes, if we replace
h ◦ h′ by idP , so the uniqueness implies h ◦ h′ = idP . Similarly one proves
h′ ◦ h = idP ′, so that h : P ′ → P is the desired isomorphism.
(b) The unique morphism f1Π f2 exists by the defining property of the product
of B1 and B2, as we can see from the diagram
A1ΠA2
f1◦πA1
zzvv
vv
vv
vv
v
f1Π f2

f2◦πA2
$$H
HH
HH
HH
HH
B1 B1ΠB2πB1
oo
πB2
// B2
(c) Both properties follow from the uniqueness of the mediating morphism in the
defining property of the product. To prove idA1 Π idA2 = idA1ΠA2 one has to
show that both expressions make the diagram
A1ΠA2
idA1
zzvv
vv
vv
vv
v

idA2
$$H
HH
HH
HH
HH
A1 A1ΠA2πA1
oo
πA2
// A2
commutative, for the the second equality one checks that (g1Π g2) ◦ (f1Π f2)
and (g1 ◦ f1) Π (g2 ◦ f2) both make the diagram
A1ΠA2
g1◦f1
zzvv
vv
vv
vv
v

g2◦f2
$$H
HH
HH
HH
HH
C1 C1ΠC2πC1
oo
πC2
// C2
commutative.

The notion of product extends also to more then two objects.
1.21. Definition. Let (Ai)i∈I be a family of objects of a category C, indexed by
some set I. The pair
(∏
i∈I Ai,
(
πj :
∏
i∈I Ai → Aj
)
j∈I
)
consisting of an object
∏
i∈I Ai
of C and a family of morphisms (πj :∏i∈I Ai → Aj)j∈I of C is a product of the family
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(Ai)i∈I if for any object C and any family of morphisms (fi : C → Ai)i∈I there exists
a unique morphism h : C → ∏i∈I Ai such that
πj ◦ h = fj, for all j ∈ I
holds. The morphism πj :
∏
i∈I Ai → Aj for j ∈ I is called the jth product projection.
We will also write [fi]i∈I for the morphism h : C →
∏
i∈I Ai.
An object T of a category C is called terminal, if for any object C of C there exists
a unique morphism from C to T . A terminal object is unique up to isomorphism, if it
exists. A product of the empty family is a terminal object.
1.22. Remark. Let C be a category that has finite products. Then the product is
associative and commutative. More precisely, there exist natural isomorphisms αA,B,C :
AΠ (BΠC)→ (AΠB)ΠC and γA,B : B ΠA→ AΠB for all objects A,B,C ∈ Ob C.
The notion coproduct is the dual of the product, i.e.
(∐
i∈I Ai,
(
ıj : Aj →
∐
i∈I Ai
)
j∈I
)
is called a coproduct of the family (Ai)i∈I of objects in C, if it is a product of the same
family in the category Cop. Formulated in terms of objects and morphisms of C only,
this amounts to the following.
1.23. Definition. Let (Ai)i∈I be a family of objects of a category C, indexed by
some set I. The pair
(∐
i∈I Ai,
(
ıj : Ak →
∐
i∈I Ai
)
j∈I
)
consisting of an object
∐
i∈I Ai
of C and a family of morphisms (ıj : Aj →∐i∈I Ai)j∈I of C is a coproduct of the family
(Ai)i∈I if for any object C and any family of morphisms (fi : Ai → C)i∈I there exists
a unique morphism h :
∐
i∈I Ai → C such that
h ◦ ıj = fj , for all j ∈ I
holds. The morphism ıj : Aj →
∏
i∈I Ai for j ∈ I is called the jth coproduct injection.
We will write [fi]i∈I for the morphism h :
∏
i∈I Ai → C.
A coproduct of the empty family in C is an initial object, i.e. an object I such that
for any object A of C there exists exactly one morphism from I to A.
It is straightforward to translate Proposition 1.20 to its counterpart for the coprod-
uct.
1.24. Example. In the trivial unital semigroup (G = {e}, ◦, e), viewed as a cate-
gory (note that is is isomorphic to the discrete category over a set with one element)
its only object G is a terminal and initial object, and also a product and coproduct for
any family of objects. The product projections and coproduct injections are given by
the unique morphism e of this category.
In any other unital semigroup there exist no initial or terminal objects and no
binary or higher products or coproducts.
1.25. Example. In the category Set a binary product of two sets A and B is given
by their Cartesian product A × B (together with the obvious projections) and any
set with one element is terminal. A coproduct of A and B is defined by their disjoint
union A∪˙B (together with the obvious injections) and the empty set is an initial object.
Recall that we can define the disjoint union as A∪˙B = (A× {A}) ∪ (B × {B}).
The following example shall be used throughout this chapter and the following.
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1.26. Example. The coproduct in the category of unital algebras Alg is the free
product of ∗-algebras with identification of the units. Let us recall its defining universal
property. Let {Ak}k∈I be a family of unital ∗-algebras and
∐
k∈I Ak their free prod-
uct, with canonical inclusions {ik : Ak →
∐
k∈I Ak}k∈I . If B is any unital ∗-algebra,
equipped with unital ∗-algebra homomorphisms {i′k : Ak → B}k∈I , then there exists a
unique unital ∗-algebra homomorphism h :∐k∈I Ak → B such that
h ◦ ik = i′k, for all k ∈ I.
It follows from the universal property that for any pair of unital ∗-algebra homomor-
phisms j1 : A1 → B1, j2 : A2 → B2 there exists a unique unital ∗-algebra homomor-
phism j1
∐
j2 : A1
∐A2 → B1∐B2 such that the diagram
A1
iA1
zzuu
uu
uu
uu
u
j1 // B1
iB1
##H
HH
HH
HH
HH
A1
∐A2 j1∐ j2 // B1∐B2
A2
iA2
ddIIIIIIIII
j2
// B2
iB2
;;vvvvvvvvv
commutes.
The free product
∐
k∈I Ak can be constructed as a sum of tensor products of the Ak,
where neighboring elements in the product belong to different algebras. For simplicity,
we illustrate this only for the case of the free product of two algebras. Let
A =
⋃
n∈N
{ǫ ∈ {1, 2}n|ǫ1 6= ǫ2 6= · · · 6= ǫn}
and decompose Ai = C1 ⊕ A0i , i = 1, 2, into a direct sum of vector spaces. Then
A1
∐A2 can be constructed as
A1
∐
A2 =
⊕
ǫ∈A
Aǫ,
where A∅ = C, Aǫ = A0ǫ1⊗· · ·⊗A0ǫn for ǫ = (ǫ1, . . . , ǫn). The multiplication in A1
∐A2
is inductively defined by
(a1 ⊗ · · · ⊗ an) · (b1 ⊗ · · · ⊗ bm) =
{
a1 ⊗ · · · ⊗ (an · b1)⊗ · · · ⊗ bm if ǫn = δ1,
a1 ⊗ · · · ⊗ an ⊗ b1 ⊗ · · · ⊗ bm if ǫn 6= δ1,
for a1 ⊗ · · · ⊗ an ∈ Aǫ, b1 ⊗ · · · ⊗ bm ∈ Aδ. Note that in the case ǫn = δ1 the product
an · b1 is not necessarily in A0ǫn, but is in general a sum of a multiple of the unit of
Aǫn and an element of A0ǫn. We have to identify a1 ⊗ · · · an−1 ⊗ 1 ⊗ b2 ⊗ · · · bm with
a1 ⊗ · · · ⊗ an−1 · b2 ⊗ · · · bm.
Since
∐
is the coproduct of a category, it is commutative and associative in the
sense that there exist natural isomorphisms
γA1,A2 : A1
∐
A2
∼=→ A2
∐
A1,(1.1)
αA1,A2,A3 : A1
∐(
A2
∐
A3
) ∼=→ (A1∐A2)∐A3
for all unital ∗-algebras A1,A2,A3. Let iℓ : Aℓ → A1
∐A2 and i′ℓ : Aℓ → A2∐A1,
ℓ = 1, 2 be the canonical inclusions. The commutativity constraint γA1,A2 : A1
∐A2 →
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A2
∐A1 maps an element ofA1∐A2 of the form i1(a1)i2(b1) · · · i2(bn) with a1, . . . , an ∈
A1, b1, . . . , bn ∈ A2 to
γA1,A2
(
i1(a1)i2(b1) · · · i2(bn)
)
= i′1(a1)i
′
2(b1) · · · i′2(bn) ∈ A2
∐
A1.
We also consider non-unital algebras. The free product of algebras without iden-
tification of units is a coproduct in the category nuAlg of non-unital (or rather not
necessarily unital) algebras.
The following defines a a functor from the category of non-unital algebras nuAlg
to the category of unital algebras Alg. For an algebra A ∈ Ob nuAlg, A˜ is equal to
A˜ = C1⊕A as a vector space and the multiplication is defined by
(λ1 + a)(λ′1+ a′) = λλ′1+ λ′a+ λa′ + aa′
for λ, λ′ ∈ C, a, a′ ∈ A. We will call A˜ the unitization of A. Note that A ∼= 01+A ⊆ A˜
is not only a subalgebra, but even an ideal in A˜.
The following relation holds between the free product with identification of units∐
Alg and the free product without identification of units
∐
nuAlg,
˜A1
∐
nuAlg
A2 ∼= A˜1
∐
Alg
A˜2
for all A1,A2 ∈ Ob nuAlg.
Note furthermore that the range of this functor consists of all algebras that admit a
decomposition of the formA = C1⊕A0, where A0 is a subalgebra. This is equivalent to
having a one-dimensional representation. The functor is not surjective, e.g., the algebra
M2 of 2× 2-matrices can not be obtained as a unitization of some other algebra.
Let us now recall the definition of a tensor category.
1.27. Definition. A category (C,) equipped with a bifunctor  : C × C → C,
called tensor product, that is associative up to a natural isomorphism
αA,B,C : A(BC)
∼=→ (AB)C, for all A,B,C ∈ Ob C,
and an element E that is, up to natural isomorphisms
λA : EA
∼=→ A, and ρA : AE
∼=→ A, for all A ∈ Ob C,
a unit for , is called a tensor category or monoidal category, if the pentagon axiom
(AB)(CD)
αAB,C,C
))TTT
TTT
TTT
TTT
TTT
A
(
B(CD)
)αA,B,CD
55jjjjjjjjjjjjjjj
idAαA,B,C

(
(AB)C
)
D
A
(
(BC)D
)
αA,BC.D
//
(
A(BC)
)
D
αA,B,CidD
OO
and the triangle axiom
A(EC)
αA,E,C //
idAλC &&MM
MM
MM
MM
MM
(AE)C
ρAidCxxqqq
qq
qq
qq
q
AC
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are satisfied for all objects A,B,C,D of C.
If a category has products or coproducts for all finite sets of objects, then the
universal property guarantees the existence of the isomorphisms α, λ, and ρ that turn
it into a tensor category.
A functor between tensor categories that behaves “nicely” with respect to the tensor
products, is called a tensor functor or monoidal functor, see, e.g., Section XI.2 in
MacLane[Mac98].
1.28. Definition. Let (C,) and (C′,′) be two tensor categories. A cotensor
functor or comonoidal functor F : (C,) → (C′,′) is an ordinary functor F : C → C′
equipped with a morphism F0 : F (EC) → EC′ and a natural transformation F2 :
F ( · · ) → F ( · )′F ( · ), i.e. morphisms F2(A,B) : F (AB) → F (A)′F (B) for all
A,B ∈ Ob C that are natural in A and B, such that the diagrams
(1.2) F
(
A(BC)
) F (αA,B,C) //
F2(A,BC)

F
(
(AB)C
)
F2(AB,C)

F (A)′F (BC)
idF (A)
′F2(B,C)

F (AB)′F (C)
F2(A,B)′idF (C)

F (A)′
(
F (B)′F (C)
)
α′
F (A),F (B),F (C)
//
(
F (A)′F (B)
)

′F (C)
(1.3) F (BEC)
F2(B,EC) //
F (ρB)

F (B)′F (EC)
idB
′F0

F (B) F (B)′EC′
ρ′
F (B)
oo
(1.4) F (ECB)
F2(EC ,B) //
F (λB)

F (EC)′F (B)
F0′idB

F (B) EC′′F (B)
λ′
F (B)
oo
commute for all A,B,C ∈ Ob C.
We have reversed the direction of F0 and F2 in our definition. In the case of a
strong tensor functor, i.e. when all the morphisms are isomorphisms, our definition of
a cotensor functor is equivalent to the usual definition of a tensor functor as, e.g., in
MacLane[Mac98].
The conditions are exactly what we need to get morphisms
Fn(A1, . . . , An) : F (A1 · · ·An)→ F (A1)′ · · ·′F (An)
for all finite sets {A1, . . . , An} of objects of C such that, up to these morphisms, the
functor F : (C,)→ (C′,′) is a homomorphism.
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2. Classical stochastic independence and the product of probability spaces
Two random variables X1 : (Ω,F , P ) → (E1, E1) and X2 : (Ω,F , P ) → (E2, E2),
defined on the same probability space (Ω,F , P ) and with values in two possibly distinct
measurable spaces (E1, E1) and (E2, E2), are called stochastically independent (or simply
independent) w.r.t. P , if the σ-algebras X−11 (E1) and X−12 (E2) are independent w.r.t.
P , i.e. if
P
(
(X−11 (M1) ∩X−12 (M2)
)
= P
(
(X−11 (M1)
)
P
(
X−12 (M2)
)
holds for all M1 ∈ E1, M2 ∈ E2. If there is no danger of confusion, then the reference
to the measure P is often omitted.
This definition can easily be extended to arbitrary families of random variables. A
family
(
Xj : (Ω,F , P )→ (Ej , Ej))j∈J , indexed by some set J , is called independent, if
P
(
n⋂
k=1
(X−1jk (Mjk)
)
=
n∏
k=1
P
(
X−1jk (Mjk)
)
holds for all n ∈ N and all choices of indices k1, . . . , kn ∈ J with jk 6= jℓ for j 6= ℓ, and
all choices of measurable sets Mjk ∈ Ejk .
There are many equivalent formulations for independence, consider, e.g., the fol-
lowing proposition.
2.1. Proposition. Let X1 and X2 be two real-valued random variables. The fol-
lowing are equivalent.
(i) X1 and X2 are independent.
(ii) For all bounded measurable functions f1, f2 on R we have
E
(
f1(X1)f2(X2)
)
= E
(
f1(X1)
)
E
(
f2(X2)
)
.
(iii) The probability space (R2,B(R2), P(X1,X2)) is the product of the probability
spaces (R,B(R), PX1) and (R,B(R), PX2), i.e.
P(X1,X2) = PX1 ⊗ PX2 .
We see that stochastic independence can be reinterpreted as a rule to compute
the joint distribution of two random variables from their marginal distribution. More
precisely, their joint distribution can be computed as a product of their marginal dis-
tributions. This product is associative and can also be iterated to compute the joint
distribution of more than two independent random variables.
The classifications of independence for non-commutative probability [Spe97, BGS99,
BG01, Mur02c, Mur02b] that we are interested in are based on redefining indepen-
dence as a product satisfying certain natural axioms.
3. Definition of independence in the language of category theory
We will now define the notion of independence in the language of category theory.
The usual notion of independence for classical probability theory and the independences
classified in [Spe97, BGS99, BG01, Mur02c, Mur02b] will then be instances of
this general notion obtained by considering the category of classical probability spaces
or categories of algebraic probability spaces.
In order to define a notion of independence we need less than a (co-) product, but
a more than a tensor product. What we need are inclusions or projections that allow
us to view the objects A, B as subsystems of their product AB.
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3.1. Definition. A tensor category with projections (C,, π) is a tensor category
(C,) equipped with two natural transformations π1 : → P1 and π2 : → P2, where
the bifunctors P1, P2 : C × C → C are defined by P1(B1, B2) = B1, P2(B1, B2) = B2,
on pairs of objects B1, B2 of C, and similarly on pairs of morphisms. In other words,
for any pair of objects B1, B2 there exist two morphisms πB1 : B1B2 → B1, πB2 :
B1B2 → B2, such that for any pair of morphisms f1 : A1 → B1, f2 : A2 → B2, the
following diagram commutes,
A1
f1

A1A2
f1f2

πA1oo
πA2 // A2
f2

B1 B1B2πB1
oo
πB2
// B2.
Similarly, a tensor product with inclusions (C,, i) is a tensor category (C,)
equipped with two natural transformations i1 : P1 →  and i2 : P2 → , i.e. for any
pair of objects B1, B2 there exist two morphisms iB1 : B1 → B1B2, iB2 : B2 → B1B2,
such that for any pair of morphisms f1 : A1 → B1, f2 : A2 → B2, the following diagram
commutes,
A1 iA1
//
f1

A1A2
f1f2

A2
f2

iA2
oo
B1
iB1 // B1B2 B2.
iB2oo
In a tensor category with projections or with inclusions we can define a notion of
independence for morphisms.
3.2. Definition. Let (C,, π) be a tensor category with projections. Two mor-
phism f1 : A → B1 and f2 : A → B2 with the same source A are called independent
(with respect to ), if there exists a morphism h : A→ B1B2 such that the diagram
(3.1) A
f1
zzvv
vv
vv
vv
vv
h

f2
$$H
HH
HH
HH
HH
H
B1 B1B2πB1
oo
πB2
// B2
commutes.
In a tensor category with inclusions (C,, i), two morphisms f1 : B1 → A and
f2 : B2 → A with the same target B are called independent, if there exists a morphism
h : B1B2 → A such that the diagram
(3.2) A
B1
f1
::vvvvvvvvvv
iB1
// B1B2
h
OO
B2iB2
oo
f2
ddHHHHHHHHHH
commutes.
This definition can be extended in the obvious way to arbitrary sets of morphisms.
If  is actually a product (or coproduct, resp.), then the universal property in
Definition 1.19 implies that for all pairs of morphisms with the same source (or target,
resp.) there exists even a unique morphism that makes diagram (3.1) (or (3.2), resp.)
46 2. THE FIVE UNIVERSAL INDEPENDENCES
commuting. Therefore in that case all pairs of morphism with the same source (or
target, resp.) are independent.
We will now consider several examples. We will show that for the category of
classical probability spaces we recover usual stochastic independence, if we take the
product of probability spaces, cf. Proposition 3.3.
3.1. Example: Independence in the Category of Classical Probability
Spaces. The category Meas of measurable spaces consists of pairs (Ω,F), where Ω
is a set and F ⊆ P(Ω) a σ-algebra. The morphisms are the measurable maps. This
category has a product,
(Ω1,F1) Π (Ω2,F2) = (Ω1 × Ω2,F1 ⊗F2)
where Ω1 × Ω2 is the Cartesian product of Ω1 and Ω2, and F1 ⊗ F2 is the smallest
σ-algebra on Ω1 × Ω2 such that the canonical projections p1 : Ω1 × Ω2 → Ω1 and
p2 : Ω1 × Ω2 → Ω2 are measurable.
The category of probability spaces Prob has as objects triples (Ω,F , P ) where
(Ω,F) is a measurable space and P a probability measure on (Ω,F). A morphism
X : (Ω1,F1, P1)→ (Ω1,F2, P2) is a measurable map X : (Ω1,F1)→ (Ω1,F2) such that
P1 ◦X−1 = P2.
This means that a random variable X : (Ω,F) → (E, E) automatically becomes a
morphism, if we equip (E, E) with the measure
PX = P ◦X−1
induced by X .
This category does not have universal products. But one can check that the product
of measures turns Prob into a tensor category,
(Ω1,F1, P1)⊗ (Ω2,F2, P2) = (Ω1 × Ω2,F1 ⊗ F2, P1 ⊗ P2),
where P1 ⊗ P2 is determined by
(P1 ⊗ P2)(M1 ×M2) = P1(M1)P2(M2),
for all M1 ∈ F1, M2 ∈ F2. It is even a tensor category with projections in the sense
of Definition 3.1 with the canonical projections p1 : (Ω1 × Ω2,F1 ⊗ F2, P1 ⊗ P2) →
(Ω1,F1, P1), p2 : (Ω1×Ω2,F1⊗F2, P1⊗P2)→ (Ω2,F2, P2) given by p1
(
(ω1, ω2)
)
= ω1,
p2
(
(ω1, ω2)
)
= ω2 for ω1 ∈ Ω1, ω2 ∈ Ω2.
The notion of independence associated to this tensor product with projections is
exactly the one used in probability.
3.3. Proposition. Two random variables X1 : (Ω,F , P ) → (E1, E1) and X2 :
(Ω,F , P ) → (E2, E2), defined on the same probability space (Ω,F , P ) and with values
in measurable spaces (E1, E1) and (E2, E2), are stochastically independent, if and only
if they are independent in the sense of Definition 3.2 as morphisms X1 : (Ω,F , P ) →
(E1, E1, PX1) and X2 : (Ω,F , P )→ (E2, E2, PX2) of the tensor category with projections
(Prob,⊗, p).
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Proof. Assume that X1 and X2 are stochastically independent. We have to find
a morphism h : (Ω,F , P )→ (E1 × E2, E1 ⊗ E2, PX1 ⊗ PX2) such that the diagram
(Ω,F , P )
X1
ttiiii
iii
iii
iii
iii
i
h

X2
**UUU
UUU
UUU
UUU
UUU
UU
(E1, E1, PX1) (E1 × E2, E1 ⊗ E2, PX1 ⊗ PX2)pE1oo pE2 // (E2, E2, PX2)
commutes. The only possible candidate is h(ω) =
(
X1(ω), X2(ω)
)
for all ω ∈ Ω, the
unique map that completes this diagram in the category of measurable spaces and that
exists due to the universal property of the product of measurable spaces. This is a
morphism in Prob, because we have
P
(
h−1(M1 ×M2)
)
= P
(
X−11 (M1) ∩X−12 (M2)
)
= P
(
X−11 (M1)
)
P
(
X−12 (M2)
)
= PX1(M1)PX2(M2) = (PX1 ⊗ PX2)(M1 ×M2)
for all M1 ∈ E1, M2 ∈ E2, and therefore
P ◦ h−1 = PX1 ⊗ PX2 .
Conversely, if X1 and X2 are independent in the sense of Definition 3.2, then the
morphism that makes the diagram commuting has to be again h : ω 7→ (X1(ω), X2(ω)).
This implies
P(X1,X2) = P ◦ h−1 = PX1 ⊗ PX2
and therefore
P
(
X−11 (M1) ∩X−12 (M2)
)
= P
(
X−11 (M1)
)
P
(
X−12 (M2)
)
for all M1 ∈ E1, M2 ∈ E2. 
3.2. Example: Tensor Independence in the Category of Algebraic Prob-
ability Spaces. By the category of algebraic probability spaces AlgProb we denote
the category of associative unital algebras over C equipped with a unital linear func-
tional. A morphism j : (A1, ϕ1) → (A2, ϕ2) is a quantum random variable, i.e. an
algebra homomorphism j : A1 → A2 that preserves the unit and the functional, i.e.
j(1A1) = 1A2 and ϕ2 ◦ j = ϕ1.
The tensor product we will consider on this category is just the usual tensor product
(A1 ⊗A2, ϕ1 ⊗ ϕ2), i.e. the algebra structure of A1 ⊗A2 is defined by
1A1⊗A2 = 1A1 ⊗ 1A2 ,
(a1 ⊗ a2)(b1 ⊗ b1) = a1b2 ⊗ a2b2,
and the new functional is defined by
(ϕ1 ⊗ ϕ2)(a1 ⊗ a2) = ϕ1(a1)ϕ2(a2),
for all a1, b1 ∈ A1, a2, b2 ∈ A2.
This becomes a tensor category with inclusions with the inclusions defined by
iA1(a1) = a1 ⊗ 1A2 ,
iA2(a2) = 1A1 ⊗ a2,
for a1 ∈ A1, a2 ∈ A2.
One gets the category of ∗-algebraic probability spaces, if one assumes that the
underlying algebras have an involution and the functional are states, i.e. also positive.
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Then an involution is defined on A1⊗A2 by (a1⊗ a2)∗ = a∗1⊗ a∗2 and ϕ1 ⊗ϕ2 is again
a state.
The notion of independence associated to this tensor product with inclusions by
Definition 3.2 is the usual notion of Bose or tensor independence used in quantum
probability, e.g., by Hudson and Parthasarathy. See also definition 1.1 in Chapter 1.
3.4. Proposition. Two quantum random variables j1 : (B1, ψ1) → (A, ϕ) and
j2 : (B2, ψ2) → (A, ϕ), defined on algebraic probability spaces (B1, ψ1), (B2, ψ2) and
with values in the same algebraic probability space (A, ϕ) are independent if and only
if the following two conditions are satisfied.
(i): The images of j1 and j2 commute, i.e.[
j1(a1), j2(a2)
]
= 0,
for all a1 ∈ A1, a2 ∈ A2.
(ii): ϕ satisfies the factorization property
ϕ
(
j1(a1)j2(a2)
)
= ϕ
(
j1(a1)
)
ϕ
(
j2(a2)
)
,
for all a1 ∈ A1, a2 ∈ A2.
We will not prove this Proposition since it can be obtained as a special case of
Proposition 3.5, if we equip the algebras with the trivial Z2-grading A(0) = A, A(1) =
{0}.
3.3. Example: Fermi Independence. Let us now consider the category of Z2-
graded algebraic probability spaces Z2-AlgProb. The objects are pairs (A, ϕ) consisting
of a Z2-graded unital algebra A = A(0) ⊕ A(1) and an even unital functional ϕ, i.e.
ϕ|A(1) = 0. The morphisms are random variables that don’t change the degree, i.e., for
j : (A1, ϕ1)→ (A2, ϕ2), we have
j(A(0)1 ) ⊆ A(0)2 and j(A(1)1 ) ⊆ A(1)2 .
The tensor product (A1 ⊗Z2 A2, ϕ1 ⊗ ϕ2) = (A1, ϕ1)⊗Z2 (A2, ϕ2) is defined as follows.
The algebra A1⊗Z2A2 is the graded tensor product of A1 and A2, i.e. (A1⊗Z2A2)(0) =
A(0)1 ⊗A(0)2 ⊕A(1)1 ⊗A(1)2 , (A1 ⊗Z2 A2)(1) = A(1)1 ⊗A(0)2 ⊕A(0)1 ⊗A(1)2 , with the algebra
structure given by
1A1⊗Z2A2 = 1A1 ⊗ 1A2 ,
(a1 ⊗ a2) · (b1 ⊗ b2) = (−1)deg a2 deg b1a1b1 ⊗ a2b2,
for all homogeneous elements a1, b1 ∈ A1, a2, b2 ∈ A2. The functional ϕ1⊗ϕ2 is simply
the tensor product, i.e. (ϕ1 ⊗ ϕ2)(a1 ⊗ a2) = ϕ1(a1)⊗ ϕ2(a2) for all a1 ∈ A1, a2 ∈ A2.
It is easy to see that ϕ1 ⊗ ϕ2 is again even, if ϕ1 and ϕ2 are even. The inclusions
i1 : (A1, ϕ1) → (A1 ⊗Z2 A2, ϕ1 ⊗ ϕ2) and i2 : (A2, ϕ2) → (A1 ⊗Z2 A2, ϕ1 ⊗ ϕ2) are
defined by
i1(a1) = a1 ⊗ 1A2 and i2(a2) = 1A1 ⊗ a2,
for a1 ∈ A1, a2 ∈ A2.
If the underlying algebras are assumed to have an involution and the functionals
to be states, then the involution on the Z2-graded tensor product is defined by (a1 ⊗
a2)
∗ = (−1)deg a1 deg a2a∗1⊗a∗2, this gives the category of Z2-graded ∗-algebraic probability
spaces.
The notion of independence associated to this tensor category with inclusions is
called Fermi independence or anti-symmetric independence.
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3.5. Proposition. Two random variables j1 : (B1, ψ1)→ (A, ϕ) and j2 : (B2, ψ2)→
(A, ϕ), defined on two Z2-graded algebraic probability spaces (B1, ψ1), (B2, ψ2) and with
values in the same Z2-algebraic probability space (A, ϕ) are independent if and only if
the following two conditions are satisfied.
(i): The images of j1 and j2 satisfy the commutation relations
j2(a2)j1(a1) = (−1)deg a1 deg a2j1(a1)j2(a2)
for all homogeneous elements a1 ∈ B1, a2 ∈ B2.
(ii): ϕ satisfies the factorization property
ϕ
(
j1(a1)j2(a2)
)
= ϕ
(
j1(a1)
)
ϕ
(
j2(a2)
)
,
for all a1 ∈ B1, a2 ∈ B2.
Proof. The proof is similar to that of Proposition 3.3, we will only outline it. It
is clear that the morphism h : (B1, ψ1)⊗Z2 (B2, ψ2) → (A, ϕ) that makes the diagram
in Definition 3.2 commuting, has to act on elements of B1 ⊗ 1B2 and 1B1 ⊗ B2 as
h(b1 ⊗ 1B2) = j1(b1) and h(1B1 ⊗ b2) = j2(b2).
This extends to a homomorphism from (B1, ψ1)⊗Z2 (B2, ψ2) to (A, ϕ), if and only if the
commutation relations are satisfied. And the resulting homomorphism is a quantum
random variable, i.e. satisfies ϕ ◦ h = ψ1 ⊗ ψ2, if and only if the factorization property
is satisfied. 
3.4. Example: Free Independence. We will now introduce another tensor
product with inclusions for the category of algebraic probability spaces AlgProb. On
the algebras we take simply the free product of algebras with identifications of units
introduced in Example 1.26. This is the coproduct in the category of algebras, there-
fore we also have natural inclusions. It only remains to define a unital linear functional
on the free product of the algebras.
Voiculescu’s[VDN92] free product ϕ1 ∗ ϕ2 of two unital linear functionals ϕ1 :
A1 → C and ϕ2 : A2 → C can be defined recursively by
(ϕ1 ∗ ϕ2)(a1a2 · · · am) =
∑
I${1,...,m}
(−1)m−♯I+1(ϕ1 ∗ ϕ2)
( →∏
k∈I
ak
)∏
k 6∈I
ϕǫk(ak)
for a typical element a1a2 · · · am ∈ A1
∐A2, with ak ∈ Aǫk , ǫ1 6= ǫ2 6= · · · 6= ǫm, i.e.
neighboring a’s don’t belong to the same algebra. ♯I denotes the number of elements
of I and
∏→
k∈I ak means that the a’s are to be multiplied in the same order in which
they appear on the left-hand-side. We use the convention (ϕ1 ∗ ϕ2)
(∏→
k∈∅ ak
)
= 1.
It turns out that this product has many interesting properties, e.g., if ϕ1 and ϕ2
are states, then their free product is a again a state. For more details, see [BNT03]
and the references given there.
3.5. Examples: Boolean, Monotone, and Anti-monotone Independence.
Ben Ghorbal and Schu¨rmann[BG01, BGS99] and Muraki[Mur02b] have also con-
sidered the category of non-unital algebraic probability nuAlgProb consisting of pairs
(A, ϕ) of a not necessarily unital algebra A and a linear functional ϕ. The morphisms
in this category are algebra homomorphisms that leave the functional invariant. On
this category we can define three more tensor products with inclusions corresponding
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to the boolean product ⋄, the monotone product ⊲ and the anti-monotone product ⊳
of states. They can be defined by
ϕ1 ⋄ ϕ2(a1a2 · · · am) =
m∏
k=1
ϕǫk(ak),
ϕ1 ⊲ ϕ2(a1a2 · · · am) = ϕ1
( →∏
k:ǫk=1
ak
) ∏
k:ǫk=2
ϕ2(ak),
ϕ1 ⊳ ϕ2(a1a2 · · · am) =
∏
k:ǫk=1
ϕ1(ak) ϕ2
( →∏
k:ǫk=2
ak
)
,
for ϕ1 : A1 → C and ϕ2 : A2 → C and a typical element a1a2 · · · am ∈ A1
∐A2,
ak ∈ Aǫk , ǫ1 6= ǫ2 6= · · · 6= ǫm, i.e. neighboring a’s don’t belong to the same algebra.
Note that for the algebras and the inclusions we here use the free product without
units, the coproduct in the category of not necessarily unital algebras.
The monotone and anti-monotone product are not commutative, but related by
ϕ1 ⊲ ϕ2 = (ϕ2 ⊳ ϕ1) ◦ γA1,A2 , for all linear functionals ϕ1 : A1 → C, ϕ2 : A2 → C,
where γA1,A2 : A1
∐A2 → B2∐B1 is the commutativity constraint (for the commu-
tativity constraint for the free product of unital algebras see Equation (1.1)). The
boolean product is commutative, i.e. it satisfies
ϕ1 ⋄ ϕ2 = (ϕ2 ⋄ ϕ1) ◦ γB1,B2,
for all linear functionals ϕ1 : A1 → C, ϕ2 : A2 → C.
3.6. Remark. The boolean, the monotone and the anti-monotone product can also
be defined for unital algebras, if they are in the range of the unitization functor.
Let ϕ1 : A1 → C and ϕ2 : A2 → C be two unital functionals on algebras A1, A2,
which can be decomposed as A1 = C1 ⊕ A01, A2 = C1 ⊕ A02. Then we define the
boolean, monotone, or anti-monotone product of ϕ1 and ϕ2 as the unital extension of
the boolean, monotone, or anti-monotone product of their restrictions ϕ1|A01 and ϕ2|A02 .
This leads to the following formulas.
ϕ1 ⋄ ϕ2(a1a2 · · · an) =
n∏
i=1
ϕǫi(ai),
ϕ1 ⊲ ϕ2(a1a2 · · · an) = ϕ1
( ∏
i:ǫi=1
ai
) ∏
i:ǫi=2
ϕ2(ai),
ϕ1 ⊳ ϕ2(a1a2 · · · an) =
∏
i:ǫi=1
ϕ1(ai)ϕ2
(∏
i:ǫi=2
ai
)
,
for a1a2 · · ·an ∈ A1
∐A2, ai ∈ A0ǫi, ǫ1 6= ǫ2 6= · · · 6= ǫn. We use the convention that the
empty product is equal to the unit element.
These products can be defined in the same way for ∗-algebraic probability spaces,
where the algebras are unital ∗-algebras having such a decomposition A = C1 ⊕ A0
and the functionals are states. To check that ϕ1 ⋄ ϕ2, ϕ1 ⊲ ϕ2, ϕ1 ⊳ ϕ2 are again states,
if ϕ1 and ϕ2 are states, one can verify that the following constructions give their GNS
representations. Let (π1, H1, ξ1) and (π2, H2, ξ2) denote the GNS representations of
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(A1, ϕ1) and (A2, ϕ2). The GNS representations of (A1
∐A2, ϕ1 ⋄ ϕ2), (A1∐A2, ϕ1 ⊲
ϕ2), and (A1
∐A2, ϕ1 ⊳ ϕ2) can all be defined on the Hilbert space H = H1⊗H2 with
the state vector ξ = ξ1 ⊗ ξ2. The representations are defined by π(1) = id and
π|A01 = π1 ⊗ P2, π|A02 = P1 ⊗ π2, for ϕ1 ⋄ ϕ2,
π|A01 = π1 ⊗ P2, π|A02 = idH2 ⊗ π2, for ϕ1 ⊲ ϕ2,
π|A01 = π1 ⊗ idH2, π|A02 = P1 ⊗ π2, for ϕ1 ⊳ ϕ2,
where P1, P2 denote the orthogonal projections P1 : H1 → Cξ1, P2 : H2 → Cξ2. For the
boolean case, ξ = ξ1⊗ξ2 ∈ H1⊗H2 is not cyclic for π, only the subspace Cξ⊕H01 ⊕H02
can be generated from ξ.
4. Reduction of an independence
For a reduction of independences we need a little bit more than a cotensor functor.
4.1. Definition. Let (C,, i) and (C′,′, i′) be two tensor categories with inclu-
sions and assume that we are given functors I : C → D and I ′ : C′ → D to some
category D. A reduction (F, J) of the tensor product  to the tensor product ′
(w.r.t. (D, I, I ′)) is a cotensor functor F : (C,)→ (C′,′) and a natural transforma-
tion J : I → I ′ ◦F , i.e. morphisms JA : I(A)→ I ′ ◦F (A) in D for all objects A ∈ Ob C
such that the diagram
I(A)
I(f)

JA // I ′ ◦ F (A)
I′◦F (f)

I(B)
JB
// I ′ ◦ F (B)
commutes for all morphisms f : A→ B in C.
In the simplest case, C will be a subcategory of C′, I will be the inclusion functor
from C into C′, and I ′ the identity functor on C′. Then such a reduction provides us
with a system of inclusions
Jn(A1, . . . , An) = Fn(A1, . . . , An) ◦ JA1···An : A1 · · ·An → F (A1)′ · · ·′F (An)
with J1(A) = JA that satisfies, e.g., Jn+m(A1, . . . , An+m) = F2
(
F (A1)
′ · · ·′F (An),
F (An+1)
′ · · ·′F (An+m)
) ◦ (Jn(A1, . . . , An)Jm(An+1, . . . , An+m)) for all n,m ∈ N
and A1, . . . , An+m ∈ Ob C.
In our applications we will often encounter the case where C is not a subcategory
of C′, but we have, e.g., a forgetful functor U from C to C′ that “forgets” an additional
structure that C has. An example for this situation is the reduction of Fermi inde-
pendence to tensor independence in following subsection. Here we have to forget the
Z2-grading of the objects of Z2-AlgProb to get objects of AlgProb. In this situation
a reduction of the tensor product with inclusions  to the tensor product with inclu-
sions ′ is a tensor function F from (C,) to (C′,′) and a natural transformation
J : U → F .
4.2. Example. The identity functor can be turned into a reduction from the cat-
egory (Alg,
∐
) of unital associative algebras with the free product to the category
(Alg,⊗) of unital associative algebras with the tensor product(with the obvious inclu-
sions). The morphism F0 : K → K is the identity map and F2 = [i1, i2] : A1
∐A2 →
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A1 ⊗A2 is the unique morphism that makes the diagram
A1 //
$$I
II
II
II
II
I
A1
∐A2
F2

A2oo
zzuuu
uu
uu
uu
u
A1 ⊗A2
commuting.
4.1. The symmetric Fock space as a tensor functor. The category Vec with
the direct product ⊕ is of course a tensor category with inclusions and with projections,
since the direct sum of vector spaces is both a product and a coproduct.
Not surprisingly, the usual tensor product of vector spaces is also a tensor product
in the sense of category theory, but there are no canonical inclusions or projections.
We can fix this by passing to the category Vek∗ of pointed vector spaces, whose objects
are pairs (V, v) consisting of a vector space V and a non-zero vector v ∈ V . The
morphisms h : (V1, v1) → (V2, v2) in this category are the linear maps h : V1 → V2
with h(v1) = v2. In this category (equipped with the obvious tensor product (V1, v1)⊗
(V2, v2) = (V1⊗V2, v1⊗ v2) inclusions can be defined by I1 : V1 ∋ u 7→ u⊗ v2 ∈ V1⊗ V2
and I2 : V1 ∋ u 7→ v1 ⊗ u ∈ V1 ⊗ V2.
In (Vek∗,⊗, I) all pairs of morphisms are independent, even though the tensor
product is not a coproduct.
4.3. Proposition. Take D = Vek, I = idVek, and I ′ : Vek∗ → Vek the functor
that forgets the fixed vector.
The symmetric Fock space Γ is a reduction from (Vek,⊕, i) to (Vek∗,⊗, I) (w.r.t.
(Vek, idVek, I
′)).
We will not prove this proposition, we will only define all the natural transforma-
tions.
On the objects, Γ maps a vector space V to the pair
(
Γ(V ),Ω
)
consisting of the
algebraic symmetric Fock space
Γ(V ) =
⊕
n∈N
V ⊗n
and the vacuum vector Ω. The trivial vector space {0} gets mapped to the field
Γ({0}) = K with the unit 1 as fixed vector. Linear maps h : V1 → V2 get mapped to
their second quantization Γ(h) : Γ(V1)→ Γ(V2). F0 : Γ({0}) = (K, 1) → (K, 1) is just
the identity and F2 is the natural isomorphism from Γ(V1⊕V2) to Γ(V1)⊗Γ(V2) which
acts on exponential vectors as
F2 : E(u1 + u2) 7→ E(u1)⊗ E(u2)
for u1 ∈ V1, u2 ∈ V2.
The natural transformation J : idVec → Γ finally is the embedding of V into Γ(V )
as one-particle space.
4.2. Example: Bosonization of Fermi Independence. We will now define
the bosonization of Fermi independence as a reduction from (Z2-AlgProb,⊗Z2 , i) to
(AlgProb,⊗, i). We will need the group algebra CZ2 of Z2 and the linear functional
ε : CZ2 → C that arises as the linear extension of the trivial representation of Z2, i.e.
ε(1) = ε(g) = 1,
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if we denote the even element of Z2 by 1 and the odd element by g.
The underlying functor F : Z2-AlgProb→ AlgProb is given by
F :
ObZ2-AlgProb ∋ (A, ϕ) 7→ (A⊗Z2 CZ2, ϕ⊗ ε) ∈ ObAlgProb,
MorZ2-AlgProb ∋ f 7→ f ⊗ idCZ2 ∈ MorAlgProb.
The unit element in both tensor categories is the one-dimensional unital algebra
C1 with the unique unital functional on it. Therefore F0 has to be a morphism from
F (C1) ∼= CZ2 to C1. It is defined by F0(1) = F0(g) = 1.
The morphism F2(A1,A2) has to go from F (A ⊗Z2 B) = (A ⊗Z2 B) ⊗ CZ2 to
F (A)⊗ F (B) = (A⊗Z2 CZ2)⊗ (B ⊗Z2 CZ2). It is defined by
a⊗ b⊗ 1 7→
{
(a⊗ 1)⊗ (b⊗ 1) if b is even,
(a⊗ g)⊗ (b⊗ 1) if b is odd,
and
a⊗ b⊗ g 7→
{
(a⊗ g)⊗ (b⊗ g) if b is even,
(a⊗ 1)⊗ (b⊗ g) if b is odd,
for a ∈ A and homogeneous b ∈ B.
Finally, the inclusion JA : A → A⊗Z2 CZ2 is defined by
JA(a) = a⊗ 1
for all a ∈ A.
In this way we get inclusions Jn = Jn(A1, . . . ,An) = Fn(A1, . . . ,An)◦JA1⊗Z2 ...⊗Z2An
of the graded tensor product A1 ⊗Z2 · · · ⊗Z2 An into the usual tensor product (A1 ⊗Z2
CZ2)⊗· · ·⊗ (An⊗Z2 CZ2) which respect the states and allow to reduce all calculations
involving the graded tensor product to calculations involving the usual tensor product
on the bigger algebras F (A1) = A1⊗Z2CZ2, . . . , F (An) = An⊗Z2CZ2. These inclusions
are determined by
Jn(1⊗ · · · ⊗ 1︸ ︷︷ ︸⊗a⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸) = g˜ ⊗ · · · ⊗ g˜︸ ︷︷ ︸⊗a˜⊗ 1˜⊗ · · · ⊗ 1˜︸ ︷︷ ︸,
k − 1 times n− k times k − 1 times n− k times
for a ∈ Ak, 1 ≤ k ≤ n, where we used the abbreviations
g˜ = 1⊗ g, a˜ = a⊗ 1, 1˜ = 1⊗ 1.
4.3. The Reduction of Boolean, Monotone, and Anti-Monotone Inde-
pendence to Tensor Independence. We will now present the unification of tensor,
monotone, anti-monotone, and boolean independence of Franz[Fra03b] in our category
theoretical framework. It resembles closely the bosonization of Fermi independence in
Subsection 4.2, but the group Z2 has to be replaced by the semigroup M = {1, p} with
two elements, 1 · 1 = 1, 1 · p = p · 1 = p · p = p. We will need the linear functional
ε : CM → C with ε(1) = ε(p) = 1.
The underlying functor and the inclusions are the same for the reduction of the
boolean, the monotone and the anti-monotone product. They map the algebra A of
(A, ϕ) to the free product F (A) = A˜∐CM of the unitization A˜ of A and the group
algebra CM of M . For the unital functional F (ϕ) we take the boolean product ϕ˜ ⋄ ε
of the unital extension ϕ˜ of ϕ with ε. The elements of F (A) can be written as linear
combinations of terms of the form
pαa1p · · · pampω
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with m ∈ N, α, ω ∈ {0, 1}, a1, . . . .am ∈ A, and F (ϕ) acts on them as
F (ϕ)(pαa1p · · ·pampω) =
m∏
k=1
ϕ(ak).
The inclusion is simply
JA : A ∋ a 7→ a ∈ F (A).
The morphism F0 : F (C1) = CM → C1 is given by the trivial representation of M ,
F0(1) = F0(p) = 1.
The only part of the reduction that is different for the three cases are the morphisms
F2(A1,A2) : F
(
A1
∐
A2
)
→ F (A1)⊗ F (A2) = (A˜
∐
CM)⊗ (A˜
∐
CM).
We set
FB2 (A1,A2)(a) =
{
a⊗ p if a ∈ A1,
p⊗ a if a ∈ A2,
for the boolean case,
FM2 (A1,A2)(a) =
{
a⊗ p if a ∈ A1,
1⊗ a if a ∈ A2,
for the monotone case, and
FAM2 (A1,A2)(a) =
{
a⊗ 1 if a ∈ A1,
p⊗ a if a ∈ A2,
for the anti-monotone case. Furthermore, we have F •2 (A1,A2)(p) = p ⊗ p in all three
cases.
For the higher order inclusions J•n = F
•
n(A1, . . . ,An)◦JA1∐···∐An , • ∈ {B,M,AM},
one gets
JBn (a) = p
⊗(k−1) ⊗ a⊗ p⊗(n−k),
JMn (a) = 1
⊗(k−1) ⊗ a⊗ p⊗(n−k),
JAMn (a) = p
⊗(k−1) ⊗ a⊗ 1⊗(n−k),
if a ∈ Ak.
One can verify that this indeed defines reductions (FB, J), (FM, J), and (FAM, J)
from the categories (nuAlgProb, ⋄, i), (nuAlgProb, ⊲, i), and (nuAlgProb, ⊳, i) to the
category (AlgProb,⊗, i) of algebraic probability spaces with the usual tensor product.
The functor U : nuAlgProb→ AlgProb is the unitization of the algebra and the unital
extension of the functional and the morphisms.
This reduces all calculations involving the boolean, monotone or anti-monotone
product to the tensor product. These constructions can also be applied to reduce the
quantum stochastic calculus on the boolean, monotone, and anti-monotone Fock space
to the boson Fock space. Furthermore, they allow to reduce the theories of boolean,
monotone, and anti-monotone Le´vy processes to Schu¨rmann’s[Sch93] theory of Le´vy
processes on involutive bialgebras, see Franz[Fra03b] or Section 3 in Chapter 3.
A similar reduction exists for the category of unital algebras A having a decompo-
sition A = C1⊕A0 and the boolean, monotone, or anti-monotone product defined for
these algebras in Remark 3.6
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5. Classification of the universal independences
In the previous Section we have seen how a notion of independence can be defined
in the language of category theory and we have also encountered several examples.
We are mainly interested in different categories of algebraic probability spaces.
There objects are pairs consisting of an algebra A and a linear functional ϕ on A.
Typically, the algebra has some additional structure, e.g., an involution, a unit, a
grading, or a topology (it can be, e.g., a von Neumann algebra or a C∗-algebra),
and the functional behaves nicely with respect to this additional structure, i.e., it
is positive, unital, respects the grading, continuous, or normal. The morphisms are
algebra homomorphisms, which leave the linear functional invariant, i.e., j : (A, ϕ)→
(B, ψ) satisfies
ϕ = ψ ◦ j
and behave also nicely w.r.t. additional structure, i.e., they can be required to be ∗-
algebra homomorphisms, map the unit of A to the unit of B, respect the grading, etc.
We have already seen one example in Subsection 3.3.
The tensor product then has to specify a new algebra with a linear functional and
inclusions for every pair of of algebraic probability spaces. If the category of algebras
obtained from our algebraic probability space by forgetting the linear functional has
a coproduct, then it is sufficient to consider the case where the new algebra is the
coproduct of the two algebras.
5.1. Proposition. Let (C,, i) be a tensor category with inclusions and F : C → D
a functor from C into another category D which has a coproduct ∐ and an initial object
ED. Then F is a tensor functor. The morphisms F2(A,B) : F (A)
∐
F (B)→ F (AB)
and F0 : ED → F (E) are those guaranteed by the universal property of the coproduct
and the initial object, i.e. F0 : ED → F (E) is the unique morphism from ED to F (E)
and F2(A,B) is the unique morphism that makes the diagram
F (A)
F (iA) //
iF (A) &&NN
NN
NN
NN
NN
N
F (AB) F (B)
F (iB)oo
iF (B)xxppp
pp
pp
pp
pp
F (A)
∐
F (B)
F2(A,B)
OO
commuting.
Proof. Using the universal property of the coproduct and the definition of F2, one
shows that the triangles containing the F (A) in the center of the diagram
F (A)
∐(
F (B)
∐
F (C)
) αF (A),F (B),F (C) //
idF (A)
∐
F2(B,C)

(
F (A)
∐
F (B)
)∐
F (C)
F2(A,B)
∐
idF (C)

F (A)
∐
F (BC)
F2(A,BC)

F (A)
iF (A)RRRRR
hhRRRRR
iF (A)oo
F (iA)
lll
ll
vvlll
ll
iF (A)lllll
66lllll
//
F (iA)
RRR
RR
((RR
RRR
F (AB)
∐
F (C)
F2(AB,C)

F
(
A(BC)
)
F (αA,B,C)
// F
(
(AB)C
)
commute (where the morphism from F (A) to F (AB)
∐
F (C) is F (iA)
∐
idF (C)),
and therefore that the morphisms corresponding to all the different paths form F (A) to
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F
(
(AB)C
)
coincide. Since we can get similar diagrams with F (B) and F (C), it fol-
lows from the universal property of the triple coproduct F (A)
∐(
F (B)
∐
F (C)
)
that
there exists only a unique morphism from F (A)
∐(
F (B)
∐
F (C)
)
to F
(
(AB)C
)
and therefore that the whole diagram commutes.
The commutativity of the two diagrams involving the unit elements can be shown
similarly. 
Let C now be a category of algebraic probability spaces and F the functor that maps
a pair (A, ϕ) to the algebra A, i.e., that “forgets” the linear functional ϕ. Suppose
that C is equipped with a tensor product  with inclusions and that F (C) has a
coproduct
∐
. Let (A, ϕ), (B, ψ) be two algebraic probability spaces in C, we will denote
the pair (A, ϕ)(B, ψ) also by (AB, ϕψ). By Proposition 5.1 we have morphisms
F2(A,B) : A
∐B → AB that define a natural transformation from the bifunctor ∐
to the bifunctor . With these morphisms we can define a new tensor product ˜ with
inclusions by
(A, ϕ)˜(B, ψ) =
(
A
∐
B, (ϕψ) ◦ F2(A,B)
)
.
The inclusions are those defined by the coproduct.
5.2. Proposition. If two random variables f1 : (A1, ϕ1) → (B, ψ) and f1 :
(A1, ϕ1) → (B, ψ) are independent with respect to , then they are also independent
with respect to ˜.
Proof. If f1 and f2 are independent with respect to , then there exists a random
variable h : (A1A2, ϕ1ϕ2)→ (B, ψ) that makes diagram (3.2) in Definition 3.2 com-
muting. Then h ◦ F2(A1,A2) : (A1
∐A2, ϕ1˜ϕ2) → (B, ψ) makes the corresponding
diagram for ˜ commuting. 
The converse is not true. Consider the category of algebraic probability spaces with
the tensor product, see Subsection 3.2, and take B = A1
∐A2 and ψ = (ϕ1 ⊗ ϕ2) ◦
F2(A1,A2). The canonical inclusions iA1 : (A1, ϕ1) → (B, ψ) and iA2 : (A2, ϕ2) →
(B, ψ) are independent w.r.t. ⊗˜, but not with respect to the tensor product itself,
because their images do not commute in B = A1
∐A2.
We will call a tensor product with inclusions in a category of quantum probability
spaces universal, if it is equal to the coproduct of the corresponding category of algebras
on the algebras. The preceding discussion shows that every tensor product on the
category of algebraic quantum probability spaces AlgProb has a universal version.
E.g., for the tensor independence defined in the category of algebraic probability spaces
in Subsection 3.2, the universal version is defined by
ϕ1⊗˜ϕ2(a1a2 · · · am) = ϕ1
( →∏
i:ǫi=1
ai
)
ϕ2
( →∏
i:ǫi=2
ai
)
for two unital functionals ϕ1 : A1 → C and ϕ2 : A2 → C and a typical element
a1a2 · · · am ∈ A1
∐A2, with ak ∈ Aǫk , ǫ1 6= ǫ2 6= · · · 6= ǫm, i.e. neighboring a’s don’t
belong to the same algebra.
We will now reformulate the classification by Muraki[Mur02b] and by Ben Ghorbal
and Schu¨rmann[BG01, BGS99] in terms of universal tensor products with inclusions
for the category of algebraic probability spaces AlgProb.
In order to define a universal tensor product with inclusions on AlgProb one needs
a map that associates to a pair of unital functionals (ϕ1, ϕ2) on two algebras A1 and
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A2 a unital functional ϕ1 · ϕ2 on the free product A1
∐A2 (with identification of the
units) of A1 and A2 in such a way that the bifunctor
 : (A1, ϕ1)× (A2, ϕ1) 7→ (A1
∐
A2, ϕ1 · ϕ2)
satisfies all the necessary axioms. Since  is equal to the coproduct
∐
on the algebras,
we don’t have a choice for the isomorphisms α, λ, ρ implementing the associativity and
the left and right unit property. We have to take the ones following from the universal
property of the coproduct. The inclusions and the action of  on the morphisms also
have to be the ones given by the coproduct.
The associativity gives us the condition
(5.1)
(
(ϕ1 · ϕ2) · ϕ3
) ◦ αA1,A2,A3 = ϕ1 · (ϕ2 · ϕ3),
for all (A1, ϕ1), (A2, ϕ2), (A3, ϕ3) in AlgProb. Denote the unique unital functional on
C1 by δ, then the unit properties are equivalent to
(ϕ · δ) ◦ ρA = ϕ and (δ · ϕ) ◦ λA = ϕ,
for all (A, ϕ) in AlgProb. The inclusions are random variables, if and only if
(5.2) (ϕ1 · ϕ2) ◦ iA1 = ϕ1 and (ϕ1 · ϕ2) ◦ iA2 = ϕ2
for all (A1, ϕ1), (A2, ϕ2) in AlgProb. Finally, from the functoriality of  we get the
condition
(5.3) (ϕ1 · ϕ2) ◦ (j1
∐
j2) = (ϕ1 ◦ j1) · (ϕ2 ◦ j2)
for all pairs of morphisms j1 : (B1, ψ1)→ (A1, ϕ1), j2 : (B2, ψ2)→ (A2, ϕ2) in AlgProb.
Our Conditions (5.1), (5.2), and (5.3) are exactly the axioms (P2), (P3), and (P4)
in Ben Ghorbal and Schu¨rmann[BGS99], or the axioms (U2), the first part of (U4),
and (U3) in Muraki[Mur02b].
5.3. Theorem. (Muraki[Mur02b], Ben Ghorbal and Schu¨rmann[BG01, BGS99])
There exist exactly two universal tensor products with inclusions on the category of alge-
braic probability spaces AlgProb, namely the universal version ⊗˜ of the tensor product
defined in Section 3.2 and the one associated to the free product ∗ of states.
For the classification in the non-unital case, Muraki imposes the additional condi-
tion
(5.4) (ϕ1 · ϕ2)(a1a2) = ϕǫ1(a1)ϕǫ2(a2)
for all (ǫ1, ǫ2) ∈
{
(1, 2), (2, 1)
}
, a1 ∈ Aǫ1, a2 ∈ Aǫ2.
5.4. Theorem. (Muraki[Mur02b]) There exist exactly five universal tensor prod-
ucts with inclusions satisfying (5.4) on the category of non-unital algebraic probability
spaces nuAlgProb, namely the universal version ⊗˜ of the tensor product defined in
Section 3.2 and the ones associated to the free product ∗, the boolean product ⋄, the
monotone product ⊲ and the anti-monotone product ⊳.
The monotone and the anti-monotone are not symmetric, i.e. (A1
∐A2, ϕ1 ⊲ ϕ2)
and (A2
∐A2, ϕ2 ⊲ ϕ1) are not isomorphic in general. Actually, the anti-monotone
product is simply the mirror image of the monotone product,
(A1
∐
A2, ϕ1 ⊲ ϕ2) ∼= (A2
∐
A1, ϕ2 ⊳ ϕ1)
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for all (A1, ϕ1), (A2, ϕ2) in the category of non-unital algebraic probability spaces. The
other three products are symmetric.
In the symmetric setting of Ben Ghorbal and Schu¨rmann, Condition (5.4) is not
essential. If one drops it and adds symmetry, one finds in addition the degenerate
product
(ϕ1 •0 ϕ2)(a1a2 · · · am) =
{
ϕǫ1(a1) if m = 1,
0 if m > 1.
and families
ϕ1 •q ϕ2 = q
(
(q−1ϕ1) · (q−1ϕ2)
)
,
parametrized by a complex number q ∈ C\{0}, for each of the three symmetric prod-
ucts, • ∈ {⊗˜, ∗, ⋄}.
If one adds the condition that products of states are again states, then one can also
show that the constant has to be equal to one.
5.5. Remark. Consider the category of non-unital ∗-algebraic probability spaces,
whose objects are pairs (A, ϕ) consisting of a not necessarily unital ∗-algebra A and a
state ϕ : A → C. Here a state is a linear functional ϕ : A → C whose unital extension
ϕ˜ : A˜ ∼= C1 ⊕ A → C, λ1 + a 7→ ϕ˜(λ1 + a) = λ + ϕ(a), to the unitization of A is a
state.
Assume we have a product · : S(A1) × S(A2) → S(A1
∐A2) of linear functionals
on non-unital algebras A1,A2 that satisfies
(ϕ1 · ϕ2)(a1a2) = c1ϕ1(a1)ϕ2(a2),
(ϕ1 · ϕ2)(a2a1) = c2ϕ1(a1)ϕ2(a2),
for all linear functionals ϕ1 : A1 → C, ϕ2 : A2 → C, and elements a1 ∈ A1, a2 ∈ A2
with “universal” constants c1, c2 ∈ C, i.e. constants that do not depend on the algebras,
the functionals, or the algebra elements. That for every universal independence such
constants have to exist is part of the proof of the classifications in [BG01, BGS99,
Mur02b].
Take now A1 = C[x1] and A2 = C[x2], with the states ϕ1, ϕ2 determined by
ϕi(x
n
i ) = 1
for n ∈ N, i = 1, 2. If ϕ1 · ϕ2 is a state, then
ϕ1 · ϕ2 ((λ1+ µx1 + νx2)∗(λ1+ µx1 + νx2)) ≥ 0
for all λ, µ, ν ∈ C. This is equivalent to the matrix
A =
 1 1 11 1 c1
1 c2 1

being positive semi-definite. This is only possible, if c1 = c2 and detA = −(1− c1)(1−
c2) ≥ 0, i.e. if c1 = c2 = 1.
The proof of the classification of universal independences can be split into three
steps.
Using the “universality” or functoriality of the product, one can show that there
exist some “universal constants” - not depending on the algebras - and a formula for
evaluating
(ϕ1 ⊗ ϕ2)(a1a2 · · · am)
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for a1a2 · · ·am ∈ A1
∐A2, with ak ∈ Aǫk , ǫ1 6= ǫ2 6= · · · 6= ǫm, as a linear combination
of products ϕ1(M1), ϕ2(M2), where M1, M2 are “sub-monomials” of a1a2 · · · am. Then
in a second step it is shown by associativity that only products with ordered monomials
M1, M2 contribute. This is the content of [BGS02, Theorem 5] in the commutative
case and of [Mur02b, Theorem 2.1] in the general case.
The third step, which was actually completed first in both cases, see [Spe97] and
[Mur02c], is to find the conditions that the universal constants have to satisfy, if the
resulting product is associative. It turns out that the universal coefficients for m > 5
are already uniquely determined by the coefficients for 1 ≤ m ≤ 5. Detailed analysis
of the non-linear equations obtained for the coefficients of order up to five then leads
to the classifications stated above.

CHAPTER 3
Le´vy Processes on Dual Groups
We now want to study quantum stochastic processes whose increments are free or
independent in the sense of boolean, monotone, or anti-monotone independence. The
approach based on bialgebras that we followed in the first chapter is based on the tensor
product and fails in the other cases because the corresponding products are not defined
on the tensor product, but on the free product of the algebra. The algebraic structure
which has to replace bialgebras was first introduced by Voiculescu [Voi87, Voi90],
who named them dual groups. In this chapter we will introduce these algebras and
develop the theory of their Le´vy processes. It turns out that Le´vy processes on dual
groups with boolean, monotonically, or anti-monotonically independent increments can
be reduced to Le´vy processes on involutive bialgebra. We do not know if this is also
possible for Le´vy processes on dual groups with free increments.
In the literature additive free Le´vy processes have been studied most intensively,
see, e.g., [GSS92, Bia98a, Ans02, Ans03, BNT02c, BNT02a, BNT02b].
1. Preliminaries on dual groups
Denote by ComAlg the category of commutative unital algebras and let B ∈ ObComAlg
be a commutative bialgebra. Then the mapping
ObComAlg ∋ A 7→ MorComAlg(B,A)
can be understood as a functor from ComAlg to the category of unital semigroups. The
multiplication in MorAlg(B,A) is given by the convolution, i.e.
f ⋆ g = mA ◦ (f ⊗ g) ◦∆B
and the unit element is εB1A. A unit-preserving algebra homomorphism h : A1 → A2
gets mapped to the unit-preserving semigroup homomorphism MorComAlg(B,A1) ∋ f →
h ◦ f ∈ MorComAlg(B,A2), since
h ◦ (f ⋆ g) = (h ◦ f) ⋆ (h ◦ g)
for all A1,A2 ∈ ObComAlg, h ∈ MorComAlg(A1,A2), f, g ∈ MorComAlg(B,A1).
If B is even a Hopf algebra with antipode S, then MorComAlg(B,A) is a group with
respect to the convolution product. The inverse of a homomorphism f : B → A with
respect to the convolution product is given by f ◦ S.
The calculation
(f ⋆ g)(ab) = mA ◦ (f ⊗ g) ◦∆B(ab)
= f(a(1)b(1))g(a(2)b(2)) = f(a(1))f(b(1))g(a(2))g(b(2))
= f(a(1))g(a(2))g(b(1))g(b(2)) = (f ⋆ g)(a)(f ⋆ g)(b)
shows that the convolution product f ⋆ g of two homomorphisms f, g : B → A is again
a homomorphism. It also gives an indication why non-commutative bialgebras or Hopf
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algebras do not give rise to a similar functor on the category of non-commutative
algebras, since we had to commute f(b(1)) with g(a(2)).
Zhang [Zha91], Berman and Hausknecht [BH96] showed that if one replaces the
tensor product in the definition of bialgebras and Hopf algebras by the free product,
then one arrives at a class of algebras that do give rise to a functor from the category
of non-commutative algebras to the category of semigroups or groups.
A dual group [Voi87, Voi90] (called H-algebra or cogroup in the category of unital
associative ∗-algebras in [Zha91] and [BH96], resp.) is a unital ∗-algebra B equipped
with three unital ∗-algebra homomorphisms ∆ : B → B∐B, S : B → B and ε : B → C
(also called comultiplication, antipode, and counit) such that(
∆
∐
id
)
◦∆ =
(
id
∐
∆
)
◦∆,(1.1) (
ε
∐
id
)
◦∆ = id =
(
id
∐
ε
)
◦∆,(1.2)
mB ◦
(
S
∐
id
)
◦∆ = id = mB ◦
(
id
∐
S
)
◦∆,(1.3)
where mB : B
∐B → B, mB(a1⊗a2⊗· · ·⊗an) = a1 ·a2 · · · · ·an, is the multiplication of
B. Besides the formal similarity, there are many relations between dual groups on the
one side and Hopf algebras and bialgebras on the other side, cf. [Zha91]. For example,
let B be a dual group with comultiplication ∆, and let R : B∐B → B ⊗ B be the
unique unital ∗-algebra homomorphism with
RB,B ◦ i1(b) = b⊗ 1, RB,B ◦ i2(b) = 1⊗ b,
for all b ∈ B. Here i1, i2 : B → B
∐B denote the canonical inclusions of B into the
first and the second factor of the free product B∐B. Then B is a bialgebra with the
comultiplication ∆ = RB,B ◦ ∆, see [Zha91, Theorem 4.2], but in general it is not a
Hopf algebra.
We will not really work with dual groups, but the following weaker notion. A dual
semigroup is a unital ∗-algebra B equipped with two unital ∗-algebra homomorphisms
∆ : B → B∐B and ε : B → C such that Equations (1.1) and (1.2) are satisfied. The
antipode is not used in the proof of [Zha91, Theorem 4.2], and therefore we also get
an involutive bialgebra (B,∆, ε) for every dual semigroup (B,∆, ε).
Note that we can always write a dual semigroup B as a direct sum B = C1 ⊕ B0,
where B0 = ker ε is even a ∗-ideal. Therefore it is in the range of the unitization functor
and the boolean, monotone, and anti-monotone product can be defined for unital linear
functionals on B, cf. Remark 3.6 in Chapter 2.
The comultiplication of a dual semigroup can also be used to define a convolution
product. The convolution j1 ⋆j2 of two unital ∗-algebra homomorphisms j1, j2 : B → A
is defined as
j1 ⋆ j2 = mA ◦
(
j1
∐
j2
)
◦∆.
As the composition of the three unital ∗-algebra homomorphisms ∆ : B → B∐B,
j1
∐
j2 : B
∐B → A∐A, and mA : A∐A → A, this is obviously again a unital
∗-algebra homomorphism. Note that this convolution can not be defined for arbitrary
linear maps on B with values in some algebra, as for bialgebras, but only for unital
∗-algebra homomorphisms.
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2. Definition of Le´vy processes on dual groups
2.1. Definition. Let j1 : B1 → (A,Φ), . . . , jn : Bn → (A,Φ) be quantum random
variables over the same quantum probability space (A,Φ) and denote their marginal
distributions by ϕi = Φ ◦ ji, i = 1, . . . , n. The quantum random variables (j1, . . . , jn)
are called tensor independent (respectively boolean independent, monotonically inde-
pendent, anti-monotonically independent or free), if the state Φ ◦mA ◦ (j1
∐ · · ·∐ jn)
on the free product
∐n
i=1 Bi is equal to the tensor product (boolean, monotone, anti-
monotone, or free product, respectively) of ϕ1, . . . , ϕn.
Note that tensor, boolean, and free independence do not depend on the order,
but monotone and anti-monotone independence do. An n-tuple (j1, . . . , jn) of quan-
tum random variables is monotonically independent, if and only if (jn, . . . , j1) is anti-
monotonically independent.
We are now ready to define tensor, boolean, monotone, anti-monotone, and free
Le´vy processes on dual semigroups.
2.2. Definition. [Sch95b] Let (B,∆, ε) be a dual semigroup. A quantum sto-
chastic process {jst}0≤s≤t≤T on B over some quantum probability space (A,Φ) is called
a tensor (resp. boolean, monotone, anti-monotone, or free) Le´vy process on the dual
semigroup B, if the following four conditions are satisfied.
(1) (Increment property) We have
jrs ⋆ jst = jrt for all 0 ≤ r ≤ s ≤ t ≤ T,
jtt = 1A ◦ ε for all 0 ≤ t ≤ T.
(2) (Independence of increments) The family {jst}0≤s≤t≤T is tensor independent
(resp. boolean, monotonically, anti-monotonically independent, or free) w.r.t.
Φ, i.e. the n-tuple (js1t2 , . . . , jsntn) is tensor independent (resp. boolean, mono-
tonically, anti-monotonically independent, or free) for all n ∈ N and all 0 ≤
s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn ≤ T .
(3) (Stationarity of increments) The distribution ϕst = Φ ◦ jst of jst depends only
on the difference t− s.
(4) (Weak continuity) The quantum random variables jst converge to jss in dis-
tribution for tց s.
2.3. Remark. The independence property depends on the products and therefore
for boolean, monotone and anti-monotone Le´vy processes on the choice of a decompo-
sition B = C1 ⊕ B0. In order to show that the convolutions defined by (ϕ1 ⋄ ϕ2) ◦∆,
(ϕ1 ⊲ϕ2)◦∆, and (ϕ1⊳ϕ2)◦∆ are associative and that the counit ε acts as unit element
w.r.t. these convolutions, one has to use the functoriality property [BGS99, Condition
(P4)], see also (5.3) in Chapter 2. In our setting it is only satisfied for morphisms that
respect the decomposition. Therefore we are forced to choose the decomposition given
by B0 = ker ε.
The marginal distributions ϕt−s := ϕst = Φ◦jst form again a convolution semigroup
{ϕt}t∈R+ , with respect to the tensor (boolean, monotone, anti-monotone, or free re-
spectively) convolution defined by (ϕ1⊗˜ϕ2)◦∆ ((ϕ1⋄ϕ2)◦∆, (ϕ1⊲ϕ2)◦∆, (ϕ1⊳ϕ2)◦∆,
or (ϕ1 ∗ ϕ2) ◦∆, respectively). It has been shown that the generator ψ : B → C,
ψ(b) = lim
tց0
1
t
(
ϕt(b)− ε(b)
)
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is well-defined for all b ∈ B and uniquely characterizes the semigroup {ϕt}t∈R+ , cf.
[Sch95b, BGS99, Fra01].
Denote by S be the flip map S : B∐B → B∐B, S = mB∐ B ◦ (i2∐ i1), where
i1, i2 : B → B
∐B are the inclusions of B into the first and the second factor of
the free product B∐B. The flip map S acts on i1(a1)i2(b1) · · · i2(bn) ∈ B∐B with
a1, . . . , an, b1, . . . , bn ∈ B as S
(
i1(a1)i2(b1) · · · i2(bn)
)
= i2(a1)i1(b1) · · · i1(bn). If j1 :
B → A1 and j2 : B → A2 are two unital ∗-algebra homomorphisms, then we have
(j2
∐
j1) ◦ S = γA1,A2 ◦ (j1
∐
j2). Like for bialgebras, the opposite comultiplication
∆op = S ◦∆ of a dual semigroup (B,∆, ε) defines a new dual semigroup (B,∆op, ε).
2.4. Lemma. Let {jst : B → (A,Φ)}0≤s≤t≤T be a quantum stochastic process on a
dual semigroup (B,∆, ε) and define its time-reversed process {jopst }0≤s≤t≤T by
jopst = jT−t,T−s
for 0 ≤ s ≤ t ≤ T .
(i) The process {jst}0≤s≤t≤T is a tensor (boolean, free, respectively) Le´vy pro-
cess on the dual semigroup (B,∆, ε) if and only if the time-reversed process
{jopst }0≤s≤t≤T is a tensor (boolean, free, respectively) Le´vy process on the dual
semigroup (B,∆op, ε).
(ii) The process {jst}0≤s≤t≤T is a monotone Le´vy process on the dual semigroup
(B,∆, ε) if and only if the time-reversed process {jopst }0≤s≤t≤T is an anti-
monotone Le´vy process on the dual semigroup (B,∆op, ε).
Proof. The equivalence of the stationarity and continuity property for {jst}0≤s≤t≤T
and {jopst }0≤s≤t≤T is clear.
The increment property for {jst}0≤s≤t≤T with respect to ∆ is equivalent to the
increment property of {jopst }0≤s≤t≤T with respect to ∆op, since
mA ◦
(
jopst
∐
joptu
)
◦∆op = mA ◦
(
jT−t,T−s
∐
jT−u,T−t
)
◦ S ◦∆
= mA ◦ γA,A ◦
(
jT−u,T−t
∐
jT−t,T−s
)
◦∆
= mA ◦
(
jT−u,T−t
∐
jT−t,T−s
)
◦∆
for all 0 ≤ s ≤ t ≤ u ≤ T .
If {jst}0≤s≤t≤T has monotonically independent increments, i.e. if the n-tuples (js1t2 ,
. . . , jsntn) are monotonically independent for all n ∈ N and all 0 ≤ s1 ≤ t1 ≤ s2 ≤
· · · ≤ tn, then the n-tuples (jsntn , . . . , js1t1) = (jopT−tn,T−sn, . . . , jopT−t1,T−s1) are anti-
monotonically independent and {jopst }0≤s≤t≤T has anti-monotonically independent in-
crements, and vice versa.
Since tensor and boolean independence and freeness do not depend on the order,
{jst}0≤s≤t≤T has tensor (boolean, free, respectively) independent increments, if and
only {jopst }0≤s≤t≤T has tensor (boolean, free, respectively) independent increments. 
Before we study boolean, monotone, and anti-monotone Le´vy processes in more
detail, we will show how the theory of tensor Le´vy processes on dual semigroups reduces
to the theory of Le´vy processes on involutive bialgebras, see also [Sch95b]. If quantum
random variables j1, . . . , jn are independent in the sense of Condition 2 in Definition
I.1.2, then they are also tensor independent in the sense of Definition 2.1. Therefore
every Le´vy process on the bialgebra (B,∆, ε) associated to a dual semigroup (B,∆, ε) is
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automatically also a tensor Le´vy process on the dual semigroup (B,∆, ε). To verify this,
it is sufficient to note that the increment property in Definition I.1.2 with respect to ∆
and the commutativity of the increments imply the increment property in Definition
2.2 with respect to ∆.
But tensor independence in general does not imply independence in the sense of
Condition 2 in Definition I.1.2, because the commutation relations are not necessarily
satisfied. Therefore, in general, a tensor Le´vy process on a dual semigroup (B,∆, ε) will
not be a Le´vy process on the involutive bialgebra (B,∆, ε). But we can still associate
an equivalent Le´vy process on the involutive bialgebra (B,∆, ε) to it. To do this, note
that the convolutions of two unital functionals ϕ1, ϕ2 : B → C with respect to the dual
semigroup structure and the tensor product and with respect to the bialgebra structure
coincide, i.e.
(ϕ1⊗˜ϕ2) ◦∆ = (ϕ1 ⊗ ϕ2) ◦∆.
for all unital functionals ϕ1, ϕ2 : B → C. Therefore the semigroup of marginal distri-
butions of a tensor Le´vy process on the dual semigroup (B,∆, ε) is also a convolution
semigroup of states on the involutive bialgebra (B,∆, ε). It follows that there exists a
unique (up to equivalence) Le´vy process on the involutive bialgebra (B,∆, ε) that has
this semigroup as marginal distributions. It is easy to check that this process is equiv-
alent to the given tensor Le´vy process on the dual semigroup (B,∆, ε). We summarize
our result in the following theorem.
2.5. Theorem. Let (B,∆, ε) be a dual semigroup, and (B,∆, ε) with ∆ = RB,B ◦∆
the associated involutive bialgebra. The tensor Le´vy processes on the dual semigroup
(B,∆, ε) are in one-to-one correspondence (up to equivalence) with the Le´vy processes
on the involutive bialgebra (B,∆, ε).
Furthermore, every Le´vy process on the involutive bialgebra (B,∆, ε) is also a tensor
Le´vy process on the dual semigroup (B,∆, ε).
3. Reduction of boolean, monotone, and anti-monotone Le´vy processes to
Le´vy processes on involutive bialgebras
In this section we will construct three involutive bialgebras for every dual semigroup
(B,∆, ε) and establish a one-to-one correspondence between boolean, monotone, and
anti-monotone Le´vy processes on the dual semigroup (B,∆, ε) and a certain class of
Le´vy processes on one of those involutive bialgebras.
We start with some general remarks.
Let (C,) be a tensor category. Then we call an object D in S equipped with
morphisms
ε : D → E, ∆ : D → DD
a dual semigroup in (C,), if the following diagrams commute.
D
∆
%%KK
KK
KK
KK
KK
K
∆
yysss
ss
ss
ss
ss
DD
idD∆

DD
∆idD

D(DD) αD,D,D // (DD)D
ED
λD
7
77
77
77
77
77
77
77
7 DD
εidDoo idDε// DE
ρD








D
∆
OO
id

D
66 3. LE´VY PROCESSES ON DUAL GROUPS
3.1. Proposition. Let D be a dual semigroup in a tensor category and let F : C →
Alg be a cotensor functor with values in the category of unital algebras (equipped with
the usual tensor product). Then F (D) is a bialgebra with the counit F0 ◦ F (ε) and the
coproduct F2(D,D) ◦ F (∆).
Proof. We only prove one right half of the counit property. Applying F to λD ◦
(εidD) ◦∆ = idD, we get F (λD) ◦ F (εidD) ◦ F∆ = idF (D). Using the naturality of
F2 and Diagram (III.1.3), we can extend this to the following commutative diagram,
F (D)⊗ F (D) idF (D)⊗F (ε) // F (D)⊗ F (E)
idF (D)⊗F0
  















F (DD)
F2(D,D)
OO
F (idDε) // F (DE)
F (ρD)
~~}}
}}
}}
}}
}}
}}
}}
}}
}}
}}
F2(D,E)
55jjjjjjjjjjjjjjj
F (D)
F (∆)
OO
idF (D)

F (D) F (D)⊗ C∼=oo
which proves the right counit property of F (D). The proof of the left counit property
is of course done by taking the mirror image of this diagram and replacing ρ by λ.
The proof of the coassociativity requires a bigger diagram which makes use of (1.2) in
Chapter 2. 
Assume now that we have a family (Dt)t≥0 of objects in C equipped with morphisms
ε : D0 → E and δst : Ds+t →: DsDt for s, t ≥ 0 such that the diagrams
Ds+t+u
δs,t+u
''OO
OO
OO
OO
OO
O
δs+t,u
xxppp
pp
pp
pp
p
DsDt+u
idδtu

Ds+tDu
δstid

D(DD) αDs,Dt,Du // (DsDt)Du
D0Dt
εid

Dt
id

δ0too δt0 // DtD0
idε

EDt
λDt
// Dt DtEρDtoo
In the application we have in mind the objects Dt will be pairs consisting of a fixed
dual semigroup B and a state ϕt on B that belongs to a convolution semigroup (Φt)t≥0
on B. The morphisms δst and ε will be the coproduct and the counit of B.
If there exists a cotensor functor F : C → AlgProb, F (Dt) = (At, ϕt) such that the
algebras Alg
(
F (Dt)
)
= At and the morphisms F2(Ds,Dt)◦F (δst) are do not depend on s
and t, then A = Alg(F (Dt)) is again a bialgebra with coproduct ∆˜ = F2(Ds,Dt)◦F (δst)
and the counit ε˜ = F0 ◦ F (ε), as in Proposition 3.1.
Since morphisms in AlgProb leave the states invariant, we have Φs⊗Φt ◦ ∆˜ = Φs+t
and Φ0 = ε˜, i.e. (Φt)t≥0 is a convolution semigroup onA (up to the continuity property).
From this convolution semigroup we can then reconstruct a Le´vy process on A.
3.1. Construction of a Le´vy process on an involutive bialgebra. After the
category theoretical considerations of the previous subsection we shall now explicitly
construct one-to-one correspondences between boolean, monotone, and anti-monotone
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Le´vy processes on dual groups and certain classes of Le´vy processes on involutive
bialgebras.
Let M = {1, p} be the unital semigroup with two elements and the multiplication
p2 = 1p = p1 = p, 12 = 1. Its ‘group algebra’ CM = span {1, p} is an involutive
bialgebra with comultiplication ∆(1) = 1 ⊗ 1, ∆(p) = p ⊗ p, counit ε(1) = ε(p) = 1,
and involution 1∗ = 1, p∗ = p. The involutive bialgebra CM was already used by
Lenczweski [Len98, Len01] to give a tensor product construction for a large family of
products of quantum probability spaces including the boolean and the free product and
to define and study the additive convolutions associated to these products. As a unital
∗-algebra it is also used in Skeide’s approach to boolean calculus, cf. [Ske01], where it
is introduced as the unitization of C. It also plays an important role in [Sch00, FS00].
Let B be a unital ∗-algebra, then we define its p-extension B˜ as the free product
B˜ = B∐CM . Due to the identification of the units of B and CM , any element of B˜ can
be written as sums of products of the form pαb1pb2p · · ·pbnpω with n ∈ N, b1, . . . , bn ∈ B
and α, ω = 0, 1. This representation can be made unique, if we choose a decomposition
of B into a direct sum of vector spaces B = C1⊕ V0 and require b1, . . . , bn ∈ V0. We
define the p-extension ϕ˜ : B˜ → C of a unital functional ϕ : B → C by
(3.1) ϕ˜(pαb1pb2p · · ·pbnpω) = ϕ(b1)ϕ(b2) · · ·ϕ(bn)
and ϕ˜(p) = 1. The p-extension does not depend on the decomposition B = C1 ⊕ V0,
since Equation (3.1) actually holds not only for b1, . . . , bn ∈ V0, but also for b1, . . . , bn ∈
B.
If B1, . . . ,Bn are unital ∗-algebras that can be written as direct sums Bi = C1⊕B0i
of ∗-algebras, then we can define unital ∗-algebra homomorphisms IBk,B1,...,Bn, IMk,B1,...,Bn,
IAMk,B1,...,Bn : Bk → B˜1 ⊗ · · · ⊗ B˜n for k = 1, . . . , n by
IBk,B1,...,Bn(b) = p⊗ · · · ⊗ p︸ ︷︷ ︸⊗b⊗ p⊗ · · · ⊗ p︸ ︷︷ ︸,
k − 1 times n− k times
IMk,B1,...,Bn(b) = 1⊗ · · · ⊗ 1︸ ︷︷ ︸⊗b⊗ p⊗ · · · ⊗ p︸ ︷︷ ︸,
k − 1 times n− k times
IAMk,B1,...,Bn(b) = p⊗ · · · ⊗ p︸ ︷︷ ︸⊗b⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸,
k − 1 times n− k times
for b ∈ B0k.
Let n ∈ N, 1 ≤ k ≤ n, and denote the canonical inclusions of Bk into the kth factor
of the free product
∐n
j=1 Bj by ik. Then, by the universal property, there exist unique
unital ∗-algebra homomorphisms R•B1,...,Bn :
∐n
k=1 Bk → ⊗nk=1B˜k such that
R•B1,...,Bn ◦ ik = I•k,B1,...,Bn,
for • ∈ {B,M,AM}.
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3.2. Proposition. Let (B,∆, ε) be a dual semigroup. Then we have the following
three involutive bialgebras (B˜,∆B, ε˜), (B˜,∆M, ε˜), and (B˜,∆AM, ε˜), where the comulti-
plications are defined by
∆B = R
B
B,B ◦∆,
∆M = R
M
B,B ◦∆,
∆AM = R
AM
B,B ◦∆,
on B and by
∆B(p) = ∆M(p) = ∆AM(p) = p⊗ p
on CM .
3.3. Remark. This is actually an application of Proposition 3.1. Below we give an
direct proof.
Proof. We will prove that (B˜,∆B, ε˜) is an involutive bialgebra, the proofs for
(B˜,∆M, ε˜) and (B˜,∆AM, ε˜) are similar.
It is clear that ∆B : B˜ → B˜⊗B˜ and ε˜ : B˜ → C are unital ∗-algebra homomorphisms,
so we only have to check the coassociativity and the counit property. That they are
satisfied for p is also immediately clear. The proof for elements of B is similar to the
proof of [Zha91, Theorem 4.2]. We get(
∆B ⊗ idB˜
) ◦∆B∣∣B = RBB,B,B ◦ (∆∐ idB) ◦∆
= RBB,B,B ◦
(
idB
∐
∆
)
◦∆
=
(
idB˜ ⊗∆B
) ◦∆B∣∣B
and
(ε˜⊗ idB˜) ◦∆B
∣∣
B = (ε˜⊗ idB˜) ◦RBB,B ◦∆
=
(
ε
∐
idB
)
◦∆ = idB
=
(
idB
∐
ε
)
◦∆
= (idB˜ ⊗ ε˜) ◦RBB,B ◦∆
= (idB˜ ⊗ ε˜) ◦∆B
∣∣
B .

These three involutive bialgebras are important for us, because the boolean con-
volution (monotone convolution, anti-monotone convolution, respectively) of unital
functionals on a dual semigroup (B,∆, ε) becomes the convolution with respect to the
comultiplication ∆B (∆M, ∆AM, respectively) of their p-extension on B˜.
3.4. Proposition. Let (B,∆, ε) be a dual semigroup and ϕ1, ϕ2 : B → C two unital
functionals on B. Then we have
˜(ϕ1 ⋄ ϕ2) ◦∆ = (ϕ˜1 ⊗ ϕ˜2) ◦∆B,
˜(ϕ1 ⊲ ϕ2) ◦∆ = (ϕ˜1 ⊗ ϕ˜2) ◦∆M,
˜(ϕ1 ⊳ ϕ2) ◦∆ = (ϕ˜1 ⊗ ϕ˜2) ◦∆AM.
REDUCTION OF BOOLEAN, MONOTONE, . . . 69
Proof. Let b ∈ B0. As an element of B∐B, ∆(b) can be written in the form
∆(b) =
∑
ǫ∈A b
ǫ ∈ ⊕ǫ∈A Bǫ. Only finitely many terms of this sum are non-zero. The
individual summands are tensor products bǫ = bǫ1 ⊗ · · · ⊗ bǫ|ǫ| and due to the counit
property we have b∅ = 0. Therefore we have
(ϕ1 ⋄ ϕ2) ◦∆(b) =
∑
ǫ∈A
ǫ6=∅
|ǫ|∏
k=1
ϕǫk(b
ǫ
k).
For the right-hand-side, we get the same expression on B,
(ϕ˜1 ⊗ ϕ˜2) ◦∆B(b) = (ϕ˜1 ⊗ ϕ˜2) ◦RBB,B ◦∆(b)
= (ϕ˜1 ⊗ ϕ˜2) ◦RBB,B
∑
ǫ∈A
bǫ1 ⊗ · · · ⊗ bǫ|ǫ|
=
∑
ǫ∈A
ǫ1=1
ϕ˜1(b
ǫ
1pb
ǫ
3 · · · )ϕ˜2(pbǫ2p · · · )
+
∑
ǫ∈A
ǫ1=2
ϕ˜1(pb
ǫ
2p · · · )ϕ˜2(bǫ1pbǫ3 · · · )
=
∑
ǫ∈A
ǫ6=∅
|ǫ|∏
k=1
ϕǫk(b
ǫ
k).
To conclude, observe
∆B(p
αb1p · · · pbnpω) = (pα ⊗ pα)∆B(b1)(p⊗ p) · · · (p⊗ p)∆B(bn)(pω ⊗ pω)
for all b1, . . . , bn ∈ B, α, ω ∈ {0, 1}, and therefore
(ϕ˜1 ⊗ ϕ˜2) ◦∆B = ˜(ϕ˜1 ⊗ ϕ˜2) ◦∆B
∣∣
B =
˜(ϕ1 ⋄ ϕ2) ◦∆.
The proof for the monotone and anti-monotone product is similar. 
We can now state our first main result.
3.5. Theorem. Let (B,∆, ε) be a dual semigroup. We have a one-to-one corre-
spondence between boolean (monotone, anti-monotone, respectively) Le´vy processes on
the dual semigroup (B,∆, ε) and Le´vy processes on the involutive bialgebra (B˜,∆B, ε˜)
((B˜,∆M, ε˜), (B˜,∆AM, ε˜), respectively), whose marginal distributions satisfy
(3.2) ϕt(p
αb1p · · · pbnpω) = ϕt(b1) · · ·ϕt(bn)
for all t ≥ 0, b1, . . . , bn ∈ B, α, ω ∈ {0, 1}.
Proof. Condition (3.2) says that the functionals ϕt on B˜ are equal to the p-
extension of their restriction to B.
Let {jst}0≤s≤t≤T be a boolean (monotone, anti-monotone, respectively) Le´vy pro-
cess on the dual semigroup (B,∆, ε) with convolution semigroup ϕt−s = Φ ◦ jst. Then,
by Proposition 3.4, their p-extensions {ϕ˜t}t≥0 form a convolution semigroup on the
involutive bialgebra (B˜,∆B, ε˜) ((B˜,∆M, ε˜), (B˜,∆AM, ε˜), respectively). Thus there ex-
ists a unique (up to equivalence) Le´vy process {˜st}0≤s≤t≤T on the involutive bialgebra
(B˜,∆B, ε˜) ((B˜,∆M, ε˜), (B˜,∆AM, ε˜), respectively) with these marginal distribution.
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Conversely, let {jst}0≤s≤t≤T be a Le´vy process on the involutive bialgebra (B˜,∆B, ε˜)
((B˜,∆M, ε˜), (B˜,∆AM, ε˜), respectively) with marginal distributions {ϕt}t≥0 and suppose
that the functionals ϕt satisfy Equation (3.2). Then, by Proposition 3.4, their restric-
tions to B form a convolution semigroup on the dual semigroup (B,∆, ε) with respect to
the boolean (monotone, anti-monotone, respectively) convolution and therefore there
exists a unique (up to equivalence) boolean (monotone, anti-monotone, respectively)
Le´vy process on the dual semigroup (B,∆, ε) that has these marginal distributions.
The correspondence is one-to-one, because the p-extension establishes a bijection
between unital functionals on B and unital functionals on B˜ that satisfy Condition
(3.2). Furthermore, a unital functional on B is positive if and only if its p-extension is
positive on B˜. 
We will now reformulate Equation (3.2) in terms of the generator of the process.
Let n ≥ 1, b1, . . . , bn ∈ B0 = ker ε, α, ω ∈ {0, 1}, then we have
ψ(pαb1p · · · pbnpω) = lim
tց0
1
t
(
ϕt(p
αb1p · · ·pbnpω)− ε˜(pαb1p · · · pbnpω)
)
= lim
tց0
1
t
(
ϕt(b1) · · ·ϕt(bn)− ε(b1) · · · ε(bn)
)
=
n∑
k=1
ε(b1) · · · ε(bk−1)ψ(bk)ε(bk+1) · · · ε(bn)
=
{
ψ(b1) if n = 1,
0 if n > 1.
Conversely, let {ϕt : B˜ → C}t≥0 be a convolution semigroup on (B˜,∆•, ε˜), • ∈
{B,M,AM}, whose generator ψ : B˜ → C satisfies ψ(1) = ψ(p) = 0 and
(3.3) ψ(pαb1p · · · pbnpω) =
{
ψ(b1) if n = 1,
0 if n > 1,
for all n ≥ 1, b1, . . . , bn ∈ B0 = ker ε, α, ω ∈ {0, 1}. For b1, . . . , bn ∈ B0, ∆•(bi) is of the
form ∆•(bi) = bi⊗1+1⊗bi+
∑ni
k=1 b
(1)
i,k⊗b(2)i,k , with b(1)i,k , b(2)i,k ∈ ker ε˜. By the fundamental
theorem of coalgebras [Swe69] there exists a finite-dimensional subcoalgebra C ⊆ B˜ of
B˜ that contains all possible products of 1, bi, b(1)i,ki, b
(2)
i,ki
, i = 1, . . . , n, ki = 1, . . . , ni.
Then we have
ϕs+t|C (pαb1p · · · pbnpω) =
(ϕs|C ⊗ ϕt|C)
(
(pα⊗ pα)∆•(b1)(p⊗ p) · · · (p⊗ p)∆•(bn)(pω ⊗ pω)
)
and, using (3.3), we find the differential equation
ϕ˙s|C (pαb1p · · · pbnpω) =
n∑
i=1
ϕs|C (pαb1p · · · bi−1p1pbi+1p · · · bnpω)ψ(bi)
+
n∑
i=1
ni∑
ki=1
ϕ|C (pαb1p · · · bi−1pb(1)i,kipbi+1p · · · bnpω)ψ(b
(2)
i,ki
)(3.4)
for {ϕt|C}t≥0. This a linear inhomogeneous differential equation for a function with
values in the finite-dimensional complex vector space C∗ and it has a unique global
REDUCTION OF BOOLEAN, MONOTONE, . . . 71
solution for every initial value ϕ0|C. Since we have
ϕ˙s(bi) = (ϕs ⊗ ψ)
(
bi ⊗ 1 + 1⊗ bi +
ni∑
k=1
b
(1)
i,k ⊗ b(2)i,k
)
= ψ(bi) +
ni∑
ki=1
ϕs(b
(1)
i,ki
)ψ(b
(2)
i,ki
),
we see that
{
(˜ϕt|B)
∣∣∣
C
}
t≥0
satisfies the differential equation (3.4). The initial values
also agree,
ϕ0(p
αb1p · · · pbnpω) = ε˜(pαb1p · · · pbnpω) = ε(b1) · · · ε(bn) = ϕ0(b1) · · ·ϕ0(bn)
and therefore it follows that {ϕt}t≥0 satisfies Condition (3.2).
We have shown the following.
3.6. Lemma. Let {ϕt : B˜ → C}t≥0 be a convolution semigroup of unital functionals
on the involutive bialgebra (B˜,∆•, ε˜), • ∈ {B,M,AM}, and let ψ : B˜ → C be its
infinitesimal generator.
Then the functionals of the convolution semigroup {ϕt}t≥0 satisfy (3.2) for all t ≥ 0,
if and only if its generator ψ satisfies (3.3).
For every linear functional ψ : B → C on B there exists only one unique functional
ψˆ : B˜ → C with ψˆ|B = ψ that satisfies Condition (3.3). And since this functional ψˆ
is hermitian and conditionally positive, if and only if ψ is hermitian and conditionally
positive, we have shown the following.
3.7. Corollary. We have a one-to-one correspondence between boolean Le´vy pro-
cesses, monotone Le´vy processes, and anti-monotone Le´vy processes on a dual semi-
group (B,∆, ε) and generators, i.e. hermitian, conditionally positive, linear functionals
ψ : B → C on B with ψ(1) = 0.
Another corollary of Theorem 3.5 is the Schoenberg correspondence for the boolean,
monotone, and anti-monotone convolution.
3.8. Corollary. (Schoenberg correspondence) Let {ϕt}t≥0 be a convolution
semigroup of unital functionals with respect to the tensor, boolean, monotone, or anti-
monotone convolution on a dual semigroup (B,∆, ε) and let ψ : B → C be defined
by
ψ(b) = lim
tց0
1
t
(
ϕt(b)− ε(b)
)
for b ∈ B. Then the following statements are equivalent.
(i) ϕt is positive for all t ≥ 0.
(ii) ψ is hermitian and conditionally positive.
We have now obtained a classification of boolean, monotone, and anti-monotone
Le´vy processes on a given dual semigroup in terms of a class of Le´vy processes on a
certain involutive bialgebra and in terms of their generators. In the next subsection
we will see how to construct realizations.
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3.2. Construction of boolean, monotone, and anti-monotone Le´vy pro-
cesses. The following theorem gives us a way to construct realizations of boolean,
monotone, and anti-monotone Le´vy processes.
3.9. Theorem. Let {kBst}0≤s≤t≤T ({kMst}0≤s≤t≤T , {kAMst }0≤s≤t≤T , respectively) be a
boolean (monotone, anti-monotone, respectively) Le´vy process with generator ψ on some
dual semigroup (B,∆, ε). Denote the unique extension of ψ : B → C determined by
Equation (3.3) by ψˆ : B˜ → C.
If {˜Bst}0≤s≤t≤T ({˜Mst}0≤s≤t≤T , {˜AMst }0≤s≤t≤T , respectively) is a Le´vy process on the
involutive bialgebra (B˜,∆B, ε˜) ((B˜,∆M, ε˜), (B˜,∆AM, ε˜), respectively), then the quantum
stochastic process {jBst}0≤s≤t≤T ({jMst }0≤s≤t≤T , {jAMst }0≤s≤t≤T , respectively) on B defined
by
jBst(1) = id, j
B
st(b) = ˜
B
0s(p)˜
B
st(b)˜
B
tT (p) for b ∈ B0 = ker ε,
jMst (1) = id, j
B
st(b) = ˜
M
st(b)˜
M
tT (p) for b ∈ B0 = ker ε,
jAMst (1) = id, j
AM
st (b) = ˜
AM
0s (p)˜
AM
st (b) for b ∈ B0 = ker ε,
for 0 ≤ s ≤ t ≤ T , is a boolean (monotone, anti-monotone, respectively) Le´vy
process on the dual semigroup (B,∆, ε). Furthermore, if {˜Bst}0≤s≤t≤T ({˜Mst}0≤s≤t≤T ,
{˜AMst }0≤s≤t≤T , respectively) has generator ψˆ, then {jBst}0≤s≤t≤T ({jMst }0≤s≤t≤T , {jAMst }0≤s≤t≤T ,
respectively) is equivalent to {kBst}0≤s≤t≤T ({kMst}0≤s≤t≤T , {kAMst }0≤s≤t≤T , respectively).
3.10. Remark. Every Le´vy process on an involutive bialgebra can be realized on
boson Fock space as solution of quantum stochastic differential equations, see Theo-
rem I.3.1 or [Sch93, Theorem 2.5.3]. Therefore Theorem 3.9 implies that boolean,
monotone, and anti-monotone Le´vy processes can also always be realized on a boson
Fock space. We will refer to the realizations obtained in this way as standard Fock
realization.
It is natural to conjecture that monotone and anti-monotone Le´vy processes can
also be realized on their respective Fock spaces (see Subsection 3.3) as solutions of
monotone or anti-monotone quantum stochastic differential equations, like this has
been proved for the tensor case in [Sch93, Theorem 2.5.3] and discussed for free and
boolean case in [Sch95b, BG01]. We will show in Subsection 3.4.4 that this is really
possible.
Proof. {˜•st}0≤s≤t≤T is a Le´vy process on the involutive bialgebra (B˜,∆B, ε˜), • ∈
{B,M,AM}, and therefore, by the independence property of its increments, we have[
˜•st(b1), ˜
•
s′t′(b2)
]
= 0
for all 0 ≤ s ≤ t ≤ T , 0 ≤ s′ ≤ t′ ≤ T with ]s, t[∩]s′, t′[= ∅ and all b1, b2 ∈ B˜. Using
this property one immediately sees that the j•st are unital ∗-algebra homomorphisms.
Using again the independence of the increments of {˜•st}0≤s≤t≤T and the fact that its
marginal distributions ϕ•st = Φ ◦ ˜•0s, 0 ≤ s ≤ t ≤ T , satisfy Equation (3.2), we get
Φ
(
jBst(b)
)
= Φ
(
˜B0s(p)˜
B
st(b)˜
B
tT (p)
)
= Φ
(
˜B0s(p)
)
Φ
(
˜Bst(b)
)
Φ
(
˜BtT (p)
)
= ϕBst(b)
and similarly
Φ
(
jMst (b)
)
= ϕMst(b),
Φ
(
jAMst (b)
)
= ϕAMst (b),
for all b ∈ B0. Thus marginal distributions of {j•st}0≤s≤t≤T are simply the restrictions of
the marginal distributions of {˜•st}0≤s≤t≤T . This proves the stationarity and the weak
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continuity of {j•st}0≤s≤t≤T , it only remains to show the increment property and the
independence of the increments. We check these for the boolean case, the other two
cases are similar. Let b ∈ B0 with ∆(b) = ∑ǫ∈A bǫ, where bǫ = bǫ1 ⊗ · · · bǫǫ|ǫ| ∈ Bǫ =
(B0)⊗|ǫ|, then we have
(3.5) ∆B(b) =
∑
ǫ∈A
ǫ1=1
bǫ1pb
ǫ
3 · · · ⊗ pbǫ2p · · ·+
∑
ǫ∈A
ǫ1=2
pbǫ2p · · · ⊗ bǫ1pbǫ3 · · ·
We set jBst = j1, j
B
tu = j2, and get
mA ◦
(
jBst
∐
jBtu
)
◦∆(b)
=
∑
ǫ∈A
ǫ6=∅
jǫ1(b
ǫ
1)jǫ2(b
ǫ
2) · · · jǫ|ǫ|(bǫ|ǫ|)
=
∑
ǫ∈A
ǫ1=1
˜B0s(p)˜
B
st(b
ǫ
1)˜
B
tT (p)˜
B
0t(p)˜
B
tu(b
ǫ
2)˜
B
uT (p) · · · ˜B0s(p)˜Bst(bǫ|ǫ|)˜BtT (p)
+
∑
ǫ∈A
ǫ1=2
˜B0t(p)˜
B
tu(b
ǫ
1)˜
B
uT (p)˜
B
0s(p)˜
B
st(b
ǫ
2)˜
B
tT (p) · · · ˜B0t(p)˜Btu(bǫ|ǫ|)˜BuT (p)
= ˜B0s(p)
∑
ǫ∈A
ǫ1=1
˜Bst(b
ǫ
1)˜
B
st(p)˜
B
st(b
ǫ
3) · · · ˜Btu(p)˜Btu(bǫ2)˜Btu(p) · · ·
 ˜BuT (p)
+˜B0s(p)
∑
ǫ∈A
ǫ1=2
˜Bst(p)˜
B
st(b
ǫ
2)˜
B
st(p) · · · ˜Btu(bǫ1)˜Btu(p)˜Btu(bǫ3) · · ·
 ˜BuT (p)
= ˜B0s(p)
(
mA ◦ (˜Bst ⊗ ˜Btu) ◦∆B(b)
)
˜BuT (p)
= ˜B0s(p)˜
B
su(b)˜
B
uT (p) = j
B
su(b).
For the boolean independence of the increments of {jBst}0≤s≤t≤T , we have to check
Φ ◦mA ◦
(
jBs1t1
∐
· · ·
∐
jBsntn
)
= ϕBs1t1 |B ⋄ · · · ⋄ ϕBsntn |B
for all n ∈ N and 0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn ≤ T . Let, e.g., n = 2, and take
an element of B∐B of the form i1(a1)i2(b1) · · · in(bn), with a1, . . . , an, b1, . . . , bn ∈ B0.
Then we have
Φ ◦mA ◦
(
jBs1t1
∐
jBs2t2
) (
i1(a1)i2(b1) · · · in(bn)
)
= Φ
(
˜B0s1(p)˜
B
s1t1
(a1)˜
B
t1T
(p)˜B0s2(p)˜
B
s2t2
(b1)˜
B
t2T
(p) · · · ˜B0s2(p)˜Bs2t2(bn)˜Bt2T (p)
)
= Φ
(
˜B0s1(p)˜
B
s1t1(a1)˜
B
s1t1(p) · · · ˜Bs1t1(an)Bs1t2(p)˜Bs2t2(b1)˜Bs2t2(p) · · · ˜Bs2t2(bn)˜Bt2T (p)
)
= ϕBs1t1(a1pa2p · · ·pan)ϕBs2t2(pb1p · · ·pbn) =
n∏
j=1
ϕBs1t1(aj)
n∏
j=1
ϕBs2t2(bj)
=
(
ϕBs1t1 ⋄ ϕBs2t2
) (
i1(a1)i2(b1) · · · in(bn)
)
.
The calculations for the other cases and general n are similar. 
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For the actual construction of {˜Bst}0≤s≤t≤T ({˜Mst}0≤s≤t≤T , {˜AMst }0≤s≤t≤T , respec-
tively) via quantum stochastic calculus, we need to know the Schu¨rmann triple of ψˆ.
3.11. Proposition. Let B be a unital ∗-algebra, ψ : B → C a generator, i.e. a
hermitian, conditionally positive linear functional with ψ(1) = 0, and ψˆ : B˜ → C the
extension of ψ to B˜ given by Equation (3.3). If (ρ, η, ψ) is a Schu¨rmann triple of ψ,
then a Schu¨rmann triple (ρˆ, ηˆ, ψˆ) for ψˆ is given by
ρˆ|B = ρ, ρˆ(p) = 0,
ηˆ|B = η, ηˆ(p) = 0,
ψˆ|B = ψ, ψˆ(p) = 0,
in particular, it can be defined on the same pre-Hilbert space as (ρ, η, ψ).
Proof. The restrictions of ρˆ and ηˆ to B have to be unitarily equivalent to ρ and η,
respectively, since ψˆ|B = ψ. We can calculate the norm of ηˆ(p) with Equation (I.2.2),
we get
ψˆ(p) = ψˆ(p2) = ε˜(p)ψˆ(p) + 〈ηˆ(p∗), ηˆ(p)〉+ ψˆ(p)ε˜(p)
and therefore ||ηˆ(p)||2 = −ψˆ(p) = 0. From Equation (I.2.1) follows
ηˆ(pαb1pb2p · · ·pbnpω) =
{
η(b1) if n = 1, α = 0, ω ∈ {0, 1},
0 if n > 1 or α = 1.
For the representation ρˆ we get
ρˆ(p)η(b) = ηˆ(pb)− ηˆ(p)ε(b) = 0
for all b ∈ B. 
The Le´vy processes {˜•st}0≤s≤t≤T on the involutive bialgebras (B˜,∆•, ǫ˜), • ∈ {B,M,AM},
with the generator ψˆ can now be constructed as solutions of the quantum stochastic
differential equations
˜•st(b) = ε˜(b)id +
(∫ t
s
˜•sτ ⊗ dIτ
)
∆•(b), for all b ∈ B˜,
where the integrator dI is given by
dIt(b) = dΛt(ρˆ(b)− ε˜(b)id) + dA+t (ηˆ(b)) + dAt(ηˆ(b∗)) + ψˆ(b)dt.
The element p ∈ B˜ is group-like, i.e. ∆•(p) = p ⊗ p, and mapped to zero by
any Schu¨rmann triple (ρˆ, ηˆ, ψˆ) on B˜ that is obtained by extending a Schu¨rmann triple
(ρ, η, ψ) on B as in Proposition 3.11. Therefore we can compute {˜•st(p)}0≤s≤t≤T without
specifying • ∈ {B,M,AM} or knowing the Schu¨rmann triple (ρ, η, ψ).
3.12. Proposition. Let {˜•st}0≤s≤t≤T be a Le´vy process on (B˜,∆•, ǫ˜), • ∈ {B,M,AM},
whose Schu¨rmann triple (ρˆ, ηˆ, ψˆ) is of the form given in Proposition 3.11. Denote by
0st the projection from L
2([0, T [, D) to L2([0, s[, D)⊕ L2([t, T [, D) ⊆ L2([0, T [, D),
0stf(τ) =
{
f(τ) if τ 6∈ [s, t[,
0 if τ ∈ [s, t[,
Then
˜•st(p) = Γ(0st) for all 0 ≤ s ≤ t ≤ T,
i.e. ˜•st(p) is equal to the second quantization of 0st for all 0 ≤ s ≤ t ≤ T and • ∈
{B,M,AM}.
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Proof. This follows immediately from the quantum stochastic differential equation
˜•st(p) = id−
∫ t
s
˜•sτ (p)dΛτ (id).

3.3. Boson Fock space realization of boolean, monotone, and anti-mono-
tone quantum stochastic calculus. For each of the independences treated in this
article, we can define a Fock space with a creation, annihilation and conservation
process, and develop a quantum stochastic calculus. For the monotone case, this
was done in [Mur97, Lu97], for the boolean calculus see, e.g., [BGDS01] and the
references therein.
Since the integrator processes of these calculi have independent and stationary
increments, we can use our previous results to realize them on a boson Fock space.
Furthermore, we can embed the corresponding Fock spaces into a boson Fock space and
thus reduce the boolean, monotone, and anti-monotone quantum stochastic calculus
to the quantum stochastic calculus on boson Fock space defined in [HP84] (but the
integrands one obtains in the boolean or monotone case turn out to be not adapted in
general). For the anti-monotone creation and annihilation process with one degree of
freedom, this was already done in [Par99] (see also [Lie99]).
LetH be a Hilbert space. Its conjugate or dual is, as a set, equal toH = {u|u ∈ H}.
The addition and scalar multiplication are defined by
u+ v = u+ v, , zu = zu, for u, v ∈ H, z ∈ C.
Then V (H) = H⊗H⊕H⊕H (algebraic tensor product and direct sum, no completion)
is an involutive complex vector space with the involution
(v ⊗ u+ x+ y)∗ = u⊗ v + y + x, for u, v, x, y ∈ H.
We will also write |u〉〈v| for u⊗ v. Let now BH be the free unital ∗-algebra over V (H).
This algebra can be made into a dual semigroup, if we define the comultiplication and
counit by
∆v = i1(v) + i2(v),
and ε(v) = 0 for v ∈ V (H) and extend them as unital ∗-algebra homomorphisms. On
this dual semigroup we can define the fundamental noises for all our independences.
For the Schu¨rmann triple we take the Hilbert space H , the representation ρ of BH on
H defined by
ρ(u) = ρ(u) = 0, ρ
(|u〉〈v|) : H ∋ x 7→ 〈v, x〉u ∈ H,
the cocycle η : BH → H with
η(u) = u, η(u) = η
(|u〉〈v|) = 0,
and the generator ψ : BH → C with
ψ(1) = ψ(u) = ψ(u) = ψ
(|u〉〈v|) = 0,
for all u, v ∈ H .
A realization of the tensor Le´vy process {jst}0≤s≤t on the dual semigroup (BH ,∆, ε)
with this Schu¨rmann triple on the boson Fock space Γ
(
L2(R+, H)
)
is given by
jst(u) = A
+
st(u), jst(u) = Ast(u), jst(|u〉〈v|) = Λst
(|u〉〈v|),
for all 0 ≤ s ≤ t ≤ T , u, v ∈ H .
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3.3.1. Boolean calculus. Let H be a Hilbert space. The boolean Fock space over
L2([0, T [;H) ∼= L2([0, T ])⊗H is defined as ΓB
(
L2([0, T [, H)
)
= C⊕ L2([0, T [, H). We
will write the elements of ΓB
(
L2([0, T [, H)
)
as vectors(
λ
f
)
with λ ∈ C and f ∈ L2([0, T [, H). The boolean creation, annihilation, and conservation
processes are defined as
AB+st (u)
(
λ
f
)
=
(
0
λu1[s,t[
)
,
ABst(u)
(
λ
f
)
=
( ∫ t
s
〈u, f(τ)〉dτ
0
)
,
ΛBst
(|u〉〈v|)( λ
f
)
=
(
0
1[s,t[(·)〈v, f(·)〉u
)
,
for λ ∈ C, f ∈ L2([0, T [, H), u, v ∈ H . These operators define a boolean Le´vy process
{kBst}0≤s≤t≤T on the dual semigroup (BH ,∆, ε) with respect to the vacuum expectation,
if we set
kBst(u) = A
B+
st (u), k
B
st(u) = A
B
st(u), k
B
st
(|u〉〈v|) = ΛBst(|u〉〈v|),
for all 0 ≤ s ≤ t ≤ T , u, v ∈ H , and extend the kBst as unital ∗-algebra homomorphisms
to BH .
On the other hand, using Theorem 3.9 and Proposition 3.11, we can define a re-
alization of the same Le´vy process on a boson Fock space. Since the comultiplication
∆B acts on elements of the involutive bialgebra (B˜H ,∆B, ε˜) as
∆B(v) = v ⊗ p+ p⊗ v, for v ∈ V (H),
we have to solve the quantum stochastic differential equations
˜Bst(u) =
∫ t
s
Γ(0sτ )dA
+
τ (u)−
∫ t
s
˜Bsτ(u)dΛτ (idH),
˜Bst(u) =
∫ t
s
Γ(0sτ )dAτ (u)−
∫ t
s
˜Bsτ (u)dΛτ (idH),
˜Bst
(|u〉〈v|) = ∫ t
s
Γ(0sτ )dΛτ
(|u〉〈v|)− ∫ t
s
˜Bsτ
(|u〉〈v|)dΛτ (idH),
and set
jBst(u) = Γ(00s)˜
B
st(u)Γ(0tT ),
jBst(u) = Γ(00s)˜
B
st(u)Γ(0tT ),
jBst
(|u〉〈v|) = Γ(00s)˜Bst(|u〉〈v|)Γ(0tT ),
These operators act on exponential vectors as
jBst(u)E(f) = u1[s,t[,
jBst(u)E(f) =
∫ t
s
〈u, f(τ)〉dτΩ,
jBst
(|u〉〈v|)E(f) = 1[s,t[〈v, f(·)〉u,
for 0 ≤ s ≤ t ≤ T , f ∈ L2([0, T [), u, v ∈ H .
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Since {kBst}0≤s≤t≤T and {jBst}0≤s≤t≤T are boolean Le´vy processes on the dual semi-
group (BH ,∆, ε) with the same generator, they are equivalent.
If we isometrically embed the boolean Fock space ΓB
(
L2([0, T [, H)
)
into the boson
Fock space Γ
(
L2([0, T [, H)
)
in the natural way, θB : ΓB
(
L2([0, T [, H)
)→ Γ(L2([0, T [, H)),
θB
(
λ
f
)
= λΩ+ f
for λ ∈ C, f ∈ L2([0, T [, H), then we have
kBst(b) = θ
∗
Bj
B
st(b)θB
for all b ∈ B.
3.3.2. Anti-monotone calculus. We will treat the anti-monotone calculus first, be-
cause it leads to simpler quantum stochastic differential equations. The monotone
calculus can then be constructed using time-reversal, cf. Lemma 2.4.
We can construct the monotone and the anti-monotone calculus on the same Fock
space. Let
Tn = {(t1, . . . , tn)|0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ T} ⊆ [0, T [n⊆ Rn,
then the monotone and anti-monotone Fock space ΓM
(
L2([0, T [, H)
)
over L2([0, T [, H)
can be defined as
ΓM
(
L2([0, T [, H)
)
= CΩ⊕
∞⊕
n=1
L2(Tn, H
⊗n),
where where H⊗n denotes the n-fold Hilbert space tensor product ofH and the measure
on Tn is the restriction of the Lebesgue measure on R
n to Tn. Since Tn ⊆ [0, T [n, we
can interprete f1 ⊗ · · · ⊗ fn ∈ L2([0, T [, H)⊗n ∼= L2([0, T [n, H⊗n) also as an element of
L2(Tn, H
⊗n) (by restriction).
The anti-monotone creation, annihilation, and conservation operator are defined by
AAM+st (u)f1 ⊗ · · · ⊗ fn(t1, . . . , tn+1) = 1[s,t[(t1)u⊗ f1 ⊗ · · · ⊗ fn(t2, . . . , tn+1)
AAMst (u)f1 ⊗ · · · ⊗ fn(t1, . . . , tn−1) =
∫ min(t,t1)
s
〈u, f1(τ)〉dτf2 ⊗ · · · ⊗ fn(t1, . . . , tn−1)
ΛAMst
(|u〉〈v|)f1 ⊗ · · · ⊗ fn(t1, . . . , tn) = 1[s,t[(t1)〈v, f1(t1)〉u⊗ f2 ⊗ · · · ⊗ fn(t2, . . . , tn),
for 0 ≤ s ≤ t ≤ T , 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ tn+1 ≤ T , u, v ∈ H .
These operators define an anti-monotone Le´vy process {kAMst }0≤s≤t≤T on the dual
semigroup B with respect to the vacuum expectation, if we set
kAMst (u) = A
AM+
st (u), k
AM
st (u) = A
AM
st (u), k
AM
st
(|u〉〈v|) = ΛAMst (|u〉〈v|),
for all 0 ≤ s ≤ t ≤ T , u, v ∈ H , and extend the kAMst as unital ∗-algebra homomorphisms
to B.
We can define a realization of the same Le´vy process on a boson Fock space with
Theorem 3.9. The anti-monotone annihilation operators jAMst (u), u ∈ H , obtained this
way act on exponential vectors as
jAMst (u)E(f) = u1[s,t[(·)⊗s E(00·f), f ∈ L2([0, T [, H),
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and the anti-monotone creation operators are given by jAMst (u) = j
AM
st (u)
∗, u ∈ H . On
symmetric simple tensors f1 ⊗ · · · ⊗ fn ∈ L2([0, T [, H⊗n) they act as
jAMst (u)f1 ⊗ · · · ⊗ fn(t1, . . . , tn+1) =
f(t1)⊗ · · · ⊗ fk−1(tk−1)⊗ u1[s,t[(tk)⊗ fk+1(tk+1)⊗ · · · ⊗ fn(tn)
where k has to be chosen such that tk = min{t1, . . . , tn+1}.
Since {kAMst }0≤s≤t≤T and {jAMst }0≤s≤t≤T are boolean Le´vy processes on the dual
semigroup B with the same generator, they are equivalent.
A unitary map θM : ΓM
(
L2([0, T [, H)
) → Γ(L2([0, T [, H)) can be defined by ex-
tending functions on Tn to symmetric functions on [0, T [
n and dividing them by
√
n!.
The adjoint θ∗M : Γ
(
L2([0, T [, H)
) → ΓM(L2([0, T [, H)) of θM acts on simple tensors
f1⊗· · ·⊗fn ∈ L2([0, T [, H)⊗n ∼= L2([0, T [n, H⊗n) as restriction to Tn and multiplication
by
√
n!, i.e.
θ∗Mf1 ⊗ · · · ⊗ fn(t1, . . . , tn) =
√
n!f1(t1)⊗ · · · ⊗ fn(tn),
for all f1, . . . , fn ∈ L2([0, T [, H), (t1, . . . , tn) ∈ Tn.
This isomorphism intertwines between {kAMst }0≤s≤t≤T and {jAMst }0≤s≤t≤T , we have
kAMst (b) = θ
∗
Mj
AM
st (b)θM
for all 0 ≤ s ≤ t ≤ T and b ∈ BH .
3.3.3. Monotone calculus. The monotone creation, annihilation, and conservation
operator on the monotone Fock space ΓM
(
L2([0, T [, H)
)
can be defined by
AM+st (u)f1 ⊗ · · · ⊗ fn(t1, . . . , tn+1) = f1 ⊗ · · · ⊗ fn(t1, . . . , tn)⊗ 1[s,t[(tn+1)u
AAMst (u)f1 ⊗ · · · ⊗ fn(t1, . . . , tn−1) =
∫ t
max(s,tn−1)
〈u, fn(τ)〉dτf1 ⊗ · · · ⊗ fn−1(t1, . . . , tn−1)
ΛAMst
(|u〉〈v|)f1 ⊗ · · · ⊗ fn(t1, . . . , tn) = f1 ⊗ · · · ⊗ fn−1(t1, . . . , tn−1)1[s,t[(tn)〈v, fn(tn)〉u,
for 0 ≤ s ≤ t ≤ T , u, v ∈ H . These operators define a monotone Le´vy process
{kMst}0≤s≤t≤T on the dual semigroup B with respect to the vacuum expectation, if we
set
kMst (u) = A
M+
st (u), k
M
st (u) = A
M
st(u), k
M
st
(|u〉〈v|) = ΛMst(|u〉〈v|),
for all 0 ≤ s ≤ t ≤ T , u, v ∈ H , and extend the kMst as unital ∗-algebra homomorphisms
to B.
Define a time-reversal R : ΓM
(
L2([0, T [, H)
)→ ΓM(L2([0, T [, H)) for the monotone
Fock space by RΩ = Ω and
Rf1 ⊗ · · · ⊗ fn(t1, . . . , tn) = fn(T − tn)⊗ · · · ⊗ f1(T − t1),
for (t1, . . . , tn) ∈ Tn, f, . . . , fn ∈ L2(Tn). The time-reversal R is unitary and satisfies
R2 = idΓM(L2([0,T [;H)). It intertwines between the monotone and anti-monotone noise
on the monotone Fock space, i.e. we have
kAMst (b) = Rk
M
T−t,T−s(b)R
for all 0 ≤ s ≤ t ≤ T , b ∈ BH . On the boson Fock space we have to consider
RM = θMRθ
∗
M : Γ
(
L2([0, T [, H)
) → Γ(L2([0, T [, H)). This map is again unitary and
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satisfies also R2M = id. It follows that the realization {jMst }0≤s≤t≤T of {kMst}0≤s≤t≤T on
boson Fock space can be defined via
jMst (u) =
∫ t
s
dA˜+τ (u)Γ(0τT ),
jMst (u) =
∫ t
s
dA˜τ (u)Γ(0τT ),
jMst
(|u〉〈v|) = ∫ t
s
dΛ˜τ
(|u〉〈v|)Γ(0τT ),
where the integrals are backward quantum stochastic integrals.
3.13. Remark. TakingH = C and comparing these equations with [Sch93, Section
4.3], one recognizes that our realization of the monotone creation and annihilation
process on the boson Fock space can be written as
θMA
M+
st (1)θ
∗
M = j
M
st (1) = X
∗
stΓ(0tT ),
θMA
M
st(1)θ
∗
M = j
M
st (1) = XstΓ(0tT ),
where {(X∗st, Xst)}0≤s≤t≤T is the quantum Aze´ma martingale [Par90, Sch91a] with
parameter q = 0, cf. Subsection I.5.3. Note that here 1 denotes the unit of H = C, not
the unit of BC.
3.4. Markov structure of boolean, monotone, and anti-monotone Le´vy
processes. By a conditional expectation E on a quantum probability space (A,Φ) we
will mean a completely positive map E : A → A that satisfies
Φ ◦ E = Φ,
E ◦ E = E,
E(xyz) = xE(y)z, for all x, z ∈ E(A), y ∈ A.
Note that we do not require that E maps the unit of A to itself. This will only be
the case for the family of conditional expectations that we will use for Le´vy processes
on involutive bialgebras and anti-monotone Le´vy processes, but not for boolean or
monotone Le´vy processes on dual semi-groups.
We call a process {jt : B → (A,Φ)}0≤t≤T markovian (w.r.t. {Et}0≤t≤T ), if there
exists a family of conditional expectations {Et : A → A}0≤t≤T such that
Es
(
jt(B)
) ⊆ js(B),
for all 0 ≤ s ≤ t ≤ T . A semi-group {pt : B → B}t≥0 is called a markovian semi-group
of {jt : B → (A,Φ)}0≤t≤T (w.r.t. {Et}0≤t≤T ), if
Es
(
jt(b)
)
= js
(
pt−s(b)
)
,
for all 0 ≤ s ≤ t ≤ T and b ∈ B.
A Le´vy process on an involutive bialgebra (B,∆, ε) has a natural Markov structure,
cf. [Fra99]. There exists a semi-group of completely positive maps {Pt : B → B}t≥0
such that
Es
(
j0t(b)
)
= j0s
(
Pt−s(b)
)
for all 0 ≤ s ≤ t ≤ T and b ∈ B. In [Fra99], we took the inductive limit real-
ization and {Et}0≤t≤T was a family of conditional expectations constructed on that
realization. But the same holds for the realization on the boson Fock space obtained
by solving the quantum stochastic differential equation (1.3.1) with respect to the
80 3. LE´VY PROCESSES ON DUAL GROUPS
standard conditional expectations {E1t}0≤t≤T of the boson Fock space Γ
(
L2([0, T [, H)
)
.
The conditional expectation E1t (X), 0 ≤ t ≤ T , of a (possibly unbounded) operator on
Γ
(
L2([0, T [, H)
)
is determined by the condition
(3.6) 〈u,E1t (X)v〉 = 〈ut] ⊗ Ω[t, Xvt] ⊗ Ω[t〉〈u[t, v[t〉
for vectors u = ut]⊗u[t, v = vt]⊗v[t ∈ Γ
(
L2([0, t[, H)
)⊗Γ(L2([t, T [, H)) ∼= Γ(L2([0, T [, H))
such that vt]⊗Ω[t is in the domain of X . It satisfies E1t (id) = id for all 0 ≤ t ≤ T . The
markovian semi-group {Pt : B → B}t≥0 is defined by
Pt = (idB ⊗ ϕt) ◦∆.
Since we have ϕ0 = ε and ϕs ⋆ ϕt = ϕs+t for all s, t ≥ 0, is follows that {Pt}t≥0 is a
semi-group, i.e.
P0 = idB, and Ps ◦ Pt = Ps+t, for all s, t ≥ 0.
Due to the fact that ∆ is a unital ∗-algebra homomorphism and that the ϕt, t ≥ 0 are
states, the Pt, t ≥ 0, are completely positive and preserve the unit of B.
Let {kst}0≤s≤t≤T be a boolean (monotone, anti-monotone, respectively) Le´vy pro-
cess on a dual semi-group (B,∆, ε). The Le´vy process {˜Bst}0≤s≤t≤T ({˜Mst}0≤s≤t≤T ,
{˜AMst }0≤s≤t≤T , respectively) on the involutive bialgebra (B˜,∆B, ε˜) ((B˜,∆M, ε˜), (B˜,∆AM, ε˜)
respectively) that we associate to it, is markovian. Its markovian semi-group is given
by P˜ •t = (idB˜⊗ ϕ˜t)◦∆•, • ∈ {B,M,AM}. We will now check in what sense this gives a
markovian semi-group for the boolean (monotone, anti-monotone, respectively) Le´vy
process on the dual semi-group (B,∆, ε).
In the following discussion of the Markov property of boolean, monotone, and anti-
monotone Le´vy processes on dual semi-groups, we will assume that all our processes are
realized on a boson Fock space as solutions of quantum stochastic differential equations
in the way given by Schu¨rmann’s representation theorem [Sch93, Theorem 2.5.3] and
Theorem 3.9, i.e. as their standard Fock realization.
3.4.1. Markov structure of boolean Le´vy processes. Here we take the family of (non-
unital!) conditional expectations {E0t}0≤t≤T defined by
E0t (X) = Γ(0tT )XΓ(0tT ), for 0 ≤ t ≤ T,
for a (possible unbounded) operator X on Γ
(
L2([0, T [, H)
)
, where
Γ(0tT ) : Γ
(
L2([0, T [, H)
)→ Γ(L2([0, T [, H))
is the second quantization of the projection 0tT of L
2([0, T [, H) onto L2([0, t[, H).
Note that these conditional expectations do not preserve the identity, instead we
have
E0t (id) = Γ(0tT ), for 0 ≤ t ≤ T.
Therefore we have to modify the definition of our monotone Le´vy processes on the unit
element.
3.14. Theorem. Let {jBst}0≤s≤t≤T be the standard Fock realization of a boolean Le´vy
process on a dual semi-group (B,∆, ε). Define {k˜Bt }0≤t≤T on B˜ by
k˜Bt (1) = Γ(0tT ),
k˜Bt (p) = Γ(00T ),
k˜Bt (b) = j
B
0t(b), for b ∈ B0 = ker ε,
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on B and CM and extend as (non-unital!) ∗-algebra homomorphisms.
Then {k˜Bt }0≤t≤T is a Markov process on B˜ with respect to the family of conditional
expectations {E0t}0≤t≤T . Furthermore, {P˜Bt = (idB˜ ⊗ ϕ˜t) ◦ ∆B}0≤t≤T is a markovian
semi-group for it, i.e. we have
E0s
(
k˜Bt (b)
)
= k˜Bs
(
P˜Bt−s(b)
)
for all 0 ≤ s ≤ t ≤ T and b ∈ B˜.
Proof. Let {˜Bst}0≤s≤t≤T be the Le´vy process on the involutive bialgebra (B˜,∆B, ε˜),
from which {jBst}0≤s≤t≤T is constructed as in Theorem 3.9.
For general elements b ∈ B˜ we can define {k˜Bt }0≤t≤T also by
k˜Bt (b) = ˜
B
0t(b)Γ(0tT ), 0 ≤ t ≤ T.
Let b ∈ B0, then ∆B(b) has the form given in Equation (3.5), and, using the
increment property of {˜Bst}0≤s≤t≤T , we get
E0s
(
k˜Bt (b)
)
= E0s
(
˜B0t(b)Γ(0tT )
)
= E0s
((
mA ◦
(
˜B0s ⊗ ˜Bst
) ◦∆B(b))Γ(0tT ))
= Γ(0sT )
(∑
ǫ∈A
ǫ1=1
˜B0s(b
ǫ
1pb
ǫ
3 · · · )˜Bst(pbǫ2p · · · )Γ(0tT )
+
∑
ǫ∈A
ǫ1=2
˜B0s(pb
ǫ
2p · · · )˜Bst(bǫ1pbǫ3 · · · )Γ(0tT )
)
Γ(0sT )
=
∑
ǫ∈A
ǫ1=1
˜B0s(b
ǫ
1pb
ǫ
3 · · · )Γ(0st)˜Bst(pbǫ2p · · · )Γ(0st)Γ(0tT )
+
∑
ǫ∈A
ǫ1=2
˜B0s(pb
ǫ
2p · · · )Γ(0st)˜Bst(bǫ1pbǫ3 · · · )Γ(0st)Γ(0tT )
=
∑
ǫ∈A
ǫ1=1
˜B0s(b
ǫ
1pb
ǫ
3 · · · )ϕ˜st(pbǫ2p · · · )Γ(0st)Γ(0tT )
+
∑
ǫ∈A
ǫ1=2
˜B0s(pb
ǫ
2p · · · )ϕ˜st(bǫ1pbǫ2 · · · )Γ(0st)Γ(0tT ),
since
Γ(0st)˜
B
st(p
αb1p · · · pbnpω)Γ(0st) = ˜Bst(pb1p · · · pbnp) = ϕ˜st(pαb1p · · ·pbnpω)Γ(0st)
for all n ∈ N, b1, . . . , bn ∈ B0, α, ω ∈ {0, 1}. But this is nothing else than
E0s
(
k˜B0t(b)
)
= ˜B0s
(∑
ǫ∈A
ǫ1=1
bǫ1pb
ǫ
3 · · · ϕ˜st(pbǫ2p · · · ) +
∑
ǫ∈A
ǫ1=2
pbǫ2p · · · ϕ˜st(bǫ1pbǫ2 · · · )
)
Γ(0sT )
= ˜B0s
(
(idB˜ ⊗ ϕ˜st) ◦∆B(b)
)
Γ(0sT ) = j
B
0s
(
P˜Bt−s(b)
)
Γ(0sT )
= k˜Bs
(
P˜Bt−s(b)
)
This implies that the Markov property also holds for all elements of B˜. 
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3.4.2. Markov structure of monotone Le´vy processes. For monotone Le´vy processes
on dual semi-groups we have to use the same family of non-unital conditional expec-
tations as for the boolean case.
3.15. Theorem. Let {jMst }0≤s≤t≤T be the standard Fock realization of a monotone
Le´vy process on a dual semi-group (B,∆, ε). Define {k˜Bt }0≤t≤T on B˜ by
k˜Mt (1) = Γ(0tT ),
k˜Mt (p) = Γ(00T ),
k˜Mt (b) = j
B(b), for b ∈ B0 = ker ε,
on B and CM and extend as (non-unital!) ∗-algebra homomorphisms.
Then {k˜Mt }0≤t≤T is a Markov process on B˜ w.r.t. {E0t}0≤t≤T , with markovian semi-
group P˜Mt = (id⊗ ϕ˜Mt ) ◦∆M, i.e. we have
E0s
(
kMt (b)
)
= kMs
(
P˜Mt−s(b)
)
for all 0 ≤ s ≤ t ≤ T and b ∈ B˜.
Proof. Similar to the proof of Theorem 3.14. 
The comultiplication of the involutive bialgebra (B˜,∆M, ε˜) is given by
∆M =
∑
ǫ∈A
ǫ1=1
bǫ1b
ǫ
3 · · · ⊗ pbǫ2p · · ·+
∑
ǫ∈A
ǫ1=2
bǫ2b
ǫ
4 · · · ⊗ bǫ1pbǫ3p · · ·
for an element b ∈ B0 with ∆(b) =∑ǫ∈A bǫ, bǫ ∈ Bǫ = (B0)⊗|ǫ|, for the comultiplication
of the dual semi-group (B,∆, ε). The fact that there are no p’s on the left-hand-side
implies that B is a right coideal in (B˜,∆M, ε˜), i.e.
∆M(B) ⊆ B ⊗ B˜.
This implies that the restriction of {˜Mst}0≤s≤t≤T to B is again a Markov process, cf.
[Fra99, Theorem 3.2]. The same also holds for {k˜Mt }0≤s≤t≤T restricted to B, i.e. the
non-unital version {k˜Mt |B}0≤s≤t≤T of a monotone Le´vy process on a dual semi-group
defined in the previous theorem is a Markov process on B itself, not only on its p-
extension.
3.16. Corollary. Define {kMt }0≤t≤T by kMt = k˜Mt |B and {PMt }0≤t≤T by PMt = P˜Mt |B
for 0 ≤ t ≤ T . Then {kMt }0≤t≤T is a Markov process on B w.r.t. {E0t}0≤t≤T , with
markovian semi-group {PMt }0≤t≤T , i.e.
E0s
(
kMt (b)
)
= kMs
(
PMt−s(b)
)
for all 0 ≤ s ≤ t ≤ T , b ∈ B.
3.4.3. Markov structure of anti-monotone Le´vy processes. For anti-monotone Le´vy
processes on dual semi-groups we use the same family of unital conditional expectations
{E1t}0≤t≤T as for Le´vy processes on involutive bialgebras.
3.17. Theorem. Let {jAMst }0≤s≤t≤T be the standard Fock realization of an anti-
monotone Le´vy process on a dual semi-group (B,∆, ε). Denote by {k˜AMt }0≤t≤T the
extension of {jAM0t }0≤t≤T to B˜ as unital ∗-homomorphisms with
k˜AMt (p) = Γ(00t), for all 0 ≤ t ≤ T,
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i.e. k˜AMt = ˜
AM
0t .
Then {k˜AMt }0≤t≤T is a Markov process on B˜ w.r.t. {E1t}0≤t≤T , with markovian semi-
group P˜AMt , i.e. we have
E1s
(
k˜Bt (b)
)
= k˜AMs
(
P˜AMt−s (b)
)
for all 0 ≤ s ≤ t ≤ T and b ∈ B˜.
Proof. This is simply [Fra99, Theorem 3.1] and [Fra99, Corollary 3.1], because
{k˜AMt }0≤t≤T is obtained from the Le´vy process {˜AMst }0≤s≤t≤T on the involutive bialgebra
(B˜,∆AM, ε˜) by fixing s = 0. 
3.4.4. Realization of boolean, monotone, and anti-monotone Le´vy process on boolean,
monotone, and anti-monotone Fock spaces. Free and boolean Le´vy processes on dual
semigroups can be realized as solutions of free or boolean quantum stochastic equa-
tions on the free or boolean Fock space, see e.g. [Sch95b]. A full proof of this fact is
still missing, because it would require a generalization of their calculi to unbounded
coefficients, but for a large class of examples this has been shown in [BG01, Section
6.5] for the boolean case. For dual semigroups that are generated by primitive elements
(i.e. ∆(v) = i1(v) + 12(v)) it is sufficient to determine the operators j0t(v), which have
additive free or boolean increments. It turns out that they can always be represented
as a linear combination of the corresponding creators, annihilators, conservation op-
erators and time (which contains the projection Γ(00T ) to the vacuum in the boolean
case), cf. [GSS92, BG01].
We will sketch, how one can show the same for monotone and anti-monotone Le´vy
processes on dual semigroups.
We can write the fundamental integrators of the anti-monotone calculus on the
monotone Fock space ΓM
(
L2([0, t[, H)
)
as
dAAM+t (u) = θ
∗
MΓ(00t)dA
+
t (u)θM,
dAAMt (u) = θ
∗
MΓ(00t)dAt(u)θM,
dΛAMt
(|u〉〈v|) = θ∗MΓ(00t)dΛt(|u〉〈v|)θM,
where θM : ΓM
(
L2([0, t[, H)
)→ Γ(L2([0, t[, H)) is the unitary isomorphism introduced
in 3.3.2. Anti-monotone stochastic integrals can be defined using this isomorphism.
We call an operator process {Xt}0≤t≤T on the monotone Fock space anti-monotonically
adapted, if {θ∗MXtθM}0≤t≤T is adapted on the boson Fock space Γ
(
L2([0, t[, H)
)
and
define the integral by ∫ T
0
XtdI
AM
t := θM
(∫ T
0
θ∗MXtθMdIt
)
θ∗M
for
dIAMt = dΛ
AM
t
(|x〉〈y|)+ dAAM+t (u) + dAAMt (v),
dIt = Γ(00t)
(
dΛt
(|x〉〈y|)+ dAAM+t (u) + dAAMt (v)),
for x, y, u, v ∈ H . In this way all the domains, kernels, etc., defined in [Sch93, Chapter
2] can be translated to the monotone Fock space.
Using the form of the comultiplication of (B˜,∆AM, ε˜), the quantum stochastic equa-
tion for the Le´vy process on the involutive bialgebra (B˜,∆AM, ε˜) that we associated to
an anti-monotone Le´vy process on the dual semigroup (B,∆, ε) in Theorem 3.5, and
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Theorem 3.9, one can now derive a representation theorem for anti-monotone Le´vy
processes on dual semigroups.
To state our result we need the free product
∐0 without unification of units. This
is the coproduct in the category of all ∗-algebras (not necessarily unital). The two free
products
∐
and
∐0 are related by
(C1⊕A)
∐
(C1⊕ B) ∼= C1⊕
(
A
∐0B) .
We will use the notation ΓM(0st) = θ
∗
MΓ(0st)θM, 0 ≤ s ≤ t ≤ T .
3.18. Theorem. Let (B,∆, ε) be a dual semigroup and let (ρ, η, ψ) be a Schu¨rmann
triple on B over some pre-Hilbert space D. Then the anti-monotone stochastic differ-
ential equations
(3.7) jst(b) =
∫ t
s
(
jsτ
∐0
dIAMτ
)
◦∆(b), for b ∈ B0 = ker ε,
with
dIAMτ (b) = dΛ
AM
t
(
ρ(b)
)
+ dAAM+t
(
η(b)
)
+ dAAMt
(
η(b∗)
)
+ ψ(b)ΓM(00τ )dt,
have solutions (unique in θ∗MADθM). If we set jst(1B) = id, then {jst}0≤s≤t≤T is an
anti-monotone Le´vy process on the dual semigroup (B,∆, ε) with respect to the vacuum
state. Furthermore, any anti-monotone Le´vy process on the dual semigroup (B,∆, ε)
with generator ψ is equivalent to {jst}0≤s≤t≤T .
3.19. Remark. Let b ∈ B0, ∆(b) = ∑ǫ∈A bǫ, bǫ ∈ Bǫ, then Equation (3.7) has to
be interpreted as
jst(b) =
∑
ǫ∈A
ǫ1=1,ǫ6=(1)
∫ t
s
jsτ (b
ǫ
1)dI
AM
τ (b
ǫ
2)jsτ (b
ǫ
3) · · ·+
∑
ǫ∈A
ǫ1=2
∫ t
s
dIAMτ (b
ǫ
1)jsτ (b
ǫ
2)dI
AM
τ (b
ǫ
3) · · · ,
see also [Sch95b]. This equation can be simplified using the relation
dIAMt (b1)XtdI
AM
t (b2) = 〈Ω, XtΩ〉
(
dIAMt (b1) • dIAMt (b2)
)
for b1, b2 ∈ B0 and anti-monotonically adapted operator processes {Xt}0≤t≤T , where
the product ‘•’ is defined by the anti-monotone Itoˆ table
• dAAM+(u1) dΛAM
(|x1〉〈y1|) dAAM(v1) dt
dAAM+(u2) 0 0 0 0
dΛAM
(|x2〉〈y2|) 〈y2, u1〉dAAM+(x2) 〈y2, x1〉dΛAM(|x2〉〈y1|) 0 0
dAAM(v2) 〈v2, u1〉ΓM(00t)dt 〈v2, x1〉dAAM(y1) 0 0
dt 0 0 0 0
for ui, vi, xi, yi ∈ D, i = 1, 2.
One can check that dIAMt is actually a homomorphism on B0 for the Itoˆ product,
i.e.
dIAMt (b1) • dIAMt (b2) = dIAMt (b1b2),
for all b1, b2 ∈ B0.
Using the time-reversal R defined in 3.3.3, we also get a realization of monotone
Le´vy processes on the monotone Fock space as solutions of backward monotone sto-
chastic differential equations.
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It follows also that operator processes with monotonically or anti-monotonically
independent additive increments can be written as linear combination of the four fun-
damental noises, where the time process has to be taken as TAMst =
∫ t
s
ΓM(00τ )dτ ,
0 ≤ s ≤ t ≤ T , for the anti-monotone case and TMst =
∫ t
s
ΓM(0τT )dτ for the monotone
case.

Part 3
Examples and Applications of Quantum
Le´vy Processes

CHAPTER 4
Renormalized Squares of White Noise and other
Non-Gaussian Noises as Le´vy Processes on Real Lie Algebras
It is shown how the relations of the renormalized squared white noise
defined by Accardi, Lu, and Volovich [ALV99] can be realized as
factorizable current representations or Le´vy processes on the real Lie
algebra sl2. This allows to obtain its Itoˆ table, which turns out to be
infinite-dimensional. The linear white noise without or with number
operator is shown to be a Le´vy process on the Heisenberg-Weyl Lie
algebra or the oscillator Lie algebra. Furthermore, a joint realization
of the linear and quadratic white noise relations is constructed, but
it is proved that no such realizations exist with a vacuum that is an
eigenvector of the central element and the annihilator. Classical Le´vy
processes are shown to arise as components of Le´vy processes on real
Lie algebras and their distributions are characterized. In particular
the square of white noise analogue of the quantum Poisson process is
shown to have a χ2 probability density and the analogue of the field
operators to have a density proportional to |Γ(m0+ix
2
)|2 where Γ is the
usual Γ–function and m0 a real parameter.
Joint work with Luigi Accardi and Michael Skeide. Published in Communications
in Mathematical Physics Vol. 220, No. 1, pp. 123-150, 2002.
89
90 LE´VY PROCESSES ON REAL LIE ALGEBRAS
1. Introduction
The stochastic limit of quantum theory [ALV02] shows that stochastic equations
(both classical and quantum) are equivalent to white noise Hamiltonian equations. This
suggests a natural extension of stochastic calculus to higher powers of white noise. The
program to develop such an extension was formulated in [ALV98] where it was also
shown that it requires some kind of renormalization. As a first step towards the re-
alization of this program a new type of renormalization was introduced in [ALV99]
which led to a closed set of algebraic relations for the renormalized square of white
noise (SWN) and to the construction of a Hilbert space representation for these re-
lations. This construction was extended by S´niady [S´ni00] to a family of processes
including non Boson noises and simplified in [AS00b] who also showed that the in-
teracting Fock space constructed in [ALV99] was in fact canonically isomorphic to
the Boson Fock space of the finite difference algebra, introduced by Feinsilver [Fei89]
and Boukas [Bou88, Bou91]. Commenting upon this result U.Franz, and indepen-
dently a few months later K.R.Parthasarathy, (private communications) pointed out
that the commutation relations of the SWN define a Le´vy process on the Lie algebra
of SL(2,R) or, equivalently, a representation of a current algebra over this Lie alge-
bra, and suggested that the theory of representations of current algebras, developed
in the early seventies by Araki, Streater, Parthasarathy, Schmidt, Guichardet, ... (see
[PS72, Gui72] and the references therein) might be used to produce a more direct
construction of the Fock representation of the SWN as well as different ones. In the
present paper we prove that this is indeed the case. As a by–product we reduce the
stochastic integration with respect to the SWN to the usual stochastic integration in
the sense of Hudson and Parthasarathy [Par92] and this also allows to write down
their corresponding Itoˆ tables (see Equation (2.2)).
After the renormalization procedure (which we shall not discuss here, simply taking
its output as our starting point) the algebraic relations, defining the SWN are:
(1.1a) bφb
+
ψ − b+ψ bφ = γ〈φ, ψ〉+ nφψ,
(1.1b) nφbψ − bψnφ = −2bφψ,
(1.1c) nφb
+
ψ − b+ψnφ = 2b+φψ,
(1.1d) (bφ)
∗ = b+φ , (nφ)
∗ = nφ,
where γ is a fixed strictly positive real parameter (coming from the renormalization)
and
φ, ψ ∈ Σ(R+) = {φ =
n∑
i=1
φi1[si,ti[;φi ∈ C, si < ti ∈ R+, n ∈ N}
the algebra of step functions on R+ with bounded support and finitely many values.
Furthermore b+ and n are linear and b is anti-linear in the test functions.
We want to find a Hilbert space representation of these relations, i.e. we want to
construct an Hilbert space H, a dense subspace D ⊆ H and three maps b, b+, n from
Σ(R+) to L(D), the algebra of adjointable linear operators on D, such that the above
relations are satisfied.
1. INTRODUCTION 91
The simple current algebra gT of a real Lie algebra g over a measure space (T, T , µ)
is defined as the space of simple functions on T with values in g,
gT =
{
X =
n∑
i=1
Xi1Mi;Xi ∈ g,Mi ∈ T , n ∈ N
}
.
This is a real Lie algebra with the Lie bracket and the involution defined pointwise.
The SWN relations (1.1) imply that any realization of SWN on a pre-Hilbert space D
defines a representation π of the current algebra sl
R+
2 of the real Lie algebra sl2 over
R+ (with the Borel σ-algebra and the Lebesgue measure) on D by
B−1[s,t[ 7→ b1[s,t[ , B+1[s,t[ 7→ b+1[s,t[ , M1[s,t[ 7→ γ(t− s) + n1[s,t[ ,
where sl2 is the three-dimensional real Lie algebra spanned by {B+, B−,M}, with the
commutation relations
[B−, B+] =M, [M,B±] = ±2B±,
and the involution (B−)∗ = B+, M∗ = M . The converse is obviously also true,
every representation of the current algebra sl
R+
2 defines a realization of the SWN re-
lations (1.1). Looking only at indicator functions of intervals we get a family of ∗-
representations (jst)0≤s≤t on D of the Lie algebra sl2,
jst(X) = π(X1[s,t[), for all X ∈ sl2.
By the universal property these ∗-representations extend to ∗-representations of the
universal enveloping algebra U(sl2) of sl2. If there exists a vector Ω in L(D) such
that the representations corresponding to disjoint intervals are independent (in the
sense of Definition 2.1, Condition 2), i.e. if they commute and their expectations in the
state Φ(·) = 〈Ω, ·Ω〉 factorize, then (jst)0≤s≤t is a Le´vy process on sl2 (in the sense of
Definition 5.2). This condition is satisfied in the constructions in [ALV99, AS00b,
S´ni00]. They are of ‘Fock type’ and have a fixed special vector, the so-called vacuum,
and the corresponding vector state has the desired factorization property.
On the other hand, given a Le´vy process on sl2 on a pre-Hilbert space D, we can
construct a realization of the SWN relations (1.1) on D. Simply set
bφ =
n∑
i=1
φijsi,ti(B
−), b+φ =
n∑
i=1
φijsi,ti(B
+), nφ =
n∑
i=1
φi
(
jsi,ti(M)− γ(ti − si)idD
)
,
for φ =
∑n
i=1 φi1[si,ti[ ∈ Σ(R+).
We see that in order to construct realizations of the SWN relations we can construct
Le´vy processes on sl2. Furthermore, all realizations that have a vacuum vector in which
the expectations factorize, will arise in this way.
In this paper we show how to classify the Le´vy processes on sl2 and how to construct
realizations of these Le´vy processes acting on (a dense subspace of) the symmetric
Fock space over L2(R+, H) for some Hilbert space H . Given the generator L of a Le´vy
process, we immediately can write down a realization of the process; see Equation (2.1).
The theory of Le´vy processes has been developed for arbitrary involutive bialgebras,
cf. [ASW88, Sch93], but here it will be sufficient to consider enveloping algebras of
Lie algebras. This allows some simplification, in particular we do not need to make
explicit use of the coproduct. The construction of this sub–class of Le´vy process is
based on the theory of “factorizable unitary representation of current algebras” and
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the abelian subprocesses of these processes are the stationary independent increment
processes of classical probability (cf. Section 4 below).
As already specified, the SWN naturally leads to the real Lie algebra sl2, but we
shall also consider several other real Lie algebras, including the Heisenberg-Weyl Lie
algebra hw, the oscillator Lie algebra osc, and the finite-difference Lie algebra fd.
This paper is organized as follows. In Section 2, we recall the definition of Le´vy
processes on real Lie algebras and present their fundamental properties. We also outline
how the Le´vy processes on a given real Lie algebra can be characterized and constructed
as a linear combination of the four basic processes of Hudson-Parthasarathy quantum
stochastic calculus: number, creation, annihilation and time.
In Section 3, we list all Gaussian Le´vy processes or Le´vy processes associated to
integrable unitary irreducible representations for several real Lie algebras in terms of
their generators or Schu¨rmann triples (see Definition 2.2). We also give explicit re-
alizations on a boson Fock space for several examples. These examples include the
processes on the finite-difference Lie algebra defined by Boukas [Bou88, Bou91] and
by Parthasarathy and Sinha [PS91] as well as a process on sl2 that has been consid-
ered previously by Feinsilver and Schott [FS93, Section 5.IV]. See also [VGG73] for
factorizable current representations of current groups over SL(2,R).
Finally, in Section 4, we show that the restriction of a Le´vy process to one single
hermitian element of the real Lie algebra always gives rise to a classical Le´vy process.
We give a characterization of this process in terms of its Fourier transform. For several
examples we also explicitly compute its Le´vy measure or its marginal distribution. It
turns out that the densities of self-adjoint linear combinations of the SWN operators
b1[s,t[, b
+
1[s,t[
, n1[s,t[ in the realization considered in [ALV99, AS00b, S´ni00] are the
measures of orthogonality of the Laguerre, Meixner, and Meixner-Pollaczek polynomi-
als.
2. Le´vy processes on real Lie algebras
In this section we give the basic definitions and properties of Le´vy processes on
real Lie algebras. This is a special case of the theory of Le´vy processes on involutive
bialgebras, for more detailed accounts on these processes see [Sch93],[Mey95, Chapter
VII],[FS99]. For a list of references on factorizable representations of current groups
and algebras and a historical survey, we refer to [Str00, Section 5].
By a real Lie algebra we will mean a pair gR = (g, ∗) consisting of a Lie algebra
g over the field of complex numbers C and an involution ∗ : g → g. These pairs are
in one-to-one correspondence with the Lie algebras over the field of real numbers R.
To recover a Lie algebra g0 over R from a pair (g, ∗), simply take the anti-hermitian
elements, i.e. set g0 = {X ∈ g|X∗ = −X}. Note that it is not possible to take
the hermitian elements, because the commutator of two hermitian elements in not
again hermitian. Given a Lie algebra g0 over R, the involution on its complexification
g = g0 ⊕ ig0 is defined by (X + iY )∗ = −X + iY for X, Y ∈ g0.
We denote by U(g) the universal enveloping algebra of g and by U0(g) the non-unital
subalgebra of U generated by g. If X1, . . . , Xd is a basis of g, then
{Xn11 · · ·Xndd |n1, . . . , nd ∈ N, n1 + · · ·+ nd ≥ 1}
is a basis of U0(g). Furthermore, we extend the involution on g as an anti-linear anti-
homomorphism to U(g) and U0(g).
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2.1. Definition. Let D be a pre-Hilbert space and Ω ∈ D a unit vector. We call
a family
(
jst : U(g) → L(D)
)
0≤s≤t of unital ∗-representations of U(g) a Le´vy process
on gR over D (with respect to Ω), if the following conditions are satisfied.
(1) (Increment property) We have
jst(X) + jtu(X) = jsu(X)
for all 0 ≤ s ≤ t ≤ u and all X ∈ g.
(2) (Boson independence) We have [jst(X), js′t′(Y )] = 0 for all X, Y ∈ g, 0 ≤ s ≤
t ≤ s′ ≤ t′ and
〈Ω, js1t1(u1) · · · jsntn(un)Ω〉 = 〈Ω, js1t1(u1)Ω〉 · · · 〈Ω, jsntn(un)Ω〉
for all n ∈ N, 0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn, u1, . . . , un ∈ U(g).
(3) (Stationarity) The functional ϕst : U(g)→ C defined by
ϕst(u) = 〈Ω, jst(u)Ω〉, u ∈ U0(g),
depends only on the difference t− s.
(4) (Weak continuity) We have limtցs〈Ω, jst(u)Ω〉 = 0 for all u ∈ U0(g).
If (jst)0≤s≤t is a Le´vy process on gR, then the functionals ϕt = 〈Ω, j0t(·)Ω〉 : U(g)→
C are actually states. Furthermore, they are differentiable w.r.t. t and
L(u) = lim
tց0
1
t
ϕt(u), u ∈ U0(g),
defines a positive hermitian linear functional on U0(g). In fact one can prove that the
family (ϕt) is a convolution semigroup on gR whose generator is L. The functional L
is also called the generator of the process.
Let
(
j
(1)
st : U(g) → L(D(1))
)
0≤s≤t and
(
j(2) : U(g) → L(D(2)))
0≤s≤t be two Le´vy
processes on gR with respect to the state vectors Ω
(1) and Ω(2), resp. We call them
equivalent, if all their moments agree, i.e. if
〈Ω(1), j(1)s1t1(u1) · · · j(1)sntn(un)Ω(1)〉 = 〈Ω(2), j(2)s1t1(u1) · · · j(2)sntn(un)Ω(2)〉,
for all n ∈ N, 0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn, u1, . . . , un ∈ U(g).
By a GNS-type construction, one can associate to every generator a Schu¨rmann
triple.
2.2. Definition. A Schu¨rmann triple on gR is a triple (ρ, η, L), where ρ is a ∗-
representation of U0(g) on some pre-Hilbert space D, η : U0(g) → D is a surjective
ρ-1-cocycle, i.e. it satisfies
η(uv) = ρ(u)η(v),
for all u, v ∈ U0(g), and L : U0(g) → C is a hermitian linear functional such that
the bilinear map (u, v) 7→ −〈η(u∗), η(v)〉 is the 2-coboundary of L (w.r.t. the trivial
representation), i.e.
L(uv) = 〈η(u∗), η(v)〉
for all u, v ∈ U0(g).
Let (ρ, η, L) be a Schu¨rmann triple on gR, acting on a pre-Hilbert space D. We can
define a Le´vy process on the symmetric Fock space Γ
(
L2(R+, D)
)
=
⊕∞
n=0 L
2(R+, D)
⊙n
by setting
(2.1) jst(X) = Λst
(
ρ(X)
)
+ A∗st
(
η(X)
)
+ Ast
(
η(X∗)
)
+ L(X)(t− s)id,
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for X ∈ g, where Λst, A∗st, Ast denote the conservation, creation, and annihilation
processes on Γ
(
L2(R+, D)
)
, cf. [Par92, Mey95]. It is straightforward to check that
we have [
jst(X), jst(Y )
]
= jst
(
[X, Y ]
)
, and jst(X)
∗ = jst(X∗)
for all 0 ≤ s ≤ t, X, Y ∈ g. By the universal property, the family(
jst : g→ L
(
Γ
(
L2(R+, D)
)))
0≤s≤t
extends to a unique family (jst)0≤s≤t of unital ∗-representations of U(g), and it is
not difficult to verify that this family is a Le´vy process with generator L on gR over
Γ
(
L2(R+, D)
)
with respect to the Fock vacuum Ω.
The following theorem shows that the correspondence between (equivalence classes
of) Le´vy processes and Schu¨rmann triples is one–to–one and that the representation
(2.1) is universal.
2.3. Theorem. [Sch93] Two Le´vy processes on gR are equivalent if and only if their
Schu¨rmann triples are unitarily equivalent. A Le´vy process (kst)0≤s≤t with generator L
and Schu¨rmann triple (ρ, η, L) is equivalent to the Le´vy process (jst)0≤s≤t associated to
(ρ, η, L) defined in Equation (2.1).
2.4. Remark. Since we know the Itoˆ table for the four H-P integrators,
• dA∗(u) dΛ(F ) dA(u) dt
dA∗(v) 0 0 0 0
dΛ(G) dA∗(Gu) dΛ(GF ) 0 0
dA(v) 〈v, u〉dt dA(F ∗v) 0 0
dt 0 0 0 0
for all F,G ∈ L(D), u, v ∈ D, we can deduce the Itoˆ tables for the Le´vy processes
on gR. The map dL associating elements u of the universal enveloping algebra to the
corresponding quantum stochastic differentials dLu defined by
(2.2) dLu = dΛ
(
ρ(u)
)
+ dA∗
(
η(u)
)
+ dA
(
η(u∗)
)
+ L(u)dt,
is a ∗-homomorphism from U0(g) to the Itoˆ algebra over D, see [FS99, Proposition
4.4.2]. It follows that the dimension of the Itoˆ algebra generated by {dLX ;X ∈ g}
is at least the dimension of D (since η is supposed surjective) and not bigger than
(dimD+1)2. If D is infinite-dimensional, then its dimension is also infinite. Note that
it depends on the choice of the Le´vy process.
Due to Theorem 2.3, the problem of characterizing and constructing all Le´vy pro-
cesses on a given real Lie algebra can be decomposed into the following steps. First,
classify all ∗-representations of U(g) (modulo unitary equivalence), this will give the
possible choices for the representation ρ in the Schu¨rmann triple. Next determine all
surjective ρ-1-cocycles. We distinguish between trivial cocycles, i.e. cocycles which are
of the form
η(u) = ρ(u)ω, u ∈ U0(g)
for some vector ω ∈ D in the representation space of ρ, and non-trivial cocycles, i.e. co-
cycles, which can not be written in this form. We will denote the space of all cocycles of
a given ∗-representation ρ on some pre-Hilbert space D by Z1(U0(g), ρ,D), that of triv-
ial ones by B1(U0(g), ρ,D). The quotientH1(U0(g), ρ,D) = Z1(U0(g), ρ,D)/B1(U0(g), ρ,D)
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is called the first cohomology group of ρ. In the last step we determine all genera-
tors L that turn a pair (ρ, η) into a Schu¨rmann triple (ρ, η, L). This can again also
be viewed as a cohomological problem. If η is a ρ-1-cocycle, then the bilinear map
(u, v) 7→ −〈η(u∗), η(v)〉 is a 2-cocycle for the trivial representation, i.e. it satisfies
−〈η((uv)∗), η(w)〉+ 〈η(u∗), η(vw)〉 = 0 for all u, v, w ∈ U0(g). For L we can take any
hermitian functional that has the map (u, v) 7→ −〈η(u∗), η(v)〉 as coboundary, i.e. L
has to satisfy L(u∗) = L(u) and L(uv) = 〈η(u∗), η(v)〉 for all u, v ∈ U0(g). If η is trivial,
then such a functional always exists, we can take L(u) = 〈ω, ρ(u)ω〉. For a given pair
(ρ, η), L is determined only up to a hermitian 0-1-cocycle, i.e. a hermitian functional ℓ
that satisfies ℓ(uv) = 0 for all u, v ∈ U0(g).
2.5. Remark. A linear ∗-map π : g→ L(D) is called a projective ∗-representation
of g, if there exists a bilinear map α : g× g→ C, such that[
π(X), π(Y )
]
= π
(
[X, Y ]
)
+ α(X, Y )id,
for all X, Y ∈ g. Every projective ∗-representation defines a ∗-representation of a
central extension g˜ of g. As a vector space g˜ is defined as g˜ = g⊕ C. The Lie bracket
and the involution are defined by[
(X, λ), (Y, µ)
]
=
(
[X, Y ], α(X, Y )
)
, (X, λ)∗ = (X∗, λ)
for (X, λ), (Y, µ) ∈ g˜. It is not hard to check that
π˜
(
(X, λ)
)
= π(X) + λ id
defines a ∗-representation of g˜. If the cocycle α is trivial, i.e. if there exists a (hermitian)
linear functional β such that α(X, Y ) = β([X, Y ]) for all X, Y ∈ g, then the central
extension is trivial, i.e. g˜ is isomorphic to the direct sum of g with the (abelian)
one-dimensional Lie algebra C. Such an isomorphism is given by g ⊕ C ∋ (X, µ) 7→
(X, β(X) + µ) ∈ g˜. This implies that in this case
πβ(X) = π˜
(
(X, β(X))
)
= π(X) + β(X)id
defines a ∗-representation of g.
For a pair (ρ, η) consisting of a ∗-representation ρ and a ρ-1-cocycle η we can always
define a family of projective ∗-representations (kst)0≤s≤t of g by setting
kst(X) = Λst
(
ρ(X)
)
+ A∗st
(
η(X)
)
+ Ast
(
η(X∗)
)
,
for X ∈ g, 0 ≤ s ≤ t. Using the commutation relations of the creation, annihila-
tion, and conservation operators, one finds that the 2-cocycle α is given by (X, Y ) 7→
α(X, Y ) = 〈η(X∗), η(Y )〉 − 〈η(Y ∗), η(X)〉. If it is trivial, then (kst)0≤s≤t can be used
to define a Le´vy process on g. More precisely, if there exists a hermitian functional ψ
on U0(g) such that ψ(uv) = 〈η(u∗), η(v)〉 holds for all u, v ∈ U0(g), then (ρ, η, ψ) is a
Schu¨rmann triple on g and therefore defines a Le´vy process on g. But even if such a
hermitian functional ψ does not exist, we can define a Le´vy process on g˜ by setting
k˜st
(
(X, λ)
)
= Λst
(
ρ(X)
)
+ A∗
(
η(X)
)
+ A
(
η(X∗)
)
+ (t− s)λ id,
for (X, λ) ∈ g˜, 0 ≤ s ≤ t.
We close this section with two useful lemmata on cohomology groups.
Schu¨rmann triples (ρ, η, L), where the ∗-representation ρ is equal to the trivial
representation defined by 0 : U0(g) ∋ u 7→ 0 ∈ L(D) are called Gaussian, as well as the
corresponding processes, cocycles, and generators (cf. Corollary 4.5 for a justification
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of this definition). The following lemma completely classifies all Gaussian cocycles of
a given Lie algebra.
2.6. Lemma. Let D be an arbitrary complex vector space, and 0 the trivial repre-
sentation of g on D. We have
Z1(U0(g), 0, D) ∼=
(
g/[g, g]
)∗
, B1(U0(g), 0, D) = {0},
and therefore dimH1(U0(g), 0, D) = dim g/[g, g].
Proof. Let φ be a linear functional on g/[g, g], then we can extend it to a unique 0-
1-cocycle on the algebra U0(g/[g, g]) (this is the free abelian algebra over g/[g, g]), which
we denote by φ˜. Denote by π the canonical projection from g to g/[g, g], by the universal
property of the enveloping algebra it has a unique extension π˜ : U0(g) → U0(g/[g, g]).
We can define a cocycle ηφ on U0(g) by ηφ = φ˜◦π˜. Furthermore, since any 0-1-cocycle on
U0(g) has to vanish on [g, g] (because Y = [X1, X2] implies η(Y ) = 0η(X2)− 0η(X1) =
0), the map φ 7→ ηφ is bijective. 
The following lemma shows that a representation of U(g) can only have non-trivial
cocycles, if the center of U0(g) acts trivially.
2.7. Lemma. Let ρ be a representation of g on some vector space D and let C ∈
U0(g) be central. If ρ(C) is invertible, then
H1(U0(g), ρ,D) = {0}.
Proof. Let η be a ρ-cocycle on U0(g) and C ∈ U0(g) such that ρ(C) is invertible.
Then we get
ρ(C)η(u) = η(Cu) = η(uC) = ρ(u)η(C)
and therefore η(u) = ρ(u)ρ(C)−1η(C) for all u ∈ U0(g), i.e. η(u) = ρ(u)ω, where
ω = ρ(C)−1η(C). This shows that all ρ-cocycles are trivial. 
3. Examples
In this section we completely classify the Gaussian generators for several real Lie
algebras and determine the non-trivial cocycles for some or all of their integrable uni-
tary irreducible representations, i.e. those representations that arise by differentiat-
ing unitary irreducible representations of the corresponding Lie group. These are ∗-
representations of the enveloping algebra U(g) on some pre-Hilbert space D for which
the Lie algebra elements are mapped to essentially self-adjoint operators. For some of
the processes we give explicit realizations on the boson Fock space.
3.1. White noise or Le´vy processes on hw and osc. The Heisenberg-Weyl Lie
algebra hw is the three-dimensional Lie algebra with basis {A+, A−, E}, commutation
relations
[A−, A+] = E, [A±, E] = 0,
and involution (A−)∗ = A+, E∗ = E. Adding a hermitian element N with commutation
relations
[N,A±] = ±A±, [N,E] = 0,
we obtain the four-dimensional oscillator Lie algebra osc.
We begin with the classification of all Gaussian generators on these two Lie algebras.
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3.1. Proposition. a): Let v1, v2 ∈ C2 be two vectors and z ∈ C an arbitrary
complex number. Then
ρ(A+) = ρ(A−) = ρ(E) = 0,
η(A+) = v1, η(A
−) = v2, η(E) = 0,
L(A+) = z, L(A−) = z, L(E) = ||v1||2 − ||v2||2,
defines the Schu¨rmann triple on D = span {v1, v2} of a Gaussian generator on
U0(hw). Furthermore, all Gaussian generators on U0(hw) arise in this way.
b): The Schu¨rmann triples of Gaussian generators on U0(osc) are all of the form
ρ(N) = ρ(A+) = ρ(A−) = ρ(E) = 0,
η(N) = v, η(A+) = η(A−) = η(E) = 0,
L(N) = b, L(A+) = L(A−) = L(E) = 0,
with v ∈ C, b ∈ R.
Proof. The form of the Gaussian cocycles on U0(hw) and U0(osc) follows from
Lemma 2.6. Then one checks that for all these cocycles there do indeed exist generators
and computes their general form. 
Therefore from (2.2) we get, for an arbitrary Gaussian Le´vy process on hw:
dLA
+ = dA∗(v1) + dA(v2) + zdt,
dLA
− = dA∗(v2) + dA(v1) + zdt,
dLE =
(||v1||2 − ||v2||2)dt,
and the Itoˆ table
• dLA+ dLA− dLE
dLA
+ 〈v2, v1〉dt 〈v2, v2〉dt 0
dLA
− 〈v1, v1〉dt 〈v1, v2〉dt 0
dLE 0 0 0
.
For ||v1||2 = 1 and v2 = 0, this is the usual Itoˆ table for the creation and annihilation
process in Hudson-Parthasarathy calculus.
Any integrable unitary irreducible representation of hw is equivalent either to one
of the one-dimensional representations defined by
πz(A
+) = z, πz(A
−) = z, πz(E) = 0,
for some z ∈ C, or to one of the infinite-dimensional representations defined by
(3.1) ρh(A
+)en =
√
(n + 1)h en+1, ρh(A
−)en =
√
nh en−1, ρh(E)en = hen,
and
ρ−h(A−)en =
√
(n+ 1)h en+1, ρ−h(A+)en =
√
nh en−1, ρ−h(E)en = −hen,
where h > 0, and {e0, e1, . . .} is a orthonormal basis of ℓ2. By Lemma 2.7, the rep-
resentations ρh have no non-trivial cocycles. But by a simple computation using the
defining relations of hw we see that, for z 6= 0, the representations of the form πz idD
also have only one trivial cocycle. From A+E = EA+ we get
zη(E) = η(A+E) = η(EA+) = πz(E)η(A
+) = 0
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and therefore η(E) = 0. But E = A−A+ − A+A− implies
0 = η(E) = πz(A
−)η(A+)− πz(A+)η(A−) = zη(A+)− zη(A−),
and we see that η is the coboundary of ω = z−1η(A+). Thus the integrable unitary
irreducible representations (except the trivial one) of hw have no non-trivial cocycles.
Let us now consider the oscillator Lie algebra osc. The elements E and NE−A+A−
generate the center of U0(osc). If we want an irreducible representation of U(osc), which
has non-trivial cocycles, they have to be represented by zero. But this implies that we
have also ρ(A+) = ρ(A−) = 0 (since we are only interested in ∗-representations). Thus
we are lead to study the representations ρν defined by
ρν(N) = ν idD, ρν(A
+) = ρν(A
−) = ρν(E) = 0,
with ν ∈ R\{0}. It is straightforward to determine all their cocycles and generators.
3.2. Proposition. For ν ∈ R, ν 6∈ {−1, 0, 1}, all cocycles of ρν are of the form
η(N) = v, η(A+) = η(A−) = η(E) = 0,
for some v ∈ D and thus trivial (coboundaries of ω = ν−1v).
For ν = 1 they are of the form
η(N) = v1, η(A
+) = v2, η(A
−) = η(E) = 0,
and for ν = −1 of the form
η(N) = v1, η(A
−) = v2, η(A+) = η(E) = 0,
with some vectors v1, v2 ∈ D. Therefore we get
dimH1(U0(osc), ρ±1, D) = 1, dimB1(U0(osc), ρ±1, D) = 1
and
dimH1(U0(osc), ρν , D) = 0, dimB1(U0(osc), ρν , D) = 1
for ν ∈ R\{−1, 0, 1}.
Let now ν = 1, the case ν = −1 is similar, since ρ1 and ρ−1 are related by the
automorphism N 7→ −N , A+ 7→ A−, A− 7→ A+, E 7→ −E. It turns out that for all
the cocycles given in the preceding proposition there exists a generator, and we obtain
the following result.
3.3. Proposition. Let v1, v2 ∈ C2 and b ∈ R. Then ρ = ρ1,
η(N) = v1, η(A
+) = v2, η(A
−) = η(E) = 0,
L(N) = b, L(E) = ||v2||2, L(A+) = L(A−) = 〈v1, v2〉,
defines a Schu¨rmann triple on osc acting on D = span {v1, v2}. The corresponding
quantum stochastic differentials are
dLN = dΛ(id) + dA
∗(v1) + dA(v1) + bdt,
dLA
+ = dA∗(v2) + 〈v1, v2〉dt,
dLA
− = dA(v2) + 〈v2, v1〉dt,
dLE = ||v2||2dt,
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and they satisfy the following Itoˆ table
• dLA+ dLN dLA− dLE
dLA
+ 0 0 0 0
dLN dLA
+ dLN +
(||v1||2 − b)dt 0 0
dLA
− dLE dLA− 0 0
dLE 0 0 0 0
.
Note that for ||v1||2 = b, this is the usual Itoˆ table of the four fundamental noises
of Hudson-Parthasarathy calculus.
3.2. SWN or Le´vy processes on sl2. The Lie algebra sl2 is the three-dimensional
simple Lie algebra with basis {B+, B−,M}, commutation relations
[B−, B+] =M, [M,B±] = ±2B±,
and involution (B−)∗ = B+, M∗ = M . Its center is generated by the Casimir element
C = M(M − 2)− 4B+B− = M(M + 2)− 4B−B+.
We have [sl2, sl2] = sl2, and so U0(sl2) has no Gaussian cocycles, cf. Lemma 2.6,
and therefore no Gaussian generators either. Let us now determine all the non-trivial
cocycles for the integrable unitary irreducible representations of sl2.
It is known that, beyond the trivial representation ρ0 there are three families of
equivalence classes of integrable unitary irreducible representation of sl2 (given in Equa-
tions (3.3), (3.4), (3.5) below), see, e.g., [GLL90] and the references therein. We will
consider them separately. We begin to consider the lowest and highest weight represen-
tations. These families of representations are parametrized by a real numberm0 and are
induced by ρ(M)Ω = m0Ω, ρ(B
−)Ω = 0, and ρ(M)Ω = −m0Ω, ρ(B+)Ω = 0, respec-
tively. The lowest weight representations are spanned by the vectors vn = ρ(B
+)nΩ,
with n ∈ N. We get
ρ(B+)vn = vn+1,
ρ(B−)vn = ρ
(
B−(B+)n
)
Ω = ρ
(
1
4
(
M(M + 2)− C)(B+)n−1)Ω
= n(n+m0 − 1)ρ(B+)n−1Ω = n(n+m0 − 1)vn−1,
ρ(M)vn = (2n+m0)vn.
If we want to define an inner product on span {vn;n ∈ N} such that ρ(M)∗ = ρ(M) and
ρ(B−)∗ = ρ(B+), then the vn have to be orthogonal and their norms have to satisfy
the recurrence relation
(3.2) ||vn+1||2 = 〈ρ(B+)vn, vn+1〉 = 〈vn, ρ(B−)vn+1〉 = (n + 1)(n+m0)||vn||2.
It follows there exists an inner product on span {vn;n ∈ N} such that the lowest weight
representation with ρ(M)Ω = m0Ω, ρ(B
−)Ω = 0 is a ∗-representation, if and only if
the coefficients (n+ 1)(n+m0) in Equation (3.2) are non-negative for all n = 0, 1, . . .,
i.e. if and only if m0 ≥ 0. For m0 = 0 we get the trivial one-dimensional representation
ρ0(B
+)Ω = ρ0(B
−)Ω = ρ0(M)Ω = 0 (since ||v1||2 = 0), for m0 > 0 we get
(3.3a) ρ+m0(B
+)en =
√
(n+ 1)(n+m0) en+1,
(3.3b) ρ+m0(M)en = (2n+m0)en,
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(3.3c) ρ+m0(B
−)en =
√
n(n +m0 − 1) en−1,
where {e0, e1, . . .} is an orthonormal basis of ℓ2. Note that the Casimir element acts
as ρ+m0(C)en = m0(m0 − 2)en. Similarly we see that there exists a ∗-representation ρ
containing a vector Ω such that ρ(B+)Ω = 0, ρ(M)Ω = −m0Ω, if and only if m0 ≥ 0.
For m0 = 0 this is the trivial representation, for m0 > 0 it is of the form
(3.4a) ρ−m0(B
−)en =
√
(n+ 1)(n+m0) en+1,
(3.4b) ρ−m0(M)en = −(2n +m0)en,
(3.4c) ρ−m0(B
+)en =
√
n(n +m0 − 1) en−1,
and ρ−m0(C)en = m0(m0 − 2)en. The integrable unitary irreducible representations of
sl2, belonging to the third class, have no highest or lowest weight vector. They are
parametrized by two real numbers m0, c and are induced by ρ(M)Ω = m0Ω, ρ(C)Ω =
cΩ. Note that since C is central, the second relation implies actually ρ(C) = c id. The
vectors {v±n = ρ(B±)nΩ;n ∈ N} form a basis for the induced representation,
ρ(M)vn = (2n+m0)vn
ρ(B+)vn =
{
vn+1 if n ≥ 0,
(m0+2n+2)(m0+2n)−c
4
vn+1 if n < 0,
ρ(B−)vn =
{
(m0+2n−2)(m0+2n)−c
4
vn−1 if n > 0,
vn−1 if n ≤ 0,
We look again for an inner product that turns this representation into a ∗-representation.
The vn have to be orthogonal for such an inner product and their norms have to satisfy
the recurrence relations
||vn+1||2 = (m0 + 2n+ 2)(m0 + 2n)− c
4
||vn||2, for n ≥ 0,
||vn−1||2 = (m0 + 2n− 2)(m0 + 2n)− c
4
||vn||2, for n ≤ 0.
Therefore we can define a positive definite inner product on span {vn;n ∈ Z}, if and
only if λ(λ + 2) > c for all λ ∈ m0 + 2Z. We can restrict ourselves to m0 ∈ [0, 2[,
because the representations induced by (c,m0) and (c,m0 + 2k), k ∈ Z turn out to
be unitarily equivalent. We get the following family of integrable unitary irreducible
representations of U(sl2),
(3.5a) ρcm0(B
+)en =
1
2
√
(m0 + 2n+ 2)(m0 + 2n)− c en+1,
(3.5b) ρcm0(M)en = (2n+m0)en,
(3.5c) ρcm0(B
−)en =
1
2
√
(m0 + 2n− 2)(m0 + 2n)− c en−1,
where {en;n ∈ Z} is an orthonormal basis of ℓ2(Z), m0 ∈ [0, 2[, c < m0(m0 − 2).
Due to Lemma 2.7, we are interested in representations in which C is mapped to
zero. There are, up to unitary equivalence, only three such representations, the trivial
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or zero representation (which has no non-zero cocycles at all, by Lemma 2.6), and the
two representations ρ± = ρ±2 on ℓ
2 defined by
ρ±(M)en = ±(2n + 2)en,
ρ+(B+)en =
√
(n+ 1)(n+ 2) en+1,
ρ+(B−)en =
√
n(n + 1) en−1,
ρ−(B+)en =
√
n(n + 1) en−1,
ρ−(B−)en =
√
(n+ 1)(n+ 2) en+1,
for n ∈ N, where {e0, e1, . . .} is an orthonormal basis of ℓ2. The representations ρ+ and
ρ− are not unitarily equivalent, but they are related by the automorphism M 7→ −M ,
B+ 7→ B−, B− 7→ B+. Therefore it is sufficient to study ρ+. Let η be a ρ+-1-cocycle.
Since ρ+(B+) is injective, we see that η is already uniquely determined by η(B+), since
the relations [M,B+] = 2B+ and [B−, B+] = M imply
η(M) = ρ+(B+)−1
(
ρ+(M)− 2)η(B+),
η(B−) = ρ+(B+)−1
(
ρ+(B−)η(B+)− η(M)).
In fact, we can choose any vector for η(B+), the definitions above and the formula
η(uv) = ρ+(u)η(v) for u, v ∈ U0(sl2) will extend it to a unique ρ+-1-cocycle. This
cocycle is a coboundary, if and only if the coefficient v0 in the expansion η(B
+) =∑∞
n=0 vnen of η(B
+) vanishes, and an arbitrary ρ+-1-cocycle is a linear combination of
the non-trivial cocyle η1 defined by
(3.6) η1
(
(B+)nMm(B−)r
)
=
{
0 if n = 0,
δr,0δm,0ρ(B
+)n−1e0 if n ≥ 1,
and a coboundary. In particular, for η with η(B+) =
∑∞
n=0 vnen, we get η = v0η1+ ∂ω
with ω =
∑∞
n=0
vn+1√
(n+1)(n+2)
en. Thus we have shown the following.
3.4. Proposition. We have
dimH1(U0(sl2), ρ±, ℓ2) = 1
and dimH1(U0(sl2), ρ, ℓ2) = 0 for all other integrable unitary irreducible representations
of sl2.
Since [sl2, sl2] = sl2, all elements of U0(sl2) can be expressed as linear combinations
of products of elements of U0(sl2). Furthermore one checks that
L(u) = 〈η(u∗1), η(u2)〉, for u = u1u2, u1, u2 ∈ U0(sl2)
is independent of the decomposition of u into a product and defines a hermitian linear
functional. Thus there exists a unique generator for every cocycle on sl2.
3.5. Example. We will now construct the Le´vy process for the cocycle η1 defined
in Equation (3.6) and the corresponding generator. We get
L(M) = 〈η1(B+), η1(B+)〉 − 〈η1(B−), η1(B−)〉 = 1,
L(B+) = L(B−) = 0,
and therefore
(3.7)
dLM = dΛ
(
ρ+(M)
)
+ dt,
dLB
+ = dΛ
(
ρ+(B+)
)
+ dA∗(e0),
dLB
− = dΛ
(
ρ+(B−)
)
+ dA(e0).
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The Itoˆ table is infinite-dimensional. This is the process that leads to the realization
of SWN that was constructed in the previous works [ALV99, AS00b, S´ni00].
For the Casimir element we get
dLC = −2dt.
For this process we have jst(B
−)Ω = 0 and jst(M)Ω = (t − s)Ω for all 0 ≤ s ≤ t.
From our previous considerations about the lowest weight representation of sl2 we can
now deduce that for fixed s and t the representation jst of sl2 restricted to the subspace
jst
(U(sl2))Ω is equivalent to the representation ρ+t−s defined in Equation (3.3).
3.6. Example. Let now ρ be one of the lowest weight representations defined in
(3.3) with m0 > 0, and let η be the trivial cocycle defined by
η(u) = ρ+m0(u)e0,
for u ∈ U0(sl2). There exists a unique generator for this cocycle, and the corresponding
Le´vy process is defined by
(3.8)
dLM = dΛ
(
ρ+m0(M)
)
+m0dA
∗(e0) +m0dA(e0) +m0dt,
dLB
+ = dΛ
(
ρ+m0(B
+)
)
+
√
m0dA
∗(e1),
dLB
− = dΛ
(
ρ+m0(B
−)
)
+
√
m0dA(e1).
For the Casimir element we get
dLC = m0(m0 − 2)
(
dΛ(id) + dA∗(e0) + dA(e0) + dt
)
.
3.3. White noise and its square or Le´vy processes on sl2 ⊕α hw. We can
define an action α of the Lie algebra sl2 on hw by
α(M) :
A+ 7→ A+,
E 7→ 0,
A− 7→ −A−,
α(B+) :
A+ 7→ 0,
E 7→ 0,
A− 7→ −A+,
α(B−) :
A+ 7→ A−,
E 7→ 0,
A− 7→ 0.
The α(X) are derivations and satisfy
(
α(X)Y
)∗
= −α(X∗)Y ∗ for all X ∈ sl2, Y ∈ hw.
Therefore we can define a new Lie algebra sl2 ⊕α hw as the semi-direct sum of sl2
and hw, it has the commutation relations
[
(X1, Y1), (X2, Y2)
]
=
(
[X1, X2], [Y1, Y2] +
α(X1)Y2 − α(X2)Y1
)
and the involution (X, Y )∗ = (X∗, Y ∗). In terms of the basis
{B±,M,A±, E} the commutation relations are
[B−, B+] =M [M,B±] = ±2B±,
[A−, A+] = E, [E,A±] = 0,
[B±, A∓] = ∓A±, [B±, A±] = 0,
[M,A±] = ±A±, [E,B±] = 0, [M,E] = 0.
The action α has been chosen in order to obtain these relations, which also follow from
the renormalization rule introduced in [ALV02].
In the following we identify U(hw) and U(sl2) with the corresponding subalgebras
in U(sl2 ⊕α hw).
Note that for any c ∈ R, span{N = M + cE,A+, A−, E} forms a Lie subalgebra of
sl2 ⊕α hw that is isomorphic to osc.
There exist no Gaussian Le´vy processes on sl2⊕α hw, since [sl2⊕α hw, sl2⊕α hw] =
sl2⊕α hw. But, like for every real Lie algebra, there exist non-trivial ∗-representations
of sl2⊕α hw, and thus also Le´vy processes, it is sufficient to take, e.g., a trivial cocycle.
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The following result shows that the usual creation and annihilation calculus cannot
be extended to a joint calculus of creation and annihilation and their squares.
3.7. Proposition. Let (ρ, η, L) be the Schu¨rmann triple on hw defined in Propo-
sition 3.1 a), and denote the corresponding Le´vy process by (jst)0≤s≤t. There exists no
Le´vy process (˜st)0≤s≤t on sl2 ⊕α hw such that(
˜st|U(hw)
) ∼= (jst),
unless (jst)0≤s≤t is trivial, i.e. jst(u) = 0 for all u ∈ U0(hw).
Proof. We will assume that (˜st) exists and show that this implies ||v1||2 =
||v2||2 = |z|2 = 0, i.e. L = 0.
Let (ρ˜, η˜, L˜) be the Schu¨rmann triple of (˜st). If
(
˜st|U(hw)
) ∼= (jst), then we have
L˜|U0(hw) = L, and therefore the triple on hw obtained by restriction of (ρ˜, η˜, L˜) is
equivalent to (ρ, η, L) and there exists an isometry from D = η
(U0(hw)) into D˜ =
η˜
(U0(sl2 ⊕α hw)), such that we have
ρ˜|U(hw)×D = ρ, and η˜|U0(hw) = η,
if we identify D with its image in D˜.
From [B+, A−] = −A+ and [B−, A+] = A−, we get
−η˜(A+) = ρ˜(B+)η(A−)− ρ˜(A−)η˜(B+),
η˜(A−) = ρ˜(B−)η(A+)− ρ˜(A+)η˜(B−).
Taking the inner product with η˜(A+) = η(A+) = v1 and η˜(A
−) = η(A−) = v2, resp.,
we get
−||v1||2 = 〈v1, ρ(B+)v2〉 − 〈v1, ρ˜(A−)η˜(B+)〉
= 〈v1, ρ(B+)v2〉 − 〈ρ(A+)v1, η˜(B+)〉 = 〈v1, ρ(B+)v2〉,
||v2||2 = 〈v2, ρ(B−)v1〉,
since ρ˜(A±)|D = ρ(A±). Therefore
−||v1||2 = 〈v1, ρ(B+)v2〉 = 〈v2, ρ(B−)v1〉 = ||v2||2,
and thus ||v1||2 = ||v2||2 = 0. But A+ = −[B+, A−] and
L(A+) = L˜(A+) = 〈η˜(A+), η˜(B+)〉 − 〈η˜(B−), η˜(A−)〉
= 〈v1, η˜(B+)〉 − 〈η˜(B−), v2〉
which now implies that z = L(A+) = 0. 
S´niady [S´ni00] has posed the question, if it is possible to define a joint calculus for
the linear white noise and the square of white noise. Formulated in our context, his
answer to this question is that there exists no Le´vy process on sl2 ⊕α hw such that
jst(E) = (t− s)id, and jst(A−)Ω = jst(B−)Ω = 0,
for all 0 ≤ s ≤ t. We are now able to show the same under apparently much weaker
hypotheses.
3.8. Corollary. Every Le´vy process on sl2 ⊕α hw such that the state vector Ω is
an eigenvector for jst(E) and jst(A
−) for some pair s and t with 0 ≤ s < t is trivial
on hw, i.e. it has to satisfy jst|U0(hw) = 0 for all 0 ≤ s ≤ t.
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Proof. Assume that such a Le´vy process exists. Then it would be equivalent to
its realization on a boson Fock space defined by Equation (2.1). Therefore we see that
the state vector is an eigenvector of jst(E) and jst(A
−), if and only if the Schu¨rmann
triple of (jst)0≤s≤t satisfies η(E) = η(A−) = 0. If we show that the only Schu¨rmann
triples on hw satisfying this condition are the Gaussian Schu¨rmann triples, then our
result follows from Proposition 3.7.
Let (ρ, η, L) be a Schu¨rmann triple on hw such that η(E) = η(A−) = 0. Then the
vector η(A+) has to be cyclic for ρ. We get
ρ(E)η(A+) = ρ(A+)η(E) = 0,
since E and A+ commute. From [A−, A+] = E, we get
ρ(A−)η(A+) = ρ(A+)η(A−) + η(E) = 0.
But
||ρ(A+)η(A+)||2 = 〈η(A+), ρ(A−)ρ(A+)η(A+)〉
= 〈η(A−), ρ(A+)ρ(A−)η(A+)〉+ 〈η(A+), ρ(E)η(A+)〉
= 0
shows that ρ(A+) also acts trivially on η(A+) and therefore the restriction of the triple
(ρ, η, L) to U(hw) is Gaussian. 
The SWN calculus defined in Example 3.5 can only be extended in the trivial way,
i.e. by setting it equal to zero on hw, ˜st|hw = 0.
3.9. Proposition. Let (jst)0≤s≤t be the Le´vy process on sl2 defined in (3.7). The
only Le´vy process (˜st)0≤s≤t on sl2 ⊕α hw such that
(˜st|U(sl2)) ∼= (jst)
is the process defined by ˜st = jst ◦ π for 0 ≤ s ≤ t, where π is the canonical homomor-
phism π : U(sl2 ⊕α hw)→ U
(
(sl2 ⊕α hw)/hw
) ∼= U(sl2).
Proof. We proceed as in the proof of Proposition 3.7, we assume that (˜st)0≤s≤t
is such an extension, and then we show that this necessarily implies ρ˜|U0(hw) = 0,
η˜|U0(hw) = 0, and L˜|U0(hw) = 0 for its Schu¨rmann triple (ρ˜, η˜, L˜). We know that the
restriction of the Schu¨rmann triple (ρ˜, η˜, L˜) to the subalgebra sl2 and the representation
space D = η˜
(U0(sl2)) has to be equivalent to the Schu¨rmann triple (ρ, η, L) defined in
Example 3.5.
Our main tool are the following two facts, which can be deduced from our construc-
tion of the irreducible ∗-representations of sl2 in Subsection 3.2. Let π be an arbitrary
∗-representation of sl2. Then π(B−)v = 0 and π(M)v = λv, with λ < 0 implies v = 0.
And if we have a vector v 6= 0 that satisfies π(B−)v = 0 and π(M)v = λv with λ ≥ 0,
then π restricted to π
(U(sl2))v is equivalent to the lowest weight representation ρ+m0
with m0 = λ.
First, we show in several steps that η(B+) is cyclic for ρ˜ and exhibit several vectors
in D˜ = η˜
(U0(sl2⊕αhw)) which are lowest weight vectors for sl2. Using this information
we can then prove that ρ˜, η˜, and L˜ vanish on hw (and therefore also on U0(hw)).
Step 1:: η˜(A−) = 0.
The relations [B−, A−] = 0 and [M,A−] = −A− imply ρ˜(B−)η˜(A−) =
ρ˜(A−)η(B−) = 0 and −η˜(A−) = ρ˜(M)η˜(A−)− ρ˜(A−)η(M) = ρ˜(M)η˜(A−).
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Step 2:: If u0 = ρ˜(A
−)η(B+) = η˜(A+) 6= 0, then it generates an sl2-representation
that is equivalent to ρ+1 .
Since η˜(A−) = 0, the relation [A−, B+] = A+ implies η˜(A+) = ρ˜(A−)η(B+)−
ρ˜(B+)η˜(A−) = ρ˜(A−)η(B+). Furthermore [B−, A+] = A− and [M,A+] = A+
yield ρ˜(B−)η˜(A+) = ρ˜(A+)η(B−)+η˜(A−) = 0 and ρ˜(M)η˜(A+) = ρ˜(A+)η(M)+
η˜(A+) = η˜(A+).
Step 3:: The sl2-representation generated from v0 = ρ˜(A
−)η˜(A+) = η˜(E) is
equivalent to the trivial one, i.e. ρ˜(B−)η˜(E) = ρ˜(M)η˜(E) = ρ˜(B+)η˜(E) = 0.
We get ρ˜(B−)η˜(E) = ρ˜(M)η˜(E) = 0 from the relations [M,E] = 0 and
[B−, E] = 0, and ρ˜(B+)η˜(E) = 0 follows from our basic facts on sl2-represen-
tations.
Step 4:: η˜(E) = 0 and w0 = ρ˜(A
+)η˜(A+) is the lowest weight vector of an
sl2-representation equivalent to ρ
+
2 (unless w0 = 0).
Applying twice the relation [B−, A+] = A− and once [A−, A+] = E, we get
ρ˜(B−)ρ˜(A+)η˜(A+) = ρ˜(A+)ρ˜(B−)η˜(A+) + ρ˜(A−)η˜(A+)
= ρ˜(A+)ρ˜(A+)η(B−) + ρ˜(A+)η˜(A−) + ρ˜(A+)η˜(A−) + η˜(E)
= η˜(E).
We can use this relation to compute the norm of η˜(E),
||η˜(E)||2 = 〈η˜(E), ρ˜(B−)ρ˜(A+)η˜(A+)〉 = 〈ρ˜(B+)η˜(E), ρ˜(A+)η˜(A+)〉 = 0,
since ρ˜(B+)η˜(E) = 0.
Using twice the relation [M,A+] = A+, one also obtains ρ˜(M)w0 = 2w0.
Step 5:: ρ˜(E) = 0.
The results of steps 1, 2, and 4 and the surjectivity of η˜ imply that η(B+)
is cyclic for ρ˜, i.e. any vector v ∈ D can be written in the from v = ρ˜(u)η(B+)
for some u ∈ U(sl2 ⊕α hw). Since E is central, we get
ρ˜(E)v = ρ˜(E)ρ˜(u)η(B+) = ρ˜(uB+)η˜(E) = 0.
for all v ∈ D.
Step 6:: w0 = 0.
We can compute the norm of ρ˜(B+)w0 = ρ˜(B
+)ρ˜(A+)η˜(A+) in two differ-
ent ways. Since A+ and B+ commute, we get
||ρ˜(B+)w0||2 = ||ρ˜(A+)2η(B+)||2 = 〈η(B+), ρ˜(A−)2ρ˜(A+)2η(B+)〉
= 〈ρ˜(A−)2η(B+), ρ˜(A−)2η(B+)〉 = ||ρ˜(A−)η˜(A+)||2 = ||η˜(E)||2 = 0,
where we also used ρ˜(E) = 0.
If w0 6= 0, then ρ˜ restricted to ρ˜(U(sl2)w0 is equivalent to ρ+2 , so in particu-
lar the vectors wn = ρ˜(B
+)n, n ≥ 0, must be an orthogonal family of non-zero
vectors with ||w1||2 = 6||w0||2 by Equation (3.2). But we have just shown
||w1||2 = 0.
Step 7:: u0 = 0 and ρ˜|hw = 0.
We get
||u0||2 = 〈ρ˜(A−)η(B+), ρ˜(A−)η(B+)〉 = 〈η(B+), ρ˜(A+)ρ˜(A−)η(B+)〉
= 〈η(B+), ρ˜(A+)η˜(A+)〉 = 〈η(B+), w0〉 = 0.
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Therefore we have η˜|hw = 0 and D˜ = D = span
{
η
(
(B+)k
)|k = 1, 2, . . .}.
From this we can deduce ρ˜(A+)η
(
(B+)k
)
= ρ˜((B+)k
)
η˜(A+) = 0, i.e. ρ˜(A+) = 0
and therefore also ρ˜(A−) = ρ˜(A+)∗ = 0.
Step 8:: L˜|hw = 0.
Finally, using, e.g., the relations [M,A±] = ±A± and E = [A−, A+], one
can show that the generator L˜ also vanishes on hw,
±L˜(A±) = 〈η(M), η˜(A±)〉 − 〈η˜(A∓), η(M)〉 = 0,
L˜(E) = ||η˜(A+)||2 − ||η˜(A−)||2 = 0.

But there do exist non-trivial Le´vy processes such that jst(A
−)Ω = jst(B−)Ω = 0
for all 0 ≤ s ≤ t, as the following example shows.
3.10. Example. Let h > 0 and let ρh be the Fock representation of U(hw) defined
in (3.1). This extends to a representation of U(sl2 ⊕α hw), if we set
ρh(B
+) =
ρh(A
+)2
2h
, ρh(M) =
ρh(A
+A− + A−A+)
2h
, ρh(B
+) =
ρh(A
−)2
2h
.
The restriction of this representation to sl2 is a direct sum of the two lowest weight
representations ρ+1/2 and ρ
+
3/2, the respective lowest weight vectors are e0 and e1. For
the cocycle we take the coboundary of the ‘lowest weight vector’ e0 ∈ ℓ2, i.e. we set
η(u) = ρh(u)e0
for u ∈ U0(sl2 ⊕α hw), and for the generator
L(u) = 〈e0, ρh(u)e0〉
for u ∈ U0(sl2 ⊕α hw). This defines a Schu¨rmann triple on sl2 ⊕α hw over ℓ2 and
therefore
dLB
+ =
1
2h
dΛ
(
ρh(A
+)2
)
+
1√
2
dA∗(e2),
dLA
+ = dΛ
(
ρh(A
+)
)
+
√
hdA∗(e1),
dLM =
1
2h
dΛ
(
ρh(A
+A− + A−A+)
)
+
1
2
dA∗(e0) +
1
2
dA(e0) +
1
2
dt,
dLE = hdΛ(id) + hdA
∗(e0) + hd(e0) + hdt,
dLA
− = dΛ
(
ρh(A
−)
)
+
√
hdA(e1),
dLB
− =
1
2h
dΛ
(
ρh(A
−)2
)
+
1√
2
dA(e2),
defines a Le´vy process sl2 ⊕α hw, acting on the Fock space over L2(R+, ℓ2). The Itoˆ
table of this process is infinite-dimensional. The restriction of this process to sl2 is
equivalent to the process defined in Example 3.6 with m0 =
1
2
.
One can easily verify that jst(A
−) and jst(B−) annihilate the vacuum vector of
Γ
(
L2(R+, ℓ
2)
)
.
We have ρh(C) = −34 id, and therefore
dLC = −3
4
(
dΛ(id) + dA∗(e0) + dA(e0) + dt
)
.
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3.4. Higher order noises. Let us now consider the infinite-dimensional real Lie
algebra wn that is spanned by {Bn,m;n,m ∈ N} with the commutation relations ob-
tained by the natural extension, to higher powers of the white noise, of the renormal-
ization rule introduced in [ALV99], i.e.:
[Bn1,m1, Bn2,m2] =
n2∧m1∑
k=1
m1!n2!
(m1 − k)!(n2 − k)!k!c
kBn1+n2−k,m1+m2−k
−
n1∧m2∑
k=1
m2!n1!
(m2 − k)!(n1 − k)!k!c
kBn1+n2−k,m1+m2−k
for n1, n2, m1, m2 ∈ N, and involution (Bn,m)∗ = Bm,n, where c ≥ 0 is some fixed
positive parameter. These relations can be obtained by taking the quotient of the
universal enveloping algebra U(hw) of hw with respect to the ideal generated by E =
c1. The basis elements Bn,m are the images of (A
+)n(A−)m.
We can embed hw and sl2 ⊕α hw into wn by
A+ 7→ B1,0√
c
, A− 7→ B0,1√
c
, E 7→ B0,0,
B+ 7→ 1
2c
B2,0, B
− 7→ 1
2c
B0,2, M 7→ 1
c
B1,1 +
1
2
B0,0.
There exist no Gaussian Le´vy processes on wn, since [wn,wn] = wn.
Let ρc be the Fock representation defined in Equation (3.1). Setting
ρ(Bn,m) = ρc
(
(A+)n(A−)m
)
, n,m ∈ N,
we get a ∗-representation of U(wn). If we set η(u) = ρ(u)e0 and L(u) = 〈e0, ρ(u)e0〉
for u ∈ U0(wn), then we obtain a Schu¨rmann triple on wn. For this triple we get
dLBn,m = dΛ
(
ρc(A
+)nρc(A
−)m
)
+ δm0
√
cnn! dA∗(en) + δn0
√
cmm! dA(em) + δn0δm0dt,
for the differentials. Note that we have jst(Bnm)Ω = 0 for all m ≥ 1 and 0 ≤ s ≤ t for
the associated Le´vy process.
3.5. Other examples: Le´vy processes on fd and gl2. The goal of this sub-
section is to explain the relation of the present paper to previous works by Boukas
[Bou88, Bou91] and Parthasarathy and Sinha [PS91].
We introduce the two real Lie algebras fd and gl2. The finite-difference Lie algebra
fd is the three-dimensional solvable real Lie algebra with basis {P,Q, T}, commutation
relations
[P,Q] = [T,Q] = [P, T ] = T,
and involution P ∗ = Q, T ∗ = T , cf. [Fei87]. This Lie algebra is actually the direct sum
of the unique non-abelian two-dimensional real Lie algebra and the one-dimensional
abelian Lie algebra, its center is spanned by T − P −Q.
The Lie algebra gl2 of the general linear group GL(2;R) is the direct sum of
sl2 with the one-dimensional abelian Lie algebra. As a basis of gl2 we will choose
{B+, B−,M, I}, where B+, B−, and M are a basis of the Lie subalgebra sl2, and I
is hermitian and central. Note that T 7→ M + B+ + B−, P 7→ (M − I)/2 + B−,
Q 7→ (M − I)/2+B+ defines an injective Lie algebra homomorphism from fd into gl2,
i.e. we can regard fd as a Lie subalgebra of gl2.
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Following ideas by Feinsilver [Fei89], Boukas [Bou88, Bou91] constructed a cal-
culus for fd, i.e. he constructed a Le´vy process on it and defined stochastic integrals
with respect to it. He also derived the Itoˆ formula for these processes and showed that
their Itoˆ table is infinite-dimensional. His realization is not defined on the boson Fock
space, but on the so-called finite-difference Fock space especially constructed for his fd
calculus. Parthasarathy and Sinha constructed another Le´vy process on fd, acting on
a boson Fock space, in [PS91]. They gave an explicit decomposition of the operators
into conservation, creation, annihilation, and time, thereby reducing its calculus to
Hudson-Parthasarathy calculus.
Accardi and Skeide [AS00b, AS00a] noted that they were able to recover Boukas’
fd calculus from their SWN calculus. In fact, since gl2 is a direct sum of sl2 and the
one-dimensional abelian Lie algebra, any Le´vy process (jst)0≤s≤t on sl2 can be extended
(in many different ways) to a Le´vy process (˜st)0≤s≤t on gl2. We will only consider the
extensions defined by
˜st|sl2 = jst, and ˜st(I) = λ(t− s)id, for 0 ≤ s ≤ t,
for λ ∈ R. Since fd is a Lie subalgebra of gl2, we also get a Le´vy process on fd by
restricting (˜st)0≤s≤t to U(fd).
If we take the Le´vy process on sl2 defined in Example 3.5 and λ = 1, then we get
dLP = dΛ
(
ρ+(M/2 +B−)
)
+ dA(e0),
dLQ = dΛ
(
ρ+(M/2 +B+)
)
+ dA∗(e0),
dLT = dΛ
(
ρ+(M +B+ + B−)
)
+ dA∗(e0) + dA(e0) + dt.
It can be checked that this Le´vy process is equivalent to the one defined by Boukas.
If we take instead the Le´vy process on sl2 defined in Example 3.6, then we get
dLP = dΛ
(
ρ+m0(M/2 +B
−)
)
+ dA∗
(m0
2
e0
)
+ dA
(m0
2
e0 +
√
m0e1
)
+
m0 − λ
2
dt,
dLQ = dΛ
(
ρ+m0(M/2 +B
+)
)
+ dA∗
(m0
2
e0 +
√
m0e1
)
+ dA
(m0
2
e0
)
+
m0 − λ
2
dt,
dLT = dΛ
(
ρ+m0(M +B
+ +B−)
)
+ dA∗(m0e0 +
√
m0e1) + dA(m0e0 +
√
m0e1) +m0dt
= dLP + dLQ+ λdt.
For m0 = λ = 2, this is exactly the Le´vy process defined in [PS91]. Note that in
that case the representation ρ+2 = ρ
+ and the Fock space agree with those of Boukas’
process, but the cocycle and the generator are different. Therefore the construction of
[PS91] leads to the same algebra as Boukas’, but not to the same quantum process –
a fact that had already been noticed by Accardi and Boukas [AB02].
4. Classical processes
Let (jst)0≤s≤t be a Le´vy process on a real Lie algebra gR over Γ = Γ
(
L2(R+, D)
)
,
fix a hermitian element Y , Y ∗ = Y , of gR, and define a map y : Σ(R+)→ L(Γ) by
yφ =
n∑
k=1
φkjsktk(Y ), for φ =
n∑
k=1
φk1[sk,tk[ ∈ Σ(R+)
It is clear that the operators {yφ;φ ∈ Σ(R+)} commute, since y is the restriction of
π : gR+ ∋ ψ =∑nk=1 ψk1[sk,tk[ 7→∑nk=1 jsktk(ψk) ∈ L(Γ) to the abelian current algebra
CY R+ over CY . Furthermore, if φ is real-valued, then yφ is hermitian, since Y is
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hermitian. Therefore there exists a classical stochastic process (Y˜t)t≥0 whose moments
are given by
E(Y˜t1 · · · Y˜tn) = 〈Ω, y1[0,t1[ · · · y1[0,tn[Ω〉, for all t1, . . . , tn ∈ R+.
Since the expectations of (jst)0≤s≤t factorize, we can choose (Y˜t)t≥0 to be a Le´vy process.
If jst(Y ) is even essentially self-adjoint, then the marginal distribution of (Y˜t)t≥0 is
uniquely determined.
We will now give a characterization of (Y˜t)t≥0. First, we need two lemmas.
4.1. Lemma. Let X ∈ L(D), u, v ∈ D, and suppose furthermore that the series∑∞
n=0
(tX)n
n!
w and
∑∞
n=0
(tX∗)n
n!
w converge in D for all w ∈ D. Then we have
eΛ(X)A(v) = A
(
e−X
∗
v
)
eΛ(X)
eA
∗(u)A(v) =
(
A(v)− 〈v, u〉)eA∗(u)
eA
∗(u)Λ(X) =
(
Λ(X)− A∗(Xu))eA∗(u)
on the algebraic boson Fock space over D.
Proof. This can be deduced from the formula for the adjoint actions, AdeXY =
eXY e−X = Y + [X, Y ] + 1
2
[
X, [X, Y ]
]
+ · · · = eadXY . 
The following formula gives the normally ordered form of the generalized Weyl oper-
ators and is a key tool to calculate the characteristic functions of classical subprocesses
of Le´vy processes on real Lie algebras.
4.2. Lemma. Let X ∈ L(D) and u, v ∈ D and suppose furthermore that the series∑∞
n=0
(tX)n
n!
w and
∑∞
n=0
(tX∗)n
n!
w converge in D for all w ∈ D. Then we have
exp
(
Λ(X) + A∗(u) + A(v) + α
)
= exp
(
A∗(u˜)
)
exp
(
Λ(X)
)
exp
(
A(v˜)
)
exp(α˜)
on the algebraic boson Fock space over D, where
u˜ =
∞∑
n=1
Xn−1
n!
u, v˜ =
∞∑
n=1
(X∗)n−1
n!
v, α˜ = α +
∞∑
n=2
〈v, X
n−2
n!
u〉.
Proof. Let ω ∈ D and set ω1(t) = exp t
(
Λ(X) + A∗(u) + A(v) + α
)
ω and
ω2(t) = exp
(
A∗
(
u˜(t)
))
exp
(
tΛ(X)
)
exp
(
A
(
v˜(t)
))
exp
(
α˜(t)
)
ω
for t ∈ [0, 1], where
u˜(t) =
∞∑
n=1
tnXn−1
n!
u, v˜(t) =
∞∑
n=1
tn(X∗)n−1
n!
v, α˜(t) = tα +
∞∑
n=2
〈v, t
nXn−2
n!
u〉.
Then we have ω1(0) = ω = ω2(0). Using Lemma 4.1, we can also check that
d
dt
ω1(t) =
(
Λ(X) + A∗(u) + A(v) + α
)
ω exp t
(
Λ(X) + A∗(u) + A(v) + α
)
ω
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and
d
dt
ω2(t) = A
∗
(
du˜
dt
(t)
)
exp
(
A∗
(
u˜(t)
))
exp
(
tΛ(X)
)
exp
(
A
(
v˜(t)
))
exp
(
α˜(t)
)
ω
+exp
(
A∗
(
u˜(t)
))
Λ(X) exp
(
tΛ(X)
)
exp
(
A
(
v˜(t)
))
exp
(
α˜(t)
)
ω
+exp
(
A∗
(
u˜(t)
))
exp
(
tΛ(X)
)
A
(
dv˜
dt
(t)
)
exp
(
A
(
v˜(t)
))
exp
(
α˜(t)
)
ω
+exp
(
A∗
(
u˜(t)
))
exp
(
tΛ(X)
)
exp
(
A
(
v˜(t)
))dα˜
dt
(t) exp
(
α˜(t)
)
ω
coincide for all t ∈ [0, 1]. Therefore we have ω1(1) = ω2(1). 
4.3. Theorem. Let (jst)0≤s≤t be a Le´vy process on a real Lie algebra gR with
Schu¨rmann triple (ρ, η, L). Then for any hermitian element Y of gR such that η(Y )
is analytic for ρ(Y ), the associated classical Le´vy process (Y˜t)t≥0 has characteristic
exponent
Ψ(λ) = iλL(Y ) +
∞∑
n=2
(iλ)n
n!
〈η(Y ∗), ρ(Y )n−2η(Y )〉,
(ρ(Y )0 = id) for λ in some neighborhood of zero.
Proof. The characteristic exponent Ψ(λ), λ ∈ R, is defined by E(eiλY˜t) = etΨ(λ),
so we have to compute
E
(
eiλY˜t
)
= 〈Ω, eiλj0t(Y )Ω〉
for j0t(Y ) = Λ0t
(
ρ(Y )
)
+ A∗0t
(
η(Y )
)
+ A0t
(
η(Y )
)
+ tL(Y ). Using Lemma 4.2, we get
E
(
eiλY˜t
)
= exp
(
itλL(Y ) + t
∞∑
n=2
〈
η(Y ∗),
(iλ)nρ(Y )n−2
n!
η(Y )
〉)
.

4.4. Remark. Note that Ψ(λ) is nothing else than
∑∞
n=1
(iλ)n
n!
L(Y n). It is also
possible to give a more direct proof of the theorem, using the convolution of functionals
on U(g) instead of the boson Fock space realization of (jst)0≤s≤t.
We give two corollaries of this result, the first justifies our definition of Gaussian
generators.
4.5. Corollary. Let L be a Gaussian generator on gR with corresponding Le´vy
process (jst)0≤s≤t. Then for any hermitian element Y the associated classical Le´vy
process (Y˜t)t≥0 is Gaussian with mean and variance
E(Y˜t) = tL(Y ), E(Y˜
2
t ) = ||η(Y )||2t, for t ≥ 0.
We see that in this case we can take
(||η(Y )||Bt + L(Y )t)t≥0 for (Y˜t)t≥0, where
(Bt)t≥0 is a standard Brownian motion.
The next corollary deals with the case where L is the restriction to U0(g) of a
positive functional on U(g).
4.6. Corollary. Let (ρ, η, L) be a Schu¨rmann triple on gR whose cocycle is trivial,
i.e. there exists a vector ω ∈ D such that η(u) = ρ(u)ω for all u ∈ U0(g), and whose
generator is of the form L(u) = 〈ω, ρ(u)ω〉, for all u ∈ U0(g). Suppose furthermore that
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the vector ω is analytical for ρ(Y ), i.e. that euρ(Y )ω :=
∑∞
n=1
unρ(Y )n
n!
ω converges for
sufficiently small u. Then the classical stochastic process (Y˜t)t≥0 associated to (jst)0≤s≤t
and Y is a compound Poisson process with characteristic exponent
Ψ(u) = 〈ω, (eiuρ(Y ) − 1)ω〉.
4.7. Remark. If the operator ρ(Y ) is even (essentially) self-adjoint, then we get
the Le´vy measure of (Y˜t)t≥0 by evaluating its spectral measure in the state vector ω,
µ(dλ) = 〈ω, dPλω〉,
where ρ(Y ) =
∫
λdPλ is the spectral resolution of (the closure of) ρ(Y ).
Corollary 4.6 suggests to call a Le´vy process on g with trivial cocycle η(u) = ρ(u)ω
and generator L(u) = 〈ω, ρ(u)ω〉 for u ∈ U0(g) a Poisson process on g.
4.8. Example. Let (jst)0≤s≤t be the Le´vy process on sl2 defined in Example 3.6
and let Y = B+ + B− + βM with β ∈ R. The operator X = ρ+m0(Y ) is essentially
self-adjoint. We now want to characterize the classical Le´vy process (Y˜t)t≥0 associated
to Y and (jst)0≤s≤t in the manner described above. Corollary 4.6 tells us that (Y˜t)t≥0
is a compound Poisson process with characteristic exponent
Ψ(u) = 〈e0,
(
eiuX − 1) e0〉.
We want to determine the Le´vy measure of (Y˜t)t≥0, i.e. we want to determine the
measure µ on R, for which
Ψ(u) =
∫ (
eiux − 1)µ(dx).
This is the spectral measure of X evaluated in the state 〈e0, · e0〉. Note that the
polynomials pn ∈ R[x] defined by the condition
en = pn(X)e0,
n = 0, 1, . . . , are orthogonal w.r.t. µ, since∫
pn(x)pm(x)µ(dx) = 〈e0, pn(X)pm(X)e0〉 = 〈pn(X)e0, pm(X)e0〉 = δnm,
for n,m ∈ N. Looking at the definition of X , we can easily identify the three-term-
recurrence relation satisfied by the pn. We get
Xen =
√
(n+ 1)(n+m0)en+1 + β(2n+m0)en +
√
n(n+m0 − 1)en−1,
for n ∈ N, and therefore
(n+ 1)Pn+1 + (2βn+ βm0 − x)Pn + (n+m0 − 1)Pn−1 = 0,
with initial condition P−1 = 0, P1 = 1, for the rescaled polynomials
Pn =
n∏
k=1
√
n
n +m0
pn.
According to the value of β we have to distinguish three cases.
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(1) |β| = 1: In this case we have, up to rescaling, Laguerre polynomials, i.e.
Pn(x) = (−β)nL(m0−1)n (βx)
where the Laguerre polynomials L
(α)
n are defined as in [KS94, Equation (1.11.1)].
The measure µ can be obtained by normalizing the measure of orthogonality
of the Laguerre polynomials, it is equal to
µ(dx) =
|x|m0−1
Γ(m0)
e−βx1βR+dx.
If β = +1, then this measure is, up to a normalization parameter, the usual
χ2-distribution (with parameter m0) of probability theory. The operator X is
then positive and therefore (Y˜t)t≥0 is a subordinator, i.e. a Le´vy process with
values in R+, or, equivalently, a Le´vy process with non-decreasing sample
paths.
(2) |β| < 1: In this case we find the Meixner-Pollaczek polynomials after rescaling,
Pn(x) = P
(m0/2)
n
(
x
2
√
1− β2 ; π − arccos β
)
.
For the definition of these polynomials see, e.g., [KS94, Equation (1.7.1)]. For
the measure µ we get
µ(dx) = C exp
(
(π − 2 arccosβ)x
2
√
1− β2
) ∣∣∣∣∣Γ
(
m0
2
+
ix
2
√
1− β2
)∣∣∣∣∣
2
dx,
where C has to be chosen such that µ is a probability measure.
(3) |β| > 1: In this case we get Meixner polynomials after rescaling,
Pn(x) = (−c sgnβ)n
n∏
k=1
k +m0 − 1
k
Mn
(
x
1/c− csgnβ −
m0
2
;m0; c
2
)
where
c = |β| −
√
β2 − 1
The definition of these polynomials can be found, e.g., in [KS94, Equation (1.9.1)].
The density µ is again the measure of orthogonality of the polynomials Pn (normalized
to a probability measure). We therefore get
µ = C
∞∑
n=0
c2n(m0)n
n!
δxn
where
xn =
(
n+
m0
2
)(1
c
− c
)
sgnβ, for n ∈ N
and C−1 =
∑∞
n=0
c2n(m0)n
n!
= (1− c2)−m0 . Here (m0)n denotes the Pochhammer symbol,
(m0)n = m0(m0 + 1) · · · (m0 + n− 1).
4.9. Example. Let now (jst)0≤s≤t be the Le´vy process on sl2 defined in Example
3.5 and let again Y = B+ + B− + βM with β ∈ R. We already noted in Example 3.5
that jst is equivalent to ρ
+
t−s for fixed s and t. Therefore the marginal distributions of
the classical Le´vy process (Y˜t)t≥0 are exactly the distributions of the operator X that
we computed in the previous example (with m0 = t).
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For β = 1, we recover [Bou91, Theorem 2.2]. The classical Le´vy process associated
to T = B+ +B− +M is an exponential or Gamma process with Fourier transform
E
(
eiuY˜t
)
= (1− iu)−t
and marginal distribution νt(dx) =
xt−1
Γ(t)
e−x1R+dx. This is a subordinator with Le´vy
measure is x−1e−x1R+dx, see, e.g., [Ber96].
For β > 1, we can write the Fourier transform of the marginal distributions νt as
E(eiuY˜t) = exp t
(
iu(c− 1/c)
2
+
∞∑
n=1
c2n
n
(
eiun(c−1/c) − 1)) .
This shows that we can define (Y˜t)t≥0 as sum of Poisson processes with a drift, i.e. if((
N
(n)
t
)
t≥0
)
n≥1
are independent Poisson processes (with intensity and jump size equal
to one), then we can take
Y˜t = (c− 1/c)
( ∞∑
n=1
nN
(n)
c2nt/n +
t
2
)
, for t ≥ 0.
The marginal distributions of these processes for the different values of β and their
relation to orthogonal polynomials are also discussed in [FS93, Chapter 5].
5. Conclusion
We have shown that the theories of factorizable current representations of Lie alge-
bras and Le´vy processes on ∗-bialgebras provide an elegant and efficient formalism for
defining and studying quantum stochastic calculi with respect to additive operator pro-
cesses satisfying Lie algebraic relations. The theory of Le´vy processes on ∗-bialgebras
can also handle processes whose increments are not simply additive, but are composed
by more complicated formulas, the main restriction is that they are independent (in
the tensor sense). This allows to answer questions that could not be handled by direct
computational methods, such as the computation of the SWN Itoˆ table, the simulta-
neous realization of linear and squared white noise on the same Hilbert space, or the
characterization of the associated classical processes.
After the completion of the present article, Accardi, Hida, and Kuo [AHK01] have
shown that using white noise calculus it is possible to obtain a closed Itoˆ table for
the quadratic covariations of the three basic square of white noise operators. But the
coefficients in their Itoˆ table contain functions of the Hida derivative and its adjoint.

CHAPTER 5
Le´vy Processes and Brownian Motion on Braided Spaces
We define and study Le´vy processes and Brownian motion on braided
spaces. First, we introduce the necessary notions and generalize some
fundamental results, in particular about the positivity of the convo-
lution of positive functionals and the one-to-one correspondences be-
tween generators, convolution semi-groups and Le´vy processes. Next
we exhibit a construction of examples of braided ∗-Hopf algebras, and
also give their symmetrization. Finally, we study Brownian motion,
i.e. Le´vy processes with quadratic generators, on these algebras. We
show how Brownian motions on these braided ∗-spaces can be clas-
sified and we give the quantum stochastic differential equations that
define a realization of these processes on Fock space.
Joint work with Rene´ Schott and Michael Schu¨rmann.
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1. Introduction
Le´vy processes and especially Brownian motion are important examples of stochas-
tic processes and they have been crucial in the development of the stochastic calculus
and the theory of Markov processes. Stochastic integrals were first defined for Brow-
nian motion, before their theory was extended to semi-martingales. Many important
properties of Markov processes were first discovered for Le´vy processes.
In quantum probability, Le´vy processes, i.e. processes with independent and sta-
tionary increments, can be defined whenever we have a notion of independence with an
associated convolution. Under some weak conditions (cf. [Sch95a, Spe97, BGS99,
Mur02c, Mur02b]) this leaves only five possibilities, Voiculescu’s [VDN92] free in-
dependence, boolean independence (see e.g. [SW97]), tensor independence, which is
the closest to the notion of independence used in classical probability theory, and the
monotone and anti-monotone independence [Lu97, Mur97]. Works by two of the
present authors [Sch95b, Fra03b] and by R. Lenczewski [Len98] indicate that many
questions about the free, boolean, monotone, or anti-monotone convolution and Le´vy
processes can be resolved by reducing them to the tensor case.
In this paper we remove an asymmetry in the present theory of Le´vy processes
related to tensor independence, i.e. Le´vy processes on bialgebras [ASW88, Sch93,
FS99]. The algebras on which the processes are defined were ∗-bialgebras, but the
‘twisting’ of the tensor product was supposed to stem from a group action and coaction.
But, in general, a ‘twisted’ (or braided) tensor category does not come from a group
but from a quasitriangular bialgebra, see e.g. [Maj95b, Chapter 9] and the references
therein. Here we will define and study Le´vy processes on ∗-bialgebras in the category
of representations of another ∗-bialgebra. In particular, for explicit calculations we will
consider processes on primitively generated ∗-bialgebras with a braiding defined by an
R-matrix. Here the bialgebra ‘behind’ the braiding is that associated to the R-matrix
by the Faddeev-Reshetikhin-Takhtajan (FRT) construction. Following Majid we dub
these algebras ‘braided (∗-) spaces’.
There are several reasons for the generalization presented in the paper. First, as
explained above, it is an unnecessary restriction to consider only braidings that can
be defined via an action and coaction of a group. Taking a bialgebra (satisfying some
additional conditions) instead of the group seems to be the natural framework. But this
requires some changes in the theory, e.g. the compatibility condition for the action and
the coaction used in [Sch93] only works for cocommutative bialgebras, in the general
case it has to be replaced by the one stated in Lemma 3.2.
Second, it leads to an interesting new class of processes. In dimension one there is
only one R-matrix, the 1×1-matrix R = (q) with q 6= 0. In this case the braiding can be
defined via a group, and we obtain e.g. the Aze´ma process, whose amazing properties
have been studied in [Aze´85, Eme89, Par90, Sch91a]. But in higher dimension there
are many possibilities to choose the R-matrix, and most of them cannot be obtained
from groups. We will classify the Brownian motions (i.e. Le´vy processes with quadratic
generator) on the braided spaces associated to the sl2- and sl3-R-matrix in Section 7.
Another motivation is the possibility of so-called braid statistics in two- and three-
dimensional quantum field theories, see [Maj93, Oec01].
This paper is organized as follows.
In Section 2 we recall the basic definitions and fundamental results and extend them
to braided ∗-bialgebras. In particular, this requires a new definition of ∗-structures, as
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the one proposed previously by S. Majid [Maj94, Maj95a, Maj97] would lead to a
definition of positivity of functionals that is not preserved by the convolution, see also
[FS98].
In Section 3, we show how the braided categories can be constructed from a Hopf
algebra or a coquasi-triangular bialgebra. Our particular setting has been chosen since
it will be convenient when we consider Le´vy processes on braided ∗-algebras in these
categories. We consider two cases. In the first we have a Hopf ∗-algebra A and the
objects of the category are involutive vector spaces carrying an action and a coaction
of A that satisfy compatibility conditions with respect to each other and with respect
to the involution, see Equations (3.1), (3.2), and (3.3). In the second case A is an
involutive coquasi-triangular bialgebra, i.e. it is a ∗-bialgebra and it is equipped with
a universal R-form. We show that if the R-form satisfies the compatibility condition
(3.8) with respect to the involution, then we can build a braided category from the
comodules whose coaction satisfies (3.3).
In Section 4 we show that for every braided ∗-bialgebra B in either of the kinds
of categories we can construct a symmetrization, i.e., we can embed it into a bigger
∗-bialgebra H as an algebra in a way that allows to ‘lift’ Le´vy processes on B to Le´vy
processes on H . This reduces the construction and classification of Le´vy processes on
braided ∗-bialgebras to usual involutive bialgebras.
In the following section (Section 5), we explicitely construct a family of braided
∗-spaces and their bosonization or symmetrization. The construction starts from a
bi-invertible R-matrix of real type I, it yields a braided ∗-space in the category of
comodules of the quasi-triangular ∗-bialgebra associated with this R-matrix by the
Faddeev-Reshetikhin-Takhtajan construction [RTF90]. Furthermore, these braided ∗-
spaces always come with a canonical quadratic generator that gives rise to a standard
Brownian motion on these spaces.
In Section 6, we prove the existence of these invariant, conditionally positive, qua-
dratic functionals on our braided ∗-spaces and study the associated Brownian motions.
These processes can be considered as multi-dimensional analogues of the Aze´ma mar-
tingales [Aze´85, Eme89, Par90, AE´94, AE´96].
Section 7 contains the explicit quantum stochastic differential equations defining
the standard Brownian motion on the braided line and the braided plane as well as
the classification of all quadratic generators for the braided ∗-spaces associated to the
1 × 1-R-matrix (q), and the standard sl2- and sl3-R-matrices. In classical probability
so-called structure equations expressing the Itoˆ products dZi · dZj of the differentials
of multi-dimensional Aze´ma martingales as linear combinations of the differentials dZi
and dt play a fundamental roˆle. We show that in general their quantum analogues do
not satisfy a similar set of nice closed structure equations.
Finally, in the last section (Section 8), we indicate two directions of possible further
generalization.
2. Le´vy processes on braided ∗-Hopf algebras
In this section we introduce the notions of braided ∗-Hopf algebras or braided
∗-bialgebras and Le´vy processes on a braided ∗-bialgebra and develop some of their
elementary theory, in particular the one-to-one correspondence between these processes
and their generators, see Theorem 2.13. Most of this is a straightforward generaliza-
tion of [Sch93], therefore we will focus on what is new. The important results are
the new axioms for ∗-structures on braided Hopf algebras (Definition 2.1), the notion
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of Ψ-invariance (Definition 2.9 and Lemma 3.6) and Lemma 2.11 which shows that
convolutions of (Ψ- or Ψ−1-invariant) positive functionals are again positive. This al-
lows to extend [Sch93, Theorem 1.9.2] and [Sch93, Theorem 3.2.8], i.e. the one-to-one
correspondence between invariant hermitian, conditionally positive linear functionals
and Le´vy processes, see Theorem 2.13.
A tensor category or monoidal category is a category C equipped with a bifunctor
⊗ : C × C → C satisfying certain conditions, cf. [Mac98, Kas95]. A braiding Ψ in
a tensor category is a natural isomorphism between the functors ⊗ : (A,B) 7→ A⊗ B
and ⊗ ◦ τ : (A,B) 7→ B ⊗ A satisfying the so-called Hexagon Axioms. It is called a
symmetry, if it is involutive, i.e. if ΨB,A ◦ ΨA,B = idA⊗B for all objects A,B of C. A
braided tensor category or braided monoidal category is a pair (C,Ψ) consisting of a
tensor category C and braiding Ψ of C, it is called a symmetric tensor category, if the
braiding is a symmetry.
The notions of bialgebras and Hopf algebras can also be defined in braided tensor
category, this leads to braided bialgebras and braided Hopf algebras. The product,
coproduct, unit, counit and antipode now have to be morphisms of the braided tensor
category and satisfy similar axioms as in the usual case, cf. [Maj95b]. Bialgebras
and Hopf algebras are special cases of braided bialgebras and braided Hopf algebras,
it suffices to take the flip automorphism τ : A⊗B → B ⊗A, τ(u⊗ v) = v ⊗ u for the
braiding.
We begin by giving the definition of a braided involutive bialgebra.
2.1. Definition. A braided ∗-bialgebra is a braided bialgebra (A,∆, ε,m, 1,Ψ)
over C with an anti-linear map ∗ : A → A that satisfies
• (A, m, 1, ∗) is a ∗-algebra,
• A⊗A admits a ∗-structure such that the canonical inclusions A i1−→ A⊗A i2←−
A and the coproduct ∆ : A → A⊗A are ∗-algebra homomorphisms for this
∗-structure.
If there exists an antipode S (i.e. a linear map S : A → A s.t. (A,∆, ε,m, 1, S,Ψ)
is a braided Hopf algebra), then we will call (A,∆, ε,m, 1, S,Ψ, ∗) a braided ∗-Hopf
algebra.
2.2. Remark. From the condition that the canonical inclusions A i1−→ A⊗A i2←− A
are ∗-homomorphisms follows (a ⊗ 1)∗ = a∗ ⊗ 1, (1 ⊗ a)∗ = 1 ⊗ a∗ for all a ∈ A.
Now the condition that this map is an anti-homomorphism uniquely determines it,
(a⊗b)∗ =
(
(a⊗1)(1⊗b)
)∗
= (1⊗b∗)(a∗⊗1) = Ψ(b∗⊗a∗) for all a, b ∈ A. This defines
a *-structure onA⊗A if and only if it is also an involution, i.e. if (Ψ◦(∗⊗∗)◦τ)2 = id. To
see this, let {xi} be a basis ofA consisting of self-adjoint elements, i.e. such that x∗i = xi.
Define the coefficients of the braiding Ψ in this basis by Ψ(xi ⊗ xj) =
∑
klΨ
kl
ijxl ⊗ xk
(note that this sum is finite, even though the index set can be infinite). Ψ ◦ (∗⊗ ∗) ◦ τ
is an involution, if and only if
∑
nmΨ
nm
ji Ψ
kl
nm = δ
l
iδ
k
j . With this relation we can show
that Ψ ◦ (∗⊗ ∗) ◦ τ is an anti-homomorphism. It is sufficient to check this on the basis
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elements, we get(
(xi ⊗ xj) · (xk ⊗ xl)
)∗
=
∑
nm
(Ψnmjk xixm ⊗ xnxl)∗ =
∑
nm
Ψnmjk Ψ
(
(xnxl)
∗ ⊗ (xixm)∗
)
=
∑
nm
Ψnmjk (m⊗m) ◦ (id⊗Ψ⊗ id) ◦ (Ψ⊗Ψ) ◦ (id⊗Ψ⊗ id)(xl ⊗ xn ⊗ xm ⊗ xi)
=
∑
nmpq
Ψnmjk Ψ
pq
nm(m⊗m) ◦ (id⊗Ψ⊗ id) ◦ (Ψ⊗Ψ)(xl ⊗ xq ⊗ xp ⊗ xi)
= (m⊗m) ◦ (id⊗Ψ⊗ id) ◦ (Ψ⊗Ψ)(xl ⊗ xk ⊗ xj ⊗ xi)
= (m⊗m) ◦ (id⊗Ψ⊗ id)
(
Ψ(xl ⊗ xk)⊗Ψ(xj ⊗ xi)
)
= (xk ⊗ xl)∗ · (xi ⊗ xj)∗.
If Ψ ◦ (∗ ⊗ ∗) ◦ τ is an involution, then we also have Ψ ◦ ∗ ◦Ψ ◦ ∗ = idA⊗A.
2.3. Remark. Note that the axioms for the ∗-structure differ from those proposed
by S. Majid [Maj94, Maj95a, Maj97].
2.4. Remark. If the coproduct is fixed, then the counit and the antipode (if it
exists) are unique. Therefore one expects their axioms to be a consequence of those
given in the definition. One can show that ε is a ∗-algebra homomorphism and that S
satisfies S ◦ ∗ ◦ S ◦ ∗ = id, if it exists.
2.5. Definition. A braided ∗-space is a braided space (cf. [Maj96]) equipped with
an involution that turns it into a braided ∗-Hopf algebra in the sense of the preceding
definition.
Let us now come to the definition of Le´vy processes. A quantum probability space
is a pair (A,Φ) consisting of a ∗-algebra A and a state (i.e. a normalized positive linear
functional) Φ on A. A quantum random variable j over a quantum probability space
(A,Φ) on a ∗-algebra B is a ∗-algebra homomorphism j : B → A. A quantum stochas-
tic process is simply a family of quantum random variables over the same quantum
probability space, indexed by some set, and defined on the same algebra.
2.6. Definition. Let (A,Φ) be a quantum probability space, B a ∗-algebra, and
Ψ : B⊗B → B⊗B a linear map. An n-tuple (j1, . . . , jn) of quantum random variables
ji : B → A, i = 1, . . . , n, over (A,Φ) on B is Ψ-independent or braided independent, if
(i) Φ
(
jσ(1)(b1) · · · jσ(n)(bn)
)
= Φ(jσ(1)(b1)) · · ·Φ(jσ(n)(bn)) for all permutations σ ∈
S(n) and all b1, . . . , bn ∈ B, and
(ii) mA ◦ (jl ⊗ jk) = mA ◦ (jk ⊗ jl) ◦Ψ for all 1 ≤ k < l ≤ n.
2.7. Definition. Let B be a braided ∗-bialgebra. A quantum stochastic process
(jst)0≤s≤t≤T , T ∈ R+∪{∞} on B over some quantum probability space (A,Φ) is called
a Le´vy process, if the following conditions are satisfied.
(1) (Increment property)
jrs ⋆ jst = jrt for all 0 ≤ r ≤ s ≤ t ≤ T,
jtt = e ◦ ε for all 0 ≤ t ≤ T.
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(2) (Independence of increments) The family (jst)0≤s≤t≤T is independent, i.e. (js1t1 ,
. . . , jsntn) is independent for all n ∈ N and all 0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · tn ≤ T .
(3) (Stationarity of increments) The distribution ϕst = Φ ◦ jst of jst depends only
on the difference t− s,
(4) (Weak continuity) jst converges to jss ( = e ◦ ε) in distribution for tց s.
2.8. Remark. If B is a Hopf ∗-algebra, then we can define the increments of a
process (jt)t∈[0,T ] as follows:
jst = mA ◦
(
(js ◦ S)⊗ jt
)
◦∆, 0 ≤ s ≤ t ≤ T.
With this definition the increment property is automatically satisfied. We call a process
(jt)t∈[0,T ] on a Hopf ∗-algebra B a Le´vy process, if its increment process (jst)0≤s≤t≤T is
a Le´vy process on B.
2.9. Definition. Let (C,Ψ) be a braided tensor category whose objects are vector
spaces. A linear map L : V → W is called Ψ-invariant, if (L ⊗ idX) ◦ ΨX,V = ΨX,W ◦
(idX ⊗ L) for all X .
2.10. Remark. Note that due to the naturality of Ψ, morphisms of the category
(C,Ψ) always have to be Ψ- and Ψ−1-invariant.
2.11. Lemma. Let A be a braided ∗-bialgebra and let φ, θ be two positive functionals
on A. If φ is Ψ-invariant or θ is Ψ−1-invariant, then φ⋆θ = (φ⊗θ)◦∆ is also positive.
Proof. Let a ∈ A, and ∆(a) =∑i a(1)i ⊗a(2)i (Sweedler’s notation). Then ∆(a∗) =∑
j Ψ
((
a
(2)
j
)∗
⊗
(
a
(1)
j
)∗)
. If φ is Ψ-invariant, then
(φ⊗ θ) ◦∆(a∗a)
= (φ⊗ θ) ◦ (m⊗m) ◦ (id⊗Ψ⊗ id) ◦ (Ψ⊗ id⊗ id)
(∑
i,j
(
a
(2)
j
)∗
⊗
(
a
(1)
j
)∗
⊗ a(1)i ⊗ a(2)i
)
= θ ◦ (φ⊗m) ◦ (Ψ ◦ id) ◦ (id⊗m⊗ id)
(∑
i,j
(
a
(2)
j
)∗
⊗
(
a
(1)
j
)∗
⊗ a(1)i ⊗ a(2)i
)
=
∑
i,j
θ
((
a
(2)
j
)∗
a
(2)
i
)
φ
((
a
(1)
j
)∗
a
(1)
i
)
is positive, since it is the Schur product of two positive definite matrices.
If instead θ is Ψ−1-invariant, then we can show in the same way that
(φ⊗ θ) ◦∆(aa∗) =
∑
i,j
φ
(
a
(1)
j
(
a
(1)
i
)∗)
θ
(
a
(2)
j
(
a
(2)
i
)∗)
is positive. 
Let (jst) be a Le´vy process on some *-bialgebra B. The states on B defined by
ϕt = Φ ◦ j0t are called the marginal distributions of (jst). They form a convolution
semi-group and can be written in the form ϕt = exp⋆tL, where L : B → C is a
hermitian, conditionally positive (i.e. positive on the kernel of ε) linear functional.
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2.12. Definition. Two quantum stochastic processes (jt)t∈I and (kt)t∈I over quan-
tum probability spaces (A,Φ) and (A′,Φ′), resp., on the same *-algebra B are called
equivalent, if their finite joint moments agree, i.e. if
Φ(jt1(b1) · · · jtn(bn)) = Φ′(kt1(b1) · · ·ktn(bn))
for all n ∈ N, t1, . . . , tn ∈ I, and b1, . . . , bn ∈ B.
2.13. Theorem. Let B be a braided ∗-bialgebra. The set of Le´vy processes (jst)0≤s≤t≤T
on B (modulo equivalence), the set of convolution semi-groups (ϕt)t∈[0,T ] of Ψ-invariant
states on B, and the set of Ψ-invariant, hermitian, conditionally positive linear func-
tionals L : B → C are in one-to-one correspondence.
Proof. This theorem is the straightforward generalization of [Sch93, Theorem
1.9.2] and [Sch93, Theorem 3.2.8], the only non-trivial part is the positivity of the
convolution semi-group generated by a Ψ-invariant, hermitian, conditionally positive
linear functional, and this follows immediately from Lemma 2.11. 
3. A construction of braided categories
We will now study the special case of tensor categories whose objects are left mod-
ules and left comodules of some given bialgebra A. For the rest of this section we will
assume that for all objects V,W of our category C we have actions αV : A⊗ V → V ,
αW : A ⊗W → W and coactions γV : V → A⊗ V and γW : W → A⊗W and that
all morphisms of the category are module and comodule maps with respect to these
actions and coactions. Our goal is to determine sufficient conditions on α and γ such
that ΨV,W = (αW ⊗ id)◦ (id⊗τ)◦ (γV ⊗ id) defines a braiding for C. We will sometimes
omit the subscripts, if it is clear to what objects α, γ,Ψ belong.
Analogously, one could study categories consisting of right modules and comodules
and define a braiding as Ψ = (id⊗ α) ◦ (τ ⊗ id) ◦ (id⊗ γ).
3.1. Lemma. Assume that A has an invertible antipode S. Then the maps ΨV,W =
(αW ⊗ id) ◦ (id ⊗ τ) ◦ (γV ⊗ id) are invertible, their inverses are given by Ψ−1V,W =
τ ◦ (αW ⊗ id) ◦ (S−1 ⊗ id⊗ id) ◦ (τ ⊗ id) ◦ (id⊗ γV ).
Proof. We get
Ψ−1V,W ◦ΨV,W
= τ ◦ (α⊗ id) ◦ (S−1 ⊗ id⊗ id) ◦ (τ ⊗ id) ◦ (id⊗ γ) ◦ (α⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id)
= τ ◦ (α⊗ id) ◦ (id⊗ α⊗ id) ◦ (S−1 ⊗ id⊗ id⊗ id) ◦ (τ ⊗ τ) ◦ (id⊗ γ ⊗ id) ◦ (γ ⊗ id)
= τ ◦ (α⊗ id) ◦ (m⊗ id⊗ id) ◦ (S−1 ⊗ id⊗ id⊗ id) ◦ (τ ⊗ τ) ◦ (∆⊗ id⊗ id) ◦ (γ ⊗ id)
= τ ◦ (α⊗ id) ◦ ((1 ◦ ε)⊗ τ) ◦ (γ ⊗ id)
= τ ◦ τ = idV⊗W
where we used first the action and coaction axioms α ◦ (id ⊗ α) = α ◦ (m ⊗ id) and
(id ⊗ γ) ◦ γ = (∆ ⊗ id) ◦ γ, and then the fact that S−1 is an antipode for Acoop =
(A,∆coop = τ ◦∆, m), i.e.
m ◦ (S−1 ⊗ id) ◦ τ ◦∆ = 1 ◦ ε.
Similarly, we can show ΨV,W ◦Ψ−1V,W = idW⊗V . 
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3.2. Lemma. Assume that the actions and coactions satisfy the relation
(3.1) (m⊗α)◦(id⊗τ⊗id)◦(∆⊗γ) = (m⊗id)◦(id⊗τ)◦(γ⊗id)◦(α⊗id)◦(id⊗τ)◦(∆⊗id).
Then Ψ = (α ⊗ id) ◦ (id ⊗ τ) ◦ (γ ⊗ id) is a module map and a comodule map, i.e. it
satisfies
ΨV,W ◦ αV⊗W = αW⊗V ◦ (idA ⊗ΨV,W ),
γW⊗V ◦ΨV,W = (idA ⊗ΨV,W ) ◦ γV⊗W .
Proof. The action αV⊗W is given by
αV⊗W = (αV ⊗ αW ) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ id⊗ id).
We get
ΨV,W ◦ αV⊗W
= (α⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id) ◦ (α⊗ α) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ idV⊗W )
= (α⊗ id) ◦ (id⊗ α⊗ id) ◦ (γ ⊗ idA⊗W ) ◦ (α⊗ idA⊗W ) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ idV⊗W )
= (α⊗ id) ◦ (m⊗ idW⊗V ) ◦ (id⊗ τV,A⊗W ) ◦ (γ ⊗ idA⊗W ) ◦ (α⊗ idA⊗W ) ◦
◦(id⊗ τ ⊗ id) ◦ (∆⊗ idV⊗W )
= (α⊗ id) ◦ (id⊗ τ) ◦ ((m⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id) ◦ (α⊗ id) ◦ (id⊗ τ) ◦ (∆⊗ id))⊗ id)
= (α⊗ id) ◦ (id⊗ τ) ◦ ((m⊗ α) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ γ))⊗ id)
= (α⊗ α) ◦ (m⊗ id⊗ id⊗ id) ◦ (id⊗ id⊗ τ ⊗ id) ◦ (id⊗ τ ⊗ τ) ◦ (∆⊗ γ ⊗ id)
= (α⊗ α) ◦ (id⊗ α⊗ id⊗ id) ◦ (id⊗ id⊗ τ ⊗ id) ◦ (id⊗ τ ⊗ τ) ◦ (∆⊗ γ ⊗ id)
= (α⊗ α) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ id⊗ id) ◦ (id⊗ ((α⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id)))
= αW⊗V ◦ (id⊗ΨV,W ),
where, besides some reordering, we used first the action axiom α◦(id⊗α) = α◦(m⊗id),
then relation (3.1), and finally the action axiom again in the opposite direction.
Similarly we get the corresponding identity for the coaction
γV⊗W = (m⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (γV ⊗ γW ).

3.3. Lemma. Assume now that A is a ∗-Hopf algebra and suppose that there also
exists a ∗-structure on V . If α and γ satisfy
∗ ◦ α = α ◦ (∗ ⊗ ∗) ◦ (S ⊗ id),(3.2)
γ ◦ ∗ = (∗ ⊗ ∗) ◦ γ,(3.3)
then Ψ ◦ (∗ ⊗ ∗) ◦ τ : V ⊗ V → V ⊗ V is an involution.
3.4. Remark. The analogous result for Ψ = (id ⊗ α) ◦ (τ ⊗ id) ◦ (id ⊗ γ) with a
right action α and a right coaction γ also holds.
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Proof.
(Ψ ◦ (∗ ⊗ ∗) ◦ τ)2
= Ψ ◦ (∗ ⊗ ∗) ◦ τ ◦ (α⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id)(∗ ⊗ ∗) ◦ τ
= Ψ ◦ τ ◦ (α⊗ id) ◦ (∗ ⊗ ∗ ⊗ ∗) ◦ (S ⊗ id⊗ id) ◦ (∗ ⊗ ∗ ⊗ ∗) ◦ (id⊗ τ) ◦ (γ ⊗ id) ◦ τ
= Ψ ◦ τ ◦ (α⊗ id) ◦ (S−1 ⊗ τ) ◦ (γ ◦ id) ◦ τ
= (α⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id) ◦ τ ◦ (α⊗ id)(S−1 ⊗ τ) ◦ (γ ◦ id) ◦ τ
= (α⊗ id) ◦ (id⊗ α⊗ id) ◦ (S−1 ⊗ id⊗ id⊗ id) ◦ (τ ⊗ τ) ◦ (id⊗ γ ⊗ id) ◦ (γ ⊗ id) ◦ τ
= (α⊗ id) ◦ (m⊗ id⊗ id) ◦ (S−1 ⊗ id⊗ id⊗ id) ◦ (τ ⊗ τ) ◦ (∆⊗ id⊗ id) ◦ (γ ⊗ id) ◦ τ
= (α⊗ id) ◦ ((1 ◦ ε)⊗ τ) ◦ (γ ⊗ id) ◦ τ
= τ ◦ τ = idV⊗W
where we used first the relations ∗ ◦ α = α ◦ (∗ ⊗ ∗) ◦ (S ⊗ id) and γ ◦ ∗ = (∗ ⊗ ∗) ◦ γ
and S−1 = ∗ ◦ S ◦ ∗, and then the same arguments as in the proof of Lemma 3.1. 
3.5. Definition. (1) Let αV : A ⊗ V → V and αW : A ⊗W → W be two
actions of A. We will call a linear map L : V → W α-invariant, if it is a
module map, i.e. if L ◦ αV = αW ◦ (id⊗ L).
(2) Let γV : V → A⊗ V and γW : W → A⊗W be two coactions of A. We will
call a linear map L : V → W γ-coinvariant, if it is a comodule map, i.e. if
γW ◦ L = (id⊗ L) ◦ γV .
The corresponding definitions for right actions or coactions are obvious. In the cases
that interest us most, L will be a functional and thus W the base field C (equipped
with the trivial action αC = ε ⊗ id and coaction γC = e ⊗ id, and the trivial braiding
C⊗X ∼= X ∼= X ⊗ C).
3.6. Lemma. Suppose that Ψ is of the form Ψ = (α ⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id), for
some action α and coaction γ, and let L : V →W be a linear map.
(1) If L is α-invariant, then it is Ψ-invariant.
(2) If L is γ-coinvariant, then it is Ψ−1-invariant.
3.7. Remark. If Ψ is of the form Ψ = (id ⊗ α) ◦ (τ ⊗ id) ◦ (id ⊗ γ) with a right
action α and a right coaction γ, then the preceding proposition holds, if we interchange
Ψ and Ψ−1.
Proof. (1) Let L be α-invariant, then
(L⊗ id) ◦ΨX,V = (L⊗ id) ◦ (αV ⊗ id) ◦ (id⊗ τ) ◦ (γX ⊗ id)
= (αW ⊗ id) ◦ (id⊗ L⊗ id) ◦ (id⊗ τ) ◦ (γX ⊗ id)
= (αW ⊗ id) ◦ (id⊗ τ) ◦ (γX ⊗ id) ◦ (L⊗ id)
= ΨX,W ◦ (id⊗ L),
for all X in C.
(2) We have L⊗ id = (L⊗ id) ◦ Ψ−1 ◦Ψ = (id⊗ L) ◦ Ψ), i.e. L is Ψ−1 invariant,
if and only if (id⊗ L) ◦Ψ = L⊗ id. Let now L be γ-coinvariant, then
(id⊗ L) ◦ΨV,X = (id⊗ L) ◦ (αX ⊗ id) ◦ (id⊗ τ) ◦ (γV ⊗ id)
= (αX ⊗ id) ◦ (id⊗ τ) ◦ (γW ⊗ id) ◦ (L⊗ id)
= ΨW,X ◦ (L⊗ id),
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for all X in C.

The preceding lemmas actually show that Ψ defines a braiding. The construction
is analog to the construction of the crossed bimodules which uses a left action and a
right coaction, see [Kas95, Section IX.5] and the references cited there.
3.8. Proposition. Let A be a Hopf algebra with invertible antipode. Then we
can define a braided category (C(A),Ψ) as follows. The objects of C(A) are triples
(V, αV , γV ) consisting of a vector space V equipped with an action αV and a coaction γV
such that Equation (3.1) is satisfied. The morphism between two objects (V, αV , γV ) and
(W,αW , γW ) are the linear maps from V to W that are α-invariant and γ-coinvariant,
i.e. that are module and comodule maps.
The tensor product of two objects (V, αV , γV ) and (W,αW , γW ) is given by
(V, αV , γV )⊗ (W,αW , γW ) = (V ⊗W,αV⊗W , γV⊗W ),
where
αV⊗W = (αV ⊗ αW ) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ id⊗ id),
γV⊗W = (m⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (γV ⊗ γW ).
The tensor product of two morphisms f1 : V1 → W1 and f2 : V2 → W2 is the usual
tensor product f1 ⊗ f2 of linear maps.
The braiding Ψ : ⊗ ∼=→ ⊗ ◦ τ is defined by
ΨV,W = (αW ⊗ id) ◦ (id⊗ τ) ◦ (γV ⊗ id)
Proof. It is well-known that the modules and comodules of a bialgebra form tensor
categories in the way described in the Proposition. To show that we can combine this
into one category whose objects are modules and comodules one just checks that if
αV , αW and γV , γW satisfy (3.1), then αV⊗W and γV⊗W do so, too.
We will now show that Ψ defines a braiding.
That the ΨV,W are morphisms was shown in Lemma 3.2. Furthermore, by Lemma
3.1, we know that they are invertible.
To show that Ψ is a natural isomorphism, it remains to show that for all morphisms
f1 : V1 →W1 and f2 : V2 →W2 the diagram
(3.4) V1 ⊗ V2
f1⊗f2

ΨV1,V2 // V2 ⊗ V1
f2⊗f1

W1 ⊗W2 ΨV1,V2
// W2 ⊗W1
commutes. But this follows immediately from the definition of Ψ and the fact that the
morphisms f1, f2 are module and comodule maps.
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That Ψ satisfies the hexagon axioms
U ⊗ (V ⊗W )ΨU,V⊗W// (V ⊗W )⊗ U
αV,W,U
((QQ
QQQ
QQQ
QQQ
QQ
(U ⊗ V )⊗W
αU,V,W
66mmmmmmmmmmmmm
ΨU,V ⊗id ((QQQ
QQQ
QQQ
QQQ
Q
V ⊗ (W ⊗ U)
(V ⊗ U)⊗W αV,U,W// V ⊗ (U ⊗W )
id⊗ΨU,W
66mmmmmmmmmmmmm
and
(U ⊗ V )⊗WΨU⊗V,W// W ⊗ (U ⊗ V )
α−1
W,U,V
((QQ
QQQ
QQQ
QQQ
QQ
U ⊗ (V ⊗W )
α−1
U,V,W
66mmmmmmmmmmmmm
id⊗ΨV,W ((QQQ
QQQ
QQQ
QQQ
Q
(W ⊗ U)⊗ V
U ⊗ (W ⊗ V )
α−1
U,W,V
// (U ⊗W )⊗ V
ΨU,W⊗id
66mmmmmmmmmmmmm
for all objects U, V,W reduces to the conditions
ΨU,V⊗W = (idV ⊗ΨU,W ) ◦ (ΨU,V ⊗ idW )
ΨU⊗V,W = (ΨU,W ⊗ idV ) ◦ (idU ⊗ΨV,W ).
since the associativity constraint α is the trivial one, i.e., α : (u⊗v)⊗w 7→ u⊗ (v⊗w).
We get
ΨU,V⊗W
= (αV⊗W ⊗ idU) ◦ (idV ⊗ τU,V⊗W ) ◦ (γU ⊗ idV⊗W )
= (αV ⊗ αW ⊗ idU) ◦ (idA ⊗ τA,V ⊗ idW⊗U) ◦ (∆⊗ idV⊗W⊗U) ◦ (idV ⊗ τU,V⊗W )
◦(γU ⊗ idV⊗W )
= (αV ⊗ αW ⊗ idU) ◦ (idA ⊗ τA,V ⊗ idW⊗U) ◦ (idA⊗A ⊗ τU,V⊗W )
◦(idA ⊗ γU ⊗ idV⊗W ) ◦ (γU ⊗ idV⊗W )
= (idV ⊗ΨU,W ) ◦ (ΨU,V ⊗ idW )
where we used first the definition of αV⊗W and then the coaction axiom (id⊗ γ) ◦ γ =
(∆⊗ id) ◦ γ. Similarly, using the definition of γU⊗V and the action axiom, we can show
that the second condition is also satisfied. Therefore (C(A),Ψ) is indeed a braided
category. 
We are interested in the case where A and the objects in (C(A),Ψ) have an invo-
lution, because we want to construct braided ∗-bialgebras.
3.9. Theorem. Let A be an involutive Hopf algebra. Then we can define a braided
category (C∗(A),Ψ) as follows. The objects of C∗(A) are quadruples (V, αV , γV , ∗V )
consisting of a complex vector space V equipped with a conjugation ∗V , an action αV
and a coaction γV such Equations (3.1), (3.2), and (3.3) are satisfied. The morphism
between two objects (V, αV , γV ) and (W,αW , γW ) are again the linear maps f : V →W
from V to W that are module and comodule maps.
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The involution on the tensor product of two objects is given by
∗V⊗W = ΨW,V ◦ (∗W ⊗ ∗V ) ◦ τV,W
Proof. That ∗V⊗W is an involution was shown in Lemma 3.3. In order to prove
that we do indeed get a tensor category in this way, it remains to check that αV⊗W ,
γV⊗W , and ∗V⊗W satisfy again conditions (3.2) and (3.3), i.e.
∗V⊗W ◦αV⊗W = αV⊗W ◦ (∗ ⊗ ∗V⊗W ) ◦ (S ⊗ id)
γV⊗W ◦ ∗V⊗W = (∗ ⊗ ∗V⊗W ) ◦ γV⊗W .
Inserting the definitions and using the fact that αV and αW satisfy (3.2), we get
∗V⊗W ◦αV⊗W
= (αV ⊗ id) ◦ (id⊗ τ) ◦ (γW ⊗ id) ◦ (αV ⊗ αW )◦
◦(∗ ⊗ ∗V ⊗ ∗ ⊗ ∗W ) ◦ (id⊗ τ ⊗ id) ◦ (S ⊗ S ⊗ id) ◦ (∆⊗ id).
Using the action property of αV and that the antipode S is a coalgebra anti-homomorphism,
this expression can be seen to be equal to
(αV⊗id)◦(((m⊗id)◦(id⊗τ)◦(γW⊗id)◦(αW⊗id)◦(id⊗τ)◦(∆⊗id))⊗id)◦(∗⊗∗W⊗∗V )◦(S⊗τ).
To this we can now apply the compatibility condition 3.1. Using the action property
for αv now in the opposite direction and reordering everything, we get
(αV ⊗ αW ) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ ((αV ⊗ id) ◦ (id⊗ τ) ◦ (γW ⊗ id)))◦
◦(∗ ⊗ ∗W ⊗ ∗V ) ◦ (S ⊗ τ)
= αV⊗W ◦ (∗ ⊗ ∗V⊗W ) ◦ (S ⊗ id),
as required.
The proof for γV⊗W is similar. 
3.10. Remark. We have ΨW,V ◦ ∗W⊗V ◦ΨV,W ◦ ∗V⊗W = idV⊗W for all objects V,W
of (C(A),Ψ) (compare to the first Remark following Definition 2.1). This shows that
the functor acting as the identity on the objects of (C∗(A),Ψ) and taking a morphism
f : V → W to ∗W ◦ f ◦ ∗V : V → W defines an isomorphism between the braided
categories (C∗(A),Ψ) and (C∗(A),Ψ−1).
The subcategory of (C∗(A),Ψ) defined by taking the same objects, but only the
morphisms which are compatible with the involution, i.e., that satisfy f ◦ ∗ = ∗ ◦ f , is
again a tensor category since the tensor product of two such morphisms has again the
same property,
(f1 ⊗ f2) ◦ ∗V1⊗V2 = (f1 ⊗ f2) ◦ΨV2,V1 ◦ (∗V2 ⊗ ∗V1) ◦ τV1,V2
= ΨW2,W1 ◦ (f2 ⊗ f1) ◦ (∗V2 ⊗ ∗V1) ◦ τV1,V2
= ΨW2,W1 ◦ (∗W2 ⊗ ∗W1) ◦ (f2 ⊗ f1) ◦ τV1,V2
= ΨW2,W1 ◦ (∗W2 ⊗ ∗W1) ◦ τW1,W2 ◦ (f1 ⊗ f2)
= ∗W1⊗W2 ◦ (f1 ⊗ f2)
where we used (f1⊗f2)◦ΨV2,V1 = ΨW2,W1 ◦(f2⊗f1), i.e., the commutativity of diagram
(3.4). It is braided if and only if the ΨV,W are morphisms of the subcategory, i.e., if
Ψ ◦ ∗ = ∗ ◦Ψ. But since we also have Ψ ◦ ∗ ◦Ψ ◦ ∗ = id, this is the case, if and only if
Ψ is a symmetry.
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One can check that (A, ad,∆) is an object of the braided category (C∗(A),Ψ), where
ad : A⊗A → A, ad = m ◦ (m⊗ id) ◦ (id⊗ τ) ◦ (id⊗ S ⊗ id) ◦ (∆⊗ id)
is the adjoint action, since Equations (3.1), (3.2), and (3.3) are satisfied for αA = ad,
γA = ∆ and the involution of A. Furthermore, the unit e : (C, αC, γC) → (A, ad,∆)
and the multiplication m : (A, ad,∆) ⊗ (A, ad,∆) → (A, ad,∆) are morphisms of
(C∗(A),Ψ).
This can be rephrased by saying that (A, ad,∆) is an algebra in the braided category
(C∗(A),Ψ).
Thus the tensor product (B ⊗ A) of A with any other algebra B in (C∗(A),Ψ) is
also an algebra in the braided category. Furthermore, by the same arguments as in the
first Remark following Definition 2.1, the involution ∗B⊗A = Ψ◦ (∗⊗∗)◦ τ turns B⊗A
into a ∗-algebra.
By dualization, (A, m, coad) with
coad = (m⊗ id) ◦ (id⊗ S ⊗ id) ◦ (id⊗ τ) ◦ (∆⊗ id) ◦∆
is a coalgebra in the braided category (C(A),Ψ). But only Equation (3.1) is satisfied
for A with the action m and the coaction coad, not (3.2) and (3.3), and therefore it is
not an object of (C∗(A),Ψ).
For us the following situation will be of interest. We have an involutive Hopf
algebra A, its category (C(A),Ψ) as in Proposition 3.8, i.e., without the involutions,
and a braided bialgebra (B,∆, ε,m, 1,Ψ) in (C(A),Ψ). What are the conditions we
have to impose on an involution ∗B to turn B into a braided ∗-bialgebra?
3.11. Corollary. Let A be an involutive Hopf algebra and let (C∗(A),Ψ) and
(C(A),Ψ) be the categories constructed in Theorem 3.9 and Proposition 3.8. Let
(B,∆, ε,m, 1,Ψ) be a braided bialgebra in the category C(A). If we have an involution
∗B of B such that B is a ∗-algebra, (3.2) and (3.3) are satisfied, and ∆ is a ∗-algebra
homomorphisms, then (B,∆, ε,m, 1,Ψ, ∗B) is a braided ∗-bialgebra in (C∗(A),Ψ).
3.1. Coquasi-triangular bialgebras. We will consider the special case that shall
be used later. Suppose that we have a coquasi-triangular structure on our bialgebra,
i.e. a universal R-form on A, i.e. a linear functional r : A⊗ A → C that is invertible
w.r.t. the convolution product (i.e. there exists another functional r¯ such that r ⋆ r¯ =
r¯ ⋆ r = ε⊗ ε) that satisfies
mop = r ⋆ m ⋆ r¯(3.5)
r13 ⋆ r23 = r ◦ (m⊗ id)(3.6)
r13 ⋆ r12 = r ◦ (id⊗m),(3.7)
where r12, r23, r13 : A ⊗ A ⊗ A → C are defined by r12 = r ⊗ ε, r23 = ε ⊗ r, and
r13 = (r ⊗ ε) ◦ (id⊗ τ). This implies that r also satisfies
r12 ⋆ r13 ⋆ r23 = r23 ⋆ r13 ⋆ r12.
Furthermore we have r ◦ (1 ⊗ id) = r ◦ (id ⊗ 1) = ε and, if A has an antipode, then
the antipode is invertible and we have r ◦ (S ⊗ id) = r¯ = r ◦ (id⊗ S−1), cf. [Maj95b,
Section 2.2]. The convolution-inverse of the R-form has similar properties,
r¯12 ⋆ r¯13 ⋆ r¯23 = r¯23 ⋆ r¯13 ⋆ r¯12
r¯23 ⋆ r¯13 = r¯ ◦ (m⊗ id)
r¯12 ⋆ r¯13 = = r¯ ◦ (id⊗m),
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3.12. Lemma. If γ is a coaction of A on V , then α = (r¯⊗ id) ◦ (id⊗ γ) defines an
action of A on V . Moreover, α and γ satisfy Equation (3.1).
Furthermore, if a linear map f : V → W between two comodules V,W is γ-
invariant, i.e. a comodule map, then it is also α-invariant.
Proof. We get
α(1⊗ v) = (α⊗ id) ◦ (1⊗ id) ◦ γ(v) = (ε⊗ id) ◦ γ(v) = v
and
α ◦ (id⊗ α) = (r¯ ⊗ id) ◦ (id⊗ γ) ◦ (id⊗ r¯ ⊗ id) ◦ (id⊗ id⊗ γ)
= (r¯ ⊗ id) ◦ (id⊗ r¯ ⊗ id⊗ id) ◦ (id⊗ id⊗∆⊗ id) ◦ (id⊗ id⊗ γ)
= (r¯23 ⋆ r¯13 ⊗ id) ◦ (id⊗ id⊗ γ)
= (r¯ ⊗ id) ◦ (m⊗ id⊗ id) ◦ (id⊗ id⊗ γ)
= (r¯ ⊗ id) ◦ (id⊗ γ) ◦ (m⊗ id) = α ◦ (m⊗ id),
i.e. α is an action. Let us now check Equation (3.1),
(m⊗ α) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ γ)
= (id⊗ r¯ ⊗ id) ◦ (∆⊗ id⊗ γ) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ γ)
= (m⊗ r¯ ⊗ id)(id⊗ τ ⊗ id⊗ id) ◦ (∆⊗∆⊗ id)) ◦ (id⊗ γ)
= ((m ⋆ r¯)⊗ id) ◦ (id⊗ γ)
= ((r¯ ⋆ mop)⊗ id) ◦ (id⊗ γ)
= (r¯ ⊗ (m ◦ τ)⊗ id) ◦ (id⊗ τ ⊗ id⊗ id) ◦ (∆⊗∆⊗ id)) ◦ (id⊗ γ)
= (r¯ ⊗ (m ◦ τ)⊗ id) ◦ (id⊗ τ ⊗ id⊗ id) ◦ (id⊗ id⊗ id⊗ γ)) ◦ (∆⊗ γ)
= (m⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id) ◦ (r¯ ⊗ id⊗ id) ◦ (id⊗ γ ⊗ id) ◦
◦(id⊗ τ) ◦ (∆⊗ id)
= (m⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id) ◦ (α⊗ id) ◦ (id⊗ τ) ◦ (∆⊗ id).
For the last statement check
αW ◦ (id⊗ f) = (r¯ ⊗ id) ◦ (id⊗ γW ) ◦ (id⊗ f)
= (r¯ ⊗ id) ◦ (id⊗ id⊗ f) ◦ (id⊗ γV )
= f ◦ αW .

In this case the braiding Ψ = (α⊗ id ◦ (id⊗ τ) ◦ (γ ⊗ id) has the form
ΨV,W = τ ◦ (r¯ ⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (γV ⊗ γW ).
The following two lemmas show that in this special case we actually do not need an
invertible antipode to construct the braided tensor category (C(A),Ψ).
3.13. Lemma. Let A be a bialgebra and r a universal R-form on A. Then ΨV,W =
τ ◦ (r¯ ⊗ id ⊗ id) ◦ (id ⊗ τ ⊗ id) ◦ (γV ⊗ γW ) is invertible and its inverse is given by
Ψ−1V,W = τ ◦ ((r ◦ τ)⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (γW ⊗ γV ).
Proof. This follows from the fact that r¯ is the convolution inverse of r and (ε ⊗
id) ◦ γV = idV . 
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3.14. Lemma. Suppose that A is a ∗-bialgebra and that there exists a ∗-structure
on the comodules V,W . If γV , γW satisfy Equation (3.3) and r satisfies
(3.8) r = ◦ r¯ ◦ (∗A ⊗ ∗A),
where denotes the complex conjugation of C, then ∗V⊗W = ΨW,V ◦ (∗W ⊗ ∗V ) ◦ τV,W
with Ψ = τ ◦ (r¯ ⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (γ ⊗ γ) is an involution.
Proof. Due to Equations (3.3) and (3.8), we get
(∗ ⊗ ∗) ◦Ψ ◦ (∗ ⊗ ∗)
= (∗ ⊗ ∗) ◦ τ ◦ (r¯ ⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (γ ⊗ γ) ◦ (∗ ⊗ ∗)
= τ ◦ (∗ ⊗ ∗) ◦ (r¯ ⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (∗A ⊗ ∗V ⊗ ∗A ⊗ ∗V ) ◦ (γ ⊗ γ)
= τ ◦ (∗ ⊗ ∗) ◦ ((r¯ ◦ (∗A ⊗ ∗A))⊗ ∗V ⊗ ∗V ) ◦ (id⊗ τ ⊗ id) ◦ (γ ⊗ γ)
= τ ◦Ψ−1 ◦ τ,
and therefore
∗V⊗W ◦ ∗V⊗W = Ψ ◦ (∗ ⊗ ∗) ◦ τ ◦Ψ ◦ (∗ ⊗ ∗) ◦ τ
= Ψ ◦ τ ◦ (∗ ⊗ ∗) ◦Ψ ◦ (∗ ⊗ ∗) ◦ τ
= Ψ ◦ τ ◦ τ ◦Ψ−1 ◦ τ ◦ τ = id.

As a consequence of the last three lemmas we see that the comodules of a bialgebra
A with a universal R-form r form also a braided tensor category.
3.15. Theorem. Let A be a coquasi-triangular ∗-bialgebra whose universal R-form
satisfies Equation (3.8). Then we can construct a braided category (C∗(A),Ψ) as fol-
lows. The objects of (C∗(A),Ψ) are triples (V, γV , ∗V ) consisting of a complex vector
space V , a coaction γV , and an involution ∗V such that Equation (3.3) is satisfied.
The morphisms between two objects (V, γV , ∗V ) and (W, γW , ∗W ) are the comodule maps
from V to W . The tensor product of two objects is defined as in Proposition 3.8 and
Theorem 3.9. The braiding Ψ is given by
ΨV,W = τ ◦ (r¯ ⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (γV ⊗ γW ).
A similar construction is also possible for quasi-triangular bialgebras, i.e. bialgebras
equipped with a universal R-matrix, but we shall not use it here.
3.2. Cocommutative bialgebras. If the bialgebra A is cocommutative, then
1 ⊗ 1 defines an R-matrix. The corresponding braiding is simply the flip τ . But
we can also get more interesting examples in the same way as in Theorem 3.9, see,
e.g., [Sch93], if we have actions and coactions of A on the objects V that satisfy the
compatibility condition
(3.9) γ ◦ α = (ad⊗ α) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ γ)
given on Page 14 in [Sch93], where ad = m◦ (id⊗m)◦ (id⊗ id⊗S)◦ (id⊗τ)◦ (∆⊗ id)
is the adjoint action of A on itself. The following lemma shows that our construction
is a generalization of the one presented there.
3.16. Lemma. Let A be a cocommutative bialgebra. Let α and γ be an action and
a coaction of A on some vector space V . If α and γ satisfy Equation (3.9), then they
satisfy also Equation (3.1).
130 5. LE´VY PROCESSES AND BROWNIAN MOTION ON BRAIDED SPACES
Proof. Substituting (3.9) into the expression (m⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id) ◦ (α⊗
id) ◦ (id⊗ τ) ◦ (∆⊗ id), we get after some simplification
(m(4) ⊗m) ◦ (id⊗ τ ⊗ τ ⊗ id) ◦ (id⊗ τA⊗A,A ⊗ id) ◦ (idA ⊗ S ⊗ id) ◦ (∆(4) ⊗∆)
where ∆(4) denotes (∆⊗ id)◦ (∆⊗ id)◦∆. Using the cocommutativity, we can produce
a term of the form m ◦ (S⊗ id) ◦∆, to which we can apply the antipode axiom. Using
the unit and counit axiom to clean up the resulting expression, we get the desired
result. 
4. Symmetrization of braided ∗-bialgebras and their Le´vy processes
Now we will show a construction that will allow later on to define a Le´vy process
on some symmetric bialgebra for every Le´vy process on a braided bialgebra B. The
idea is to construct a bigger symmetric bialgebra H that contains the braided bialgebra
B as a subalgebra and whose coproduct is related to that of B in a “nice” way. For
the case where the braiding is defined through the action and coaction of a group,
this construction can be found in [Sch93, Chapter 3]. For the general case a similar
construction, called bosonization, was introduced by Majid, cf. [Maj95b, Section 9.4]
and the references indicated there. But the role of the involution is not studied there.
We will show that if we have a braided ∗-bialgebra in the sense of Definition 2.1 in
a braided tensor category defined as in Theorem 3.9, then the symmetrization is an
involutive bialgebra also and the inclusion is a ∗-algebra homomorphism.
4.1. Theorem. Let (A,∆A, εA, mA, 1A, ∗A) be an involutive Hopf algebra or coquasi-
triangular bialgebra and let (C∗(A),Ψ) be defined through A as in Theorem 3.9 or 3.15.
If (B,∆B, εB, mB, 1B,Ψ, ∗B) is a braided ∗-bialgebra in (C∗(A),Ψ), then H = B⊗A (as
a vector space) becomes a ∗-bialgebra with
mH = (mB ⊗mA) ◦ (id⊗ α⊗ id⊗ id) ◦ (id⊗ id⊗ τ ⊗ id) ◦ (id⊗∆⊗ id⊗ id),
1H = 1B ⊗ 1A,
∆H = (id⊗m⊗ id⊗ id) ◦ (id⊗ id⊗ τ ⊗ id) ◦ (id⊗ γ ⊗ id⊗ id) ◦ (∆B ⊗∆A),
εH = εB ⊗ εA,
∗H = (α⊗ id) ◦ (τ ⊗ id) ◦ (id⊗∆) ◦ (∗ ⊗ ∗)
The map idB ⊗ 1A defines a ∗-algebra isomorphism between B and B ⊗ 1A ⊆ H.
Furthermore we have the following commutative diagram
B
∆B

idB⊗1A // H
∆H

B ⊗ B
idB⊗γ⊗1A
// H ⊗H
and
B
∆B

H
∆H

idB⊗εA
oo
B ⊗ B H ⊗H
idB⊗εA⊗idB⊗εA
oo
Proof. That (H,mH , 1H) is an algebra, follows from [Maj95b, Proposition 1.6.6].
Since (A, ad,∆) is an object of (C∗(A),Ψ), it is even an algebra in (C∗(A),Ψ) and a
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∗-algebra, see the discussion following Theorem 3.9. Furthermore (H,∆H , εH) is a
coalgebra (in (C(A),Ψ)), since (A, m, coad) is an object of (C(A),Ψ).
The proof that H is a symmetric bialgebra, i.e., that ∆H and εH are algebra homo-
morphisms, does not involve the involutions and is similar to the corresponding proof
in [Maj95b, Section 9.4].
In order to show that H is a ∗-bialgebra, we still have to verify that ∆H is a
∗-homomorphism, i.e.,
∆H ◦ ∗H = (∗H ⊗ ∗H) ◦∆H .
The proof of this property is rather long, it consists in applying the conditions satis-
fied by the actions and coactions and some of the axioms of symmetric and braided
bialgebras in the right order to transform the expression on the left-hand-side
∆H ◦ ∗H
= (id⊗ ((γ ⊗ id) ◦ (id⊗ τ) ◦ (m⊗ id))⊗ id) ◦ (∆B ⊗∆A) ◦ (α⊗ id) ◦
◦(τ ⊗ id) ◦ (id⊗∆A) ◦ (∗B ⊗ ∗A)
into the expression on the right-hand-side, which we will write in the form
(∗H ⊗ ∗H) ◦∆H
= (((α⊗ id) ◦ (τ ⊗ id) ◦ (id⊗∆A))⊗ ((α⊗ id) ◦ (τ ⊗ id) ◦ (id⊗∆A))) ◦
◦(∗B ⊗ ∗A ⊗ ∗B ⊗ ∗A) ◦ (id⊗ ((m⊗ id)) ◦ (id⊗ τ) ◦ (γ ⊗ id)) ◦ (∆B ⊗∆A)
= (∗B ⊗ ∗A ⊗ ∗B ⊗ ∗A)
◦((((α ◦ S−1)⊗ id) ◦ (τ ⊗ id) ◦ (id⊗∆A))⊗ (((α ◦ S−1)⊗ id) ◦ (τ ⊗ id) ◦ (id⊗∆A)))
◦(id⊗ ((m⊗ id)) ◦ (id⊗ τ) ◦ (γ ⊗ id)) ◦ (∆B ⊗∆A)
We will outline the main steps. First we use the fact that ∆B is a morphism of
(C∗(A),Ψ) and therefore a module map, to move α past ∆B. After some reordering
one gets a term
(m⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id) ◦ (α⊗ id) ◦ (id⊗ τ) ◦ (∆A ⊗ id)
inside the resulting expression. Since α and γ have to satisfy (3.1), we can replace this
term by
(m⊗ α) ◦ (id⊗ τ ⊗ id) ◦ (∆A ⊗ γ).
Next we move the involutions past the two coproducts, using the identities
∆A ◦ ∗A = (∗A ⊗ ∗A) ◦∆A
and
∆B ◦ ∗B = ∗B⊗B ◦∆B = (α⊗ id) ◦ (τ ⊗ id) ◦ (id⊗ γ) ◦ (∗B ⊗ ∗B) ◦∆B.
Moving the involutions now to the beginning of the expression and using (3.2), one
obtains the expression
(∗B ⊗ ∗A ⊗ ∗B ⊗ ∗A) ◦ (α⊗m⊗ α⊗ id) ◦ (S−1 ⊗ id⊗ τ ⊗ S−1 ⊗ idB⊗A) ◦
◦(τ ⊗∆A ⊗ γ ⊗ id) ◦ (α⊗ id⊗ τ ⊗ id) ◦ (S−1 ⊗ id⊗ τ ⊗ idA⊗A) ◦
◦(τ ⊗ id) ◦ (id⊗ γ ⊗∆A ⊗ id) ◦ (∆B ⊗∆A)
After applying the action and coaction axiom to replace an α by an m and a γ by a
∆A, one obtains an expression which contains the term
(m⊗m) ◦ (id⊗ τ ⊗ id) ◦ (∆A ⊗∆A).
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If we replace this by
∆A ◦m,
we obtain the desired expression.
That idB⊗1A is bijective, is clear, and that it is a ∗-algebra homomorphism follows
immediately from the definitions of mH and ∗H .
The commutativity of the diagrams can easily be verified using the definition of
∆H . 
The following proposition is important for symmetrizing Le´vy processes, i.e. for
finding Le´vy processes on H for a given Le´vy process on B that have the same distri-
bution.
4.2. Proposition. The map F : B′ → H ′, Fϕ = ϕ ⊗ εA is a unital injective
algebra homomorphism with respect to the convolution product. Furthermore, it maps
positive (or hermitian, conditionally positive) Ψ-invariant functionals on B to positive
(or hermitian, conditionally positive, resp.) functionals on H.
Proof. The injectivity is clear, since the map from H ′ to B′ ∼= (B ⊗ 1A)′ defined
by ψ 7→ ψ ◦ idB ⊗ 1A is a left inverse of F . It preserves the unit of the two convolution
algebras, since FεB = εB ⊗ εA = εH , and the convolution product, since
Fϕ1 ⋆ Fϕ2
= (Fϕ1 ⊗ Fϕ2) ◦∆H
= (ϕ1 ⊗ εA ⊗ ϕ2 ⊗ εA) ◦ (id⊗m⊗ id⊗ id) ◦ (id⊗ id⊗ τ ⊗ id) ◦
◦(id⊗ γ ⊗ id⊗ id) ◦ (∆B ⊗∆A)
= (ϕ1 ⊗ εA ⊗ ϕ2 ⊗ εA ⊗ εA) ◦ (id⊗ γ ⊗ idA⊗A) ◦ (∆B ⊗∆A)
= ((ϕ1 ⊗ ϕ2) ◦∆B)⊗ εA = F (ϕ1 ⋆ ϕ2)
for all ϕ1, ϕ2 ∈ B′.
Assume now that ϕ is positive and Ψ-invariant. Let c =
∑
k bk ⊗ ak ∈ B ⊗A ∼= H .
We have to show that
Fϕ(c∗c) = ϕ⊗ εA
(∑
k,ℓ
mH ((bk ⊗ ak)∗ ⊗ bℓ ⊗ aℓ)
)
is positive. Note that
(b⊗ a)∗ = ΨA,B(a∗ ⊗ b∗)
for all b ∈ B, a ∈ A, and
mH = (mB ⊗mA) ◦ (id⊗ΨA,B ⊗ id)
Therefore we get, as in the proof of Lemma 2.11,
Fϕ(c∗c)
= (ϕ⊗ εA) ◦ (mB ⊗mA) ◦ (id⊗Ψ⊗ id) ◦ (Ψ⊗ id⊗ id)
(∑
k,ℓ
mH(a
∗
k ⊗ b∗k ⊗ bℓ ⊗ aℓ
)
=
∑
k,ℓ
ϕ(b∗kbℓ)εA(a
∗
kaℓ) =
∑
k,ℓ
ϕ(b∗kbℓ)εA(ak)εA(aℓ),
which is positive, since it is the Schur product of two positive definite matrices. 
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This proposition gives us a one-to-one correspondence between the class of all
convolution semigroups of Ψ-invariant states on B and a class of certain convolution
semigroups on its symmetrization H . By [Sch93, Theorem 1.9.2], [Sch93, Theorem
3.2.8], and Theorem 2.13 these convolution semigroups on ∗-bialgebras and braided
∗-bialgebras are in one-to-one correspondence with Le´vy processes. Therefore we get
also a one-to-one correspondence between the Le´vy processes on B and certain Le´vy
processes on H . It turns out that this can be used to construct realizations of Le´vy
processes on braided ∗-bialgebras.
4.3. Theorem. Let (jst)0≤s≤t≤T be a Le´vy process on B with convolution semigroup
(ϕt)t≥0, and let (jHst )0≤s≤t≤T be a Le´vy process on H ∼= B⊗A with convolution semigroup
(Fϕt)t≥0. Then (ˆst)0≤s≤t≤T with
ˆst = (j
H
0s ⊗ jHst ) ◦ (1B ⊗ γ ⊗ 1A)
defines a Le´vy process on B. Furthermore, (ˆst)0≤s≤t≤T is equivalent to (jst)0≤s≤t≤T .
4.4. Remark. This Theorem generalizes [Sch93, Theorem 3.3.1].
Proof. We will use Sweedler’s notation ∆B(b) =
∑
b(1) ⊗ b(2) ∈ B⊗B and γ(b) =∑
b(1) ⊗ b(2) ∈ A ⊗ B for the coproduct and coaction on an element b ∈ B. In this
notation the coassociativity and the coaction axiom become∑
b(1)(1) ⊗ b(1)(2) ⊗ b(2) =
∑
b(1) ⊗ b(2)(1) ⊗ b(2)(2)
and ∑
b(1)
(1) ⊗ b(1)(2) ⊗ b(2) =
∑
b(1) ⊗ b(2)(1) ⊗ b(2)(2),
and we can write ˆst(b) as
ˆst(b) = j
H
0s(b(1))j
H
st (b(2)).
Let 0 ≤ r ≤ s ≤ t ≤ T , then we have
ˆrs ⋆ ˆst(b) = ˆrs(b
(1))ˆst(b
(2))
= jH0r
(
1B ⊗ b(1)(1)
)
jHrs
(
b(1)(2) ⊗ 1A
)
jH0s
(
1B ⊗ b(2)(1)
)
jHst
(
b(2)(2) ⊗ 1A
)
= jH0r
(
1B ⊗ b(1)(1)b(2)(1)(1)
)
jHrs
(
b(1)(2) ⊗ b(2)(1)(2)
)
jHst
(
b(2)(2) ⊗ 1A
)
= jH0r
(
1B ⊗ b(1)(1)b(2)(1)
)
jHrs
(
b(1)(2) ⊗ b(2)(2)(1)
)
jHst
(
b(2)(2)(2) ⊗ 1A
)
where so far we have used that (jHst )0≤s≤t≤T is a Le´vy process and the coaction axiom.
Now we use the fact that ∆B is a comodule map, which can be written as
b(1)(1)b
(2)
(1) ⊗ b(1)(2) ⊗ b(2)(2) = b(1) ⊗ b(2)(1) ⊗ b(2)(2)
in Sweedler’s notation. We get
ˆrs ⋆ ˆst(b) = j
H
0r
(
1B ⊗ b(1)
)
jHrs
(
b(2)
(1) ⊗ b(2)(2)(1)
)
jHst
(
b(2)
(2)
(2) ⊗ 1A
)
.
The arguments of jHrs and j
H
st are nothing but the two factors of ∆H(b(2) ⊗ 1A), and
therefore the increment property for (jHst )0≤s≤t≤T implies
ˆrs ⋆ ˆst(b) = j
H
0r
(
1B ⊗ b(1)
)
jHrt
(
b(2) ⊗ 1A
)
= ˆrt(b),
i.e., we have shown that (ˆst)0≤s≤t≤T also satisfies the increment property.
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We have
Φ ◦ ˆst = Φ ◦ (jH0s ⊗ jHst ) ◦ (1B ⊗ γ ⊗ 1A) = (Fϕs ⊗ Fϕt−s) ◦ (1B ⊗ γ ⊗ 1A)
= (εA ⊗ ϕt−s) ◦ γ = ϕt−s,
i.e., the processes (jst)0≤s≤t≤T and (ˆst)0≤s≤t≤T have the same marginal distributions.
This implies the stationarity and the weak continuity of the increments of (ˆst)0≤s≤t≤T
and completes the proof that (ˆst)0≤s≤t≤T is a Le´vy process. Furthermore, it also
establishes the equivalence of the two processes and thus completes the proof of the
Theorem. 
Le´vy processes on symmetric ∗-bialgebras can be realized on boson Fock spaces
using quantum stochastic differential calculus [HP84, Par92]. The necessary input
is a triple (ρ, η, L), where ρ is a representation of A on some pre-Hilbert space D,
η : A → D a ρ-cocycle, i.e.
η(ab) = ρ(a)η(b)− η(a)ε(b),
for a, b ∈ A, and L : A → C is a hermitian linear functional s.t.
〈η(a∗), η(b)〉 = −ε(a)L(b) + L(ab)− L(a)ε(b),
for a, b ∈ A.
This triple can by constructed from the generator by a GNS-type construction, see
[Sch93, Section 2.3].
If we know the triple for a generator L on a braided ∗-bialgebra B, then the following
proposition tells us how to extend it to a triple for LH = FL.
4.5. Proposition. Let (jst)0≤s≤t≤T be a Le´vy process on a braided ∗-bialgebra B
with α-invariant generator L and triple (ρ, η, L). Then the triple (ρH , ηH, LH) of the
symmetrization (jHst )0≤s≤t≤T defined by Theorem 4.3 lives on the same pre-Hilbert space
as (ρ, η, L) and the restrictions of (ρH , ηH, LH) to B are equal to (ρ, η, L).
Furthermore, LH = F (L) = L⊗ εA, ηH vanishes on 1B ⊗A since
ηH(a⊗ b) = ε(a)η(b),
and ρH is determined by
ρH(1⊗ a)η(b) = η(α(a⊗ b)) and ρH(1⊗ b) = ρ(b)
for for a ∈ A, b ∈ B.
Proof. The pre-Hilbert space D on which the triple acts is obtained by defining
a sesqui-linear form on ker εH
〈u, v〉LH = L(u∗v), u, v ∈ ker εH
and taking the quotient D = ker εH/NLH with respect to the null space
NLH = {u ∈ ker εH ;LH(u∗u) = 0}.
The cocycle ηH is then given by
ηH(u) = u− εH(u)
for u ∈ H , where denotes the canonical projection from ker εH to D.
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Let b⊗ a, d⊗ c ∈ ker εH , b, d ∈ B, a, c ∈ A, then we get
〈b⊗ a, d⊗ c〉LH = LH ((b⊗ a)∗d⊗ c)
= (εA ⊗ L)
((
α
(
(a(1))∗ ⊗ b∗)⊗ (a(2))∗) d⊗ c)
= (εA ⊗ L)
((
α
(
(a(1))∗ ⊗ b∗)α ((a(2))∗ ⊗ d))⊗ (a(3))∗d)
= εA(c)L (α(a∗ ⊗ b∗d)) = εA(a∗c)L(b∗d)
because mB is a module map and L is α-invariant. Since b ⊗ a and d ⊗ c are in the
kernel of εH = εB ⊗ εA, we get
〈b⊗ a, d⊗ c〉LH = εA(a∗c)L(b∗d) = εA(a∗c)〈η(b), η(d)〉,
which proves D = η(A) and implies also the formula for ηH .
The representation ρH is the action on D induced from left multiplication on ker εH,
this can also be written as
ρH(b⊗ a)η(d⊗ c) = η((b⊗ a)(d⊗ c)) = η(bα(a(1) ⊗ d)⊗ a(2)c)
for b⊗ a ∈ H , d⊗ c ∈ ker εH , b, d ∈ B, a, c ∈ A.
Choosing d ∈ ker εB, c = 1, and b ⊗ a = b ⊗ 1 or b ⊗ a = 1 ⊗ a, we obtain the
formulas given in the proposition. On the other hand these characterize ρH completely,
since it has to be a homomorphism. 
5. A construction of braided ∗-spaces
In this section we will construct a large class of braided ∗-spaces and their sym-
metrization.
Let R = (Rik
j
l)i,j,k,l=1,...,n ∈ Cn×n⊗Cn×n be a solution of the quantum Yang-Baxter
equation
R12R13R23 = R23R13R12
where R12 = R⊗ 1, etc., i.e.
n∑
a,b,c=1
Ria
k
bR
a
j
d
cR
b
l
c
r =
n∑
a,b,c=1
Rkb
d
cR
i
a
c
rR
a
j
b
l
for all d, i, j, k, l, r = 1, . . . , n. Usually we will not write the summation symbol, but
use the summation convention, all indices that appear twice are summed over (from 1
to n), and the identities are supposed to hold for all values (running from 1 to n) of
the indices that appear only once.
We suppose furthermore that R is of real type I, i.e.
Rikj l = R
l
j
k
i,
and that R is bi-invertible, i.e. that there exist matrices R−1, R˜ ∈ Cn×n ⊗ Cn×n, such
that
(R−1)ikj lRkplq = Rikj l(R−1)kplq = δipδ
j
q ,
R˜ik
j
lR
k
p
q
j = R
i
k
j
lR
k
p
q
j = δ
i
pδ
q
l .
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We denote by A(R) = (A,mA, eA,∆A, εA) the *-bialgebra generated by aij , i, j =
1, . . . , n, and their adjoints bij = (a
j
i )
∗ with the relations
Rip
k
qa
p
ja
q
l = a
k
qa
i
pR
p
j
q
l(5.1)
Rik
j
lb
k
qa
p
j = a
u
l b
i
vR
v
q
p
u(5.2)
∆(aij) = a
i
k ⊗ akj(5.3)
ε(aij) = δ
i
j .(5.4)
see also [RTF90].
In many cases, e.g. for the standard R-matrices, this will even be a *-Hopf algebra,
cf. [Maj95b]. The defining relations imply, e.g.,
∆(bij) = b
k
j ⊗ bik
Rqk
p
ib
j
pb
l
q = b
q
kb
p
iR
l
q
j
p,
and ε(bij) = δ
i
j .
A representation of A(R) on Cn is given by
ρ(ajl )v
i = Rik
j
lv
k(5.5)
ρ(bjl )v
i = Rj l
i
kv
k(5.6)
since R satisfies the quantum Yang-Baxter equation,
Rip
k
qρ(a
p
j )ρ(a
q
l )v
a = Rip
k
qR
b
c
p
jR
a
b
q
lv
c = Rbc
k
qR
a
b
i
pR
p
j
q
lv
c
= ρ(akq )ρ(a
i
p)R
p
j
q
lv
a,
Rik
j
lρ(b
k
q )ρ(a
p
j )v
a = Rik
j
lR
k
q
b
cR
a
b
p
jv
c = Rbc
u
lR
i
v
a
bR
u
q
p
uv
c
= ρ(aul )ρ(b
i
v)R
u
q
p
uv
a.
We can define a universal R-form on A(R) by
r(aij ⊗ akl ) = Rijkl, r(ajl ⊗ bik) = Rikkl,
on the generators. This definition admits a unique extension to all of A(R) such that
Conditions (3.8), (3.6), and (3.7) are satisfied, i.e.
r(a∗ ⊗ b∗) = r¯(a⊗ b),
r(ab⊗ c) = r(a⊗ c(1))r(b⊗ c(2)),
r(a⊗ bc) = r(a(1) ⊗ c)r(a(2) ⊗ c),
hold for all a, b, c ∈ A(R).
We will now construct the free braided ∗-space V (R). As an algebra this is the
free algebra generated by x1, . . . , xn and their adjoints v
1 = (xi)
∗, . . . , vn = (xn)∗. The
braiding is defined on the generators by
Ψ(xi ⊗ xj) = Rkiljxl ⊗ xk,(5.7)
Ψ(xi ⊗ vj) = Rj lkivl ⊗ xk,(5.8)
Ψ(vi ⊗ xj) = R˜ikljxl ⊗ vk,(5.9)
Ψ(vi ⊗ vj) = (R−1)j likvl ⊗ vk,(5.10)
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and extended to arbitrary elements by
Ψ(1⊗ u) = u⊗ 1,
Ψ(u⊗ 1) = 1⊗ u,
Ψ(u⊗ u1u2) = (id⊗Ψ)(Ψ(u⊗ u1)⊗ u2),
Ψ(u1u2 ⊗ u) = (Ψ⊗ id)(u1 ⊗Ψ(u2 ⊗ u)),
for u, u1, u2 ∈ V (R). The coproduct is defined by
∆(xi) = xi ⊗ 1 + 1⊗ xi,
∆(vi) = vi ⊗ 1 + 1⊗ vi,
on the generators and extended such that it is a homomorphism from V (R) to V (R)⊗
V (R), where the latter is equipped with the multiplication (m ⊗ m) ◦ (id ⊗ Ψ ⊗ id).
The counit is the unit algebra homomorphism ε : V (R) → C with ε(1) = 1, ε(xi) =
ε(vi) = 0.
5.1. The braided ∗-space V (R) as a left comodule of A(R′). We show how
V (R) can be obtained in two ways as a braided ∗-bialgebra in a category of modules
and comodules of a coquasi-triangular ∗-bialgebra of FRT-type. This leads to two
different symmetrizations.
Let R′ = τ(R). For the first construction we choose the coquasi-triangular ∗-
bialgebra A(R′) and the left coaction γ : V (R) → A(R′) ⊗ V (R) defined on the
generators by
γ(1) = 1⊗ 1, γ(xi) = bjk ⊗ xj γ(vi) = aij ⊗ vj,
and extended to general elements such that the multiplication in V (R) is a comodule
map, i.e.
γ(uv) = u(1)v(1) ⊗ u(2)v(2)
for u, v ∈ V (R), γ(u) = u(1) ⊗ u(2), γ(v) = v(1) ⊗ v(2). Let r′ : A(R′) ⊗ A(R′) → C
denote the universal R-form on A(R′) determined by r′(aij ⊗ akl ) = R′ijkl = Rklij,
r′(ajl ⊗ bik) = R′ikj l = Rj lik.
The left action α = (r¯′ ⊗ id) ◦ (id⊗ γ) introduced in Lemma 3.12, is given by
α(aik ⊗ vj) = r′(aik ⊗ ajl )vl = (R′−1)ikj lvl = (R−1)j likvl,
α(aik ⊗ xj) = R˜ikljxl,
α(bik ⊗ vj) = Rj likvl,
α(bik ⊗ xj) = Rikljxl.
The braiding in the category of left A(R′)-comodules is given by
Ψ = (r ⊗ τ) ◦ (γ ⊗ γ) = (α⊗ id) ◦ (id⊗ τ) ◦ (γ ⊗ id).
Let us now give the relations of the (left) symmetrization HL = V (R)⊗A(R′) of V (R),
cf. Theorem 4.1. HL is the ∗-bialgebra generated by xi, aij, and their adjoints vi = (xi)∗
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and bij = (a
j
i )
∗, i, j = 1, . . . , n, with the relations
Rkq
i
pa
p
ja
q
l = a
k
qa
i
pR
q
l
p
j,
Rj l
i
kb
k
qa
p
j = a
u
l b
i
vR
p
u
v
q,
ajkxi = R˜
j
l
m
ixma
l
k,
bjkxi = R
l
k
m
ixmb
j
l ,
ajkv
i = (R−1)imjlvmall,
bjkv
i = Rim
l
kv
mbjl ,
∆(aij) = a
i
k ⊗ akj ,
∆(bij) = b
k
j ⊗ bik,
∆(xi) = xj ⊗ 1 + bji ⊗ xj ,
∆(vi) = vj ⊗ 1 + aij ⊗ vj
ε(aij) = ε(b
i
j) = δ
i
j ,
ε(xi) = ε(v
i) = 0.
5.2. The braided ∗-space V (R) as a right comodule of A(R). For the second
construction we choose the coquasi-triangular ∗-bialgebra A(R) and the right coaction
γR : V (R)→ V (R)⊗A(R) defined on the generators by
γR(1) = 1⊗ 1, γR(xi) = xj ⊗ aji , γR(vi) = vj ⊗ bij ,
and again extended to general elements such that the multiplication in V (R) is a
comodule map, i.e.
γR(uv) = u(1)v(1) ⊗ u(2)v(2)
for u, v ∈ V (R), γR(u) = u(1) ⊗ u(2), γR(v) = v(1) ⊗ v(2). An analog of Lemma 3.12
holds also for right coactions, i.e. αR = (id ⊗ r) ◦ (γR ⊗ id) defines a right action of
A(R) on V (R). On the generators this right action is given by
αR(xi ⊗ akj ) = Rlikjxl,
αR(xi ⊗ bkj ) = Rkjlixi,
αR(v
i ⊗ akk) = R˜ilkjvl,
αR(v
l ⊗ bkj ) = (R−1)kjilvl.
The braiding in the category of right A(R)-comodules is defined by
ΨR = (τ ⊗ r) ◦ (γR ⊗ γR) = (id⊗ αR) ◦ (τ ⊗ id) ◦ (id⊗ γR).
Just like in Theorem 4.1, we can also define a symmetrization for braided ∗-bialgebras
in the category of right A(R)-comodules. Here the underlying vector space is HR =
A(R)⊗ V (R) and the operations are defined by
mH = (mA ⊗mV ) ◦ (id⊗ id⊗ αR ⊗ id) ◦ (id⊗ τ ⊗ id⊗ id) ◦ (id⊗ id⊗∆A ⊗ id),
1H = 1A ⊗ 1V ,
∆H = (id⊗ id⊗mA ⊗ id) ◦ (id⊗ τ ⊗ id⊗ id) ◦ (id⊗ id⊗ γR ⊗ id) ◦ (∆A ⊗∆V ),
εH = εA ⊗ εV ,
∗H = (id⊗ αR) ◦ (id⊗ τ) ◦ (∆⊗ id) ◦ (∗ ⊗ ∗).
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We will call HR the right symmetrization of V (R). It is the ∗-bialgebra generated by
xi, a
i
j , and their adjoints v
i = (xi)
∗ and bij = (a
j
i )
∗, i, j = 1, . . . , n, with the relations
Rip
k
qa
p
ja
q
l = a
k
qa
i
pR
p
j
q
l,
Rik
j
lb
k
qa
p
j = a
u
l b
i
vR
v
q
p
u,
xia
j
k = R
m
i
l
ka
i
lxm,
xib
j
k = R
j
l
m
ib
l
kxm,
viajk = R˜
i
k
j
ma
i
lv
m,
vibjk = (R
−1)j limblkv
m,
∆(aij) = a
i
k ⊗ akj ,
∆(bij) = b
k
j ⊗ bik,
∆(xi) = xj ⊗ aji + 1⊗ xi,
∆(vi) = vj ⊗ bij + 1⊗ vi,
ε(aij) = ε(b
i
j) = δ
i
j,
ε(xi) = ε(v
i) = 0.
The results of Theorem 4.3 and Propositions 4.2 and 4.5 for the symmetrization of
Le´vy processes on V (R) can be formulated for the right symmetrization, too.
6. Le´vy processes on braided ∗-spaces
In this section we will show that there always exists a Le´vy process on the braided
∗-spaces constructed in the previous section that can be considered as a standard
Brownian motion on these spaces.
6.1. Definition. A linear functional φ : B → C on a (braided) bialgebra (B,∆, ε,m, 1)
is called quadratic, if it satisfies
φ(abc) = 0
for all a, b, c ∈ B with ε(a) = ε(b) = ε(c) = 0, see also [Sch93, Section 5.1].
A Le´vy process whose generator is quadratic is called a Brownian motion.
For the rest of this section R will denote a fixed bi-invertible R-matrix of real type
I, and V the associated free braided *-space. For explicite calculations we will use the
basis B consisting of the words in the generators x1, . . . , xn, v1, . . . , vn. Let L : V → C
be the functional defined by L(xiv
j) = δji on basis elements of the form xiv
j , and zero
on all other basis elements.
6.2. Proposition. The functional L is quadratic, Ψ−1-invariant, hermitian, and
conditionally positive (i.e. positive on ker εV ).
Proof. Equations (5.9) and (5.7) imply
(id⊗ L) ◦Ψ(xivj ⊗ xk) = R˜j lmkRripmxpL(xrvl) = R˜j lmkRlipmxp = δji δpkxp
= xkL(xiv
j).
Similarly, using Equations (5.10) and (5.8), we get
(id⊗ L) ◦Ψ(xivj ⊗ vk) = vkL(xivj),
and we see that L is Ψ−1 invariant. 
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We can now carry out the construction described in [Sch93, Chapter 2] to ob-
tain quantum stochastic differential equations for the symmetrization of the process
(jst)0≤s≤t associated to the generator L. Theorem 4.3 shows how the process on H
with generator LH can be used to construct a process on V (R) that has generator L.
Let
N =
{
u ∈ V ;L
(
(u− ε(u)1)∗(u− ε(u)1)
)
= 0
}
,
and K = V (R)/N . Then K is a Hilbert space with the inner product induced by
〈u, v〉 = L
(
(u− ε(u)1)∗(v − ε(v)1)
)
. It turns out that K is isomorphic to Cn, and for
the canonical projection ηL : H → K we find that {ηL(vi)} forms an orthonormal basis
of K, and ηL(xi) = 0.
The other ingredient we need is the induced action ρL of H on K. Here we get
ρL(xi) = 0 and ρ(v
i) = 0.
One verifies that L is αR-invariant for the right action αR = (id⊗ r) ◦ (γR⊗ id), i.e.
L(α(u⊗ a)) = εA(a)L(u)
for all a ∈ A(R), u ∈ V (R). Therefore we can get the triple on the right symmetrization
HR as in Proposition 4.5.
Denote by N the number operator on the Fock space Γ(L2(R+, K)) over L
2(R+, K),
and let dom(αN) be the domain of the self-adjoint operator αN , i.e.
(6.1) dom(αN) = {F ∈ Γ(L2(R+, K)) :
∑
n∈N
α2n|F (n)|2 <∞}.
We consider the dense linear subspace
(6.2) EK =
⋂
α∈R+
dom(αN)
of Γ(L2(R+, K)). Next let AK be the space of families (kst)0≤s≤t of linear operators on
EK given by kernels as defined in [Sch93], Section 2.4.
We put jHst = (j
H
s ◦ S) ⋆ jHt , i. e. jHst is the increment process associated with jHt .
Sometimes we call jHst the Le´vy process rather than j
H
t .
6.3. Theorem. Let jHst be the Le´vy process on HR with generator LH = εA⊗V (R).
Then a realization of the right symmetrization jHst on the Fock space Γ(L
2(R+, K)) is
given by the unique solution in AK of the quantum stochastic differential equations
djHst (b) = (j
H
st ⋆ dIt)(b); j
H
ss(b) = ǫ(b),
where the differential dIt is given by dIt = dΛ ◦ (ρ− 1 · ε) + dA+ ◦ η + dA ◦ η˜ + LHdt,
and η˜ = η ◦ ∗. If we put Xi(t) = jHt (xi), Akl (t) = jHt (akl ), Bkl (t) = (Alk(t))∗ = jt(bkl ),
these equations can be written in the following way:
dXi = XjdΛ
(
(Rkl
j
i − δkl δji )1≤k,l≤n
)
+ dAi
dX∗i = X
∗
j dΛ
(
(Rij
k
l − δkl δji )1≤k,l≤n
)
+ dA∗i
dAij = A
i
mdΛ
(
(Rkl
m
j − δkl δmj )1≤k,l≤n
)
dBij = B
m
j dΛ
(
(Rim
k
l − δkl δim)1≤k,l≤n
)
Proof. The construction preceding the theorem is exactly the one described in
[Sch93, Chapter 2] to get the triple (ρL, ηL, LH) that is used in [Sch93, Theorem
2.3.5] to formulate the quantum stochastic differential equations for jst. 
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7. Examples
7.1. The one-dimensional R-matrix R = (q). Let us first consider the one-
dimensional R-matrix R = (q). For q ∈ R, q 6= 0, this is a bi-invertible R-matrix of
real type I and defines therefore a braided ∗-space V (q). As an algebra, V (q) is the
free algebra generated by x and x∗ = v. We will use the words in x and v as a basis
for V (q). The braiding is given by
Ψ(x⊗ x) = qx⊗ x, Ψ(x⊗ v) = qv ⊗ x,
Ψ(v ⊗ x) = q−1x⊗ v, Ψ(v ⊗ v) = q−1v ⊗ x.
A functional L : V (q)→ C has to satisfy
L(x)x = Ψ ◦ (id⊗ L)(x⊗ x) = (L⊗ id) ◦Ψ(x⊗ x) = qL(x)x
L(v)x = Ψ ◦ (id⊗ L)(v ⊗ x) = (L⊗ id) ◦Ψ(v ⊗ x) = q−1L(v)x
L(xx)x = Ψ ◦ (id⊗ L)(xx⊗ x) = (L⊗ id) ◦Ψ(xx⊗ x) = q2L(xx)x
L(xv)x = Ψ ◦ (id⊗ L)(xv ⊗ x) = (L⊗ id) ◦Ψ(xv ⊗ x) = L(xv)x
L(vx)x = Ψ ◦ (id⊗ L)(vx⊗ x) = (L⊗ id) ◦Ψ(vx⊗ x) = L(vx)x
L(vv)x = Ψ ◦ (id⊗ L)(vv ⊗ x) = (L⊗ id) ◦Ψ(vv ⊗ x) = q−2L(vv)x
and as well as a similar set of equations for v to be Ψ-invariant. Thus, for q2 6= 1, a
Ψ-invariant quadratic functional can have non-zero values only on xv and vx.
A quadratic functional on V (q) is conditionally positive if and only if the matrix(
L(xv) L(xx)
L(vv) L(vx)
)
is positive semi-definite. It is hermitian, if we also have L(v) = L(x). Thus we get the
following classification for the quadratic generators on V (q).
7.1. Theorem. A quadratic functional L : V (q) → C on V (q) is a generator of a
Le´vy process on V (q) if and only if
(1) for q = 1:
(
L(xv) L(xx)
L(vv) L(vx)
)
is positive semi-definite and L(v) = L(x),
(2) for q = −1:
(
L(xv) L(xx)
L(vv) L(vx)
)
is positive semi-definite and L(x) = L(v) = 0.
(3) for q2 6= 1: L(xv) ≥ 0, L(vx) ≥ 0, and L vanishes on all other basis elements.
The symmetrization or bosonization of this braided ∗-space gives for A(q) the free
commutative algebra with group-like generator a and its adjoint b. H is generated by
a, x and their adjoints b = a∗ and v = x∗. The algebraic relations are
ab = ba, xa = qax, bx = qxb,
and the coalgebraic relations are
∆(a) = a⊗ a, ∆(x) = x⊗ a + 1⊗ x.
Let L now be the generator with L(xv) = 1 and L(u) = 0 on all other basis elements.
The construction of the triplet gives K = C, ηL(x) = ηL(a) = ηL(b) = 0, ηL(v) = 1,
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and ρL(a) = ρL(b) = q, ρL(x) = ρL(v) = 0. Thus we get
dX = XdΛ(q − 1) + dA(1)
dV = V dΛ(q − 1) + dA∗(1)
dA = AdΛ(q − 1)
dB = BdΛ(q − 1)
for the processes X(t) = jt(x), V (t) = jt(v), A(t) = jt(a), B(t) = jt(b). The solution
of this system of quantum stochastic differential equations is the quantum Aze´ma
martingale, cf. [Par90, Sch91a], in particular, Z(t) = X(t) + V (t) has the same
distribution as the classical Aze´ma martingale with parameter β = q − 1 defined in
[Eme89].
7.2. The sl2-R-matrix. Let R2 be the R-matrix of the standard two-dimensional
quantum plane, i.e.
R2 =

q2 0 0 0
0 q q2 − 1 0
0 0 q 0
0 0 0 q2

Then tR2 with q, t ∈ R, q, t 6= 0 is bi-invertible and of real type I, we can therefore
define a braided ∗-space V (tR2) for it. As an algebra this is the free algebra generated
by x1, x2 and there adjoints x
∗
1 = v
1, x∗2 = v
2. We will use the words in these four
elements as a basis of V (tR2). It turns out that the Ψ-invariance restricts very much
the possible generators.
7.2. Proposition. Let L be a quadratic functional on V (tR2), q, t 6= 0. Then
L is characterized by A = (Aij) = (L(xixj)), B = (Bi
j) = (L(xiv
j)), C = (C ij) =
(L(vixj)), D = (D
ij) = (L(vivj)), a = (ai) = (L(xi)), and b = (b
i) = (L(vi)). The
functional L is Ψ-invariant if and only if
(1) for q = 1 and
a) t = 1: no restrictions on L,
b) t = −1: a = b = 0,
c) t2 6= 1: A = D = 0 and a = b = 0,
(2) for q = −1 and
a) t = ±1: A, B, C, and D are diagonal, a = b = 0,
b) t2 6= 1: B and C are diagonal, A = D = 0, a = b = 0,
(3) for q2 6= 1 and
a) t2q3 = 1: qA12 +A21 = 0, B1
1 = B2
2, C11 = q
2C22, D
12 + qD21 = 0, and
all other coefficients vanish,
b) t2q3 6= 1: B11 = B22, C11 = q2C22, and all other coefficients vanish.
Proof. Let L be an arbitrary quadratic functional and set L(xixj) = Aij , L(xiv
j) =
Bi
j , L(vixj) = C
i
j , L(v
ivj) = Dij , L(xi) = ai, and L(v
i) = bi. The functional L is
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Ψ-invariant if and only if the following equations are satisfied
Aijδ
l
k = t
2An3n1R
n3
i
l
n2R
n1
j
n2
k, Aijδ
k
l = t
2An3n1R
n2
l
n3
iR
k
n2
n1
j ,
Bi
jδlk = Bn3
n1Rn3 i
l
n2R˜
j
n1
n2
k, Bi
jδkl = Bn3
n1Rn2 l
n3
i(R
−1)kn2
j
n1,
C ijδ
l
k = C
n3
n1R˜
i
n3
l
n2R
n1
j
n2
k, C
i
jδ
k
l = C
n3
n1(R
−1)n2 lin3R
k
n2
n1
j,
Dijδlk = t
−2Dn3n1R˜in3
l
n2R˜
j
n1
n2
k, D
ijδkl = t
−2Dn3n1(R−1)n2 lin3(R
−1)kn2
j
n1,
aiδ
k
j = tR
n1
i
k
jan1 , aiδ
j
k = tR
j
k
n1
ian1 ,
biδkj = t
−1R˜in1
k
jb
n1 , biδjk = t
−1(R−1)jkin1b
n1 ,
for all i, j, k, l = 1, . . . , n. These equations follow directly from the invariance condition,
for the first equation, e.g., we apply Ψ◦(L⊗ id) = (id⊗L)◦Ψ to xjxj⊗xk. Solving this
system of linear equations (using, e.g., a computer program for symbolic computations
like Maple or Mathematica) one arrives at the results listed in the proposition. 
The functional L is conditionally positive semi-definite, if and only if the matrix(
L
(
xiv
j xixj
vivj vixj
))
=
(
B A
D C
)
is positive semi-definite. For L to be also hermit-
ian, we need to impose furthermore ai = L(xi) = L(vi) = bi, for i = 1, . . . , n. This
leads to the following classification of the generators.
7.3. Theorem. Suppose q2 6= 1.
a) If t2q3 = 1, then all Ψ-invariant generators on V (tR2) are of the form
(
L
(
xiv
j xixj
vivj vixj
))
=

b 0 0 −qa
0 b a 0
0 a q2c 0
−qa 0 0 c
 ,
and L(xi) = L(v
i) = 0 for i = 1, . . . , n, where b ≥ 0, c ≥ 0, bc ≥ q2|a|2, and
bc ≥ q−2|a|2.
b) If t2q3 6= 1, then all Ψ-invariant generators on V (tR2) are of the form
(
L
(
xiv
j xixj
vivj vixj
))
=

b 0 0 0
0 b 0 0
0 0 q2c 0
0 0 0 c
 ,
and L(xi) = L(v
i) = 0 for i = 1, . . . , n, where b ≥ 0, and c ≥ 0.
Proof. a) Proposition 7.2.3 a) implies that a Ψ-invariant functional L :
V (tR2)→ C is of the form
(
L
(
xiv
j xixj
vivj vixj
))
=

b 0 0 −qa
0 b a 0
0 d q2c 0
−qd 0 0 c
 ,
and L(xi) = L(v
i) = 0, where a = L(x2x1), b = L(x1v
1), c = L(v2x2), and
d = v1x2. Such an invariant functional L is a generator, if and only if this
matrix is positive semi-definite. This is the case if and only if the matrices
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b −qa
−qd c
)
and
(
b a
d q2c
)
are positive semi-definite, which leads imme-
diately to the conditions given in the theorem.
b) Proposition 7.2.3 b) shows us that if t2q3 6= 1, then L is Ψ-invariant if and
only if we also have a = d = 0.

If we take the generator L defined in part b) of the preceding Theorem with b = 1
and c = 0, then we get the quantum stochastic differential equations
dX1 = X1dΛ
(
tq2 − 1 0
0 tq − 1
)
+X2dΛ
(
0 0
t(q2 − 1) 0
)
+ dA
(
1
0
)
,
dX2 = X2dΛ
(
tq − 1 0
0 tq2 − 1
)
+ dA
(
0
1
)
,
dX∗1 = X
∗
1dΛ
(
tq2 − 1 0
0 tq − 1
)
+X∗2dΛ
(
0 t(q2 − 1)
0 0
)
+ dA∗
(
1
0
)
,
dX∗2 = X
∗
2dΛ
(
tq − 1 0
0 tq2 − 1
)
+ dA∗
(
0
1
)
,
and
dA11 = A
1
1dΛ
(
tq2 − 1 0
0 tq − 1
)
+ A12dΛ
(
0 0
t(q2 − 1) 0
)
,
dA12 = A
1
2dΛ
(
tq − 1 0
0 tq2 − 1
)
dA21 = A
2
1dΛ
(
tq2 − 1 0
0 tq − 1
)
+ A22dΛ
(
0 0
t(q2 − 1) 0
)
,
dA22 = A
2
2dΛ
(
tq − 1 0
0 tq2 − 1
)
,
since ρL(a
1
1) = t
(
q2 0
0 q
)
, ρL(a
1
2) = t
(
0 0
0 0
)
, ρL(a
2
1) = t
(
0 0
q2 − 1 0
)
, and
ρL(a
2
2) = t
(
q 0
0 q2
)
.
7.4. Remark. In general, we do not get closed structure equations for these pro-
cesses. E.g., applying the Itoˆ formula to compute dZ2 · dZ2 for dZ2 = dX2 + dX∗2 , we
obtain
dZ2·dZ2 = dt+(tq2−1)Z2
{
dA∗
(
0
1
)
+ dA
(
0
1
)}
+Z22dΛ
(
(tq − 1)2 0
0 (tq2 − 1)2
)
,
which can not be expressed only in terms of the differentials dt, dZ1, and dZ2, except
for t = 0, which is excluded since tR has to be invertible, and for t = 1
q
, we get
dZ2 · dZ2 = dt+ (q − 1)Z2
{
dA∗
(
0
1
)
+ dA
(
0
1
)}
+ Z22dΛ
(
0 0
0 (q − 1)2
)
= dt+ (q − 1)Z2dZ2.
But even then this is not possible for dZ1 · dZ1.
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7.3. The sl3-R-matrix. Let now
R3 =

q2 0 0 0 0 0 0 0 0
0 q 0 q2 − 1 0 0 0 0 0
0 0 q 0 0 0 q2 − 1 0 0
0 0 0 q 0 0 0 0 0
0 0 0 0 q2 0 0 0 0
0 0 0 0 0 q 0 q2 − 1 0
0 0 0 0 0 0 q 0 0
0 0 0 0 0 0 0 q 0
0 0 0 0 0 0 0 0 q2

be the sl3-R-matrix. We get a similar classification for the generators on V (tR3) as
in the previous subsection, but there are no additional generators for the special case
t2q2 = 1 (as in Theorem 7.3 c)).
7.5. Theorem. Suppose q2 6= 1. Then all Ψ-invariant generators on V (tR3) are
of the form
(
L
(
xiv
j xixj
vivj vixj
))
=

b 0 0 0 0 0
0 b 0 0 0 0
0 0 b 0 0 0
0 0 0 q4c 0 0
0 0 0 0 q2c 0
0 0 0 0 0 c
 ,
and L(xi) = L(v
i) = 0 for i = 1, . . . , n, where b ≥ 0, and c ≥ 0.
Proof. We first determine all invariant quadratic functionals and then we check
positivity, as in Proposition 7.2 and Theorem 7.3 in the previous subsection. 
8. Conclusion
We have shown how Le´vy processes with quadratic generators, i.e. Brownian mo-
tions, can be defined for a large class of braidings and braided spaces. These processes
are a natural generalization of the quantum Aze´ma processes.
We have shown on three well-known examples how the quadratic invariant gener-
ators and thus the Brownian motions on braided ∗-spaces can be classified. It turned
out that Ψ-invariance is a very strong condition that restricts very much the possible
Brownian motions, see Theorems 7.1, 7.3 and 7.5.
Let us briefly indicate two directions of further generalization.
Other, more general forms of the compatibility condition of the involution with the
coproduct exist and have been studied (see e.g. [BR99]). Is it possible to study Le´vy
processes on ∗-bialgebras where the coproduct is not a ∗-homomorphism?
In the theory of quasi-triangular Hopf algebras the trivial commutativity constraint
τ : u⊗v 7→ v⊗u is replaced by a more general braiding. Similarly, one can allow other
associativity constraints than the trivial one: Φ : (x⊗u)⊗ v 7→ x⊗ (u⊗ v). This leads
to quasi-Hopf algebras. It should be possible to extend the theory of Le´vy processes to
these algebras, but this would require a theory of involutive quasi-Hopf algebras (see
also [Maj93]).

CHAPTER 6
Malliavin Calculus and Skorohod Integration for Quantum
Stochastic Processes
A derivation operator and a divergence operator are defined on the
algebra of bounded operators on the symmetric Fock space over the
complexification of a real Hilbert space h and it is shown that they
satisfy similar properties as the derivation and divergence operator on
the Wiener space over h. The derivation operator is then used to give
sufficient conditions for the existence of smooth Wigner densities for
pairs of operators satisfying the canonical commutation relations. For
h = L2(R+), the divergence operator is shown to coincide with the
Hudson-Parthasarathy quantum stochastic integral for adapted inte-
grable processes and with the non-causal quantum stochastic integrals
defined by Lindsay and Belavkin for integrable processes.
Joint work with Re´mi Le´andre and Rene´ Schott. Published in Inf. Dim. Anal.,
Quantum Prob. and Rel. Topics Vol. 4, No. 1, pp. 11-38, 2001.
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1. Introduction
Infinite-dimensional analysis has a long history: it began in the sixties (work of
Gross [Gro67], Hida, Elworthy, Kre´e, . . .), but it is Malliavin [Mal78] who has ap-
plied it to diffusions in order to give a probabilistic proof of Ho¨rmander’s theorem.
Malliavin’s approach needs a heavy functional analysis apparatus, as the Ornstein-
Uhlenbeck operator and the definition of suitable Sobolev spaces, where the diffusions
belong. Bismut [Bis81] has given a simpler approach based upon a suitable choice of
the Girsanov formula, which gives quasi-invariance formulas. These are differentiated,
in order to get integration by parts formulas for the diffusions, which where got by
Malliavin in another way.
Our goal is to generalize the hypoellipticity result of Malliavin for non-commutative
quantum processes, by using Bismut’s method, see also [FLS99]. For that we consider
the case of a non-commutative Gaussian process, which is the couple of the position
and momentum Brownian motions on Fock space, and we consider the vacuum state.
We get an algebraic Girsanov formula, which allows to get integration by parts for-
mulas for the Wigner densities associated to the non-commutative processes, when we
differentiate. This allows us to show that the Wigner functional has a density which
belongs to all Sobolev spaces over R2. Let us remark that in general the density is not
positive.
If we consider the deterministic elements of the underlying Hilbert space of the Fock
space, the derivation of the Girsanov formula leads to a gradient operator satisfying
some integration by parts formulas. This shows it is closable as it is in classical infinite-
dimensional analysis. But in classical infinite-dimensional analysis, especially in order
to study the Malliavin matrix of a functional, we need to be able to take the derivation
along a random element of the Cameron-Martin space. In the commutative set-up,
this does not pose any problem. Here, we have some difficulty, which leads to the
definition of a right-sided and a left-sided gradient, which can be combined to a two-
sided gradient.
We can define a divergence operator as a kind of adjoint of the two-sided gradient
for cylindrical (non-commutative) vector fields, but since the vacuum state does not
define a Hilbert space, it is more difficult to extend it to general (non-commutative)
vector fields.
We show that the non-commutative differential calculus contains in some sense the
commutative differential calculus.
In the white noise case, i.e. if the underlying Hilbert space is the L2-space of some
measure space, the classical divergence operator defines an anticipating stochastic in-
tegral, known as the Hitsuda-Skorohod integral. We compute the matrix elements be-
tween exponential vectors for our divergence operator and use them to show that the
divergence operator coincides with the non-causal creation and annihilation integrals
defined by Belavkin [Bel91a, Bel91b] and Lindsay [Lin93] for integrable processes,
and therefore with the Hudson-Parthasarathy [HP84] integral for adapted processes.
2. Analysis on Wiener space
Let us first briefly recall a few definitions and facts from analysis on Wiener space,
for more details see, e.g., [Jan97, Mal97, Nua95, Nua98, U¨st95]. Let h be a real
separable Hilbert space. Then there exists a probability space (Ω,F ,P) and a linear
map W : h→ L2(Ω) such that the W (h) are centered Gaussian random variables with
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covariances given by
E
(
W (h)W (k)
)
= 〈h, k〉, for all h, k ∈ h.
Set H1 =W (h), this is a closed Gaussian subspace of L2(Ω) and W : h→H1 ⊆ L2(Ω)
is an isometry. We will assume that the σ-algebra F is generated by the elements of
H1. We introduce the algebra of bounded smooth functionals
S = {F = f(W (h1), . . . ,W (hn))|n ∈ N, f ∈ C∞b (Rn), h1, . . . , hn ∈ h},
and define the derivation operator D˜ : S → L2(Ω)⊗ h ∼= L2(Ω; h) by
D˜F =
n∑
i=1
∂f
∂xi
(
W (h1), . . . ,W (hn)
)⊗ hi
for F = f
(
W (h1), . . . ,W (hn)
) ∈ S. Then one can verify the following properties of D˜.
(1) D˜ is a derivation (w.r.t. the natural L∞(Ω)-bimodule structure of L2(Ω; h)),
i.e.
D˜(FG) = F (D˜G) + (D˜G)F, for all F,G ∈ S.
(2) The scalar product 〈h, D˜F 〉 coincides with the Fre´chet derivative
D˜hF =
d
dε
∣∣∣∣
ε=0
f
(
W (h1) + ε〈h, h1〉, . . . ,W (hn) + ε〈h, hn〉
)
for all F = f
(
W (h1), . . . ,W (hn)
) ∈ S and all h ∈ h.
(3) We have the following integration by parts formulas,
E
(
FW (h)
)
= E
(〈h, D˜F 〉)(2.1)
E
(
FGW (h)
)
= E
(〈h, D˜F 〉G+ F 〈h, D˜G〉)(2.2)
for all F,G ∈ S, h ∈ h.
(4) The derivation operator D˜ is a closable operator from Lp(Ω) to Lp(Ω; h) for
1 ≤ p ≤ ∞. We will denote its closure again by D˜.
We can also define the gradient D˜uF = 〈u,DF 〉 w.r.t. h-valued random variables
u ∈ L2(Ω; h), this is L∞(Ω)-linear in the first argument and a derivation in the second,
i.e.
D˜FuG = FD˜uG,
D˜u(FG) = F (D˜uG) + (D˜uF )G.
L2(Ω) and L2(Ω; h) are Hilbert spaces (with the obvious inner products), therefore
the closability of D˜ implies that it has an adjoint. We will call the adjoint of D˜ :
L2(Ω) → L2(Ω; h) the divergence operator and denote it by δ˜ : L2(Ω; h) → L2(Ω).
Denote by
Sh =
{
u =
n∑
j=1
Fj ⊗ hj
∣∣∣n ∈ N, F1, . . . , Fn ∈ S, h1, . . . , hn ∈ h
}
the smooth elementary h-valued random variables, then δ˜(u) is given by
δ˜(u) =
n∑
j+1
FjW (hj)−
n∑
j+1
〈hj, D˜Fj〉
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for u =
∑n
j=1 Fj ⊗ hj ∈ Sh. If we take, e.g., h = L2(R+), then Bt = W (1[0,t]) is a
standard Brownian motion, and the h-valued random variables can also be interpreted
as stochastic processes indexed by R+. It can be shown that δ˜(u) coincides with the
Itoˆ integral
∫
R+
utdWt for adapted integrable processes. In this case the divergence
operator is also called the Hitsuda-Skorohod integral.
The derivation operator and the divergence operator satisfy the following relations
D˜h
(
δ(u)) = 〈h, u〉+ δ˜(D˜hu),(2.3)
E
(
δ˜(u)δ˜(v)
)
= E
(〈u, v〉)+ E(Tr(D˜u ◦ D˜v)),(2.4)
δ˜(Fu) = F δ˜(u)− 〈u, D˜F 〉,(2.5)
for h ∈ h, u, v ∈ Sh, F ∈ S. Here D˜ is extended in the obvious way to h-valued random
variables, i.e. as D˜ ⊗ idh. Thus D˜u is an h ⊗ h-valued random variable and can also
be interpreted as a random variable whose values are (Hilbert-Schmidt) operators on
h. If {ej ; j ∈ N} is a complete orthonormal system on h, then Tr(D˜u ◦ D˜v) can be
computed as Tr(D˜u ◦ D˜v) =∑∞i,j=1 D˜ei〈u, ej〉D˜ej〈v, ei〉.
3. The non-commutative Wiener space
Let again h be a real separable Hilbert space and let hC be its complexification.
Then we can define a conjugation : hC → hC by h1 + ih2 = h1 − ih2 for h1, h2 ∈ hC.
This conjugation satisfies
〈
h, k
〉
= 〈h, k〉 = 〈k, h〉 for all h, k ∈ hC. The elements of h
are characterized by the property h = h, we will call them real.
Let H = Γs(hC) be the symmetric Fock space over hC, i.e. H =
⊕
n∈N h
⊙n
C , where ‘⊙’
denotes the symmetric tensor product, and denote the vacuum vector 1+0+ · · · by Ω.
It is well-known that the symmetric Fock space is isomorphic to the complexification
of the Wiener space L2(Ω) associated to h in Section 2. We will develop a calculus on
the non-commutative probability space (B(H),E), where E denotes the state defined
by E(X) = 〈Ω, XΩ〉 for X ∈ B(H). To emphasize the analogy with the analysis on
Wiener space we call (B(H),E) the non-commutative Wiener space over h.
The exponential vectors {E(k) = ∑∞n=0 k⊗n√n! ; k ∈ hC} are total in H, their scalar
product is given by
〈E(k1), E(k2)〉 = e〈k1,k2〉.
We can define the operators a(h), a+(h), Q(h), P (h) (annihilation, creation, posi-
tion, momentum) and U(h1, h2) with h, h1, h2 ∈ hC on H, see, e.g., [Bia93, Mey95,
Par92]. The creation and annihilation operators a+(h) and a(h) are closed, un-
bounded, mutually adjoint operators. The position and momentum operators
Q(h) =
(
a(h) + a+(h)
)
, and P (h) = i
(
a(h)− a+(h))
are self-adjoint, if h is real.
The commutation relations of creation, annihilation, position, and momentum are
[a(h), a+(k)] = 〈h, k〉, [a(h), a(k)] = [a+(h), a+(k)] = 0,
[Q(h), Q(k)] = [P (h), P (k)] = 0, [P (h), Q(k)] = 2i〈h, k〉.
The Weyl operators U(h1, h2) can be defined by U(h1, h2) = exp
(
iP (h1) + iQ(h2)
)
=
exp i
(
a(h2 − ih1) + a+(h2 − ih1)
)
, they satisfy
U(h1, h2)U(k1, k2) = exp i
(〈h2, k1〉 − 〈h1, k2〉)U(h1 + h2, k1 + k2)
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Furthermore we have U(h1, h2)
∗ = U(−h1,−h2) and U(h1, h2)−1 = U(−h1,−h2). We
see that U(h1, h2) is unitary, if h1 and h2 are real. These operators act on the vacuum
Ω = E(0) as
U(h1, h2)Ω = exp
(
−〈h1, h1〉+ 〈h2, h2〉
2
)
E (h1 + ih2)
and on general exponential vectors E (f) =∑∞n=0 f⊗n√n! as
U(h1, h2)E (f) = exp
(
−〈f, h1 + ih2〉 − 〈h1, h1〉+ 〈h2, h2〉
2
)
E (f + h1 + ih2) .
The operators a(h), a+(h), Q(h), P (h) and U(h1, h2) are unbounded, but their domains
contain the exponential vectors. We will want to compose them with bounded operators
on H, to do so we adopt the following convention. Let
L(E(hC),H) = {B ∈ Lin (span(E(hC)),H)∣∣∣∃B∗ ∈ Lin (span(E(hC)),H)
s.t.
〈E(f), BE(g)〉 = 〈B∗E(f), E(g)〉 for all f, g ∈ hC},
i.e. the space of linear operators that are defined on the exponential vectors and
that have an “adjoint” that is also defined on the exponential vectors. Obviously
a(h), a+(h), Q(h), P (h), U(h1, h2) ∈ L
(E(hC),H). We will say that an expression of the
form
∑n
j=1XjBjYj with X1, . . . , Xn, Y1, . . . , Yn ∈ L
(E(hC),H) and B1, . . . , Bn ∈ B(H)
defines a bounded operator on H, if there exists a bounded operator M ∈ B(H) such
that 〈E(f),ME(g)〉 = n∑
j=1
〈
X∗j E(f), BjYjE(g)
〉
holds for all f, g ∈ hC. If it exists, this operator is unique, because the exponential
vectors are total in H. We will then write
M =
n∑
j=1
XjBjYj.
4. Weyl calculus
4.1. Definition. Let h = (h1, h2) ∈ h⊗ R2. We set
DomOh =
{
ϕ : R2 → C
∣∣∣∃M ∈ B(H), ∀k1, k2 ∈ hC : 〈E(k1),ME(k2)〉 =
1
2π
∫
〈E(k1), U(uh1, vh2)E(k2)〉F−1ϕ(u, v)dudv
}
(4.1)
and for ϕ ∈ DomOh we define Oh(ϕ) to be the bounded operator M appearing in
Equation (4.1), it is uniquely determined due to the totality of {E(k) : k ∈ hC}.
We take the Fourier transform F as
Fϕ(u, v) = 1
2π
∫
R2
ϕ(x, y) exp
(
i(ux+ vy)
)
dxdy.
Its inverse is simply
F−1ϕ(x, y) = 1
2π
∫
R2
ϕ(u, v) exp
(− i(ux+ vy))dudv.
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4.2. Remark. If ϕ is a Schwartz function on R2, then one can check that Oh(ϕ) =
1
2π
∫
R2 F−1ϕ(u, v) exp
(
iuP (h1)+ivQ(h2)
)
dudv defines a bounded operator. It is known
that the map from S(R2) to B(H) defined in this way extends to a continuous map
from Lp(R) to B(H) for all p ∈ [1, 2], but that for p > 2 there exist functions in Lp(R2)
for which we can not define a bounded operator in this way, see, e.g., [Won98] and
the references cited therein. But it can be extended to exponential functions, since
1
2π
F−1 exp i(x0u+ y0v) = δ(x0,y0) and thus
Oh
(
exp i(x0u+ y0v)
)
= U(x0h1, y0h2).
4.3. Lemma. Let 1 ≤ p ≤ 2 and h ∈ h⊗ R2 such that 〈h1, h2〉 6= 0. Then we have
Lp(R2) ⊆ DomOh and there exists a constant Ch,p such that
||Oh(ϕ)|| ≤ Ch,p||ϕ||p
for all ϕ ∈ Lp(R2).
Proof. This follows immediately from [Won98, Theorem 11.1], where it is stated
for the irreducible unitary representation with parameter ~ = 1 of the Heisenberg-Weyl
group. 
As ‘joint density’ of the pair
(
P (h1), Q(h2)
)
we will use its Wigner distribution.
4.4. Definition. Let Φ be a state on B(H). We will call dWh,Φ the Wigner
distribution of
(
P (h1), Q(h2)
)
in the state Φ, if∫
ϕdWh,Φ = Φ
(
Oh(ϕ)
)
is satisfied for all Schwartz functions ϕ.
In general, dWh,Φ is not positive, but only a signed measure, since Oh does not map
positive functions to positive operators. But we can show that it has a density.
4.5. Proposition. Let h = (h1, h2) ∈ h ⊗ R2 such that 〈h1, h2〉 6= 0 and let Φ
be a state on B(H). Then there exists a function wh,Φ ∈
⋂
2≤p≤∞ L
p(R2) such that
dWh,Φ = wh,Φdxdy.
Proof. It is sufficient to observe that Lemma 4.3 implies that the map ϕ 7→
Φ
(
Oh(ϕ)
)
defines a continuous linear functional on Lp(R2) for 1 ≤ p ≤ 2. 
The following proposition will play the role of the Girsanov transformation in clas-
sical Malliavin calculus. If we conjugate Oh(ϕ) with U(−k2/2, k1/2) for k ∈ h ⊗ R2,
then this amounts to a translation of the argument of ϕ by (〈k1, h1〉, 〈k2, h2〉).
4.6. Proposition. Let h, k ∈ h⊗ R2 and ϕ ∈ DomOh. Then we have
U(−k2/2, k1/2)Oh(ϕ)U(−k2/2, k1/2)∗ = Oh
(
T(〈k1,h1〉,〈k2,h2〉)ϕ
)
where T(x0,y0)ϕ(x, y) = ϕ(x+ x0, y + y0).
Proof. For (u, v) ∈ R2, we have
U(−k2/2, k1/2) exp
(
i(uP (h1) + vQ(h2))
)
U(−k2/2, k1/2)∗
= U(−k2/2, k1/2)U(uh1, vh2)U(−k2/2, k1/2)∗
= exp−i(u〈k1, h1〉+ v〈k2, h2〉)U(uh1, vh2)
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and therefore
U(−k2/2, k1/2)Oh(ϕ)U(−k2/2, k1/2)∗
=
∫
R2
F−1ϕ(u, v) exp (−i(u〈k1, h1〉+ v〈k2, h2〉)) exp i(uP (h1) + vQ(h2))dudv
=
∫
Cd
F−1T(〈k1,h1〉,〈k2,h2〉)ϕ(u, v) exp i
(
uP (h1) + vQ(h2)
)
dudv
= Oh
(
T(〈k1,h1〉,〈k2,h2〉)ϕ
)
.

From this formula we can derive a kind of integration by parts formula that can be
used to get the estimates that show the differentiability of the Wigner densities.
4.7. Proposition. Let h ∈ h ⊗ R2, k ∈ hC ⊗ C2, and ϕ such that ϕ, ∂ϕ∂x , ∂ϕ∂y ∈
DomOh. Then [Q(k1)− P (k2), Oh(ϕ)] defines a bounded operator on H and we have
i
2
[Q(k1)− P (k2), Oh(ϕ)] = Oh
(
〈k1, h1〉∂ϕ
∂x
+ 〈k2, h2〉∂ϕ
∂y
)
Proof. For real k this is the infinitesimal version of the previous proposition, just
differentiate
U(εk2/2, εk1/2)Oh(ϕ)U(εk2/2, εk1/2)
∗ = Oh
(
T(ε〈k1,h1〉,ε〈k2,h2〉)ϕ
)
with respect to ε and set ε = 0. For complex k it follows by linearity. 
Like the integration by parts formula in classical Malliavin calculus, this formula
follows from a Girsanov transformation. Furthermore, it can also be used to derive
sufficient conditions for the existence of smooth densities.
4.8. Proposition. Let κ ∈ N, h ∈ h⊗ R2 with 〈h1, h2〉 6= 0, and Φ a vector state,
i.e. there exists a unit vector ω ∈ H such that Φ(X) = 〈ω,Xω〉 for all X ∈ B(H). If
there exists a k ∈ hC ⊗ C2 such that
ω ∈
⋂
κ1+κ2≤κ
DomQ(k1)
κ1P (k2)
κ2 ∩
⋂
κ1+κ2≤κ
DomQ(k1)
κ1P (k2)
κ2
and
〈h1, k1〉 6= 0 and 〈h2, k2〉 6= 0,
then wh,Φ ∈
⋂
2≤p≤∞H
p,κ(R2), i.e. the Wigner density wh,Φ lies in the Sobolev spaces
of order κ for all 2 ≤ p ≤ ∞.
Proof. We will show the result for κ = 1, the general case can be shown similarly
(see also the proof of Theorem 7.2). Let ϕ be a Schwartz function. Let p ∈ [1, 2]. Then
we have ∣∣∣∣∫ ∂ϕ∂xdWh,Φ
∣∣∣∣ = ∣∣∣∣〈ω,Oh(∂ϕ∂x
)
ω
〉∣∣∣∣
=
∣∣∣∣〈ω, i2|〈k1, h1〉|[Q(k1), Oh(ϕ)]ω
〉∣∣∣∣
≤ Ch,p
(||Q(k1)ω||+ ||Q(k1)ω||)
2|〈k1, h1〉| ||ϕ||p.
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Similarly, we get ∣∣∣∣∫ ∂ϕ∂y dWh,Φ
∣∣∣∣ ≤ Ch,p
(||P (k2)ω||+ ||P (k2)ω||)
2|〈k2, h2〉| ||ϕ||p,
and together these two inequalities imply wh,Φ ∈ Hp′,1(R2) for p′ = pp−1 . 
We will give a more general result of this type in Theorem 7.2.
5. The derivation operator
In this section we define a derivation operator on our non-commutative probability
space and show that it satisfies similar properties as the derivation operator on Wiener
space.
We want to interpret the expression in the integration by parts formula in Propo-
sition 4.7 as a directional or Fre´chet derivative.
5.1. Definition. Let k ∈ hC ⊗ C2. We set
DomDk =
{
B ∈ B(H)
∣∣∣ i
2
[Q(k1)− P (k2), B] defines a bounded operator on H
}
and for B ∈ DomDk, we set DkB = i2 [Q(k1)− P (k2), B].
Note that B ∈ DomDk for some k ∈ hC ⊗ C2 implies B∗ ∈ DomDk and
DkB
∗ = (DkB)∗.
5.2. Example. Let k ∈ hC⊗C2 and let ψ ∈ DomP (k2)∩DomQ(k1)∩DomP (k2)∩
DomQ(k1) be a unit vector. We denote by Pψ the orthogonal projection onto the one-
dimensional subspace spanned by ψ. Evaluating the commutator [Q(k1) − P (k2),Pψ]
on a vector φ ∈ DomP (k2) ∩DomQ(k1), we get
[Q(k1)− P (k2),Pψ]φ = 〈ψ, φ〉
(
Q(k1)− P (k2)
)
(ψ)− 〈ψ, (Q(k1)− P (k2))(φ)〉ψ
= 〈ψ, φ〉(Q(k1)− P (k2))(ψ)− 〈(Q(k1)− P (k2))ψ, φ〉ψ
We see that the range of [Q(k1)−P (k2),Pψ] is two-dimensional, so it can be extended
to a bounded operator on H. Therefore Pψ ∈ DomDk, and we get
(DkPψ)φ =
i
2
(
〈ψ, φ〉(Q(k1)− P (k2))(ψ)− 〈(Q(k1)− P (k2))ψ, φ〉ψ)
for all φ ∈ H.
5.3. Example. Let h ∈ h ⊗ R2, k ∈ hC ⊗ C2. Then i2 [Q(k1) − P (k2), U(h1, h2)]
defines a bounded operator on H, and we get
DkU(h1, h2) = i
(〈k1, h1〉+ 〈k2, h2〉)U(h1, h2).
5.4. Proposition. Let k ∈ hC ⊗ C2. The operator Dk is a closable operator from
B(H) to B(H) with respect to the weak topology.
Proof. Let (Bn)n∈N ⊆ DomDk ⊆ B(H) be any sequence such that Bn → 0 and
DkBn → β for some β ∈ B(H) in the weak topology. To show that Dk is closable,
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we have to show that this implies β = 0. Let us evaluate β between two exponential
vectors E(h1), E(h2), h1, h2 ∈ hC, then we get
〈E(h1), βE(h2)〉 = lim
n→∞
〈E(h1), DkBnE(h2)〉
= lim
n→∞
i
2
〈(
Q(k1)− P (k2)
)E(h1), BnE(h2)〉
− lim
n→∞
i
2
〈E(h1), Bn(Q(k1)− P (k2))E(h2)〉
= 0,
and therefore β = 0, as desired. 
5.5. Definition. We set
S = alg
{
Oh(ϕ)
∣∣∣h ∈ h⊗ R;ϕ ∈ C∞(R2) s.t. ∂κ1+κ2ϕ
∂xκ1∂yκ2
∈ DomOh for all κ1, κ2 ≥ 0
}
,
the elements of S will play the role of the smooth functionals. Note that S is weakly
dense in B(H), i.e. S ′′ = B(H), since S contains the Weyl operators U(h1, h2) with
h1, h2 ∈ h.
We define D : S → B(H) ⊗ hC ⊗ C2 (where the tensor product is the algebraic
tensor product over C) by setting DOh(ϕ) equal to
DOh(ϕ) =
 Oh
(
∂ϕ
∂x
)
⊗ h1
Oh
(
∂ϕ
∂y
)
⊗ h2

and extending it as a derivation w.r.t. the B(H)-bimodule structure of B(H)⊗ hC⊗C2
defined by
O ·
(
O1 ⊗ k1
O2 ⊗ k2
)
=
(
OO1 ⊗ k1
OO2 ⊗ k2
)
,
(
O1 ⊗ k1
O2 ⊗ k2
)
· O =
(
O1O ⊗ k1
O2O ⊗ k2
)
for O,O1, O2 ∈ B(H) and k ∈ hC ⊗ C2.
5.6. Example. For h ∈ h⊗ R2, we get
DU(h1, h2) = DOh
(
exp i(x+ y)
)
= i
(
U(h1, h2)⊗ h1
U(h1, h2)⊗ h2
)
= iU(h1, h2)⊗ h.
5.7. Definition. We can define a B(H)-valued inner product on B(H)⊗ hC ⊗ C2
by 〈·, ·〉 : B(H)⊗ hC ⊗ C2 × B(H)⊗ hC ⊗ C2 → B(H) by〈(
O1 ⊗ h1
O2 ⊗ h2
)
,
(
O′1 ⊗ k1
O′2 ⊗ k2
)〉
= O∗1O
′
1〈h1, k1〉+O∗2O′2〈h2, k2〉
We have
〈B,A〉 = 〈A,B〉∗
O∗〈A,B〉 = 〈AO,B〉
〈A,B〉O = 〈A,BO〉
〈O∗A,B〉 = 〈A,OB〉
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for all A,B ∈ B(H) ⊗ hC ⊗ C2 and all O ∈ B(H). This turns B(H) ⊗ hC ⊗ C2 into
a pre-Hilbert module over B(H). It can be embedded in the Hilbert module M =
B(H,H ⊗ hC ⊗ C2) by mapping O ⊗ k ∈ B(H) ⊗ hC ⊗ C2 to the linear map H ∋ v 7→
Ov⊗ k ∈ H⊗ hC ⊗C2. We will regard hC ⊗C2 as a subspace of M via the embedding
hC ∋ k 7→ idH⊗ k ∈ M. Note that we have O · k = k · O = O ⊗ k and 〈A, k〉 = 〈k, A〉
for all k ∈ hC ⊗ C2, O ∈ B(H), A ∈ M, where the conjugation in M is defined by
O ⊗ k = O∗ ⊗ k.
5.8. Proposition. Let O ∈ S and k ∈ hC ⊗ C2. Then O ∈ DomDk and
DkO = 〈k,DO〉 = 〈DO, k〉.
Proof. For h ∈ h⊗ R2 and ϕ ∈ DomOh s.t. also ∂ϕ∂x , ∂ϕ∂y ∈ DomOh, we get
〈k,DOh(ϕ)〉 =
〈(
k1
k2
)
,
 Oh
(
∂ϕ
∂x
)
⊗ h1
Oh
(
∂ϕ
∂y
)
⊗ h2

〉
= Oh
(
〈k1, h1〉∂ϕ
∂x
+ 〈k2, h2〉∂ϕ
∂y
)
=
i
2
[Q(k1)− P (k2), Oh(ϕ)] = DkO,
where we used Proposition 4.7. The first equality of the proposition now follows, since
both O 7→ DkO = i2 [Q(k1)− P (k2), O] and O 7→ 〈k,DO〉 are derivations.
The second equality follows immediately. 
The next result is the analogue of Equation (2.1).
5.9. Theorem. We have
E
(〈k,DO〉) = 1
2
E
({P (k1) +Q(k2), O})
for all k ∈ hC ⊗C2 and all O ∈ S, where {·, ·} denotes the anti-commutator {X, Y } =
XY + Y X.
Proof. This formula is a consequence of the fact that Q(h)Ω = h = iP (h)Ω for
all h ∈ hC, we get
E
(〈k,DO〉) = i
2
(
〈(Q(k1)− P (k2))Ω, OΩ〉 − 〈Ω, O(Q(k1)− P (k2))Ω〉)
=
i
2
(〈k1 + ik2, OΩ〉 − 〈Ω, O(k1 + ik2)〉)
=
1
2
(
〈(P (k1) +Q(k2))Ω, OΩ〉+ 〈Ω, O(P (k1) +Q(k2))Ω〉)
=
1
2
E
({P (k1) +Q(k2), O}).

There is also an analogue of (2.2).
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5.10. Corollary. Let k ∈ hC ⊗ C2, and O1, . . . , On ∈ S, then
1
2
E
({
P (k1) +Q(k2),
n∏
m=1
Om
})
= E
(
n∑
m=1
m−1∏
j=1
Oj〈k,DOm〉
n∏
j=m+1
Oj
)
,
where the products are ordered such that the indices increase from the left to the right.
Proof. This is obvious, since O 7→ 〈k,DO〉 is a derivation. 
This formula for n = 3 can be used to show that D is a closable operator from
B(H) to M.
5.11. Corollary. The derivation operator D is a closable operator from B(H) to
the B(H)-Hilbert module M = B(H,H⊗ hC ⊗ C2) w.r.t. the weak topologies.
Proof. We have to show that for any sequence (An)n∈N in S with An → 0 and
DAn → α ∈ M, we get α = 0. Let f, g ∈ hC. Set f1 = f+f2 , f2 = f−f2i , g1 = g+g2 , and
g2 =
g−g
2i
, then we have U(f1, f2)Ω = e
−||f ||/2E(f) and U(g1, g2)Ω = e−||g||/2E(g). Thus
we get
exp
(
(||f ||2 + ||g||2)/2)〈E(f)⊗ h, αE(g)〉
= exp
(
(||f ||2 + ||g||2)/2)〈E(f), 〈h, α〉E(g)〉
= lim
n→∞
E
(
U(−f1,−f2)〈h,DAn〉U(g1, g2)
)
= lim
n→∞
E
(1
2
{
P (h1) +Q(h2), U(−f1,−f2)AnU(g1, g2)
}
−〈h,DU(−f1,−f2)〉AnU(g1, g2)− U(−f1,−f2)An〈h,DU(g1, g2)〉)
= lim
n→∞
(〈ψ1, Anψ2〉+ 〈ψ3, Anψ4〉 − 〈ψ5, Anψ6〉 − 〈ψ7, Anψ8〉)
= 0
for all h ∈ hC ⊗ C2, where
ψ1 =
1
2
U(f1, f2)
(
P (h1) +Q(h2)
)
Ω, ψ2 = U(g1, g2)Ω,
ψ3 = U(f1, f2)Ω, ψ4 =
1
2
U(g1, g2)
(
P (h1) +Q(h2)
)
Ω,
ψ5 =
(
DhU(−f1,−f2)
)∗
Ω, ψ6 = U(g1, g2)Ω,
ψ7 = U(f1, f2)Ω, ψ8 = DhU(g1, g2)Ω.
But this implies α = 0, since {E(f)⊗h|f ∈ hC, h ∈ hC⊗C2} is dense in H⊗hC⊗C2. 
5.12. Remark. This implies that D is also closable in stronger topologies, such as,
e.g., the norm topology and the strong topology.
We will denote the closure of D again by the same symbol.
5.13. Proposition. Let O ∈ DomD. Then O∗ ∈ DomD and
DO∗ = DO.
In particular, since D is a derivation, this implies that DomD is a ∗-subalgebra of
B(H).
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Proof. It is not difficult to check this directly on the Weyl operators U(h1, h2),
h ∈ h⊗ R2. We get U(h1, h2)∗ = U(−h1,−h2) and
D
(
U(h1, h2)
∗) = DU(−h1,−h2) = −iU(−h1,−h2)⊗ h
= U(h1, h2)
∗ ⊗ (ih) = DU(h1, h2).
By linearity and continuity it therefore extends to all of DomD. 
We will now show how D can be iterated. Let H be a complex Hilbert space, then
we can define a derivation operator D : S ⊗ H → B(H) ⊗ hC ⊗ C2 ⊗ H by setting
D(O⊗h) = DO⊗h for O ∈ S and h ∈ H . Closing it, we get an unbounded derivation
from the Hilbert module B(H,H ⊗H) to M(H) = B(H ⊗H,H ⊗ hC ⊗ C2 ⊗H). This
allows us to iterate D. It is easy to see that D maps S ⊗H to S ⊗ hC⊗C2⊗H and so
we have Dn(S ⊗H) ⊆ S ⊗ (hC ⊗ C2)⊗n⊗H . In particular, S ⊆ DomDn for all n ∈ N,
and we can define Sobolev-type norms || · ||n and semi-norms || · ||ψ,n, on S by
||O||2n = ||O∗O||+
n∑
j=1
||〈DnO,DnO〉||,
||O||2ψ,n = ||Oψ||2 +
n∑
j=1
||〈ψ, 〈DnO,DnO〉ψ〉||, for ψ ∈ H
In this way we can define Sobolev-type topologies on DomDn.
We will now extend the definition of the “Fre´chet derivation” Dk to the case where
k is replaced by an element of M. It becomes now important to distinguish between a
right and a left “derivation operator”. Furthermore, it is no longer a derivation.
5.14. Definition. Let u ∈M and O ∈ DomD. Then we define the right gradient−→
DuO and the left gradient O
←−
Du of O with respect to u by
−→
DuO = 〈u,DO〉,
O
←−
Du = 〈DO, u〉.
We list several properties of the gradient.
5.15. Proposition. (1) Let X ∈ B(H), O,O1, O2 ∈ DomD, and u ∈ M.
Then
−→
DXuO = X
−→
DuO,
−→
Du(O1O2) =
(−→
DuO1
)
O2 +
−→
DuO1O2,
O
←−
DuX = (O
←−
Du)X,
(O1O2)
←−
Du = O1
←−
DO2u +O1
(
O2
←−
Du
)
,
(2) For k ∈ hC ⊗ C2 and O ∈ DomD, we have
DkO =
−→
D idH⊗kO = O
←−
D idH⊗k
Proof. These properties can be deduced easily from the definition of the gradient
and the properties of the derivation operator D and the inner product 〈, 〉. 
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5.16. Remark. We can also define a two-sided gradient
←→
D u : DomD×DomD →
B(H) by←→D u : (O1, O2) 7→ O1←→D uO2 = O1
(−→
DuO2
)
+
(
O1
←−
Du
)
O2. For k ∈ hC⊗C2 we
have O1
←→
D idH⊗kO2 = Dk(O1O2).
6. The divergence operator
The algebra B(H) of bounded operators on the symmetric Fock space H and the
Hilbert moduleM are not Hilbert spaces with respect to the expectation in the vacuum
vector Ω. Therefore we can not define the divergence operator or Skorohod integral
δ as the adjoint of the derivation D. It might be tempting to try to define δX as an
operator such that the condition
(6.1) E
(
(δX)B
) ?
= E
(−→
DXB
)
is satisfied for all B ∈ Dom−→DX , even though it is not sufficient to characterize δX .
But the following proposition shows that this is not possible.
6.1. Proposition. Let k ∈ hC ⊗ C2 with k1 + ik2 6= 0. There exists no (possibly
unbounded) operator M whose domain contains the vacuum vector such that
E
(
MB
)
= E (DkB)
holds for all B ∈ DomDk.
Proof. We assume that such an operator M exists and show that this leads to a
contradiction.
Let B ∈ B(H) be the operator defined by H ∋ ψ 7→ 〈k1 + ik2, ψ〉Ω, it is easy to see
that B ∈ DomDk and that DkB is given by
(DkB)ψ =
i
2
〈k1 + ik2, ψ〉(k1 + ik2)− i
2
〈(
Q(k1)− P (k2)
)
(k1 + ik2), ψ
〉
Ω, for ψ ∈ H.
Therefore, if M existed, we would have
0 = 〈Ω,MBΩ〉 = E(MB) = E(DkB)
= 〈Ω, (DkB)Ω〉 = − i
2
〈k1 + ik2, k1 + ik2〉,
which is clearly impossible. 
We introduce the analogue of smooth elementary h-valued random variables,
Sh =
{
u =
n∑
j=1
Fj ⊗ h(j)
∣∣∣n ∈ N, F1, . . . , Fn ∈ S, h(1), . . . , h(n) ∈ hC ⊗ C2
}
.
If we define A
←→
δuB for u =
∑n
j=1 Fj ⊗ h(j) ∈ Sh and A,B ∈ B(H) by
A
←→
δuB =
1
2
n∑
j=1
{
P
(
h
(j)
1
)
+Q
(
h
(j)
2
)
, AFjB
}
−A
n∑
j=1
(Dh(j)Fj)B.
then it follows from Corollary 5.10 that this satisfies
(6.2) E
(
A
←→
δuB
)
= E
(
A
←→
D uB
)
.
But this can only be written as a product AXB with some operator X , if A and B
commute with P
(
h
(1)
1
)
+Q
(
h
(1)
2
)
, . . . , P
(
h
(n)
1
)
+Q
(
h
(n)
2
)
. We see that a condition of
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the form (6.1) or (6.2) is too strong, if we require it to be satisfied for all A,B ∈ DomD.
We have to impose some commutativity on A and B to weaken the condition, in order
to be able to satisfy it. We will now give a first definition of a divergence operator that
satisfies a weaker version of (6.2), see Proposition 6.3 below. In Remark 6.6 we will
extend this definition to a bigger domain.
6.2. Definition. We set
Sh,δ =
{
u =
n∑
j=1
Fj ⊗ h(j) ∈ Sh
∣∣∣1
2
n∑
j=1
{
P
(
h
(j)
1
)
+Q
(
h
(j)
2
)
, Fj
}
−
n∑
j=1
Dh(j)Fj
defines a bounded operator on H
}
and define the divergence operator δ : Sh,δ → B(H) by
δ(u) =
1
2
n∑
j=1
{
P
(
h
(j)
1
)
+Q
(
h
(j)
2
)
, Fj
}
−
n∑
j=1
Dh(j)Fj.
for u =
∑n
j=1 Fj ⊗ h(j) ∈ Sh,δ.
It is easy to check that
δ(u) =
(
δ(u)
)∗
holds for all u ∈ Sh,δ.
6.3. Proposition. Let u =
∑n
j=1 Fj ⊗ h(j) ∈ Sh,δ and
A,B ∈ DomD ∩
{
P
(
h
(1)
1
)
+Q
(
h
(1)
2
)
, . . . , P
(
h
(n)
1
)
+Q
(
h
(n)
2
)}′
i.e., A and B are in the commutant of
{
P
(
h
(1)
1
)
+Q
(
h
(1)
2
)
, . . . , P
(
h
(n)
1
)
+Q
(
h
(n)
2
)}
,
then we have
E
(
Aδ(u)B
)
= E
(
A
←→
D uB
)
.
6.4. Remark. Note that δ : Sh,δ → B(H) is the only linear map with this property,
since for one single element h ∈ hC ⊗ C2, the sets{
A∗Ω
∣∣∣A ∈ DomD ∩ {P (h1) +Q (h2)}′}{
BΩ
∣∣∣B ∈ DomD ∩ {P (h1) +Q (h2)}′}
are still total in H.
Proof. From Corollary 5.10 we get
E
(
A
←→
D uB
)
= E
(
A〈u,DB〉+ 〈DA, u〉B)
= E
(
n∑
j=1
AFj (Dh(j)B) +
n∑
j=1
(Dh(j)A)FjB
)
= E
(
1
2
n∑
j=1
{
P
(
h
(j)
1
)
+Q
(
h
(j)
2
)
, AFjB
}
−
n∑
j=1
A (Dh(j)Fj)B
)
.
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But since A and B commute with P
(
h
(1)
1
)
+ Q
(
h
(1)
2
)
, . . . , P
(
h
(n)
1
)
+ Q
(
h
(n)
2
)
, we
can pull them out of the anti-commutator, and we get
E
(
A
←→
D uB
)
= E
(
1
2
n∑
j=1
A
{
P
(
h
(j)
1
)
+Q
(
h
(j)
2
)
, Fj
}
B −
n∑
j=1
A (Dh(j)Fj)B
)
= E(Aδ(u)B).

We will now give an explicit formula for the matrix elements between two expo-
nential vectors of the divergence of a smooth elementary element u ∈ Sh,δ, this is the
analogue of the first fundamental lemma in the Hudson-Parthasarathy calculus, see,
e.g., [Par92, Proposition 25.1].
6.5. Theorem. Let u ∈ Sh,δ. Then we have the following formula
〈E(k1), δ(u)E(k2)〉 =
〈
E(k1)⊗
(
ik1 − ik2
k1 + k2
)
, uE(k2)
〉
for the evaluation of the divergence δ(u) of u between two exponential vectors E(k1),
E(k2), for k1, k2 ∈ hC.
6.6. Remark. This suggests to extend the definition of δ in the following way: set
Dom δ =
{
u ∈M
∣∣∣∃M ∈ B(H), ∀k1, k2 ∈ hC :
〈E(k1),ME(k2)〉 =
〈
E(k1)⊗
(
ik1 − ik2
k1 + k2
)
, uE(k2)
〉}
(6.3)
and define δ(u) for u ∈ Dom δ to be the unique operator M that satisfies the condition
in Equation (6.3).
Proof. Let u =
∑n
j=1 Fj⊗h(j). Recalling the definition of Dh we get the following
alternative expression for δ(u),
δ(u) =
1
2
n∑
j=1
(
P
(
h
(j)
1
)
+Q
(
h
(j)
2
)
− iQ
(
h
(j)
1
)
+ iP
(
h
(j)
2
))
Fj
+
1
2
n∑
j=1
Fj
(
P
(
h
(j)
1
)
+Q
(
h
(j)
2
)
+ iQ
(
h
(j)
1
)
− iP
(
h
(j)
2
))
=
n∑
j=1
(
a+
(
h
(j)
2 − ih(j)1
)
Fj + Fja
(
h
(j)
2 − ih(j)1
))
.(6.4)
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Evaluating this between two exponential vectors, we obtain
〈E(k1), δ(u)E(k2)〉 =
n∑
j=1
〈
a(h
(j)
2 − ih(j)1 )E(k1), FjE(k2)
〉
+
n∑
j=1
〈E(k1), Fja(h(j)2 + ih(j)1 )E(k2)〉
=
n∑
j=1
(〈h(j)2 − ih(j)1 , k1〉+ 〈h(j)2 + ih(j)1 , k2〉)〈E(k1), FjE(k2)〉
=
n∑
j=1
(〈k1, h(j)2 − ih(j)1 〉+ 〈k2, h(j)2 + ih(j)1 〉)〈E(k1), FjE(k2)〉
=
〈
E(k1)⊗
(
ik1 − ik2
k1 + k2
)
, uE(k2)
〉
.

6.7. Corollary. The divergence operator δ is closable in the weak topology.
Proof. Let (un)n∈N be a sequence such that un → 0 and δ(un)→ β ∈ B(H) in the
weak topology. Then we get
〈E(k1), βE(k2)〉 = lim
n→∞
〈E(k1), δ(un)E(k2)〉
= lim
n→∞
〈
E(k1)⊗
(
ik1 − ik2
k1 + k2
)
, unE(k2)
〉
= 0
for all k1, k2 ∈ hC, and thus β = 0. 
We have the following analogues of Equations (2.3) and (2.5).
6.8. Proposition. Let u, v ∈ Sh,δ, F ∈ S, h ∈ hC ⊗ C2, then we have
Dh ◦ δ(u) = 〈h, u〉+ δ ◦Dh(u)(6.5)
δ(Fu) = Fδ(u)− F←−Du + 1
2
n∑
j=1
[
P
(
h
(j)
1
)
+Q
(
h
(j)
2
)
, F
]
Fj(6.6)
δ(uF ) = δ(u)F −−→DuF + 1
2
n∑
j=1
[
F, P
(
h
(j)
1
)
+Q
(
h
(j)
2
)]
Fj(6.7)
Proof. (1) Let u =
∑n
j=1 Fj ⊗ h(j). We set
Xj =
1
2
(
P
(
h
(j)
1
)
+Q
(
h
(j)
2
))
,
Yj =
i
2
(
Q
(
h
(j)
1
)
− P
(
h
(j)
2
))
,
Y =
i
2
(
Q (h1)− P (h2)
)
,
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then we have δ(u) =
∑n
j=1
(
(Xj − Yj)Fj + Fj(Xj + Yj)
)
, and therefore
Dh
(
δ(u)
)
=
n∑
j=1
(
Y (Xj − Yj)Fj + Y Fj(Xj + Yj)− (Xj − Yj)FjY − Fj(Xj + Yj)Y
)
.
On the other hand we have Dh(u) =
∑n
j=1(Y Fj − FjY )⊗ h(j), and
δ
(
Dh(u)
)
=
n∑
j=1
(
(Xj − Yj)Y Fj − (Xj − Yj)FjY + Y Fj(Xj + Yj)− FjY (Xj + Yj)
)
.
Taking the difference of these two expressions, we get
Dh
(
δ(u)
)− δ(Dh(u)) = n∑
j=1
([
Y,Xj − Yj
]
Fj + Fj [Y,Xj + Yj]
)
=
n∑
j=1
(〈h1, h(j)1 〉+ 〈h2, h(j)2 〉)Fj = 〈h, u〉.
(2) A straightforward computation gives
δ(Fu) =
n∑
j=1
(
(Xj − Yj)FFj + FFj(Xj + Yj)
)
= F
n∑
j=1
(
(Xj − Yj)Fj + Fj(Xj + Yj)
)− n∑
j=1
[F,Xj − Yj]Fj
= Fδ(u)−
n∑
j=1
[Yj, F ]Fj +
n∑
j=1
[XjF,X ]Fj
= Fδ(u)−
n∑
j=1
〈F ∗, h(j)〉Fj +
n∑
j=1
[Xj , F ]Fj
= Fδ(u)− F←−Du +
n∑
j=1
[Xj , F ]Fj
where we used that [Xj, F ] = i
〈( −h2
h1
)
, DF
〉
defines a bounded operator,
since F ∈ S ⊆ DomD. Equation (6.7) can be shown similarly.

If we impose additional commutativity conditions, which are always satisfied in the
commutative case, then we get simpler formulas that are more similar to the classical
ones.
6.9. Corollary. If u =
∑n
j=1 Fj ⊗ h(j) ∈ Sh,δ and
F ∈ DomD ∩
{
P
(
h
(1)
1
)
+Q
(
h
(1)
2
)
, . . . , P
(
h
(n)
1
)
+Q
(
h
(n)
2
)}′
then we have
δ(Fu) = Fδ(u)− F←−Du,
δ(uF ) = δ(u)F −−→DuF.
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7. Examples and applications
7.1. Relation to the commutative case. In this section we will show that the
non-commutative calculus studied here contains the commutative calculus, at least if
we restrict ourselves to bounded functionals.
It is well-known that the symmetric Fock space Γ(hC) is isomorphic to the com-
plexification L2(Ω;C) of the Wiener space L2(Ω) over h, cf. [Bia93, Jan97, Mey95].
Such an isomorphism I : L2(Ω;C)
∼=7→ Γ(hC) can be defined by extending the map
I : eiW (h) 7→ I (eiW (h)) = eiQ(h)Ω = e−||h||2/2E(ih), for h ∈ h.
Using this isomorphism, a bounded functional F ∈ L∞(Ω;C) becomes a bounded
operator M(F ) on Γ(hC), acting simply by multiplication,
M(F )ψ = I
(
FI−1(ψ)
)
, for ψ ∈ Γ(hC).
In particular, we get M
(
eiW (h)
)
= U(0, h) for h ∈ h.
We can show that the derivation of a bounded differentiable functional coincides
with its derivation as a bounded operator.
7.1. Proposition. Let k ∈ h and F ∈ L∞(Ω;C) ∩Dom D˜k s.t. D˜kF ∈ L∞(Ω;C).
Then we have M(F ) ∈ DomDk0, where k0 =
(
0
k
)
, and
M(D˜kF ) = Dk0
(
M(F )
)
.
Proof. It is sufficient to check this for functionals of the form F = eiW (h), h ∈ h.
We get
M(D˜ke
iW (h)) = M
(
i〈k, h〉eiW (h))
= i〈k, h〉U(0, h) = i
〈(
0
k
)
,
(
0
h
)〉
U(0, h)
= Dk0U(0, h) = Dk0
(
M(eiW (h))
)
.

This implies that we also have an analogous result for the divergence.
7.2. Sufficient conditions for the existence of smooth densities. In this
section we will use the operator D to give sufficient conditions for the existence and
smoothness of densities for operators on H. The first result is a generalization of
Proposition 4.8 to arbitrary states.
7.2. Theorem. Let κ ∈ N, h ∈ h⊗ R2 with 〈h1, h2〉 6= 0, and suppose that Φ is of
the form
Φ(X) = tr(ρX) for all X ∈ B(H),
for some density matrix ρ. If there exist k, ℓ ∈ hC ⊗ C2 such that
det
( 〈h1, k1〉 〈h2, k2〉
〈h1, ℓ1〉 〈h2, ℓ2〉
)
6= 0,
and ρ ∈ ⋂κ1+κ2≤κDomDκ1k Dκ2ℓ , and
tr(|Dκ1k Dκ2ℓ ρ|) <∞ for all κ1 + κ2 ≤ κ,
then wh,Φ ∈
⋂
2≤p≤∞H
p,κ(R2), i.e. the Wigner density wh,Φ lies in the Sobolev spaces
of order κ.
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Proof. Let
A =
( 〈h1, k1〉 〈h2, k2〉
〈h1, ℓ1〉 〈h2, ℓ2〉
)
and set (
X1
X2
)
=
i
2
A−1
(
Q(k1)− P (k2)
Q(ℓ1)− P (ℓ2)
)
,
then we have
[X1, Oh(ϕ)] =
〈h2, ℓ2〉DkOh(ϕ)− 〈h2, k2〉DℓOh(ϕ)
detA
= Oh
(
∂ϕ
∂x
)
,
[X2, Oh(ϕ)] =
−〈h1, ℓ1〉DkOh(ϕ) + 〈h1, k2〉DℓOh(ϕ)
detA
= Oh
(
∂ϕ
∂y
)
,
for all Schwartz functions ϕ. Therefore∣∣∣∣∫ ∂κ1+κ2ϕ∂xκ1∂yκ2 dWh,Φ
∣∣∣∣ = ∣∣∣∣tr(ρOh( ∂κ1+κ2ϕ∂xκ1∂yκ2
))∣∣∣∣
=
∣∣∣∣tr(ρ [X1, . . . [X1︸ ︷︷ ︸, [X2, . . . [X2︸ ︷︷ ︸, Oh(ϕ)]]]])
∣∣∣∣
κ1 times κ2 times
=
∣∣tr([X2, . . . [X2, [X1, . . . [X1, ρ]]]]Oh(ϕ))∣∣
≤ Cρ,κ1,κ2||Oh(ϕ)|| ≤ Cρ,κ1,κ2Ch,p||ϕ||p,
for all p ∈ [1, 2], since ρ ∈ ⋂κ1+κ2≤κDomDκ1k Dκ2ℓ and tr(|Dκ1k Dκ2ℓ ρ|) < ∞ for all
κ1 + κ2 ≤ κ, and thus
Cρ,κ1,κ2 = tr
∣∣[X2, . . . [X2, [X1, . . . [X1, ρ]]]]∣∣ <∞.
But this implies that the density of dWh,Φ is contained in the Sobolev spaces H
p,κ(R2)
for all 2 ≤ p ≤ ∞. 
7.3. Example. Let 0 < λ1 ≤ λ2 ≤ · · · be an increasing sequence of positive
numbers and {ej |j ∈ N} a complete orthonormal system for hC. Let Tt : hC → hC be
the contraction semigroup defined by
Ttej = e
−tλjej, for j ∈ N, t ≥ 0,
with generator A =
∑
j∈N λjPj. If the sequence increases fast enough to ensure that∑∞
j=1 e
−tλj < ∞, i.e. if tr Tt < ∞ for t > 0, then the second quantization ρt = Γ(Tt) :
H→ H is a trace class operator with trace
Zt = tr ρt =
∑
n∈N∞
f
〈en, ρten〉
where we use N∞f to denote the finite sequences of non-negative integers and {en|n ∈
N∞f } is the complete orthonormal system of H consisting of the vectors
en = e
⊙n1
1 ⊙ · · · ⊙ e⊙nrr , for n = (n1, . . . , nr) ∈ N∞f ,
i.e. the symmetrization of the tensor e1⊗· · ·⊗ e1⊗· · ·⊗ er⊗· · ·⊗ er where each vector
ej appears nj times. We get Zt =
∑
n∈N∞
∏∞
k=1 e
−nktλk =
∏∞
k=1
1
1−e−tλk for the trace of
ρt. We shall be interested in the state defined by
Φ(X) =
1
Zt
tr(ρtX), for X ∈ B(H).
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We get∑
n∈N∞
f
∣∣〈en, |ρt/2aℓ(ej)|2en〉∣∣ = ∑
n∈N∞
f
||ρt/2aℓ(ej)||2
=
∑
n∈N∞
nj(nj − 1) · · · (nj − ℓ+ 1)e−(nj−ℓ)tλj
∏
k 6=j
e−nktλk
≤
∞∑
n=0
(n+ ℓ)ℓe−ntλj
∏
k 6=j
1
1− e−tλk <∞,
and therefore that ρta
ℓ(ej) defines a bounded operator with finite trace for all j, ℓ ∈ N
and t > 0. Similarly we get
tr
∣∣aℓ(ej)ρt∣∣ <∞, tr ∣∣ρt(a+(ej))ℓ∣∣ <∞, etc.
and
tr
∣∣P ℓ1(ej1)Qℓ2(ej2)ρt∣∣ <∞, tr ∣∣P ℓ1(ej1)ρtQℓ2(ej2)∣∣ <∞, etc.
for all t > 0 and j1, j2, ℓ1, ℓ2 ∈ N. For a given h ∈ h ⊗ R2 with 〈h1, h2〉 6= 0 (and
thus in particular h1 6= 0 and h2 6= 0), we can always find indices j1 and j2 such that
〈h1, ej1〉 6= 0 and 〈h2, ej2〉 6= 0. Therefore it is not difficult to check that for all κ ∈ N
all the conditions of Theorem 7.2 are satisfied with k =
(
ej1
0
)
and ℓ =
(
0
ej2
)
. We
see that the Wigner density wh,Φ of any pair
(
P (h1), Q(h2)
)
with 〈h1, h2〉 6= 0 in the
state Φ(·) = tr(ρt ·)/Zt is in
⋂
κ∈N
⋂
2≤p≤∞H
p,κ(R2), in particular, its derivatives of all
orders exist, and are bounded and square-integrable.
We will now show that this approach can also be applied to get sufficient conditions
for the regularity of a single bounded self-adjoint operator, for simplicity we consider
only vector states.
Given a bounded self-adjoint operator X , we call a measure µX,Φ on the real line
its distribution in the state Φ, if all moments agree,
Φ(Xn) =
∫
R
xndµX,Φ, for all n ∈ N.
Such a measure µX,Φ always exists, it is unique and supported on the interval[− ||X||, ||X||].
7.4. Proposition. Let ω ∈ H be a unit vector and let Φ(·) = 〈ω, ·ω〉 be the
corresponding vector state. The distribution µX,Φ of an operator X ∈ B(H) in the state
Φ has a bounded density, if there exists a k ∈ hC ⊗ C2 such that ω ∈ Dom
(
Q(k1) −
P (k2)
) ∩ Dom(Q(k1) − P (k2)), X ∈ DomDk, X · DkX = DkX · X, DkX invertible
and (DkX)
−1 ∈ DomDk.
Proof. Since X ·DkX = DkX ·X , we have Dkp(X) = (DkX)p′(X) for all poly-
nomials p. We therefore get
Dk
(
(DkX)
−1p(X)
)
= p(X)Dk
(
(DkX)
−1)+ p′(X).
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The hypotheses of the proposition assure∣∣〈ω,Dk ((DkX)−1p(X))ω〉∣∣ ≤ ||(Q(k1)−P (k2))ω||+||(Q(k1)−P (k2))ω||
2
||(DkX)−1|| ||p(X)||
≤ C1 sup
x∈[−||X||,||X||]
∣∣p(x)∣∣,
∣∣〈ω, p(X)Dk ((DkX)−1)ω〉∣∣ ≤ ∣∣∣∣D ((DkX)−1)∣∣∣∣ ||p(X)||
≤ C2 sup
x∈[−||X||,||X||]
∣∣p(x)∣∣,
and therefore allow us to get the estimate∣∣∣∣∣
∫ ||X||
−||X||
p′(x)dµX,Φ(x)
∣∣∣∣∣ = ∣∣〈ω, p′(X)ω〉∣∣
=
∣∣∣〈ω,(Dk((DkX)−1p(X))− p(X)Dk ((DkX)−1) )ω〉∣∣∣
≤ (C1 + C2) sup
x∈[−||X||,||X||]
∣∣p(x)∣∣
for all polynomials p. But this implies that µX,Φ admits a bounded density. 
Let n ∈ N, n ≥ 2. We get that the density is even n− 1 times differentiable, if in
addition to the conditions of Proposition 7.4 we also have X ∈ DomDnk , (DkX)−1 ∈
DomDnk , and
ω ∈
⋂
1≤κ≤n
Dom
(
Q(k1)− P (k2)
)κ ⋂
1≤κ≤n
Dom
(
Q(k1)− P (k2)
)κ
.
The proof is similar to the proof of Proposition 7.4, we now use the formula
p(n)(X) = Dnk
(
(DkX)
−np(X)
)− n−1∑
κ=0
Aκp
(κ)(X),
where A0, . . . , An−1 are some bounded operators, to get the necessary estimate∣∣∣∣∣
∫ ||X||
−||X||
p(n)(x)dµX,Φ(x)
∣∣∣∣∣ ≤ C supx∈[−||X||,||X||] ∣∣p(x)∣∣
by induction over n.
7.3. The white noise case. Let now h = L2(T,B, µ), where (T,B, µ) is a mea-
sure space such that B is countably generated. In this case we can apply the diver-
gence operator to processes indexed by T , i.e. B(H)-valued measurable functions on T ,
since they can be interpreted as elements of the Hilbert module, if they are square-
integrable. Let L2
(
T,B(H)) denote all B(H)-valued measurable functions t 7→ Xt on T
with
∫
T
||Xt||2dt <∞. Then the definition of the divergence operator becomes
Dom δ =
{
X = (X1, X2) ∈ L2(T,B(H))⊕ L2(T,B(H))∣∣∣
∃M ∈ B(H), ∀k1, k2 ∈ hC : 〈E(k1),ME(k2)〉
=
∫
T
(
i(k2 − k1)〈E(k1), X1(t)E(k2)〉+ (k1 + k2)〈E(k1), X2(t)E(k2)〉
)
dµ(t)
}
,
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and δ(X) is equal to the unique operator satisfying the above condition. We will also
use the notation
δ(X) =
∫
T
X1(t)dP (t) +
∫
T
X2(t)dQ(t),
and call δ(X) the Hitsuda-Skorohod integral of X .
Belavkin [Bel91a, Bel91b] and Lindsay [Lin93] have defined non-causal quantum
stochastic integrals with respect to the creation, annihilation, and conservation pro-
cesses on the boson Fock space over L2(R+) using the classical derivation and divergence
operators. It turns out that our Hitsuda-Skorohod integral coincides with their cre-
ation and annihilation integrals, up to a coordinate transformation. This immediately
implies that for adapted, integrable processes our integral coincides with the quantum
stochastic creation and annihilation integrals defined by Hudson and Parthasarathy,
cf. [HP84, Par92].
Let us briefly recall, how they define the creation and annihilation integral, cf.
[Lin93]. They use the derivation operator D˜ and the divergence operator δ˜ from the
classical calculus on the Wiener space L2(Ω), defined on the Fock space Γ(L2(R+;C))
over L2(R+;C) = L
2(R+)C via the isomorphism between L
2(Ω) and Γ
(
L2(R+;C)
)
. On
the exponential vectors D˜ acts as
D˜E(k) = E(k)⊗ k, for k ∈ L2(R+,C),
and δ˜ is its adjoint. Note that due to the isomorphism between Γ
(
L2(R+;C)
) ⊗
L2(R+;C) and L
2
(
R+; Γ
(
L2(R+;C)
))
, the elements of Γ
(
L2(R+;C)
)⊗L2(R+;C) can
be interpreted as function on R+. In particular, for the exponential vectors we get(
DE(k))
t
= k(t)E(k) almost surely. The action of the annihilation integral ∫ FtdAt on
some vector ψ ∈ Γ(L2(R+;C)) is then defined as the Bochner integral∫ BL
R+
FtdArψ =
∫
R+
Ft(Dψ)tdt,
and that of the creation integral as∫ BL
R+
FtdA
∗
tψ = δ˜(F·ψ).
These definitions satisfy the adjoint relations(∫ BL
R+
FtdAr
)∗
⊃
∫ BL
R+
F ∗t dA
∗
t , and
(∫ BL
R+
FtdA
∗
r
)∗
⊃
∫ BL
R+
F ∗t dAt.
7.5. Proposition. Let (T,B, µ) = (R+,B(R+), dx), i.e. the positive half-line with
the Lebesgue measure, and let X = (X1, X2) ∈ Dom δ. Then we have∫
R+
X1(t)dP (t) +
∫
R+
X2(t)dQ(t) =
∫ BL
R+
(X2 − iX1)dA∗t +
∫ BL
R+
(X2 + iX1)dAt.
Proof. To prove this, we show that the Belavkin-Lindsay integrals satisfy the
same formula for the matrix elements between exponential vectors. Let (Ft)t∈R+ ∈
L2
(
R+,B(H)
)
be such that its creation integral in the sense of Belavkin and Lindsay
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is defined with a domain containing the exponential vectors. Then we get
〈E(k1),
∫ BL
R+
FtdA
∗
tE(k2)〉 = 〈E(k1), δ˜
(
F·E(k2)
)〉
= 〈(D˜E(k1))·, F·E(k2)〉
=
∫
k1(t)〈E(k1), FtE(k2)〉dt.
For the annihilation integral we deduce the formula
〈E(k1),
∫ BL
R+
FtdAtE(k2)〉 = 〈
∫ BL
R+
F ∗t dA
∗
tE(k1), E(k2)〉
=
∫
R+
k2(t)〈E(k2), F ∗t E(k1)〉dt
=
∫
R+
k2(t)〈E(k1), FtE(k2)〉dt.

The integrals defined by Belavkin and Lindsay are an extension of those defined by
Hudson and Parthasarathy, therefore the following is now obvious.
7.6. Corollary. For adapted processes X ∈ Dom δ, the Hitsuda-Skorohod integral
δ(X) =
∫
T
X1(t)dP (t) +
∫
T
X2(t)dQ(t)
coincides with the Hudson-Parthasarathy quantum stochastic integral defined in [HP84].
7.4. Iterated integrals. We give a short, informal discussion of iterated integrals
of deterministic functions, showing a close relation between these iterated integrals and
the so-called Wick product or normal-ordered product. Doing so, we will encounter
unbounded operators, so that strictly speaking we have not defined δ for them. But ev-
erything could be made rigorous by choosing an appropriate common invariant domain
for these operators, e.g., vectors with a finite chaos decomposition.
In order to be able to iterate the divergence operator, we define δ on B(H)⊗ hC ⊗
C2 ⊗H , where H is some Hilbert space, as δ ⊗ idH .
Using Equation (6.4), on can show by induction
δn
(
h
(1)
1
h
(1)
2
)
⊗ · · · ⊗
(
h
(n)
1
h
(n)
2
)
=
∑
I⊆{1,...,n}
∏
j∈I
a+(h
(j)
2 − ih(j)1 )
∏
j∈{1,...,n}\I
a(h
(j)
2 + ih
(j)
).
for h(1) =
(
h
(1)
1
h
(1)
2
)
, . . . , h(n) =
(
h
(n)
1
h
(n)
2
)
∈ hC ⊗ C2. This is just the Wick product of(
P (h
(1)
1 +Q(h
(1)
2 )
)
, . . . ,
(
P (h
(n)
1 +Q(h
(n)
2 )
)
, i.e.
δn
(
h
(1)
1
h
(1)
2
)
⊗ · · · ⊗
(
h
(n)
1
h
(n)
2
)
=
(
P (h
(1)
1 +Q(h
(1)
2 )
) ⋄ · · · ⋄ (P (h(n)1 +Q(h(n)2 )),
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where the Wick product ⋄ is defined on the algebra generated by {P (k), Q(k)|k ∈ hC}
by
P (h) ⋄X = X ⋄ P (h) = −ia+(h)X + iXa(h)
Q(h) ⋄X = X ⋄Q(h) = a+(h)X +Xa(h)
for X ∈ alg {P (k), Q(k)|k ∈ hC} and h ∈ hC in terms of the momentum and position
operators, or, equivalently, by
a+(h) ⋄X = X ⋄ a+(h) = a+(h)X
a(h) ⋄X = X ⋄ a(h) = Xa(h)
in terms of creation and annihilation.
8. Conclusion
We have defined a derivation operator D and a divergence operator δ on B(H)
and B(H,H ⊗ hC ⊗ C2), resp., and shown that they have similar properties as the
derivation operator and the divergence operator in classical Malliavin calculus. As far
as we know, this is the first time that D and δ are considered as operators defined
on a non-commutative operator algebra, except for the free case [BS98], where the
operator algebra is isomorphic to the full Fock space. To obtain close analogues of the
classical relations involving the divergence operator, we needed to impose additional
commutativity conditions, but Proposition 6.1 shows that this can not be avoided.
Also, its domain is rather small, because we require δ(u) to be a bounded operator and
so, e.g., the “deterministic” elements h ∈ hC⊗C2 are not integrable unless h = 0. One of
the main goals of our approach is the study of Wigner densities as joint densities of non-
commutating random variables. We showed that the derivation operator can be used to
obtain sufficient conditions for its regularity, see, e.g., Theorem 7.2. It seems likely that
these results can be generalized by weakening or modifying the hypotheses. It would
be interesting to apply these methods to quantum stochastic differential equations.
CHAPTER 7
Quasi-Invariance Formulas for Components of Quantum Le´vy
Processes
A general method for deriving Girsanov or quasi-invariance formu-
las for classical stochastic processes with independent increments ob-
tained as components of Le´vy processes on real Lie algebras is pre-
sented. Letting a unitary operator arising from the associated fac-
torizable current representation act on an appropriate commutative
subalgebra, a second commutative subalgebra is obtained. Under cer-
tain conditions the two commutative subalgebras lead to two classical
processes such that the law of the second process is absolutely con-
tinuous w.r.t. to the first. Examples include the Girsanov formula for
Brownian motion as well as quasi-invariance formulas for the Poisson
process, the Gamma process [TVY00, TVY01], and the Meixner
process.
Joint work with Nicolas Privault. Published in Inf. Dim. Anal., Quantum Prob.
and Rel. Topics Vol. 7, No. 1, pp. 131-145, 2004.
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1. Introduction
Le´vy processes, i.e. stochastic processes with independent and stationary incre-
ments, are used as models for random fluctuations, e.g., in physics, finance, etc. In
quantum physics so-called quantum noises or quantum Le´vy processes occur, e.g., in
the description of quantum systems coupled to a heat bath [GZ00] or in the theory of
continuous measurement [Hol01]. Motivated by a model introduced for lasers [Wal84],
Schu¨rmann et al. [ASW88, Sch93] have developed the theory of Le´vy processes on
involutive bialgebras. This theory generalizes, in a sense, the theory of factorizable
representations of current groups and current algebras as well as the theory of clas-
sical Le´vy processes with values in Euclidean space or, more generally, semigroups.
For a historical survey on the theory of factorizable representations and its relation to
quantum stochastic calculus, see [Str00, Section 5].
Many interesting classical stochastic processes arise as components of these quan-
tum Le´vy processes, cf. [Sch91a, Bia98b, Fra99, AFS02]. In this Note we will
demonstrate on several examples how quasi-invariance formulas can be obtained in
such a situation. Our examples include the Girsanov formula for Brownian motion as
well as a quasi-invariance formula for the Gamma process [TVY00, TVY01], which
actually appeared first in the context of factorizable representations of current groups
[VGG83]. We also present a new quasi-invariance formula for the Meixner process.
We will consider Le´vy processes on real Lie algebras in this Note, but the general
idea is more widely applicable. Furthermore, we restrict ourselves to commutative sub-
algebras of the current algebra that have dimension one at every point, see Subsection
2.3. This allows us to use techniques familiar from the representation theory of Lie
algebras and groups to get explicit expressions for the two sides of our quasi-invariance
formulas.
In Section 2, we present the basic facts about Le´vy processes on real Lie algebras and
we recall how classical increment processes can be associated to them. The general idea
of our construction is outlined in Section 3. Finally, in Section 4, we present explicit
calculations for several classical increment processes related to the oscillator algebra
and the Lie algebra sl(2,R) of real 2×2 matrices with trace zero. In Subsections 4.1 and
4.4, we study representations of the Lie algebras themselves and obtain quasi-invariance
formulas for random variables arising from these representations. In Subsections 4.2,
4.3, 4.5, and 4.6, we turn to Le´vy processes on these Lie algebras and derive quasi-
invariance or Girsanov formulas for Brownian motion, the Poisson process, the Gamma
process, and the Meixner process.
2. Le´vy processes on real Lie algebras
In this section we recall the definition and the main results concerning Le´vy pro-
cesses on real Lie algebras, see also [AFS02]. This is a special case of the theory of
Le´vy processes on involutive bialgebras, cf. [Sch93][Mey95, Chapter VII],[FS99].
2.1. Definition and construction.
2.1. Definition. Let g be a real Lie algebra, H a pre-Hilbert space, and Ω ∈ H
a unit vector. We call a family
(
jst : g → L(H)
)
0≤s≤t of representations of g by anti-
hermitian operators (i.e. jst(X)
∗ = −jst(X) for all 0 ≤ s ≤ t, X ∈ g) a Le´vy process
on g over H (with respect to Ω), if the following conditions are satisfied.
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(1) (Increment property) We have
jst(X) + jtu(X) = jsu(X)
for all 0 ≤ s ≤ t ≤ u and all X ∈ g.
(2) (Independence) We have [jst(X), js′t′(Y )] = 0 for all X, Y ∈ g, 0 ≤ s ≤ t ≤
s′ ≤ t′ and
〈Ω, js1t1(X1)k1 · · · jsntn(Xn)knΩ〉 = 〈Ω, js1t1(X1)k1Ω〉 · · · 〈Ω, jsntn(Xn)knΩ〉
for all n, k1, . . . , kn ∈ N, 0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn, X1, . . . , Xn ∈ g.
(3) (Stationarity) For all n ∈ N and all X ∈ g, the moments
mn(X ; s, t) = 〈Ω, jst(X)nΩ〉
depend only on the difference t− s.
(4) (Weak continuity) We have limtցs〈Ω, jst(X)nΩ〉 = 0 for all n ≥ 1 and all
X ∈ g.
Two Le´vy processes are called equivalent, if they have same moments.
For the classification and construction of these processes we introduce the notion
of Schu¨rmann triples.
2.2. Definition. Let g be a real Lie algebra. A Schu¨rmann triple on g over some
pre-Hilbert space D is a triple (ρ, η, L) consisting of
• a representation ρ of g on D by anti-hermitian operators,
• a ρ-1-cocycle η, i.e. a linear map η : g→ D such that
η
(
[X, Y ]
)
= ρ(X)η(Y )− ρ(Y )η(X),
for all X, Y ∈ g, and
• a linear functional L : g → iR ⊆ C that has the map g ∧ g ∋ X ∧ Y →
〈η(X), η(Y )〉 − 〈η(Y ), η(X)〉 ∈ C as a coboundary, i.e.
L
(
[X, Y ]
)
= 〈η(X), η(Y )〉 − 〈η(Y ), η(X)〉
for all X, Y ∈ g.
A Schu¨rmann triple (ρ, η, L) is called surjective, if η(g) is cyclic for ρ.
The following theorem can be traced back to the works of Araki, Streater, etc., in
the form given here it is a special case of Schu¨rmann’s representation theorem for Le´vy
processes on involutive bialgebras, cf. [Sch93].
2.3. Theorem. Let g be a real Lie algebra. Then there is a one-to-one correspon-
dence between Le´vy processes on g (modulo equivalence) and Schu¨rmann triples on
g.
Let (ρ, η, L) be a Schu¨rmann triple on g over D, then
(2.1) jst(X) = Λst
(
ρ(X)
)
+ A∗st
(
η(X)
)− Ast(η(X))+ (t− s)L(X)id
for 0 ≤ s ≤ t and X ∈ g defines Le´vy process on g over a dense subspace H ⊆
Γ
(
L2(R+, D)
)
w.r.t. the vacuum vector Ω.
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2.2. Regularity assumptions. In order to justify our calculations, we have to
impose stronger conditions on Le´vy processes than those stated in Definition 2.1. We
will from now on assume that (jst)0≤s≤t is defined as in (2.1) and that the representation
ρ in the Schu¨rmann triple can be exponentiated to a continuous unitary representation
of the Lie group associated to g. By Nelson’s theorem this implies that D contains a
dense subspace whose elements are analytic vectors for all ρ(X), X ∈ g. Furthermore,
we will assume that η(g) consists of analytic vectors. These assumptions guarantee
that jst can also be exponentiated to a continuous unitary group representation and
therefore, by Nelson’s theorem, any finite set of operators of the form ijst(X), 0 ≤ s ≤ t,
X ∈ g, is essentially selfadjoint on some common domain. Furthermore, the vacuum
vector Ω is an analytic vector for all jst(X), 0 ≤ s ≤ t, X ∈ g. These assumptions are
satisfied in all the examples considered in Section 4.
2.3. Classical processes. Denote by gR+ the space of simple step functions with
values in g,
gR+ =
{
X =
n∑
k=1
Xk1[sk,tk [
∣∣∣0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn <∞, X1, . . . , Xn ∈ g}.
Then gR+ is a real Lie algebra with the pointwise Lie bracket and any Le´vy process on
g defines a representation π of gR+ via
(2.2) π(X) =
n∑
k=1
jsktk(Xk)
for X =
∑n
k=1Xk1[sk,tk[ ∈ gR+ .
By choosing a commutative subalgebra of π(gR+) we can get a classical process.
Denote by S(R+) the algebra of real-valued simple step functions on R,
S(R+) =
{
f =
n∑
k=1
fk1[sk,tk[
∣∣∣0 ≤ s1 ≤ t1 ≤ s2 ≤ · · · ≤ tn <∞, f1, . . . , fn ∈ R},
then the product fX of an element X ∈ gR+ with a function f ∈ S(R+) is again in
gR+ .
2.4. Theorem. Let (jst)0≤s≤t be a Le´vy process on a real Lie algebra g and let π
be as in Equation (2.2). Choose X ∈ gR+ and define
X(f) = iπ(fX)
for f ∈ S(R+).
Then there exists a classical stochastic process (Xˆt)t≥0 with independent increments
that has the same finite distributions as X, i.e.
〈Ω, g1
(
X(f1)
) · · · gn(X(fn))Ω〉 = E(g1(Xˆ(f1)) · · · gn(Xˆ(fn)))
for all n ∈ N, f1, . . . , fn ∈ S(R+), g1, . . . , gn ∈ C0(R), where
Xˆ(f) =
∫
R+
f(t)dXˆt =
n∑
k=1
fk(Xˆtk − Xˆsk)
for f =
∑n
k=1 fk1[sk,tk[ ∈ S(R+).
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The existence of (Xˆt)t≥0 follows as in [AFS02, Section 4]. Thanks to the regu-
larity assumptions in 2.2, the operators X(f1), . . . , X(fn) are essentially self-adjoint
and g1
(
X(f1)
)
, . . . , gn
(
X(fn)
)
can be defined by the usual functional calculus for self-
adjoint operators.
3. Quasi-invariance formulas for components of quantum Le´vy processes
Let (jst)0≤s≤t be a Le´vy process on a real Lie algebra g and and fix X ∈ gR+
with classical version (Xˆt)t≥0. In order to get quasi-invariance formulas for (Xˆt)t≥0, we
simply choose another element Y ∈ gR+ that does not commute with X and let the
unitary operator U = eπ(Y ) act on the algebra
AX = alg {X(f)|f ∈ S(R+)}
generated by X . We can describe this action in two different ways.
First, we can let U act on AX directly. This gives another algebra
AX′ = alg {UX(f)U∗|f ∈ S(R+)},
generated by X ′(f) = UX(f)U∗, f ∈ S(X). Since this algebra is again commutative,
there exists a classical process (Xˆ ′t)t≥0 that has the same expectation values as X
′ w.r.t.
Ω, i.e.
〈Ω, g1
(
X ′(f1)
) · · · gn(X ′(fn))Ω〉 = E(g1(Xˆ ′(f1)) · · · gn(Xˆ ′(fn)))
for all n ∈ N, g1, . . . , gn ∈ C0(R), f1, . . . , fn ∈ S(R+), where Xˆ ′(f) =
∫
R+
f(t)dXˆ ′t for
f =
∑n
k=1 fk1[sk,tk[ ∈ S(R+).
If X ′(f) is a function of X(f), then AX is invariant under the action of U . In
this case the classical process (Xˆ ′t)t≥0 can be obtained from (Xˆt)t≥0 by a pathwise
transformation, see 4.2 and 4.5. But even if this is not the case, we can still get a
quasi-invariance formula that states that the law of (Xˆ ′t)t≥0 is absolutely continuous
w.r.t. the law of (Xˆt)t≥0.
Second, we can let U act on the vacuum state Ω, this gives us a new state vector
Ω′ = U∗Ω. If Ω is cyclic for AX , then Ω′ can be approximated by elements of the
form GΩ with G ∈ AX. Often it is actually possible to find an element G ∈ AX such
that GΩ = Ω′. In this case the following calculation shows that the finite marginal
distributions of (Xˆ ′t)t≥0 are absolutely continuous w.r.t. those of (Xˆt),
E
(
g
(
Xˆ ′(f)
))
= 〈Ω, g(X ′(f))Ω〉 = 〈Ω, g(UX(f)U∗)Ω〉
= 〈Ω, Ug(X(f))U∗Ω〉 = 〈U∗Ω, g(X(f))U∗Ω〉
= 〈Ω′, g(X(f))Ω′〉 = 〈GΩ, g(X(f))GΩ〉
= E
(
g
(
X(f)
)|Gˆ|2).
Here G was a “function” of X and Gˆ is obtained from G by replacing X by Xˆ . This is
possible, because AX is commutative, and requires only standard functional calculus.
The density relating the law of (Xˆ ′t)t≥0 and that of (Xˆt)t≥0 is therefore given by
|Gˆ|2.
The same calculation applies of course also to the finite joint distributions, i.e. we
also have
E
(
g1
(
Xˆ ′(f1)
) · · · gn(Xˆ ′(fn))) = E(g1(Xˆ(f1)) · · · gn(Xˆ(fn))|Gˆ|2).
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for all n ∈ N, f1, . . . , fn ∈ S(R+), g1, . . . , gn ∈ C0(R).
4. Examples
In this section we give the explicit calculation of the density |G|2 for several exam-
ples.
We define our real Lie algebras as complex Lie algebras with an involution, because
the relations can be given in a more convenient form for the complexifications. The
real Lie algebra can be recovered as the real subspace of anti-hermitian elements.
4.1. Gaussian and Poisson random variables. The oscillator Lie algebra is
the four dimensional Lie algebra osc with basis {N,A+, A−, E} and the Lie bracket
given by
[N,A±] = ±A±, [A−, A+] = E, [E,N ] = [E,A±] = 0.
We equip osc furthermore with the involution N∗ = N , (A+)∗ = A−, and E∗ = E.
A general hermitian element of osc can be written in the form Xα,ζ,β = αN+ζA
++
ζA− + βE with α, β ∈ R, ζ ∈ C.
Let Y = i(wA+ + wA−). We can compute the adjoint action of gt = etY on Xα,ζ,β
by solving the differential equation
X˙(t) =
d
dt
Adgt(X) = [Y,X(t)].
Writing X(t) = a(t)N + z(t)A+ + z(t)A− + b(t)E, we get the system of ode’s
a˙(t) = 0,
z˙(t) = −iαw,
b˙(t) = i(wz − wz),
with initial conditions a(0) = α, z(0) = ζ , b(0) = β. We get
(4.1) X(t) = αN + (ζ − iαwt)A+ + (ζ + iαwt)A− + (β + 2tℑ(wζ) + α|w|2t2)E.
A representation ρ of osc on ℓ2 is defined by
ρ(N)|n〉 = n|n〉,
ρ(A+)|n〉 = √n+ 1|n+ 1〉,
ρ(A−)|n− 1〉 = √n|n− 1〉,
ρ(E)|n〉 = |n〉,
where |0〉, |1〉, . . . is an orthonormal basis of ℓ2.
4.1. Proposition. The distribution of ρ(Xα,ζ,β) in the vacuum vector |0〉 is given
by the characteristic function
〈0| exp (iλρ(Xα,ζ,β))|0〉 =
 exp
(
iλβ − λ2
2
|ζ |2
)
for α = 0,
exp
(
iλ
(
β − |ζ|2
α
)
+ |ζ|
2
α2
(
eiλα − 1)) for α 6= 0,
i.e. it is either a Gaussian random variable with variance |ζ |2 and mean β or Poisson
random variable with “jump size” α, intensity |ζ|
2
α2
, and drift β − |ζ|2
α
.
4.2. Lemma. The vacuum vector |0〉 is cyclic for ρ(Xα,ζ,β), as long as ζ 6= 0, i.e.
span {ρ(Xα,ζ,β)k|0〉 : k = 0, 1, . . .} = ℓ2.
4. EXAMPLES 177
Therefore v(t) = exp
(− tρ(Y ))|0〉 can be written in the form
v(t) =
∞∑
k=0
ck(t)ρ(Xα,ζ,β)
k|0〉 = G(Xα,ζ,β, t)|0〉.
In order to compute the function G, we consider
d
dt
v(t) = − exp (− tρ(Y ))ρ(Y )|0〉 = −i exp (− tρ(Y ))w|1〉.
We can rewrite this as
d
dt
v(t) = − iw
ζ˜(t)
exp
(− tρ(Y )) (Xα,ζ˜(t),β˜(t)|0〉 − β˜(t)|0〉)
= − iw
ζ˜(t)
(
Xα,ζ,β − β˜(t)
)
exp
(− tρ(Y ))|0〉 = − iw
ζ˜(t)
(
Xα,ζ,β − β˜(t)
)
v(t),
where
ζ˜(t) = ζ − iαwt,
β˜(t) = β + 2tℑ(wζ) + α|w|2t2.
This is satisfied provided G(x, t) satisfies the differential equation
d
dt
G(x, t) = − iw
ζ˜(t)
(
x− β˜(t)
)
G(x, t)
with initial condition G(x, 0) = 1. We get
G(x, t) = exp
(
−iw
∫ t
0
(
x− β˜(s)
ζ˜(s)
)
ds
)
.
Evaluating the integral, this can be written as
G(x, t) =
(
1− iαwt
ζ
)x−β
α
+ |ζ|
2
α2
exp
(
i
wζ
α
− t
2
2
|w|2
)
,
and therefore
|G(x, t)|2 =
(
1 + 2tαℑ
(
w
ζ
)
+ t2α2
|w|2
|ζ |2
)x−β
α
+
|ζ|2
α2
e
− |ζ|2
α2
(
2tαℑw
ζ
+t2α2
|w|2
|ζ|2
)
.
After letting α go to 0 we get
|G(x, t)|2 = e2t(x−β)ℑwζ − t
2
2
|ζ|2(2ℑwζ )
2
.
Note that the classical analog of this limiting procedure is
(1 + α)αλ(Nα−λ/α
2)+λ
2
α
α→0−→ eλX− 12λ2 ,
where Nα is a Poisson random variable with intensity λ > 0 and λ(Nα−λ/α2) converges
in distribution to a standard Gaussian variable X . No such normalization is needed in
the quantum case.
4.3. Proposition. We have
E
[
g
(
X(t)
)]
= E
[
g(Xα,ζ,β)
∣∣G(Xα,ζ,β, t)∣∣2]
for all g ∈ C0(R).
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For α = 0, this identity gives the relative density of two Gaussian random variables
with the same variance, but different means. For α 6= 0, it gives the relative density of
two Poisson random variables with different intensities.
4.2. Brownian motion and the Girsanov formula. Let now (jst)0≤s≤t be the
Le´vy process on osc with the Schu¨rmann triple defined by D = C,
ρ(N) = 1, ρ(A±) = ρ(E) = 0,
η(A+) = 1, η(N) = η(A−) = η(E) = 0,
L(N) = L(A±) = 0, L(E) = 1.
Taking for X the constant function with value −i(A+ + A−), we get
X(f) = A∗(f) + A(f)
and the associated classical process (Xˆt)t≥0 is Brownian motion.
We choose for Y = h(A+ − A−), with h ∈ S(R+). A similar calculation as in the
previous subsection yields
X ′(1[0,t]) = eYX(1[0,t])e−Y = X(1[0,t])− 2
∫ t
0
h(s)ds
i.e. AX is invariant under eY and (Xˆ ′t)t≥0 is obtained from (Xˆt)t≥0 by adding a drift.
eπ(Y ) is a Weyl operator and gives an exponential vector, if it acts on the vacuum,
i.e.
eπ(Y )Ω = e−||h||
2/2E(h)
see, e.g., [Par92, Mey95]. But - up to the normalization - we can create the same
exponential vector also by acting on Ω with eX(h),
eX(h)Ω = e||h||
2/2E(h).
Therefore we get G = exp
(
X(h)− ||h||2) and the well-known Girsanov formula
E
(
g
(
Xˆ ′(f)
))
= E
(
g
(
Xˆ(f)
)
exp
(
2X(h)− 2
∫ ∞
0
h2(s)ds
))
.
4.3. Poisson process and the Girsanov formula. Taking for X the constant
function with value −i(N + νA+ + νA− + ν2E), we get
X(f) = N(f) + νA∗(f) + νA(f) + ν2
∫ ∞
0
f(s)ds
and the associated classical process (Xˆt)t≥0 is a non-compensated Poisson process with
intensity ν2 and jump size 1. Given h ∈ S(R+) of the form
h(t) =
n∑
k=1
hk1[sk,tk[(t),
with hk > −ν2, let
w(t) = i(
√
ν2 + h(t)− ν),
and Y = w(A+ −A−). The calculations of Subsection 4.1 show that
X ′(1[0,t]) = eYX(1[0,t])e−Y
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is a non-compensated Poisson process with intensity ν2 + h(t). We have the Girsanov
formula
E
(
g
(
Xˆ ′(f)
))
= E
(
g
(
Xˆ(f)
) n∏
k=1
(
1 +
hk
ν2
)Xˆ(1[sk,tk[)
e−ν
2(tk−sk)hk
)
= E
(
g
(
Xˆ(f)
)
e−ν
2
∫∞
0 h(s)ds
n∏
k=1
(
1 +
hk
ν2
)Xˆ(1[sk,tk[))
= E
(
g
(
Xˆ(f)
)
exp
(
Xˆ
(
log
(
1 +
h
ν2
))
− ν2
∫ ∞
0
h(s)ds
))
.
4.4. sl(2,R) and the Meixner, Gamma, and Pascal random variables. Let
us now consider the three-dimensional Lie algebra sl(2;R), with basis B+, B−,M , Lie
bracket
[M,B±] = ±2B±, [B−, B+] =M,
and the involution (B+)∗ = B−, M∗ = M .
For β ∈ R, we set Xβ = B+ + B− + βM . Furthermore, we choose Y = B− − B+.
We compute [Y,Xβ] = 2βB
+ + 2βB− + 2M = 2βX1/β and
etY/2Xβe
−tY/2 = e
t
2
adYXβ =
(
cosh(t) + β sinh(t)
)
Xγ(β,t),
where
γ(β, t) =
β cosh(t) + sinh(t)
cosh(t) + β sinh(t)
.
For c > 0 we can define representations of sl(2;R) on ℓ2 by
ρc(B
+)|k〉 =
√
(k + c)(k + 1)|k + 1〉,
ρc(M)|k〉 = (2k + c)|k〉,
ρc(B
−)|k〉 =
√
k(k + c− 1)|k〉,
where |0〉, |1〉, . . . is an orthonormal basis of ℓ2.
Using the Splitting Lemma for sl(2), cf. [FS93, Chapter 1, 4.3.10] to write eλXβ as
a product eν+B
+
eν0Meν−B
−
, it is straight-forward to compute the distribution of ρc(Xβ)
in the state vector |0〉.
4.4. Proposition. The Fourier-Laplace transform of the distribution of ρc(Xβ)
w.r.t. |0〉 is given by
〈0| exp (λρc(Xβ))|0〉 =
( √
β2 − 1√
β2 − 1 cosh (λ√β2 − 1)− β sinh (λ√β2 − 1)
)c
.
4.5. Remark. For |β| < 1, this distribution is called the Meixner distribution. It
is absolutely continuous w.r.t. to the Lebesgue measure and the density is given by
C exp
(
(π − 2 arccos β)x
2
√
1− β2
)∣∣∣∣∣Γ
(
c
2
+
ix
2
√
1− β2
)∣∣∣∣∣
2
dx,
see also [AFS02]. C is a normalization constant.
For β = ±1, we get the Gamma distribution, which has the density
|x|c−1
Γ(c)
e−βx1βR+ .
180 QUASI-INVARIANCE FORMULAS
Finally, for |β| > 1, we get a discrete measure, the so-called Pascal distribution.
4.6. Lemma. The lowest weight vector |0〉 is cyclic for ρc(Xβ) for all β ∈ R, c > 0.
Therefore we can write vt = e
−tρc(Y )/2|0〉 in the form
v(t) =
∞∑
k=0
ck(t)ρc(Xβ)
k|0〉 = G(Xβ, t)|0〉.
In order to compute the function G, we consider
d
dt
v(t) = −1
2
exp
(− tρc(Y )/2)ρc(Y )|0〉 = 1
2
exp
(− tρc(Y ))√c|1〉.
As in Subsection 4.1, we introduce Xβ into this equation to get an ordinary differential
equation for G,
d
dt
v(t) =
1
2
exp
(− tρc(Y )/2)(ρc(Xγ(β,t))− cγ(β, t))|0〉
=
1
2
ρc(Xβ)− c
(
β cosh(t) + sinh(t)
)
cosh(t) + β sinh(t)
exp
(− tρc(Y )/2)|0〉
This is satisfied, if
d
dt
G(x, t) =
1
2
x− c(β cosh(t) + sinh(t))
cosh(t) + β sinh(t)
G(x, t)
with initial condition G(x, 0) = 1. The solution of this ode is given by
G(x, t) = exp
1
2
∫ t
0
x− c(β cosh(s) + sinh(s))
cosh(s) + β sinh(s)
ds.
For β = 1, we get G(x, t) = exp 1
2
(
x(1−e−t)−ct) and we recover the following identity
for a Gamma distributed random variable Z with parameter c,
E
(
g(etZ)
)
= E
(
g(Z) exp
(
Z(1− e−t)− ct)).
If |β| < 1, then we can write G in the form
G(x, t) = exp
(
Φ(β, t)x− cΨ(β, t)),
where
Φ(β, t) =
1√
1− β2
(
arctan
(
et
√
1 + β
1− β
)
− arctan
(√
1 + β
1− β
))
,(4.2)
Ψ(β, t) =
1
2
(
t+ log
(
1 + β + e−2t(1− β))− log 2).(4.3)
4.5. A quasi-invariance formula for the Gamma process. Let now (jst)0≤s≤t
be the Le´vy process on sl(2;R) with Schu¨rmann triple D = ℓ2, ρ = ρ2, and
η(B+) = |0〉, η(B−) = η(M) = 0,
L(M) = 1, L(B±) = 0,
cf. [AFS02, Example 3.1]. We take for X the constant function with value −i(B+ +
B+ +M), then the random variables
X(1[s,t]) = Λst
(
ρ(X)
)
+ A∗st
(|0〉)+ Ast(|0〉) + (t− s)id
are Gamma distributed in the vacuum vector Ω.
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For Y we choose h(B− − B+) with h = ∑rk=1 hk1[sk,tk[ ∈ S(R+), 0 ≤ s1 ≤ t1 ≤
s2 ≤ · · · ≤ tn. As in the previous subsection, we get
X ′(1[s,t]) = eπ(Y )X(1[s,t])e−π(Y ) = X(e2h1[s,t]).
On the other hand, using the tensor product structure of the Fock space, we can
calculate
e−π(Y )Ω = e−
∑n
k=1 hkjsktk (Y )Ω
= e−h1js1t1(Y ))Ω⊗ · · · ⊗ e−hnjsntn(Y ))Ω
= exp
1
2
(
X
(
(1− e−2h1)1[s1,t1[
)− (t1 − s1)2hds)Ω⊗ · · ·
· · · ⊗ exp 1
2
(
X
(
(1− e−2hn)1
[sn,tn[
) − (tn − sn)2hds)Ω
= exp
1
2
(
X(1− e−2h)−
∫
R+
2hds
)
Ω,
since jst is equivalent to ρt−s.
4.7. Proposition. Let n ∈ N, f1, . . . , fn ∈ S(R+), g1, . . . , gn ∈ C0(R), then we
have
E
(
g1
(
X ′(f1)
) · · · gn(X ′(fn)))
= E
(
g1
(
X(f1)
) · · · gn(X(fn)) exp(X(1− e−2h)− ∫
R+
2hds
))
.
4.6. A quasi-invariance formula for the Meixner process. We consider again
the same Le´vy process on sl(2;R) as in the previous subsection. Let ϕ, β ∈ S(R+) with
|β(t)| < 1 for all t ∈ R+, and set
Xϕ,β = ϕ(B
+ +B− + βM) ∈ sl(2;R)R+ .
Let Y again be given by Y = h(B− −B+), h ∈ S(R+). Then we get
X ′(t) = eY (t)X(t)e−Y (t) = ϕ(t)
(
cosh(2h) + β(t) sinh(2h)
)(
B+ +B− + γ
(
β(t), 2h
)
M
)
i.e. X ′ = Xϕ′,β′ with
ϕ′(t) = ϕ(t)
(
cosh
(
2h(t)
)
+ β(t) sinh
(
2h(t)
))
,
β ′(t) = γ
(
β(t), 2h(t)
)
.
As in the previous subsection, we can also calculate the function G,
eπ(Y )Ω = exp
1
2
(
XΦ(β,2h),β −
∫
R+
Ψ
(
β(t), 2h(t)
))
Ω,
where Φ,Ψ are defined as in Equations (4.2) and (4.3).
4.8. Proposition. The finite joint distributions of Xϕ′,β′ are absolutely continuous
w.r.t. to those of Xϕ,β, and the mutual density is given by
exp
(
XΦ(β,2h),β −
∫
R+
Ψ
(
β(t), 2h(t)
))
.
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5. Conclusion
The results stated in Subsections 4.2, 4.3, 4.5, and 4.6 have been proved with our
methods for the finite joint distributions. They can be extended to the distribution
of the processes either using continuity arguments for the states and endomorphisms
on our operator algebras or by the use of standard tightness arguments of classical
probability.
Of course the general idea also applies to classical processes obtained by a different
choice of the commutative subalgebra, e.g. as in [Bia98b], and to more general classes
of quantum stochastic processes. The restrictions in this Note were motivated by the
fact that they simplify the explicit calculations.
CHAPTER 8
Le´vy Processes and Dilations of Completely Positive
semigroups
In this chapter we will show how Le´vy process can be used to construct dilations of
quantum dynamical semigroups on the matrix algebra Md. That unitary cocycles on
the symmetric Fock space tensor a finite-dimensional initial space can be interpreted as
a Le´vy process on a certain involutive bialgebra, was first observed in [Sch90]. For more
details on quantum dynamical semigroups and their dilations, see [Bha01, Bha03] and
the references therein.
1. The non-commutative analogue of the algebra of coefficients of the
unitary group
For d ∈ N we denote by Ud the free non-commutative (!) ∗-algebra generated by
indeterminates uij, u
∗
ij, i, j = 1, . . . , d with the relations
d∑
j=1
ukju
∗
ℓj = δkℓ,
d∑
j=1
u∗jkujℓ = δkℓ.
The ∗-algebra Ud is turned into a ∗-bialgebra, if we put
∆(ukℓ) =
d∑
j=1
ukj ⊗ ujℓ,
ε(ukℓ) = δkℓ.
This ∗-bialgebra has been investigated by Glockner and von Waldenfels, see [GvW89].
If we assume that the generators uij, u
∗
ij commute, we obtain the coefficient algebra
of the the unitary group U(d). This is why Ud is often called the non-commutative
analogue of the algebra of coefficients of the unitary group. It is equal to the ∗-algebra
generated by the mappings
ξkℓ : U(Cd ⊗H)→ B(H)
with
ξkℓ(U) = PkUP
∗
ℓ = Ukℓ
for U ∈ U(Cd⊗H) ⊆Md
(B(H)), where H is an infinite-dimensional, separable Hilbert
space and U(Cd ⊗ H) denotes the unitary group of operators on Cd ⊗ H . Moreover
B(H) denotes the ∗-algebra of bounded operators, Md
(B(H)) the ∗-algebra of d× d-
matrices with elements from B(H) and Pk : Cd ⊗ H → H the projection on the k-th
component.
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1.1. Proposition. (1) On U1 a faithful Haar measure is given by λ(un) =
δ0,n, n ∈ Z.
(2) On U1 an antipode is given by setting S(x) = x∗ and extending S as a ∗-algebra
homomorphism.
(3) For d > 1 the bialgebra Ud does not possess an antipode.
Proof. A Haar measure on a bialgebra B is a normalized linear functional λ sat-
isfying
λ ⋆ ϕ = ϕ(1)λ = ϕ ⋆ λ
for all linear functionals ϕ on B.
The verification of properties (1) and (2) is straightforward, we shall only prove
(3). We suppose that an antipode exists. Then
u∗ℓk =
d∑
n=1
d∑
j=1
S(ukj)ujnu
∗
ℓn
=
d∑
j=1
S(ukj)
d∑
n=1
ujnu
∗
ℓn
=
d∑
j=1
S(ukj)δjℓ = S(ukℓ).
Similarly, one proves that S(u∗kℓ) = ulk. Since S is an antipode, it has to be an algebra
anti-homomorphisms. Therefore,
S
(
d∑
j=1
ukju
∗
ℓj
)
=
d∑
j=1
S(u∗ℓj)S(ukj) =
d∑
j=1
ujℓu
∗
jk,
which is not equal to δkℓ, if d > 1. 
1.2. Remark. Since Ud does not have an antipode for d > 1, it is not a compact
quantum group (for d = 1, of course, its C∗-completion is the quantum group of
continuous functions on the circle S1). We do not know, if Ud has a (faithful) Haar
measure for d > 1.
We have Un = C1 ⊕ U0n, where U0n = K1 = ker ε is the ideal generated by uˆij =
uij − δij1, i, j = 1, . . . n, and their adjoints. The defining relations become
(1.1) −
d∑
j=1
uˆijuˆ
∗
kj = uˆik + uˆ
∗
ki = −
d∑
j=1
uˆ∗jiuˆjk,
for i, k = 1, . . . , n, in terms of these generators.
2. An example of a Le´vy process on Ud
A one-dimensional representation σ : Ud → C is determined by the matrix w =
(wij)1≤i,j≤d ∈ Md, wij = σ(uij). The relations in Ud imply that w is unitary. For
ℓ = (ℓij) ∈Md we can define a σ-cocycle (or a σ-derivation) as follows. We set
ηℓ(uij) = ℓij,
ηℓ(u
∗
ij) = −(w∗ℓ)ji = −
d∑
k=1
wkjℓki,
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on the generators and require ηℓ to satisfy
ηℓ(ab) = σ(a)ηℓ(b) + ηℓ(a)ε(b)
for a, b ∈ Ud. The hermitian linear functional Lw,ℓ : Ud → C with
Lw,ℓ(1) = 0,
Lw,ℓ(uij) = Lw,ℓ(u∗ij) = −
1
2
(ℓ∗ℓ)ij = −1
2
d∑
k=1
ℓkiℓkj,
Lw,ℓ(ab) = ε(a)Lw,ℓ(b) + ηℓ(a∗)ηℓ(b) + Lw,ℓ(a)ε(b)
for a, b ∈ Ud, can be shown to be a generator with Schu¨rmann triple (σ, ηℓ, Lw,ℓ). The
associated Le´vy process on Ud is determined by the quantum stochastic differential
equations
djst(uij) =
d∑
k=1
jst(uik)
(
ℓkjdA
∗
t + (wkj − δkj)dΛt −
d∑
n=1
wnjℓnkdAt − 1
2
d∑
n=1
ℓnkℓnjdt
)
,
on Γ
(
L2(R+,C)
)
with initial conditions jss(uij) = δij .
We define an operator process (Ust)0≤s≤t in Md ⊗ B
(
Γ
(
L2(R+,C)
)) ∼= B(Cd ⊗
Γ
(
L2(R+,C)
))
by
Ust =
(
jst(uij)
)
1≤i,j≤d,
for 0 ≤ s ≤ t. Then (Ust)0≤s≤t is a unitary operator process and satisfies the quantum
stochastic differential equation
dUst = Ust
(
ℓdA∗t + (w − 1)dΛt − ℓ∗wdAt −
1
2
ℓ∗ℓdt
)
with initial condition Uss = 1. The increment property of (jst)0≤s≤t implies that
(Ust)0≤s≤t satisfies
(2.1) U0sUs,s+t = U0,s+t
for all 0 ≤ s ≤ t.
Let St : L
2(R+,K)→ L2(R+,K) be the shift operator,
Stf(s) =
{
f(s− t) if s ≥ t,
0 else,
for f ∈ L2(R+,K), and define Wt : Γ
(
L2(R+,K)
) ⊗ Γ(L2([0, t[,K)) → Γ(L2(R+,K))
by
Wt
(E(f)⊗ E(g)) = E(g + Stf),
on exponential vectors E(f), E(g) of functions f ∈ L2(R+,K), g ∈ L2([0, t[,K). Then
the CCR flow γt : B
(
Γ
(
L2(R+,K)
))
is defined by
γt(Z) = Wt(Z ⊗ 1)W ∗t ,
for Z ∈ B
(
Γ
(
L2(R+,K)
))
. On B
(
Cd ⊗ Γ(L2(R+,K))) we have the E0-semigroup
(γ˜t)t≥0 with γ˜t = id⊗ γt.
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We have Us,s+t = γ˜s(U0t) for all s, t ≥ 0 and therefore increment property (2.1)
implies that (Ut)t≥0 with Ut = U0t, t ≥ 0, is a left cocycle of (γ˜t)t≥0, i.e.
Us+t = Usγ˜s(Ut),
for all s, t ≥ 0. One can check that (Ut)t≥0 is also local and continuous.
Therefore we can define a new E0-semigroup (ηt)t≥0 on B
(
Cd ⊗ Γ(L2(R+,K))) by
(2.2) ηt(Z) = Utγ˜t(Z)U
∗
t ,
for Z ∈ B
(
Cd ⊗ Γ(L2(R+,K))) and t ≥ 0.
Let {e1, . . . , ed} be the standard basis of Cd and denote by E0 the conditional
expectation from B
(
Cd ⊗ Γ(L2(R+,K))) to B(Cd) ∼=Md determined by(
E0(Z)
)
ij
= 〈ei ⊗ Ω, Zej ⊗ Ω〉
for Z ∈ B
(
Cd ⊗ Γ(L2(R+,K))). Then
(2.3) τt = E0
(
ηt(X ⊗ 1)
)
defines a quantum dynamical semigroup on Md. It acts on the matrix units Eij by
τt(Eij) =
 〈e1 ⊗ Ω, Ut(Eij ⊗ 1)U∗t e1 ⊗ Ω〉 · · · 〈e1 ⊗ Ω, Ut(Eij ⊗ 1)U∗t ed ⊗ Ω〉... ...
〈ed ⊗ Ω, Ut(Eij ⊗ 1)U∗t e1 ⊗ Ω〉 · · · 〈ed ⊗ Ω, Ut(Eij ⊗ 1)U∗t ed ⊗ Ω〉

= ϕt

u1iu
∗
1j u1iu
∗
2j · · · u1iu∗dj
u2iu
∗
1j u2iu
∗
2j · · · u2iu∗dj
...
...
...
udiu
∗
1j udiu
∗
2j · · · udiu∗dj
 ,
and therefore the generator L of (τt)t≥0 is given by
L(Eij) =
(
Lw,ℓ(ukiu
∗
mj)
)
1≤k,m≤d,
for 1 ≤ i, j ≤ d.
2.1. Lemma. The generator L of (τt)t≥0 is given by
L(X) = ℓ∗wXw∗ℓ− 1
2
{
X, ℓ∗ℓ}
for X ∈Md.
Proof. We have, of course, d
dt
∣∣
t=0
ϕt(ukiu
∗
mj) = Lw,ℓ(ukiu
∗
mj). Using (2.2) of Chap-
ter 1 and the definition of the Schu¨rmann triple, we get
Lw,ℓ(ukiu
∗
mj) = ε(uki)Lw,ℓ(u
∗
mj) + ηℓ(u
∗
ki)ηℓ(u
∗
mj) + Lw,ℓ(uki)ε(u
∗
mj)
= −1
2
δki(ℓ∗ℓ)mj + (ℓ∗w)ki(w∗ℓ)jm − 1
2
(ℓ∗ℓ)kiδmj .
Writing this in matrix form, we get(
Lw,ℓ(ukiu
∗
mj)
)
1≤k,m≤d = −
1
2
Eijℓ
∗ℓ+ ℓ∗wEijw∗ℓ− 1
2
ℓ∗ℓEij ,
and therefore the formula given in the Lemma. 
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3. Classification of generators on Ud
In this section we shall classify all Le´vy processes on Ud, see also [Sch97] and
[Fra00, Section 4].
The functionals Dij : Ud → C, i, j = 1, . . . , d defined by
Dij(uˆkl) = Dij(ukl) = iδikδjl,
Dij(uˆ
∗
kl) = Dij(u
∗
kl) = −Dij(uˆlk) = −iδilδjk,
Dij(u) = 0 if u 6∈ span{uˆij, uˆ∗ij; i, j = 1, . . . , d},
for i, j, k, l = 1, . . . , d, are drift generators, since they are hermitian and form Schu¨rmann
triples together with the zero cocycle η = 0 and the trivial representation ρ = ε.
Let A = (ajk) ∈ Md(C) be a complex d × d-matrix. It is not difficult to see that
the triples (ε, ηA : Ud → C, GA), i, j = 1, . . . , d defined by
ηA(uˆjk) = ηA(ujk) = ajk,
ηA(uˆ
∗
jk) = ηA(u
∗
jk) = −ηA(ukj) = −akj ,
ηA(1) = ηA(uv) = 0 for u, v ∈ U0d ,
and
GA(1) = GA(uˆjk − uˆ∗kj) = 0, for j, k = 1, . . . , d,
GA(uˆjk + uˆ
∗
kj) = −GA
(
d∑
l=1
uˆ∗ljuˆlk
)
= −
d∑
l=1
aljalk = −(A∗A)jk,
for j, k = 1, . . . , d,
GA(uv) = 〈ηA(u∗), ηA(v)〉 = ηA(u∗)ηA(v),
for u, v ∈ U0d , are Schu¨rmann triples. Furthermore, we have ηA|K2 = 0 and GA|K3 = 0,
i.e. the generators GA are Gaussian. On the elements uˆjk, uˆ
∗
jk, j, k = 1, . . . , d, this gives
GA(uˆjk) = −1
2
(A∗A)jk
GA(uˆ
∗
jk) = −
1
2
(A∗A)kj
GA(uˆjkuˆlm) = ηA(uˆ
∗
jk)ηA(uˆlm) = −akjalm,
GA(uˆjkuˆ
∗
lm) = akjaml
GA(uˆ
∗
jkuˆlm) = ajkalm
GA(uˆ
∗
jkuˆ
∗
lm) = −ajkaml
for j, k, l,m = 1, . . . , d.
Let us denote the standard basis of Md(C) by Ejk, j, k = 1, . . . , d. We define the
functionals Gjk,lm : Ud → C by
Gjk,lm(1) = 0,
Gjk,lm(uˆrs) = −1
2
δkrδjlδms = −1
2
(E∗jkElm)rs, for r, s = 1, . . . , d,
Gjk,lm(uˆ
∗
rs) = −
1
2
δksδjlδmr = −1
2
(E∗jkElm)sr, for r, s = 1, . . . , d,
Gjk,lm(uv) = 〈ηEjk(u∗), ηElm(v)〉 = ηEjk(u∗)ηElm(v),
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for u, v ∈ U0n, j, k, l,m = 1, . . . , d.
3.1. Theorem. A generator L : Ud → C is Gaussian, if and only if it is of the
form
L =
d∑
j,k,l,m=1
σjk,lmGjk,lm +
d∑
j,k=1
bjkDjk,
with a hermitian d×d-matrix (bjk) and a positive semi-definite d2×d2-matrix (σjk,lm).
It is a drift, if and only if σjk,lm = 0 for j, k, l,m = 1, . . . , d.
Proof. Applying L to Equation (1.1), we see that L(uˆjk) = −L(uˆ∗kj) has to hold
for a drift generator. By the hermitianity we get L(uˆjk) = L(uˆ∗jk), and thus a drift
generator L has to be of the form
n∑
j,k=1
bijDij with a hermitian d× d-matrix (bij).
Let (ρ, η, L) be a Schu¨rmann triple with a Gaussian generator L. Then we have
ρ = ε id, and η(1) = 0, η|K2 = 0. By applying η to Equation (1.1), we get η(uˆ∗ij) =
−η(uˆji). Therefore η(Ud) has at most dimension d2 and the Schu¨rmann triple (ρ, η, L)
can be realized on the Hilbert space Md(C) (where the inner product is defined by
〈A,B〉 =
d∑
j,k=1
ajkbjk for A = (ajk), B = (bjk) ∈Md(C)). We can write η as
(3.1) η =
d∑
j,k=1
ηAjkEjk
where the matrices Ajk are defined by (Ajk)lm = 〈Elm, η(uˆjk)〉, for j, k, l,m = 1, . . . , d.
Then we get
L(uˆ•1rsuˆ
•2
tu) = 〈η
(
(uˆ•1rs)
∗), η(uˆ•2tu)〉
=
d∑
j,k,l,m=1
〈ηAjk
(
(uˆ•1rs)
∗)Ejk), ηAlm(uˆ•2tu)Elm)〉
=
d∑
j,k=1
ηAjk
(
(uˆ•1rs)∗
)
ηAjk(uˆ
•2
tu)
=

∑d
j,k=1−(Ajk)sr(Ajk)tu if uˆ•1 = uˆ•2 = uˆ∑d
j,k=1 (Ajk)sr(Ajk)ut if uˆ
•1 = uˆ, uˆ•2 = uˆ∗∑n
j,k=1 (Ajk)rs(Ajk)tu if uˆ
•1 = uˆ∗, uˆ•2 = uˆ∑d
j,k=1−(Ajk)rs(Ajk)ut if uˆ•1 = uˆ•2 = uˆ∗
=
d∑
l,m,p,q=1
σlm,pqGjk,lm(uˆ
•1
rsuˆ
•2
tu)
=
(
d∑
j,k,l,m=1
σjk,lmGjk,lm +
n∑
jmj=1
bjkDjk
)
(uˆ•1rsuˆ
•2
tu)
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for r, s, t, u = 1, . . . , d, where σ = (σlm,pq) ∈ Md2(C) is the positive semi-definite matrix
defined by
σlm,pq =
d∑
j,k=1
(Ajk)lm(Ajk)pq
for l, m, p, q = 1, . . . , d.
Setting bjk = − i2L(uˆjk − uˆ∗kj), for j, k = 1, . . . , d, we get
L(uˆrs) = L
(
uˆrs + uˆ
∗
sr
2
+
uˆrs − uˆ∗sr
2
)
= −1
2
d∑
p=1
〈η(uˆpr), η(uˆps)〉+ ibrs
= −1
2
n∑
j,k=1
(A∗jkAjk)rs + ibrs
=
(
d∑
j,k,l,m=1
σjk,lmGjk,lm +
d∑
jmj=1
bjkDjk
)
(uˆrs)
L(uˆ∗sr) = L
(
uˆrs + uˆ
∗
sr
2
− uˆrs − uˆ
∗
sr
2
)
= −1
2
d∑
p=1
〈η(uˆpr), η(uˆps)〉 − ibrs
= −1
2
d∑
j,k=1
(A∗jkAjk)rs − ibrs
=
(
d∑
j,k,l,m=1
σjk,lmGjk,lm +
d∑
jmj=1
bjkDjk
)
(uˆ∗sr)
where we used Equation (1.1) for evaluating L(uˆrs + uˆ
∗
sr). Therefore we have L =
d∑
j,k,l,m=1
σjk,lmGjk,lm+
n∑
jmj=1
bjkDjk, since both sides vanish on K3 and on 1. The matrix
(bjk) is hermitian, since L is hermitian,
bjk =
i
2
L(uˆjk − uˆ∗kj) =
i
2
L(uˆ∗jk − uˆkj) = bkj,
for j, k = 1, . . . , d.
Conversely, let L =
d∑
i,j=1
σjk,lmGjk,lm +
d∑
j,k=1
bjkDjk with a positive semi-definite
d2×d2-matrix (σjk,lm) and a hermitian d×d-matrix (bjk). Then we can choose a matrix
M = (mkl,ml) ∈Md2(C) such that
d∑
p,q=1
mpq,jkmpq,lm = σjk,lm for all i, j, r, s = 1, . . . , d.
We define η : Ud → Cd2 by the matrices Ajk with components (Ajk)lm = mjk,lm as in
Equation (3.1). It is not difficult to see that (ε idCd2 , η, L) is a Schu¨rmann triple and
L therefore a Gaussian generator. 
We can give generators of a Gaussian Le´vy process on Un also in the following form,
cf. [Sch93, Theorem 5.1.12]
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3.2. Proposition. Let L1, . . . , Ln,M ∈ Md(C), with M∗ = M , and let H be an
n-dimensional Hilbert space with orthonormal basis {e1, . . . , en}. Then there exists a
unique Gaussian Schu¨rmann triple (ρ, η, L) with
ρ = εidH ,
η(ujk) =
n∑
ν=1
Lνjkeν ,
η(u∗jk) = −η(ukj),
L(ujk) =
1
2
d∑
r=1
〈η(u∗jr), η(ukr)〉+ iMjk
for 1 ≤ j, k ≤ d.
The following theorem gives a classification of all Le´vy processes on Ud.
3.3. Theorem. Let H be a Hilbert space, U a unitary operator on H⊗Cd, A = (ajk)
an element of the Hilbert space H⊗Md(C) and λ = (λjk) ∈Md(C) a hermitian matrix.
Then there exists a unique Schu¨rmann triple (ρ, η, L) on H such that
(3.2a) ρ(ujk) = PjUP
∗
k ,
(3.2b) η(ujk) = ajk,
(3.2c) L(ujk − u∗kj) = 2iλjk,
for j, k = 1 . . . , d, where Pj : H ⊗Cd → H ⊗Cej ∼= H projects a vector with entries in
H to its jth component.
Furthermore, all Schu¨rmann triples on Un are of this form.
Proof. Let us first show that all Schu¨rmann triples are of the form given in the
theorem. If (ρ, η, L) is a Schu¨rmann triple, then we can use the Equations (3.2) to
define U , A, and λ. The defining relations of Ud imply that U is unitary, since
U∗UP ∗l =
d∑
j=1
d∑
k=1
PjU
∗P ∗kPkUP
∗
l =
d∑
j=1
d∑
k=1
ρ(u∗kjukl) =
d∑
j=1
δjlρ(1) = idH⊗el,
UU∗P ∗l =
d∑
j=1
d∑
k=1
PjUP
∗
kPkU
∗P ∗l =
d∑
j=1
d∑
k=1
ρ(u∗jkulk) =
d∑
j=1
δjlρ(1) = idH⊗el,
for l = 1, . . . , d, where e1, . . . , ed denotes the standard basis of C
d. The hermitianity of
λ is an immediate consequence of the hermitianity of L.
Conversely, let U , A, and λ be given. Then there exists a unique representation ρ
on H such that ρ(ujk) = PjUP
∗
k , for j, k,= 1, . . . , d, since the unitarity of U implies
that the defining relations of Un are satisfied. We can set η(uˆjk) = ajk, and extend
via η(u∗ki) = −η
(
uˆik +
∑d
j=1 uˆ
∗
jiuˆjk
)
= −aik −
∑d
j=1 ρ(uˆji)
∗ajk, for i, k = 1, . . . , d and
η(uv) = ρ(u)η(v) + η(u)ε(v) (i.e. Equation (1.2.1), for u, v ∈ Ud, in this way we obtain
the unique (ρ, ε)-cocycle with η(uˆjk) = ajk. Then we set L(ujk) = iλjk− 1
2
d∑
l=1
〈alj, alk〉
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and L(u∗kj) = −iλjk −
1
2
d∑
l=1
〈alj, alk〉, for j, k = 1, . . . , d, and use Equation (1.2.2)
to extend it to all of Ud. This extension is again unique, because the Relation (1.1)
implies L(ujk + u
∗
kj) = −
d∑
l=1
〈alj, alk〉, and this together with L(ujk − u∗kj) = 2iλjk
determines L on the generators ujk,u
∗
jk of Ud. But once L is defined on the generators,
it is determined on all of Ud thanks to Equation (1.2.2). 
4. Dilations of completely positive semigroups on Md
Let (τt)t≥0 be a quantum dynamical semigroup on Md, i.e. a weakly continuous
semigroup of completely positive maps τt :Md →Md.
4.1. Definition. A semigroup (θt)t≥0 of not necessarily unital endomorphisms of
B(H) with Cd ⊆ H is called a dilation of (τt)t≥0), if
τt(X) = Pθt(X)P
holds for all t ≥ 0 and all X ∈ Md = B(Cd) = PB(H)P . Here P is the orthogonal
projection from H to Cd.
4.2. Example. We can use the construction in Section 2 to get an example. Let
(τt)t≥0 be the semigroup defined in (2.3). We identify Cd with the subspace Cd ⊗ Ω ⊆
Cd⊗Γ(L2(R+,K)). The orthogonal projection P : H → Cd is given by P = idCd⊗PΩ,
where PΩ denotes the projection onto the vacuum vector. Furthermore, we consider
Md as a subalgebra of B
(
Cd ⊗ Γ(L2(R+,K))) by letting a matrix X ∈ Md act on
v ⊗ w ∈ Cd ⊗ Γ(L2(R+,K)) as X ⊗ PΩ.
Note that we have
E0(X)⊗ PΩ = PXP
for all X ∈ B
(
Cd ⊗ Γ(L2(R+,K))).
Then the semigroup (ηt)t≥0 defined in (2.2) is a dilation of (τt)t≥0, since
Pηt(X ⊗ PΩ)P = PUtγ˜t(X ⊗ PΩ)U∗t P = PUt(X ⊗ idΓ(L2([0,t],K)) ⊗ PΩ)U∗t P
= PUt(X ⊗ 1)U∗t P = τt(X)⊗ PΩ
for all X ∈Md. Here we used that fact that the H-P cocycle (Ut)t≥0 is adapted.
4.3. Definition. A dilation (θt)t≥0 onH of a quantum dynamical semigroup (τt)t≥0
on Cd is called minimal, if the subspace generated by the θt(X) from C
d is dense in H,
i.e. if
span {θt1(X1) · · · θtn(Xn)v|t1, . . . , tn ≥ 0, X1, . . . , Xn ∈ Md, v ∈ Cd, n ∈ N} = H.
4.4. Lemma. It is sufficient to consider ordered times t1 ≥ t2 ≥ · · · ≥ tn ≥ 0, since
span
{
θt1(X1) · · · θtn(Xn)v|t1 ≥ . . . ≥ tn ≥ 0, X1, . . . , Xn ∈Md, v ∈ Cd, n ∈ N
}
= span
{
θt1(X1) · · · θtn(Xn)v|t1, . . . , tn ≥ 0, X1, . . . , Xn ∈Md, v ∈ Cd, n ∈ N
}
Proof. See [Bha01, Section 3] 
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4.5. Example. We will now show that the dilation from Example 4.2 is not mini-
mal, if w and ℓ not linearly independent.
Due to the adaptedness of the cocycle (Ut)t≥0, we can write
ηt(X ⊗ PΩ) = Utγ˜t(X ⊗ PΩ)U∗t =
(
Ut(X ⊗ 1)U∗t
)⊗ PΩ
on Γ
(
L2([0, t],K))⊗ Γ(L2([t,∞[,K)). Let
ηˆt(X) = ηt(X ⊗ 1) = Ut(X ⊗ 1)U∗t
for X ∈ Md and t ≥ 0, then we have
ηˆt1(X1) · · · ηˆtn(Xn)v = ηt1(X1 ⊗ PΩ) · · ·ηtn(Xn ⊗ PΩ)v
for v ∈ Cd⊗Ω, n ∈ N, t1 ≥ · · · ≥ tn ≥ 0, X1, . . . , Xn ∈Md, i.e. time-ordered products
of the ηˆt(X) generate the same subspace from C
d ⊗ Ω as the ηt(X ⊗ PΩ). Using the
quantum Itoˆ formula, one can show that the operators ηˆt(X), X ∈ Md, satisfy the
quantum stochastic differential equation.
ηˆt(X) = Ut(X ⊗ 1)U∗t = X ⊗ 1+
∫ t
0
Us(wXw
∗ −X)U∗s dΛs, t ≥ 0,
if ℓ = λw for some λ ∈ C.
Since the quantum stochastic differential equation for ηˆt(X) has no creation part,
these operators leave Cd ⊗ Ω invariant. More precisely, we have{
ηˆt1(X1) · · · ηˆtn(Xn)v ⊗ Ω|t1 ≥ . . . ≥ tn ≥ 0, X1, . . . , Xn ∈Md, v ∈ Cd, n ∈ N
}
= Cd⊗Ω,
and therefore the dilation (ηt)t≥0 is not minimal, if w and ℓ are not linearly independent.
Note that in this case the quantum dynamical semigroup is also trivial, i.e. τt = id for
all t ≥ 0, since its generator vanishes.
One can show that the converse is also true, if w and ℓ are linearly independent,
then the dilation (ηt)t≥0 is minimal.
The general form of the generator of a quantum dynamical semigroup on Md was
determined by [GKS76, Lin76].
4.6. Theorem. Let (τt)t≥0 be a quantum dynamical semigroup on Md. Then there
exist matrices M,L1, . . . , Ln ∈Md, with M∗ = M , such that the generator L = ddtτt is
given by
L(X) = i[M,X ] +
n∑
k=1
(
(Lk)∗XLk − 1
2
{
X, (Lk)∗Lk
})
for X ∈Md.
Note that M,L1, . . . , Ln ∈Md are not uniquely determined by (τt)t≥0.
Proposition 3.2 allows us to associate a Le´vy process on Ud to L1, . . . , Ln,M . It
turns out that the cocycle constructed from this Le´vy process as in Section 2 dilates
the quantum dynamical semigroup whose generator L is given by L1, . . . , Ln,M .
4.7. Proposition. Let n ∈ N, M,L1, · · · , Ln ∈ Md, M∗ = M , and let (jst)0≤s≤t
be the Le´vy process on Ud over Γ
(
L2(R+,C
n)
)
, whose Schu¨rmann triple is constructed
from M,L1, · · · , Ln as in Proposition 3.2. Then the semigroup (ηt)t≥0 defined from the
unitary cocycle
Ut =
 j0t(u11) · · · j0t(u1d)... ...
j0t(ud1) · · · j0t(udd)

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as in (2.2) is a dilation of the quantum dynamical semigroup (τt)t≥0 with generator
L(X) = i[M,X ] +
n∑
k=1
(
(Lk)∗XLk − 1
2
{
X, (Lk)∗Lk
})
for X ∈Md.
Proof. The calculation is similar to the one in Section 2. 
We denote this dilation by (ηt)t≥0 and define again ηˆt :Md → B
(
Cd⊗Γ(L2([0, t],K))),
t ≥ 0 by
ηˆt(X) = ηt(X ⊗ 1) = Ut(X ⊗ 1)U∗t
for X ∈Md.
Denote by Qd the subalgebra of Ud generated by uiju∗kℓ, 1 ≤ i, j, k, ℓ ≤ d. This is
even a subbialgebra, since
∆(uiju
∗
kℓ) =
d∑
r,s=1
uiru
∗
ks ⊗ urju∗sℓ
for all 1 ≤ i, j, k, ℓ ≤ d.
4.8. Lemma. Let η : Ud → H be the cocycle associated to L1, . . . , Ln,M ∈Md(C),
with M∗ =M , in Proposition 3.2.
(a): η is surjective, if and only if L1, . . . , Ln are linearly independent.
(b): η|Qd is surjective, if and only if I, L1, . . . , Ln are linearly independent, where
I denotes the identity matrix.
Proof. (a): Ud is generated by {uij|1 ≤ i, j ≤ d}, so, by Lemma 1.4.6, we
have η(Ud) = span{η(uij)|1 ≤ i, j ≤ d}.
Denote by Λ1 : H → span {(L1)∗, . . . , (Ln)∗} ⊆ Md(C) the linear map
defined by Λ1(eν) = (L
ν)∗, ν = 1, . . . , n. Then we have ker Λ1 = η(Ud)⊥, since
〈v, η(uij)〉 =
d∑
ν=1
vνL
ν
ij = Λ1(v)ji, 1 ≤ i, j ≤ d,
for v =
∑n
ν=1 vνeν ∈ H . The map Λ1 is injective, if and only if L1, . . . , Ln
are linearly independent. Since ker Λ1 = η(Ud)⊥, this is also equivalent to the
surjectivity of η|Ud.
(b): We have η(Qd) = span{η(uiju∗kℓ)|1 ≤ i, j, k, ℓ ≤ d}.
Denote by Λ2 : H → span{(L1)∗⊗I−I⊗(L1)∗, . . . , (Ln)∗⊗I−I⊗(Ln)∗} ⊆
Md(C) ⊗Md(C) the linear map defined by Λ1(eν) = (Lν)∗ ⊗ I − I ⊗ (Lν)∗,
ν = 1, . . . , n. Then we have ker Λ2 = η(Qd)⊥, since
〈v, η(uiju∗kℓ)〉 = 〈v, ε(uij)η(u∗kℓ) + η(uijε(u∗kℓ)〉
= 〈v,−δijη(uℓk) + η(uijδkℓ)〉
=
d∑
ν=1
vν(L
ν
ijδkℓ − δijLνℓk)
= Λ2(v)ji,kℓ, 1 ≤ i, j, k, ℓ ≤ d,
for v =
∑n
ν=1 vνeν ∈ H .
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The map Λ2 is injective, if and only if L
1, . . . , Ln are linearly independent
and I 6∈ span{L1, . . . , Ln}, i.e. iff I, L1, . . . , Ln are linearly independent. Since
ker Λ2 = η(Qd)⊥, it follows that this is equivalent to the surjectivity of η|Qd.
 
Bhat [Bha01, Bha03] has given a necessary and sufficient condition for the mini-
mality of dilations of the form we are considering.
4.9. Theorem. [Bha01, Theorem 9.1] The dilation (ηt)t≥0 is minimal if and only
if I, L1, . . . , Ln are linearly independent.
4.10. Remark. The preceding arguments show that the condition in Bhat’s the-
orem is necessary. Denote by H0 the subspace of Γ
(
L2(R+,C
n)
)
, which is gener-
ated by operators of form jst(uiju
∗
kℓ). By Theorem 1.4.1, this subspace is dense
in Γ
(
L2(R+, η(Qd)
)
. Therefore the subspace generated by elements of the ηˆt(X) =
Ut(X ⊗ 1)U∗t from Cd ⊗ Ω is contained in Cd ⊗ H0. If η is minimal, then this sub-
space in dense in Cd ⊗ Γ(L2(R+,Cn)). But this can only happen if H0 is dense in
Γ
(
L2(R+,C
n)
)
. This implies η(Qd) = Cd and therefore that I, L1, . . . , Ln are linearly
independent.
Bhat’s theorem is actually more general, it also applies to dilations of quantum dy-
namical semigroups on the algebra of bounded operators on an infinite-dimensional sep-
arable Hilbert space, whose generator involves infitely many L’s, see [Bha01, Bha03].
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