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Résumé
Let E/F be a quadratic extension of non-archimedean local fields of characteristic 0 and
let G = U(n), H = U(m) be unitary groups of hermitian spaces V and W . Assume that V
contains W and that the orthogonal complement of W is a quasisplit hermitian space (i.e.
whose unitary group is quasisplit over F ). Let π and σ be smooth irreducible representations
of G(F ) and H(F ) respectively. Then Gan, Gross and Prasad have defined a multiplicity
m(π, σ) which for m = n−1 is just the dimension of HomH(F )(π, σ). For π and σ tempered,
we state and prove an integral formula for this multiplicity. As a consequence, assuming
some expected properties of tempered L-packets, we prove a part of the local Gross-Prasad
conjecture for tempered representations of unitary groups. This article represents a straight
continuation of recent papers of Waldspurger dealing with special orthogonal groups.
Introduction
Soit F un corps local non archimédien de caractéristique nulle et E une extension quadra-
tique de F . Soit V un espace vectoriel de dimension finie sur E muni d’une forme hermitienne
symétrique non dégénérée h. Un tel couple sera appelé espace hermitien. Supposons donnée une
décomposition orthogonale V =W ⊕D⊕Z où D est une droite et Z est une somme de plans hy-
perboliques i.e. admet une base (vi)i=±1,...,±r telle que h(vi, vj) = δi,−j pour i, j = ±1, . . . ,±r.
Notons G et H les groupes unitaires de V et W respectivement. Considérons le sous-groupe
parabolique P de G des éléments qui conservent le drapeau de sous-espaces totalement isotropes
Evr ⊂ Evr ⊕ Evr−1 ⊂ . . . ⊂ Evr ⊕ . . .⊕ Ev1
Soit M la composante de Levi de P des éléments qui conservent les droites Evi pour i =
±1, . . . ,±r. On a un isomorphisme naturel M ≃ (RE/FGL1)
r×G0 où G0 est le groupe unitaire
de V0 = D ⊕ W et RE/F désigne la restriction des scalaires à la Weil. Notons U le radical
unipotent de P . Soit ξ un caractère de U(F ) invariant par conjugaison par H(F ) et qui est
générique pour cette propriété (la définition exacte de ξ est donnée dans la section 4). Pour
(π,Eπ) et (σ,Eσ) des représentations admissibles irréductibles de G(F ) et H(F ) respectivement
on définit HomH,ξ(π, σ) comme l’espace des applications linéaires l : Eπ → Eσ qui vérifient
l(π(hu)e) = ξ(u)σ(h)l(e)
pour tous e ∈ Eπ, h ∈ H(F ), u ∈ U(F ). On définit la multiplicité m(π, σ) comme la dimension
de cet espace, elle ne dépend que des représentations π et σ et pas des divers choix effectués.
D’après [AGRS], on a m(π, σ) 6 1. La conjecture de Gross-Prasad telle qu’énoncée dans [GGP]
décrit exactement quand la multiplicité m(π, σ) vaut 1 en terme des paramètres de Langlands
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de π et σ. On démontre ici sous certaines hypothèses concernant les L-paquets des groupes
unitaires une version affaiblie de la conjecture pour les représentations tempérées. Plus précisé-
ment, supposons G et H quasi-déployés et affectons d’un indice i tout les objets définis jusque
là : Gi,Hi, Vi,Wi . . .. Il existe à isomorphisme près un unique espace hermitien Va de même di-
mension que Vi mais qui ne lui est pas isomorphe. On définit de même l’espace hermitienWa. On
a encore une décomposition orthogonale Va = Z ⊕D⊕Wa. Admettons l’existence de L-paquets
pour les groupes Gi(F ),Hi(F ), Ga(F ) et Ha(F ) ainsi que certaines propriétés de ces L-paquets
(les hypothèses faites sont énoncées précisément en 18.1). Les paramètres de Langlands pour les
groupes Gi et Ga sont les mêmes. Soit ϕ un tel paramètre que l’on suppose tempéré et Πi resp.
Πa le L-paquet de représentations de Gi(F ) resp. de Ga(F ) correspondant (on a éventuellement
Πa = ∅). Soit de même ψ un paramètre de Langlands tempérés pour les groupes Hi et Ha et
Σi resp. Σa le L-paquet de représentations de Hi(F ) resp. de Ha(F ) correspondant. Sous les
hypothèses admises sur les L-paquets on montre le théorème suivant
Théorème 1 Il existe un unique couple (π, σ) ∈ (Πi × Σi)
⊔
(Πa × Σa) tel que m(π, σ) = 1
Le théorème 1 découle d’une formule intégrale pour la multiplicité m(π, σ). L’idée de l’exis-
tence d’une telle formule intégrale ainsi que sa preuve s’inspirent directement des articles [W1]
et [W2] de Waldspurger où est traité le cas des groupes spéciaux orthogonaux. Décrivons cette
formule. On définit un ensemble T de tores (en général non maximaux) de H. Ce sont les tores
T obtenus de la façon suivante : on a une décomposition orthogonale W = W ′ ⊕W ′′ telle que
les groupes unitaires de W ′′ et W ′′ ⊕ D ⊕ Z soient quasi-déployés et T est un tore maximal
anisotrope du groupe unitaire de W ′. Soit T un ensemble de représentants de T pour l’action
par conjugaison de H(F ). Soit T ∈ T . On définit sur T (F ) trois fonctions déterminant ∆,DH
et DG qui importent peu et pour lesquels on renvoie au corps de l’article pour des définitions
précises. Plus important, si π et σ sont des représentations admissibles irréductibles de G(F )
et H(F ) respectivement on définit deux fonctions cπ et cσ sur T (F ). Ces deux fonctions sont
définies à partir des caractères θπ et θσ de π et σ. Soit t ∈ T (F ) et soit Gt le centralisateur
connexe de t dans G. D’après Harish-Chandra, au voisinage de t le caractère θπ est combinaison
linéaire des transformées de Fourier des intégrales orbitales nilpotentes de gt(F ) (où gt désigne
l’algèbre de Lie de Gt). Plus précisément il existe des nombres complexes cπ,O(t) indexés par
les orbites nilpotentes dans gt(F ) et un voisinage ω de 0 dans gt(F ) de sorte que pour toute
fonction ϕ ∈ C∞c (ω) on ait∫
gt(F )
θπ(texp(X))ϕˆ(X)dX =
∑
O
cπ,O(t)JO(ϕ)
où ϕˆ désigne la transformée de Fourier de ϕ et JO est l’intégrale orbitale sur O. La somme porte
sur l’ensemble des orbites nilpotentes de gt(F ). Bien sûr les mesures et la transformée de Fourier
doivent être définies précisément, on renvoie pour cela au corps de l’article. Soit Nilreg(gt(F ))
l’ensemble des orbites nilpotentes régulières. On pose alors
cπ(t) =
∑
O∈Nilreg(gt(F )) cπ,O(t)
|Nilreg(gt(F ))|
On définit de même la fonction cσ. Posons
mgeom(π, σ) =
∑
T∈T
|W (H,T )|−1 lim
s→0+
∫
T (F )
cσ∨(t)cπ(t)D
H(t)1/2DG(t)1/2∆(t)s−1/2dt
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où W (H,T ) = NormH(F )(T )/CentH(F )(T ) et σ
∨ est la représentation contragrédiente de σ.
L’expression ci-dessus est bien définie (les intégrales sont convergentes pour Re(s) > 0 et ad-
mettent une limite lorsque s tend vers 0). Le résultat principal de cet article est le 17.1.1 dont
voici un énoncé :
Théorème 2 Si π et σ sont tempérées, on a
m(π, σ) = mgeom(π, σ)
Décrivons brièvement comment l’on déduit le théorème 1 du théorème 2, l’idée étant issue de
l’article [W1]. Sommons les multiplicités m(π, σ) pour (π, σ) parcourant (Πi×Σi)
⊔
(Πa×Σa). Le
théorème 2 permet d’exprimer la somme sur les (π, σ) ∈ Πi×Σi comme une somme d’intégrales
sur un ensemble de tores Ti. De même le théorème 2 exprime la somme sur les (π, σ) ∈ Πa ×Σa
comme une somme d’intégrales sur un ensemble de tores Ta. On peut regrouper ces tores suivant
leurs classes de conjugaison stable. On a une notion naturel de transfert entre les tores de Ta et
les tores de Ti. Plus précisément on peut transférer une classe de conjugaison stable de Ta en une
classe de conjugaison stable de Ti. Le transfert est injectif et presque surjectif : toutes les classes
sont atteintes sauf celle du tore {1} ∈ Ti. On peut aussi transférer les différentes fonctions qui
apparaissent dans les intégrales et ce transfert fait apparaître un signe. Il se trouve que ce signe
vaut −1. Ainsi dans la somme totale que l’on considère toutes les intégrales disparaissent sauf
une : celle correspondant au tore {1}. Un resultat de Rodier ([Ro]) permet alors de montrer que
ce terme vaut 1. La démonstration du théorème 2 est plus longue et occupe la majeure partie
de l’article (sections 5 à 17). Encore une fois la démonstration suit de très près celles de [W1] et
[W2]. Une fonction f ∈ C∞c (G(F )) est dite très cuspidale si pour tout sous-groupe parabolique
propre P =MU de G on a
∀m ∈M(F ),
∫
U(F )
f(mu)du = 0
On définit une suite croissante exhaustive (ΩN )N>1 de compacts-ouverts de H(F )U(F )\G(F )
et on note, pour N > 1, κN la fonction caractéristique de ΩN . Posons
JN (θσ∨ , f) =
∫
H(F )U(F )\G(F )
κN (g)
∫
H(F )
θσ∨(h)
∫
U(F )
f(g−1hug)ξ(u)dudhdg
C’est l’analogue de l’expression IN (θσ∨ , f) de [W1] et [W2]. Cette expression admet une li-
mite lorsque N tend vers l’infini et comme dans la formule des traces locale d’Arthur, il y a deux
façons de calculer cette limite : l’une qualifiée de géométrique, l’autre de spectrale. Le dévelop-
pement géométrique de la limite fait l’objet des sections 5 à 10, le développement spectral fait
l’objet de la section 16. C’est de l’égalité entre ces deux expressions que l’on déduira le théorème
2. Décrivons à présent brièvement le contenu des différentes parties.
La première partie rassemble un certain nombre de définitions, notations et résultats qui
seront utilisés par la suite. On fixe notamment les choix de mesures qui apparaissent les plus
naturels pour le développement géométrique et pour le développement spectral. On rappelle
aussi quelques propriétés des fonctions cuspidales et très cuspidales démontrées dans [W1] et
[W2].
La deuxième partie comprend des majorations sur le radical unipotent d’un sous-groupe pa-
rabolique dont on aura besoin dans la section 13.
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La troisième partie décrit brièvement certains objets associés aux groupes unitaires : sous-
groupes paraboliques, sous-groupes compacts spéciaux, R-groupes et orbites nilpotentes régu-
lières.
La quatrième partie consiste principalement à définir l’expression JN (θ, f).
Dans la cinquième partie, se trouvent les définitions nécessaires à l’énoncé du développement
géométrique (théorème 5.4.1).
La démonstration du théorème 5.4.1 fait l’objet des sections 6 à 10. Le schéma de la preuve
est le même que dans [W1]. Dans la section 6, on descend le problème à l’algèbre de Lie, dans la
section 7 on transforme l’expression obtenue grâce à une transformée de Fourier. Une fois effec-
tuée cette transformation, tout se passe beaucoup mieux et on montre dans la huitième partie
que JN (θ, f) admet une limite et on calcule cette limite. Le résultat principal de la section 9
permet de se ramener au cas où f n’a pas d’éléments unipotents dans son support. Cela permet
dans la section 10 une preuve par récurrence du théorème 5.4.1.
Dans les sections 11 à 13, on montre les majorations qui seront nécessaires lors du dévelop-
pement spectral (section 16). Ce sont les analogues des majorations 4.3(2) à 4.3(8) de [W2]. Les
démonstrations sont pourtant de nature différente. Dans la section 11 on montre une "‘décom-
position de Cartan relative"’ dans le cas r = 0 (inspirée des résultats de [BO], [DS] et [Sa]).
Alliée aux majorations de la section 2, on obtient une démonstration plus directe des résultats.
Dans la section 14, on montre que les éléments de HomH,ξ(π, σ), pour π et σ tempérées,
peuvent être calculés explicitement. Ce résultat est nécessaire pour faire apparaître la multipli-
cité m(π, σ) dans le développement spectral. On en donne une démonstration différente de celle
de [W2] basée sur l’existence d’une décomposition de Cartan relative ainsi que sur des éléments
directement inspirés de la proposition 6.4.1 de [SV].
Dans la quinzième partie, on montre qu’en un certain sens la multiplicité m(π, σ) est com-
patible à l’induction parabolique pour les représentations tempérées.
C’est dans la seizième partie que l’on énonce et démontre le développement spectral. La
démonstration suit de très près celle de [W2], à tel point que l’on s’est contenté en général d’in-
diquer les quelques modifications à apporter.
On donne dans la section 17 la preuve du théorème 2. Comme on l’a dit, cela découle de l’éga-
lité entre les développements géométrique et spectral. Néanmoins, il est nécessaire d’affaiblir la
condition sur f et de supposer qu’il s’agit seulement d’une fonction cuspidale. Suivant un procédé
d’Arthur, on transforme l’égalité précédente en une égalité entre distributions invariantes. Le
lemme 1.8.1 (qui n’est que le rappel du lemme 2.7 de [W2]) permet alors cet affaiblissement sur f .
La dix-huitième et dernière partie est celle où l’on démontre le théorème 1. C’est dans cette
partie que l’on fait des hypothèses sur les L-paquets (paragraphe 18.1).
Remerciements : Cet article est une partie de ma thèse sous la direction de Jean-Loup
Waldspurger. Qu’il soit chaleureusement remercié pour m’avoir proposé ce sujet si riche, pour
ses indications toujours justes et clairvoyantes et pour ses relectures attentives des différentes
versions préliminaires du présent article.
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1 Groupes, mesures, notations
1.1 Groupes
Soit F un corps local non archimédien de caractéristique nulle. On note OF son anneau
d’entiers, pF l’idéal maximal de OF , qF le cardinal du corps résiduel et on fixe une uniformi-
sante πF . On désigne par valF la valuation normalisée par valF (πF ) = 1 et |.|F = q
−valF
F la
valeur absolue. On fixe ψ un caractère additif de F trivial sur OF et non trivial sur p
−1
F . Si X
est un espace topologique totalement discontinu, nous noterons C∞c (X) l’espace des fonctions
localement constantes à support compact de X dans C. Sauf mention explicite du contraire, tous
les groupes et sous-groupes de cet article seront supposés définis sur F .
Soit G un groupe réductif connexe défini sur F , g son algèbre de Lie. On note AG le plus
grand tore déployé central de G et X(G) le groupe des caractères algébriques de G définis sur
F . On note G1 le sous-groupe des éléments g ∈ G(F ) vérifiant |χ(g)|F = 1 pour tout χ ∈ X(G).
On pose AG = Hom(X(G),R) et A
∗
G = X(G)⊗R. On définit une application HG : G(F )→ AG
par < HG(g), χ >= log(|χ(g)|F ) pour tout χ ∈ X(G). On note AG,F et A˜G,F les images
par HG de G(F ) et AG(F ) respectivement. Ce sont des réseaux dans AG. On définit A
∨
G,F
(resp. A˜∨G,F ) comme l’ensemble des λ ∈ A
∗
G vérifiant λ(ζ) ∈ 2πZ pour tout ζ ∈ AG,F (resp.
pour tout ζ ∈ A˜G,F ). On pose iA
∗
G,F = iA
∗
G/iA
∨
G,F . Soit T un tore maximal de G, on pose
δ(G) = dim(G) − dim(T ), cela ne dépend pas du choix de T .
Pour g ∈ G(F ), on notera X 7→ gXg−1 l’action adjointe de g sur g. On définit Gss et gss
comme les ensembles des éléments semi-simples dans G et g respectivement. On note Greg, greg
les ensembles des éléments réguliers semi-simples dans G et g respectivement. Pour S une partie
de G, on notera ZG(S) le centralisateur de S dans G et GS la composante connexe de l’élément
neutre dans ZG(S). Si f est une fonction sur G(F ) et g ∈ G(F ), on définit la fonction
gf par
gf(x) = f(g−1xg) et on définit de même gf si f est une fonction sur g. Pour x ∈ Gss(F ) et
X ∈ gss(F ), on pose
DG(x) = |det(ad(x)g/gx )|F
DG(X) = |det(ad(X)g/gX )|F
On appelle Levi de G tout sous-groupe de G qui est une composante de Levi d’un sous-
groupe parabolique de G tout deux définis sur F . Si M est un Levi de G on note F(M), P(M)
et L(M) l’ensemble des sous-groupes paraboliques qui contiennent M resp. de composante de
Levi M resp. des Levi qui contiennent M . Si P est un sous-groupe parabolique de G on notera
P le parabolique opposé et δP le module usuel. Fixons Pmin = MminUmin un sous-groupe
parabolique minimal etK un sous-groupe compact spécial en bonne position par rapport àMmin.
On appellera sous-groupe parabolique standard (resp. antistandard) un sous-groupe parabolique
qui contient Pmin (resp. qui contient Pmin) et sous-groupe parabolique semi-standard un sous-
groupe parabolique qui contient Mmin. Soit P est un sous-groupe parabolique semi-standard,
alors P possède une unique composante de Levi qui contient Mmin. Lorsque l’on notera P =
MU on sous-entendra que M est ce Levi et que U est le radical unipotent de P . On a alors
G(F ) =M(F )U(F )K et pour g ∈ G(F ) on notera g = mP (g)uP (g)kP (g) une décomposition de
g pour laquelle mP (g) ∈ M(F ), uP (g) ∈ U(F ) et kP (g) ∈ K. L’application G(F ) → AM , g 7→
HM (mP (g)) est bien définie, on la note HP . Pour P = MU un sous-groupe parabolique semi-
standard on notera WM = NormM(F )(Mmin)/Mmin(F ) le groupe de Weyl de M et W (M) =
NormG(F )(M)/M(F ).
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On désignera par T (G) un ensemble de représentants des classes de conjugaison par G(F )
dans l’ensemble des tores maximaux de G.
On notera ΞG la fonction de Harish-Chandra sur G(F ) comme définie dans [W3]. Elle dépend
du choix d’un sous-groupe parabolique minimal de G et d’un sous-groupe compact spécial en
bonne position. Changer de choix remplace ΞG par une fonction équivalente. Puisque ΞG ne
sera utilisée que pour des questions de majorations, les choix n’importent pas. Soit ρ : G →
GL(V ) une représentation algébrique fidèle de G. Fixons une norme ||.|| sur V . On en déduit
une norme aussi notée ||.|| sur l’espace des endomorphismes de V . Pour g ∈ G(F ) on pose
σ(g) = sup(1, log(||g||), log(||g−1 ||)). On a alors σ(gg′) 6 σ(g) + σ(g′) 6 2σ(g)σ(g′) pour tous
g, g′ ∈ G(F ). Soit b > 0 un réel, on note 1σ>b et 1σ6b les fonctions caractéristiques de l’ensemble
des g ∈ G(F ) vérifiant σ(g) > b, σ(g) 6 b respectivement. On adoptera la notation commode
mais imprécise suivante : si F1 et F2 sont deux fonctions à valeurs réelles positives dépendant
de paramètres x1, . . . , xN , on notera
F1(x1, . . . , xN ) << F2(x1, . . . , xN )
pour signifier qu’il existe une constante C > 0 telle que F1(x1, . . . , xN ) 6 CF2(x1, . . . , xN ) pour
toutes valeurs des paramètres x1, . . . , xN . On dira alors que F1 est essentiellement majorée par
F2.
Soit S(G(F )) l’espace des fonctions de Schwartz-Harish-Chandra sur G(F ). C’est l’espace
des fonctions f : G(F )→ C qui sont biinvariantes par un sous-groupe compact-ouvert de G(F )
et qui vérifient pour tout D ∈ R la majoration
|f(g)| << Ξ(g)σ(g)−D
pour tout g ∈ G(F ). Soit π une représentation admissible de G(F ). On notera alors Eπ un
espace vectoriel sur lequel π se réalise. Si π est unitaire, on note (, ) une forme hermitienne
définie positive G(F )-invariante. Nous dirons que π est tempérée si elle est unitaire, de longueur
finie et qu’il existe un réel D tel que pour tous e, e′ ∈ Eπ on ait
|(e′, π(g)e)| << Ξ(g)σ(g)D
pour tout g ∈ G(F ). Si π est tempérée et G(F ) est muni d’une mesure de Haar, l’action de
C∞c (G(F )) sur Eπ s’étend en une action de S(G(F )). Pour tout f ∈ S(G(F )) et tous e, e′ ∈ Eπ
on a alors
(π(f)e, e′) =
∫
G(F )
f(g)(π(g)e, e′)dg
On supposera jusqu’en 2.4 inclus fixé le groupe G ainsi qu’un sous-groupe parabolique mi-
nimal Pmin = MminUmin et un sous-groupe compact spécial K de G(F ) en bonne position par
rapport à Mmin.
1.2 Mesures
La formule géométrique (théorème 5.4.1) ne dépend que du choix de mesures sur certains
tores anisotropes et la formule spectrale (théorème 16.1.1) que du choix de mesures sur iA∗L,F
où L est un sous-groupe de Levi semi-standard de G. Néanmoins, les preuves font intervenir des
mesures sur d’autres groupes et les choix naturels varient.
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Pour le développement géométrique (sections 5 à 10) on normalisera les mesures comme suit.
Fixons une forme bilinéaire symétrique non dégénérée G(F )-invariante < ., . > sur g(F ). Ceci
permet de définir sur g(F ) une transformée de Fourier. Pour f ∈ C∞c (g(F )), on pose
fˆ(X) =
∫
g
f(Y )ψ(< Y,X >)dY
où dY est la mesure de Haar autoduale sur g(F ) c’est-à-dire telle que
ˆˆ
f(X) = f(−X). De la
même façon un sous-espace de g(F ) pour lequel la restriction de < ., . > est non dégénérée est
naturellement muni d’une mesure autoduale. On munit les sous-espaces de g(F ) pour lesquels la
restriction de < ., . > est dégénérée d’une mesure de Haar quelconque. Si H est un sous-groupe
algébrique de G on munit H(F ) d’une mesure en relevant celle fixée sur h(F ) par l’exponentielle.
Enfin on munira les sous-groupes compacts de G(F ) qui ne sont pas de façon évidente le groupe
des F -points d’un sous-groupe algébrique de G de la mesure de Haar de masse totale 1. Soit
T ⊂ G un tore, alors on a un deuxième choix de mesure dct sur T (F ) : si T est déployé c’est la
mesure qui donne au sous-groupe compact maximal de T (F ) la mesure 1, dans le cas général dct
est compatible avec la mesure que l’on vient de définir sur AT (F ) et T (F )/AT (F ) est de mesure
1 pour dct. On note ν(T ) le facteur tel que dct = ν(T )dt.
On note Nil(g) l’ensemble des orbites nilpotentes de g(F ). Soit O une telle orbite. Pour
X ∈ O, la forme bilinéaire (Y,Z) 7→< X, [Y,Z] > sur g(F ) se descend en une forme symplectique
sur g(F )/gX(F ), c’est-à-dire sur l’espace tangent à O au point X. Ainsi O est muni d’une
structure de variété F analytique symplectique et on en déduit une mesure "‘autoduale"’ sur O.
Cette mesure est invariante par conjugaison par G(F ).
La normalisation des mesures lors du développement spectral (section 16) sera la suivante.
Rappelons que l’on a fixé Pmin =MminUmin un sous-groupe parabolique minimal de G et K un
sous-groupe compact spécial en bonne position par rapport à AMmin . On choisit sur K la mesure
de Haar de masse totale 1 et sur G(F ) une mesure de Haar quelconque. Pour tout sous-groupe
parabolique semi-standard P =MU de G, on choisit sur U(F ) l’unique mesure de Haar vérifiant∫
U(F )
δP (mP (u))du = 1
Il existe alors une unique mesure de Haar dm sur M(F ) qui vérifie∫
G(F )
f(g)dg =
∫
M(F )
∫
U(F )
∫
K
f(muk)dkdudm
pour tout f ∈ C∞c (G(F )). Et la mesure dm ne dépend pas du choix de P ∈ P(M). Les réseaux
iA∨M,F et iA˜
∨
M,F sont munis des mesures de comptage. On munit iA
∗
M de la mesure de Haar qui
donne à iA∗M/iA˜
∨
M,F la mesure 1 et iA
∗
M,F de la mesure quotient.
On utilisera ainsi la première normalisation des mesures pour toutes les définitions "géo-
métriques" (section 1.4) et la deuxième normalisation pour toutes les définitions "spectrales"
(sections 1.5 à 1.8).
1.3 Bons voisinages
Soit x ∈ G(F ) un élément semi-simple. On reprend la définition 3.1 de [W1] de la notion de
bon voisinage de gx(F ). C’est un voisinage de 0 dans gx(F ) qui est ZG(x)(F )-invariant, compact
modulo conjugaison sur lequel l’exponentielle est définie et qui vérifie les conditions 1-7 de la
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section 3.1 de [W1]. Soit f une fonction sur G et ω un bon voisinage de gx(F ). On note fx,ω la
fonction sur gx(F ) définie par
fx,ω(X) =
{
f(xexp(X)) si X ∈ ω
0 sinon.
1.4 Intégrales orbitales invariantes et pondérées, quasi-caractères
Pour X ∈ greg(F ), on définit l’intégrale orbitale
JG(X, f) = D
G(X)1/2
∫
GX(F )\G(F )
f(g−1Xg)dg
pour tout f ∈ C∞c (g(F )). Il existe une unique fonction jˆ sur g(F )×g(F ), localement intégrable,
localement constante sur greg(F ) × greg(F ), telle que, pour toute f ∈ C
∞
c (g(F )) et tout X ∈
greg(F ), on ait l’égalité :
JG(X, fˆ) =
∫
g(F )
f(Y )jˆ(X,Y )dY
Soient M un Levi de G et X ∈ m(F ) ∩ greg(F ). Pour Y ∈ greg(F ), fixons un ensemble de
représentants (Yi)i=1,...,r des classes de conjugaison par M(F ) de l’ensemble des éléments de
m(F ) qui sont conjugués à Y par un élément de G(F ). On a alors l’égalité (cf la formule 2.6(5)
de [W1])
(1) jˆG(X,Y )DG(Y )1/2 =
r∑
i=1
jˆM (X,Yi)D
M (Yi)
1/2
Pour O ∈ Nil(g), on définit l’intégrale orbitale nilpotente
JO(f) =
∫
O
f(X)dX
pour tout f ∈ C∞c (g(F )). On définit la transformée de Fourier de la distribution précédente par
JˆO(f) = JO(fˆ)
pour tout f ∈ C∞c (g(F )), où intègre pou la mesure sur O fixée en 1.2. D’après Harish-Chandra,
JˆO est représentable par une fonction Y 7→ jˆ(O, Y ) localement intégrable et localement constante
sur greg(F ). Pour λ ∈ F
×, définissons fλ par fλ(X) = f(λX). Pour tout λ ∈ F×, on a
JO(fλ) = |λ|
−dim(O)/2
F JλO(f)
On en déduit que pour tout λ ∈ F× on a jˆ(O, λY ) = |λ|−dim(O)/2F jˆ(λO, Y ). Pour O ∈ Nil(g),
on note ΓO le germe de Shalika associé à O. Pour tout f ∈ C∞c (g(F )) il existe donc un voisinage
ω de 0 tel qu’on ait pour tout X ∈ ω ∩ greg(F )
JG(X, f) =
∑
O∈Nil(g)
ΓO(X)JO(f)
Et de plus, ΓO vérifie la condition habituelle d’homogénéité.
SoitM un Levi semistandard deG. Pour tout g ∈ G(F ) la famille (HP (g))P∈P(M) est (G,M)-
orthogonale positive. D’après Arthur ([A ?]) on peut donc lui associer un nombre vM (g). Il faut
8
pour cela avoir fixé une mesure sur AGM , choix qui a été effectué en 1.2. La fonction g 7→ vM (g)
est invariante à gauche par M(F ) et à droite par K. Remarquons qu’elle ne dépend pas que de
M mais aussi du choix du sous-groupe compact spécial K en bonne position par rapport à M .
Pour f ∈ C∞c (G(F )) et x ∈M(F ) ∩Greg(F ), on définit l’intégrale orbitale pondérée de f en x
par
JM (x, f) = D
G(x)1/2
∫
Gx(F )\G(F )
f(g−1xg)vM (g)dg
Un quasi-caractère surG(F ) est une fonction définie presque partout θ : G(F )→ C invariante
par conjugaison et tel que pour tout x ∈ Gss(F ) il existe un bon voisinage ω de gx(F ) et des
coefficients cO,θ(x) pour O ∈ Nil(gx) vérifiant
θ(xexp(X)) =
∑
O∈Nil(gx)
cO,θ(x)jˆ(O,X) pour presque tout X ∈ ω
1.5 Représentations, induites paraboliques, opérateurs d’entrelacements, ca-
ractères pondérés
Toutes les représentations sont supposées lisses. On adopte les notations suivantes : Irr(G),
Temp(G), Π2(G) et Πell(G) désignent respectivement l’ensemble des classes d’isomorphismes de
représentations irréductibles, irréductibles tempérées, irréductibles de la série discrète et irréduc-
tibles elliptiques de G(F ). Si P =MU est un sous-groupe parabolique de G et τ est une repré-
sentation deM(F ) on notera iGP (τ) l’induite normalisée de τ à G. Elle se réalise sur l’espace E
G
P,τ
des fonctions ϕ : G(F ) → Eτ localement constantes qui vérifient ϕ(mug) = δP (m)
1/2τ(m)f(g)
pour tous m ∈M(F ), u ∈ U(F ) et g ∈ G(F ), l’action de G(F ) se faisant par translation à droite.
Pour g ∈ G(F ) et f ∈ C∞c (G(F )), on note iGP (τ, g) et i
G
P (τ, f) les actions de g et f agissant sur
EGP,τ .
Pour π une représentation de G(F ) et λ ∈ A∗G ⊗R C/iA
∨
G,F , on note πλ la représentation
suivante de G(F ) : son espace est le même que celui de π et πλ(g) = e
<HG(g),λ>π(g) pour tout
g ∈ G(F ). Soit P =MU un sous-groupe parabolique semi-standard de G et τ une représentation
de M(F ). On note KGP,τ l’espace des fonctions ϕ : K → Eτ qui vérifient ϕ(muk) = τ(m)ϕ(k)
pour tous m ∈M(F )∩K,u ∈ U(F )∩K et k ∈ K. Les représentations iGP (τλ) pour λ ∈ A
∗
M ⊗C
se réalisent toutes sur l’espace KGP,τ via l’isomorphisme qui à une fonction ϕ ∈ E
G
P,τλ
associe sa
restriction à K. Si τ est unitaire, on munit KGP,τ d’un produit hermitien par
(e, e′) =
∫
K
(e(k), e′(k))dk
C’est un produit scalaire invariant pour la représentation iGP (τλ) pour tout λ ∈ iA
∗
M,F .
Pour P,P ′ ∈ P(M) et λ ∈ A∗M ⊗R C, on peut définir des opérateurs d’entrelacements
JP ′|P (τλ) : EGP,τλ → E
G
P ′,τλ
Quand la partie réelle de λ est dans un certain cône, on a
(JP ′|P (τλ)e)(g) =
∫
(U ′(F )∩U(F ))\U ′(F )
e(u′g)du′
La fonction λ 7→ JP ′|P (τλ) à valeurs dans les opérateurs KGP,τ → K
G
P ′,τ admet un prolon-
gement méromorphe à tout A∗M ⊗R C. Si τ est irréductible, pour tout P ∈ P(M) l’opérateur
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JP |P (τλ)JP |P (τλ) est scalaire. On note j(τλ) ce scalaire, il ne dépend pas du choix de P . On peut
normaliser les opérateurs d’entrelacements : il existe des facteurs rP ′|P (τλ) tels que les opérateurs
RP ′|P (τλ) = rP ′|P (τλ)−1JP ′|P (τλ) vérifient les conditions du théorème 2.1 de [A4]. Notamment
– Pour tous P,P ′, P ′′ ∈ P(M), RP ′′|P ′(τλ)RP ′|P (τλ) = RP ′′|P (τλ)
– Si τ est tempérée, les fonctions λ 7→ RP ′|P (τλ) sont holomorphes en tout point de iA∗M,F
et pour λ ∈ iA∗M,F , l’adjoint de RP ′|P (τλ) est RP |P ′(τλ)
La définition des opérateurs d’entrelacements normalisés s’étend au cas où τ est semi-simple.
Soit τ une représentation tempérée etM un Lévi semistandard deG. Fixons P ∈ P(M) et posons
pour tout P ′ ∈ P(M) et tout λ ∈ iA∗M,F
RP ′(τ, λ) = RP |P ′(τ)RP ′|P (τλ)
C’est un endomorphisme de KGP,τ . la famille (RP ′(τ, .))P ′∈P(M) est une (G,M)-famille à valeur
opérateurs ([A1] paragraphe 7). On peut donc suivant Arthur lui associer un opérateur que l’on
note RM (τ).
Le caractère pondéré de la représentation τ est la distribution f 7→ JGM (τ, f) qui à f ∈
C∞c (G(F )) associe la trace de l’opérateur iGP (τ, f)RM (τ) agissant sur K
G
P,τ . Cette distribution
ne dépend en fait pas du sous-groupe parabolique P que l’on a fixé. Dans le cas où M = G on
notera simplement θτ (f) = J
G
G (τ, f), c’est le caractère usuel de τ .
1.6 R-groupes
On utilisera la théorie des R-groupes telle qu’elle est exposée dans la section 1.5 de [W2]. On
reprend aussi les notations de cette référence : NormG(F )(τ), W (τ), W
′(τ), R(τ), RP (w, τ). Il
est fait dans [W2] un certain nombre d’hypothèses qui permettent de simplifier la théorie. Nous
verrons en 3.1 que ces hypothèses sont vérifiées dans le cas des groupes unitaires. Les hypothèses
sont les suivantes : soit M un Levi semistandard de G et τ ∈ Π2(M), alors
– τ se prolonge en une représentation τN de NormG(F )(τ).
– L’homomorphisme naturel K ∩NormG(F )(τ) → W (τ) admet une section qui est un ho-
momorphisme.
– Le R-groupe R(τ) est abélien.
Rappelons comment l’on retrouve les représentations elliptiques de G(F ) à partir des R-
groupes. Soit M un Levi de G, τ ∈ Π2(M) et P ∈ P(M). On a alors une décomposition en
représentations irréductibles iGP (τ) =
⊕
ζ∈R(τ)∨
iGP (τ, ζ), où R(τ)
∨ est le dual du groupe abélien
R(τ) et iGP (τ, ζ) est la sous-représentation de i
G
P (τ) où RP (w, τ) agit comme ζ(w) pour tout
w ∈ R(τ). Notons W (M)reg l’ensemble des éléments de W (M) qui agissent sans point fixe
sur AM/AG. Alors une représentation i
G
P (τ, ζ) comme ci-dessus est elliptique si et seulement si
R(τ)∩W (M)reg 6= ∅ et si cette condition est vérifiée, on a W
′(τ) = {1}. On obtient ainsi toutes
les représentations irréductibles elliptiques de G(F ).
1.7 Formule de Plancherel-Harish-Chandra
Pour tout M ∈ L(Mmin), on fixe un élément P ∈ P(L). Notons {Π2(M)} l’ensemble des
orbites de Π2(M) pour l’action de iA
∗
M,F . Pour chaque orbite O, fixons un élément τ de cette
orbite. Notons iA∨O le stabilisateur de τ dans iA
∗
M . Pour tout λ ∈ iA
∗
M,F on pose
m(τλ) = j(τλ)
−1d(τ)
où d(τ) est le degré formel. Pour tout f ∈ S(G(F )), on a alors l’égalité
10
f(g) =
∑
M∈L(Mmin)
|WM ||WG|−1
∑
O∈{Π2(M)}
[iA∨O : iA
∨
M,F ]
−1
∫
iA∗M,F
m(τλ)Tr
(
iGP (τλ, g
−1)iGP (τλ, f)
)
dλ
pour tout g ∈ G(F ). C’est la formule de Plancherel-Harish-Chandra et c’est le théorème VIII.1.1
de [W3]. Soit Kf un sous-groupe compact-ouvert de G(F ) tel que f soit biinvariante par Kf .
Seules interviennent de façon non nulle les orbites O pour lesquelles une représentation iGP (τλ)
admet des invariants non nuls par Kf . Ces orbites sont en nombre fini.
Fixons P = MU ∈ F(Mmin) et une représentation τ de M(F ) irréductible et de la série
discrète. Notons πλ = i
G
P (τλ) pour tout λ ∈ iA
∗
M,F . Soit ϕ une fonction C
∞ sur iA∗M,F et
e, e′ ∈ KGP,τ . Posons
fe,e′,ϕ(g) =
∫
iA∗M,F
ϕ(λ)m(τλ)(πλ(g)e
′, e)dλ
pour tout g ∈ G(F ). Cette fonction appartient à S(G(F )). Identifions tout élément de W (M) à
un représentant dans K ∩NormG(F )(M). Notons E(τ) l’ensemble des couples (w,µ) ∈W (M)×
iA∗M,F tels que w
−1τ ≃ τµ. Pour (w,µ) ∈ E(τ), fixons un automorphisme unitaire τ(w,µ) de Eτ
tel que
τ(w,µ)τµ(m) = (w
−1τ)(m)τ(w,µ)
pour tout m ∈M(F ). Définissons l’homomorphisme A(w,µ) : KGw−1Pw,τ → K
G
P,τ par
(A(w,µ)e)(g) = τ(w,µ)e(w−1g).
Pour λ ∈ iA∗M,F , définissons l’endomorphisme R(w,µ, λ) de K
G
P,τ par
R(w,µ, λ) = A(w,µ)Rw−1Pw|P (τλ+µ).
Il vérifie la relation d’entrelacement
R(w,µ, λ)πλ+µ(g) = πwλ(g)R(w,µ, λ).
Soient e0, e
′
0 ∈ K
G
P,τ . Alors on a l’égalité
(1)
∫
G(F )
fe,e′,ϕ(g)(e
′
0, πλ(g)e0)dg =
∑
(w,µ)∈E(τ)
ϕ(µ+w−1λ)(R(w,µ,w−1λ)e′, e0)(e′0, R(w,µ,w
−1λ)e).
Cf proposition VII.2 de [W3].
On en déduit le point suivant
(2) supposons le support de ϕ vérifie la condition suivante
pour tout (w,µ) ∈ E(τ), µ ∈ Supp(ϕ) entraîne µ = 0.
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alors on a l’égalité (avec les notations du paragraphe précédent)∫
G(F )
fe,e′,ϕ(g)(e
′
0, π0(g)e0)dg = |W
′(τ)|ϕ(0)
∑
w∈R(τ)
(RP (w, τ)e
′, e0)(e′0, RP (w, τ)e).
cf [W2]1.6(1). On aura aussi besoin de la formule suivante
(3) Soient ϕ,ψ ∈ C∞c ∈ C∞c (iA∗M,F ). Supposons que les supports de ϕ et ψ vérifie (w
−1Supp(ψ)+
µ) ∩ Supp(ϕ) = ∅ pour tout (w,µ) ∈ E(τ) − {(Id, 0)}, alors on a l’égalité∫
G(F )
fe0,e′0,ϕ(g1gg2)fe1,e′1,ψ(g)dg =
∫
iA∗M,F
m(τλ)ϕ(λ)ψ(λ)(πλ(g2)e
′
0, e
′
1)(πλ(g1)e1, e0)dλ
pour tous e0, e
′
0, e1, e
′
1 ∈ K
G
P,τ et pour tous g1, g2 ∈ G(F ).
Après une permutation d’intégrales, l’égalité (3) découle de l’égalité (1) et de l’hypothèse
faite sur Supp(ϕ).
1.8 Fonctions cuspidales et très cuspidales, quasi-caractères associés
Une fonction f ∈ C∞c (G(F )) est dite très cuspidale si elle vérifie∫
U(F )
f(mu)du = 0
pour tout sous-groupe parabolique propre P = MU de G et pour tout m ∈ M(F ). On définit
de façon analogue la notion de fonction très cuspidale sur l’algèbre de Lie.
Une fonction f ∈ C∞c (G(F )) est dite cuspidale si pour tout sous-groupe de Levi propre M
de G et pour tout x ∈M(F ) ∩Greg(F ) on a∫
Gx(F )\G(F )
f(g−1xg)dg = 0
Cette condition est équivalente à ce que θπ(f) = 0 pour toute représentation π de G(F ) qui
est tempérée et proprement induite. Toute fonction très cuspidale est cuspidale. On a le résultat
suivant
Lemme 1.8.1 Soit f ∈ C∞c (G(F )) une fonction cuspidale, il existe une fonction très cuspidale
f ′ ∈ C∞c (G(F )) telle que la propriété suivante soit vérifiée
Pour toute distribution D sur C∞c (G(F )) invariante par conjugaison on a D(f ′) = 0 si et
seulement si D(f) = 0.
Preuve : C’est le lemme 2.7 de [W2] 
Il est possible d’associer à une fonction très cuspidale f un quasicaractère θf défini à partir
des intégrales orbitales pondérées de f . Pour x ∈ G(F ) notons M(x) le centralisateur de AGx
dans G. Soit x ∈ G(F ) et y ∈ G(F ) tel que yM(x)y−1 soit semistandard. On pose alors
θf (x) = (−1)
aM(x)−aGDG(x)−1/2ν(Gx)−1JyM(x)y−1(yxy
−1, f)
cf lemme 5.2 de [W1] pour la preuve que cette définition ne dépend pas du choix de y et les
paragraphes suivants pour la preuve qu’il s’agit d’un quasicaractère.
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Soit f ∈ C∞c (G(F )). Waldspurger définit dans [W2] paragraphe 2.4 une fonction Iθf sur
Greg(F ) qui est localement constante et invariante par conjugaison. Cette fonction est définie
à partir des intégrales orbitales pondérées invariantes de Arthur. Pour tout x ∈ Greg(F ) la
distribution f 7→ Iθf (x) est invariante. D’après le lemme 2.5 de [W2], si f est cuspidale, Iθf est
un quasi-caractère. On dispose donc si f est très cuspidale de deux quasi-caractères construits
à partir de f : θf et Iθf . Le lemme 2.6 de [W2] compare ces deux quasi-caractères. Avant de
l’énoncer, il faut rappeler un résultat d’Arthur. Pour Z ∈ AG,F , notons 1HG=Z la fonction
caractéristique de l’ensemble des x ∈ G(F ) qui vérifie HG(x) = Z. Soit Hac(G(F )) l’espace des
fonctions f : G(F )→ C qui vérifient
– f est biinvariante par un sous-groupe compact-ouvert de G(F )
– pour tout Z ∈ AG,F , la fonction f1HG=Z est à support compact
Soient L ∈ L(Mmin) et f ∈ C
∞
c (G(F )). Arthur montre qu’il existe une fonction φL(f) ∈
Hac(L(F )) telle que, pour toute représentation π ∈ Temp(L) et tout Z ∈ AL,F , on ait l’égalité
(1)
∫
iA∗L,F
JL(πλ, f)exp(−λ(Z))dλ = mes(iA
∗
L,F )θπ(φL(f)1HL=Z).
On dira qu’une fonction f ∈ Hac(G(F )) est cuspidale si pour tout Z ∈ AG,F la fonction
f1HG=Z est cuspidale. Pour f ∈ Hac(G(F )), on définit la fonction Iθf par
Iθf (x) = Iθf1HG=HG(x)
(x) pour tout x ∈ Greg(F )
Si f est cuspidale, la fonction Iθf est toujours un quasi-caractère. Pour L un sous-groupe de
Levi de G et θ un quasi-caractère de L(F ), on sait définir un quasi-caractère induit IndGL (θ) :
c’est l’induction de L à G de la distribution invariante sur L(F ) définie par θ (cf le paragraphe
2.3 de [W2]). Le lemme 2.6 de [W2] est alors le suivant
Lemme 1.8.2 Soit f ∈ C∞c (G(F )) une fonction très cuspidale. Alors
(i) pour tout L ∈ L(Mmin), la fonction φL(f) est cuspidale ;
(ii) on a l’égalité
θf =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aL−aGIndGL (Iθ
L
φL(f)
).
2 Majorations unipotentes
Soit G un groupe réductif sur F . On conserve les notations déjà fixées. En particulier, Pmin =
MminUmin est un sous-groupe parabolique minimal et K est un sous-groupe compact spécial
en bonne position par rapport à Mmin. On notera Amin la composante déployée du centre de
Mmin.
2.1 Une première majoration
Proposition 2.1.1 Soit P =MU un sous-groupe parabolique de G. Pour tout entier d, il existe
un entier d′ tel que ∫
U(F )
ΞG(mu)2σ(mu)ddu << ΞM(m)2σ(m)d
′
pour tout m ∈M(F )
Preuve : On ne nuit pas à la généralité en supposant que P est antistandard. On va d’abord
montrer que pour tout d ∈ N il existe un entier d′ ∈ N de sorte que
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(1)
∫
U(F )
ΞG(mu)2σ(mu)ddu << σ(m)d
′
ΞM(m)2δP (m) , pour tout m ∈M(F )
Soit MM,+min le sous-ensemble de Mmin(F ) des éléments en position positive pour Pmin ∩ M .
D’après Bruhat-Tits, il existe un sous-groupe compact-ouvert KM ⊂ M(F ) tel que M(F ) =
KMM
M,+
min KM . Il suffit donc d’établir (1) pour m ∈M
M,+
min .
D’après [W3] lemme II.4.4, il existe un entier D ∈ N tel que
ΞG(mu) << δPmin(m)
1/2δPmin(mPmin(u))
1/2σ(mu)D
pour tout m ∈ Mmin(F ) et pour tout u ∈ Umin(F ). Comme de plus σ(mu) << σ(m)σ(u), on
en déduit la majoration
∫
U(F )
ΞG(mu)2σ(mu)ddu << σ(m)d+2DδPmin(m)
∫
U(F )
δPmin(mPmin(u))σ(u)
d+2Ddu
pour tout m ∈ Mmin(F ). Grâce au lemme II.4.1 de [W3], on vérifie aisément que l’inté-
grale
∫
U(F )
δPmin(mPmin(u))σ(u)
d+Ddu est convergente. D’après le lemme II.1.1 de [W3] on a
σ(m)d+DδPmin(m) << σ(m)
d+DΞM(m)2δP (m) pour tout m ∈M
M,+
min . Cela établit (1).
Pour tout g ∈ G(F ), on a ΞG(g−1) = ΞG(g) et σ(g−1) = σ(g). On a donc aussi le majoration∫
U(F )
ΞG(um)2σ(um)ddu << σ(m)d
′
ΞM(m)2δP (m)
pour tout m ∈ M(F ). Après le changement de variable u 7→ m−1um, on obtient la majoration
de l’énoncé 
2.2 Intégrales à paramètres
Dans la suite on aura besoin du lemme suivant.
Lemme 2.2.1 Soit (X,A, µ) un espace mesuré, U ⊂ C un ouvert et f : X×U → C une fonction
vérifiant
1. Pour tout z ∈ U la fonction t 7→ f(t, z) est mesurable.
2. Pour tout t ∈ X la fonction z 7→ f(t, z) est holomorphe sur U .
3. Il existe un sous-ensemble discret E de U tel que pour tout compact K ⊂ U − E il existe
gK ∈ L
1(X) de sorte que pour tout (t, z) ∈ X ×K on ait
|f(t, z)| 6 gK(t)
Alors la fonction U → C, z 7→
∫
X
f(t, z)dt est partout définie par une intégrale absolument
convergente et est holomorphe.
Preuve : Par un théorème classique d’intégrale à paramètre la fonction z 7→
∫
X
f(t, z)dt est
définie par une intégrale absolument convergente et est holomorphe sur U − E. Soit z0 ∈ E et
r > 0 de sorte que B(z0, r) ⊂ U et B(z0, r) ∩ E = {z0}. On applique 3) à K = S(z0, r) =
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{z; |z − z0| = r}, ce qui fournit une fonction gK ∈ L
1(X). Par le principe du maximum, on a
alors pour tout (t, z) ∈ X ×B(z0, r)
|f(t, z)| 6 supz∈K|f(t, z)| 6 gK(t)
Toujours par un théorème d’intégrale à paramètre, on en déduit que z 7→
∫
X
f(t, z)dt est ab-
solument convergente et holomorphe sur l’intérieur de B(z0, r). Le raisonnement étant valable
pour tout z0 ∈ E, le résultat s’en suit. 
2.3 Fonctionnelles de Jacquet
Introduisons l’ensemble Σ des racines de Amin dans G, Σ
+ l’ensemble des racines dans Pmin
et ∆ la base correspondante. Soit P =MU un sous-groupe parabolique standard, on notera alors
Σ(P ) l’ensemble des racines de Amin dans U et ∆(P ) = ∆ ∩ Σ(P ). L’application P 7→ ∆(P )
est une bijection entre les sous-groupes paraboliques standards et les sous-ensembles de ∆. On
désignera par A+M la chambre positive correspondant à P c’est-à-dire l’ensemble des éléments a
de AM (F ) vérifiant |α(a)|F 6 1 pour tout α ∈ ∆(P ). Pour ǫ > 0, on pose
AM (ǫ)
+ = {a ∈ AM (F ); |α(a)|F < ǫ ∀α ∈ ∆(P )}
Soit wl ∈ W
G l’élément de plus grande longueur i.e. celui tel que wlPminw
−1
l = Pmin où Pmin
est le sous-groupe parabolique opposé à Pmin. On désignera par Umin le radical unipotent de
Pmin. Soit D(Umin) le sous-groupe dérivé de Umin. On a un isomorphisme de groupes algébriques
Umin/D(Umin) ≃
⊕
α∈∆ Vα, où pour tout α ∈ ∆, Vα est le sous-espace propre correspondant
à α pour l’action par conjugaison de Amin. De plus, on a l’égalité Umin(F )/D(Umin)(F ) =
(Umin/D(Umin))(F ) ≃
⊕
α∈∆ Vα(F ). Fixons des formes linéaires non nulles lα sur chacun des
espaces vectoriels Vα(F ). On définit un caractère de Umin(F )/D(Umin)(F ) via l’isomorphisme
précédent par la formule
(xα)α∈∆ 7→ ψ(
∑
∆
lα(xα))
On notera aussi ψ ce caractère et on l’identifiera à un caractère de Umin(F ). On fait agir
F∆ sur Umin(F )/D(Umin)(F ) par y.(xα) = (yαxα) où y = (yα)α∈∆ est un élément de F∆. Soit
KGPmin l’espace des fonctions φ : K → C qui sont localement constantes et invariantes à gauche
par K ∩ Pmin(F ), c’est un espace vectoriel sur lequel se réalisent toutes les représentations
πs = i
G
Pmin
(δsPmin) pour s ∈ C via l’isomorphisme donné par la restriction des fonctions à K. Soit
(, ) la forme bilinéaire non dégénérée sur KGPmin définie par
(e1, e2) =
∫
K
e1(k)e2(k)dk
Soit e ∈ KGPmin la fonction constante égale à 1 et pour tout s, soit es la fonction sur G(F )
déduite via l’isomorphisme précédent entre iGPmin(δ
s
Pmin
) et KGPmin . Pour y ∈ F
∆, g ∈ G(F ) et
s ∈ C, on pose
Φy,s(g) =
∫
Umin(F )
es(wlug)ψ(y.u)du
L’intégrale est absolument convergente pour Re(s) > 0. Pour c > 0 un réel, notons Umin(F )c
le sous-groupe de Umin(F ) constitué des éléments u tels que valF (lα(u)) > −c pour tout α ∈ ∆.
Par transformée de Fourier inverse, on a
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∫
O∆F
Φy,s(1)dy =
∫
Umin(F )0
es(wlu)du
Pour a ∈ A+min on note y(a) le ∆-uplet (α(a))α∈∆ d’éléments de (OF \{0})
∆. L’application
a 7→ y(a) est un isomorphisme de A+min/(ZG(F ) ∩ Amin(F )) sur un sous-monoïde ouvert M
de (OF \{0})
∆. Il existe un nombre fini d’éléments yi tels que (OF \{0})
∆ =
⊔
i yiM. On a par
conséquent ∫
O∆F
Φy,s(1)dy =
∑
i
∫
yiM
Φy,s(1)dy
Le changement de variable A+min/(Amin(F ) ∩ ZG(F ))→ yiM, a 7→ yiy(a) donne∫
yiM
Φy,s(1)dy = |yi|F
∫
A+min/(ZG(F )∩Amin(F ))
Φyiy(a),s(1)
∏
∆
|α(a)|F da
Par le changement de variable u 7→ aua−1 on a Φyiy(a),s(1) = δPmin(a)
s−1/2Φyi,s(a). On en
déduit
(1)
∫
Umin(F )0
es(wlu)du =
∑
i
|yi|F
∫
A+min/(Amin(F )∩ZG(F ))
δPmin(a)
s−1/2Φyi,s(a)
∏
∆
|α(a)|F da
Lemme 2.3.1 Soient e1, e2 ∈ K
G
Pmin
, P = MU un sous-groupe parabolique standard de G.
Il existe ǫ > 0 et un sous-ensemble discret E ⊂ C tels que, pour tout γ ∈ A+min, il existe des
fonctions holomorphes ϕγw : C−E → C indexées par w ∈WG/WM telles que, pour tout s ∈ C−E
et tout aM ∈ AM (ǫ)
+, on ait
(πs(aMγ)e1, e2) =
∑
w∈WG/WM
δPmin(aM )
1/2δPmin(w.aM )
sϕγw(s)
Preuve : Soit X le tore complexe des caractères non ramifiés de Mmin(F ) et
B = C[Mmin(F )/M
1
min] la C-algèbre des fonctions régulières sur X . Soit χnr : Mmin(F ) → B
×
le caractère non ramifié générique qui à m0 associe la fonction régulière χ 7→ χ(m0). On pose
(πB , VB) = i
G
Pmin
(χnr), c’est une (G,B)-représentation lisse et admissible au sens de [BDKV]. Son
dual lisse est la représentation induite (π∨B , V
∨
B ) = i
G
Pmin
(χ−1nr ). Pour tout sous-groupe parabolique
Q de G, on notera (πB,Q, (VB)Q) le module de Jacquet de cette représentation relativement à
Q et jQ : VB → (VB)Q la projection naturelle. Un théorème de Casselman affirme l’existence
d’une dualité (VB)P × (V
∨
B )P → B qui est B-bilinéaire et G-équivariante vérifiant la condition
suivante :
Pour f ∈ VB et f
∨ ∈ V ∨B , il existe ǫ > 0 tel que pour tout a ∈ A
+
min vérifiant |α(a)|F < ǫ pour
tout α ∈ ∆(P ) on ait
< πB(a)f, f
∨ >= δP (a)1/2 < πB,P (a)jP (f), jP (f
∨) >
La représentation πB,P admet une filtration indexée par w ∈ W
G/WM pour laquelle les
quotients successifs admettent pour caractère central les w−1χnr. Puisque ces caractères sont tous
différents, la filtration se scinde en une somme directe après extension des scalaires à Frac(B).
On a donc une décomposition jP (f) =
∑
w∈WG/WM
jP (f)w où jP (f)w ∈ Frac(B)⊗B (VB)P pour
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tout w et AM (F ) agit par w
−1χnr sur jP (f)w. On obtient pour a = aMγ avec aM ∈ AM (ǫ)+ et
γ ∈ A+min,
< πB(a)f, f
∨ >= δP (aMγ)1/2
∑
w∈WG/WM
χnr(w.aM ) < πB,P (γ)jP (f)w, jP (f
∨) >
Par restriction des fonctions à K, les espaces VB et V
∨
B sont tout deux isomorphes à l’espace
KGPmin⊗B des fonctions ϕ : K → B localement constantes et invariantes à gauche par Pmin(F )∩
K. Les éléments e1 et e2 peuvent être vus comme des éléments de cet espace (puisque C ⊂ B).
On notera encore par e1 (resp. e2) l’image réciproque de e1 dans VB (resp. V
∨
B ). En appliquant
ce qui précède à f = e1 et f
∨ = e2 on obtient le résultat par spécialisation de χnr à δsPmin . 
Il existe des entiers naturels strictement positifs kα pour α ∈ ∆ tels que δPmin(a) =
∏
α∈∆
|α(a)|kαF
pour tout a ∈ Amin(F ). Soit k = sup(kα), on a alors pour tout a ∈ A
+
min∏
α∈∆
|α(a)|F 6 δPmin(a)
1/k
Soient e1, e2 ∈ K
G
Pmin
et s un nombre complexe, on pose
Fe1,e2(s) =
∫
A+min/AG(F )
(πs(a)e1, e2)δPmin(a)
s−1/2 ∏
α∈∆
|α(a)|F da
Lemme 2.3.2 Pour Re(s) > − 12k l’intégrale définissant Fe1,e2(s) est absolument convergente et
la fonction s 7→ Fe1,e2(s) est holomorphe sur le demiplan Re(s) > −
1
2k .
Preuve : Soit K1 un sous-groupe ouvert de A
1
min qui laisse stable e1. Pour 1 > ǫ > 0, il existe
des sous-ensembles finis ΓǫP ⊂ A
+
min pour P parcourant les sous-groupes paraboliques standards
tels que
A+min =
⊔
Pmin⊂P=MU
⊔
γ∈ΓǫP
AM (ǫ)
+γK1
Il suffit donc de montrer que pour P = MU un sous-groupe parabolique standard et γ ∈ ΓǫP ,
l’intégrale à un paramètre∫
AM (ǫ)+/AG(F )
(πs(aMγ)e1, e2)δPmin(aM )
s−1/2 ∏
α∈∆
|α(aM )|F daM
est convergente pour Re(s) > − 12k et qu’elle définit une fonction holomorphe sur ce demi-plan.
Choisissons ǫ de sorte que la conclusion du lemme 2.3.1 soit vérifiée pour tout les sous-groupes
paraboliques standards. Le lemme 2.3.1 fournit des fonctions holomorphes φγw telles que pour s
en dehors d’un ensemble discret et tout aM ∈ AM (ǫ)
+,
(πs(aMγ)e1, e2)δPmin(aM )
s−1/2 =
∑
w∈WG/WM
δPmin(aM (w.aM ))
sφγw(s)
On va appliquer le lemme 2.2.1 à notre intégrale à paramètre. Les points 1 et 2 sont aisément
vérifiés. Soit C un sous-ensemble compact de {Re(s) > − 12k} sur lequel les fonctions holomorphes
φγw sont bien définies. Soit r− = infs∈CRe(s) > − 12k et r+ = sups∈CRe(s) > −
1
2k . Pour tous
w ∈WG/WM , aM ∈ A
+
M et pour tout s ∈ C on a
17
(2) |δPmin(aM (w.aM ))
s| 6 δPmin(aM (w.aM ))
r+ + δPmin(aM (w.aM ))
r−
Il existe une constante c > 0 telle que pour tout w ∈WG/WM
sups∈C |φγw(s)| 6 c
En utilisant la majoration (2), on obtient que la fonction
s 7→ (πs(aM )e1, e2)δPmin(aM )
s−1/2 ∏
α∈∆
|α(aM )|F
est majorée sur C par
c
∑
w∈WG/WM
(δPmin(aM (w.aM ))
r+ + δPmin(aM (w.aM ))
r−)δPmin(aM )
1/k
Pour tous w ∈ WG et a ∈ A+min on a δPmin(a)
2 6 δPmin(a(w.a)) 6 1. Puisque la fonction
aM 7→ δPmin(aM )
r est intégrable sur AM (ǫ)
+/AG(F ) pour r réel strictement positif, la fonction
précédente est bien intégrable sur AM (ǫ)
+/AG(F ). On peut donc appliquer le lemme 2.2.1 
Lemme 2.3.3 Soit y ∈ F∆, la fonction
s 7→
∫
A+min/ZG(F )∩Amin(F )
δPmin(a)
s−1/2Φy,s(a)
∏
α∈∆
|α(a)|F da
bien définie et holomorphe pour Re(s) > 0 admet un prolongement holomorphe à Re(s) > − 12k .
Preuve : Pour Re(s) > 0, la forme linéaire Ωs : i
G
Pmin
(δsPmin)→ C, ϕ 7→
∫
Umin(F )
ϕ(wlu)ψ(y.u)du
est une fonctionnelle de Whittaker pour le caractère générique ξ : u 7→ ψ(y.u−1). On a Φy,s(a) =
Ωs(πs(a)es). Il existe un sous-groupe compact-ouvert K1 de G(F ) tel que pour tout a ∈ A
+
min
on a K1 ⊂ Ker(ξ)aKa
−1. Soit B un base de (KGPmin)
K1 et B∗ = {e′∗; e′ ∈ B} la base duale pour
(, ). On a alors
Ωs(πs(a)es) =
∑
e′∈B
(πs(a)e, e
′∗)Ωs(e′)
Il est bien connu que Ωs(e
′) qui est la fonctionnelle de Jacquet admet un prolongement holo-
morphe au plan complexe (cf par exemple [CS]). Le résultat du lemme est alors une conséquence
du lemme 2.3.2 
2.4 Majorations de mesures
Pour c > 0 un réel, on pose Umin(F )c = wlUmin(F )cw
−1
l .
Soient An = {u ∈ Umin(F )0; δPmin(mPmin(u)) > q
−n} et an = mes(An).
Lemme 2.4.1 Il existe ǫ > 0 tel que
an << q
n(1/2−ǫ)
Preuve : Pour Re(s) > 0, on a∫
Umin(F )0
es(wlu)du =
∑
n>0
(an − an−1)q−n/2−ns
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D’après le lemme 2.3.3 et 2.3(1), cette fonction admet un prolongement holomorphe à Re(s) >
− 12k . Par conséquent le rayon de convergence de la série entière
∑
n
(an−an−1)zn est strictement
plus grand que q−1/2 d’où le résultat 
Soit Q = MU un sous-groupe parabolique antistandard. Pour c > 0 on pose U(F )c =
U(F ) ∩Umin(F )c. On définit An,c(U ) = {u ∈ U(F )c; δPmin(mPmin(u)) > q
−n} pour tout n ∈ N
et pour tout réel c > 0.
Proposition 2.4.1 Il existe deux réels ǫ > 0 et α > 0 tels que
mes(An,c(U )) << q
n(1/2−ǫ)+αc
pour tout n ∈ N et pour tout c > 0.
Preuve : On a les faits suivants
(1) Il existe un réel α1 > 0 tel que pour tout c > 0, il existe ac ∈ AM (F ) qui vérifie
(i) σ(ac) 6 α1(c+ 1)
(ii) U(F )c ⊂ acU(F )0a
−1
c
(2) Il existe un réel α2 > 0 tel que
(i) Pour tout g ∈ G(F ), δPmin(mPmin(g)) 6 exp(α2σ(g)) ;
(ii) Pour tout a ∈ AM (F ), δQ(a) 6 exp(α2σ(a)).
Soient c > 0 et ac ∈ AM (F ) qui vérifie (1)(i) et (ii). On a alors
mPmin(acua
−1
c ) = acmPmin(u)mPmin(kPmin(u)a
−1
c )
pour tout u ∈ U(F )0. On peut toujours supposer que la fonction σ est invariante à gauche par
K. On a alors
δPmin(mPmin(acua
−1
c )) 6 δPmin(mPmin(u))exp(2α1α2(c+ 1))
pour tout u ∈ U(F )0. Soit kc = E (2α1α2(c+ 1)/log(q)) où E(.) désigne la partie entière. On
déduit de ce qui précède que
An,c(U ) ⊂ acAn+kc,0(U)a
−1
c
pour tout n ∈ N. D’où
(3) mes(An,c(U)) 6 δQ(ac)mes
(
An+kc,0(U)
)
6 exp(α1α2(1 + c))mes
(
An+kc,0(U )
)
pour tout n ∈ N et pour tout c > 0.
Soit KUmin = K ∩ Umin(F ), on a alors An,0(U)KUmin ⊂ An pour tout n ∈ N. On en déduit
que
mes(An,0(U))mes((U (F ) ∩KUmin)\KUmin) 6 an
pour tout n ∈ N. Puisque (U (F ) ∩KUmin)\KUmin est compact donc de mesure finie, le lemme
2.4.1 et l’inégalité (3) permettent d’obtenir le résultat de la proposition 
Corollaire 2.4.1 Il existe deux réels ǫ > 0 et α > 0 tels que
mes{u ∈ U(F )c; q
−n−1 < ΞM (mQ(u))δQ(mQ(u))1/2 6 q−n} << qn(1−ǫ)+αc
pour tout n ∈ N et pour tout c > 0.
Preuve : D’après le lemme II.3.2 de [W3], il existe un réel D tel que
ΞM(mQ(u))δQ(mQ(u))
1/2 << δPmin(mPmin(u))
1/2σ(u)D
pour tout u ∈ U(F ). D’après le lemme II.3.4 de [W3] on a aussi
σ(u) << 1− log (δPmin(mPmin(u)))
pour tout u ∈ U(F ). Le résultat est alors une conséquence facile de la proposition précédente 
3 Les groupes unitaires
3.1 Généralités
Dorénavant on fixe une extension quadratique E de F . Les notations OE , kE, qE, valE ...
seront les analogues de celles définies pour F . On désignera par N et Tr respectivement la norme
et la trace de l’extension E/F . On définit un caractère additif ψE de E par ψE(x) = ψ(Tr(x)).
On notera x 7→ x le F -automorphisme non trivial de E et χE le caractère quadratique de F
×
donné par
χE : F
× → F×/N(E×) = {±1}
Si G est un groupe algébrique définie sur E, on notera RE/FG le groupe algébrique défini
sur F obtenu par restriction des scalaires à la Weil de E à F .
Un espace hermitien sera pour nous un couple (V, h) constitué d’un espace vectoriel de
dimension finie V sur E et d’une forme hermitienne h : V × V → E non dégénérée (avec
la convention que h est linéaire en la première variable). Quand la forme hermitienne sur V
est évidente on dira juste que V est un espace hermitien (c’est le cas par exemple pour un
sous-espace d’un espace hermitien sur lequel la restriction de la forme hermitienne est non
dégénérée). Soit (V, h) un espace hermitien et soit G son groupe unitaire. On appelle système
hyperbolique de V toute famille (vi)i=±1,...,±n d’éléments de V qui vérifient h(vi, vj) = δi,−j pour
tous i, j ∈ {±1, . . . ,±n}. Si V admet un système hyperbolique qui est aussi une base, on dira
que V est hyperbolique. Soit Vhyp un sous-espace hermitien hyperbolique maximal de V et Van
son orthogonal. Alors la forme hermitienne sur Van est anisotrope. Posons dan(V ) = dim(Van).
Notons d(V ) la dimension de V (comme E-espace vectoriel). On a toujours d(V ) ≡ dan(V ) [2]
et dan(V ) 6 2. Le groupe G est quasi-déployé si et seulement si dan(V ) 6 1.
Pour v′, v′′ ∈ V , on note c(v′, v′′) l’endomorphisme de V défini par
c(v′, v′′)(v) = h(v, v′)v′′ − h(v, v′′)v′
pour tout v ∈ V . C’est un élément de g(F ) et les c(v′, v′′) pour v′, v′′ ∈ V engendrent g(F )
comme F -espace vectoriel.
On définit une fonction ∆ sur Gss(F ) de la façon suivante. Pour x ∈ Gss(F ), notons V
′′(x)
le noyau de x− 1 dans V et posons
∆(x) = |N(det(1 − x)|V/V ′′(x))|F
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Soit W un sous-espace non dégénérée de V et notons H son groupe unitaire. On peut considérer
H comme un sous-groupe de G en laissant agir ses éléments trivialement sur l’orthogonal de W .
Lemme 3.1.1 Posons k = d(V )− d(W ). On a alors
DG(x) = DH(x)∆(x)k
pour tout x ∈ Hss(F ).
Preuve : Posons W ′ =W⊥, H ′ le groupe unitaire de W ′ et
g(W,W ′) = {X ∈ g; X.W ⊂W ′, X.W ′ ⊂W}
On a alors deux décompositions g = h′ ⊕ h ⊕ g(W,W ′) et gx = hx ⊕ g(W,W ′)x où g(W,W ′)x
désigne le commutant de x dans g(W,W ′). Par définition, on a donc
DG(x) = DH(x)|det(1 − ad(x))|g(W,W ′)/g(W,W ′)x |F
L’application g(W,W ′)→ HomE(W ′,W ), X 7→ X|W ′ est un isomorphisme (où X|W ′ désigne
la restriction de X à W ′). Via cet isomorphisme ad(x) agit sur g(W,W ′) par X 7→ x ◦X. On
a donc un isomorphisme de F [x]-modules g(W,W ′) ≃ W⊕k où l’action de x sur chaque facteur
est l’action naturelle de x sur W . On en déduit facilement que
|det(1 − ad(x))|g(W,W ′)/g(W,W ′)x |F = ∆(x)
k

3.2 Sous-groupes compacts spéciaux, paraboliques, Levi et R-groupes
Soit (vi)i=±1,...,±r un système hyperbolique maximal de V . Soient k1, . . . , ks > 1 des entiers
vérifiant k1 + . . . + ks 6 r. Notons alors Zi (resp. Z−i), pour i = 1, . . . , s, le sous-espace de V
engendré par les vj (resp. par les v−j) pour j = (k1 + . . .+ ki−1 + 1), . . . , (k1 + . . .+ ki). Soit P
le stabilisateur dans G du drapeau
Z1 ⊂ Z1 ⊕ Z2 ⊂ . . . ⊂ Z1 ⊕ . . . ⊕ Zs
C’est un sous-groupe parabolique de G. Le sous-groupe M de P des éléments qui préservent
Z±i, i = ±1, . . . ,±s est une composante de Levi de P .
Tous les couples (P,M) formés d’un sous-groupe parabolique et d’une composante de Levi
de P arrivent de cette façon, c’est-à-dire qu’on peut trouver un système hyperbolique maximal
et des entiers k1, . . . , ks tels que P et M soient déterminés comme ci-dessus.
Supposons à nouveau fixés notre système hyperbolique maximal et nos entiers k1, . . . , ks cela
détermine un sous-groupe parabolique P et un Levi M . Soit V˜ l’orthogonal de Z1⊕Z−1⊕ . . .⊕
Zs ⊕ Z−s et notons G˜ son groupe unitaire. On a alors un isomorphisme naturel
M ≃ RE/FGL(Z1)× . . .×RE/FGL(Zs)× G˜
Le groupe de WeylW (M) s’identifie alors naturellement à un sous-groupe de Ss⋉(Z/2Z)
s où
Ss agit sur (Z/2Z)
s par permutation sur les entrées. Soit τ une représentation irréductible de la
série discrète de M(F ). Alors R(τ) est un sous-groupe de (Z/2Z)s et R(τ)reg 6= ∅ si et seulement
si R(τ) contient l’élément t = (−1, . . . ,−1). Dans ce cas, R(τ) = (Z/2Z)s, τ se prolonge en une
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représentation de NormG(F )(τ), on a R(τ)reg = {t} et |det(t− 1|AM )| = 2
aM .
Soit π une représentation irréductible et elliptique de G(F ). On peut trouver M , τ comme
ci-dessus, et ζ ∈ R(τ)∨ de sorte que π = IndGP (τ, ζ), où P est un élément de P(M). Puisque la
classe de conjugaison du couple (M, τ) est bien déterminée, on peut poser t(π) = 2aM .
Plus généralement, soit M comme précédemment et soit L un sous-groupe de Levi de M .
Alors L admet une décomposition
L = L1 × . . .× Ls × L˜
où pour i = 1, . . . , s, Li est un sous-groupe de Levi de RE/FGL(Zi) et L˜ est un sous-groupe de
Levi de G˜. Soit τ ∈ Π2(L), on a alors une décomposition en produit tensoriel τ ≃ τ1⊗ . . .⊗τs⊗ τ˜
où τi ∈ Π2(Li) pour i = 1, . . . , s et τ˜ ∈ Π2(L˜). La théorie du R-groupe est triviale pour
les RE/FGL(Zi) donc R
M (τ) s’identifie à RG˜(τ˜ ). Il s’ensuit que RM(τ)reg est vide sauf si
Li = RE/FGL(Zi) pour i = 1, . . . , s et R
G˜(τ˜)reg 6= ∅. Dans ce cas là R
M(τ)reg est réduit à
un élément t et on a |det(t− 1)|AM/AL | = |R
M (τ)| = 2aM−aL .
Il existe un ensemble de OE-réseaux de V qualifiés de spéciaux tel que pour tout réseau
spécial R de V le stabilisateur de R dans G(F ) soit un sous-groupe compact spécial. Reprenons
les constructions précédentes dans le cas où k1 = . . . = kr = 1. Alors P est un sous-groupe
parabolique minimal. On peut choisir de prendre Pmin = P et Mmin =M . Il existe des vecteurs
v′i non nuls proportionnels à vi pour i = ±1, . . . ,±r vérifiant h(v
′
i, v
′
−i) = h(v
′
i′ , v
′
−i′) pour
tout i, i′ = 1, . . . , r et un réseau spécial R˜ ⊂ V˜ tel que le réseau R = RZ ⊕ R˜, où RZ =
OEv
′
1 ⊕ OEv
′
−1 ⊕ . . . ⊕ OEv
′
r ⊕ OEv
′−r, soit spécial. Le stabilisateur K de R dans G(F ) qui
est un sous-groupe compact spécial est alors en bonne position par rapport à Mmin. Il est
utile de remarquer (c’est une des hypothèses du paragraphe 1.6) qu’alors le morphisme naturel
NormG(F )(Mmin)∩K →W
G admet une section. NotonsWK le sous-groupe des éléments k ∈ K
qui agissent par permutation sur les (vi)i=±1,...,±r et qui agissent comme l’identité sur V˜ . Alors
la restriction du morphisme précédent à WK est un isomorphisme, ce qui montre l’existence
d’une section.
3.3 Orbites nilpotentes régulières
Supposons G quasidéployé et soit (v±i)i=1,...,r un système hyperbolique maximal. On a alors
dim(V ) = 2r ou 2r+1. Si dim(V ) = 2r+1 alors g(F ) ne contient qu’une seule orbite nilpotente
régulière. Supposons que dim(V ) = 2r. Considérons P et M le sous-groupe parabolique et le
Levi associé aux entiers k1 = . . . = kr = 1. Alors P est un sous-groupe parabolique minimal.
Notons U son radical unipotent et u son algèbre de Lie. Soit η ∈ Ker(Tr)− {0} un élément de
E de trace nulle qui est non nul. Soit Nη l’élément de u(F ) définit par
Nηvr = 0, Nηvi = vi+1 pour i = r − 1, . . . , 1,−2, . . . ,−r et Nηv−1 = ηv1
Alors Nη est un élément régulier qui engendre une orbite nilpotente Oη qui ne dépend que
de l’image de η dans (Ker(Tr) − {0})/N(E×). L’application η 7→ Oη est une bijection de
(Ker(Tr) − {0})/N(E×) sur Nil(g)(F )reg , en particulier cet ensemble est de cardinal 2 et la
multiplication par n’importe quel élément λ ∈ F× −N(E×) permute ces deux orbites.
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4 Position du problème
Soit (V, h) un espace hermitien et G le groupe unitaire associé. On se donne une décom-
position orthogonale de V de la forme V = Z ⊕ D ⊕W où D est une droite non dégénérée,
dont on fixera un générateur v0, et Z possède une base hyperbolique (vi)i=±1,...,±r : on a donc
h(vi, vj) = δi,−j pour tous i, j ∈ {±1, . . . ,±r}. On notera Z+ resp. Z− les sous-espaces de V
engendrés par les vi, i = 1, . . . , r resp. les v−i, i = 1, . . . , r et V0 = D ⊕W . Soient G, G0 et H
les groupes unitaires respectifs de V , V0 et W . On identifie H (resp. G0) avec le sous-groupe
de G des éléments qui agissent comme l’identité sur Z ⊕ D (resp. Z). Soit P le sous-groupe
parabolique de G qui conserve le drapeau de sous-espaces isotropes
Evr ⊂ Evr + Evr−1 ⊂ . . . ⊂ Evr + . . .+ Ev1
Soit A le tore des éléments de G qui conservent chaque droite Evi, i = ±1, . . . ,±r et qui
agissent comme l’identité sur D⊕W , U le radical unipotent de P . Posons M = AG0, c’est une
composante de Levi de P . Pour a ∈ A(F ) on note ai la valeur propre de a agissant sur vi. Soient
ξ0, . . . , ξr−1 des éléments de F×, la formule suivante défini alors un caractère de U(F ) invariant
par conjugaison par H(F )
ξ(u) = ψE(
r−1∑
i=0
ξih(uvi, v−i−1))
Pour π ∈ Irr(G) et σ ∈ Irr(H) on définit HomH,ξ(π, σ) comme l’espace des homomor-
phismes l : Eπ → Eσ qui vérifient
l(π(hu)e) = ξ(u)σ(h)l(e)
pour tous h ∈ H(F ), u ∈ U(F ) et e ∈ Eπ. On note m(π, σ) la dimension de cet espace. D’après
[AGRS] et [GGP], cet espace est de dimension au plus 1.
Soit R un OE-réseau spécial de V en bonne position par rapport à un parabolique minimal inclus
dans P qui se décompose sous la forme R = R0⊕RZ où R0 et RZ sont des OE-réseaux de V0 et
Z respectivement. On a alors G(F ) = A(F )G0(F )U(F )K. Pour N > 1, on définit une fonction
κN sur G(F ) ainsi : c’est la fonction caractéristique de l’ensemble des g ∈ G(F ) vérifiant
– g−1(vr) ∩ π−NE R 6= ∅
– g−1(vr−1 + Evr) ∩ π−2NE R 6= ∅
– . . .
– g−1(v0 + Ev1 + . . .+ Evr) ∩ π−2NE R 6= ∅
– g−1(v−1 +W + Ev0 + Ev1 + . . .+ Evr) ∩ π−2NE R 6= ∅
– . . .
– g−1(v−r + Ev−r+1 + . . .+ Ev−1 +W + Ev0 + . . .+ Evr) ∩ π−2NE R 6= ∅.
La fonction κN est invariante à gauche par H(F )U(F ) et à droite par K. Elle est de plus à
support compact dans H(F )U(F )\G(F ). Soient θ un quasi-caractère de H(F ) et f ∈ C∞c (G(F ))
une fonction très cuspidale. Pour g ∈ G(F ), on définit alors la fonction gf ξ sur H(F ) de la façon
suivante :
gf ξ(h) =
∫
U(F )
f(g−1hug)ξ(u)du
Cette fonction est localement constante à support compact, on peut donc définir
J(θ, f, g) =
∫
H(F )
θ(h)gf ξ(h)dh
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qui est une fonction localement constante en g. Pour N > 1, on pose alors :
JN (θ, f) =
∫
H(F )U(F )\G(F )
J(θ, f, g)κN (g)dg
La raison de l’expression précédente est qu’elle apparaît naturellement lorsque l’on essaye
de calculer une multiplicité m(π, σ) pour π ∈ Irr(G) et σ ∈ Irr(H) cuspidales (prendre pour
f un coefficient de π et θ = θσ∨ , cf [W1] proposition 13.1 pour le cas des groupes spéciaux
orthogonaux). Le but de cet article est de démontrer que JN (θ, f) admet une limite lorsque N
tend vers l’infini et de donner deux expressions pour cette limite. L’une qualifiée de géométrique
est énoncée dans la section 5 et démontrée dans les sections 6 à 10. L’autre spectrale est énoncée
et démontrée dans la section 16. De l’égalité entre ces deux développements, l’on déduira dans
la section 17 la formule intégrale pour la multiplicité m(π, σ) (π ∈ Temp(G), σ ∈ Temp(H))
annoncée dans l’introduction.
5 Le développement géométrique : définitions et énoncé
5.1 Un ensemble de tores
On définit T comme l’ensemble des sous-tores T de H pour lesquels il existe une décomposi-
tion orthogonale W =W ′ ⊕W ′′ telle que, en notant H ′, H ′′ et G′′ les groupes unitaires de W ′,
W ′′ et V ′′ = Z ⊕D ⊕W ′′ respectivement, les conditions suivantes soient vérifiées :
– T est un tore maximal totalement anisotrope de H ′.
– G′′ et H ′′ sont quasidéployés sur F .
On fixe T un ensemble de représentants des classes de conjugaison par H(F ) dans T .
Soit T ∈ T etW ′,W ′′ comme précédemment. On note T♮ l’ouvert de Zariski des éléments dont
la restriction à W ′ n’a pas 1 pour valeur propre et a toutes ses valeurs propres de multiplicité 1.
Soient θ et θ′ deux quasicaractères sur H(F ) et G(F ) respectivement. On définit deux fonctions
cθ et cθ′ sur T♮(F ) de la façon suivante : pour t ∈ T♮(F ), on a Gt(F ) = G
′′(F )×T (F ) et Ht(F ) =
H ′′(F ) × T (F ). Par conséquent on a des identifications naturelles Nil(g′′(F )) = Nil(gt(F )) et
Nil(h′′(F )) = Nil(ht(F )). On pose alors
cθ′(t) =
∑
O∈Nilreg(g′′(F ))
cθ′,O(t)
|Nilreg(g′′(F ))|
et
cθ(t) =
∑
O∈Nilreg(h′′(F ))
cθ,O(t)
|Nilreg(h′′(F ))|
Si f ∈ C∞c (G(F )) est une fonction très cuspidale, on posera cf = cθf .
5.2 Un critère de convergence
Soit T ∈ T . On note W ′T et W
′′
T les espaces notés W
′ et W ′′ précédemment. On note H ′T
le groupe unitaire de W ′T . Pour t ∈ T (F ), on définit E
′′(t) = Ker(t − 1)|W ′T et E
′(t) son sup-
plémentaire orthogonal dans W ′T . On notera respectivement J
′(t) et J ′′(t) les groupes unitaires
de E′(t) et de E′′(t) et zt désignera le centre de l’algèbre de Lie j′(t)t. Remarquons que l’on a
toujours zt ⊂ t.
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Lemme 5.2.1 Soit t ∈ T (F ). On a
(i) dim(t) − dim(zt) > dim(E
′′(t)) avec égalité si et seulement si J ′(t)t est un tore ;
(ii) Il existe un bon voisinage ω ⊂ t(F ) qui vérifie les deux conditions suivantes
– Pour tous X ∈ ω et λ ∈ F× tels que λX ∈ ω on a ztexp(X) = ztexp(λX)
– Pour tout X ∈ ω\zt on a zt ( ztexp(X)
Preuve : (i) T est un sous-tore maximal deH ′T,t = J
′′(t)×J ′(t)t. On a donc une décomposition
T = T ′′×T ′ avec T ′′ et T ′ sous-tores maximaux de J ′′(t) et J ′(t)t respectivement. En particulier,
on a dim(T ′′) = dim(E′′(t)) et zt ⊂ t′. On en déduit que
dim(t)− dim(zt) = dim(T
′′) + dim(t′)− dim(zt)
> dim(T ′′) = dim(E′′(t))
avec égalité si et seulement si t′ = zt c’est-à-dire si et seulement si J ′(t)t est un tore.
(ii) Il existe un bon voisinage ω ⊂ t(F ) tel que pour tout X ∈ ω on ait E′′(texp(X)) =
Ker(X|E′′(t)) et J ′(texp(X))texp(X) = J ′(texp(X))t,X . Soit ω un tel voisinage. Pour tous X ∈ ω
et λ ∈ F× tels que λX ∈ ω on a alors J ′(texp(X))texp(X) = J ′(texp(λX))texp(λX) d’où ztexp(X) =
ztexp(λX).
Soit X ∈ ω et G˜ le groupe unitaire de l’orthogonal de E′(t) dans E′(texp(X)). On a alors
J ′(texp(X))t = G˜× J ′(t)t et J ′(texp(X))texp(X) = G˜X × J ′(t)t,X . De plus, Z(J ′(t)t)0 ⊂ J ′(t)t,X
d’où zt ⊂ ztexp(X). Puisque X appartient au centre de l’algèbre de Lie j
′(texp(X))t,X , on a
X ∈ ztexp(X) donc zt 6= ztexp(X) si X /∈ zt 
Pour X un F -espace vectoriel et i ∈ R, on note Ci(X) l’espace des fonctions mesurables
ϕ : X → C vérifiant ϕ(λx) = |λ|iFϕ(x) pour tout x ∈ X et tout λ ∈ F
×2. On note C>i(X)
l’espace des fonctions à valeurs complexes sur X engendré par les Cj(X) pour j > i. Soit
χ : F× → {±1} un caractère quadratique, pour i ∈ R on notera Ci,χ(X) l’espace des fonctions
mesurables ϕ : X → C telle que ϕ(λx) = χ(λ)|λ|iFϕ(x) pour tout x ∈ X et tout λ ∈ F
×. En-
fin, C>i,χ(X) désignera l’espace de fonctions surX engendré par Ci,χ(X) et les Cj(X) pour j > i.
Soit δ : T (F ) → R une fonction, on définit alors C>δ(T ) (resp. C>δ,χ(T )) comme l’espace
des fonctions f définies presque partout sur T (F ) et telle que pour tout t ∈ T (F ), il existe un
bon voisinage ω de t(F ) et une fonction ϕ ∈ C>δ(t)(t(F )/zt(F )) (resp. ϕ ∈ C>δ(t),χ(t(F )/zt(F )))
vérifiant
∀X ∈ ω, ft,ω(X) = ϕ(X) p.p.
où X désigne la projection de X sur t(F )/zt(F ). Rappelons que l’on a défini en 3.1 une fonction
∆ sur Gss(F ).
Lemme 5.2.2 Posons
δ(t) = min
(dim(zt)− dim(t) − dim(E′′(t))
2
,−1
)
Soit f ∈ C>δ,χE(T ), alors pour tout s ∈ C tel que Re(s) > 0 l’intégrale
∫
T (F )
f(t)∆(t)sdt converge
absolument et de plus la limite
lim
s→0+
∫
T (F )
f(t)∆(t)sdt
existe.
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Preuve : Il suffit de montrer que pour tout t ∈ T (F ), il existe un voisinage Ω de t tel que∫
Ω
f(x)∆(x)sdx converge absolument pour Re(s) > 0 et lim
s→0
∫
Ω
f(x)∆(x)sdt existe. (*)
Pour t ∈ T (F ) et pourX dans un bon voisinage assez petit de 0 dans t(F ), on a∆(texp(X)) =
∆(t)|N(det(X|E′′(t)))|F presque partout. La fonction ∆t : X 7→ |N(det(X|E′′(t)))|F est invariante
par zt(F ) ⊂ h
′
T,t(F ) et presque partout homogène de degré 2dim(E
′′(t)).
On pose T (F )n = {t ∈ T (F ) : dim(t) − dim(zt) 6 n} et on va montrer par récurrence sur
n que (*) est vraie pour t ∈ T (F )n. Pour t ∈ T (F )0, la fonction f est localement constante
au voisinage de t (car zt = t), donc le résultat est vérifié. Supposons le résultat vérifié pour
n − 1 et soit t ∈ T (F )n. On peut supposer que t n’est pas dans T (F )0, on a alors δ(t) =(
dim(zt) − dim(t) − dim(E
′′(t))
)
/2. Choisissons un bon voisinage ω de 0 dans t(F ) et ϕ ∈
C>δ(t),χE (t(F )/zt(F )) tels que f(texp(X)) = ϕ(X) p.p. pour X ∈ ω. On peut décomposer ϕ
sous la forme
ϕ =
∑
i>δ(t)
ϕi
où ϕδ(t) ∈ Cδ(t),χE (t(F )/zt(F )) et ϕi ∈ Ci(t(F )/zt(F )) pour i > δ(t). Quitte à restreindre ω on
peut supposer que ω vérifie les conditions du lemme 5.2.1, que l’exponentielle sur ω préserve les
mesures et que ω admet une décomposition ω = ωz×ω
′ où ωz ⊂ zt est un voisinage de 0 et ω′ est
un réseau d’un supplémentaire de zt(F ) dans t(F ). Pour i > δ(t) soit fi : T (F )→ C la fonction
définie par fi(texp(X)) = ϕi(X) pour X ∈ ω et fi(t
′) = 0 si t′ /∈ texp(ω). On a alors
(1) fi ∈ C>δ,χE(T )
En effet, pour tout λ ∈ O×2F , la fonction gλ définie par gλ(texp(X)) = f(texp(λX)) pour
X ∈ ω et gλ(t
′) = 0 si t′ /∈ texp(ω), est dans C>δ,χ(T ) car pour tout X ∈ ω on a ztexp(X) =
ztexp(λX). Comme fi est combinaison linéaire des fonctions gλ on a bien (1).
Pour X ∈ ω\zt(F ) on a zt ( ztexp(X) donc texp(X) ∈ T (F )n−1. D’après l’hypothèse de
récurrence, les fi vérifient (*) pour t
′ = texp(X). Puisque l’exponentielle préserve les mesures
sur ω, pour tout compact ω′′ ⊂ ω\zt(F ) et pour R(s) > 0 l’intégrale∫
ω′′
|ϕi(X)|∆t(X)
sdX
converge et admet une limite lorsque s tend vers 0. Choisissons une base du réseau ω′ et
soit Ω′ l’ensemble des éléments de ce réseau dont la décomposition dans cette base s’écrit
avec des coefficients dont la valuation minimum est 0 ou 1. Pour montrer la convergence de∫
texp(ω)
f(t′)∆(t′)sdt′ pour R(s) > 0, il suffit de montrer pour tout i > δ(t) la convergence de :
(2)
∫
ω
|ϕi(X)|∆t(X)
sdX =
∑
k>0
∫
ωz×(π2kF Ω′)
|ϕi(X)|∆t(X)
sdX
= vol(ωz)
∑
k>0
|πF |
2k(i+2sdim(E′′(t))+dim(t)−dim(zt ))
F
∫
Ω′
|ϕi(X)|∆t(X)
sdX
On a
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i+ dim(t) − dim(zt) > δ(t) + dim(t) − dim(zt) =
(
dim(t)− dim(zt)− dim(E
′′(t))
)
/2
et d’après le (i) du lemme 5.2.1, on a aussi dim(t) − dim(zt) > dim(E
′′(t)). Par conséquent
Re
(
i+ 2sdim(E′′(t)) + dim(t) − dim(zt)
)
> 2Re(s)dim(E′′(t)) > 0
On ne peut avoir égalité dans l’inégalité précédente que si dim(t) − dim(zt) = dim(E
′′(t)) = 0,
c’est-à-dire si t ∈ T (F )0, cas que l’on a exclu. On en déduit que l’intégrale (2) est égale à une
série convergente. Pour i > δ(t) le calcul précédent nous montre même que l’intégrale∫
ω′
ϕi(X)∆t(X)
sdX
admet une limite lorsque s → 0. Pour montrer l’existence de la limite en 0, il reste à montrer
que pour i = δ(t) l’intégrale ∫
ω′
ϕi(X)∆t(X)
sdX
admet une limite lorsque s tend vers 0. Si E/F est ramifiée alors on peut trouver λ ∈ O×F tel
que χE(λ) = −1 et le changement de variable X 7→ λX montre que cette intégrale est toujours
nulle. Reste le cas où E/F est non ramifiée. Définissons Ω′′ comme le sous-ensemble des éléments
de Ω′ dont les coefficients dans la base déjà fixée ont une valuation minimale nulle. On a alors :∫
ω′
ϕi(X)∆t(X)
sdX =
∑
k>0
∫
πkFΩ
′′
ϕi(X)∆t(X)
sdX
=
∑
k>0
(−1)k|πF |
k
(
δ(t)+2sdim(E′′(t))+dim(t)−dim(zt )
)
F
∫
Ω′
ϕi(X)∆t(X)
sdX
=
(
1 + |πF |
δ(t)+2sdim(E′′(t))+dim(t)−dim(zt )
F
)−1 ∫
Ω′
ϕi(X)∆t(X)
s
et cette expression admet une limite lorsque s→ 0. 
5.3 Définition de Jgeom(θ, f)
Soient θ et θ′ des quasicaractères sur H(F ) et G(F ) respectivement.
Lemme 5.3.1 Soit T ∈ T alors la fonction t 7→ cθ′(t)cθ(t)D
H(t)1/2DG(t)1/2∆(t)−1/2 est dans
C>δ,χE(T ).
Soit f ∈ C∞c (G(F )) une fonction très cuspidale. On peut donc d’après le lemme 5.2.2 définir
la quantité suivante :
Jgeom(θ, f) =
∑
T∈T
|W (H,T )|−1ν(T ) lim
s→0+
∫
T (F )
cθ(t)cf (t)D
H(t)1/2DG(t)1/2∆(t)s−1/2dt
Preuve : On reprend les notations du paragraphe 5.1. A T sont associés des sous-espaces W ′
et W ′′ de W et des groupes unitaires H ′, H ′′ et G′′. Pour t ∈ T (F ), on note E′′(t) le noyau de
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t− 1 dans W ′ et E′(t) le supplémentaire orthogonal de E′′(t) dans W ′. On désignera par J ′(t)
et J ′′(t) les groupes unitaires de E′(t) et E′′(t) respectivement et par G˜(t) le groupe unitaire de
Z ⊕D ⊕W ′′ ⊕ E′′(t). On a alors Gt = G˜(t)J ′(t)t et gt = g˜(t)⊕ j′(t)t.
On définit les fonctions suivantes sur T (F ) :
δ0, δG, δH : T (F )→ Z
δ0(t) =
(
δ(Ht)− δ(H
′′) + δ(Gt)− δ(G′′)
)
2
− dim(E′′(t))
δG(t) =
{
1
2(δ(G
′′)− δ(Gt) + 2) si dim(E′′(t)) > 2 et dim(W ′′ ⊕ E′′(t)) ≡ 0[2]
1
2(δ(G
′′)− δ(Gt)) sinon.
δH(t) =
{
1
2(δ(H
′′)− δ(Ht) + 2) si dim(E′′(t)) > 2 et dim(W ′′ ⊕ E′′(t)) ≡ 1[2]
1
2(δ(H
′′)− δ(Ht)) sinon.
On va montrer dans un premier temps que cθ′ ∈ C>δG(T ), cθ ∈ C>δH (T ) et
(
DHDG∆−1
)1/2
∈
C>δ0,χ0(T ) où χ0 est le caractère trivial de F
×.
Soit t ∈ T (F ) alors pour X dans un bon voisinage assez petit de 0 dans t(F ), on a
DH(texp(X)) = DH(t)DHt(X), DG(texp(X)) = DG(t)DGt(X) et
∆(texp(X)) = ∆(t)|N(det(X ′′E′′(t)/Ker(X′′)))|F où X
′′ est la restriction de X à E′′(t). La fonction
X 7→ |N(det(X ′′E′′(t)/Ker(X′′)))|F est homogène de degré 2dim(E
′′(t)) en dehors d’un fermé de
mesure nulle et elle est clairement invariante par zt(F ). Pour X en dehors d’un ensemble de
mesure nulle on a Ht,X = TH
′′ et Gt,X = TG′′. Sur cet ensemble DHt et DGt sont homogènes
de degrés dim(Ht) − dim(Ht,X) = δ(Ht) − δ(H
′′) et dim(Gt) − dim(Gt,X) = δ(Gt) − δ(G′′)
respectivement. Elles sont aussi invariantes par zt(F ) car zt est central dans ht et gt. On en
déduit que
(
DHDG∆−1
)1/2
∈ C>δ0,χ0(T ).
Soit t ∈ T (F ), il existe un bon voisinage ω ⊂ gt(F ) de 0 de sorte que l’on ait
θ′(texp(X)) =
∑
O∈Nil(gt)
cθ′,O(t)jˆGt(O,X)
pour presque tout X ∈ ω. Par linéarité on peut supposer que θ′(texp(X)) = jˆGt(O,X) pour
presque tout X ∈ ω. Cette fonction est invariante par translation par les éléments du centre de
gt(F ) donc aussi par zt(F ). Soit X ∈ ω ∩ t(F ) tel que texp(X) ∈ T♮(F ). Pour presque tout Y
dans un voisinage de 0 dans gt,X(F ) on a un développement
jˆGt(O,X + Y ) =
∑
O′∈Nil(g′′(F ))
cθ′,O′(texp(X))jˆG
′′
(O′, Y )
La fonction X 7→ cθ′(texp(X)) est une combinaison linéaire des coefficients cθ′,O′(texp(X)) pour
O′ ∈ Nilreg(g′′(F )). Des propriétés d’homogénéité de jˆ(O, .) et jˆ(O′, .) on déduit que la fonction
X ∈ ω 7→ cθ′(texp(X)) est dans C
>
δ(G′′)−dim(O)
2
(t(F )/zt(F )). On a dim(O) 6 δ(Gt). Cela conclut
si dim(E′′(t)) 6 1 ou dim(W ′′ ⊕ E′′(t)) est impaire. Si dim(E′′(t)) > 2 et dim(W ′′ ⊕ E′′(t))
est paire il suffit de montrer que pour Oreg ∈ Nilreg(gt(F )) et X ∈ ω ∩ t(F ) en position
générale la fonction Y 7→ jˆ(Oreg,X + Y ) est nulle dans un voisinage de 0 dans g
′′(F ). Dans
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le cas considéré G˜(t) est un groupe unitaire de dimension impaire, donc g˜(t)(F ) admet une
unique orbite nilpotente régulière O˜. On a une factorisation jˆ(Oreg, .) = jˆ(O˜, .)τ(.) relativement
à la décomposition gt(F ) = g˜(t)(F ) ⊕ j
′(t)t(F ), où τ est un quasi-caractère de j′(t)t(F ). Or,
O˜ est induite à partir de l’orbite {0} d’une sous-algèbre de Borel et donc est à support dans
l’ensemble des éléments qui appartiennent à une sous-algèbre de Borel. Soit X ∈ ω ∩ t(F ) que
l’on décompose en X = X ′′ + X ′ avec X ′ ∈ j′(t)t(F ) et X ′′ ∈ j′′(t)(F ) ∩ t(F ) ⊂ g˜(t)(F ). Le
groupe J ′′(t) ∩ T est un tore anisotrope de dimension plus grande que 2. Donc pour X dans un
ouvert de Zariski, X ′′ possède un voisinage qui ne contient aucun élément dans une sous-algèbre
de Borel de g˜(t)(F ). Par conséquent jˆ(O˜, .) s’annule au voisinage de X ′′. On en déduit le résultat
pour cθ′ . On procède de même pour cθ.
Un calcul indolore nous donne pour t ∈ T (F ),
δG(t) + δH(t) + δ0(t) =
{
−dim(E′′(t)) + 1 si dim(E′′(t)) > 2
−dim(E′′(t)) sinon.
Si dim(E′′(t)) > 2, on a δ(t) =
(
dim(zt) − dim(t) − dim(E
′′(t))
)
/2 et d’après le (i) du lemme
5.2.1, δ(t) 6 −dim(E′′(t)). Si dim(E′′(t)) = 0, on a δ(t) 6 −1. Enfin, si dim(E′′(t)) = 1,
toujours d’après le (i) du lemme 5.2.1, on a δ(t) 6 −dim(E′′(t)) avec égalité seulement si J ′(t)t
est un tore. On en déduit dans tout les cas que δG(t) + δH(t) + δ0(t) > δ(t) et que l’on ne peut
avoir égalité que si J ′(t)t est un tore et dim(E′′(t)) = 1. Pour obtenir le lemme il nous reste à
établir le fait suivant : pour t ∈ T (F ) tel que J ′(t)t est un tore et dim(E′′(t)) = 1 alors il existe
un bon voisinage ωT de 0 dans t(F ) tel que :
– Si dim(W ′′) est paire alors la fonction X ∈ ωT 7→ cθ′(texp(X)) est la restriction à ωT d’un
élément de C>δG(t),χE (t(F )/zt(F )), et la fonction X ∈ ωT 7→ cθ(texp(X)) est la restrcition
à ωT d’un élément de C>δH (t),χ0(t(F )/zt(F )).
– Si dim(W ′′) est impaire alors la fonction X ∈ ωT 7→ cθ′(texp(X)) est la restriction à
ωT d’un élément de C>δG(t),χ0(t(F )/zt(F )), et la fonction X ∈ ωT 7→ cθ(texp(X)) est la
restriction à ωT d’un élément de C>δH(t),χE (t(F )/zt(F )).
On démontre ceci pour cθ′ la preuve étant la même pour cθ. Puisque J
′(t)t est un tore on
a une identification Nil(gt(F )) = Nil(g˜(t)(F )). D’après ce qui précède il n’y a rien à dire si
Nilreg(g˜(t)(F )) = ∅ on suppose donc que Nilreg(g˜(t)(F )) 6= ∅.
Dans le cas dim(W ′′) impaire, g˜(t)(F ) possède une unique orbite nilpotente régulière O˜
et g′′(F ) possède deux orbites nilpotentes régulières O+ et O−. Soit ω un bon voisinage de 0
dans gt(F ) assez petit. Par linéarité, on peut supposer que θ
′
t,ω = jˆ(O˜, .) sur ω. On a pour
X ∈ ω ∩ t(F ) en position générique un développement au voisinage de 0 dans g′′(F ) de la forme
jˆ(O˜,X + Y ) =
∑
O∈ Nil(g′′(F ))
cjˆ(O˜,.),O(X)jˆ(O, Y ). Par définition, on a
cθ′(texp(X)) =
cjˆ(O˜,.),O+(X) + cjˆ(O˜,.),O−(X)
2
Pour λ ∈ F× et presque tout X ∈ t(F ), Y ∈ g′′(F ), on a jˆ(O˜, λX+λY ) = |λ|
− δ(Gt)
2
F jˆ(O˜,X+Y )
et jˆ(O±, λY ) = |λ|
− δ(G′′)
2
F jˆ(λO
±, Y ) et la multiplication par λ conserve {O+,O−} : on en déduit
le résultat.
Dans le cas dim(W ′′) paire, g˜(t)(F ) possède deux orbites nilpotentes régulières O˜+ et O˜−
alors que g′′(F ) ne possède qu’une orbite nilpotente régulières O′′. Comme auparavant, on peut
fixer un bon voisinage ω de 0 dans gt(F ) assez petit et supposer que θ
′
t,ω = jˆ(O˜
+, .) presque
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partout sur ω. On a pour X ∈ ω ∩ t(F ) en position générique un développement au voisinage de
0 dans g′′(F ) de la forme
jˆ(O˜+,X + Y ) =
∑
O∈ Nil(g′′(F ))
cjˆ(O˜+,.),O(X)jˆ(O, Y )
Par définition, on a
cθ′(texp(X)) = cjˆ(O˜+,.),O′′(X)
La fonction jˆ(O˜+, .) + jˆ(O˜−, .) est à support dans l’ensemble des éléments de g˜(t)(F ) qui
appartiennent à une sous-algèbre de Borel. Pour X ∈ t(F ) en position générale, la projection X ′′
de X sur g˜(t)(F ) suivant j′(t)t(F ) est non nulle et appartient à un tore anisotrope de dimension
1, donc n’appartient à aucune sous-algèbre de Borel de g˜(t)(F ) (car G˜(t) est un groupe unitaire
de dimension paire). Par conséquent pour presque tout X ∈ t(F ) la fonction jˆ(O+, .) + jˆ(O−, .)
s’annule au voisinage de X. Pour λ ∈ F× et presque tout X ∈ t(F ), Y ∈ g′′(F ) on a donc
jˆ(O˜+, λX + λY ) = |λ|
− δ(Gt)
2
F jˆ(λO˜
+,X + Y ) = |λ|
− δ(Gt)
2
F χE(λ)jˆ(O˜
+,X + Y )
d’après ce qui précède et jˆ(O′′, λY ) = |λ|
− δ(G′′)
2
F jˆ(O
′′, Y ). On en déduit alors ce que l’on voulait
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5.4 Enoncé du développement géométrique
C’est le théorème suivant. Sa preuve occupera les sections 6 à 10.
Théorème 5.4.1 Soient θ un quasicaractère de H(F ) et f ∈ C∞c (G(F )) une fonction très
cuspidale on a alors :
lim
N→∞
JN (θ, f) = Jgeom(θ, f)
5.5 Enoncé du théorème pour les algèbres de Lie
Le caractère ξ de U(F ) se descend à l’algèbre de Lie via l’exponentielle, on en déduit un
caractère encore noté ξ de u(F ). Pour θ un quasicaractère de h(F ) et f ∈ C∞c (g(F )) une fonction
très cuspidale on définit alors les fonctions et quantités suivantes :
– Pour g ∈ G(F ) et X ∈ h(F ) on pose gf ξ(X) =
∫
u(F )
f(g−1(X +N)g)ξ(N)dN .
– Pour g ∈ G(F ) on pose J(θ, f, g) =
∫
h(F )
θ(X)gf ξ(X)dX.
– Pour N > 1 on pose JN (θ, f) =
∫
H(F )U(F )\G(F )
κN (g)J(θ, f, g)dg.
Pour X ∈ gss(F ) on pose ∆(X) = |N(det(X|W/W ′′(X)))|F où W ′′(X) est le noyau de X.
Pour T ∈ T et X ∈ t(F )♮ on définit
cf (X) =
∑
O∈Nilreg(g′′(F ))
cθf ,O(X)
|Nilreg(g′′(F ))|
et cθ(X) =
∑
O∈Nilreg(h′′(F ))
cθ,O(X)
|Nilreg(h′′(F ))|
.
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De façon similaire à ce que l’on a fait sur le groupe on peut définir :
(1) Jgeom(θ, f) =
∑
T∈T
|W (H,T )|−1ν(T ) lim
s→0+
∫
t(F )
cθ(X)cf (X)D
H(X)1/2DG(X)1/2∆(X)s−1/2dX
L’analogue du théorème 5.4.1 pour les algèbres de Lie est alors :
Théorème 5.5.1 Soient θ un quasicaractère de h(F ) et f ∈ C∞c (g(F )) une fonction très cus-
pidale on a
lim
N→∞
JN (θ, f) = Jgeom(θ, f)
Les théorèmes 5.4.1 et 5.5.1 seront démontrés dans la section 10.
6 Descente à l’algèbre de Lie
Fixons x ∈ Hss(F ). Par la suite, on notera respectivement W
′′, V ′′0 et V
′′ le noyau de
x − 1 dans respectivement W , V0 et V , on notera W
′ l’orthogonal de W ′′ dans W (on a alors
W = W ′′ ⊕W ′) et on notera G′ = H ′, G′′, H ′′ et G′′0 les groupes unitaires de respectivement
W ′, V ′′, W ′′ et V ′′0 (on a alors Gx = G
′
xG
′′ et Hx = H ′xH ′′). Soit ω′ ⊂ g′x(F ) et ω′′ ⊂ g′′(F )
deux bons voisinages de 0 on pose alors ω = ω′ × ω′′ ⊂ gx(F ) c’est un bon voisinage de 0. Soit
Ω = (xexp(ω))G. On supposera jusqu’à la section 8 que l’on a Supp(f) ⊂ Ω.
6.1 Localisation de JN(θ, f)
On définit pour g ∈ G(F ) la fonction suivante sur hx(F )
gf ξx,ω(X) =
∫
ux(F )
gfx,ω(X +N)ξ(N)dN
On définit aussi
Jx,ω(θ, f, g) =
∫
hx(F )
θx,ω(X)
gf ξx,ω(X)dX
et
Jx,ω,N (θ, f) =
∫
Hx(F )Ux(F )\G(F )
κN (g)Jx,ω(θ, f, g)dg
Posons C(x) = DG(x)1/2DH(x)1/2∆(x)−1/2.
Lemme 6.1.1 On a l’égalité
JN (θ, f) = C(x)Jx,ω,N (θ, f)
Preuve : Il suffit de reprendre la preuve du lemme 8.2 de [W1]. Rappelons pour la commodité
du lecteur comment l’on procède.
Par la formule d’intégration de Weyl, on a :
J(θ, f, g) =
∑
T∈T (H)
|W (H,T )|−1
∫
T (F )
θ(t)DH(t)
∫
T (F )\H(F )
hgf ξ(t)dhdt
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Pour T et T ′ deux tores maximaux de H on note W (T, T ′) = {w ∈ H(F ) : wTw−1 = T ′}/T (F ).
On a alors :
1)Soient T ∈ T (H) et t ∈ T (F ) ∩Hreg(F ) tel que
∫
T (F )\H(F )
hgf ξ(t)dh 6= 0 alors
t ∈
⋃
T1∈T (Hx)
⋃
w∈W (T1,T )
w(xexp(t1(F ) ∩ ω))w
−1
En effet, il existe alors u ∈ U(F ) tel que tu ∈ (xexp(ω))G. La partie semisimple de tu
étant conjuguée à t on a aussi t ∈ (xexp(ω))G. Soient donc X ∈ ω et y ∈ G(F ) tels que
yty−1 = xexp(X). On a alors y(Z ⊕D) ⊂ Ker(xexp(X) − 1) ⊂ Ker(x − 1) = V ′′ et il existe
d’après le théorème de Witt un élément y′ ∈ G′′(F ) ⊂ Gx(F ) tel que y′y(Z ⊕ D) = Z ⊕ D.
Quitte à remplacer y par y′y et X par y′Xy′−1, on peut donc supposer que y(Z ⊕D) = Z ⊕D.
Alors yty−1 agit trivialement sur Z ⊕D donc xexp(X) aussi et X ∈ hx(F ). Quitte à conjuguer
encore X par un élément de Hx(F ) on peut certainement supposer qu’il existe T1 ∈ T (Hx) tel
que X ∈ t1(F )∩ω. Soit h la restriction de y
−1 à W on a alors t = hxexp(X)h−1. La conjugaison
par h envoie donc ZH(xexp(X))
0 sur ZH(t)
0. Puisque t est régulier dans H on a ZH(t)
0 = T et
ZH(xexp(X))
0 = T1.
2) Pour T ∈ T (H), T1, T2 ∈ T (Hx) et w1 ∈ W (T1, T ), w2 ∈ W (T2, T ) les deux ensembles
w1(xexp(t1(F ) ∩ ω))w
−1
1 et w2(xexp(t2(F ) ∩ ω))w
−1
2 sont disjoints ou égaux et s’ils sont égaux
on a T1 = T2.
Soient y1, y2 ∈ H(F ) qui relèvent w1 et w2 on pose y = y
−1
2 y1. Si les deux ensembles en
question ne sont pas disjoints, on a y(xexp(ω))y−1 ∩ xexp(ω) 6= ∅ donc y ∈ ZH(x)(F ) = Hx(F )
et la conjugaison par y envoie T1 sur T2 et ω sur ω.
3)Soient T ∈ T (H), T1 ∈ T (Hx) et w1 ∈ W (T1, T ). Le nombre d’éléments w2 ∈ W (T1, T )
tels que w2(xexp(t1(F ) ∩ ω))w
−1
2 = w1(xexp(t1(F ) ∩ ω))w
−1
1 est |W (Hx, T1)|.
En effet d’après ce qu’on vient de voir l’ensemble de ces éléments est en bijection avec
{y ∈ Hx(F ) : yT1y
−1 = T1}/T1(F ) qui est précisément W (Hx, T1).
4)Soit T1 ∈ T (Hx), alors il existe un unique tore T ∈ T (H) tel que W (T1, T ) 6= ∅ et on a
alors |W (T1, T )| = |W (H,T )|.
L’existence et l’unicité de T sont évidentes puisque T (H) est précisément un ensemble de
représentants des classes de conjugaison de tores maximaux de H. Soit donc T l’unique élément
de T (H) tel que W (T1, T ) 6= ∅ et fixons w1 ∈W (T1, T ). On a alors une bijection entre W (T1, T )
et W (H,T ) donnée par w 7→ ww−11 .
On déduit des points 1) à 4) ci-dessus que l’on a
J(θ, f, g) =
∑
T1∈T (Hx)
∑
T∈T (H)
∑
w1∈W (T1,T )
|W (H,T )|−1|W (Hx, T1)|−1∫
t1(F )∩ω
DH(w1(xexp(X))w
−1
1 )
1/2θ(w1(xexp(X))w
−1
1 )JH(w1(xexp(X))w
−1
1 ,
gf ξ)dX
=
∑
T1∈T (Hx)
|W (Hx, T1)|
−1
∫
t1(F )∩ω
DH(xexp(X))1/2θ(xexp(X))JH (xexp(X),
gf ξ)dX
Pour X ∈ ω ∩ t1(F ) ∩ hreg(F ) on a D
H(xexp(X)) = DH(x)DHx(X) et
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JH(xexp(X),
gf ξ) = DH(x)1/2
∫
Hx(F )\H(F )
JHx(xexp(X),
hgf ξ)dh
D’après la formule de Weyl sur Hx, on a donc :
JN (θ, f) = D
H(x)
∫
Hx(F )U(F )\G(F )
κN (g)
∫
hx(F )
ϕg(X)dXdg
où
ϕg(X) =
{
θx,ω(X)
gf ξ(xexp(X)) si X ∈ ω
0 sinon.
Soit ux(F ) = Im(ad(x) − 1|u(F )), on a alors u(F ) = ux(F ) ⊕ ux(F ). On a fixé une mesure
sur u(F ) et on suppose que cette mesure est produit d’une mesure sur ux(F ) et d’une mesure
sur ux(F ). Soit Ux(F ) = exp(ux(F )) qu’on munit de la mesure image par l’exponentielle. Pour
X ∈ ω ∩ hx,reg(F ) et g ∈ G(F ), on a
gf ξ(xexp(X)) =
∫
Ux(F )\U(F )
∫
Ux(F )
gf(xexp(X)uv)ξ(uv)dudv
Pour u ∈ Ux(F ) l’application v 7→ (xexp(X)u)−1v−1xexp(X)uv est un isomorphisme de Ux(F )
sur Ux(F )\U(F ) (la barre désignant la classe d’un élément dans Ux(F )\U(F )). Son jacobien est
|det(1 − ad(xexp(X)u)|ux(F ))|F = |det(1− ad(xexp(X))|ux(F ))|F et on a
|det(1 − ad(xexp(X))|ux(F ))|F = |det(1 − ad(x)|ux(F ))|F d’après la propriété 3.1(7) de [W1] sur
les bons voisinages. On a un isomorphisme de F -espace vectoriel
W ′ ⊗F (Fv1 ⊕ . . .⊕ Fvr)→ ux(F )
w′ ⊗ z → c(z, w′)
On en déduit que le jacobien de notre application est ∆(x)r. L’application
ux(F )→ Ux(F )
N 7→ exp(−X)exp(X +N)
est une bijection qui préserve les mesures. Puisque ξ(exp(−X)exp(X +N)) = ξ(N), on a
gf ξ(xexp(X)) = ∆(x)r
∫
Ux(F )
∫
Ux(F )
gf(v−1xexp(X)uv)ξ(u)dudv
= ∆(x)r
∫
Ux(F )
∫
ux(F )
vgf(xexp(X +N))ξ(N)dNdv = ∆(x)r
∫
Ux(F )
vgf ξx,ω(X)dv
La flèche naturelle Ux(F )→ Ux(F )\U(F ) est une bijection qui préserve les mesures on en déduit
JN (θ, f) = D
H(x)∆(x)r
∫
Ux(F )Hx(F )\G(F )
κN (g)
∫
hx(F )
θx,ω(X)
gf ξx,ω(X)dXdg
On vérifie facilement, grâce au lemme 3.1.1, que C(x) = DH(x)∆(x)r, ce qui permet de conclure

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6.2 Localisation de Jgeom(θ, f)
Pour T ∈ T on notera maintenant W ′T et W
′′
T les sous-espaces que l’on avait noté W
′ et
W ′′ dans le paragraphe 5.1. Remarquons que l’ensemble des tores T ne dépend que des espaces
hermitiens W et D. Quand on voudra préciser par rapport à quels espaces l’ensemble T est
défini on le notera plutôt T (W,D). Soit T x l’ensemble des tores T ∈ T qui vérifient T ⊂ Hx
et W ′ ⊂ W ′T c’est équivalent à dire que T = T
′T ′′ où T ′ est un tore maximal anisotrope de
H ′x et T ′′ ∈ T (W ′′,D). On notera Tx un ensemble de représentants des classes de conjugaison
par Hx(F ) dans T x. Pour T ∈ T x, on définit les fonctions cθ,x,ω et cf,x,ω sur t♮(F ) de la façon
suivante
cθ,x,ω(X) =
{
cθ(xexp(X)) si X ∈ ω
0 sinon.
et
cf,x,ω(X) =
{
cf (xexp(X)) si X ∈ ω
0 sinon.
On note ∆′′ la fonction définie sur hx,ss(F ) par
∆′′(X) = |N(det(X|W ′′/W ′′(X)))|F
où W ′′(X) est le noyau de X dans W ′′. On pose alors
(1) Jgeom,x,ω(θ, f) =∑
T∈Tx
|W (Hx, T )|
−1ν(T ) lim
s→0+
∫
t(F )
cθ,x,ω(X)cf,x,ω(X)D
Hx(X)1/2DGx(X)1/2∆′′(X)s−1/2dX
Lemme 6.2.1 On a l’égalité
Jgeom(θ, f) = C(x)Jgeom,x,ω(θ, f)
Preuve : Il suffit encore une fois de reprendre la preuve du lemme 8.3 de [W1]. On a les
propriétés suivantes
1) Pour T ∈ T et t ∈ T♮(F ), si cf (t) 6= 0 on a
t ∈
⋃
T1∈Tx
⋃
w1∈W (T1,T )
w1(xexp(t1(F ) ∩ ω))w
−1
1
En effet on a alors t ∈ Supp(θf ) ⊂ Ω. Par conséquent il existe X ∈ ω et y ∈ G(F ) tel
que yty−1 = xexp(X). Encore une fois quitte à multiplier y par un élément de G′′(F ) on peut
supposer que y ∈ H(F ). Alors yTy−1 ∈ T et on a W ′ ⊂ Ker(xexp(X) − 1)⊥ = Ker(yty−1 −
1)⊥ = W ′yTy−1 et yTy
−1 ⊂ ZH(xexp(X))0 ⊂ Hx donc yTy−1 ∈ T x. Quitte à multiplier y par
un élément de Hx(F ) on a donc yTy
−1 ∈ Tx.
2) Soient T1, T2 ∈ Tx, T ∈ T et w1 ∈ W (T1, T ), w2 ∈ W (T2, T ), alors les ensembles
w1(xexp(t1(F ) ∩ ω))w
−1
1 et w2(xexp(t2(F ) ∩ ω))w
−1
2 sont disjoints ou confondus et si ils sont
confondus on a T1 = T2.
3) Soient T ∈ T , T1 ∈ Tx et w1 ∈ W (T1, T ) alors le nombre d’éléments w2 ∈ W (T1, T ) tels
que w1(xexp(t1(F ) ∩ ω))w
−1
1 = w2(xexp(t1(F ) ∩ ω))w
−1
2 est W (Hx, T1).
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4) Soit T1 ∈ Tx alors il existe un unique T ∈ T tel queW (T1, T ) 6= ∅. On a alors |W (T1, T )| =
|W (H,T )| et ν(T ) = ν(T1).
Les points 2), 3) et 4) se démontrent exactement de la même manière que les points corres-
pondants dans la démonstration du lemme 6.1.1. On déduit des trois points précédents que pour
tout s ∈ C vérifiant Re(s) > 0, on a
∑
T∈T
|W (H,T )|−1ν(T )
∫
t(F )
cf (t)cθ(t)D
H(t)1/2DG(t)1/2∆(t)s−1/2dt
=
∑
T1∈Tx
∑
T∈T
∑
w1∈W (T1,T )
|W (H,T )|−1|W (Hx, T1)|−1ν(T1)∫
t1(F )∩ω
cf (w1xexp(X)w
−1
1 )cθ(w1xexp(X)w
−1
1 )D
H(w1xexp(X)w
−1
1 )
1/2
DG(w1xexp(X)w
−1
1 )
1/2∆(w1xexp(X)w
−1
1 )
s−1/2dX
Les fonctions cf , cθ, D
H et ∆ sont invariantes par conjugaison par H(F ). On peut donc
écrire
∑
T∈T
|W (H,T )|−1ν(T )
∫
t(F )
cθ(t)cf (t)D
H(t)1/2DG(t)1/2∆(t)s−1/2dt
=
∑
T1∈Tx
|W (Hx, T1)|
−1ν(T1)
∫
t1(F )∩ω
cf (xexp(X))cθ(xexp(X))
DH(xexp(X))1/2DG(xexp(X))1/2∆(xexp(X))s−1/2dX
On a DH(xexp(X)) = DH(x)DHx(X), DG(xexp(X)) = DG(x)DGx(X) et ∆(xexp(X)) =
∆(x)∆′′(X), par conséquent∑
T∈T
|W (H,T )|−1ν(T )
∫
t(F )
cθ(t)cf (t)D
H(t)1/2DG(t)1/2∆(t)s−1/2dt
= C(x)
∑
T1∈Tx
|W (Hx, T1)|
−1ν(T1)∆(x)s∫
t1(F )∩ω
cf,x,ω(X)cθ,x,ω(X)D
Hx(X)1/2DGx(X)1/2∆′′(X)s−1/2dX
Lorsque s tend vers 0, on obtient le résultat voulu. 
7 Utilisation de la transformée de Fourier
Posons U ′′ = U ∩G′′. Soient ϕ ∈ C∞c (g′′(F )) et θ′′ un quasi-caractère de h′′(F ). On pose
Jκ′′(θ
′′, ϕ) =
∫
U ′′(F )H′′(F )\G′′(F )
κ′′(g)J(θ′′, ϕ, g)dg
où
J(θ′′, ϕ, g) =
∫
h′′(F )
θ′′(X)
∫
u′′(F )
gϕ(X +N)ξ(N)dNdX
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On suppose de plus qu’il existe un élément S ∈ h′′reg(F ) de noyau nul dans W ′′ tel que l’on ait
θ′′(X) = jˆH′′(S,X) pour tout X ∈ h′′(F ) ∩ Supp(ϕ)G′′ .
On va exprimer Jκ′′(θ
′′, ϕ) en fonction de la transformée de Fourier de ϕ.
Fixons un élément η ∈ E non nul de trace nulle. Posons ν0 = h(v0, v0). Soit Ξ l’unique
élément de u′′(F ) tel que pour tout N ∈ u′′(F ) on ait ξ(N) = ψ(< Ξ, N >). On a alors
Ξ(W ′′) = 0,
Ξvi+1 = ξivi pour i ∈ {0, . . . , r−1}, Ξv0 = −ν0ξ0v−1 et Ξv−i = −ξiv−i−1 pour i ∈ {1, . . . , r−1}.
Soit Σ l’orthogonal de u′′(F )⊕ h′′(F ) dans g′′(F ). On a
Σ = a(F ) ⊕ u′′(F )⊕ Λ0
où Λ0 = Fc(v0, ηv0)⊕ {c(v0, w)|w ∈W
′′}.
Lemme 7.0.2 Pour tout ϕ ∈ C∞c (g′′(F )) et tout Y ∈ h′′(F ), on a l’égalité :
ϕ̂ξ(Y ) =
∫
Σ
ϕˆ(Ξ + Y +X)dX.
Preuve : C’est exactement la même que celle du lemme 9.2 de [W1] 
7.1 Etude des classes de conjugaison dans Ξ + S + Σ
On définit Λ = Λ0 ⊕ Λu′′ où Λu′′ est le sous-F -espace vectoriel de u
′′(F ) engendré par les
c(vi, vi+1) pour i ∈ {0, . . . , r − 1} et les c(vi, ηvi) pour i ∈ {1, . . . , r}. On a alors le :
Lemme 7.1.1 Ξ+ S +Σ est stable par conjugaison par U ′′ et la conjugaison par U ′′ définit un
isomorphisme de variétés algébriques :
U ′′ × (Ξ + S + Λ)→ Ξ + S +Σ
Preuve : Soient X ∈ Σ, u ∈ U ′′, U ∈ u′′ et H ∈ h′′. Puisque X est orthogonal à u′′ ⊕ h′′, S
est orthogonal à u′′ et Ξ est orthogonal à h′′, on a les égalités
< u(Ξ + S +X)u−1, U +H > =< Ξ + S +X,u−1(U +H)u >
=< Ξ, u−1Uu > + < Ξ, u−1Hu−H > + < S,H >
Pour tout N ∈ u′′, on a < Ξ, N >=
r−1∑
j=0
ξjh(Nvj , v−j−1). On en déduit facilement que
< Ξ, u−1Uu >=< Ξ, U > et < Ξ, u−1Hu−H >= 0. On a montré que
< u(Ξ + S +X)u−1 − Ξ− S,U +H >= 0
pour tout H ∈ h′′ et tout U ∈ u′′. Par conséquent, u(Ξ + S +X)u−1 − Ξ− S est un élément de
l’orthogonal de u′′ ⊕ h′′ c’est-à-dire de Σ. C’est la première partie du lemme.
On définit les sous-groupes suivants de U ′′
– U1 = U
′′
– U2 = {u ∈ U1;u|Z+ = Id}
– U3 = {u ∈ U2;u(v0) = v0}
– U4 = {u ∈ U3;u|W ′′ = Id}
– U5 = {1}
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On notera ui l’algèbre de Lie de Ui pour i = 1, . . . , 5. On définit aussi les sous-espaces suivants
de Σ
– Σ1 = Σ
– Σ2 = Λ0 ⊕ u2 ⊕ {c(v−1, v); v ∈ Z+}
– Σ3 = Λ0 ⊕ u2
– Σ4 = Λ0 ⊕ u4 ⊕ {c(v0, v); v ∈ Z+}
– Σ5 = Λ
(1) Σ1,Σ2 et Σ3 sont stables par conjugaison par U1. L’ensemble Σ4 est stable par conjugaison
par U2 et Σ5 est stable par conjugaison par U4
Pour Σ1 c’est direct. Pour Σ3, soit P2 le sous-groupe parabolique de G
′′ des éléments qui
stabilisent Z+.Alors u2 est l’algèbre de Lie du radical unipotent de P2. Puisque P
′′ ⊂ P2, u2 est
stable par conjugaison par P ′′ donc a fortiori par U1. De plus pour u ∈ U1 et XΛ0 ∈ Λ0 on a
uXΛ0u
−1−XΛ0 ∈ u1 et (uXΛ0u−1−XΛ0)|Z+ = 0. On en déduit que uXΛ0u
−1 ∈ Σ3 puis que Σ3
est stable par conjugaison par U1. Pour Σ2, soit P♯ le sous-groupe parabolique de G des éléments
qui stabilisent Evr ⊕ . . . ⊕ Ev2 et u♯ l’algèbre de Lie du radical unipotent de P♯. On remarque
que u2 ⊕ {c(v−1, v); v ∈ Z+} = u♯ ⊕ Ec(v−1, v1) ⊂ p♯. Puisque P ′′ ⊂ P♯, la conjugaison par U1
envoie Ec(v−1, v1) dans Ec(v−1, v1)⊕ u♯ et laisse stable u♯. On a déjà vu que la conjugaison par
U1 envoie Λ0 dans Σ3. D’où le résultat pour Σ2.
Pour Σ4 et Σ5, on remarque que U4 est le centre de U2 et on utilise la formule
gc(v, v′)g−1 = c(gv, gv′) pour tous g ∈ G′′, v, v′ ∈ V ′′
On a les caractérisations suivantes de Σi+1 dans Σi pour i = 1, . . . , 3
– Σ2 est l’ensemble des X ∈ Σ1 tels que Xvi = 0 pour i = 2, . . . , r
– Σ3 est l’ensemble des X ∈ Σ2 tels que Xv1 = 0
– Σ4 est l’ensemble des X ∈ Σ3 tels que Xw = 0 pour tout w ∈W
′′
(2) Pour i = 1, . . . , 4 on a ui(Ξ + S)u
−1
i − (Ξ + S) ∈ Σi pour tout ui ∈ Ui
En effet, pour i = 1 c’est la première partie du lemme. Pour i = 2, 3, 4, il suffit d’utiliser les
caractérisations précédentes de Σi dans Σi−1.
D’après (1) et (2) Ξ+S+Σi est stable par conjugaison par Ui pour i = 1, . . . , 5. Pour i = 1, . . . , 4,
on peut considérer le quotient Ui ×Ui+1 (Ξ + S +Σi+1) de Ui × (Ξ + S +Σi+1) pour la relation
d’équivalence définie par (uiv,X) ∼ (ui, vXv
−1) pour tous ui ∈ Ui, v ∈ Ui+1, X ∈ Ξ+S+Σi+1.
Le lemme découlera alors directement de
(3) Pour i = 1, . . . , 4, la conjugaison de Ui sur Ξ+ S +Σi+1 se descend en un isomorphisme
entre Ui ×Ui+1 (Ξ + S +Σi+1) et Ξ + S +Σi
Pour i = 4, U4 centralise Σ5 et on a un isomorphisme
u4 → U4
Y 7→ I + Y
Il suffit donc de montrer que l’application
u4 × Σ5 → Σ4
(Y,X) 7→ (I + Y )(Ξ + S)(I − Y )− (Ξ + S) +X = Y Ξ− ΞY +X
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est un isomorphisme. Il s’agit d’une application linéaire entre deux espaces vectoriels dont on
vérifie facilement qu’ils ont même dimension. Il suffit donc de vérifier que c’est une application
injective. Soit Y ∈ u4 tel que Y Ξ − ΞY ∈ Σ5 et montrons par récurrence descendante que
Y v−i = 0 pour i = 1, . . . , r, ce qui établira l’injectivité de l’application.
Puisque Y Ξ− ΞY ∈ Σ5 on a −ΞY v−r = (Y Ξ− ΞY )v−r ∈ Fηvr + Fvr−1. Or on a
h(ΞY v−r, v−r) = −h(Y v−r,Ξv−r) = 0
et
h(ΞY v−r, v−r+1) = −h(Y v−r,Ξv−r+1) = ξr−1h(Y v−r, v−r) ∈ Fη
D’où ΞY v−r = 0 et puisque Y (Z−) ⊂ Z+ et que Ξ est injective sur Z+ on a Y v−r = 0.
Soit 1 6 i 6 r − 1. Supposons que Y v−j = 0 pour j = i+ 1, . . . , r.
On a alors (Y Ξ − ΞY )v−i = ξiY v−i−1 − ΞY v−i = −ΞY v−i. Comme d’autre part on a aussi
Y Ξ − ΞY ∈ Σ5, ΞY v−i appartient à Fv−i+1 + Fv−i−1 + Fηv−i. Pour avoir Y v−i = 0, il suffit
donc de vérifier que h(ΞY v−i, v−i) = h(ΞY v−i, v−i−1) = h(ΞY v−i, v−i+1) = 0. On a
h(ΞY v−i, v−i) = h(v−i, Y Ξv−i) = −ξih(v−i, Y v−i−1) = 0
,
h(ΞY v−i, v−i−1) = h(v−i, Y Ξv−i−1) = 0
car Ξv−i−1 ∈ Ev−i−2 et
h(ΞY v−i, v−i+1) = −h(Y v−i,Ξv−i+1) ∈ Fη
puisque Ξv−i+1 ∈ Fv−i.
On en déduit h(ΞY v−i, v−i) = h(ΞY v−i, v−i−1) = h(ΞY v−i, v−i+1) = 0.
Pour i = 3, U3 normalise Σ4 d’après (1) et on a un isomorphisme
HomE(W
′′, Z+)× U4 → U3
(Y, u4)→ exp(Y − Y
∗)u4
Où pour l un endomorphisme linéaire de V ′′ on a noté l∗ ∈ EndF (V ′′) l’application duale (on a
identifié V ′′ à son propre dual via h). Il suffit donc de montrer que le morphisme suivant est un
isomorphisme
HomE(W
′′, Z+)→ Σ3/Σ4
Y 7→ exp(Y − Y ∗)(Ξ + S)exp(Y ∗ − Y )− (Ξ + S)
Soit Ξ l’endomorphisme de Z+ qui vaut Ξ sur v2, . . . , vr et qui envoie v1 sur 0. Σ3/Σ4 est aussi
isomorphe à HomE(W
′′, Z+) par X 7→ pZ+ ◦X|W ′′ où pZ+ est la projection sur Z+ parallèlement
à Z− ⊕D ⊕W ′′. Via cet isomorphisme, l’application précédente devient
HomE(W
′′, Z+)→ HomE(W ′′, Z+)
Y 7→ ΞY − Y S
Les endomorphismes linéaires de HomE(W
′′, Z+), Y 7→ Y S et Y 7→ ΞY commutent, le premier
est semi-simple inversible et le second est nilpotent. On en déduit que l’application précédente
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est un isomorphisme.
Pour i = 2, U2 normalise Σ3 et on a un isomorphisme
HomE(D,Z+)× U3 → U2
(Y, u3) 7→ exp(Y − Y
∗)u3
Comme pour i = 3, il suffit donc de montrer que HomE(D,Z+) → Σ2/Σ3, Y 7→ exp(Y −
Y ∗)(Ξ + S)exp(Y ∗ − Y ) est un isomorphisme. L’application Λ2/Λ3 → Z+, X 7→ Xv1 est un
isomorphisme. Via cet isomorphisme l’application précédente devient
HomE(D,Z+)→ Z+
Y 7→ ξ0Y v0
qui est clairement un isomorphisme.
Pour i = 1, soit M2 la composante de Lévi de P2 des éléments qui stabilisent Z+ et Z− et
posons UB = U1 ∩M2. Ce groupe s’identifie au radical unipotent du sous-groupe de Borel B de
GLE(Z+) qui conserve le drapeau
Evr ⊂ . . . ⊂ Evr ⊕ . . .⊕ Ev1
L’application produit de UB ×U2 sur U1 est un isomorphisme. Il suffit donc de montrer que
UB × (Ξ + S +Σ2)→ Ξ + S +Σ1
(u,X) 7→ uXu−1
est un isomorphisme. Soit Ξ ∈ EndE(Z+) l’élément qui envoie vi sur Ξvi pour i = 2, . . . , r et v1
sur 0. Notons r l’espace vectoriel engendré par les c(v−1, v) pour v ∈ Z+. On a alors Σ2 = r⊕Σ3
et Σ1 = b ⊕ Σ3. Puisque Σ3 est invariant par conjugaison par UB et S commute à UB , on est
ramené à prouver que l’application suivante est un isomorphisme
UB × (Ξ + r)→ Ξ+ b
(u,X) 7→ uXu−1
Tout se passe maintenant dans GLE(Z+) et l’assertion est bien connue 
Donnons nous un élément X ∈ Λ, on peut l’écrire sous la forme
(1) X = c(v0, w) +
∑
i=0,...,r−1
λic(vi, vi+1) +
∑
i=0,...,r
µic(vi, ηvi)
où w est un vecteur de W ′′ et les λi, µi sont des éléments de F . Soit D l’endomorphisme E-
linéaire de E[T ] qui envoie T i+1 sur T i et 1 sur 0. Notons RS(T ) le polynôme caractéristique de
S agissant sur W ′′. On a alors :
Lemme 7.1.2 Le polynôme caractéristique de Ξ+ S +X agissant sur V ′′ est :
PΞ+S+X(T ) = T
2r
dW ′′−1∑
i=0
ν0h(S
iw,w)Di+1(RS(T )) +
RS(T )
T 2r+1 + r−1∑
i=0
(−1)i+12ν0T
2r−1−2iλiξi
i−1∏
j=0
ξ2j
+ r∑
i=0
(−1)i+1T 2r−2iν0ηµi
i−1∏
j=0
ξ2j

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Preuve : Fastidieuse mais directe, elle est laissée au lecteur 
Lemme 7.1.3 Les polynômes T 2rDi(RS(T )), i = 1, . . . , dW ′′ , RS(T )T
j , j = 0, . . . , 2r + 1
forment un base de l’espace des polynômes sur E de degré 6 2r + dW ′′ + 1
Preuve : Notons r(P ) le reste de la division euclidienne de P par T 2r. Il suffit de montrer
que les familles
(T 2r+1RS(T ), T
2rRS(T ), T
2rD(RS(T )), . . . , T
2rDdW ′′ (RS(T )))
et
(r(RS(T )), . . . , r(T
2r−1RS(T )))
sont des familles libres. Dans la première famille les degrés sont strictement décroissant et
dans la deuxième l’indice du premier coefficient non nul est strictement croissant. D’où le résultat

Soit ΛS l’ensemble des éléments X tels que Ξ+S+X ∈ g′′reg(F ), λi 6= 0, µi 6= 0 et la famille
(w,Sw, . . . , SdW ′′−1w) engendre W ′′. On déduit des deux lemmes précédents que l’application
ΛS → {P ∈ E[T ]|(−1)d
′′
P (−T ) = P (T )} qui à X associe le polynôme caractéristique de
Ξ+S +X est partout submersive. On notera Ξ+ S +ΣS l’ensemble des éléments de Ξ+S +Σ
qui sont conjugués par U ′′ à un élément de Ξ+ S + ΛS . On a alors :
Lemme 7.1.4 Le groupe H ′′SU
′′ agit librement par conjugaison sur Ξ+S+ΣS et deux éléments
de ce dernier sont conjugués par un élément de G′′ si et seulement si ils le sont par un élément
de H ′′SU
′′.
Preuve : La conjugaison par H ′′S laisse stable Ξ, S et Λ
S donc d’après le lemme 7.1.1 il
suffit de montrer que l’action de H ′′S sur Λ
S est libre pour obtenir la première assertion du
lemme. Pour X = c(v0, w) +
∑
i=0,...,r−1
λic(vi, vi+1) +
∑
i=0,...,r
µic(vi, ηvi) ∈ Λ
S et h ∈ H ′′S on a
hXh−1 = c(v0, h(w)) +
∑
i=0,...,r−1
λic(vi, vi+1) +
∑
i=0,...,r
µic(vi, ηvi). Par conséquent hXh
−1 = X
si et seulement si hw = w mais les conditions h ∈ H ′′S et (w,Sw, . . . , S
dW ′′−1w) engendre W ′′
montre que cette condition est équivalente à h = 1.
Soient X,X ′ ∈ Ξ + S + ΣS deux éléments conjugués par G′′ et montrons qu’ils le sont par
H ′′SU
′′. D’après le lemme 7.1.1, on peut supposer que X et X ′ sont dans Ξ+ S +ΛS et montrer
qu’ils sont conjugués par un élément de H ′′S. On peut alors écrire
X = Ξ + S + c(v0, w) +
∑
i=0,...,r−1
λic(vi, vi+1) +
∑
i=0,...,r
µic(vi, ηvi)
et
X ′ = Ξ + S + c(v0, w′) +
∑
i=0,...,r−1
λ′ic(vi, vi+1) +
∑
i=0,...,r
µ′ic(vi, ηvi)
Puisque X et X ′ sont conjugués sous G′′ ils ont même polynôme caractéristique. D’après
le lemme 7.1.2, on a donc λi = λ
′
i et µi = µ
′
i pour tout i et h(S
jw,w) = h(Sjw′, w′) pour
0 6 j 6 dW ′′ − 1. On a alors
h(Sjw,Siw) = (−1)ih(Sj−iw,w) = (−1)ih(Sj−iw′, w′) = h(Sjw′, Siw′)
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pour 0 6 i 6 j 6 dW ′′ −1. Par conséquent il existe un unique élément h ∈ H
′′ qui envoie la base
(w,Sw, . . . , SdW ′′−1w) sur la base (w′, Sw′, . . . , SdW ′′−1w′) et on vérifie facilement que h ∈ H ′′S
et hXh−1 = X ′ 
7.2 Un calcul de Jacobien
Pour T ∈ T (G′′), on notera t(F )S le sous-ensemble de t(F ) des éléments conjugués par
G′′(F ) à un élément de Ξ + S + ΣS c’est un sous-ensemble ouvert. On a alors une application
analytique bijective
Ξ + S +ΣS/H ′′S(F )U
′′(F )→
⊔
T∈T (G′′)
t(F )S/W (G′′, T )
Puisque l’application qui à un élément de Ξ + S +ΣS associe son polynôme caractéristique est
partout submersive, l’application précédente est elle aussi partout submersive. On en déduit une
mesure sur l’espace d’arrivée en transférant celle fixée sur l’espace de départ, si on note dΣY
cette nouvelle mesure, on a alors :
Lemme 7.2.1 dΣY = D
H′′(S)−
1
2DG
′′
(Y )
1
2dY
Preuve : Plaçons nous sur F . Soit T ∈ T (G′′) et notons tS l’ensemble des éléments de t qui
sont conjugués à un éléments de Ξ + S + ΣS. C’est un ouvert algébrique de tS . On considère
aussi ΣS comme un ouvert algébrique dans Σ. Soit W (G′′, T ) le groupe de Weyl de T sur F
alors l’application
(1) Ξ + S +ΣS/H ′′SU
′′ → tS/W (G′′, T )
est bien définie et est un isomorphisme de variétés algébriques. De plus, l’application sur les
F -points
(2) t(F )S/W (G′′, T )→ tS/W (G′′, T )(F )
est un isomorphisme local de variétés analytiques. La forme bilinéaire non dégénérée < ., . >
sur g permet d’obtenir sur chaque sous-espace non dégénéré de g′′ une forme différentielle de
degré maximale invariante bien définie au signe près. Sur les autres sous-espaces de g′′, on choi-
sit une forme différentielle de degré maximale invariante quelconque. Cela permet de fixer une
telle forme différentielle sur u′′ mais ce choix n’importe pas. On relève les formes différentielles
invariantes sur les algèbres de Lie aux groupes. Alors l’application (2) préserve localement les
mesures. On peut donc se contenter de calculer le jacobien algébrique de (1). Comme on vient
de l’expliquer, ce jacobien n’est bien défini qu’au signe près, mais cela ne change pas sa valeur
absolue.
Soit X ∈ g′′ un élément régulier semisimple. Fixons une sous-algèbre de Borel bX qui contient
X et notons uX son radical nilpotent. Alors det(ad(X)|uX ) ne dépend du choix de bX qu’au signe
près. Comme les calculs qui suivent sont tous au signe près, on prend la liberté de noter dG
′′
(X)
ce déterminant sans référence au choix d’une sous-algèbre de Borel. On définit de même dG
′′
0 et
dH
′′
. Remarquons que l’on a |dG
′′
(X)|F = D
G′′(X)1/2.
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Supposons d’abord r = 0. On a alors U ′′ = {1} et Ξ = 0. Sur F , G′′0 s’identifie au groupe
linéaire de V ′′0 ⊗E F . Posons d = dW ′′ et soit w1, . . . , wd une base de W
′′ ⊗E F constituée de
vecteurs propres pour S. Dans la base v0, w1, . . . , wd, Σ est l’ensemble des matrices de la forme
λ0 λ1 . . . λd
µ1 0 . . . 0
...
...
...
µd 0 . . . 0

Un simple calcul montre qu’avec ces notations la forme différentielle autoduale sur Σ est au
signe près
dλ0 ∧ dλ1 . . . ∧ dλd ∧ dµ1 . . . ∧ dµd
ΣS est l’ensemble des éléments de Σ pour lesquels les λi et µj sont tous non nuls et H
′′
S est le
tore des éléments qui fixent les droites Fwi pour i = 1, . . . , d. Pour h ∈ H
′′
S on note hi la valeur
propre de h agissant sur wi. La mesure autoduale sur H
′′
S est alors au signe près
dh1 ∧ . . . ∧ dhd
h1 . . . hd
.
L’action par conjugaison de H ′′S sur Σ est donnée par la formule
h

λ0 λ1 . . . λd
µ1 0 . . . 0
...
...
...
µd 0 . . . 0
h−1 =

λ0 h
−1
1 λ1 . . . h
−1
d λd
h1µ1 0 . . . 0
...
...
...
hdµd 0 . . . 0

ΣS/H ′′S s’identifie donc à F × F
×,d
par l’application
(λ0, . . . , λd) 7→

λ0 λ1 . . . λd
1 0 . . . 0
...
...
...
1 0 . . . 0

La forme différentielle autoduale sur ΣS/H ′′S étant alors dλ0 ∧ . . . ∧ dλd (toujours au signe
près). Pour i = 1, . . . , d soit αi la valeur propre de S agissant sur wi. Le polynôme caractéristique
de
S +

λ0 λ1 . . . λd
1 0 . . . 0
...
...
...
1 0 . . . 0

est d’après le lemme 7.1.2
(T − λ0)RS(T ) +
d−1∑
i=0
(−1)i+1(αi1λ1 + . . .+ α
i
dλd)D
i+1(RS(T ))
On munit l’espace des polynômes unitaires de degré d + 1 de la forme différentielle δ =
dc0 ∧ dc1 ∧ . . . ∧ dcd−1 où ci est le coefficient de degré i du polynôme. Alors le jacobien de
l’application qui à un élément de S +ΣS/H ′′S associe son polynôme caractéristique est au signe
près le déterminant de la matrice suivante
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
1 . . . 1
α1 . . . αd
...
...
αd−11 . . . α
d−1
d

C’est dH
′′
(S) . Soient e1, . . . , ed+1 une base commune de diagonalisation des éléments de
t. Pour Y ∈ t on note Yi la valeur propre de X agissant sur ei. Alors la forme différentielle
autoduale sur t est au signe près δt = dY1 ∧ . . . ∧ dYd+1. On calcule aisément le jacobien de
l’application qui à Y ∈ t associe son polynôme caractéristique (c’est essentiellement le même
calcul de déterminant que précédemment). Ce jacobien vaut dG
′′
(Y ). Le jacobien de l’application
S +ΣS/H ′′S → t/W (G
′′, T ) est donc dG
′′
(Y )dH
′′
(S)−1.
Traitons maintenant le cas général. L’application
U ′′ × (S + (Λ0 ⊕ a))→ Ξ + S +Σ
(u,X) 7→ u(Ξ +X)u−1
est un isomorphisme local sur l’ouvert dense des (u,X) où X est régulier dans G′′. On peut
facilement calculer son jacobien. L’application étant équivariante pour l’action de U ′′ évidente sur
chacun des deux espaces et les formes différentielles étant invariantes par action de U ′′, on peut
se contenter de calculer le jacobien de l’application en (1,X). La différentielle de l’application
en (1,X) est
u′′ ⊕ Λ0 ⊕ a→ Σ
(N,XΛ0 +A) 7→ [N,Ξ] + [N,X] +XΛ0 +A
Dans une base de u′′ bien choisie l’application N 7→ [N,X] est diagonale et l’application
qui à N associe la projection sur u′′ de [N,Ξ] est triangulaire supérieure stricte. Le jacobien est
donc le déterminant de l’application N 7→ [N,X]. Au signe près c’est dG
′′
(X)dG
′′
0 (X)−1. Sur un
ouvert dense l’application
(3) a× (S + Λ0/H
′′
S)→ (Ξ + S +Σ) /H
′′
SU
′′
est donc un isomorphisme local de jacobien dG
′′
(dG
′′
0 )−1. On peut toujours supposer quitte
à conjuguer que t est de la forme a × t0 où t0 est un tore maximal de g
′′
0. Puisque pour X ∈
S+(Λ0⊕a) régulier X+Ξ est conjugué à X, la composée de l’application (3) et de l’application
(Ξ + S +Σ) /H ′′SU
′′ → t/W (G′′, T )
est alors le produit de l’application identité sur a et de l’application
S + Λ0/H
′′
S → t0/W (G
′′
0 , T0)
On a déjà calculé le jacobien de cette application : au signe près c’est dH
′′
(S)(dG
′′
0 )−1. On en
déduit que le jacobien de (1) est au signe près (dG
′′
)−1dG′′0 dH′′(S)(dG′′0 )−1 = dH′′(S)(dG′′)−1 
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7.3 Choix de sections localement analytiques
Soit T ∈ T (G′′). Puisque l’application (Ξ+S +ΛS)→
⊔
T∈T (G′′)
t(F )S/W (G′′, T ) est partout
submersive, on peut trouver une section localement analytique t(F )S/W (G′′, T )→ Ξ+ S +ΛS .
En composant avec la projection naturelle t(F )S → t(F )S/W (G′′, T ) on obtient une application
localement analytique t(F )S → Ξ+S+ΛS,X 7→ XΛ. Montrons que l’on peut choisir l’application
X 7→ XΛ de sorte que pour tout compact ωT ⊂ t(F ) elle envoie ωT∩t(F )
S dans un sous-ensemble
compact de Ξ + S + Λ.
Preuve : Soient λi, µi et w ∈ W
′′ les coordonnées de XΛ comme introduites en 7.1(1).
Puisque les λi et les µi sont des fonctions linéaires en les coefficients du polynôme caractéristique
ces coordonnées seront bornées pour X ∈ ωT . Il suffit donc de montrer qu’on peut choisir
l’application X 7→ XΛ de sorte que la coordonnée w reste bornée pour X ∈ ωT . Soit W
′′S
l’ensemble des éléments w ∈ W ′′ tels que (w,Sw, . . . , SdW ′′−1w) engendre W ′′. D’après les
lemmes 7.1.2 et 7.1.4 il suffit de montrer que l’application
W ′′S → EdW ′′
w 7→ (h(w,w), . . . , h(w,SdW ′′−1w))
admet une section localement analytique sur son image qui est bornée sur tout sous-ensemble
compact de EdW ′′ . D’après [W4]1.3, on peut décomposer W ′′ en somme directe de sous-espaces
non dégénérés stables par S qui sont isomorphes à des espaces hermitiens de la forme Fi =
F ♯i ⊗F E où F
♯
i est une extension finie de F , la forme hermitienne étant donnée par (x, y) 7→
TrFi/E(ciyτE(x)) où τE est l’automorphisme de Fi définit par τE(x⊗ y) = x⊗ y, ci ∈ F
♯
i et tel
que l’action de S sur chacun de ces sous-espaces soit la multiplication par un élément ai ∈ Fi
vérifiant τE(ai) = −ai et E[ai] = Fi. On se ramène alors facilement au cas où le couple (W
′′, S)
est de cette sorte pour une certaine extension L♯ de F et des éléments a, c ∈ L = L♯ ⊗F E.
L’application W ′′S → EdW ′′ est alors x 7→ (Tr(cakxτE(x)))k=0,...,dW ′′−1. C’est l’application qui
donne les coordonnées de xτE(x) dans la base duale de (c, ca, . . . , ca
dW ′′−1). On est donc ramené
à prouver que l’application NL/L♯ : L
× → (L♯)× admet une section analytique sur son image
qui est bornée sur tout compact. Si l’extension L/L♯ est une extension de corps c’est vrai pour
toute section continue. Si L = L♯ × L♯ il suffit de prendre la section x 7→ (x, 1). 
Pour tout T ∈ T (G′′) on peut trouver une application localement analytique t(F )S → G′′(F ),
X 7→ γX telle que pour X ∈ t(F ), XΛ = γXXγ
−1
X ∈ Ξ + S + Λ
S . On suppose que les fonctions
analytiques X 7→ XΛ et X 7→ γX vérifient les deux conditions suivantes
1. Pour tout sous-ensemble compact ωT ⊂ t(F ), la fonction X 7→ XΛ pour X ∈ t(F )
S ∩ ωT
prend ses valeurs dans un sous-ensemble compact de Ξ + S + Λ.
2. Pour tout sous-ensemble compact ωT ⊂ t(F ), il existe une constante c > 0 telle que pour
tout X ∈ t(F )S ∩ ωT on ait σ(γX) 6 c(1 + |logD
G′′(X)|).
Le premier point est loisible d’après ce que l’on vient de voir et le deuxième découle du
premier d’après le lemme 4.2 de [A3] que voici
Lemme 7.3.1 (4.2 de [A3]) Soit Γ ⊂ G′′(F ) et ωT ⊂ t(F ) des sous-ensembles compacts. Il
existe c > 0 de sorte que pour tout X ∈ ωT ∩g
′′
reg(F ) et pour tout g ∈ G
′′(F ) tels que gXg−1 ∈ Γ
on ait
inf{σ(gt); t ∈ T (F )} 6 c(1 + |log DG
′′
(X)|)
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On a alors le lemme suivant qui nous servira par la suite :
Lemme 7.3.2 – Pour tout X ∈ tS(F ) la famille (vr,XΛvr, . . . ,X
d′′−1
Λ vr) est une base de
V ′′. On note RXΛ,vr le OE-réseau engendré par cette base.
– Soit R′′ un OE-réseau de V ′′. Il existe une fonction polynomiale non nulle QS sur t(F ) et
pour tout sous-ensemble compact ωT ⊂ t(F ) une constante α ∈ F
× telles que
∀X ∈ t(F )S ∩ ωT , αQS(X)R
′′ ⊂ RX′′Λ,vr
Preuve : Soit X ∈ t(F )S . On peut écrire XΛ sous la forme
XΛ = c(v0, w) +
∑
i=0,...,r−1
λic(vi, vi+1) +
∑
i=0,...,r
µic(vi, ηvi)
D’après le lemme 7.1.2 les fonctions X 7→ λi,X 7→ µi etX 7→ h(S
iw,Sjw) sont polynomiales.
Soit RXΛ,vr le sous-OE-module de V
′′ engendré par vr,XΛvr, . . . ,Xd
′′−1
Λ vr et soit QS la fonction
polynomiale sur t(F ) définie par
X 7→ det
(
(h(Siw,Sjw))06i6dW ′′−1,06j6dW ′′−1
)
(Remarquons que cette fonction à priori seulement définie sur t(F )S est en fait définie sur
t(F ) d’après le lemme 7.1.2 et qu’elle est polynomiale toujours d’après le même lemme). Soit
ωT ⊂ t(F ) un sous-ensemble compact. On va montrer le fait suivant dont découlent les deux
points du lemme :
(1) Soit RW ′′ = OEe1 ⊕ . . .OEedW ′′ un OE-réseau de W
′′. Il existe une constante α ∈ F× telle
que
∀X ∈ t(F )S ∩ ωT , ∀i = 0, . . . , r, αQS(X)v±i ∈ RXΛ,vr et αQS(X)RW ′′ ⊂ RXΛ,vr
Ramarquons, d’après l’hypothèse faite sur la fonction X 7→ XΛ, que la fonction X ∈ t(F )
S ∩
ωT 7→ w prend ses valeurs dans un sous-ensemble compact de W
′′.On montre d’abord
(2) Il existe β ∈ F× telle que pour tout X ∈ t(F )S ∩ ωT avec
XΛ = c(v0, w) +
∑
i=0,...,r−1
λic(vi, vi+1) +
∑
i=0,...,r
µic(vi, ηvi), on ait

βvi ∈ RXΛ,vrpour i = 0, . . . , r
β(Si−1w + (−1)i
∏i−1
j=0 ξjv−i) ∈ RXΛ,vrpour i = 1, . . . , r
βSiw ∈ RXΛ,vrpour i = 0, . . . , dW ′′ − 1
On a déjà en effet vr, ξr−1vr−1 = XΛvr, . . . ,
r−1∏
i=0
ξiv0 = X
r
Λvr ∈ RXΛ,vr donc il existe une
constante β1 ∈ F
× telle que pour tout X ∈ t(F )S ∩ ωT on ait
β1vi ∈ RXΛ,vr pour i = 0, . . . , r
Puisque XΛ varie dans un sous-ensemble compact de Ξ+S+Λ, on peut certainement trouver
γ ∈ F× tel que γPXΛ soit un polynôme à coefficients entiers pour tout X ∈ t(F )
S∩ωT . Le réseau
RXΛ,vr est alors stable par v 7→ γXΛv.
On montre maintenant par récurrence que pour tout i = 1, . . . , r, il existe une constante
αi ∈ F
× telle que pour tout X ∈ t(F )S ∩ ωT , αi(Si−1w + (−1)i
i−1∏
j=0
ξjv−i) ∈ RXΛ,vr . En effet
pour i = 1, on a
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γXΛ(βv0) = γβν0(w + λ0v1 + 2µ0ηv0 − ξ0v−1) ∈ RXΛ,vr
et µ0, λ0 restent dans des compacts d’où le résultat pour i = 1. Si on a le résultat pour i 6 r−1
alors on a
αiγXΛ(S
i−1w + (−1)i
i−1∏
j=0
ξjv−i) =
αiγ
Siw + (−1)i i−1∏
j=0
ξj(−ξiv−(i+1) + 2ηµivi + λivi+1)− h(w,Si−1w)v0
 ∈ RXΛ,vr
Comme µi, λi et h(w,S
i−1w) restent dans un certain compact on en déduit le résultat pour
i+ 1.
On montre de la même façon que pour i = r, . . . , r+ dW ′′ − 1, il existe une constante αi telle
que αiS
iw ∈ RXΛ,vr pour tout X ∈ t(F )
S ∩ ωT . De plus, il existe une constante αS ∈ F
× (ne
dépendant que de S) telle que
αS(OEw +OESw + . . .+OES
dW ′′−1w) ⊂ OESrw +OESr+1w + . . .+OESr+dW ′′−1w
pour tout w ∈ W ′′ (car S agit sans noyau sur W ′′). Cela prouve (2). Pour prouver (1) il suffit
donc de montrer l’existence d’une constante α ∈ F× telle que pour tout X ∈ t(F )S ∩ ωT on
ait αQ(X)RW ′′ ⊂ OEw + OESw + . . . + OES
dW ′′−1w. Les coordonnées de ei dans la base
w,Sw, . . . , SdW ′′−1w sont données par le vecteur colonne
M(X)−1

h(w, ei)
h(Sw, ei)
...
h(SdW ′′−1w, ei)

où M(X) = (h(Siw,Sjw))06i6dW ′′−1,06j6dW ′′−1. On en déduit le résultat puisque pour X ∈
t(F )S∩ωT , les coefficients de la matrice det(M(X))M(X)
−1 et les h(Skw, ei) pour k = 0, . . . , dW ′′−
1 sont bornés. 
7.4 Calcul de Jκ′′(θ
′′, ϕ)
Les résultats de la section précédente nous permettent maintenant d’évaluer Jκ′′(θ
′′, ϕ) en
fonction de la transformée de Fourier de ϕ. On a d’après l’hypothèse faite sur θ′′ et le lemme
7.0.2 :
J(θ′′, ϕ, g) = DH
′′
(S)1/2
∫
H′′S (F )\H′′(F )
ĝϕξ(h−1Sh)dh
= DH
′′
(S)1/2
∫
H′′S (F )\H′′(F )
∫
Σ
gϕ̂(Ξ + h−1Sh+X)dXdh
La conjugaison par H ′′(F ) laisse stable Ξ et Σ et ne change pas la mesure sur ce dernier
donc :
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J(θ′′, ϕ, g) = DH
′′
(S)1/2
∫
H′′S (F )\H′′(F )
∫
Σ
hgϕ̂(Ξ + S +X)dXdh
On en déduit que :
Jκ′′(θ
′′, ϕ) = DH
′′
(S)1/2
∫
H′′S (F )U
′′(F )\G′′(F )
κ′′(g)
∫
Σ
gϕ̂(Ξ + S +X)dXdg
Le lemme 7.2.1, nous permet alors d’écrire :
Jκ′′(θ
′′, ϕ)
=
∑
T∈T (G′′)
|W (G′′, T )|−1
∫
H′′S(F )U
′′(F )\G′′(F )
κ′′(g)
∫
H′′S(F )U
′′(F )
∫
t(F )S
γY ygϕ̂(Y )DG
′′
(Y )1/2dY dy
=
∑
T∈T (G′′)
ν(AT )
−1|W (G′′, T )|−1 ×
∫
t(F )S
∫
AT (F )\G′′(F )
ϕˆ(g−1Y g)κ′′Y (g)dgD
G′′(Y )1/2dY
où on a posé pour T ∈ T (G′′) et Y ∈ t(F )S et g ∈ G′′(F )
κ′′Y (g) = ν(AT )
∫
AT (F )
κ′′(γ−1Y ag)da
8 Calcul de la limite de Jx,ω,N(θ, f)
8.1 Première transformation de Jx,ω,N(θ, f)
On garde les notations du § 6. En reprenant le raisonnement de [W1] section 10.1, on montre
qu’il existe un ensemble fini S d’éléments de h′′reg(F ) et une famille (jˆS)S∈S de quasicaractères
de h′x(F ) indexée par S tels que pour tout S ∈ S, le noyau de S agissant sur W ′′ soit nul et
∀X = X ′ +X ′′ ∈ hx,reg(F ), θx,ω(X) =
∑
S∈S
jˆS(X
′)jˆH
′′
(S,X ′′)
Pour g ∈ G(F ), on note X = X ′ +X ′′ 7→ gf ♯x,ω(X ′ +X ′′) la transformée de Fourier partielle
de gfx,ω par rapport à la deuxième variable. C’est-à-dire que l’on a
gf ♯x,ω(X
′ +X ′′) =
∫
h′′(F )
gfx,ω(X
′ + Y ′′)ψ(< Y ′′,X ′′ >)dY ′′
Les mêmes manipulations calculatoires que dans la section 10.1 de [W1] permettent d’obtenir
l’expression suivante de Jx,ω,N
(1) Jx,ω,N (θ, f) =
∑
S∈S
∑
T=T ′T ′′∈T (Gx)
ν(AT ′′)
−1|W (Gx, T )|−1
×
∫
t′(F )×t′′S(F )
jˆS(X
′)DG
′
x(X ′)DG
′′
(X ′′)1/2
×
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN,X′′(g)dgdX ′dX ′′
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où on a posé
κN,X′′(g) = ν(AT ′′)
∫
AT ′′ (F )
κN (γ
−1
X′′ag)da
Pour S ∈ S et T = T ′T ′′ ∈ T (G′x)× T (G′′) soit QS,T l’ensemble des trois fonctions polyno-
miales suivantes sur t(F ) :
– La fonction X = X ′ +X ′′ ∈ t = t′ ⊕ t′′ 7→ det(ad(X ′)|g′x/t′).
– La fonction X = X ′ +X ′′ ∈ t = t′ ⊕ t′′ 7→ det(ad(X ′′)|g′′/t′′).
– La fonction polynomiale QS sur t
′′ fournie par le lemme 7.3.2.
On note t(F )[> ǫ] (resp. t(F )[6 ǫ]) l’ouvert des éléments X ∈ t(F ) qui vérifient les in-
égalités |Q(X)|F > ǫ (resp. |Q(X)|F 6 ǫ) pour Q ∈ QS,T . Notons Jx,ω,N,>N−b(θ, f) (resp.
Jx,ω,N,6N−b(θ, f)) l’expression définie par la même formule que (1) où au lieu d’intégrer sur
t′(F )× t′′(F )S on intègre sur t′(F )× t′′(F )S ∩ t(F )[> N−b] (resp. t′(F )× t′′(F )S ∩ t(F )[6 N−b]).
On justifie les manipulations ayant permis d’arriver à l’expression ci-dessus par la convergence
absolue des intégrales qui y apparaissent. Notons |J |x,ω,N (θ, f) et |J |x,ω,N,6N−b(θ, f) les mêmes
expressions que précédemment où on a remplacé les fonctions intégrées par leurs valeurs absolues.
On a alors comme dans [W1] les majorations suivantes :
– Il existe k ∈ N et c > 0 tels que pour tout N > 1, |J |x,ω,N (θ, f) 6 cN
k.
– Il existe un entier b ∈ N et une constante c > 0 tels que pour tout N > 1,
|J |x,ω,N,6N−b(θ, f) 6 cN
−1.
La démonstration est identique à celle présentée dans [W1], une fois la majoration suivante
établie :
Lemme 8.1.1 Soit T = T ′T ′′ ∈ T (Gx) et ωT ′′ un sous-ensemble compact de t′′(F ). Soit QS la
fonction polynomiale sur t′′(F ) obtenue à partir du lemme 7.3.2 pour le réseau R′′ = R ∩ V ′′.
Alors il existe k ∈ N et c > 0 tels que
κN,X′′(g) 6 cN
kσ(g)k(1 + |log|QS(X
′′)|F |)k(1 + |logDG
′′
(X ′′)|)k
pour tout g ∈ G(F ), pour tout X ′′ ∈ t′′(F )S ∩ ωT ′′ et pour tout N > 1.
Preuve : Notons α ∈ F×, la constante fournie par le lemme 7.3.2 pour le sous-ensemble
compact ωT ′′ ⊂ t
′′(F ). On adopte la notation suivante : si x est un réel quelconque on pose
πxE = π
E(x)
E . Il existe une constante C > 0 telle que pour tout g ∈ G(F ), on ait :
π
Cσ(g)
E R ⊂ g(R) ⊂ π
−Cσ(g)
E R
D’après le paragraphe 7.3, l’application X ′′ ∈ t′′(F )S ∩ ωT ′′ 7→ X ′′Λ ∈ Ξ + S + Λ a son image
incluse dans un sous-ensemble compact de Ξ + S + Λ. Par conséquent, on peut trouver une
constante C ′ > 0 telle que pour tout X ′′ ∈ t′′(F )S ∩ ωT ′′ on ait
X ′′Λ
k
R ⊂ π−C
′
E R
pour k = 0, . . . , dW ′′ − 1.
Par définition κN,X′′(g) est le volume de l’ensemble des éléments a ∈ AT ′′(F ) vérifiant
κN (γ
−1
X′′ag) = 1. On a les implications :
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κN (γ
−1
X′′ag) = 1⇒ g
−1a−1γX′′(vr) ∈ π−NE R
⇒ γ−1X′′a
−1γX′′(vr) ∈ π−NE γ
−1
X′′g(R)
⇒ γ−1X′′a
−1γX′′(vr) ∈ π
−N−Cσ(g)−Cσ(γX′′ )
E R
⇒ γ−1X′′a
−1γX′′(RX′′Λ,vr) ⊂ π
−N−Cσ(g)−Cσ(γX′′ )−C′
E R (Car γ
−1
X′′a
−1γX′′ commute avec X ′′Λ)
⇒ αQS(X
′′)πCσ(γX′′ )E a
−1(R′′) ⊂ π−N−Cσ(g)−Cσ(γX′′ )−C
′
E γX′′(R)
⇒ a−1(R′′) ⊂ α−1QS(X ′′)−1π
−N−Cσ(g)−3Cσ(γX′′ )−C′
E R
Puisque pour a ∈ AT ′′(F ) on a a
−1(R′′) ⊂ W ′′, on déduit des implications précédentes
l’existence d’une constante C0 > 0 telle que pour tout X
′′ ∈ t(F )S ∩ ω′′T on ait
κN (γ
−1
X′′ag) = 1⇒ a
−1(R′′) ⊂ QS(X ′′)−1π
−N−C0σ(g)−C0σ(γX′′ )−C0
E R
′′
On a donc κN,X′′(g) 6 vol(a ∈ AT ′′(F ) : a
−1(R′′) ⊂ QS(X ′′)−1π
−N−C0σ(g)−C0σ(γX′′ )−C0
E R
′′).
Il existe une contante une constante C1 > 0 et un entier k ∈ N tels que pour tout β ∈ E
× on ait
vol({a ∈ AT ′′(F ) : a
−1(R′′) ⊂ βR′′}) 6 C1max(1,−valE(β))k
En utilisant l’inégalité σ(γX′′) << (1+ |log(D
G′′(X ′′))|) pour tout X ′′ ∈ t(F )S ∩ωT ′′ , on en
déduit l’inégalité voulue. 
On fixe dorénavant un tore T = T ′T ′′ ∈ T (Gx) et on note M♮ le centralisateur de AT ′′ dans
G. C’est un Lévi de G.
Lemme 8.1.2 On a AM♮ = AT ′′ .
Preuve : L’inclusion AT ′′ ⊂ AM♮ est évidente. Puisque T
′′H ′ ⊂ M♮, AM♮ est inclus dans le
centre déployé de T ′′H ′ qui est AT ′′ car AH′ = {1}. 
8.2 Changement de la fonction de troncature
Pour g ∈ G(F ) on pose σT (g) = inf{σ(tg); t ∈ T (F )}.
Lemme 8.2.1 Il existe un réel C1 > 0 et un sous-ensemble compact ωT ⊂ t(F ) tels que pour
tout g ∈ G(F ), pour tout entier N > 2 et pour tout X ∈ t′(F ) × t′′(F )S ∩ t(F )[> N−b] la non
nullité de gf ♯x,ω(X) 6= 0 entraîne X ∈ ωT et σT (g) 6 C1log(N).
Preuve : On sait qu’il existe un sous-ensemble compact-ouvert Γ ⊂ G(F ) tel que gf ♯x,ω(X) = 0
si g /∈ Gx(F )Γ. De plus, il existe un sous-groupe ouvert-compact Kf ⊂ G(F ) tel que pour tout
g ∈ G(F ) et tout k ∈ Kf , on ait
gkfx,ω =
gfx,ω et donc
gkf ♯x,ω = gf
♯
x,ω. Quitte à agrandir Γ, on
peut supposer que KfΓ = Γ. Soit Γf un ensemble de représentants des classes à droite de Γ
modulo Kf , c’est un ensemble fini. Posons Ω =
⋃
γ∈Γf
Supp(γf ♯x,ω) et ωT = Cl(Ω
Gx ∩ t(F )) où Cl
désigne l’adhérence. Ce sont des sous-ensembles compacts de gx(F ) et t(F ) respectivement. Il
existe deux réels C,C ′ > 0 telles que
– ∀g ∈ Gx(F ), ∀X ∈ ωT ∩ gx,reg(F ), g
−1Xg ∈ Ω ⇒ σT (g) 6 C(1 + |logDGx(X)|) (c’est le
lemme 7.3.1)
– ∀X ∈ t′(F )× t′′(F )S ∩ ωT [> N−b], |logDGx(X)| 6 C ′log(N)
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Pour X, g et N comme dans l’énoncé on a X ∈ ωT d’après ce qui précède et on peut écrire
g = gxγ avec gx ∈ Gx(F ) et γ ∈ Γf . On a alors g
−1
x Xgx ∈ Ω et on conclut avec les majorations
ci-dessus 
Soit Y = (YP♮)P♮∈P(M♮) une famille d’éléments de AM♮ , (G,M♮)-orthogonale et positive. On
reprend les notations de [W1] qui reprennent celles d’Arthur : pour Q = LUQ ∈ F(M♮), on note
σQM♮(.,Y) resp. τQ la fonction caractéristique dans AM♮ de la somme de AL et de l’enveloppe
convexe des (YP♮)P♮⊂Q resp. la fonction caractéristique de A
L
M♮
+A+Q. On a alors∑
Q∈F(M♮)
σQM♮(ζ,Y)τQ(ζ − YQ) = 1 pour tout ζ ∈ AM♮
où pour Q = LUQ ∈ F(M♮), YQ désigne la projection de YP♮ sur AL pour n’importe quel para-
bolique P♮ ∈ P(M♮) vérifiant P♮ ⊂ Q (cela ne dépend pas du choix de P♮).
On fixe Mmin un Lévi minimal de G inclus dans M♮, un sous-groupe compact spécial K en
bonne position par rapport à Mmin, et un sous-groupe parabolique minimal Pmin ∈ P(Mmin).
Soit YPmin ∈ A
+
Pmin
. Pour tout P ∈ P(Mmin) il existe un unique w ∈ W
G tel que wPmin = P
on pose alors YP = wYPmin ∈ A
+
P . La famille (YP )P∈P(Mmin) est alors (G,Mmin)-orthogonale
positive. Elle définit donc une (G,M♮)-famille orthogonale positive (YP♮)P♮∈P(M♮). Pour tout
g ∈ G(F ) on notera Y(g) la (G,M♮)-famille orthogonale définie par Y(g)Q = YQ − HQ(g).
Posons
v˜(YPmin , g) = ν(AT ′′)
∫
AT ′′ (F )
σGM♮(HM♮(a),Y(g))da
Il existe une constante C2 > 0 telle que pour g ∈ G(F ) vérifiant σ(g) 6 C2infα∈∆minα(YPmin)
la famille (Y(g)P♮ )P♮∈P(M♮) vérifie Y(g)P♮ ∈ A
+
P♮
pour tout P♮ ∈ P(M♮) donc est orthogonale
positive.
Lemme 8.2.2 Il existe deux constantes C3, C4 > 0 et un entier naturel N0 telle que pour tout
entier N > N0 et pour tout YPmin ∈ A
+
Pmin
vérifiant
C3log(N) 6 infα∈∆minα(YPmin) (A)
supα∈∆minα(YPmin) 6 C4N (B)
on ait l’égalité
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN,X′′(g)dg =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)v˜(YPmin , g)dg
pour tout X = X ′ +X ′′ ∈ t′(F )× t′′(F )S ∩ t(F )[> N−b].
Preuve : D’après le lemme 8.2.1 il n’y a rien à démontrer si X /∈ ωT on supposera donc
dans la suite que X ∈ ωT . On fixe des constantes C3, C4 > 0, un entier naturel N0, un élément
YPmin ∈ A
+
Pmin
vérifiant les inégalités (A) et (B) et un entier N > N0 et on va montrer que
l’égalité de l’énoncé est vérifiée si C3 et N0 sont assez grands et C4 assez petit. On peut déjà
supposer C3 > C1. Alors d’après le lemme 8.2.1, pour tout entier N > 2, pour tout g ∈ G(F ) et
pour tout X ∈ t′(F )× t′′(F )S ∩ t(F )[> N−b], si le terme sous l’intégrale est non nul, la (G,M♮)
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famille (Y(g)P♮)P♮∈P(M♮) est orthogonale positive. Si tel est le cas, pour tout a ∈ AT ′′(F ) on a∑
Q∈F(M♮)
σQM♮(HM♮(a),Y(g))τQ(HM♮(a)− Y (g)Q) = 1 et on peut donc écrire
κN,X′′(g) =
∑
Q∈F(M♮)
κN,X′′(Q, g)
où κN,X′′(Q, g) = ν(AT ′′)
∫
AT ′′ (F )
σQM♮(HM♮(a),Y(g))τQ(HM♮(a)−Y (g)Q)κN (γ
−1
X′′ag)da. Les fonc-
tions κN,X′′(Q, .) sont invariantes à gauche par T
′(F )AT ′′(F ). On a donc une décomposition∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN,X′′(g)dg =
∑
Q∈F(M♮)
I(Q,X)
où I(Q,X) =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′ (Q, g)dg. On va montrer les deux faits suivants
dont découlent la proposition :
1. Si C4 est assez petit et N0 est assez grand, on a
I(G,X) =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)v˜(YPmin , g)dg
pour tout X ∈ t′(F )× t′′(F )S ∩ ωT [> N−b].
2. Si C3 et N0 sont assez grand, on a I(Q,X) = 0 pour tout Q ∈ F(M♮) différent de G et
pour tout X ∈ t′(F )× t′′(F )S ∩ ωT [> N−b].
Preuve de (1) : D’après le lemme 8.2.1, il suffit d’avoir l’implication
σGM♮(HM♮(a),Y(g)) = 1⇒ κN (γ
−1
X′′ag) = 1
pour tout a ∈ AT ′′(F ), pour tout g ∈ G(F ) vérifiant σ(g) 6 C1log(N) et pour tout X ∈
t′(F ) × t′′(F )S ∩ ωT [> N−b]. Pour a ∈ AT ′′(F ), σGM♮(HM♮(a),Y(g)) = 1 entraîne σ(a) <<
(supα∈∆minα(YPmin) + σ(g)). Il existe une constante C > 0 telle que σ(g) < CN entraîne
κN (g) = 1 pour tout g ∈ G(F ). Comme de plus σ(γX′′) << log(N) on en déduit le point (1).
Preuve de (2) : Soit Q = LUQ ∈ F(M♮) différent de G et Q = LUQ le parabolique opposé.
On a
I(Q,X) =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′ (Q, g)dg
=
∫
T ′(F )AT ′′ (F )\LQ(F )
∫
K
∫
UQ(F )
ulkf ♯x,ω(X)κN,X′′ (Q,ulk)dudkdl
Si on a κN,X′′(Q,ulk) = κN,X′′(Q, lk) pour u ∈ UQ(F ), l ∈ LQ(F ) et k ∈ K vérifiant
ulkf ♯x,ω(X) 6= 0 alors l’intégrale intérieure sera nulle car f est très cuspidale (c’est le lemme
5.5 de [W1]) et on aura bien I(Q,X) = 0. D’après le lemme 8.2.1 il existe C5 > 0 telle que
ulkf ♯x,ω(X) 6= 0 entraîne σ(ulk), σ(lk), σ(u) 6 C5log(N). Puisque l’on a
κN,X′′(Q, g) = ν(AT ′′)
∫
AT ′′ (F )
σQM♮(HM♮(a),Y(g))τQ(HM♮(a)− Y (g)Q)κN (γ
−1
X′′ag)da
et que les fonctions σQM♮(.,Y(g)) et τQ(.− Y (g)Q) sont invariantes par translation à gauche de g
par UQ(F ) (car elle ne dépendent que de HP ♮(g) pour P♮ ⊂ Q), il suffit donc d’avoir
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∀X ∈ t′(F )× t′′(F )S ∩ ωT [> N−b], ∀a ∈ AT ′′(F ), ∀g ∈ G(F ), ∀u ∈ UQ(F ) tels que
σQM♮(HM♮(a),Y(g))τQ(HM♮(a)− Y (g)Q) = 1 et σ(ug), σ(g), σ(u) 6 C5log(N) on a
κN,X′′(γ
−1
X′′aug) = κN,X′′(γ
−1
X′′ag)
Soit g ∈ G(F ) et a ∈ AT ′′(F ) tel que σ(g) 6 C5log(N) et σ
Q
M♮
(HM♮(a),Y(g))τQ(HM♮(a) −
Y (g)Q) = 1. La fonction σ
Q
M♮
(.,Y(g))τQ(.−Y (g)Q) est la fonction caractéristique de la somme de
A+Q et de l’enveloppe convexe des Y (g)P♮ pour P♮ ⊂ Q. On a donc pour tout α ∈ Σ
+
Q l’inégalité
α(HM♮(a)) > infP♮⊂Qα(YP♮ −HP ♮(g)). Il existe une constante C
′ > 0 telle que infP♮⊂Qα(YP♮ −
HP ♮(g)) > C
′infβ∈∆minβ(YPmin)−C
′σ(g). Par conséquent α(HM♮(a)) > C
′(C3−C5)log(N). Le
lemme suivant nous permet de conclure à l’existence d’une constante C3 et d’un entier N2 qui
conviennent.
Lemme 8.2.3 Soit C5 > 0 une constante alors il existe C6 > 0 et un entier N1 tels que la
propriété suivante soit vérifiée : pour tous a ∈ AT ′′(F ), g ∈ G(F ), u ∈ UQ(F ), X ∈ t
′(F ) ×
t′′(F )S ∩ ωT [S;> N−b] et pour tout entier N > N1 vérifiant σ(g), σ(ug), σ(u) 6 C5log(N) et
α(HM♮(a)) > C6log(N) pour tout α ∈ Σ
+
Q on a κN (γ
−1
X′′aug) = κN (γ
−1
X′′ag).
Preuve du Lemme 8.2.3 : Montrons d’abord qu’il existe un entier N1 tel que pour tout entier
N > N1 et pour tous a ∈ AT ′′(F ), g ∈ G(F ) et X ∈ t
′(F ) × t′′(F )S ∩ ωT [S;> N−b] avec
σ(g) 6 C5log(N) alors κN (γ
−1
X′′ag) = 1 si et seulement si g
−1a−1γX′′(vr) ∈ π−NE R.
La condition est de toute façon nécessaire. Fixons N, a, g et X vérifiant les conditions précé-
dentes et supposons que g−1a−1γX′′(vr) ∈ π−NE R. On va montrer que si N1 est assez grand on
a κN (γ
−1
X′′ag) = 1. On considère comme dans la preuve du lemme 8.1.1 une constante C > 0
telle que pour tout g′ ∈ G(F ) on ait πCσ(g
′)
E R ⊂ g
′(R) ⊂ π−Cσ(g
′)
E R et une contante C
′ > 0 telle
que X ′′Λ
k(R) ⊂ π−C
′
E R pour tout k = 0, . . . , dW ′′ − 1 et pour tout X ∈ t
′(F ) × t′′(F )S ∩ ωT . Le
même raisonnement que dans la démonstration du lemme 8.1.1 montre que g−1a−1γX′′(R) ⊂
QS(X
′′)−1π−N−2Cσ(g)−2Cσ(γX′′ )−C
′
E R. De plus, on a |log|QS(X
′′)|| << log(N) et σ(γX′′) <<
log(N). Donc pourN1 assez grand g
−1a−1γX′′(vr) ∈ π−NE R entraîne g
−1a−1γX′′(R) ⊂ π−N−
√
N
E R
ce qui permet de conclure.
Soit N > N1 un entier et soit a ∈ AT ′′(F ). On peut supposer qu’il existe g ∈ G(F ) et
X ∈ t′(F ) × t′′(F )S ∩ ωT [S;> N−b] tels que σ(g) 6 C5log(N) et κN (γ−1X′′ag) = 1 sinon il n’y
a rien à dire. Notons AN l’ensemble des a ∈ AT ′′(F ) qui vérifient cette condition d’existence.
En adaptant un tout petit peu le raisonnement précédent on montre qu’il existe une constante
C ′′ > 0 tel que a−1(R) ⊂ π−N−C
′′log(N)
E R pour tout a ∈ AN . On a alors pour tout v ∈ V − {0},
valR(a
−1v) − valR(v) > −N − C ′′log(N). On peut fixer la constante C ′′ telle qu’on ait aussi
valR(g
−1v)−valR(v) > −C ′′log(N) et valR(γX′′v)−valR(v) > −C ′′log(N) pour tout g ∈ G(F )
vérifiant σ(g) 6 C5log(N), pour tout X ∈ t
′(F ) × t′′(F )S ∩ ωT [S;> N−b] et pour tout v ∈
V − {0}. Enfin, on peut trouver une constante C6 de sorte que si α(HM♮(a)) > C6log(N) pour
tout α ∈ Σ+Q alors pour tout u ∈ UQ(F ) tel que σ(u) 6 C5log(N) on a valR(aua
−1v − v) >
3C ′′log(N) + valR(v) pour tout v ∈ V − {0}. On a alors pour a, g, u, X comme dans l’énoncé
valR(g
−1u−1a−1γX′′vr − g−1a−1γX′′vr) > valR(u−1a−1γX′′vr − a−1γX′′vr)−C ′′log(N)
= valR(a
−1au−1a−1γX′′vr − a−1γX′′vr)− C ′′log(N)
> valR(au
−1a−1γX′′vr − γX′′vr)−N − 2C ′′log(N)
> valR(γX′′vr)−N + C
′′log(N)
> −N
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On obtient le résultat voulu d’après le premier point. 
On déduit du lemme 8.2.2 la proposition suivante.
Proposition 8.2.1 Il existe un entier naturel N1 telle que pour tout N > N1 et pour tout
YPmin ∈ A
+
Pmin
vérifiant
C3log(N) 6 infα∈∆minα(YPmin)
on ait l’égalité
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN,X′′(g)dg =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)v˜(YPmin , g)dg
pour tout X = X ′ +X ′′ ∈ t′(F )× t′′(F )S ∩ t(F )[> N−b].
Preuve : En effet, il existe un entier N1 tel que pour N > N1 les deux ensembles
{YPmin ∈ A
+
Pmin
: C3log(N) 6 infα∈∆minα(YPmin) et supα∈∆minα(YPmin) 6 C4N}
et
{YPmin ∈ A
+
Pmin
: C3log(N + 1) 6 infα∈∆minα(YPmin) et supα∈∆minα(YPmin) 6 C4(N + 1)}
soient d’intersection non vide. Alors pour X = X ′ +X ′′ ∈ t′(F ) × t′′(F )S ∩ t(F )[> N−b] ⊂
t′(F )× t′′(F )S ∩ t(F )[> (N + 1)−b], on a d’après le lemme 8.2.2
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN,X′′(g)dg =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN+1,X′′(g)dg
D’où par une récurrence immédiate
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN,X′′(g)dg =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN ′,X′′(g)dg
pour tout N ′ > N . Soit YPmin ∈ A
+
Pmin
tel que C3log(N) 6 infα∈∆minα(YPmin), on alors peut
trouver un entier N ′ > N tel que YPmin vérifie les inégalités (A) et (B) du lemme 8.2.2 pour N
′.
Cela permet de conclure 
8.3 Le résultat final
Notons θf,x,ω la fonction sur gx(F ) définie presque partout par
θf,x,ω(X) =
{
θf (xexp(X)) si X ∈ ω
0 sinon.
On définit une fonction θ♯f,x,ω sur gx,reg(F ) par
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θ♯f,x,ω(X) = (−1)
aM(X)ν(Gx,X)
−1
∫
Gx,X(F )\G(F )
gf ♯x,ω(X)vM(X)(g)dg
où pour X ∈ gx,reg(F ), on a noté M(X) le commutant de AGx,X dans G (c’est un Levi de G).
Alors les fonctions θf,x,ω et θ
♯
f,x,ω sont localement constantes sur gx,reg(F ), localement intégrables
sur gx(F ) et θ
♯
f,x,ω est la transformée de Fourier partielle de θf,x,ω par rapport à la deuxième
variable. Plus précisément, cela signifie que l’on a l’égalité∫
gx(F )
θ♯f,x,ω(X)ϕ(X)dX =
∫
gx(F )
θf,x,ω(X)ϕ
♯(X)dX
pour tout ϕ ∈ C∞c (gx(F )) et où
ϕ♯(X) =
∫
g′′(F )
ϕ(X ′ + Y ′′)ψ(Y ′′,X ′′ >)dY ′′
pour tout X = X ′ +X ′′ ∈ gx(F ) = g′x(F )⊕ g′′(F ) (cf proposition 5.8 de [W1]).
Lemme 8.3.1 Pour N > N1 et X = X
′+X ′′ ∈ t′(F )× t′′(F )S ∩ t(F )[> N−b], on a les égalités∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′(g)dg = 0
si AT ′ 6= {1} et ∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′(g)dg = ν(T
′)ν(AT ′′)θ
♯
f,x,ω(X)
si AT ′ = {1}
Preuve : C’est exactement la même que celle de la proposition 10.9 de [W1] 
Si AG′x = {1} on pose
(1) Kx,ω(θ, f) =
∑
S∈S
∑
T=T ′T ′′∈Tell(G′x)×T (G′′)
ν(T ′)|W (Gx, T )|−1∫
t′(F )×t′′(F )S
jˆS(X
′)DG
′
x(X ′)DG
′′
(X ′′)1/2θ♯f,x,ω(X)dX
et si AG′x 6= {1}, on pose
Kx,ω(θ, f) = 0
Proposition 8.3.1 L’expression (1) est absolument convergente et on a l’égalité
lim
N→∞
JN,x,ω(θ, f) = Kx,ω(θ, f)
Preuve : C’est exactement la même que celle de la proposition 10.10 de [W1] 
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9 Cas des supports nilpotents
Dans cette section on se propose de démontrer la proposition suivante :
Proposition 9.0.2 Supposons que pour tout quasicaractère θ de h(F ) et toute fonction très
cuspidale f ∈ C∞c (g(F )) qui ne contient pas d’élément nilpotent dans son support on ait
lim
N→∞
JN (θ, f) = Jgeom(θ, f). Alors on a lim
N→∞
JN (θ, f) = Jgeom(θ, f) pour tout quasicaractère θ
de h(F ) et toute fonction très cuspidale f ∈ C∞c (g(F )).
On fait donc dans la suite de la section l’hypothèse suivante
(Hyp) : pour tout quasicaractère θ de h(F ) et toute fonction très cuspidale f ∈ C∞c (g(F )) qui
ne contient pas d’élément nilpotent dans son support on a
lim
N→∞
JN (θ, f) = Jgeom(θ, f)
9.1 Calcul de lim
N→∞
JN(θ, f)
Soient θ un quasi-caractère de h(F ) et f ∈ C∞c (g(F )) une fonction très cuspidale. Comme
dans [W1] p.1265 on peut fixer un ensemble fini S d’éléments de hreg(F ) dont tout les éléments
ont un noyau nul dans W et des nombres complexes cS pour S ∈ S tels que
∀X ∈ h(F ) ∩ Supp(f)G, θ(X) =
∑
S∈S
cS jˆ
H(S,X)
On pose alors
(1) K(θ, f) =
∑
S∈S
∑
T∈T (G)
cS |W (G,T )|
−1
∫
t(F )S
DG(X)1/2θˆf (X)dX
où l’ensemble t(F )S est défini comme dans la section 7. Puisque la fonction θˆf est à support
compact modulo conjugaison, les intégrales intervenant dans la définition de K(θ, f) sont à
support compact, comme de plus θˆf est un quasi-caractère (cf lemme 6.1 de [W1]) on en déduit
d’après Harish-Chandra que les intégrales convergent.
Lemme 9.1.1 On a lim
N→∞
JN (θ, f) = K(θ, f)
Preuve : Soit ω ⊂ g(F ) un bon voisinage de 0 et supposons que Supp(f) ⊂ ω. Posons alors
θω = θ1ω. Par l’exponentielle, on relève les fonctions f et θω en des fonctions sur respectivement
G(F ) et H(F ) que l’on note f et Θω. On a alors l’égalité JN (θ, f) = JN (Θω, f). En appliquant
la proposition 8.3.1 à f , Θω et x = 1 on obtient alors le résultat voulu.
Dans le cas général on peut toujours trouver λ ∈ F×2 tel que Supp(f) ⊂ λω. On pose
alors f ′(X) = f(λX), ξ′(N) = ξ(λN) et θ′(X) = θ(λX). Notons d’un indice ξ′ les expressions
où on a remplacé ξ par ξ′. Par les changements de variables N 7→ λN et X 7→ λX sur u(F )
et h(F ) respectivement, on a JN,ξ′(θ
′, f ′) = |λ|−dim(U)−dim(H)F JN,ξ(θ, f). Grâce aux propriétés
d’homogénéité des fonctions jˆH , on a
θ′(Y ) =
∑
S∈S
cS jˆ
H(S, λY ) =
∑
S∈S
|λ|
−δ(H)/2
F cS jˆ
H(λS, Y )
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pour tout Y ∈ Supp(f ′)G ∩ h(F ). On peut donc prendre S ′ = λS et les constantes cλS =
|λ|
−δ(H)/2
F cS pour définir Kξ′(θ
′, f ′). Pour T ∈ T (G), on vérifie que l’ensemble t(F )λS défini par
ξ′ et λS est égal à λt(F )S . De plus, θˆf ′(X) = |λ|
−dim(G)
F θˆf (λ
−1X) et DG(λX) = |λ|−δ(G)F D
G(X).
Par changement de variable on obtient
Kξ′(θ
′, f ′) = |λ|−dim(G)+dim(T )+δ(G)/2−δ(H)/2F Kξ(θ, f)
On a −dim(G) + dim(T ) + δ(G)/2 = −δ(G)/2. On laisse au lecteur le soin de vérifier que
δ(G)/2 + δ(H)/2 = dim(U) + dim(H). On s’est alors ramené au premier cas. 
9.2 Une première approximation
On pose E(θ, f) = K(θ, f)−Jgeom(θ, f) pour θ un quasi-caractère de h(F ) et f ∈ C
∞
c (g(F ))
une fonction très cuspidale, le but étant de montrer que E(., .) est identiquement nul. Le lemme
suivant donne une première approximation de ce terme d’erreur.
Lemme 9.2.1 La forme bilinéaire (θ, f) 7→ E(θ, f) est proportionnelle à la forme bilinéaire
(θ, f) 7→
∑
OH∈Nilreg(h(F ))
cθ,OH (0)
∑
O∈Nilreg(g(F ))
cθf ,O(0)
Preuve : Montrons dans un premier temps que E est combinaison linéaire des formes bili-
néaires (θ, f) 7→ cθ,OH (0)cθf ,O(0) pour O
H ∈ Nil(h(F )) et O ∈ Nil(g(F )).
Si cθ,OH (0) = 0 pour tout orbite OH ∈ Nil(h(F )) alors il existe un G-domaine ω ⊂ g(F )
compact modulo conjugaison contenant 0 tel que θ|ω∩h(F ) = 0. On pose alors f ′ = f − f|ω.
On a E(θ, f) = E(θ, f ′) + E(θ, f|ω). Puisque f ′ ne contient aucun élément nilpotent dans son
support on a E(θ, f ′) = 0 (c’est l’hypothèse (Hyp)). En revenant aux définitions on voit que
Jgeom(θ, f|ω) = 0 et JN (θ, f|ω) = 0 pour tout N > 1 donc K(θ, f|ω) = 0 et par conséquent
E(θ, f) = 0.
Si cθf ,O(0) = 0 pour tout O ∈ Nil(g(F )) on peut trouver un G-domaine compact modulo
conjugaison tel que θf (X) = 0 pour tout X ∈ ω. On pose alors f
′ = f − f|ω. On a E(θ, f) =
E(θ, f ′) + E(θ, f|ω). On a encore E(θ, f ′) = 0 car le support de f ′ ne contient aucun élément
nilpotent. Comme de plus on a θf|ω = θf1ω = 0 on vérifie immédiatement que K(θ, f|ω) =
Jgeom(θ, f|ω) = 0. Ainsi on a bien E(θ, f) = 0.
Montrons maintenant que E est combinaison linéaire des formes bilinéaires
(θ, f) 7→ cθ,OH (0)cθf ,O(0) pour O
H ∈ Nilreg(h(F )) et O ∈ Nilreg(g(F )). Pour λ ∈ F
×2 on pose
θλ(X) = θ(λX) et fλ(X) = f(λX). On a alors θfλ = θ
λ
f . Par les propriétés d’homogénéité des
germes de Shalika, on a donc cθλ,OH (0)cθfλ ,O(0) = |λ|
−[dim(OH )+dim(O)]/2
F cθ,OH (0)cθf ,O(0).
Puisque dim(OH) + dim(O) 6 δ(H) + δ(G) avec égalité si et seulement si OH et O sont
des orbites nilpotentes régulières, il suffit maintenant de montrer que pour tout λ ∈ F×2 on
a E(θλ, fλ) = |λ|
−[δ(H)+δ(G)]/2
F E(θ, f). On a vérifié lors de la démonstration du lemme 9.1.1
une telle propriété d’homogénéité pour K(θ, f) à condition de changer ξ en ξλ. Il est clair que
Jgeom(θ, f) ne dépend pas du choix de ξ. De plus, par les propriétés d’homogénéité des fonctions
jˆ(O, .) on vérifie que
Jgeom(θ
λ, fλ) = |λ|
−[δ(H)+δ(G)]/2
F Jgeom(θ, f)
L’expression K(θ, f) ne dépend de ξ que par la définition des ensembles t(F )S qui dépendent
du choix de Ξ mais changer ξ en ξ′ revient à changer Ξ en un élément Ξ′ qui lui est conjugué
par A(F ) on vérifie alors que les ensembles t(F )S ne dépendent en fait pas du choix de ξ. Cela
suffit pour obtenir la propriété d’homogénéité voulue.
Il existe donc des nombres complexes cOH ,O tels que pour tout quasi-caractère θ de h(F ) et
toute fonction très cuspidale f ∈ C∞c (g(F )) on ait
E(θ, f) =
∑
O,OH
cOH ,Ocθ,OH (0)cθf ,O(0)
où la somme porte sur OH ∈ Nilreg(h(F )) et O ∈ Nilreg(g(F )).
Reste à vérifier que les coefficients cOH ,O sont tous égaux. Si G ou H n’est pas quasidéployé il
n’y a rien à montrer. SiG etH sont quasidéployés alors l’un des deux a une seule orbite nilpotente
régulière et l’autre en a deux qui sont permutées par n’importe quel élément λ ∈ F×−NE/F (E×).
Pour λ ∈ F× quelconque l’égalité E(θλ, fλ) = |λ|−dim(U)−dim(H)F E(θ, f) reste valable et on a
cθλ,OH (0)cθfλ ,O(0) = |λ|
−[dim(OH )+dim(O)]/2
F cθ,λOH (0)cθf ,λO(0)
En choisissant λ ∈ F× −NE/F (E×) on obtient l’égalité des deux coefficients recherchée. 
9.3 Calcul de germes de Shalika
D’après le lemme précédent, la proposition 9.2.1 est établie si G ou H n’est pas quasi-déployé.
On suppose donc dans la suite que G et H sont quasi-déployés.
Lemme 9.3.1 Soit B un sous-groupe de Borel de G et Tqd un tore maximal de B tous définis
sur F . Soit Xqd ∈ tqd(F ) ∩ greg(F ) et O ∈ Nil(g(F )) on a alors
ΓO(Xqd) =
{
0 si O n’est pas régulière
1 si O est régulière
Preuve : Le tore Tqd est un Lévi de G et la distribution f 7→ JG(Xqd, f) est induite à partir
de la distribution f 7→ f(Xqd). Donc ΓO(Xqd) est non nul si et seulement si O intervient dans
l’orbite induite de l’obite {0} de tqd(F ). Cette condition équivaut à ce que O soit régulière. On
en déduit la première égalité. Puisque Γ
Tqd
{0}(Xqd) = 1 on en déduit aussi la deuxième égalité. 
9.4 Preuve de la proposition 1
D’après le lemme 9.2.1 il existe un nombre complexe c tel que pour tout quasi-caractère θ
de h(F ) et toute fonction très cuspidale f ∈ C∞c (g(F )) on ait
E(θ, f) = c
∑
OH∈Nilreg(h(F ))
cθ,OH
∑
O∈Nilreg(g(F ))
cθf ,O
On doit donc montrer que c = 0.
Soit Tqd ∈ T (G) resp. T
H
qd ∈ T (H) un tore maximal d’un sous-groupe de Borel défini sur F
de G resp. H. Soit Xqd ∈ tqd(F ) ∩ greg(F ) et X
H
qd ∈ t
H
qd(F ) ∩ hreg(F ). D’après le résultat 6.3(3)
de [W1] on peut trouver un voisinage ωXqd de Xqd dans tqd(F ) aussi petit que l’on veut et qui
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ne contient que des éléments réguliers et une fonction très cuspidale f = f [Xqd] ∈ C
∞
c (g(F ))
vérifiant les propriétés suivantes :
1. Pour T ∈ T (G) si T 6= Tqd, la restriction de θˆf à t(F ) est nulle.
2. Pour toute fonction localement intégrable ϕ sur tqd(F ), invariante par W (G,Tqd) on a
|W (G,T )|−1
∫
tqd(F )
ϕ(X)DG(X)1/2θˆf (X)dX = vol(ωXqd)
−1
∫
ωXqd
ϕ(X)dX
3. Pour Y ∈ greg(F ),
θf (Y ) = vol(ωXqd)
−1
∫
ωXqd
jˆG(X,Y )dX
La dernière égalité au voisinage de 0 devient
θf [Xqd](Y ) = jˆ
G(Xqd, Y )
Par conséquent cθf ,O = ΓO(Xqd).
Soit θ un quasi-caractère de h(F ) tel que θ(X) = jˆH(XHqd,X) pour X ∈ Supp(f)
G ∩ h(F ).
D’après le lemme 9.3.1 pour tout O ∈ Nilreg(g(F )) on a cθf ,O = ΓO(Xqd) = 1 et pour tout
OH ∈ Nilreg(h(F )) on a cθ,OH = ΓOH (XHqd) = 1. On a donc E(θ, f) = 2c.
Pour T ∈ T , T 6= {1} et Y ∈ t(F ) en position générale il existe selon la parité de dim(G) :
– un voisinage de Y dans h(F ) qui ne rencontre aucune sous-algèbre de Borel de h(F ) si
dim(G) est impaire.
– un voisinage de Y dans g(F ) qui ne rencontre aucune sous-algèbre de Borel de g(F ) si
dim(G) est paire.
Dans les deux cas on en déduit que cθ(Y )cf (Y ) = 0. Donc la contibution du tore T dans
Jgeom(θ, f) est nulle. La contribution du tore {1} étant
1
2
∑
OH∈Nilreg(h(F ))
cθ,OH
∑
O∈Nilreg(g(F ))
cθf ,O
on a Jgeom(θ, f) = 1.
D’après la propriété (2) de f on a K(θ, f) = vol(ωXqd)
−1vol(ωXqd ∩ tqd(F )
XHqd). Il suffit
donc d’avoir vol(ωXqd ∩ tqd(F )
XHqd) = vol(ωXqd) pour en déduire que c = 0. Puisqu’on peut
choisir ωXqd aussi petit que l’on veut, cela revient à montrer qu’on peut trouver Xqd et X
H
qd
comme précédemment tels que Xqd ∈ tqd(F )
XHqd (car tqd(F )
XHqd est un ouvert de tqd(F )). Puisque
Ξ +XHqd + Σ
XHqd est dense dans Ξ +XHqd + Σ, il suffit encore de montrer que
(
Ξ+XHqd +Σ
)
∩
(tqd(F ) ∩ greg(F ))
G 6= ∅. On distingue alors deux cas :
– Si dim(H) est paire, alors il existe A ∈ a(F ) et µ0 ∈ F tels que Ξ+X
H
qd+µ0c(v0, ηv0)+A ∈
(tqd(F ) ∩ greg(F ))
G.
– Si dim(H) est impaire, alors on peut trouver une base ((w±i)i=1,...,p, wp+1) deW formée de
vecteurs propres pour XHqd vérifiant h(wi, wj) = δi,−j si i, j ∈ {±1, . . . ,±p}, h(wp+1, wi) =
0 si i ∈ {±1, . . . ,±p}, h(wp+1, wp+1) = ν1 et X
H
qdwp+1 = sp+1wp+1. Puisque G est quasi-
déployé G0 est aussi quasi-déployé. On peut donc supposer ν1 = −ν0. On fixe µ0 ∈ F tel
que sp+1 = 2ν0µ0η. Pour λ ∈ F on vérifie facilement que X
H
qd+µ0c(v0+ηv0)+c(v0, λwp+1)
admet v0+wp+1 et v0−wp+1 pour vecteurs propres avec pour valeurs propres respectives
sp+1 + ν0λ et sp+1 − ν0λ. On en déduit qu’on peut choisir λ ∈ F et A ∈ a(F ) tels que
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l’élément X = XHqd + A + µ0c(v0, ηv0) + c(v0, λwp+1) admet pour vecteurs propres v±i
i = 1, . . . , r, w±i i = 1, . . . , p et wp+1 ± v0 avec des valeurs propres distinctes. Alors on a
bien Ξ+X ∈ (tqd(F ) ∩ greg(F ))
G.

10 Preuve des théorèmes 5.4.1 et 5.5.1
On démontre les théorèmes 5.4.1 et 5.5.1 par récurrence sur la dimension de V . Supposons
les résultats établis pour tout les couples (V ′,W ′) avec dim(V ′) < dim(V )
Lemme 10.0.1 Soient θ un quasicaractère de H(F ) et f ∈ C∞c (G(F )) une fonction très cus-
pidale qui ne contient aucun élément unipotent dans son support. On a alors
lim
N→∞
JN (θ, f) = Jgeom(θ, f)
Preuve : Pour tout x ∈ Gss(F ) fixons un bon voisinage ωx de 0 dans gx(F ). Etant donné
l’hypothèse sur f , on peut supposer que le support de f ne rencontre pas exp(ω1). Par un
procédé de partition de l’unité, on peut supposer qu’il existe x ∈ Gss(F ) tel que f soit à
support dans (xexp(ωx))
G. Si gf ξ est non nul pour un certain g ∈ G(F ), il existe h ∈ H(F )
et u ∈ U(F ) tels que hu ∈ (xexp(ωx))
G. La partie semisimple de hu étant conjuguée à h, on
a aussi h ∈ (xexp(ωx))
G. Donc il existe X ∈ ωx et g ∈ G(F ) tels que h = g
−1xexp(X)g. On
a alors g(D ⊕ Z) ⊂ Ker(xexp(X) − 1) ⊂ Ker(x − 1) donc g−1xg ∈ H(F ). On en déduit que
si x n’est conjugué à aucun élément de H(F ) on a JN (θ, f) = 0 pour tout N > 1. On vérifie
aussi aisément que si x n’est conjugué à aucun élément de H(F ) alors θf est nul au voisinage de
H(F ) donc Jgeom(θ, f) = 0. On peut donc supposer que x est conjugué à un élément de H(F ).
Quitte à conjuguer x dès le départ, on peut aussi bien supposer que x ∈ H(F ). Notons ω = ωx et
reprenons les notations du début de la section 6. Quitte à changer les choix des bons voisinages
ωx, on peut supposer que ω se décompose en un produit ω
′×ω′′ avec ω′ ⊂ g′x(F ) et ω′′ ⊂ g′′(F )
des bons voisinages de 0. D’après les lemmes 6.1.1 et 6.2.1, on est ramené à prouver l’égalité
lim
N→∞
Jx,ω,N (θ, f) = Jgeom,x,ω(θ, f)
Comme au début de la section 8, on peut trouver une famille S d’éléments de h′′reg(F ) et une
famille (jˆS)S∈S de quasicaractères de h′x(F ) tels que pour tout X = X ′ +X ′′ ∈ hx,reg(F ) on ait
θx,ω(X) =
∑
S∈S
jˆS(X
′)jˆH
′′
(S,X ′′)
Notons θ′′S = jˆ
H′′(S, .). On peut de la même façon trouver deux familles finies (θ′f,b)b∈B et
(θ′′f,b)b∈B de quasicaractères de g
′
x(F ) et g
′′(F ) respectivement telles que pour tout X = X ′ +
X ′′ ∈ gx(F )
θf,x,ω(X) =
∑
b∈B
θ′f,b(X
′)θ′′f,b(X
′′)
D’après la proposition 6.4 de [W1], pour tout b ∈ B, on peut trouver une fonction très cuspidale
f ′′b ∈ C
∞
c (g
′′(F )) telle que θ′′f,b = θf ′′b . En comparant 5.5(1) et 6.2(1) on a
Jgeom,x,ω(θ, f) =
∑
b∈B,S∈S
J ′(S, b)Jgeom(θ′′S , f
′′
b )
59
où
J ′(S, b) =
∑
T ′∈Tell(H′x)
|W (H ′x, T
′)|−1|ν(T ′)|
∫
t′(F )
jˆS(X
′)θ′f,b(X
′)DH
′
x(X ′)dX ′
Dans la section 8, on a montré que Jx,ω,N (θ, f) admet une limite et on a calculé cette limite :
c’est Kx,ω(θ, f). Si AGx 6= {1} alors Kx,ω(θ, f) = 0 et l’ensemble de tores T x est vide donc
Jgeom,x,ω(θ, f) = 0. Sinon, en comparant les formules 8.3(1) et 9.1(1) on a
Kx,ω(θ, f) =
∑
b∈B,S∈S
J ′(S, b)K(θ′′S , f
′′
b )
D’après l’hypothèse de récurrence appliquée au couple (V ′′,W ′′) on a K(θ′′S , f
′′
b ) = Jgeom(θ
′′
S , f
′′
b )
d’où le résultat 
10.1 Preuve de 5.5.1
D’après la section 9, on peut se restreindre aux fonctions très cuspidales f ∈ C∞c (g(F )) qui
ne contiennent pas d’élément nilpotent dans leur support. Soient f une telle fonction et θ un
quasicaractère sur h(F ). On a vu dans la section 9 que JN (θ, f) et Jgeom(θ, f) sont homogènes
de même degré pour la transformation λ 7→ (θλ, fλ). On peut donc supposer que le support de f
est dans un bon voisinage ω de 0 dans g(F ). Par l’exponentielle, on relève les fonctions f et θ1ω
en des fonctions sur respectivement G(F ) et H(F ) que l’on note f et Θω. On vérifie alors que
Jgeom,1,ω(Θω, f) = Jgeom(θ, f) et JN,1,ω(Θω, f) = JN (θ, f). Puisque f ne contient pas d’élément
nilpotent dans son support, f n’a pas d’élément unipotent dans son support et d’après le lemme
précédent, on a donc lim
N→∞
JN,1,ω(Θω, f) = Jgeom,1,ω(Θω, f).
10.2 Preuve de 5.4.1
Soient θ un quasicaractère de H(F ) et f ∈ C∞c (G(F )) une fonction très cuspidale. Soit ω
un bon voisinage de 0 dans g. Alors f−f1exp(ω) ne contient pas d’élément unipotent dans son sup-
port. D’après le lemme 10.0.1, il suffit donc d’établir que lim
N→∞
JN (θ, f1exp(ω)) = Jgeom(θ, f1exp(ω)).
D’après les lemmes 6.1.1 et 6.2.1, on a les égalités JN (θ, f1exp(ω)) = JN (θ1,ω, f1,ω) et Jgeom(θ, f1exp(ω)) =
Jgeom(θ1,ω, f1,ω). Le résultat sur l’algèbre de Lie que l’on vient d’établir permet alors de conclure.
11 Décomposition de Cartan relative
Dans cette section on se propose de montrer une sorte de "décomposition de Cartan relative"
telle que celle qui est montrée dans [BO] et [DS] (pour les variétés symmétriques) ou dans [Sa]
théorème 2.3.8 (pour des variétés sphériques associées à des groupes déployés).
Posons ν0 = h(v0) et soit w0 = v0, w1, . . . , wl une famille maximale de vecteurs deux à deux
orthogonaux de V0 vérifiant h(wi) = (−1)
iν0.
Posons r0 = E(
l+1
2 ) et r1 = E(
l
2 ). Introduisons u±i = w2i−2 ± w2i−1, i = 1 . . . , r0 et u
′
±i =
w2i−1±w2i, i = 1, . . . , r1. Les familles (u±i) et (u′±i) sont des familles hyperboliques maximales de
V0 etW respectivement. Soient Van,0 resp.Wan l’orthogonal de Eu1⊕Eu−1⊕ . . .⊕Eur0⊕Eu−r0
dans V0 resp. de Eu
′
1⊕Eu
′
−1⊕ . . .⊕Eu
′
r1 ⊕Eu
′−r1 dans W . Ce sont des sous-espaces hermitiens
totalement anisotropes. Définissons P0 et PH comme les sous-groupes paraboliques de G0 et H
qui conservent les drapeaux de sous-espaces totalement isotropes
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Eu1 ⊂ Eu1 ⊕ Eu2 ⊂ . . . ⊂ Eu1 ⊕ . . .⊕ Eur0 et Eu
′
1 ⊂ . . . ⊂ Eu
′
1 ⊕ . . .⊕ Eu
′
r1 resp.
respectivement.
Lemme 11.0.1 L’application P 0 × PH → G0, (p0, pH) 7→ p0pH est submersive à l’origine.
Preuve : Il s’agit de vérifier l’égalité p0 + pH = g0. Démontrons cela par récurrence sur l.
Pour l = 0 c’est évident car p0 = g0. Soit l > 1 et supposons le résultat vérifié pour l
′ = l − 1.
Soit W ′ l’orthogonal dans V0 du sous-espace engendré par u±1, H ′ son groupe unitaire et PH′
le sous groupe parabolique de H ′ qui conserve le drapeau
Eu2 ⊂ . . . ⊂ Eu2 ⊕ . . .⊕ Eur0
Alors par hypothèse de récurrence, on a pH′ + pH = h et par conséquent h ⊂ p0+ pH . On en
déduit que (p0 + pH)
⊥ ⊂ p0⊥ ∩ h⊥ = u0 ∩ h⊥ où U0 est la radical unipotent de P 0 et u0 est son
algèbre de Lie.
Il suffit donc de vérifier que u0 ∩ h
⊥ = 0. On a h⊥ = {c(v0, w), w ∈ W} ⊕ Fc(v0, ηv0) où η est
un élément non nul de trace nulle dans E. Soit N = c(v0, w) + λc(v0, ηv0) ∈ u0 ∩ h
⊥. On a alors
0 = Nu−1 = ν0w + h(w,w1)v0 + λν0(η − η)v0 d’où w = 0 puis λ = 0. 
Soient A0 et AH les tores déployés maximaux de G0 et H respectivement qui laissent stable
les droites Eui (i = ±1, . . . ,±r0) et Eu
′
i (i = ±1, . . . ,±r1) respectivement. On notre A
+
0 et A
+
H
les sous-ensembles de A0(F ) et AH(F ) qui contractent P0(F ) et PH(F ) respectivement. Posons
R0 = OEu1 ⊕OEu−1 ⊕ . . .⊕OEur ⊕OEu−r ⊕Ran,0
où Ran,0 = {v ∈ Van,0; valE(h(v)) > valE(ν0) − 1}. Pour V un E-espace vectoriel, R un OE-
réseau de V et g ∈ GLE(V) on note valR(g) = inf{valR(gv), v ∈ R} et ||g||R = |πE |
valR(g)
E .
Lemme 11.0.2 Il existe un sous-ensemble compact C1 de G0(F ) vérifiant la propriété suivante
Pour tous v, v′ ∈ V0 tels que h(v) = h(v′) = ν0 et valR0(v) = valR0(v′), il existe γ ∈ C1 tel que
γv = v′
Preuve : Si l = 0, G0(F ) est compact et il suffit de prendre C1 = G0(F ). Supposons doré-
navant l > 1. Soit K0 = StabG0(F )(R0), c’est un sous-groupe ouvert-compact de G0(F ). Pour
tout g ∈ G0(F ), on notera ||g|| = ||g||R0 . La fonction g 7→ ||g|| est minorée par une constante
strictement positive sur G0(F ) et est biinvariante par K0. Soit v ∈ V0. Montrons
(1) Il existe k ∈ K0 tel que kv ∈ Eu1 ⊕ Eu−1 ⊕ V0,an.
On a une décomposition v =
∑
i=±1,...,±r
λiui + van où van ∈ V0,an. Quitte à multiplier v par un
élément du groupe de Weyl de A0 (identifié à un sous-groupe de K0), on peut supposer que
val(λ1) = infi=±1,...,±rval(λi).
Soit k1 ∈ K0 l’élément qui envoie u1 sur u1 −
λ2
λ1
u2 − . . . −
λr
λ1
ur, u−i sur u−i + ( λiλ1 )u−1 pour
i = 2, . . . , r et qui agit trivialement sur V0,an + Eu−1 + Eu2 + . . .+ Eur. On a alors
k1v = λ1u1 + µ1u−1 + λ−2u−2 + . . .+ λ−ru−r + van
Soit k2 ∈ K0 l’élément qui envoie u1 sur u1 −
λ−2
λ1
u−2 − . . . −
λ−r
λ1
u−r, ui sur ui + (
λ−i
λ1
)u−1 et
qui agit trivialement sur V0,an + Eu−1 + . . .+ Eu−r. On a alors k2k1v ∈ Eu1 ⊕ Eu−1 ⊕ V0,an.
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(2) Pour tout van ∈ V0,an, on a
Ran,0 ⊂
1
2
(
(Ran,0 ∩ Evan)⊕ (Ran,0 ∩ (van)
⊥)
)
où (van)
⊥ est l’orthogonal de van dans V0,an.
En effet, soit v ∈ Ran,0 et v = v1+v2 sa décomposition suivant Van,0 = Evan⊕(van)
⊥. Supposons
que valE(h(v1) + h(v2)) > min (valE(h(v1)), valE(h(v2))) + valE(4) alors −
h(v1)
h(v2)
∈ 1 + 4pF .
Puisque 1 + 4pF ⊂ O
×,2
F , il existerait λ ∈ O
×
F tel que h(v1 + λv2) = 0, contredisant le fait que
V0,an est anisotrope. Par conséquent, on a
min(valE(h(2v1)), valE(h(2v2))) > valE(h(v1 + v2)) = valE(h(v)) > valE(ν0)− 1
d’où v1, v2 ∈
1
2R0,an.
(3) Il existe g ∈ G0(F ) tel que gv = λ1u1 + λ−1u−1 + van avec van ∈ V0,an,
valE(λ1) = inf
(
valE(λ1), valE(λ−1), valRan,0(van)
)
et ||g|| 6 |2|−1E
D’après (1), on peut supposer que v = λ1u1 + λ−1u−1 + van et quitte à appliquer l’élément qui
échange u1 et u−1 et laisse stable l’orthogonal du plan engendré par u1 et u−1, on peut aussi
supposer que valE(λ1) 6 valE(λ−1). Si valE(λ1) 6 valRan,0(van), il n’y a rien à ajouter. Si au
contraire −d = valRan,0(van) < valF (λ1), on considère l’élément g ∈ G0(F ) qui envoie u1 sur
u1, van sur van+π
−d
E u1, u−1 sur u−1−
2πE
−dν0
h(van)
van−
N(πE)
−dν0
h(van)
u1 et qui agit trivialement sur
l’orthogonal de Eu1 + Eu−1 + Evan. Puisque valE(h(van)) 6 −2d+ valE(ν0), on a
g(R0 ∩ (Eu1 + Eu−1 + Evan)) = R0 ∩ (Eu1 + Eu−1 + Evan)
D’après (2) on a donc ||g|| 6 |2|−1E . Toujours en utilisant l’inégalité valE(h(van)) 6 −2d +
valE(ν0), on vérifie aisément que gv est bien de la forme désirée.
(4) Il existe g ∈ G0(F ) tel que gv ∈ Eu1 +Eu−1 et ||g|| 6 |πE|−1E |2|
−4
E .
D’après (3) on peut supposer que v = λ1u1 + λ−1u−1 + van avec van ∈ V0,an, valE(λ1) =
inf(valE(λ1), valE(λ−1), valRan(van)) et montrer le résultat avec un facteur 2 de moins. Soit
g ∈ G0(F ) l’élément qui agit ainsi sur u±1 et van :
u−1 7→ u−1, u1 7→ u1 −
1
λ1
van −
h(van)
4ν0N(λ1)
u−1
van 7→ van +
h(van)
2λ1ν0
u−1
et agit trivialement sur l’orthogonal de Eu1+Eu−1+Evan. Alors gv est bien de la forme désirée
et d’après (2) on a
valR0(g) 6 inf(0, valRan,0(van)− valE(λ1), valE(h(van))− valE(4ν0N(λ1)),
valE(h(van))− valE(2λ1ν0)− valRan,0(van))− valE(2)
Puisque valE(h(van)) > 2valRan,0(van) + valE(ν0)− 1, on a valR0(g) > −1− 3valE(2).
Supposons maintenant que h(v) = ν0.
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(5) Il existe g ∈ G0(F ) et λ ∈ OE − {0} tels que gv = λu1 +
ν0
2 λ
−1
u−1 et ||g|| 6 |πE|−1E |2|
−5
E .
D’après (4), on sait qu’il existe g′ ∈ G0(F ) de sorte que g′v = λu1 + µu−1 et ||g′|| 6
|πE |
−1
E |2|
−4
E . Quitte à multiplier g
′ à gauche par l’élément qui échange u1 et u−1 et agit tri-
vialement sur l’orthogonal du plan engendré par ces deux derniers, on peut supposer que
val(µ) > val(λ). Soit u =
ν0
2N(λ)
−
µ
λ
. On a
µ
λ
∈ OE et ν0 = h(g
′v) = Tr(λµ) d’où
valE(ν0) > valE(λ) + valE(µ) > 2valE(λ) = valE(N(λ)). Par conséquent u ∈
1
2OE . On vé-
rifie facilement que Tr(u) = 0. Soit g′′ ∈ G0(F ) l’élément qui envoie u1 sur u1+uu−1 et qui agit
trivialement sur l’orthogonal de u−1. C’est bien un élément de G0(F ) car Tr(u) = 0 et d’après ce
que l’on vient de voir ||g′′|| 6 |2|−1E . On a alors g
′′g′v = λu−1+λ
−1 ν0
2 u1 et ||g
′′g′|| 6 |πE |−1E |2|
−5
E .
On peut maintenant terminer la preuve du lemme. Soient v et v′ comme dans le lemme. Il
existe g1, g2 ∈ G0(F ) et λ1, λ2 ∈ OE − {0} vérifiant
– ||g1||, ||g2|| 6 |πE |
−1
E |2|
−5
E
– g1v = λ1u1 +
ν0
2 λ1
−1
u−1 et g2v′ = λ2u1 + ν02 λ2
−1
u−1
Il existe un entier N0 tel que
|valR0(gv0)− valR0(v0)| 6 −valR0(g) +N0
pour tout g ∈ G0(F ) et pour tout v0 ∈ V0. Puisque valR0(g1v) = −valE(λ1) − valE(2) et
valR0(g2v
′) = −valE(λ2)− valE(2) et que valR0(v) = valR0(v′), on a
|valE(λ1)− valE(λ2)| 6 2 + 10valE(2) + 2N0
Soit a l’élément de G0(F ) qui envoie u1 sur
λ2
λ1
u1, u−1 sur
λ1
λ2
u−1 et qui agit trivialement sur
l’orthogonal de Eu1 + Eu−1. On a alors ag1v = g2v′. D’où g−12 ag1v = v
′ et ||g−12 ag1|| est borné
par une constante. 
Supposons l > 1. Pour tout λ ∈ E×, on note a(λ) l’élément de G0(F ) qui envoie u1 sur λu1,
u−1 sur λ
−1
u−1 et qui agit trivialement sur l’orthogonal de Eu1+Eu−1. Soit R♯,H un OE-réseau
de l’orthogonal de Ew1 ⊕ . . .⊕Ewl dans W . On pose alors R1 = OEw1 ⊕ . . .⊕OEwl ⊕R♯,H et
R2 = OEw2 ⊕ . . . ⊕OEwl ⊕R♯,H .
Lemme 11.0.3 Supposons l > 1. Il existe un sous-ensemble compact C2 de G0(F ) et une
constante c0 > 0 vérifiant la propriété suivante
Pour tout h ∈ H(F ) et tout λ ∈ OE − {0}, il existe h
′ ∈ h(a(λ)C2a(λ)−1 ∩H(F )) tel que
valR1(h
′) > valR1(h
′w1)− valE(λ)− c0
Preuve :Soit e1, . . . , et une base orthogonale du OE-module R2. Il existe un entier strictement
positif α vérifiant les deux propriétés suivantes
–
h(ei)
h(w1)
∈ p−αE , pour i = 1, . . . , t ;
– pour tout entier k > 0 et pour tout x ∈ (1 + pk+αE ) ∩ OF , il existe y ∈ 1 + p
k
E tel que
N(y) = x.
Pour i = 1, . . . , t et λ ∈ OE −{0}, on considère l’élément γi(λ) ∈ H(F ) qui agit trivialement
sur (Ew1 + Eei)
⊥ et qui agit de la façon suivante sur w1 et ei
w1 7→ aw1 + λπ
α
Eei
ei 7→
h(ei)
h(w1)
λπαEw1 − aei
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où a ∈ 1 + λ2OE est tel que N(a) = 1 − N(λπ
α
E)
h(ei)
h(w1)
. Alors γi(λ) laisse stable OEw1 ⊕ R2
donc reste dans un compact indépendant de i et de λ. Vérifions que a(λ)−1γi(λ)a(λ) reste aussi
dans un compact. Cet élément envoie u−1 sur
λ
−1
a(λ)−1γi(λ)u−1 = λ
−1
a(λ)−1(w0 − γi(λ)w1) = u−1 + λ
−1
a(λ)−1(w1 − γi(λ)w1)
Mais w1 − γi(λ)w1 est dans λ
2OEw1 ⊕ R2. Ainsi a(λ)
−1γi(λ)a(λ)u−1 ∈ 12OEu−1 + R1. On
montre de la même façon que a(λ)−1γi(λ)a(λ)u1 reste borné. Enfin, puisque a(λ)−1γi(λ)a(λ)ei =
a(λ)−1γi(λ)ei et que γi(λ)ei ∈ λOEw1 +R2, a(λ)−1γi(λ)a(λ)ei reste aussi borné.
Soit C2 un sous-ensemble compact de G0(F ) qui contient tout les a(λ)
−1γi(λ)a(λ) pour tout
i = 1, . . . , t et pour tout λ ∈ OE − {0}. Puisque les γi(λ) sont bornés il existe une constante
c1 > 0 telle que pour tout h ∈ H(F ), pour tout i = 1, . . . , t et pour tout λ ∈ OE − {0} on ait
valR1(hγi(λ)) > valR1(h)− c1
On a valR1(hγi(λ)w1) = inf(valR1(hw1), valE(λ) + α + valR1(hei)). Puisque valR1(h) =
inf(valR1(hw1), valR1(he1), . . . , valR1(het)), on a
infi=1,...,t(valR1(hγi(λ)w1)) 6 valE(λ)+α+valR1(h) 6 valE(λ)+α+c1+infi=1,...,tvalR1(hγi(λ))
Pour obtenir le lemme, il suffit donc de prendre c = α+c1 et pour h ∈ H(F ) et λ ∈ OE−{0}
de choisir h′ = hγj(λ) où j est tel que infi=1,...,t(valR1(hγi(λ)w1)) = valR1(hγj(λ)w1) 
Proposition 11.0.1 Il existe des sous-ensembles compacts C0 ⊂ G0(F ) et CH ⊂ H(F ) tels que
G0(F ) = CHA
+
HA
+
0 C0
Preuve : On démontre le résultat par récurrence sur l. Si l = 0, c’est vrai car G0(F ) est
compact. On peut donc supposer que l > 1. Le lemme 11.0.2 nous fournit un compact C1 ⊂
G0(F ). Le lemme 11.0.3 nous fournit un compact C2 ⊂ G0(F ) ainsi qu’une constante c0. Posons
C = C−12 .C1. Soit g ∈ G0(F ). D’après le lemme 11.0.2, il existe k1 ∈ C1 et λ ∈ OE − {0} tels
que
k1g
−1v0 = a(λ)−1v0
c’est-à-dire g ∈ H(F )a(λ)k1. En utilisant le lemme 11.0.3, on voit qu’il existe k2 ∈ C2, λ ∈
OE − {0} et h ∈ H(F ) tels que
g = ha(λ)k−12 k1 et
(1) valR1(h) > valR1(hw1)− valE(λ)− c0
Posons k = k−12 k1 ∈ C. Soit H
′ le groupe unitaire de W ′ = (Ew0 ⊕ Ew1)⊥, PH′ le sous-
groupe parabolique qui conserve le drapeau Eu2 ⊂ . . . ⊂ Eu2 ⊕ . . .⊕Eur, AH′ le tore maximal
déployé qui conserve les droites Eui (i = ±2, . . . ,±r0) et A
+
H′ le sous-ensemble de AH′(F ) des
éléments positifs pour PH′ . Par hypothèse de récurrence, il existe des sous-ensembles compacts
C♯H ⊂ H(F ) et C
♯
H′ ⊂ H
′(F ) tels que H(F ) = C♯HA
+
HA
+
H′C
♯
H′ . Suivant cette décomposition,
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on peut écrire h = k♯1aHaH′k
♯
2. On a alors g = k
♯
1aHaH′a(λ)k
♯
2k. On a bien aH′a(λ) ∈ A0(F )
mais rien n’assure qu’il soit dans la chambre positive pour P0. On va utiliser l’inégalité (1) pour
vérifier que aH′a(λ) est bien dans A
+
0 modulo un sous-ensemble fini.
Soit aH′,2 la valeur propre de aH′ agissant sur u2. Il s’agit de vérifier que valE(aH′,2)−valE(λ)
est borné par une constante. Il existe des constantes positives c1, c2, c3 et c4 telles que
– valR2(k
♯) > −c1 pour tout k
♯ ∈ C♯H′
– valR1(h
−1) > valR1(h)− c2 pour tout h ∈ H(F )
– valR1(hk
♯) > valR1(h)− c3 pour tout h ∈ H(F ) et k
♯ ∈ C♯H
– valR1(hw1) > −valE(aH,1)− c4 si h = k
♯aHh
′ avec k♯ ∈ C♯H , aH ∈ AH(F )
+ et h′ ∈ H ′(F )
et où on a noté aH,1 la valeur propre de aH agissant sur u
′
1.
On a alors
−valE(aH′,2) = valR1(a
−1
H′w2) + valE(2) > valR2((k
♯
2)
−1a−1H′w2)− c1
= valR1((k
♯
2)
−1a−1H′u
′
1 − w1)− c1
= valR1(h
−1k♯1aHu
′
1 −w1)− c1
> inf
(
0, valR1(h
−1k♯1aHu
′
1)
)
− c1
et
valR1(h
−1k♯1aHu
′
1) = valE(aH,1) + valR1(h
−1k♯1u
′
1)
> valE(aH,1) + valR1(h) − c2 − c3
> valE(aH,1) + valR1(hw1)− valE(λ)− c0 − c2 − c3
> −valE(λ)− c0 − c2 − c3 − c4
On en déduit que −valE(aH′,2) > −valE(λ)− c0 − c1 − c2 − c3 − c4 ce qu’il nous fallait. 
On aura aussi besoin du lemme suivant
Lemme 11.0.4 Soient C0 ⊂ G0(F ) et CH ⊂ H(F ) deux compacts-ouverts vérifiant
G0(F ) = CHA
+
HA
+
0 C0
On a les majorations suivantes
1. ΞG0(aHa0) << Ξ
G0(aH)Ξ
G0(a0) pour tous a0 ∈ A
+
0 , aH ∈ A
+
H
2. mes(CHaHa0C0) << δPH (aH)
−1δP0(a0)−1 pour tous a0 ∈ A
+
0 , aH ∈ A
+
H
3. σ(a0) << σ(a0aH) pour tous a0 ∈ A
+
0 , aH ∈ A
+
H
Preuve : 1)Soient K1 ⊂ P 0(F ) et K2 ⊂ PH(F ) deux sous-groupes ouverts vérifiant
– K1 ⊂ a0K1a
−1
0 pour tout a0 ∈ A
+
0 ;
– K2 ⊂ a
−1
H K2aH pour tout aH ∈ A
+
H ;
– ΞG0 est biinvariant par K1 et K2.
On a alors pour tous a0 ∈ A
+
0 , aH ∈ A
+
H et pour tout (k1, k2) ∈ K1 ×K2
ΞG0(aHa0) = Ξ
G0(aHk2k1a0)
D’après le lemme 11.0.1, K2K1 contient un sous-groupe ouvert K3 de G0(F ). On a alors
ΞG0(aHa0) = mes(K3)
−1
∫
K3
ΞG0(aHk3a0)dk3
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Or, on a
∫
K3
ΞG0(gk3g
′)dk3 << ΞG0(g)ΞG0(g′) pour tous g, g′ ∈ G0(F ). On obtient ainsi la
première partie du lemme.
2) Soient K1 ⊂ G0(F ) et K2 ⊂ H(F ) deux sous-groupes compacts-ouverts tels que
K2K1 ⊂ a
−1
H CHaHa0C0a
−1
0
pour tous a0 ∈ A
+
0 , aH ∈ A
+
H (de tels sous-groupes existent d’après le lemme 11.0.1). Soient
a0 ∈ A
+
0 , aH ∈ A
+
H , on a alors mes (CHaHa0C0) = mes ((CHaHK2)(K1a0C0)). L’ensemble
CHaHK2 est union demes(CHaHK2)mes(K2)
−1 classes à gauche pourK2 et l’ensemble K1a0C0
est union de mes(K1a0C0)mes(K1)
−1 classes à droite pour K1. On en déduit que
mes ((CHaHK2)(K1a0C0)) 6 mes(CHaHK2)mes(K1a0C0)mes(K1)
−1mes(K2)−1mes(K2K1)
Puisquemes(CHaHK2) << δPW (aH)
−1 etmes(K1a0C0) << δP0(a0)−1 pour tous aH ∈ A
+
H , a0 ∈
A+0 on a bien 2)
3) Il existe une constante c1 telle que valR0(g) 6 valR0(g
−1v0)+ c1 pour tout g ∈ G0(F ). On
a donc valR0(aHa0) 6 valR0(a
−1
0 v0) + c1 pour tous a0 ∈ A
+
0 , aH ∈ A
+
H . Pour tout a0 ∈ A0(F ),
notons a0,1 la valeur propre de a0 agissant sur u1. On a alors valR0(a
−1
0 v0) = −valE(a0,1) +
valE(2) et valR0(a0) = −valE(a0,1) pour tout a0 ∈ A
+
0 . Le résultat découle alors de ce que
sup (1,−valR0(g)) << σ(g) << sup (1,−valR0(g))
pour tout g ∈ G(F ) 
12 Majorations d’intégrales cas r=0
Lemme 12.0.5 Il existe ǫ > 0 tel que ΞG0(h) << exp(−ǫσ(h))ΞH(h) pour tout h ∈ H(F ).
Preuve : Soient (z±i)16i6r0 et (z±i)16i6r1 des familles hyperboliques maximales de V0 et W
respectivement. On a r0 > r1. Soit PG0 le sous-groupe parabolique minimal de G0 qui conserve
le drapeau
Ez1 ⊂ . . . ⊂ Ez1 ⊕ . . .⊕ Ezr0
Soit A0,G0 le tore des éléments qui stabilisent les droites Ezi pour i = ±1, . . . ,±r0 et qui
agissent trivialement sur l’orthogonal de l’espace engendré par ces droites. Soit A+0,G0 l’ensemble
des éléments de A0,G0(F ) qui contractent PG0(F ). Posons A
+
0,H = A
+
0,G0
∩H(F ). D’après Bruhat-
Tits, il existe un sous-ensemble compact Γ ⊂ H(F ) tel que H(F ) = ΓA+0,HΓ. On peut donc se
contenter de montrer le lemme pour h = a ∈ A+0,H . Pour un tel a, on note ai la valeur propre
de a agissant sur zi pour i = ±1, . . . ,±r1. D’après le lemme II.1.1 de [W3] il existe un réel d tel
que
ΞG0(a) << δPG0 (a)
1/2σ(a)d pour tout a ∈ A+0,G0 . Un simple calcul montre que l’on a
δPG0 (a) = |a1|
dV −1
E |a2|
dV −3
E . . . |ar1 |
dV +1−2r1
E
et
δP0,H (a) = |a1|
dW−1
E |a2|
dW−3
E . . . |ar1 |
dW+1−2r1
E
66
On a donc δPG0 (a) = δP0,H (a)(|a1|E . . . |ar1 |E). On en déduit qu’il existe ǫ > 0 tel que
ΞG0(a)1/2 << δP0,H (a)
1/2exp(−ǫσ(a))
pour tout a ∈ A+0,H . D’après le lemme II.1.1 de [W3] on a aussi δP0,H (a)
1/2 << ΞH(a) pour tout
a ∈ A+0,H . Le lemme en découle 
On reprend les notations de la section 11 : P0, PH , A0, AH , A
+
0 , A
+
H . Soient C0 ⊂ G0(F ) et
CH ⊂ H(F ) des sous-ensembles compacts-ouverts tels que
G0(F ) = CHA
+
HA
+
0 C0
(une telle décomposition existe d’après la proposition 11.0.1). Soient A10 et A
1
H les sous-groupes
compacts maximaux de A0(F ) et AH(F ) respectivement. On peut toujours supposer que A
1
0C0 =
C0 et CHA
1
H = CH . Posons Λ
+
0 = A
+
0 /A
1
0 et Λ
+
H = A
+
H/A
1
H . On identifie Λ
+
0 et Λ
+
H à des sous-
ensembles de A0(F ) et AH(F ) via des sections. On a alors
G0(F ) = CHΛ
+
HΛ
+
0 C0
Pour toute fonction f mesurable à valeurs positives sur G0(F ) on a
(1)
∫
G0(F )
f(g)dg 6
∑
aH∈Λ+H ,a0∈Λ+0
∫
CHaHa0C0
f(g)dg
Lemme 12.0.6 Soient D un réel, N > 1 un entier et g0 ∈ G0(F ) alors l’intégrale
χ(g0, N,D) =
∫
G0(F )
ΞG0(g−10 g)Ξ
G0(g)κN (g)σ(g)
Ddg
est convergente. De plus, à D fixé, il existe un réel R tel que
χ(g0, N,D) << Ξ
G0(g0)σ(g0)
RNR
pour tous g0 ∈ G0(F ) et N > 1.
Preuve :
On fixe le réel D. Introduisons un paramètre auxiliaire δ > 0 que l’on précisera plus tard.
On a
χ(g0, N,D) = χ6δN (g0, N,D) + χ>δN (g0, N,D)
où on a posé
χ6δN (g0, N,D) =
∫
G0(F )
1σ6δN (g)Ξ
G0(g−10 g)Ξ
G0(g)κN (g)σ(g)
Ddg
et
χ>δN (g0, N,D) =
∫
G0(F )
1σ>δN (g)Ξ
G0(g−10 g)Ξ
G0(g)κN (g)σ(g)
Ddg
Pour tout réel D1 on a
χ6δN (g0, N,D) 6 (δN)
D1
∫
G0(F )
ΞG0(g−10 g)Ξ
G0(g)σ(g)D−D1dg
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Si D1 est assez grand, l’intégrale précédente est convergente. Fixons un tel D1. En introdui-
sant une intégrale intérieure sur un sous-groupe compact-ouvert de G0(F ), on voit qu’elle est
essentiellement majorée par ΞG0(g0) pour tout g0 ∈ G0(F ). On a donc une majoration
(2) χ6δN (g0, N,D) << (δN)
D1ΞG0(g0)
pour tous g0 ∈ G0(F ), N > 1, δ > 0. Majorons à présent χ>δN (g0, N,D). Il existe un réel α > 0
tel que l’on ait la majoration ΞG0(g′−1g) << exp(ασ(g′))ΞG0(g) pour tous g, g′ ∈ G0(F ). On a
par conséquent
χ>δN (g0, N,D) << exp(ασ(g0))
∫
G0(F )
1σ>δN (g)Ξ
G0(g)2κN (g)σ(g)
Ddg
pour tous g0 ∈ G0(F ), N > 1, δ > 0. Il existe un réel c1 > 0 telle que pour tous kH ∈ CH , k0 ∈
C0, aH ∈ A
+
H , a0 ∈ A
+
0 on ait σ(kHaHa0k0) 6 c1 + σ(aH) + σ(a0). Il existe aussi une constante
c2 > 0 telle que pour tous kH ∈ CH , k0 ∈ C0, aH ∈ A
+
H , a0 ∈ A
+
0 et pour tout N > 1 on ait
κN (kHaHa0k0) = 1 ⇒ valE(a0,1) 6 c2N où a0,1 désigne la valeur propre de a0 agissant sur
u1. Puisque σ(a0) << sup(1, valE(a0,1)) pour tout a0 ∈ A
+
0 , quitte à agrandir la constante c2
on peut remplacer valE(a0,1) par σ(a0) dans l’inégalité précédente. D’après le lemme 11.0.4 et
l’inégalité (1), on a donc
∫
G0(F )
1σ>δN (g)Ξ
G0(g)2κN (g)σ(g)
Ddg <<
 ∑
a0∈Λ+0 ,σ(a0)6c2N
ΞG0(a0)
2δP0(a0)
−1σ(a0)D
×
 ∑
aH∈Λ+H
1σ>(δ−c2)N−c1(aH)Ξ
G0(aH)
2δPH (aH)
−1σ(aH)D

Il existe des réels D2 et ǫ > 0 tels que l’on ait les majorations Ξ
G0(a0)
2 << δP0(a0)σ(a0)
D2 ,
ΞH(aH)
2 << δPH (aH)σ(aH)
D2 et ΞG0(h) << exp(−ǫσ(h))ΞH (h) pour tous a0 ∈ A
+
0 , aH ∈
A+H , h ∈ H(F ). Le terme χ>δN (g0, N,D) est donc essentiellement majoré par le produit de
exp(ασ(g0)) et des deux sommes ∑
a0∈Λ+0 ,σ(a0)6c2N
σ(a0)
D+D2
et ∑
aH∈Λ+H ,σ(aH )>(δ−c2)N−c1
exp(−ǫσ(aH))σ(aH)
D+D2
La première somme est essentiellement majorée par une puissance de N et la deuxième par
exp(−ǫ′(δ− c2)N) pour un certain ǫ′ > 0 qui ne dépend que de ǫ. Rassemblant cette majoration
avec la majoration (2), on obtient
χ(g0, N,D) << (δN)
D1ΞG0(g0) + exp(ασ(g0))N
D3exp(−ǫ′(δ − c2)N)
pour tous g0 ∈ G0(F ), N > 1, δ > 0 (et pour un certain D3 > 0). On vérifie qu’il existe un
réel β > 0 tel que exp(−βσ(g)) << ΞG0(g) pour tout g ∈ G0(F ). Il suffit alors de prendre
δ =
(α+ β)σ(g0)
ǫ′N
+ c2 pour obtenir la majoration du lemme 
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Lemme 12.0.7 Pour tout réel D, l’intégrale∫
H(F )
ΞH(h)ΞG0(h)σ(h)Ddh
est convergente.
Preuve : D’après le lemme 12.0.5 pour tout d > 0 on a une majoration
ΞG0(h) << ΞH(h)σ(h)−d
pour tout h ∈ H(F ). Et d’après le lemme II.1.5 de [W3], pour d assez grand l’intégrale∫
H(F )
ΞH(h)2σ(h)D−ddh converge. 
Lemme 12.0.8 Pour tout réel D, l’intégrale∫
H(F )
∫
H(F )
ΞG0(h)ΞH(h′h)ΞG0(h′)σ(h)Dσ(h′)Ddhdh′
est convergente
Preuve : Soit KH un sous-groupe compact-ouvert de H(F ). On a des majorations∫
KH
ΞH(h′kh)dk << ΞH(h′)ΞH(h), σ(kHh) << σ(h) et ΞG0(kHh) << ΞG0(h) pour tous h, h′ ∈
H(F ) et pour tout kH ∈ KH . Par conséquent, en introduisant une intégrale intérieure sur KH ,
l’intégrale de l’énoncé est majorée par une constante fois le carré de l’intégrale suivante∫
H(F )
ΞG0(h)ΞH(h)σ(h)Ddh
qui est convergente d’après le lemme précédent. 
Soient D et b > 0 deux réels et N > 1 un entier. Posons
I1(N,D) =
∫
G0(F )
∫
H(F )
ΞH(h)ΞG0(g)ΞG0(h−1g)κN (g)σ(h)Dσ(g)Ddhdg
et
I1(N,D, b) =
∫
G0(F )
∫
H(F )
1σ>b(h)Ξ
H(h)ΞG0(g)ΞG0(h−1g)κN (g)σ(h)Dσ(g)Ddhdg
Lemme 12.0.9 Ces deux expressions sont convergentes. A D fixé, il existe des réels R et ǫ > 0
tels que
1. I1(N,D) << NR pour tout N > 1
2. I1(N,D, b) << NRexp(−ǫb) pour tout N > 1 et pour tout b > 0
Preuve : Fixons un réel D. D’après les lemmes 12.0.5 et 12.0.6, il existe un réel R > 0 et
ǫ1 > 0 tels que
I1(N,D) << NR
∫
H(F )
ΞH(h)2exp(−ǫ1σ(h))σ(h)
Ddh
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et
I1(N,D, b) << NR
∫
H(F )
1σ>b(h)Ξ
H(h)2exp(−ǫ1σ(h))σ(h)
Ddh
pour toutN > 1 et pour tout b > 0. Pour tout ǫ′ > 0, l’intégrale
∫
H(F )
ΞH(h)2exp(−ǫ′σ(h))σ(h)Ddh
est convergente. On en déduit la première majoration de l’énoncé. Pour h ∈ H(F ) tel que
σ(h) > b on a exp(−ǫ1σ(h)) 6 exp(−ǫ1b/2)exp(−ǫ1σ(h)/2). On en déduit la deuxième majora-
tion de l’énoncé avec ǫ = ǫ1/2 
13 Majorations d’intégrales cas général
Pour N > 1 un entier et D un réel, on pose
I(N,D) =
∫
G(F )
ΞG(g)2κN (g)σ(g)
Ddg
Proposition 13.0.2 Cette intégrale est convergente et le réel D étant fixé, il existe un réel R
tel que
I(N,D) << NR
pour tout N > 1.
Preuve : Fixons le réel D. Les fonctions ΞG, κN et σ étant invariantes à droite par K et la
fonction κN étant invariante à gauche par U(F ), on a
I(N,D) =
∫
M(F )
κN (m)
∫
U(F )
ΞG(mu)2σ(mu)Ddudm
D’après la proposition 2.1.1, il existe un réel D′ tel que I(N,D) soit essentiellement majorée
par ∫
M(F )
ΞM(m)2κN (m)σ(m)
D′dm
pour tout N > 1. On a M(F ) = A(F )×G0(F ) et
κN (m) = κN (a)κN (g0), σ(m) << σ(a)σ(g0), Ξ
M(m) = ΞG0(g0)
pour tout m = ag0 ∈ M(F ) = A(F )G0(F ). L’intégrale précédente est donc essentiellement
majorée par ∫
A(F )
κN (a)σ(a)
D′da
∫
G0(F )
ΞG0(g0)
2κN (g0)σ(g0)
D′dg0
pour tout N > 1. D’après le lemme 12.0.6, l’intégrale sur G0(F ) est essentiellement bornée par
une puissance de N et il n’est pas difficile de vérifier qu’il en va de même de l’intégrale sur A(F ).

Soit c > 0 un nombre réel. On définit U(F )c comme l’ensemble des éléments u ∈ U(F ) qui
vérifient valF (Tr(h(uvi, v−i−1))) > −c pour i = 0, . . . , r − 1. Pour c > 0 un réel et n ∈ N, on
pose
An,c = {u ∈ U(F )c; q
−n−1 < ΞM (mP (u))δP (mP (u))
1/2
6 q−n}
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Lemme 13.0.10 Il existe des réels ǫ > 0 et α > 0 tels que l’on ait la majoration
mes(An,c) << q
n(1−ǫ)+αc
pour tout c > 0 et tout n ∈ N
Preuve : Si V0 est anisotrope, c’est le corollaire 2.4.1 appliqué à Q = P , à un certain sous-
groupe parabolique minimal Pmin de G tel que P soit antistandard et à certaines formes linéaires
lα, α ∈ ∆. Si V0 n’est pas anisotrope, les résultats de la section 2.4 ne peuvent pas s’appliquer
directement. On peut alors trouver deux vecteurs isotropes e1, e−1 ∈ V0 vérifiant v0 = e1 + e−1
et h(e1, e−1) = ν0/2. Fixons deux tels éléments e1, e−1. Pour c > 0 on définit U(F )′c comme
l’ensemble des éléments u ∈ U(F ) qui vérifient valF (Tr(h(uvi, v−i−1))) > −c pour i = 1, . . . , r−
1 et valF (Tr(h(ue1, v−1))) > −c. Alors les résultats du paragraphe 2.4 s’appliquent à U(F )′c.
En particulier, il existe des nombres réels ǫ1 > 0 et α1 > 0 de sorte que l’on ait une majoration
mes{u ∈ U(F )′c; q
−n−1 < ΞM (mP (u))δP (mP (u))
1/2
6 q−n} << qn(1−ǫ1)+α1c
pour tout c > 0 et pour tout n ∈ N. Soit δ > 0 un réel que l’on précisera plus tard. On a pour
tout n ∈ N et tout c > 0
An,c = (An,c ∩ U(F )
′
δn) ⊔ (An,c\U(F )
′
δn)
D’après ce qui précède, la mesure de An,c∩U(F )
′
δn est essentiellement majorée par q
n(1−ǫ1+α1δ).
Soit Bn le sous-ensemble de U(F ) des éléments u qui vérifient q
−n−1 < ΞM (mP (u))δP (mP (u))
1/2 6
q−n. On a alors
mes(An,c\U(F )
′
δn) =
∫
U(F )
1Bn(u)1U(F )c\U(F )′δn(u)du
Pour λ ∈ O×F , soit a(λ) l’élément de G0(F ) qui envoie e1 sur λe1, e−1 sur λ
−1e−1 et qui agit
trivialement sur l’orthogonal de Ee1 ⊕ Ee−1 dans V0. La conjugaison par a(λ) pour λ ∈ O×F
laisse stable U(F ) et ne change pas la mesure. Par conséquent on a
mes(An,c\U(F )
′
δn) =
∫
O×F
∫
U(F )
1Bn(a(λ)ua(λ)
−1)1U(F )c\U(F )′δn(a(λ)ua(λ)
−1)dudλ
où dλ est la mesure de Haar sur O×F qui donne une mesure totale de 1. On ne perd rien à
supposer que les a(λ) pour λ ∈ O×F sont dans le sous-groupe compact spécial de G(F ) qui
permet de définir les éléments mP et qu’ils laissent stable Ξ
M par translation à gauche. On a
alors 1Bn(a(λ)ua(λ)
−1) = 1Bn(u) pour tous u ∈ U(F ), λ ∈ O
×
F . On en déduit que
mes(An,c\U(F )
′
δn) =
∫
U(F )
1Bn(u)
∫
O×F
1U(F )c\U(F )′δn(a(λ)ua(λ)
−1)dλdu
Soit u ∈ U(F ) et posons u1 = Tr(h(ue1, v−1)) et u−1 = Tr(h(ue−1, v−1)). Si l’intégrale
intérieure est non nulle, on a valF (u1) < −δn. Supposons que ce soit le cas. On a alors l’égalité∫
O×F
1U(F )c\U(F )′δn(a(λ)ua(λ)
−1)dλ =
∫
O×F
1valF>−c(λ
−1u1 + λu−1)dλ
On vérifie aisément que l’intégrale précédente est essentiellement majorée par qvalF (u1)+c
pour tous c > 0, u1, u−1 ∈ F×. On en déduit que mes(An,c\U(F )′δn) est essentiellement majorée
par mes(Bn)q
−δn+c. D’après les lemmes II.3.4 et II.4.3 de [W3] alliés au fait que la fonction ΞM
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est bornée par 1, il existe un entier d tel que l’on ait une majoration mes(Bn) << n
dqn pour
tout n ∈ N. Pour δ qui vérifie 0 < δ < ǫ1/α1 on obtient le résultat du lemme en sommant les
majorations obtenues pour mes(An,c ∩ U(F )
′
δn) et mes(An,c\U(F )
′
δn) 
Lemme 13.0.11 Il existe un réel ǫ1 > 0 tel que pour tous réels ǫ0, c, C vérifiant c > 0, C > 0 et
ǫ0 < ǫ1, l’intégrale ∫
U(F )c
1σ>C(u)Ξ
M (mP (u))δP (mP (u))
1/2exp(ǫ0σ(u))du
est convergente. De plus, il existe un réel α > 0 tel que cette intégrale soit essentiellement majorée
par exp(−(ǫ1 − ǫ0)C + αc) pour tout c > 0 pour tout C > 0 et pour tout ǫ0 < ǫ1.
Preuve : D’après le lemme II.3.4 de [W3] et puisque la fonction ΞM est bornée, il existe
deux réels c1, c2 > 0 tels que Ξ
M (mP (u))δP (u)
1/2 6 c1exp(−c2σ(u)) pour tout u ∈ U(F ). La
convergence et la majoration de l’énoncé sont alors des conséquences faciles du lemme précédent :
il suffit de découper l’intégrale en un somme d’intégrales sur les An,c pour n > 0, de remarquer
que les termes de la somme pour n 6 c2C − log(c1) − 1 sont nuls et de majorer σ(u) par
n+ 1 + log(c1)
c2
pour u ∈ An,c 
Pour D, c > 0 deux réels et m ∈M(F ). Posons
X(c,D,m) =
∫
U(F )c
ΞG(um)σ(u)Ddu
Proposition 13.0.3 L’intégrale précédente est toujours convergente et à D fixé, il existe un réel
R tel que l’on ait la majoration
X(c,D,m) << cRΞM(m)δP (m)
1/2σ(m)R
pour tout m ∈M(F ) et pour tout c > 1.
Preuve : Fixons un réel D. Introduisons un paramètre auxiliaire b > 0 que l’on précisera plus
tard. On a X(c,D,m) = X6b(c,D,m) +X>b(c,D,m) où
X6b(c,D,m) =
∫
U(F )c
1σ6b(u)Ξ
G(um)σ(u)Ddu
et
X>b(c,D,m) =
∫
U(F )c
1σ>b(u)Ξ
G(um)σ(u)Ddu
Pour tout réel D′ on a
X6b(c,D,m) 6 b
D′
∫
U(F )
ΞG(um)σ(u)D−D
′
du
D’après la proposition II.4.5 de [W3], si D′ est assez grand, l’intégrale précédente est essen-
tiellement majorée par δP (m)
1/2ΞM(m) pour tout m ∈ M(F ). Fixons un tel D′. Il existe un
réel β > 0 tel que l’on ait la majoration ΞG(gg′) << ΞG(g)exp(βσ(g′)) pour tous g, g′ ∈ G(F ).
On en déduit la majoration
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X>b(c,D,m) << exp(βσ(m))
∫
U(F )c
1σ>b(u)Ξ
G(u)σ(u)Ddu
pour tout m ∈M(F ) pour tout c > 0 et pour tout b > 0. D’après [W3], lemmes II.1.1 et II.3.2,
il existe un réel D′′ tel que
ΞG(g) << ΞM (mP (g))δP (mP (g))
1/2σ(g)D
′′
pour tout g ∈ G(F ). On en déduit que
X>b(c,D,m) << exp(βσ(m))
∫
U(F )c
1σ>b(u)Ξ
M (mP (u))δP (mP (u))
1/2σ(u)D+D
′′
du
pour tout m ∈ M(F ) pour tout c > 0 et pour tout b > 0. D’après le lemme précédent, il
existe deux réels ǫ > 0 et α > 0 tels que l’intégrale précédente soit essentiellement majo-
rée par exp(−ǫb + αc) pour tous b, c > 0. Il existe un réel γ > 0 tel que exp(−γσ(m)) <<
ΞM (m)δP (m)
1/2 pour tout m ∈M(F ). Il suffit de prendre b =
(β + γ)σ(m) + αc
ǫ
pour obtenir
la majoration de l’énoncé 
Corollaire 13.0.1 Pour tous réels D et c > 0, les intégrales
1. ∫
H(F )U(F )c
ΞH(h)ΞG(hu)σ(hu)Ddudh
2. ∫
H(F )U(F )c
∫
H(F )U(F )c
ΞG(hu)ΞG(h′h)ΞG(h′u′)σ(hu)Dσ(h′u′)Ddu′dh′dudh
sont convergentes.
Preuve : On peut effectuer dans les deux intégrales le changement de variable u 7→ h−1uh.
Puisque la conjugaison par H(F ) préserve U(F )c, on obtient les mêmes intégrales où hu a été
changé en uh. Le point 1. est alors une conséquence de la proposition 13.0.3 et du lemme 12.0.7
et le point 2. une conséquence de la proposition 13.0.3 et du lemme 12.0.8 
Proposition 13.0.4 Soient c > 0 et ǫ > 0 deux réels. Il existe un réel ǫ1 > 0 tel que pour tout
ǫ0 < ǫ1 et pour tout h ∈ H(F ), l’intégrale∫
U(F )c
exp(ǫ0σ(u))Ξ
G(hu)du
soit convergente et que de plus elle soit essentiellement majorée par exp(ǫσ(h))ΞG0(h) pour tout
ǫ0 < ǫ1 et tout h ∈ H(F ).
Preuve : Fixons c > 0 et ǫ > 0 deux réels. Introduisons un paramètre b > 0 que l’on précisera
plus tard. Pour tout réel ǫ0 on a l’égalité∫
U(F )c
exp(ǫ0σ(u))Ξ
G(hu)du =
∫
U(F )c
1σ6b(u)exp(ǫ0σ(u))Ξ
G(hu)du
+
∫
U(F )c
1σ>b(u)exp(ǫ0σ(u))Ξ
G(hu)du
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Notons I6b(ǫ0, h) et I>b(ǫ0, h) la première et la deuxième intégrale qui apparaîssent dans la
somme ci-dessus. Pour tout réel D′ on a une majoration
I6b(ǫ0, h) 6 b
D′exp(ǫ0b)
∫
U(F )
ΞG(hu)σ(u)−D
′
du
D’après la proposition II.4.5 de [W3], pour D′ assez grand l’intégrale précécente est essen-
tiellement majorée par ΞG0(h) pour tout h ∈ H(F ). On fixe un tel D′. Il existe un réel β > 0
tel que ΞG(gg′) << exp(βσ(g))ΞG(g′) pour tous g, g′ ∈ G(F ). On en déduit la majoration
I>b(ǫ0, h) << exp(βσ(h))
∫
U(F )c
1σ>b(u)exp(ǫ0σ(u))Ξ
G(u)du
pour tout ǫ0, pour tout b > 0 et pour tout h ∈ H(F ). D’après [W3], lemmes II.1.1 et II.3.2, il
existe un réel D′′ tel que
ΞG(g) << ΞM (mP (g))δP (mP (g))
1/2σ(g)D
′′
pour tout g ∈ G(F ). On en déduit la majoration
I>b(ǫ0, h) << exp(βσ(h))
∫
U(F )c
1σ>b(u)Ξ
M (mP (u))δP (mP (u))
1/2exp(ǫ0σ(u))σ(u)
D′′du
pour tout ǫ0, pour tout b > 0 et pour tout h ∈ H(F ). D’après le lemme 13.0.11, il existe un réel
ǫ′1 > 0 tel que pour tout réel ǫ0 < ǫ
′
1, l’intégrale précédente sans le σ(u)
D′′ soit convergente et
essentiellement majorée par exp(−(ǫ′1−ǫ0)b) pour tout b > 0 et pour tout ǫ0 < ǫ
′
1. Soit ǫ
′
1 > ǫ2 >
0 un réel, on peut majorer le terme σ(u)D
′′
par une constante multipliée par exp(ǫ2σ(u)). On en
déduit que l’intégrale précédente est convergente pour ǫ0 < ǫ
′
1 − ǫ2 et qu’elle est essentiellement
majorée par exp(−(ǫ′1 − ǫ2 − ǫ0)b) pour tout b > 0 et tout ǫ0 < ǫ
′
1 − ǫ2. En particulier on a la
majoration suivante
I>b(ǫ0, h) << exp(βσ(h))exp(−(ǫ
′
1 − ǫ2)b/2)
pour tout b > 0, pour tout h ∈ H(F ) et pour tout ǫ0 < (ǫ
′
1− ǫ2)/2. Il existe un réel γ > 0 tel que
exp(−γσ(h)) << ΞG0(h) pour tout h ∈ H(F ). Pour b <
ǫσ(h)
ǫ0
, on a la majoration de l’énoncé
pour le terme I6b(ǫ0, h). Pour b >
2(β + γ)
ǫ′1 − ǫ2
σ(h) et ǫ0 < (ǫ
′
1 − ǫ2)/2 on obtient la majoration de
l’énoncé pour le terme I>b(ǫ0, h). On peut trouver un b tel que les trois inégalités précédentes
soient vérifiées si
ǫ0 < min
(
(ǫ′1 − ǫ2)/2, ǫ(ǫ
′
1 − ǫ2)/(2(β + γ))
)
Il suffit donc de prendre ǫ1 = min((ǫ
′
1− ǫ2)/2, ǫ(ǫ
′
1 − ǫ2)/(2(β + γ))) pour obtenir le résultat
de l’énoncé 
Soient D un réel, c et c′ deux entiers tels que c′ > c > 0 et m,m′ ∈M(F ). Posons
X(c,D,m,m′) =
∫
U(F )
∫
U(F )c
ΞG(um)ΞG(vum′)σ(v)Dσ(u)Ddvdu
X(c, c′,D,m,m′) =
∫
U(F )−U(F )c′
∫
U(F )c
ΞG(um)ΞG(vum′)σ(v)Dσ(u)Ddvdu
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Lemme 13.0.12 Les intégrales ci-dessus sont convergentes et à D fixé, il existe un réel R et un
réel ǫ > 0 tels qu’on ait les majorations
1.
X(c,D,m,m′) << cRσ(m)Rσ(m′)RδP (m)1/2δP (m′)1/2ΞM (m)ΞM (m′)
pour tous m,m′ ∈M(F ) et tout c > 1.
2.
X(c, c′,D,m,m′) << exp(−ǫc′)σ(m)Rσ(m′)RδP (m)1/2δP (m′)1/2ΞM(m)ΞM (m′)
pour tous m,m′ ∈M(F ) et tout c′ > c > 1.
Preuve : Pour c ∈ N et x ∈ F on pose valc(x) = min(0, valF (λ) + c). Pour u ∈ U(F )/U(F )c
on définit valc(u) =
r−1∑
i=0
valc(Tr(h(uvi, v−i−1))). Montrons que :
(1) Il existe un réel D1 tel que l’on ait la majoration∫
U(F )c
ΞG(vum)σ(vum)Ddv << (c− valc(u))
D1q
valc(u)
F σ(m)
D1δP (m)
1/2ΞM (m)
pour tout m ∈M(F ), tout c > 1 et tout u ∈ U(F ).
Pour a ∈ A(F )∩K on peut remplacer ΞG(vum) et σ(vum) par ΞG(avuma−1) et σ(avuma−1)
et on peut alors intégrer sur A(F )∩K. Puisque a commute à m et normalise U(F )c, on obtient∫
U(F )c
ΞG(vum)σ(vum)Ddv <<
∫
A(F )∩K
∫
U(F )c
ΞG(vaua−1m)σ(vaua−1m)Ddvda
L’application
A(F ) ∩K → U(F )/U(F )c
a 7→ aua−1
a son image incluse dans U(F )c−valc(u)/U(F )c et son jacobien est borné par q
valc(u)
F . On en
déduit que ∫
U(F )c
ΞG(vum)σ(vum)Ddv << q
valc(u)
F
∫
U(F )c−valc(u)
ΞG(vm)σ(vm)Ddv
La proposition 13.0.3 permet alors d’obtenir la majoration (1).
Dans les expressions définissant X(c,D,m,m′) et X(c′, c,D,m,m′) on peut écrire l’inté-
grale sur U(F ), respectivement sur U(F ) − U(F )c′ , comme une double intégrale sur U(F )c
et sur U(F )/U(F )c, respectivement comme une double intégrale sur U(F )c et sur (U(F ) −
U(F )c′)/U(F )c. D’après (1), on a les majorations
X(c,D,m,m′) <<σ(m)Rσ(m′)RδP (m)1/2δP (m′)1/2ΞM (m)ΞM (m′)∫
U(F )/U(F )c
q
2valc(u)
F (c− valc(u))
D1du
et
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X(c′, c,D,m,m′) << σ(m)Rσ(m′)RδP (m)1/2δP (m′)1/2ΞM (m)ΞM (m′)∫
U(F )−U(F )c′/U(F )c
q
2valc(u)
F (c− valc(u))
D1du
pour tous m,m′ ∈ M(F ) et pour tous c′ > c > 1. Les deux majorations de l’énoncé découlent
alors des majorations suivantes∫
F/p−cF
q
2valc(x)
F (c− valc(x))
D1dx << cD2
et ∫
(F−p−c′F )/p−cF
q
2valc(x)
F (c− valc(x))
D1dx << exp(−ǫc′)
qui sont vérifiées pour certains réels D2 et ǫ > 0 
Soient D,C > 0, c > 0 trois réels et N > 1 un entier. Posons
χ(c, C,N,D) =
∫
M(F )
∫
U(F )c
1σ>C(u)Ξ
M (m)ΞG(um)κN (m)δP (m)
−1/2σ(u)Dσ(m)Ddudm
Lemme 13.0.13 Cette expression est convergente. Le réel D étant fixé, pour tout réel R il existe
un réel β > 0 tel que
χ(c, C,N,D) << exp(−cR)N−R
pour tout c > 0, N > 1 et tout C tel que C > β(log(N) + c).
Preuve : Fixons le réel D. Il existe un réel D′ tel que
ΞG(g) = ΞG(g−1) << ΞM (mP (g
−1))δP (mP (g
−1))1/2σ(g)D
′
pour tout g ∈ G(F ). En particulier on a
ΞG(um) << ΞM(m−1mP (u
−1))δP (m)1/2δP (mP (u
−1))1/2σ(u)D
′
σ(m)D
′
pour tous m ∈M(F ), u ∈ U(F ). En effectuant le changement de variable u 7→ u−1 on en déduit
que χ(c, C,N,D) est essentiellement majoré par
∫
U(F )c
1σ>C(u)δP (mP (u))
1/2σ(u)D+D
′
∫
M(F )
ΞM(m−1mP (u))Ξ
M (m)σ(m)D+D
′
κN (m)dmdu
pour tout c > 0, pour tout C > 0 et pour tout N > 1. Réécrivons l’intégrale sur M(F ) en un
intégrale sur G0(F ) et A(F ). On a la majoration σ(ag0) << σ(a)σ(g0) pour tous a ∈ A(F ), g0 ∈
G0(F ). L’intégrale sur M(F ) est donc essentiellement majorée par le produit des intégrales∫
A(F )
κN (a)σ(a)
D+D′da
et
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∫
G0(F )
ΞG0(g0)Ξ
G0(g−10 g0(mP (u)))σ(g0)
D+D′κN (g0)dg0
où pour m ∈ M(F ) on définit g0(m) comme l’unique élément de G0(F ) tel que mg0(m)
−1 ∈
A(F ). Comme on l’a déjà vu, la première intégrale est essentiellement majorée par NR1 pour un
certain réel R1 > 0. D’après le lemme 12.0.6, il existe un réel R2 tel que la deuxième intégrale
soit essentiellement majorée par NR2ΞG0(g0(mP (u)))σ(g0(mP (u)))
R2 pour tout u ∈ U(F ) et
tout N > 1. On a évidemment ΞG0(g0(mP (u))) = Ξ
M(mP (u)) pour tout u ∈ U(F ). On a aussi
une majoration σ(g0(mP (u))) << σ(u) pour tout u ∈ U(F ). On en déduit que χ(c, C,N,D) est
essentiellement majorée par
NR1+R2
∫
U(F )c
1σ>C(u)δP (mP (u))
1/2ΞM (mP (u))σ(u)
D+D′+R2du
pour tout c > 0, pour tout C > 0 et pour tout N > 1. Il ne reste plus qu’à évoquer le lemme
13.0.11 pour obtenir la majoration de l’énoncé 
Soient D et C deux réels et c, c′, N trois entiers naturels tels que C, c, c′, N > 1. Pour
m ∈M(F ), h ∈ H(F ), u, u′ ∈ U(F ) on pose
φ(m,h, u, u′,D,N) = ΞH(h)ΞG(u′m)ΞG(uhu′m)κN (m)σ(u′)Dσ(u)Dσ(h)Dσ(m)DδP (m)−1
On pose aussi
I(c,N,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )
φ(m,h, u, u′,D,N)du′dudhdm
I(c, c′, N,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )−U(F )c′
φ(m,h, u, u′,D,N)du′dudhdm
I(c, c′, N,C,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )c′
1σ>C(hu)φ(m,h, u, u
′ ,D,N)du′dudhdm
Proposition 13.0.5 Les expressions ci-dessus sont convergentes et à c et D fixés on a les
majorations suivantes
1. Il existe un réel R tel que
I(c,N,D) << NR
pour tout N > 1
2. Pour tout réel R, il existe α > 0 tel que
I(c, c′, N,D) << N−R
pour tout N > 2 et tout c′ > αlog(N)
3. Pour tout réel R, il existe α > 0 tel que
I(c, c′, N,C,D) << N−R
pour tout N > 1, tout c′ > 1 et tout C > α(log(N) + c′)
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Preuve : Effectuons dans la première intégrale le changement de variables u′ 7→ h−1u′h et
majorons σ(h−1u′h) par σ(h)2σ(u′). On reconnaît l’intégrale intérieure sur U(F )c et U(F ) :
c’est X(c,D,m, hm). D’après le 1. du lemme 13.0.12, il existe un réel R tel que I(c,N,D) soit
essentiellement majoré par∫
H(F )
∫
M(F )
ΞH(h)ΞM (hm)ΞM (m)σ(m)D+2Rσ(h)D+RκN (m)dmdh
pour tout N > 1. L’intégrale intérieure est essentiellement majorée par le produit de∫
A(F )
κN (a)σ(a)
D+2Rda
et ∫
G0(F )
ΞG0(hg0)Ξ
G0(g0)σ(g0)
D+2RκN (g0)dg0
La première intégrale est essentiellement majorée par une puissance de N . D’après le lemme
12.0.6, il existe un réel R′ telle que la deuxième intégrale soit essentiellement majorée par
ΞG0(h)σ(h)R
′
NR
′
. D’après le lemme 12.0.7, l’intégrale∫
H(F )
ΞG0(h)ΞH(h)σ(h)D+R+R
′
dh
est convergente. On en déduit la première majoration de la proposition. En utilisant le 2. du
lemme 13.0.12 pour majorer l’intégrale intérieure sur U(F )c et U(F ) dans I(c, c
′, N,D) et en
effectuant les même manipulations que précédemment on obtient la même majoration multipliée
par exp(−ǫc′) pour un certain ǫ > 0. On en déduit la deuxième majoration de l’énoncé.
On a la majoration I(c, c′, N,C,D) 6 I(max(c, c′),max(c, c′), N,C,D). Pour établir 3., il
nous suffit de majorer I(c, c,N,C,D) àD fixé. Introduisons un paramètre b > 0 que l’on précisera
plus tard. L’expression I(c, c,N,C,D) est majorée par la somme de deux intégrales similaires
I>b(c, c,N,C,D) et I<b(c, c,N,C,D) où on a échangé le terme 1σ>C(hu) par les termes 1σ>b(h)
et 1σ<b(h)1σ>C−b(u) respectivement. D’après la proposition 13.0.3, il existe un réel D′ tel que
I>b(c, c,N,C,D) soit essentiellement majoré par le produit d’une puissance de c et de∫
H(F )
∫
M(F )
1σ>b(h)Ξ
H(h)ΞM (hm)ΞM (m)κN (m)σ(h)
D′σ(m)D
′
dmdh
pour tout N > 1 et pour tous c, C, b > 0. On peut comme on l’a fait plusieurs fois décomposer
l’intégrale surM(F ) en un produit d’une intégrale surA(F ) et d’une intégrale surG0(F ). Comme
on l’a aussi vu plusieurs fois, l’intégrale sur A(F ) est essentiellement majorée par une puissance
de N . On reconnaît l’intégrale sur G0(F ) : c’est I
1(N,D′, b). Cette intégrale est majorée par le
lemme 12.0.9. Alliant cette majoration aux précédentes, on en déduit qu’il existe deux réel R1
et ǫ1 > 0 tels que I>b(c, c,N,C,D) soit essentiellement majorée par c
R1NR1exp(−ǫ1b) pour tout
N > 1 et pour tous c, C, b > 0. En particulier pour b =
(R+R1)log(N) +R1log(c)
ǫ1
, l’expression
I>b(c, c,N,C,D) est essentiellement majorée par N
−R. On fait dorénavant ce choix pour b.
Il reste à majorer I>b(c, c,N,C,D), on effectue les changements de variable u
′ 7→ hu′h−1 et
u 7→ uu′−1. On majore σ(uu′−1) par σ(u)σ(u′) et 1>C−b(uu′−1) par 1>(C−b)/2(u)+1>(C−b)/2(u′).
On obtient que I<b(c, c,N,C,D) est essentiellement majoré par l’intégrale sur H(F ) du produit
de 1σ<b(h)Ξ
H(h)σ(h)D et de l’intégrale
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∫
M(F )
∫
U(F )c
∫
U(F )c
(1>(C−b)/2(u)+1>(C−b)/2(u′))ΞG(u′m)ΞG(uhm)κN (m)σ(u′)2Dσ(u)Dσ(m)D
δP (m)
−1dudu′dm
pour tout c > 0, pour tout C > 0 et pour tout N > 1. Cette intégrale est somme de deux
intégrales similaires. Il suffit donc de borner l’une des deux. Considérons l’intégrale où on a fait
disparaître le termer 1>(C−b)/2(u), on reconnaît l’intégrale sur u : c’est X(c,D, hm). D’après le
lemme 13.0.12, elle est essentiellement majorée par cR2ΞM (hm)δP (m)
1/2σ(m)R2 pour un certain
réel R2. On en déduit que I>b(c, c,N,C,D) est essentiellement majorée par l’intégrale sur H(F )
du produit de cR21σ<b(h)Ξ
H(h)σ(h)D et de l’intégrale
∫
M(F )
∫
U(F )c
1>(C−b)/2(u)ΞM (hm)ΞG(u′m)κN (m)σ(u′)2Dσ(m)D+R2δP (m)−1/2dudm
pour tout c, pour tout C > 0 et pour tout N > 1. Il existe un réel β1 tel que Ξ
M(mm′) <<
exp(β1σ(m))Ξ
M (m′) pour tous m,m′ ∈ M(F ). L’intégrale précédente est donc essentiellement
majorée par le produit de exp(β1σ(h)) et de χ(c, (C − b)/2, N, 2D). D’après le lemme 13.0.13,
pour tout réel R′, il existe un réel α1 tel que ce dernier terme soit essentiellement majoré par
exp(−cR′)N−R
′
pour tout N > 1 et pour tous c > 0, C > 0 vérifiant C−b > α1(log(N)+c). L’in-
tégrale sur H(F ) de 1σ<b(h)Ξ
H(h)σ(h)Dexp(β1σ(h)) est majorée par le produit de b
Dexp(β1b)
et de ∫
H(F )
1σ<b(h)dh
D’après l’inégalité 4.3(1) de [W2], cette intégrale est essentiellement majorée par exp(R3b)
pour un certain réel R3. Au final, I<b(c, c,N,C,D) est essentiellement majoré par
cR2exp(−cR′)N−R
′
bDexp((β1 +R3)b)
pour tout N > 1 et pour tout c > 0, C > 0 vérifiant C− b > α1(log(N)+ c). D’après notre choix
de b, le terme bDexp((β1 + R3)b) est essentiellement majorée par le produit d’une puissance de
c et de N
R+R1
2ǫ1 . La puissance de c multipliée par cR2exp(−cR′) est essentiellement majorée par
1. Pour R′ = R+ R+R12ǫ1 , on obtient la majoration de l’énoncé 
14 Entrelacements tempérés
Soient π ∈ Temp(G), σ ∈ Temp(H) et fixons des produits scalaires invariants sur Eπ et Eσ.
Pour e, e′ ∈ Eπ, ǫ, ǫ′ ∈ Eσ et c ∈ N, on pose
Lπ,σ,c(ǫ
′ ⊗ e′, ǫ⊗ e) =
∫
H(F )U(F )c
(σ(h)ǫ′, ǫ)(e′, π(hu)e)ξ(u)dudh
D’après le corollaire 13.0.1, Lπ,σ,c(ǫ
′⊗ e′, ǫ⊗ e) est défini par une intégrale convergente. Pour
tout réel c′ > 0 notons ωA(c′) l’ensemble des a ∈ A(F ) qui vérifient valF (ai − 1) > c′ pour
i = 1, . . . , r.
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Lemme 14.0.14 Soit c′ > 00 un réel, il existe un réel c0 > 0 tel que pour tout π ∈ Temp(G),
pour tout σ ∈ Temp(H), pour tous e, e′ ∈ EωA(c
′)
π , pour tous ǫ, ǫ′ ∈ Eσ et pour tout c > c0 on ait
Lπ,σ,c(ǫ
′ ⊗ e′, ǫ⊗ e) = Lπ,σ,c0(ǫ
′ ⊗ e′, ǫ⊗ e)
Preuve : Fixons c′ > 0 et soient e, e′ ∈ EωA(c
′)
π et ǫ, ǫ′ ∈ Eσ. On a alors, pour tout c > 0,
Lπ,σ,c(ǫ
′ ⊗ e′, ǫ⊗ e) =
∫
H(F )U(F )c
(σ(h)ǫ′, ǫ)(e′, π(hu)e)
∫
ωA(c′)
ξ(aua−1)dadudh
Il existe un réel c0 > 0, tel que
∫
ωA(c′)
ξ(aua−1)da = 0 pour tout u ∈ U(F ) − U(F )c0 , ce qui
permet de conclure 
Posons
Lπ,σ(ǫ
′ ⊗ e′, ǫ⊗ e) = limc→∞Lπ,σ,c(ǫ′ ⊗ e′, ǫ⊗ e)
On a
Lπ,σ(σ(h
′)ǫ′ ⊗ π(hu)e′, ǫ⊗ π(u′)e) = ξ(u−1u′)Lπ,σ(ǫ′ ⊗ e′, σ(h−1)ǫ⊗ π(h′−1)e)
Pour tous h, h′ ∈ H(F ), u, u′ ∈ U(F ) ,e, e′ ∈ Eπ, ǫ, ǫ′ ∈ Eσ. Il est alors facile de vérifier que
Lπ,σ 6= 0 entraîne HomH,ξ(π, σ) 6= 0. L’objectif de cette section est d’établir la réciproque.
14.1 Un lemme sur les entrelacements
Fixons des données (wi)i=0,...,l, P0, PH , A0, AH comme dans la section 11 et des compacts-
ouverts C0 ⊂ G0(F ) et CH ⊂ H(F ) qui vérifient la conclusion de la proposition 11.0.1. On
peut toujours supposer que CHA
1
H = CH et A
1
0C0 = C0, ce que l’on fait. On a alors G0(F ) =
CHA
+
HA
+
0 C0 d’où M(F ) = CHA
+
HA
+
0 A(F )C0. Posons P0,G = P0AU et A0,G = AA0. Ce sont
respectivement un sous-groupe parabolique minimal et un tore déployé maximal de G. On note
A+0,G l’ensemble des éléments de A0,G(F ) qui contractent P0,G(F ). On pose Λ
+
H = A
+
H/A
1
H ,Λ
+
0 =
A+0 /A
1
0,Λ
+
G = A
+
0,G/A
1
0,G que l’on identifie à des sous-ensembles de A
+
H , A
+
0 et A
+
0,G via le choix
de sections.
Lemme 14.1.1 Soient Γ1 et Γ2 des sous-groupes compacts-ouverts de G(F ) et H(F ) respec-
tivement. Il existe un sous-ensemble compact-ouvert CM ⊂ M(F ) et des sous-groupes ouverts
K1 ⊂ K, K2 ⊂ KH tels que pour tous π ∈ Irr(G), σ ∈ Irr(H) pour tout l ∈ HomH,ξ(π, σ) on
ait
1. Pour tout e ∈ EΓ1π et pour tout m ∈M(F )− CHA
+
HA
+
0,GCM ,
l(π(m)e) = 0
2. Pour tous e ∈ EΓ1π , ǫ
∨ ∈ EΓ2σ∨ et pour tous h ∈ CHA
+
H , m ∈ A
+
0,GCM , on a
< ǫ∨, l(π(hm)e) >=< σ∨(eK2)σ
∨(h−1)ǫ∨, l(π(eK1)π(m)e) >
Preuve :
1-Pour m ∈ M(F ) et une décomposition m = kHaHa0ak0 avec kH ∈ CH , k0 ∈ C0, aH ∈
A+H , a0 ∈ A
+
0 et a ∈ A(F ). On a alors l(π(m)e) = σ(kHaH)l(π(a0ak0)e). Puisque C0 est compact,
il suffit de montrer qu’il existe un compact C0,G ⊂ A0,G(F ) ne dépendant que de Γ1 tel que
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l(π(a)e) = 0 pour tout a ∈ A+0 A(F ) − A
+
0,GC0,G et tout e ∈ E
Γ1
π . Il existe certainement un
compact C0,G ⊂ A0,G(F ) tel que pour tout a ∈ A
+
0 A(F ) − A
+
0,GC0,G on ait aΓ1a
−1 ∩ (U(F ) −
Kerξ) 6= ∅ (on utilise ici le fait que v0 = (u1 + u−1)/2 avec les notations de la section 11). Pour
un tel a et u ∈ aΓ1a
−1 ∩ (U(F ) − Kerξ) on a alors l(π(a)e) = l(π(ua)e) = ξ(u)l(π(a)e) d’où
l(π(a)e) = 0.
2- Résulte de ce que l’application produit U × PH × P 0,G → G est submersive à l’origine
(d’après le lemme 11.0.1) 
14.2 Entrelacements dans une famille d’induites
Fixons un sous-groupe de Levi minimal de H défini sur F ainsi qu’un sous-groupe compact
spécial KH de H(F ) en bonne position par rapport à ce Levi minimal. Soient Q = LUQ et
R = SUS des sous-groupes paraboliques semistandards de G et H respectivement et ρ et τ
des représentations irréductibles de la série discrète de L(F ) et S(F ) respectivement. Pour tous
λ ∈ iA∗L,F et µ ∈ iA
∗
S,F on note πλ = i
G
Q(ρλ) et σµ = i
H
R (τµ). Les représentations πλ se réalisent
dans un espace commun KGQ,ρ de fonctions sur K et les représentations σµ se réalisent dans un
espace commun KHR,τ de fonctions sur KH . On peut munir comme en 1.5 ces deux espaces sont
munis de produits scalaires invariants. On utilise ces produits scalaires pour définir les formes
sesquilinéaires Lπλ,σµ pour tout (λ, µ) ∈ iA
∗
L,F × iA
∗
S,F . On notera λ 7→ m(ρλ) et µ 7→ m(τµ) les
mesures de Plancherel.
Proposition 14.2.1 On conserve les notations précédentes. Alors
(i) Pour tous e, e′ ∈ KGQ,ρ et ǫ, ǫ
′ ∈ KHR,τ , la fonction (λ, µ) 7→ Lπλ,σµ(ǫ
′⊗ e′, ǫ⊗ e) est analytique
sur iA∗L,F × iA
∗
S,F .
(ii) S’il existe λ0 ∈ iA
∗
L,F et µ0 ∈ iA
∗
S,F tels que Lπλ0 ,σµ0 6= 0 alors pour tout λ ∈ iA
∗
L,F et tout
µ ∈ iA∗S,F on a Lπλ,σµ 6= 0.
Preuve : (i) Fixons e, e′ ∈ KGQ,ρ et ǫ, ǫ
′ ∈ KHR,τ . Pour tous λ ∈ iA
∗
L,F , µ ∈ iA
∗
S,F on a
Lπλ,σµ(ǫ
′ ⊗ e′, ǫ⊗ e) = Lπλ,σµ,c(ǫ
′ ⊗ e′, ǫ⊗ e) pour c assez grand. On peut choisir un entier c0 à
partir duquel l’égalité précédente est vérifiée qui ne dépend que des stabilisateurs de e et e′ dans
A(F )∩K. Par conséquent on peut trouver un entier c tel que l’égalité soit vérifiée simultanément
pour tous (λ, µ). On a alors
Lπλ,σµ(ǫ
′ ⊗ e′, ǫ⊗ e) =
∫
H(F )U(F )c
(σµ(h)ǫ
′, ǫ)(e′, πλ(hu)e)ξ(u)dudh
pour tous (λ, µ) ∈ iA∗L,F × iA
∗
S,F .
Il suffit de vérifier que cette intégrale est encore uniformément convergente pour (λ, µ) dans
un voisinage de iA∗L × iA
∗
S ⊂ A
∗
L,C ×A
∗
S,C . Soit ǫ > 0 pour (λ, µ) dans un voisinage assez petit
de iA∗L × iA
∗
S on a des majorations uniformes
|(σµ(h)ǫ
′, ǫ)| << exp(ǫσ(h))ΞH (h)
|(e′, πλ(hu)e)| << exp(ǫσ(hu))ΞG(hu)
pour tout h ∈ H(F ) et pour tout u ∈ U(F ). Il suffit donc de vérifier que pour ǫ assez petit
l’intégrale suivante est absolument convergente∫
H(F )U(F )c
exp(ǫ(σ(h) + σ(hu)))ΞH (h)ΞG(hu)dhdu
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C’est une conséquence de la proposition 13.0.4 et du lemme 12.0.5.
(ii) On s’inspire ici grandement de la démonstration de la proposition 6.4.1 de [SV]. On
suppose que la fonction (λ, µ) 7→ Lπλ,σµ n’est pas identiquement nulle et on veut montrer qu’elle
est non nulle en (0, 0).
Soient e ∈ KGQ,ρ et ǫ ∈ K
G
R,τ tels que (e, e) = (ǫ, ǫ) = 1 et tels que l’ordre d’annulation en
(0, 0) de (λ, µ) 7→ Lπλ,σµ(ǫ⊗ e, ǫ ⊗ e) soit minimal. Reprenons les notations du paragraphe 1.7.
Il y ait défini des ensembles E(ρ) et E(τ). Soient φ et ψ des fonctions C∞ sur iA∗L,F et iA
∗
S,F
respectivement qui vérifient
(1) (w−1Supp(φ) + µ) ∩ Supp(φ) = ∅ pour tout (w,µ) ∈ E(ρ)− {(Id, 0)} et
(w−1Supp(ψ) + µ) ∩ Supp(ψ) = ∅ pour tout (w,µ) ∈ E(τ)− {(Id, 0)}.
On définit une fonction Φ sur G(F ) par la formule suivante
Φ(g) =
∫
iA∗L,F×iA∗S,F
φ(λ)ψ(µ)m(ρλ)m(τµ)Lπλ,σµ(ǫ⊗ πλ(g)e, ǫ ⊗ e)dµdλ
A g fixé, il existe un c assez grand de sorte que
Lπλ,σµ(ǫ⊗ πλ(g)e, ǫ ⊗ e) =
∫
H(F )U(F )c
(σµ(h)ǫ, ǫ)(πλ(g)e, πλ(hu)e)ξ(u)dudh
pour tous λ ∈ iA∗L,F et µ ∈ iA
∗
S,F . Pour un tel c, on a alors
Φ(g) =
∫
iA∗L,F×iA∗S,F
∫
H(F )U(F )c
φ(λ)ψ(µ)m(ρλ)m(τµ)(σµ(h)ǫ, ǫ)(πλ(g)e, πλ(hu)e)ξ(u)dudhdµdλ
L’intégrale ci-dessus est absolument convergente, car il existe C > 0 indépendant de λ et
µ tel que pour h ∈ H(F ) et u ∈ U(F ), |(σµ(h)ǫ, ǫ)(πλ(g)e, πλ(hu)e)| 6 CΞ
H(h)ΞG(hu) et
l’intégrale
∫
H(F )U(F )c
ΞH(h)ΞG(hu)dhdu est absolument convergente. On peut donc changer
l’ordre d’intégration et on obtient alors
(2) Φ(g) =
∫
H(F )U(F )c
fe,e,φ(u
−1h−1g)fǫ,ǫ,ψ(h)ξ(u)dudh
(on repren ici les notations du paragraphe 1.7). Montrons
(3) Il existe un entier c0 tel que l’égalité (2) soit vérifiée pour tout c > c0 et pour tout
g ∈M(F )K.
En effet, l’entier c0(g) à partir duquel la formule précédente est vérifiée ne dépend que d’un
sous-groupe compact-ouvert de A(F ) ∩K qui laisse stable e et πλ(g)e. Comme A(F ) commute
à M(F ) on peut trouver un sous-groupe compact-ouvert de A(F ) qui laisse stable ces éléments
pour tout g ∈M(F )K.
(4) La fonction (m,k) 7→ |Φ(mk)|2δP (m)
−1 est intégrable sur M(F )×K.
En effet, les fonctions fe,e,φ et fǫ,ǫ,ψ sont dans S(G(F )) et S(H(F )) respectivement. Par
conséquent pour tout réel D′ > 0 on a une majoration
|Φ(mk)| <<
∫
H(F )U(F )
ΞG(uh−1m)ΞH(h)σ(uh−1m)−D
′
σ(h)−D
′
dhdu
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pour tout m ∈M(F ) et pour tout k ∈ K. D’après le lemme II.4.5 de [W3], pour tout D > 0, il
existe D′ > 0 tel que le terme précédent soit essentiellement majoré par
δP (m)
1/2
∫
H(F )
ΞM(h−1m)ΞH(h)σ(h−1m)−Dσ(h)−Ddh
On a δP (m) = δP (a), Ξ
M(h−1m) = ΞG0(h−1g0) et σ(a)1/2 << σ(h−1m) pour tout h ∈ H(F )
et pour tout m = ag0 ∈ M(F ) = A(F )G0(F ). Il suffit donc de montrer que les deux intégrales
suivantes sont absolument convergentes dès que D est assez grand
∫
G0(F )
∫
H(F )×H(F )
ΞG0(h−1g0)ΞH(h)ΞG0(h′−1g0)ΞH(h′)σ(h)−Dσ(h′)−Ddhdh′dg0
et ∫
A(F )
σ(a)−Dda
la deuxième intégrale ne pose pas de problème et d’après le lemme 12.0.6, la première est
essentiellement majorée par∫
H(F )×H(F )
ΞH(h−1h′)ΞH(h)ΞH(h′)σ(h)−Dσ(h′)−Ddhdh′
qui est une intégrale convergente pour D assez grand.
Dans l’égalité (2) on peut faire tendre le réel c vers l’infini. Comme on l’a vu lors de la preuve
de (4) le terme sous l’intégrale est intégrable sur H(F )U(F ). On en déduit que l’on a aussi
(5) Φ(g) =
∫
H(F )U(F )
fe,e,φ(u
−1h−1g)fǫ,ǫ,ψ(h)ξ(u)dudh
pour tout g ∈ G(F ). Posons S =
∫
M(F )×K |Φ(mk)|
2δP (m)
−1dkdm. Explicitons cette intégrale
en remplaçant Φ par son expression (5) et Φ par son expression (2). On obtient
S =
∫
M(F )×K
∫
H(F )U(F )
∫
H(F )U(F )c
fe,e,φ(u
′h′−1mk)fe,e,φ(uh−1mk)fǫ,ǫ,ψ(h′)fǫ,ǫ,ψ(h)
δP (m)
−1ξ(u′u−1)dudhdu′dh′dkdm
=
∫
G(F )
∫
H(F )
∫
H(F )U(F )c
fe,e,φ(h
′−1g)fe,e,φ(uh−1g)fǫ,ǫ,ψ(h′)fǫ,ǫ,ψ(h)ξ(u)dudhdh′dg
pour tout c > c0. D’après les majorations déjà effectuées, cette triple intégrale est absolument
convergente. L’hypothèse (1) permet d’appliquer l’égalité 1.7(3), on a donc∫
G(F )
fe,e,φ(h
′−1g)fe,e,φ(uh−1g)dg =
∫
iA∗L,F
m(ρλ)|φ(λ)|
2(e, πλ(uh
−1h′)e)dλ
On obtient, après le changement de variable h′ 7→ hh′
S =
∫
H(F )
∫
H(F )U(F )c
∫
iA∗L,F
m(ρλ)|φ(λ)|
2(e, πλ(uh
′)e)fǫ,ǫ,ψ(hh′)fǫ,ǫ,ψ(h)ξ(u)dλdudhdh′
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L’intégrale ci-dessus est encore absolument convergente. Appliquons à nouveau l’égalité
1.7(3), on a ∫
H(F )
fǫ,ǫ,ψ(hh
′)fǫ,ǫ,ψ(h)dh =
∫
iA∗S,F
m(τµ)|ψ(µ)|
2(σµ(h
′)ǫ, ǫ)dµ
On en déduit que
(6) S =
∫
H(F )U(F )c
∫
iA∗L,F×iA∗S,F
m(ρλ)m(τµ)|φ(λ)|
2|ψ(µ)|2(σµ(h)ǫ, ǫ)(e, πλ(uh)e)ξ(u)dλdµdudh
=
∫
iA∗L,F×iA∗S,F
m(ρλ)m(τµ)|φ(λ)|
2|ψ(µ)|2Lπλ,σµ(ǫ⊗ e, ǫ⊗ e)dλdµ
Soient Γ1 ⊂ K et Γ2 ⊂ KH des sous-groupes ouverts distingués stabilisant e et ǫ. Soient
CM ⊂ M(F ) un compact et K1 ⊂ K, K2 ⊂ KH des sous-groupes ouverts qui vérifient les
conclusions du lemme 14.1.1. On peut toujours supposer que A10,GCM = CM . Puisque l’on a
Lπλ,σµ ∈ HomH,ξ(Eπλ, Eσµ) ⊗ HomH,ξ(Eπλ , Eσµ) pour tout (λ, µ) ∈ iA
∗
L,F × iA
∗
S,F , le 1. du
lemme 14.1.1 implique que le support de (m,k) 7→ Φ(mk) est contenu dans (CHΛ
+
HΛ
+
GCM )×K.
Soient BK1 et BK2 des bases orthonormales de (KGQ,ρ)
K1 et (KHR,τ )
K2 respectivement.
D’après le 2. du lemme 14.1.1, pour tout m = kHaHaGkM ∈ CHΛ
+
HΛ
+
GCM et tout k ∈ K, on a
Φ(mk) =
∑
e′∈BK1 ,ǫ′∈BK2
Fe′,ǫ′(aGkMk, kHaH)
où on a posé pour e′ ∈ BK1 et ǫ′ ∈ BK2
Fe′,ǫ′(g, h) =
∫
iA∗L,F×iA∗S,F
φ(λ)ψ(µ)m(ρλ)m(τµ)Lπλ,σµ(ǫ⊗ e
′, ǫ′ ⊗ e)(πλ(g)e, e′)(σµ(h)ǫ′, ǫ)dλdµ
Soit F =
∑
e′∈BK1 ,ǫ′∈BK2 Fe′,ǫ′. D’après ce qui précède, le 3- du lemme 11.0.4 et le fait que
δP δP0 = δP0,G , on a une majoration
S <<
∑
aG∈Λ+G,aH∈Λ+H
δP0,G(aG)
−1δPH (aH)
−1
∫
CH×CM×K
|F (aGkMk, kHaH)|
2dkdkMdkH
où la constante implicite ne dépend pas de φ et ψ. Soit CG un sous-ensemble compact de G(F )
qui contient CMK. On a alors
∫
CH×CM×K
|F (aGkMk, kHaH)|
2dkdkMdkH <<
∫
CH×CG
|F (aGkG, kHaH)|
2dkGdkH
<<
∫
(CH )2×(CG)2
|F (k1GaGk
2
G, k
1
HaHk
2
H)|
2dk1Gdk
2
Gdk
1
Hdk
2
H
Pour toute fonction f intégrable et mesurable sur G(F ) on a∫
KA+0,GK
f(g)dg =
∑
aG∈Λ+G
mes(KaGK)
∫
K×K
f(k1aGk2)dk1dk2
84
D’après [W3] I.(5), on a δP0,G(aG)
−1 << mes(KaGK) pour tout aG ∈ Λ+0,G. Les mêmes
résultats sont bien sûrs valables pour H(F ). On en déduit la majoration
∑
aG∈Λ+G,aH∈Λ+H
δP0,G(aG)
−1δPH (aH)
−1
∫
(CH )2×(CG)2
|f(k1GaGk
2
G, k
1
HaHk
2
H)|
2dk1Gdk
2
Gdk
1
Hdk
2
H
<<
∫
G(F )×H(F )
|f(g, h)|2dhdg
pour toute fonction f mesurable et intégrable sur G(F ) ×H(F ). En particulier, on a
(7) S <<
∫
G(F )×H(F )
|F (g, h)|2dhdg
la constante implicite ne dépendant pas de φ et ψ. Pour (λ, µ) ∈ iA∗L,F × iA
∗
S,F , considérons
la représentation πλ ⊠ σµ = i
G×H
Q×R (ρλ ⊠ σµ). Avec les notations de la section 1.7, on a alors
Fe′,ǫ′ = fe′⊗ǫ,e⊗ǫ′,ϕe′,ǫ′ , où
ϕe′,ǫ′(λ, µ) = φ(λ)ψ(µ)Lπλ,σµ(ǫ⊗ e
′, ǫ′ ⊗ e)
pour tout (λ, µ) ∈ iA∗L,F × iA
∗
S,F . D’après l’hypothèse (1) faite sur les supports de φ et ψ et
1.7(3), les fonctions (Fe′,ǫ′)e′∈BK1 ,ǫ′∈BK2 forment une famille orthogonale pour le produit scalaire
L2 et la norme L2 de Fe′,ǫ′ est égale à∫
iA∗L,F×iA∗S,F
|φ(λ)|2|ψ(µ)|2|Lπλ,σµ(ǫ⊗ e
′, ǫ′ ⊗ e)|2dµdλ
On en déduit que
∫
G(F )×H(F )
|F (g, h)|2dgdh =
∫
iA∗L,F×iA∗S,F
|φ(λ)|2|ψ(µ)|2m(ρλ)m(τµ) ∑
e′∈BK1 ,ǫ′∈BK2
|Lπλ,σµ(ǫ⊗ e
′, ǫ′ ⊗ e)|2
 dλdµ
D’après l’égalité (6) et l’inégalité (7), il existe une constante C, telle que pour tous φ et ψ
qui vérifient l’hypothèse (1) on ait
∫
iA∗L,F×iA∗S,F
m(ρλ)m(τµ)|φ(λ)|
2|ψ(µ)|2Lπλ,σµ(ǫ⊗ e, ǫ⊗ e)dλdµ
6 C
∫
iA∗L,F×iA∗S,F
|φ(λ)|2|ψ(µ)|2m(ρλ)m(τµ)
∑
e′∈BK1 ,ǫ′∈BK2
|Lπλ,σµ(ǫ⊗ e
′, ǫ′ ⊗ e)|2dλdµ
Pour presque tout λ ∈ iA∗L,F il existe un voisinage ωλ de λ tel que (w
−1ωλ + µ) ∩ ωλ = ∅
pour tout (w,µ) ∈ E(ρ)− {(Id, 0)}. On a le même résultat sur iA∗S,F . On a donc l’inégalité
Lπλ,σµ(ǫ⊗ e, ǫ⊗ e) 6 C
∑
e′∈BK1 ,ǫ′∈BK2
|Lπλ,σµ(ǫ⊗ e
′, ǫ′ ⊗ e)|2
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pour tout (λ, µ) ∈ iA∗L,F × iA
∗
S,F . Puisque ǫ et e ont été choisis tels que l’ordre d’annulation
en (0, 0) de (λ, µ) 7→ Lπλ,σµ(ǫ ⊗ e, ǫ ⊗ e) soit minimal, on déduit de l’inégalité précédente que
Lπ0,σ0(ǫ⊗ e, ǫ⊗ e) 6= 0 
Proposition 14.2.2 i) Soient λ0 ∈ iA
∗
L,F et µ0 ∈ iA
∗
S,F tels que Lπλ0 ,σµ0 6= 0. Il existe alors un
unique couple (π′, σ′) constitué de sous-représentations irréductibles de πλ0 et σµ0 respectivement
tel que Lπ′,σ′ 6= 0.
ii) Soit σ ∈ Temp(H) et supposons que Lπλ,σ pour λ ∈ iA
∗
L,F ne soit pas identiquement
nulle, alors
a) Pour tout λ ∈ iA∗L,F , Lπλ,σ est non nul ;
b) Il existe des familles finies (ǫi)i=1,...,n et (ǫ
′
i)i=1,...,n d’éléments de Eσ, des familles finies
(ei)i=1,...,n et (e
′
i)i=1,...,n d’éléments de K
G
Q,τ et une famille finie (ϕi)i=1,...,n de fonctions holo-
morphes sur un voisinage de iA∗L,F dans A
∗
L,C/iA
∨
L,F , telles que pour tout λ ∈ iA
∗
L,F on ait
n∑
i=1
ϕi(λ)Lπλ,σ(ǫ
′
i ⊗ e
′
i, ǫi ⊗ ei) = 1
Preuve : i) On ne perd rien à supposer que (λ0, µ0) = (0, 0).
(1) Pour tous e′, e ∈ KGQ,ρ et pour tous ǫ
′, ǫ ∈ KHR,τ on a
|Lπ0,σ0(e
′ ⊗ ǫ′, e⊗ ǫ)|2 = |Lπ0,σ0(e
′ ⊗ ǫ, e′ ⊗ ǫ)||Lπ0,σ0(e⊗ ǫ
′, e⊗ ǫ′)|
En effet, d’après le 1) de la proposition précédente, il suffit de vérifier la même égalité en
remplaçant π0 et σ0 par πλ et σµ pour (λ, µ) dans un ouvert dense de iA
∗
L,F × iA
∗
S,F . On
peut donc supposer πλ et σµ irréductibles. Mais alors dimHomH,ξ(πλ, σµ) 6 1, donc il existe
l ∈ HomH,ξ(πλ, σµ) et c ∈ C tels que
Lπλ,σµ(e
′ ⊗ ǫ′, e⊗ ǫ) = c(l(e′), ǫ)(ǫ′, l(e))
Pour tous e′, e ∈ KGQ,ρ et pour tous ǫ
′, ǫ ∈ KHR,τ . L’égalité (1) est alors facile à vérifier. L’existence
d’un couple comme dans l’énoncé est évidente. Supposons donc qu’il existe deux tels couples
(π′, σ′) et (π′′, σ′′). D’après (1), on peut trouver e1 ∈ Eπ′ ⊂ KGQ,ρ, e2 ∈ Eπ′′ ⊂ K
G
Q,ρ, ǫ1 ∈ Eσ′ ⊂
KHR,τ et ǫ2 ∈ Eσ′′ ⊂ K
H
R,τ tels que
Lπ0,σ0(e1 ⊗ ǫ1, e1 ⊗ ǫ1) 6= 0
et
Lπ0,σ0(e2 ⊗ ǫ2, e2 ⊗ ǫ2) 6= 0
D’après (1) on a aussi Lπ0,σ0(e1⊗ ǫ2, e2⊗ ǫ1) 6= 0. On a π
′ 6= π′′ ou σ′ 6= σ′′. Dans le premier
cas Eπ′ et Eπ′′ sont orthogonaux pour le produit scalaire et dans le deuxième cas Eσ′ et Eσ′′
sont orthogonaux pour le produit scalaire. Dans les deux cas on a Lπ0,σ0(e1 ⊗ ǫ2, e2 ⊗ ǫ1) = 0.
On aboutit donc à une contradiction.
ii) On peut supposer que σ est une sous-représentation de σ0. La fonction λ 7→ Lπλ,σ est non
nulle sur un ouvert non vide de iA∗L,F . D’après le i), cela implique que pour toute autre sous-
représentation σ′ de σ0 la fonction λ 7→ Lπλ,σ′ s’annule sur un ouvert non vide. Comme elle est
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analytique d’après la proposition précédente, elle est donc identiquement nulle. Par conséquent
d’après le ii) de la proposition précédente la fonction λ 7→ Lπλ,σ n’est jamais nulle. Cela prouve a).
On peut donc certainement trouver des familles finies (ǫi)i=1,...,n et (ǫ
′
i)i=1,...,n d’éléments
de Eσ, et des familles finies (ei)i=1,...,n et (e
′
i)i=1,...,n d’éléments de K
G
Q,τ telles que pour tout
λ ∈ iA∗L,F la famille (
Lπλ,σ(ǫ
′
i ⊗ e
′
i, ǫi ⊗ ei)
)
i=1,...,n
contienne un élément non nul. Pour i = 1, . . . , n les fonctions ψi : λ 7→ Lπλ,σ(ǫ
′
i ⊗ e
′
i, ǫi ⊗ ei)
admettent un prolongement holomorphe dans un voisinage de iA∗L,F dans A
∗
L,C/iA
∨
L,F que l’on
note aussi ψi. Les fonctions λ 7→ ψi(λ) = ψi(−λ) pour λ ∈ iA
∗
L admettent donc aussi un
prolongement holomorphe dans un voisinage de iA∗L,F . Pour obtenir le b), il suffit de prendre
pour i = 1, . . . , n
φi(λ) = ψi(λ).
(
n∑
i=1
|ψi(λ)|
2
)−1

14.3 Tout entrelacement est tempéré
Théorème 14.3.1 Soient π ∈ Temp(G) et σ ∈ Temp(H) alors Lπ,σ 6= 0 si et seulement si
HomH,ξ(π, σ) 6= 0.
Preuve : D’après une remarque déjà faite, il suffit d’établir que si HomH,ξ(π, σ) 6= 0 alors
Lπ,σ 6= 0. Soit donc l ∈ HomH,ξ(π, σ) non nul. Il existe des sous-groupes paraboliques semistan-
dards Q = LUQ et R = SUS de G et H respectivement et ρ et τ des représentations irréductibles
de la série discrète de L(F ) et S(F ) tel qu’avec les notations du paragraphe 14.2, π et σ soient
des sous-représentations de π0 et σ0. Soient φ ∈ C
∞(iA∗L,F ) et e, e
′ ∈ KGQ,ρ. On pose f = fe,e′,φ.
Soient ǫ ∈ Eσ et e0 ∈ Eπ.
(1) l’intégrale I(ǫ, e0, f) =
∫
G(F )
(ǫ, l(π(g)e0))f(g)dg converge absolument.
En effet, on décompose l’intégrale en∫
U(F )×M(F )×K
|(ǫ, l(π(umk)e0))||f(umk)|δP (m)
−1dkdmdu
Puisque f est invariante à droite par un sous-groupe compact-ouvert et que le stabilisateur
de e0 est ouvert, on peut oublier l’intégrale sur K. On a |(ǫ, l(π(ug)e0))| = |(ǫ, l(π(g)e0))| pour
tout u ∈ U(F ) et g ∈ G(F ). La fonction f appartient à S(G(F )), d’après la proposition II.4.5
de [W3], on a donc pour tout d > 0∫
U(F )
|f(um)|du << δP (m)
1/2ΞM(m)σ(m)−d
pour tout m ∈ M(F ). Il suffit donc de montrer que pour d assez grand l’intégrale suivante
converge ∫
M(F )
|(ǫ, l(π(m)e0))|Ξ
M (m)δP (m)
−1/2σ(m)−ddm
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Appliquons le lemme 14.1.1 à des sous-groupes ouverts Γ1 ⊂ K et Γ2 ⊂ KH qui laissent
stables e0 et ǫ. On en déduit l’existence d’un compact CM ⊂ M(F ) et de sous-groupes ou-
verts K1 ⊂ K, K2 ⊂ KH qui vérifient les conclusions de ce lemme. On peut toujours supposer
que A10,GCM = CM . Alors l’intégrale précédente est à support dans CHΛ
+
HΛ
+
GCM . D’après le
2- du lemme 14.1.1 on a une majoration |(ǫ, l(π(m)e))| << ΞG(aG)Ξ
H(aH) pour tout m =
kHaHaGkM ∈ CHΛ
+
HΛ
+
GCM . Pour aG ∈ A0,G(F ), on note (aG)0 l’unique élément de A0(F ) tel
que aG(aG)
−1
0 ∈ A(F ). On a alors la majoration σ(haG) >> σ(aG(aG)
−1
0 )
1/2σ(h(aG)0)
1/2 pour
tous aG ∈ A0,G(F ), h ∈ H(F ). D’après le 3- du lemme 11.0.4, on a donc la majoration
σ(kHaHaGkM ) >> σ((aG)0)
1/2σ(aG(aG)
−1
0 )
1/2 >> σ(aG)
1/2
pour tous aG ∈ A
+
0,G, aH ∈ A
+
H , kH ∈ CH et kM ∈ CM . D’après le lemme 11.0.4 on a aussi
mes(CHaHaGCM ) = mes(CHaH(aG)0CM ) << δPH (aH)
−1δP0((aG)0)
−1
= δPH (aH)
−1δP0,G∩M (aG)
−1
pour tous aG ∈ A
+
0,G, aH ∈ A
+
H . Par conséquent, on a∫
M(F )
|(ǫ, l(π(m)e0))|Ξ
M (m)δP (m)
−1/2σ(m)−ddm
<<
∑
aG∈Λ+G,aH∈Λ+H
δP0,G∩M (aG)
−1δPH (aH)
−1ΞG(aG)ΞH(aH)ΞM (aHaG)δP (aG)−1/2σ(aG)−d/2
D’après le lemme 11.0.4, on a
ΞM(aHaG) = Ξ
G0(aH(aG)0) << Ξ
G0(aH)Ξ
G0((aG)0) = Ξ
G0(aH)Ξ
M (aG)
pour tout aH ∈ Λ
+
H et pour tout aG ∈ Λ
+
G. La somme ci-dessus est donc essentiellement majorée
par la produit de ∑
aH∈Λ+H
δPH (aH)
−1ΞG0(aH)ΞH(aH)
et de ∑
aG∈Λ+G
δP0,G∩M (aG)
−1δP (aG)−1/2ΞG(aG)ΞM (aG)σ(aG)−d/2
D’après le lemme 12.0.5 et la majoration ΞH(aH) << δPH (aH)
1/2σ(aH)
d′ pour un certain
réel d′, la première somme converge absolument. D’après le lemme II.1.1 de [W3] il existe des
réels d1, d2 tels qu’on ait des majorations Ξ
G(aG) << δP0,G(aG)
1/2σ(aG)
d1 et ΞM(aG) <<
δP0,G∩M (aG)
1/2σ(aG)
d2 pour tout aG ∈ Λ
+
G. Puisque δP0,G = δP0,G∩MδP , la deuxième somme est
essentiellement majorée par ∑
aG∈Λ+G
σ(aG)
d1+d2−d/2
qui est une série absolument convergente pour d assez grand.
On peut calculer I(ǫ, e0, f) de deux façons. La première consiste à choisir une suite exhaustive
de sous-ensembles compact-ouverts K-biinvariants (Ωn) deG(F ) et de la calculer comme la limite
de l’intégrale restreinte à Ωn lorsque n tend vers l’infini. On trouve alors que
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(2) I(ǫ, e0, f) = (ǫ, l(π(f)e0))
On peut aussi écrire
I(ǫ, e0, f) =
∫
U(F )
∫
G0(F )
∫
K
∫
A(F )
(ǫ, l(π(ag0k)e0))f(uag0k)δP (a)
−1ξ(u)dadkdg0du
Puisque f est biinvariante par un sous-groupe compact-ouvert de A(F ), il existe un entier
c tel que l’intégrale intérieure soit nulle pour u ∈ U(F ) − U(F )c (cf preuve du lemme 14.0.14).
On a alors
I(ǫ, e0, f) =∫
K
∫
A(F )
∫
H(F )\G0(F )
∫
H(F )U(F )c
(ǫ, l(π(hag0k)e0))f(uhag0k)δP (a)
−1ξ(u)dudhdg0dadk
et
∫
H(F )U(F )c
(ǫ, l(π(hag0k)e0))f(uhag0k)ξ(u)dudh
=
∫
H(F )U(F )c
∫
iA∗L,F
φ(λ)m(ρλ)(πλ(uhag0k)e
′, e)(ǫ, σ(h)l(π(ag0k)e0))ξ(u)dλdudh
Comme on l’a déjà vérifié dans la preuve précédente, ce genre d’intégrale est absolument
convergente. En permutant les deux intégrales, on voit apparaître le terme
Lπλ,σ,c(ǫ⊗ πλ(ag0k)e
′, l(π(ag0k)e0)⊗ e). On peut prendre c aussi grand que l’on veut et comme
déjà expliqué dans la preuve de la proposition 14.2.1, on peut choisir c tel que pour tous a ∈
A(F ), g0 ∈ G0(F ), k ∈ K et pour tout λ ∈ iA
∗
L,F , on ait
Lπλ,σ,c(ǫ⊗ πλ(ag0k)e
′, l(π(ag0k)e0)⊗ e) = Lπλ,σ(ǫ⊗ πλ(ag0k)e
′, l(π(ag0k)e0)⊗ e)
(Car A commute à AG0 =M). On en déduit que
(3) I(ǫ, e0, f) =
∫
K
∫
A(F )
∫
H(F )\G0(F )
∫
iA∗L,F
φ(λ)m(ρλ)Lπλ,σ(ǫ⊗ πλ(ag0k)e
′, l(π(ag0k)e0)⊗ e)
δP (a)
−1dudhdg0dadk
Choisissons ǫ ∈ Eσ et e0 ∈ Eπ tels que (l(e0), ǫ) 6= 0. On applique les calculs précédents au cas
où e = e′ = e0 et φ à support dans un voisinage ω assez petit de 0 tel que φ(0) 6= 0. Alors π(f)e0
est un multiple non nul de e0. D’après (2) I(ǫ, e0, f) n’est pas nulle. Alors (3) implique l’existence
de λ tel que Lπλ,σ ne soit pas nul. D’après la proposition 14.2.1, Lπ0,σ0 n’est pas nul non plus.
Si π0 et σ0 sont irréductibles alors π = π0, σ = σ0 et on a ce que l’on voulait. Sinon d’après
la proposition 14.2.2 i), il existe un unique couple (π′, σ′) de sous-représentations irréductibles
de π0 et σ0 tel que Lπ′,σ′ soit non nul. Soient alors e1 ∈ Eπ′ ⊂ K
G
Q,ρ et ǫ1 ∈ Eσ′ ⊂ K
H
R,τ tels
que Lπ0,σ0(ǫ1 ⊗ e1, ǫ1 ⊗ e1) 6= 0. Quitte à restreindre ω, on peut supposer que pour tout λ ∈ ω,
Lπλ,σ0(ǫ1 ⊗ e1, ǫ1 ⊗ e1) est non nul. Soit φ
′ la fonction à support dans ω définie par
φ′(λ) = φ(λ)Lπλ,σ0(ǫ⊗ e1, ǫ1 ⊗ e0)Lπλ,σ0(ǫ1 ⊗ e1, ǫ1 ⊗ e1)
−1
Posons f ′ = fe1,e0,φ′ . On a alors l’égalité
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(4) I(ǫ, e0, f) = I(ǫ1, e0, f
′)
En effet, d’après (3) il suffit de vérifier que pour tout λ ∈ iA∗L,F et g ∈ G(F ), on a l’égalité
Lπλ,σ0(ǫ⊗ e1, ǫ1 ⊗ e0)Lπλ,σ0(ǫ1 ⊗ πλ(g)e0, l(π(g)e0)⊗ e0)
= Lπλ,σ0(ǫ1 ⊗ e1, ǫ1 ⊗ e1)Lπλ,σ0(ǫ⊗ πλ(g)e0, l(π(g)e0)⊗ e0)
Il suffit même de vérifier l’égalité précédente en remplaçant σ0 par σµ pour λ et µ en position
générale. On peut alors supposer πλ et σµ irréductibles. Alors il existe l ∈ HomH,ξ(πλ, σµ) et
c ∈ C× tels que pour tout e, e′ ∈ Eπλ et ǫ, ǫ
′ ∈ Eσµ
Lπλ,σµ(ǫ
′ ⊗ e′, ǫ⊗ e) = c(l(e′), ǫ)(ǫ′, l(e))
Les deux membres de l’égalité que l’on cherche à prouver valent alors
c2(l(e1), ǫ1)(ǫ, l(e0))(ǫ1, l(e1))(l(πλ(g)e0), l(π(g)e0))
Cela prouve (4). En particulier on a I(ǫ1, e0, f
′) 6= 0. D’après (2) cela implique π(f ′)e0 6= 0
donc notamment φ′(0) 6= 0. On a par conséquent Lπ0,σ0(ǫ ⊗ e1, ǫ1 ⊗ e0) 6= 0. Mais si π′ 6= π ou
σ′ 6= σ, il est facile de vérifier que Lπ0,σ0(ǫ ⊗ e1, ǫ1 ⊗ e0) = 0. On a donc π′ = π et σ′ = σ et le
résultat est démontré. 
15 Induction et multiplicités
Dans cette section on se propose de montrer qu’en un certain sens la multiplicité m(π, σ)
est compatible à l’induction. Pour cela il est commode d’étendre un peu la définition de la mul-
tiplicité m(π, σ). Soient (V, h) et (V ′, h′) deux espaces hermitiens de dimension d et d′, on dira
qu’ils sont compatibles si d et d′ sont de parités différentes et si le plus petit des deux peut
s’injecter dans le plus gros. Supposons que (V, h) et (V ′, h′) soient compatibles. Notons G resp.
G′ les groupes unitaires de V rep. V ′. Fixons une injection de (V ′, h′) dans (V, h) ou de (V, h)
dans (V ′, h′) (suivant que d > d′ ou d′ > d). On peut alors toujours trouver une décomposition
V = V ′ ⊕⊥ D ⊕⊥ (Z+ ⊕ Z−) ou V ′ = V ⊕⊥ D ⊕⊥ (Z+ ⊕ Z−) où D est une droite et Z+, Z−
sont des sous-espaces totalement isotropes. Soit P = MU le sous-groupe parabolique de G ou
G′ (suivant que d > d′ ou d′ > d) qui fixe un drapeau complet de sous-espaces de Z+. On
construit comme dans la section 4 un caractère ξ de U(F ). Soient π et π′ des représentations
irréductibles lisses de G(F ) et G′(F ) respectivement. On définit la multiplicité m′(π, π′) comme
étant m(π, π′) si d > d′ et m(π′, π) si d′ > d, cette multiplicité ne dépend pas des divers choix
effectués. Dorénavant on notera aussi m(π, σ) cette multiplicité généralisée.
Lemme 15.0.1 Soient (V, h) et (V ′, h′) deux espaces hermitiens compatibles de groupes uni-
taires G et G′ respectivement. Pour π ∈ Irr(G) et π′ ∈ Irr(G′) on a
m(π∨, π′∨) = m(π, π′)
Preuve : On ne perd rien à supposer que V ′ ⊂ V . Soit δ un automorphisme F -linéaire de V
tel que h(δu, δv) = h(v, u) pour tout u, v ∈ V . On peut clairement trouver un tel élément tel que
δ(V ′) = V ′. D’après [MVW] π∨ est isomorphe à πδ où πδ(x) = π(δxδ−1) et de la même façon π′
est isomorphe à π′δ
′
où δ′ est la restriction de δ à V ′. Modulo ces isomorphismes on a les égalités
HomH,ξ(π
∨, π′∨) = HomH,ξ(πδ , π′δ
′
) = HomH,ξ(π, π
′) et donc l’égalité m(π∨, π′∨) = m(π, π′)

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Soient (V, h) un espace hermitien et W un sous-espace hermitien de V de sorte que V et W
soient compatibles. Fixons une décomposition orthogonale V = (Z+⊕Z−)⊕⊥D⊕⊥W où Z+, Z−
sont des sous-espaces totalement isotropes et D est une droite. Fixons aussi un générateur v0
de D et posons r = dim(Z+) = dim(Z−). Cette situation sera conservée jusqu’en 15.3 inclus.
Soit k > 1 un entier et introduisons quelques notations relatives à des sous-groupes de GLk.
Pour i = 1, . . . , k, on note Qk−i,i le sous-groupe parabolique standard de GLk de composante
de Levi standard GLk−i × GL1 × . . . × GL1 et Uk−i,i son radical unipotent. On définit Pk−i,i
comme le sous-groupe des éléments de Qk−i,i dont les projections sur les i facteurs GL1 sont
triviales. En particulier Pk−1,1 est le sous-groupe mirabolique de GLk. On définit un caractère
ψi de Pk−i,i(E) par
ψi(p) = ψE(
k−1∑
j=k−i+1
pj,j+1)
pour tout p ∈ Pk−i,i(E) où pj,l désigne les coefficients de p.
15.1 Induction de pi et multiplicité I
Soit Y+ un sous-espace totalement isotrope de dimension k de V et notons Q son stabilisateur
dans G. C’est un sous-groupe parabolique de G, on note N son radical unipotent. Fixons des
sous-espaces V˜ et Y− de sorte que V = (Y+ ⊕ Y−) ⊕⊥ V˜ et notons L la composante de Levi de
Q qui stabilise V˜ et Y−. On a alors un isomorphisme L ≃ GL(Y+) × G˜. Soient π˜ ∈ Temp(G˜),
π+ ∈ Temp(GL(Y+)), σ ∈ Temp(H) et posons π = i
G
Q(π+ ⊗ π˜).
Proposition 15.1.1 Supposons r = 0 alors
m(π, σ) = m(π˜, σ)
Preuve : Pour tout λ ∈ iR/( 2iπlog(q)Z), posons πλ = i
G
Q((π+|det|
λ) ⊗ π˜). La représentation πλ
se réalise par translation à droite sur l’espace Vπλ des fonctions ϕ : G(F ) → Vπ+ ⊗ Vπ˜ lisses
vérifiant
ϕ(g+g˜ng) = |det(g+)|
λ
EδQ(g+)
1/2(π+(g+)⊗ π˜(g˜))ϕ(g)
pour tous g+ ∈ GL(Z+), g˜ ∈ G˜(F ), n ∈ N(F ), g ∈ G(F ). On a m(πλ, σ) = m(π, σ) pour
tout λ d’après la proposition 14.2.2 ii) a) et le théorème 14.3.1. L’espace quotient Q(F )\G(F )
paramétrise les sous-espaces totalement isotropes de dimension k de V . L’action de H(F ) sur
Q(F )\G(F ) admet deux orbites : l’une ouverte U correspond à l’ensemble des sous-espaces
totalement isotropes Y ′ de dimension k tels que dim(Y ′∩W ) = k−1, l’autre fermée Y correspond
à l’ensemble des sous-espaces totalement isotropes Y ′ de dimension k inclus dans W . Définissons
Vπλ,U comme le sous-espace de Vπλ des fonctions à support dans U et notons Vπλ,Y = Vπλ/Vπλ,U .
On a alors la suite exacte de H(F )-représentations
0→ Vπλ,U → Vπλ → Vπλ,Y → 0
Lemme 15.1.1 On a HomH(Vπλ,Y , σ) = 0 et Ext
1(Vπλ,Y , σ) = 0.
Preuve : On peut toujours supposer que Y+ ⊂ W . Alors Q ∩ H = QH = LHNH est un
sous-groupe parabolique de H et on a un isomorphisme de H(F )-représentations
Vπλ,Y ≃ i
H
QH (δ
1/2
Q δ
−1/2
QH
(π+|det|
λ ⊗ π˜)|QH )
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D’après le second théorème d’adjonction de Bernstein, on a
HomH(Vπλ,Y , σ) = HomLH (δ
1/2
Q δ
−1/2
QH
(π+|det|
λ ⊗ π˜), (σ)QH )
et
Ext1H(Vπλ,Y , σ) = Ext
1
LH (δ
1/2
Q δ
−1/2
QH
(π+|det|
λ ⊗ π˜), (σ)QH )
La représentation (σ)QH
est de longueur finie et puisque σ est tempérée, les caractères cen-
traux de tous ses sous-quotients ont leur partie réelle dans un certain cône. La représentation
δ
1/2
Q δ
−1/2
QH
(π+|det|
λ ⊗ π˜) est irréductible et son caractère central n’est pas dans ce cône. On en
déduit la nullité des deux espaces précédents 
D’après le lemme on a HomH(πλ, σ) = HomH(Vπλ,U , σ). Quitte à conjuguer, on peut tou-
jours supposer que dim(Y+ ∩W ) = k− 1 et donc U = Q(F )\Q(F )H(F ). La restriction à H(F )
de Vπλ,U est alors une induite compacte à partir du sous-groupe H(F ) ∩ Q(F ). Décrivons plus
en détail ce sous-groupe. On peut fixer une décomposition
W = (Y ′+ ⊕ Y
′
−)⊕
⊥ D′ ⊕⊥ V˜
où Y ′+ = Y+ ∩W et D′ est une droite. Soit G˜′ le groupe unitaire de D′⊕ V˜ et Q′ le sous-groupe
parabolique de H des éléments qui stabilisent Y ′+. On a alors une décomposition Q′ = L′N ′ où L′
est le Levi qui stabilise D′⊕ V˜ et Y ′−, ce Levi s’identifie donc naturellement à GL(Y ′+)×G˜′. On a
alors Q∩H = (GL(Y ′+)×G˜)N ′. La représentation δ
1/2
Q (π+|det|
λ⊗ π˜)|Q(F )∩H(F ) n’est pas triviale
surN ′(F )mais elle est triviale surN ′♯(F ) oùN
′
♯ est le sous-groupe des éléments de N
′ qui agissent
comme l’identité surD′. On aN ′♯ = N∩H et c’est un sous-groupe distingué de Q∩H. Le quotient
(Q(F ) ∩H(F ))/N ′♯(F ) est naturellement un sous-groupe de L(F ) = GL(Y+) × G˜(F ). On peut
fixer une base de Y+ de sorte que l’isomorphisme déduit GL(Y+) ≃ GLk(E) identifie (Q(F ) ∩
H(F ))/N ′♯(F ) avec Pk−1,1(E)× G˜(F ). On a alors un isomorphisme de H(F )-représentations
Vπλ,U ≃ c− ind
H(F )
(Pk−1,1(E)×G˜(F ))N ′♯(F )
((δ
1/2
Q π+|det|
λ)|Pk−1,1(E) ⊗ π˜)
D’après [BZ] 3.5, la représentation (δ
1/2
Q π+|det|
λ)|Pk−1,1(E) possède une filtration
{0} = τk+1,λ ⊂ τk,λ ⊂ . . . ⊂ τ1,λ = (δ
1/2
Q π+|det|
λ)|Pk−1,1(E)
Les quotients de cette filtration vérifiant
τi,λ/τi+1,λ ≃ c− ind
Pk−1,1(E)
Pk−i,i(E)
(∆i(δ
1/2
Q π+|det|
λ)⊗ ψi)
L’induction à support compact étant un foncteur exact, on en déduit une filtration
{0} = µk+1,λ ⊂ µk,λ ⊂ . . . ⊂ µ1,λ = Vπλ,U
où pour i = 1, . . . , k on a
µi,λ/µi+1,λ ≃ c− ind
H(F )
(Pk−i,i(E)×G˜(F ))N ′♯(F )
(∆i(δ
1/2
Q π+|det|
λ)⊗ ψi ⊗ π˜)
Pour i = 1, . . . , k, soit Qk−i le sous-groupe parabolique de H qui fixe l’espace engendré par
les k − i premiers vecteurs de la base fixée de Y+, il admet un Levi naturellement isomorphe
à ResE/F (GLk−i) × G˜k−i où G˜k−i est un groupe unitaire contenant G˜. La représentation
∆i(δ
1/2
Q π+|det|
λ)⊗ ψi ⊗ π˜ est triviale sur le radical unipotent de Qk−i. Posons
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µ′i = c− ind
G˜k−i
(Uk−i,i(E)G˜(F )N
′
♯(F ))∩G˜k−i
(ψi ⊗ π˜)
On a alors
µi,λ/µi+1,λ ≃ i
H
Qk−i
(∆i(δ
1/2
Q π+|det|
λ)⊗ µ′i)
Lemme 15.1.2 Pour λ générique, on a pour i = 1, . . . , k − 1
HomH(µi,λ/µi+1,λ, σ) = 0
et
Ext1H(µi,λ/µi+1,λ, σ) = 0
Preuve : On a ∆i(δ
1/2
Q π+|det|
λ) = ∆i(δ
1/2
Q π+)|det|
λ et ∆i(δ
1/2
Q π+) est de longueur finie. Par
conséquent pour λ générique tous les sous-quotients de µi,λ/µi+1,λ ont des supports cuspidaux
différents de celui de σ 
D’après le lemme on a donc pour λ générique HomH(π, σ) = HomH(µk,λ, σ). D’après [BZ],
on a ∆k(δ
1/2
Q π+|det|
λ) = 1 (car π+ est tempérée donc générique) et G˜k−i = Qk−i = H. Par
conséquent µk,λ = c − ind
H
G˜P0,k(E)N
′
♯(F )
(ψk ⊗ π˜). La contragrédiente de l’induite à supports
compacts d’une représentation admissible étant l’induite ordinaire de la contragrédiente, on a
par réciprocité de Frobenius
HomH(π, σ) = HomG˜P0,k(E)N ′♯(F )
(σ∨, ψ−1k ⊗ π˜
∨)
Remarquons que P0,k(E)N
′
♯(F ) n’est autre que le radical unipotent d’un sous-groupe parabo-
lique de H de composante de Lévi ResE/F (GL1)× G˜ et que ψ
−1
k a alors une définition analogue
à celle de ξ pour une normalisation convenable. La multiplicité m(π˜, σ) = m(π˜∨, σ∨) est donc
la dimension de l’espace HomG˜P0,k(E)N ′♯(F )
(σ∨, ψ−1k ⊗ π˜
∨). D’où le résultat 
15.2 Induction de σ et multiplicité
Soit W = (Y+,H ⊕Y−,H)⊕⊥ W˜ une décomposition orthogonale où Y+,H et Y−,H sont totale-
ment isotropes. Notons QH le sous-groupe parabolique de H des éléments qui stabilisent Y+,H ,
NH son radical unipotent et LH la composante de Levi qui stabilise Y−,H . Notons H˜ le groupe
unitaire de W˜ , on a alors LH = GL(Y+,H)× H˜. Soient π ∈ Temp(G), σ+ ∈ Temp(GL(Y+,H)),
σ˜ ∈ Temp(H˜) et posons σ = iHQH (σ+ ⊗ σ˜).
Proposition 15.2.1 On a m(π, σ) = m(π, σ˜)
Preuve : Soit (D′, hD′) un espace hermitien de dimension 1 engendré par un vecteur v′0 tel
que hD′(v
′
0) = −h(v0). Posons V
′ comme étant la somme orthogonale de V et D′ et notons
G′ son groupe unitaire. Soient Z ′+ = Z+ ⊕ E(v0 + v′0) et Z
′− = Z− ⊕ E(v0 − v′0), on a alors
V ′ = (Z ′+⊕Z ′−)⊕⊥W et Z ′+, Z ′− sont des sous-espaces totalement isotropes de V ′. Notons P ′ le
sous-groupe parabolique de G′ des éléments qui stabilisent Z ′+ et M ′ sa composante de Levi qui
stabilise Z ′−. On a alorsM ′ = GL(Z ′+)×H. Fixons une représentation tempérée arbitraire π′+ de
GL(Z ′+). Posons σ′ = iG
′
P ′(π
′
+ ⊗ σ). Alors, d’après la proposition 15.1.1 m(π, σ) = m(π, σ
′). Soit
Q′ le sous-groupe parabolique de G′ des éléments qui stabilisent Z ′+⊕Y+,H et L′ sa composante
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de Levi qui stabilise Z ′− ⊕ Y−,H . Alors L′ = GL(Z ′+ ⊕ Y+,H)× H˜ et on a un isomorphisme σ′ ≃
iG
′
Q′((π
′
+ × σ+)⊗ σ˜). Appliquant une nouvelle fois la proposition 15.1.1 on a m(π, σ
′) = m(π, σ˜)

15.3 Induction de pi et multiplicité II
On reprend ici les notations du paragraphe 15.1 : on a une décomposition V = (Y+⊕Y−)⊕⊥V˜ ,
π+ ∈ Temp(GL(Y+)), π˜ ∈ Temp(G˜), π = i
G
Q(π+ ⊗ π˜) et σ ∈ Temp(H).
Proposition 15.3.1 On a m(π, σ) = m(π˜, σ).
Preuve : On démontre le résultat par récurrence sur dim(V ). Si dim(V ) = 1 il n’y a rien à
dire. Supposons donc le résultat établi pour tout les couples (V ′,W ′) avec dim(V ′) < dim(V ).
Posons V ′ = Z+⊕Z−⊕W , G′ le groupe unitaire de V ′, P ′ le sous-groupe parabolique de G′ qui
préserve Z+ et M
′ la composante de Levi qui préserve Z−. On a alors un isomorphisme naturel
M ′ ≃ GL(Z+)×H. Soit σ+ ∈ Temp(GL(Z+)) et posons π′ = iG
′
P ′(σ+⊗σ). D’après la proposition
15.2.1 on a m(π, σ) = m(π, π′). D’après la proposition 15.1.1 on a m(π, π′) = m(π′, π˜). Enfin
d’après l’hypothèse de récurrence appliquée au couplus (V ′, V˜ ), on a m(π′, π˜) = m(π˜, σ) 
16 Le développement spectral
On reprend les notations de la section 4 :V,W,P,M,U, ξ, . . .. Soit σ ∈ Temp(H) et f ∈
C∞c (G(F )) une fonction très cuspidale. Le but de cette section est de donner une expression
spectrale de la limite lim
N→∞
JN (θσ, f).
16.1 La formule
Soit L un Lévi de G et O ∈ Πell(L) une iA
∗
L,F orbite de représentations irréductibles ellip-
tiques de L(F ). On a une décomposition L ≃ RE/FGLn1 × . . . × RE/FGLnk × G˜ où G˜ est le
groupe unitaire d’un sous-espace hermitien V˜ de V . Soit π ∈ O, on a une décomposition analogue
de π en produit tensoriel π ≃ π1 ⊗ . . . ⊗ πk ⊗ π˜ où pour j = 1, . . . , k, πj est une représentation
irréductible de la série discrète de GLnj (E) et π˜ est une représentation irréductible elliptique
de G˜(F ). Alors π˜ ne dépend pas du choix de π et on peut poser t(O) = t(π˜) avec la notation
du paragraphe 3.1. Soit σ ∈ Temp(H) une représentation irréductible tempérée de H(F ). Les
espaces hermitiens W et V˜ sont compatibles, on peut donc poser m(O, σ) = m(π˜, σ).
Definition 16.1.1 Soient σ ∈ Temp(H) une représentation tempérée irréductible de H(F ) et
f ∈ C∞c (G(F )) une fonction très cuspidale. On définit alors la quantité Jspec(σ, f) par la formule
Jspec(σ, f) =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aL
∑
O∈{Πell(L)};m(O,σ)=1
[iA∨O : iA
∨
L,F ]
−1t(O)−1
∫
iA∗L,F
JGL (πλ, f)dλ
où pour chaque orbite O on a fixé un point base π ∈ O.
Le but de cette section est de prouver le résultat suivant
Théorème 16.1.1 Soient σ et f comme précédemment alors on a
lim
N→∞
JN (θσ, f) = Jspec(σ, f)
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16.2 Utilisation de la formule de Plancherel
On peut exprimer f grâce à la formule de Plancherel-Harish-Chandra. On a l’égalité
f(g) =
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)
fO(g)
où pour O ∈ Π2(L) on a posé fO(g) = [iA∨O : iA
∨
L,F ]
−1
∫
iA∗L,F
m(τλ)Tr(i
G
Q(τλ, g
−1)iGQ(τλ, f))dλ
avec Q ∈ P(L) et τ ∈ O quelconques. La fonction fO appartient à l’espace de Schwarz-Harish-
Chandra et elle est nulle pour presque tout O. Cela permet d’obtenir l’expression suivante de
gf ξ
(1) gf ξ(h) =
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)
∫
U(F )
fO(g−1hug)ξ(u)du
On a interverti l’intégrale et la double somme. Cela est possible car l’intégrale∫
U(F )
fO(g−1hug)ξ(u)du
est absolument convergente d’après la proposition II.4.5 de [W3]. Fixons un produit scalaire
invariant sur Eσ et une base orthonormale Bσ pour ce produit scalaire. On a alors l’égalité
J(θσ, f, g) =
∑
ǫ∈Bσ
∫
H(F )
(ǫ, σ(h)ǫ)gf ξ(h)dh
Presque tout les termes de cette somme sont nuls. Substituant l’égalité (1) on obtient
J(θσ, f, g) =
∑
ǫ∈Bσ
∫
H(F )
(ǫ, σ(h)ǫ)
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)
∫
U(F )
fO(g−1hug)ξ(u)dudh
Pour ǫ ∈ Eσ, L ∈ L(Mmin), O ∈ Π2(L) et g ∈ G(F ), posons
(2) JL,O(ǫ, f, g) =
∫
H(F )×U(F )
(ǫ, σ(h)ǫ)fO(g−1hug)ξ(u)dudh
Alors le lemme 12.0.7 et la proposition II.4.5 de [W3] montrent que cette expression est
absolument convergente. On a donc l’égalité
(3) J(θσ, f, g) =
∑
ǫ∈Bσ
∑
L∈L(Mmin)
∑
O∈Π2(L)
|WL||WG|−1JL,O(ǫ, f, g)
Fixons provisoirement L ∈ L(Mmin) et O ∈ Π2(L). On a le fait suivant dont la démonstration
est tout à fait analogue à celle du point 14.2(3) (le point crucial étant la centralité de A(F ) dans
M(F ))
(4) Il existe un entier naturel c0 tel que pour tout c > c0, g ∈M(F )K et h ∈ H(F ), on ait
l’égalité∫
U(F )
fO(g−1hug)ξ(u)du =
∫
U(F )c
fO(g−1hug)ξ(u)du
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Fixons τ ∈ O un point base et un parabolique Q ∈ P(L). On notera πλ = i
G
Q(τλ) pour
λ ∈ iA∗L,F et on réalise toutes ces représentations sur l’espace commun K
G
Q,τ . On munit Eτ d’un
produit scalaire invariant, alors KGQ,τ hérite d’un produit scalaire induit. Soit Kf ⊂ K un sous-
groupe ouvert tel que f soit biinvariante par Kf et soit B
Kf
O une base orthonormée de (K
G
Q,τ )
Kf .
Pour tout g ∈ G(F ) on a
fO(g) = [iA∨O : iA
∨
L,F ]
−1 ∑
e∈BKfO
∫
iA∗L,F
m(τλ)(e, πλ(g
−1)πλ(f)e)dλ
Soit c0 un entier tel que (4) soit vérifié. Pour c > c0, g ∈M(F )K et ǫ ∈ Eσ, remplaçons dans
(2) fO par son expression précédente. Après les changements de variables h 7→ h−1 et u 7→ u−1,
on obtient
JL,O(ǫ, f, g) = [iA∨O : iA
∨
L,F ]
−1
∫
H(F )×U(F )c
(σ(h)ǫ, ǫ)
∑
e∈BKfO
∫
iA∗L,F
m(τλ)(πλ(g)e, πλ(hug)πλ(f)e)ξ(u)dλdudh
A g fixé le coefficient (πλ(g)e, πλ(hug)πλ(f)e) est essentiellement majoré par Ξ
G(hu) indé-
pendamment de λ. On en déduit que l’expression précédente est absolument convergente ce qui
permet de permuter les intégrales et on reconnaît alors l’intégrale intérieure : c’est Lπλ,σ,c(ǫ ⊗
πλ(g)e, ǫ⊗πλ(g)πλ(f)e). Quitte à accroître c0 c’est aussi Lπλ,σ(ǫ⊗πλ(g)e, ǫ⊗πλ(g)πλ(f)e). On
a alors
JL,O(ǫ, f, g) = [iA∨O : iA
∨
L,F ]
−1 ∑
e∈BKfO
∫
iA∗L,F
m(τλ)
Lπλ,σ(ǫ⊗ πλ(g)e, ǫ ⊗ πλ(g)πλ(f)e)dλ
En particulier si m(O, σ) = 0 alors JL,O(ǫ, f, g) = 0 pour tous ǫ ∈ Eσ et g ∈ M(F )K.
Supposons que m(O, σ) = 1 et fixons des familles (ǫ′j)j=1,...,n, (ǫj)j=1,...,n, (e
′
j)j=1,...,n, (ej)j=1,...,n,
(ϕj)j=1,...,n vérifiant le ii)b) de la proposition 14.2.2. Pour λ ∈ iA
∗
L,F , g ∈ M(F )K et e ∈ K
G
Q,τ
considérons la somme
Xλ(e, g) =
∑
ǫ∈Bσ
Lπλ,σ(ǫ⊗ πλ(g)e, ǫ ⊗ πλ(g)πλ(f)e)
Pour j = 1, . . . , n et c, c′ ∈ N posons
Xλ,j,c,c′(e, g) =
∫
H(F )U(F )c
∫
H(F )U(F )c′
(σ(h)ǫ′j , ǫj)(πλ(h
′u′g)e, πλ(hu)ei)
(e′j , πλ(h
′u′g)πλ(f)e)ξ(u)du′dh′dudh
C’est une intégrale absolument convergente. Alors la même discussion que dans [W2] p.91
montre que pour c et c′ assez grand on a
Xλ(e, g) =
n∑
j=1
ϕj(λ)Xλ,j,c,c′(e, g)
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On pose JL,O(θσ, f, g) =
∑
ǫ∈Bσ
JL,O(ǫ, f, g). Ce que l’on vient de dire implique alors l’égalité
suivante
JL,O(θσ, f, g) = [iA∨O : iA
∨
L,F ]
−1 ∑
e∈BKfO
n∑
j=1
∫
iA∗L,F
m(τλ)ϕj(λ)Xλ,j,c,c′(e, g)dλ
D’après (3) on a aussi
J(θσ, f, g) =
∑
L∈L(Mmin)
∑
O∈Π2(L)
|WG||WL|−1JL,O(θσ, f, g)
JN (θσ, f) est l’intégrale de J(θσ, f,mk)κN (mk)δP (m)
−1 sur m ∈ H(F )\M(F ) et k ∈ K.
Pour L ∈ L(Mmin), O ∈ Π2(L) et N,C ∈ N posons
JL,O,N,C(θσ, f) = [iA∨O : iA
∨
L,F ]
−1 ∑
e∈BKfO
n∑
j=1
∫
iA∗L,F
m(τλ)ϕj(λ)
∫
H(F )U(F )c
1σ<Clog(N)(hu)(σ(h)ǫ
′
j , ǫj)
∫
G(F )
(πλ(g)e, πλ(hu)ej)
(e′j , πλ(g)πλ(f)e)κN (g)dgdudhdλ
Lemme 16.2.1 (i) Cette expression est absolument convergente.
(ii) Il existe C tel qu’on ait la majoration
|JN (θσ, f)−
∑
L∈L(Mmin)
∑
O∈Π2(L)
|WG||WL|−1JL,O,N,C(θσ, f)| << N−1
pour tout N > 2.
Preuve : C’est exactement la même que celle du lemme 6.4 de [W2] où on remplace les
majorations 4.3(6) (7) et (8) de [W2] par les majorations de la proposition 13.0.5 
On fixe dorénavant un C qui vérifie le (ii) du lemme précédent.
16.3 Changement de fonction de troncature
On fixe jusqu’au paragraphe 16.5 des données L ∈ L(Mmin), Q ∈ P(L), O ∈ {Π2(L)}
et τ ∈ O. Soit Y ∈ A+Pmin . On en déduit une (G,Mmin)-famille orthogonale positive Y =
(YP )P∈P(Mmin). Soit g 7→ u(g,Y) la fonction caractéristique de l’ensemble des g ∈ G(F ) qui
s’écrivent g = k1mk2 avec k1, k2 ∈ K et m ∈ Mmin(F ) qui vérifie σ
G
Mmin
(HMmin(m),Y) = 1.
Soient e′, e′′ ∈ KGQ,τ et ϕ une fonction holomorphe sur un voisinage de iA
∗
L,F dans A
∗
L,C/iA
∨
L,F .
Pour e ∈ KGQ,τ , g, g
′ ∈ G(F ) et λ ∈ iA∗L,F posons
Φ(e, g, g′, λ) = (πλ(g)e, πλ(g′)e′)(e′′, πλ(g)πλ(f)e)
On définit alors
ΦN (g
′) =
∑
e∈BKfO
∫
iA∗L,F
φ(λ)m(τλ)
∫
G(F )
Φ(e, g, g′, λ)κN (g)dgdλ
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ΦY (g
′) =
∑
e∈BKfO
∫
iA∗L,F
φ(λ)m(τλ)
∫
G(F )
Φ(e, g, g′, λ)u(g,Y)dgdλ
Proposition 16.3.1 Les deux expressions ci-dessus sont absolument convergentes. Soit R un
réel, il existe deux réels c1, c2 > 0 tels que
|ΦN (g
′)− ΦY (g′)| << N−R
pour tout N > 2 et pour tous g′ ∈ G(F ), Y ∈ A+Pmin vérifiant σ(g
′) 6 Clog(N) et c1log(N) 6
α(Y ) 6 c2N pour tout α ∈ ∆min
Preuve : Il suffit de reprendre la preuve de la proposition 6.6 de [W2] et d’y apporter trois
modifications :
– Il faut remplacer la majoration 4.3(2) de [W2] par la majoration de la proposition 13.0.2.
– Pour établir l’analogue du point (5) de la preuve dans [W2], on n’a besoin que de la
propriété suivante sur la fonction de troncature κN :
Il existe une constante c3 > 0 tel que pour tout g ∈ G(F ) vérifiant σ(g) 6 c3N on a
κN (g) = 1
– Il y a une erreur dans la preuve de la proposition 6.6 de [W2] qui a été corrigée dans [W5].
L’erreur se trouve dans l’utilisation de l’inégalité (11) pour majorer la fonction f5. Si la
fonction f5 est seulement C
∞ cela ne suffit pas, car ses coefficients de Fourier ne seront qu’à
décroissance rapide. Puisque l’on a supposé ici que la fonction φ admet un prolongement
holomorphe sur un voisinage de iA∗L,F , la fonction f4 de la référence admettra elle aussi
un prolongement holomorphe dans un tel voisinage. Ainsi les coefficients de Fourier de
f4 seront à décroissance exponentielle. Il suffit alors de remplacer l’inégalité (11) de la
référérence par la suivante
(11’) Pour tout c > 0 on a la minoration
|ζ(xm′, ym)| > clog(N)
pour tout x, y ∈ K1, pourvu que c1 soit assez grand.
On peut alors majorer f5 par une puissance négative de N aussi grande que l’on veut,
pourvu que c1 soit assez grand. Avec cette correction mineure la preuve de [W2] devient
correcte.

16.4 Utilisation des calculs spectraux d’Arthur
Pour tout ǫ > 0 on note D(ǫ) l’ensemble des Y ∈ A+Pmin tels que
inf{α(Y );α ∈ ∆} > ǫsup{α(Y );α ∈ ∆}
Fixons une norme |.| sur AMmin . Pour L
′ ∈ L(L), on note ΛL
′
O,ell l’ensemble des λ ∈ iA
∗
L tels
que RL
′
(τλ) ∩W
L′(L)reg 6= ∅. Cet ensemble est stable par translation par iA
∨
L,F + iA
∗
L′ . Pour
un tel L′ et un tel λ on dispose d’une décomposition
iL
′
L′∩Q(τλ) =
⊕
ζ∈RL′ (τλ)∨
iL
′
L′∩Q(τλ, ζ)
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Fixons S′ = L′U ′ ∈ P(L′) et posons Q(S′) = (L′ ∩ Q)U ′. On en déduit par induction une
décomposition analogue de EGQ(S′),τλ que l’on peut aussi écrire
KGQ(S′),τ =
⊕
ζ∈RL′ (τλ)∨
KGQ(S′),τ,ζ
On note projλ,ζ la projection de K
G
Q(S′),τ sur K
G
Q(S′),τ,ζ par rapport aux autres facteurs. Pour
tout g′ ∈ G(F ) on pose
Φ(g′) =
∑
L′∈L(L)
(−1)aL′
∑
λ∈ΛL′O,ell/(iA∨L,F+iA∗L′ )
|RL
′
(τλ)|2
aL′−aL
∑
ζ∈RL′(τλ)∨∫
iA∗
L′,F
(
projλ,ζ ◦RQ(S′)|Q(τλ+µ)e′′, projλ,ζ ◦RQ(S′)|Q(τλ+µ)iGQ(τλ+µ, g
′)e′
)
JGL′(i
L′
L′∩Q(τλ+µ, ζ), f)ϕ(λ+ µ)dµ
Proposition 16.4.1 Soit ǫ > 0 et R > 1. On a
|ΦY (g
′)− Φ(g′)| << σ(g′)RΞG(g′)|Y |−R
pour tout g′ ∈ G(F ) et tout Y ∈ D(ǫ) ∩AMmin,F .
Preuve : C’est la même que celle des sections 6.7 et 6.8 de [W2]. La proposition 6.7 de [W2]
reprend les calculs spectraux d’Arthur pour la formule des traces locale (dans [A3] p.69 à 88)
qui donnent une approximation de notre terme ΦY (1) dans le cas où ϕ = 1. Waldspurger montre
qu’on peut alors glisser une fonction ϕ tout le long des calculs d’Arthur et que ceci donne une
approximation du terme ΦY (g
′) même lorsque g′ 6= 1. Le lemme 6.8 de [W2] démontre que cette
approximation est alors exactement notre terme Φ(g′). Ces deux démonstrations sont tout à fait
générales et s’appliquent à des groupes G réductifs connexes généraux sauf le dernier paragraphe
de la preuve du lemme 6.8 où il est fait usage de propriétés particulières des R-groupes dans le
cas des groupes spéciaux orthogonaux. Ces propriétés sont aussi vérifiées dans le cas unitaire cf
section 3.2 
16.5 Evaluation d’une limite
Lemme 16.5.1 On a l’égalité
lim
N→∞
JL,O,N,C(θσ, f) = [iA∨O : iA
∨
L,F ]
−1 ∑
L′∈L(L)
(−1)aL′
∑
λ∈ΛL′O,ell/(iA∨L,F+iA∗L′ )
|RL
′
(τλ)|2
aL′−aL
∑
ζ∈RL′ (τλ)∨m(iL′L′∩Q(τλ,ζ),σ)=1
∫
iA∗
L′,F
JGL′(i
L′
L′∩Q(τλ+µ, ζ), f)dµ
Preuve : Encore une fois c’est exactement la même que celle du lemme 6.9 de [W2]. Il suffit
d’utiliser la majoration du corollaire 13.0.1(1) à la place de la majoration 4.3(4) de [W2], et de
remarquer que le théorème 14.3.1 et la proposition 15.3.1 entraînent les analogues des lemmes
5.3(ii) et 5.4 de [W2] 
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16.6 Preuve du théorème
Il suffit de reprendre le paragraphe 6.10 de [W2]. Fixons L′ ∈ L(Mmin) et O′ ∈ {Πell(L′)}.
D’après les lemmes 16.2.1 et 16.5.1, il s’agit essentiellement de compter les quadruplets (L,O, λ, ζ)
où L ∈ LL
′
(Mmin), O ∈ {Πell(L)}, λ ∈ Λ
L′
O,ell/(iA
∨
L,F + iA
∗
L′) et ζ ∈ R
L′(τλ)
∨ (τ est un point
base de O), tels que
{iL
′
L′∩Q(τλ, ζ)µ; µ ∈ iA
∗
L′} = O
′
(Q est n’importe quel élément de P(L)) 
17 Une formule pour la multiplicité
17.1 Le théorème
Soient (V, hV ) et (W,hW ) deux espaces hermitiens compatibles de groupes unitaires respectifs
G et H. Soient θ et θ′ des quasicaractères sur G(F ) et H(F ) respectivement. Supposons que
dV > dW . On reprend alors les notations de la section 5. Il y est défini un ensemble T de tores
de H. On pose alors
mgeom(θ, θ
′) =
∑
T∈T
|W (H,T )|−1 lim
s→0+
∫
T (F )
cθ′(t)cθ(t)D
H(t)1/2DG(t)1/2∆(t)s−1/2dt
Cette expression a un sens d’après les lemmes 5.2.2 et 5.3.1. Si dW > dV on posemgeom(θ, θ
′) =
mgeom(θ
′, θ). Pour π ∈ Temp(G) et σ ∈ Temp(H) on notera cπ = cθπ , cσ = cθσ , mgeom(θ, σ) =
mgeom(θ, θσ∨) et mgeom(π, σ) = mgeom(θπ, θσ∨).
Théorème 17.1.1 Pour tout π ∈ Temp(G) et σ ∈ Temp(H) on a l’égalité
m(π, σ) = mgeom(π, σ)
Soit f ∈ C∞c (G(F )) une fonction cuspidale et σ ∈ Temp(H). Posons
mspec(f, σ) =
∑
π∈Πell(G);m(π,σ∨)=1
t(π)−1θπ(f)
Le théorème précédent découlera alors du théorème suivant
Théorème 17.1.2 Soient f et σ comme ci-dessus. On a
mspec(f, σ) = mgeom(Iθf , σ)
Ces deux théorèmes seront démontrés en 16.4 et 16.5.
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17.2 Induction pour la multiplicité géométrique
Soit k > 1 un entier. Pour θ un quasicaractère de GLk(E) on pose mgeom(θ) = cθ,Ok(1) où
Ok est l’unique orbite nilpotente régulière de glk(E). Remarquons que ce terme ne dépend que
de la restriction de θ au sous-ensemble {HRE/FGLk = 0} de GLk(E), car ce sous-ensemble est
un voisinage de 1.
Fixons deux espaces hermitiens compatibles (V, hV ) et (W,hW ) de groupes unitaires respec-
tifs G et H et soit L un Lévi de G. On a alors une décomposition
L ≃ RE/FGLn1 × . . .×RE/FGLnk × G˜
où G˜ est le groupe unitaire d’un sous-espace hermitien V˜ de V . Pour j = 1, . . . , k soit θj un
quasicaractère de RE/FGLnj et θ˜ un quasicaractère de G˜. On note θ
L = θ1 ⊗ . . . ⊗ θk ⊗ θ˜
le quasicaractère de L(F ) donné par θL(g1, . . . , gk, g˜) = θ1(g1) . . . θk(gk)θ˜(g˜). Enfin, on pose
mgeom(θ
L, ρ) = mgeom(θ˜, ρ)mgeom(θ1) . . . mgeom(θk). Soit σ ∈ Temp(H).
Lemme 17.2.1 Supposons que θ = IndGL (θ
L) alors on a
mgeom(θ, σ) = mgeom(θ
L, σ)
Preuve : Posons n = n1+ . . .+nk. Fixons une injection (W,hW ) dans (V, hV ). On distingue
trois cas
Cas dV > dV˜ > dW : Quitte à conjuguer L, on peut supposer que W ⊂ V˜ . Les ensembles
de tores à partir desquels sont définis mgeom(θ, σ) et mgeom(θ˜, σ) sont alors les mêmes : c’est
l’ensemble noté T dans la section 5. On a par définition
mgeom(θ, σ) =
∑
T∈T
|W (H,T )|−1 lim
s→0+
∫
T (F )
cσ∨(t)cθ(t)D
H(t)1/2DG(t)1/2∆(t)s−1/2dt
et
mgeom(θ
L, σ) = cθ1,On1 (1) . . . cθk ,Onk (1)
∑
T∈T
|W (H,T )|−1
lim
s→0+
∫
T (F )
cσ∨(t)cθ˜(t)D
H(t)1/2DG˜(t)1/2∆(t)s−1/2dt
Soit T ∈ T . On a alors une décomposition orthogonale W = W ′ ⊕W ′′ tel que T soit un
tore maximal anisotrope de H ′ le groupe unitaire de W ′. On note H ′′, G′′ et G˜′′ les groupes
unitaires des supplémentaires orthogonaux de W ′ dans W , V et V˜ respectivement. Rappelons
que T♮ est l’ensemble des t ∈ T dont toutes les valeurs propres sur W
′ sont différentes de 1 et
de multiplicité 1. On a alors ZG(t) = G
′′ × T . Il suffit de montrer que pour tout t ∈ T♮(F ) on a
(1) DG(t)1/2cθ(t) = cθ˜(t)cθ1,On1 (1) . . . cθk ,Onk (1)D
G˜(t)1/2
Rappelons que l’on a
cθ(t) =
1
|Nil(g′′(F ))reg|
∑
O∈Nil(g′′(F ))reg
cθ,O(t)
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Soit O ∈ Nil(g′′(F ))reg. Le lemme 2.3 de [W2] permet d’exprimer cθ,O(t) à partir de θL.
Explicitons la formule dans notre cas particulier. Il y figure une somme sur XL(t) un ensemble
de représentants des classes de conjugaison par L(F ) des éléments de L(F ) conjugués à t par
G(F ).
(2) On peut prendre XL(t) = {t}
En effet, soit g ∈ G(F ) tel que gtg−1 ∈ L(F ). Alors AL commute à gtg−1 donc AL ⊂
gZG(t)g
−1 = g(G′′ × T )g−1. Le tore T étant anisotrope on en déduit AL ⊂ gG′′g−1. L’intersec-
tion des noyaux des a − 1 dans V pour a ∈ AL(F ) est V˜ d’où gW
′ ⊂ V˜ . Comme on a aussi
W ′ ⊂ V˜ , d’après le théorème de Witt quitte à multiplier g par un élément de G˜(F ) ⊂ L(F ) on
peut supposer que gW ′ =W ′. Alors g stabilise aussi V ′′ et si on note g′ la restriction de g à W ′
on a gtg−1 = g′tg′−1 et g′ ∈ H ′(F ) ⊂ L(F ) d’où (2).
La deuxième somme du lemme 2.3 de [W2] porte alors sur Γt/Gt(F ) où Γt = ZG(F )(t) et on
a vu que ce centralisateur est connexe. La deuxième somme est donc elle aussi triviale. Enfin la
dernière somme porte sur les orbites O′ ∈ Nil(lt) telles que [O : O′] = 1 c’est-à-dire telles que
O soit dans l’induite de O′. On a
Lt = RE/FGLn1 × . . .×RE/FGLnk × G˜
′′ × T
et
Nil(lt) = Nil(gln1(E)) × . . .×Nil(glnk(E)) ×Nil(g˜
′′)
De plus si [O : O′] = 1, alors l’orbite nilpotente O′ est régulière. Comme Nil(glnj (E))reg =
{Onj} pour j = 1, . . . , k, cette dernière somme porte en fait sur les O
′ ∈ Nil(g˜′′)reg telles
que [O : On1 × . . . × Onk × O
′] = 1. On vérifie aisément à partir de la description en 3.3
des orbites nilpotentes régulières d’un groupe unitaire qu’il existe une unique telle orbite O′
et que l’application O 7→ O′ est une bijection entre Nil(g′′)reg et Nil(g˜′′)reg. Enfin le terme
[ZL(t)(F ) : Lt(F )] apparaissant dans le lemme 2.3 de [W2] est trivial car ZL(t) = RE/FGLn1 ×
. . .×RE/FGLnk × G˜
′′ × T = Lt. Finalement on obtient
∑
O∈Nil(g′′(F ))reg
cθ,O(t) = DG(t)−1/2DL(t)1/2cθ1,On1 (1) . . . cθk ,Onk (1)
∑
O∈Nil(g˜′′(F ))reg
cθ˜,O(t)
Puisque DL(t) = DG˜(t) et |Nil(g′′(F ))reg| = |Nil(g˜′′(F ))reg|, c’est l’égalité (1), ce qu’il nous
fallait.
Cas dV > dW > dV˜ : A nouveau, quitte à conjuguer L, on peut supposer que V˜ ⊂ W . Les
ensembles de tores définissant mgeom(θ, σ) et mgeom(θ˜, σ) sont cette fois différents. On les note
T et T˜ respectivement : ce sont des classes de représentants dans des ensembles de tores T et
T˜ pour l’action par conjugaison de H(F ) et G˜(F ) respectivement. On a alors
mgeom(θ, σ) =
∑
T∈T
|W (H,T )|−1 lim
s→0+
∫
T (F )
cσ∨(t)cθ(t)D
H(t)1/2DG(t)1/2∆(t)s−1/2dt
et
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mgeom(θ
L, σ) = cθ1,On1 (1) . . . cθk ,Onk (1)
∑
T∈T˜
|W (G˜, T )|−1
lim
s→0+
∫
T (F )
cσ∨(t)cθ˜(t)D
G˜(t)1/2DH(t)1/2∆(t)s−1/2dt
Notons mT (θ, σ) le terme correspondant à T ∈ T dans la première somme.
(3) Si T ∈ T n’est conjugué à aucun élément de T˜ par H(F ) alors mT (θ, σ) = 0
Soient W = W ′T ⊕W
′′
T la décomposition orthogonale associée à T et t ∈ T (F ) en position
générique. Il suffit de montrer que t n’est conjugué à aucun élément de L(F ) par G(F ) car alors
t n’est pas dans le support de θ = IndGL (θ
L). Or si g ∈ G(F ) est tel que gtg−1 ∈ L(F ) alors par
le même raisonnement que pour (2) on a gW ′T ⊂ V˜ ⊂W . D’après le théorème de Witt, il existe
h ∈ H(F ) tel que hW ′T = gW
′
T ⊂ V˜ . Mais alors hTh
−1 ∈ T˜ ce qui contredit l’hypothèse.
(4) Si T ∈ T est conjugué par H(F ) à un élément T ′ ∈ T˜ , alors cet élément est unique et on a
|W (H,T )| = |W (G˜, T ′)|.
Soient T1, T2 ∈ T˜ et h ∈ H(F ) tel que hT1h
−1 = T2. On a des décompositions orthogonales
V˜ = V˜ ′1 ⊕ V˜
′′
1 et V˜ = V˜
′
2 ⊕ V˜
′′
2 associées à T1 et T2 respectivement. On a alors hV˜
′
1 = V˜
′
2 .
D’après le théorème de Witt, quitte à multiplier h par un élément de G˜(F ), on peut supposer
que V˜ ′1 = V˜
′
2 . Soit h
′ la restriction de h à V˜ ′1 on a alors h
′T1h′−1 = T2 et h′ ∈ G˜(F ) ce qui
prouve le premier point. Soit T ′ ∈ T˜ et V˜ = V˜ ′ ⊕ V˜ ′′ la décomposition orthogonale associée.
On note W ′′ le supplémentaire orthogonal de V˜ ′ dans W et H ′, G˜′′ H ′′ les groupes unitaires
de V˜ ′, V˜ ′′ et W ′′ respectivement. Pour établir le deuxième point il suffit de remarquer que
NormH(F )(T
′) = H ′′ × NormH′(F )(T ) et NormG˜(F )(T
′) = G˜′′ × NormH′(F )(T ) d’où des iso-
morphismes W (H,T ′) ≃W (H ′, T ) ≃W (G˜, T ′).
D’après les points (3) et (4) on peut faire porter la somme définissant mgeom(θ, σ) sur T ∈ T˜ .
Soit T ∈ T˜ un tel tore. Soit V˜ = V˜ ′ ⊕ V˜ ′′ la décomposition orthogonale associée à T , V ′′
l’orthogonal de V˜ ′ dans V et G˜′′, G′′ les groupes unitaires de V˜ ′′ et V ′′ respectivement. D’après
(4), pour établir l’égalité voulue, il suffit de voir que pour t ∈ T♮(F ), on a
(5) cθ(t)D
G(t)1/2 = cθ˜(t)cθ1,On1 (1) . . . cθk ,Onk (1)D
G˜(t)1/2
On a toujours
cθ(t) =
1
|Nil(g′′(F ))reg|
∑
O∈Nil(g′′(F ))reg
cθ,O(t)
Soit O ∈ Nil(g′′(F ))reg et exprimons cθ,O(t) à partir du lemme 2.3 de [W2]. Le même
raisonnement que dans le premier cas montre qu’on a Γt = Gt(F ) et qu’on peut prendre X
L(t) =
{t}. De plus, si V˜ 6= 0, il existe une unique orbite O′ ∈ Nil(g˜′′)reg telle que [O : On1 ×
. . . × Onk × O
′] = 1 et l’application O 7→ O′ est une bijection de Nil(g′′)reg sur Nil(g˜′′)reg.
Si V˜ = 0, alors Nil(g˜′′)reg ne contient qu’une orbite O′ et pour toute O ∈ Nil(g′′)reg on a
[O : On1 × . . .×Onk ×O
′] = 1. Dans tout les cas, on en déduit que
cθ(t) = cθ˜(t)cθ1,On1 (1) . . . cθk,Onk (1)D
G(t)−1/2DL(t)1/2
Puisque DL(t) = DG˜(t) c’est l’égalité (5).
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Cas dW > dV > dV˜ : On peut alors trouver une décomposition orthogonale W = (Z+⊕Z−)⊕
D ⊕ V où D est une droite et Z+, Z− sont deux sous-espaces totalement isotropes. Soit D′ une
droite munie d’une forme hermitienne opposée à hD. Considérons l’espace hermitien V
′ somme
orthogonale de W et D′ et notons G′ son groupe unitaire. Alors V ′ est somme orthogonale de
Z ′+ ⊕ Z ′− et de V où Z ′+ et Z ′− sont totalement isotropes. Posons L′ = GL(Z ′+) × G, c’est
naturellement un sous-groupe de Lévi de G′. Soit OGL l’unique orbite nilpotente régulière de
gl(Z ′+) et θGL un quasicaractère de GL(Z ′+) tel que cθGL,OGL(1) = 1 (il en existe). Posons
θ′ = IndG
′
L′ (θGL ⊗ θ). D’après le deuxième cas on a mgeom(θ, σ) = mgeom(θ
′, σ). Soit L′′ =
GL(Z ′+) × L, c’est naturellement un sous-groupe de Lévi de G′. Puisque θ = IndGL (θ
L), on a
aussi θ′ = IndG
′
L′′(θGL ⊗ θ1 ⊗ . . . ⊗ θk ⊗ θ˜). Appliquant à nouveau le deuxième cas, on obtient
l’égalité voulue 
17.3 Pseudo-coefficients
Soit (V, hV ) un espace hermitien de groupe unitaire G. Soit L un Levi de G et τ une repré-
sentation irréductible de la série discrète de L(F ) tel que R(τ) ∩W (L)reg 6= ∅. On a vu dans
le paragraphe 3.1 qu’alors R(τ) ∩W (L)reg ne contient qu’un seul élément que l’on avait noté t.
Pour tout ζ ∈ R(τ)∨, on pose π(ζ) = iGQ(τ, ζ) où Q ∈ P(L). Les considérations des paragraphes
7.3 et 7.4 de [W2] valent toujours car elles n’utilisaient que le fait que AG = {1}. En particulier
on a
Lemme 17.3.1 Il existe une fonction cuspidale f ∈ C∞c (G(F )) vérifiant
1. Iθf =
∑
ζ∈R(τ)∨
ζ(t)θπ(ζ)
2. θπ(ζ)∨(f) = ζ(t)t(π(ζ)
∨) pour tout ζ ∈ R(τ)∨
3. θσ∨(f) = 0 pour tout σ ∈ Temp(G) qui n’est pas l’une des représentations π(ζ).
On définit Tell(G) comme l’ensemble des représentations virtuelles tempérées de G(F ) de la
forme
∑
ζ∈R(τ)∨
ζ(t)π(ζ), où τ est comme précédemment.
17.4 Le cas du groupe linéaire
Soient k > 1 un entier et G = RE/FGLk. Soit f ∈ C
∞
c (G(F )) une fonction cuspidale. Posons
mspec(f) =
∑
O∈{Πell(G)}
[iA∨O : iA˜
∨
G,F ]
−1θπ(f1HG=0)
où on a fixé un point base π dans chaque orbite.
Lemme 17.4.1 Pour toute fonction cuspidale f ∈ C∞c (G(F )), on a l’égalité
mgeom(Iθf ) = mspec(f)
Preuve : C’est le lemme 7.6 de [W2] 
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17.5 Le théorème 17.1.2 implique le théorème 17.1.1
Supposons le théorème 17.1.2 vérifié et montrons que le théorème 17.1.1 l’est aussi. Le
résultat est établi par récurrence. On veut montrer que mgeom(π, σ) = m(π, σ) pour tout
(π, σ) ∈ Temp(G)× Temp(H). Fixons σ. On peut étendre la définition des multiplicités m(., σ)
etmgeom(., σ) par linéarité à l’ensemble des représentations virtuelles tempérées. Il suffit de mon-
trer l’égalité sur une famille génératrice de cet espace. Une telle famille est formée par l’union de
Tell(G) et de l’ensemble des représentations tempérées qui sont des induites propres paraboliques
de représentations tempérées irréductibles.
Traitons d’abord le cas où π est une induite propre. On peut alors trouver un Levi L de
la forme RE/FGLk × G˜ où G˜ est le groupe unitaire d’un sous-espace hermitien V˜ de V , un
parabolique Q ∈ P(L) et une représentation µ⊗ π˜ ∈ Temp(L) = Temp(GLk(E))×Temp(G˜) de
sorte que π ≃ iGQ(µ⊗ π˜). D’après la proposition 15.3.1 on a alors m(π, σ) = m(π˜, σ). D’après le
lemme 17.2.1 on a mgeom(π, σ) = mgeom(π˜, σ)cθµ,Ok(1). D’après un résultat de Rodier ([Ro]) le
coefficient cθµ,Ok(1) vaut 1 si µ admet un modèle de Whittaker et 0 sinon. Puisque µ est tempé-
rée, µ admet un modèle de Whittaker et ce coefficient vaut 1. D’après l’hypothèse de récurrence,
on a m(π˜, σ) = mgeom(π˜, σ). D’où l’égalité m(π, σ) = mgeom(π, σ).
Il reste à établir l’égalité pour π ∈ Tell(G). On peut alors trouver L et τ comme dans le
paragraphe 17.3 tels qu’avec les notations de ce paragraphe on ait π =
∑
ζ∈R(τ)∨
ζ(t)π(ζ). Soit
f ∈ C∞c (G(F )) une fonction cuspidale vérifiant les conclusions du lemme 17.3.1. On a alors
mspec(f, σ) =
∑
π′∈Πell(G);m(π′,σ∨)=1
t(π′)−1θπ′(f)
=
∑
ζ∈R(τ)∨
m(π(ζ)∨, σ∨)ζ(t)
=
∑
ζ∈R(τ)∨
m(π(ζ), σ)ζ(t)
= m(π, σ)
où à la troisième ligne on a utilisé le lemme 15.0.1. Enfin, d’après le premier point du lemme
17.3.1 on a aussi Iθf = θπ d’où mgeom(Iθf , σ) = mgeom(π, σ). Le théorème 17.1.2 appliqué à f
et σ donne alors l’égalité voulue.
17.6 Preuve du théorème 17.1.2
La démonstration de ce théorème procède aussi par récurrence. Les multiplicitésmgeom(Iθf , σ)
et mspec(f, σ) vues comme distributions en f sont invariantes. D’après le lemme 1.8.1, on peut
donc supposer f très cuspidale. Les théorèmes 5.4.1 et 16.1.1 calculent de deux façons la limite
lorsque N tend vers l’infini de JN (θσ∨ , f). Ces deux expressions sont donc égales, autrement
dit on a Jgeom(θσ∨ , f) = Jspec(σ
∨, f). On a Jgeom(θσ∨ , f) = mgeom(θf , σ). D’après la définition
16.1.1 on a
Jspec(σ
∨, f) =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aLJspec,L(σ∨, f)
où on a posé
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Jspec,L(σ
∨, f) =
∑
O∈{Πell(L)};m(O,σ∨)=1
[iA∨O : iA
∨
L,F ]
−1t(O)−1
∫
iA∗L,F
JGL (πλ, f)dλ
On reconnaît Jspec,G(σ
∨, f) : c’est mspec(f, σ). Plus généralement, soit L ∈ L(Mmin). Re-
prenons les notations et les résultats d’Arthur rappelés dans la section 1.8. On pose fL =
φL(f)1HL=0. C’est une fonction cuspidale de L(F ). Puisqu’on a fixé les mesures de sorte que
iA˜∗L,F soit de mesure 1, l’égalité 1.8(1) nous donne
Jspec,L(σ
∨, f) =
∑
O∈{Πell(L)};m(O,σ∨)=1
[iA∨O : iA˜
∨
L,F ]
−1t(O)−1θπ(fL)
Le Levi L admet une décomposition L ≃ RE/FGLn1 × . . . × RE/FGLnk × G˜ où G˜ est le
groupe unitaire d’une sous-espace hermitien V˜ de V . L’espace des fonctions cuspidales sur L(F )
est produit tensoriel des espaces des fonctions cuspidales sur les GLnj (E) et de l’espace de
fonctions cuspidales sur G˜(F ). On définit sur cet espace la forme linéaire mspec(., σ) comme le
produit tensoriel des formes linéaires mspec sur les GLnj(E) et de la forme linéaire mspec(., σ)
sur G˜(F ). On vérifie alors aisément l’égalité
Jspec,L(σ
∨, f) = mspec(fL, σ)
Si L 6= G, on a aussi mspec(fL, σ) = mgeom(IθfL , σ). En effet, il suffit de vérifier l’égalité sur
les tenseurs purs et c’est alors une conséquence du lemme 17.4.1 et de l’hypothèse de récurrence
sur les espaces compatibles V˜ et W . On a donc l’égalité
(1) mspec(f, σ) = mgeom(θf , σ)−
∑
L∈L(Mmin);L 6=G
|WL||WG|−1(−1)aLmgeom(IθfL , σ)
D’après le lemme 1.8.2 on a l’égalité
mgeom(θf , σ) =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aLmgeom(IndGL (IθφL(f)), σ)
D’après le lemme 17.2.1, pour tout L ∈ L(Mmin), on a
mgeom(Ind
G
L (IθφL(f)), σ) = mgeom(IθφL(f), σ)
Le quasicaractère IθφL(f) est la somme des quasi caractères IθφL(f)1HL=Z
pour Z ∈ AL,F .
D’après une remarque faite au début du paragraphe 17.2, seul le terme pour Z = 0 intervient
de façon non nul dans mgeom(IθφL(f), σ). On a donc mgeom(IθφL(f), σ) = mgeom(IθfL , σ). La
plupart des termes de l’égalité (1) se simplifient et on obtient
mspec(f, σ) = mgeom(Iθf , σ)
18 Une application à la conjecture de Gross-Prasad
18.1 Hypothèses sur les L-paquets
On reprend la situation de la section 4. On note d la dimension de V et dW celle de W . On
suppose désormais G et H quasidéployés et on affecte les objets que l’on avait définis d’un indice
i : Gi, Hi, Vi, Wi... Il existe à isomorphisme près un unique espace hermitien Va non isomorphe
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à Vi et de même dimension que Vi. Si dW > 1, il existe aussi un unique espace hermitien Wa
non isomorphe à Wi et de même dimension que Wi. Si dW = 0, on pose simplement Wa = 0.
Notons Ga et Ha les groupes unitaires de Va et Wa respectivement. Dans le cas où dW > 1, les
espaces hermitiens Va et Z ⊕
⊥ D ⊕⊥Wa sont isomorphes et on fixe un tel isomorphisme. Pour
tous π ∈ Temp(Ga), σ ∈ Temp(Ha), on dispose donc de la multiplicité m(π, σ) (indépendante
de l’isomorphisme choisi). Si dW = 0, il n’existe alors pas d’isomorphisme entre Va et Z⊕D⊕Wa
et pour tous π ∈ Temp(Ga), σ ∈ Temp(Ha) on pose m(π, σ) = 0. On affectera d’un indice a les
objets définis à partir du couple (Va,Wa).
D’après des conjectures d’Arthur et Langlands il existe des décompositions de Temp(Gi) et
Temp(Ga) en sous-ensembles finis disjoints appelés L-paquets vérifiant les conditions suivantes
1. Si Π est un L-paquet de Temp(Gi) ou Temp(Ga) alors θΠ =
∑
π∈Π
θπ est une distribution
stable.
2. Il existe une application injective des L-paquets de Temp(Ga) dans les L-paquets de
Temp(Gi) qui vérifie les deux conditions suivantes :
(a) Si le L-paquet Πi est l’image du L-paquet Πa alors (−1)
d+1θΠa est le transfert à
Ga(F ) de θΠi .
(b) Si le L-paquet Πi n’est l’image d’aucun L-paquet de Temp(Ga) alors le transfert de
la distribution θΠi à Ga(F ) est nul.
3. Pour tout L-paquet Πi de Temp(Gi) et toute orbite nilpotente régulière O de gi(F ), il
existe un et un seul élément de Π qui admet un modèle de Whittaker relativement à O.
On suppose que ces conjectures sont vérifiées pour le couple (Gi, Ga) ainsi que pour le couple
(Hi,Ha) si dW > 1.
18.2 Un calcul de fonction jˆ
Lemme 18.2.1 Soient B un sous-groupe de Borel de Gi défini sur F , Tqd un tore maximal de B
défini sur F et Xqd ∈ tqd(F )∩gi,reg(F ). Posons W
Gi =W (Gi, T ). Pour tout O ∈ Nilreg(gi(F )),
on a
jˆ(O,Xqd) = |Nilreg(gi(F ))|
−1|WGi |DGi(Xqd)−1/2
Preuve : Pour tout λ ∈ F×,2 on a jˆ(O, λXqd) = |λ|
(dim(T )−dim(Gi))/2
F jˆ(O,Xqd) etD
Gi(λXqd) =
|λ|
(dim(T )−dim(Gi))/2
F D
Gi(Xqd). Il suffit donc d’établir le résultat pour Xqd dans un voisinage de
0. Pour Xqd ∈ tqd(F ) ∩ gi,reg(F ) assez proche de 0, on a
jˆ(Xqd,Xqd) =
∑
O∈Nil(gi(F ))
ΓO(Xqd)jˆ(O,Xqd)
Appliquons l’égalité 1.4(1) à M = Tqd et X = Y = Xqd. On obtient
jˆ(Xqd,Xqd) = |W
Gi |DGi(Xqd)
−1/2
D’après le lemme 9.3.1, on a donc∑
O∈Nil(gi(F ))reg
jˆ(O,Xqd) = |W
Gi |DGi(Xqd)
−1/2
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Si dim(Vi) est impaire, alors il n’y a qu’une seule orbite nilpotente régulière dans gi(F ) et on
a le résultat voulu. Si dim(Vi) est paire alors il y a deux orbites nilpotentes régulières que l’on
note O+ et O−. Soit g un élément non central du groupe des similitudes de Vi qui commute à
Tqd. Alors la conjugaison par g échange O+ et O−. On a alors pour tout Xqd ∈ tqd(F )∩gi,reg(F )
jˆ(O−,Xqd) = jˆ(gO+g−1, gXqdg−1) = jˆ(O+,Xqd)

18.3 Classes de conjugaison stable de tores
Dans la suite, on notera T ♭ = T (W♭,D) où ♭ = i ou a. Fixons un E ⊗F F -isomorphisme
Φ : Wa ⊗F F → Wi ⊗F F tel que hWi(Φ(w),Φ(w
′)) = hWa(w,w′) pour tous w,w′ ∈ Wa ⊗F F .
Pour h ∈ Ha, on notera φ(h) = Φ ◦ h ◦ Φ
−1 ∈ Hi. Soient T, T ′ ∈ T a ∪ T i, on dit que T et T ′
sont stablement conjugués si et seulement si l’une des deux conditions suivantes est vérifiée :
1. T, T ′ ∈ T ♭ pour un certain indice ♭ et il existe h ∈ H♭ tel que hTh−1 = T ′ et l’isomorphisme
t 7→ hth−1 de T sur T ′ est défini sur F .
2. Quitte à échanger T et T ′, on a T ∈ T a et T ′ ∈ T i et il existe h ∈ Hi tel que hφ(T )h−1 = T ′
et l’isomorphisme t 7→ hφ(t)h−1 de T sur T ′ est défini sur F .
Soit ♭ = i ou a. Pour T ∈ T ♭, on introduit le groupe de cohomologie H
1(T ) = H1(F, T ). On
définit alors
h(T ) =
{
|H1(T )|/2 si T 6= {1}
1 sinon.
Soit W (H♭, T ) = NormH♭(T )/ZH♭(T ), c’est un groupe algébrique défini sur F . On note
WF (H♭, T ) l’ensemble de ses points sur F .
Lemme 18.3.1 (i) Soient T, T ′ ∈ T a ∪T i tels que T ∼stab T ′. Alors W ′′T est isomorphe à W
′′
T ′.
De plus, si on est dans le cas 1) alors on peut trouver h qui vérifie 1) et dont la restriction à
W ′′T soit un isomorphisme défini sur F avec W
′′
T ′ , si on est dans le cas 2) alors on peut trouver
h qui vérifie 2) et tel que la restriction à W ′′T de h◦Φ soit un isomorphisme défini sur F avec W
′′
T ′.
(ii) Soit T ∈ T♭ où ♭ = i ou a. On a alors∑
T ′∈T♭,T ′∼stabT
|W (H♭, T
′)|−1 = h(T )|W F (H♭, T )|−1
et les termes h(T ) et |WF (H♭, T )| ne dépendent que de la classe de conjugaison stable de T .
(iii) Toutes les classes de conjugaison stable dans Ta ∪ Ti coupent Ta et Ti sauf la classe du
tore {1} ∈ Ti qui ne coupe pas Ta.
Preuve :
(i) Dans les deux cas les espaces hermitiens W ′′T etW
′′
T ′ sont de même dimension et leurs groupes
unitaires sont quasi-déployés sur F . Si dim(W ′′T ) est pair cela suffit à prouver que W
′′
T et W
′′
T ′
sont isomorphes sur F . Si dim(W ′′T ) est impair, on utilise le fait que W
′′
T ⊕D et W
′′
T ′ ⊕D ont
aussi des groupes unitaires quasi-déployés sur F donc sont isomorphes et d’après le théorème de
Witt, c’est aussi le cas de W ′′T et W
′′
T ′ .
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Si on est dans le cas (1), il suffit de changer la restriction de h àW ′′T⊗F , qui est un isomorphisme
entre W ′′T ⊗F etW
′′
T ′⊗F , par un isomorphisme entre W
′′
T et W
′′
T ′ défini sur F : le nouvel élément
h vérifie alors (1) et le (i) du lemme.
Si on est dans le cas (2), on remplace la restriction de h à Φ(W ′′T ⊗ F ) par h
′′ ◦ Φ−1|W ′′T⊗F
où h′′
est un isomorphisme défini sur F de W ′′T sur W
′′
T ′ .
(ii) Soit T ∈ T ♭, alors d’après (i) pour tout T
′ ∈ T ♭ qui est stablement conjugué à T , on
peut trouver h ∈ H♭ qui vérifie à la fois (1) et (i). Pour un tel h, on a alors σ(h)
−1h ∈ T pour
tout σ ∈ ΓF . Réciproquement, pour h ∈ H♭ vérifiant σ(h)
−1h ∈ T pour tout σ ∈ ΓF , le tore
hTh−1 est défini sur F , appartient à T ♭ et est stablement conjugué à T . Soit HT = {h ∈ H♭ :
∀σ ∈ ΓF , σ(h)
−1h ∈ T}, on a alors une surjection
Z : H♭(F )\HT /T → {T
′ ∈ T♭ : T ′ ∼stab T}
H♭(F )hT 7→ l’unique élément de T♭ qui est conjugué à hTh
−1 par un élément de H♭(F ).
On vérifie facilement que l’application H♭(F )\HT /T → H
1(F, T ) qui à H♭(F )hT associe la
classe du 1-cocyle σ 7→ σ(h)−1h induit une bijection entre H♭(F )\HT /T et Ker(H1(F, T ) →
H1(F,H♭)) dont le cardinal vaut h(T ).
D’autre part, le cardinal de H♭(F )\HT /T est aussi la somme des cardinaux des fibres de l’ap-
plication Z. Soit T ′ ∈ T♭ vérifiant T ′ ∼stab T et h ∈ HT tel que hTh−1 = T ′. La fibre de Z au
dessus de T ′ est alors l’image de l’application
HT ′ ∩NormH♭(T
′)→ H♭(F )\HT /T
n 7→ H♭(F )nhT
qui se quotiente en une bijection de la fibre avec (NormH♭(F )(T
′)T ′)\HT ′∩NormH♭(T
′). Puisque
l’on a une bijection naturelle
(H ′′T ′(F )T
′)\NormH♭(F )(T
′)T ′ ≃ ZH♭(F )(T
′)\NormH♭(F )(T
′) =W (H♭, T ′)
,le nombre d’éléments dans la fibre est |W (H♭, T
′)|−1|H ′′T ′(F )T
′\HT ′ ∩NormH♭(T
′)|. On a une
application naturelle
H ′′T ′(F )T
′\HT ′ ∩NormH♭(T
′)→WF (H♭, T ′)
On vérifie aisément qu’elle est injective. Montrons qu’elle est aussi surjective. Soit w ∈
WF (H♭, T
′) et n ∈ NormH♭(T
′) qui relève w, pour tout σ ∈ ΓF on a alors σ(n)−1n ∈ ZH♭(T
′) =
H ′′T ′T
′. Soit n′ la restriction de n à W ′T ′ ⊗F : c’est un élément de H
′
T ′ que l’on considère comme
un élément de H♭ en le laissant agir comme l’identité sur W
′′
T ′ ⊗ F et qui relève alors encore w.
On a encore σ(n′)−1n′ ∈ T ′ pour tout σ ∈ ΓF donc n′ ∈ HT ′ ∩NormH♭(T
′). L’application est
donc bijective et on a par conséquent
|H ′′T ′(F )T
′\HT ′ ∩NormH♭(T
′)| = |WF (H♭, T ′)|
D’où la formule suivante∑
T ′∈T♭,T ′∼stabT
|W (H♭, T
′)|−1|WF (H♭, T ′)| = h(T )
Pour obtenir le résultat annoncé, il suffit donc de montrer que |WF (H♭, T )| ne dépend que
de la classe de conjugaison stable de T . Or si on est dans le cas (1), alors on a une bijection
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WF (H♭, T ) → WF (H♭, T
′) donnée par w 7→ hwh−1. On a une bijection analogue dans le cas
(2). Enfin, h(T ) ne dépend aussi que de la conjugaison stable de T car si T ∼stab T
′ alors T et
T ′ sont isomorphes sur F . Cela établit (ii).
(iii) Soit T ∈ Ta alors puisqu’un des deux groupes Ga et Ha n’est pas quasi-déployé, on a
W ′T 6= 0 donc la classe de conjugaison stable de {1} ∈ Ti ne coupe pas Ta. De plus, il existe
un unique espace hermitien W ′i de même dimension que W
′
T mais non isomorphe à W
′
T et Wi
est alors isomorphe à W ′i ⊕W
′′
T . On peut alors transférer T en un tore maximal T
′ du groupe
unitaire de W ′i et on a alors T
′ ∈ T i donc la classe de conjugaison stable de T coupe Ti.
De la même façon soit T ∈ Ti tel que W
′
T 6= 0. Alors il existe un unique espace hermitien
W ′a de même dimension que W ′T mais qui ne lui est pas isomorphe et Wa est alors isomorphe à
W ′a ⊕W ′′T . On peut alors transférer T en un tore maximal T
′ du groupe unitaire de W ′a et on a
alors T ′ ∈ T a donc la classe de conjugaison stable de T coupe Ta. 
18.4 Un résultat dans le sens de la conjecture de Gross-Prasad
Théorème 18.4.1 Soit Πi un L-paquet de Temp(Gi) et Σi un L-paquet de Temp(Hi). Si Πi
est l’image d’un L-paquet de Temp(Ga) alors on note Πa ce L-paquet, sinon on pose Πa = ∅.
On définit de même Σa. Il existe alors un unique couple (σ, π) ∈ (Πi × Σi) ∪ (Πa × Σa) tel que
m(π, σ∨) = 1.
Preuve : Le cas dW = 0 découle de notre hypothèse 18.1.3 sur les L-paquets de Temp(Gi).
On suppose dorénavant que dW > 1. Soit ♭ = i ou a. On pose mΠ♭,Σ♭ =
∑
π∈Σ♭,σ∈Σ♭
m(π, σ∨). Pour
T ∈ T♭ on définit les fonctions cΠ♭ et cΣ♭ sur T♮(F ) par
cΠ♭(t) =
∑
π∈Π♭
cπ(t)
et
cΣ♭(t) =
∑
σ∈Σ♭
cσ(t)
D’après le théorème 17.1.1, on a
(1) mΠ♭,Σ♭ =
∑
T∈T♭
|W (H♭, T )|
−1ν(T ) lim
s→0+
∫
T (F )
cΠ♭(t)cΣ♭(t)D
H♭(t)1/2DG♭(t)1/2∆(t)s−1/2dt
Soient T ∈ T♭ et t ∈ T♮(F ). Soit B ⊂ G
′′
♭,T un sous-groupe de Borel défini sur F , TB ⊂ B un
tore maximal défini sur F et Xqd ∈ tB(F ) ∩ g
′′
♭,T,reg(F ). On fixe de la même façon un élément
XHqd ∈ h
′′
♭,T,reg(F ). Pour λ ∈ F
×,2 assez petit, on a
θΠ♭(texp(λXqd)) =
∑
O∈Nil(g′′
♭,T
)
cθΠ♭ ,O(t)|λ|
−dim(O)/2
F jˆ(O,Xqd)
D’après le lemme 18.2.1, on a
cΠ♭(t) = lim
λ∈F×
λ→0
|WG
′′
♭,T |−1|λ|
δ(G′′
♭,T
)/2
F θΠ♭(texp(λXqd))
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et de la même façon
cΣ♭(t) = lim
λ∈F×
λ→0
|WH
′′
♭,T |−1|λ|
δ(H′′
♭,T
)/2
F θΣ♭(texp(λX
H
qd))
Soient T ′ ∈ T♭ stablement conjugué à T , h ∈ H♭ qui vérifie 18.3.1(i) et posons t′ = hth−1 ∈
T ′♮(F ), X
′
qd = hXqdh
−1 et X ′Hqd = hX
H
qdh
−1. Alors X ′qd et X
′H
qd vérifient les mêmes hypothèses
par rapport à T ′ que Xqd et XHqd par rapport à T . On a donc
cΠ♭(t
′) = lim
λ∈F×
λ→0
|W
G′′
♭,T ′ |−1|λ|
δ(G′′
♭,T ′
)/2
F θΠ♭(t
′exp(λX ′qd))
et
cΣ♭(t
′) = lim
λ∈F×
λ→0
|W
H′′
♭,T ′ |−1|λ|
δ(H′′
♭,T ′
)/2
F θΣ♭(t
′exp(λX ′Hqd ))
Puisque θΠ♭ et θΣ♭ sont des distributions stables que t
′exp(λX ′qd) = htexp(Xqd)h
−1 et
|WG
′′
♭,T | = |W
G′′
♭,T ′ | (car G′′♭,T et G
′′
♭,T ′ sont isomorphes sur F ), on a cΠ♭(t) = cΠ♭(t
′) et de la même
façon cΣ♭(t) = cΣ♭(t
′). Comme de plus, DH♭(t′) = DH♭(t), DG♭(t′) = DG♭(t), ∆(t′) = ∆(t) et
que l’isomorphisme T (F ) → T ′(F ), t 7→ hth−1 envoie la mesure ν(T )dt sur la mesure ν(T ′)dt′,
les termes indexés par T et T ′ dans (1) sont les mêmes. Soit T♭,stab un ensemble de représentants
des classes de conjugaisons stables dans T♭. D’après 18.3.1(ii), la formule (1) peut se réécrire
mΠ♭,Σ♭ =
∑
T∈T♭,stab
h(T )|WF (H♭, T )|
−1 lim
s→0+
∫
T (F )
cΠ♭(t)cΣ♭(t)D
H♭(t)1/2DG♭(t)1/2∆(t)s−1/2dt
Soient T ′ ∈ Ti et T ∈ Ta stablement conjugués et h ∈ Hi qui vérifie 18.3.1(i). Soit t ∈ T♮(F )
et posons t′ = hφ(t)h−1, X ′qd = hφ(Xqd)h
−1 et X ′Hqd = hφ(X
′
qd)h
−1. Puisque le transfert de θΠa à
Gi est (−1)
dθΠi , on montre comme précédemment que cΠi(t
′) = (−1)dcΠa(t). De la même façon,
on a cΣi(t
′) = (−1)dW cΣa(t). On a aussi DHi(t′) = DHa(t), DGi(t′) = DGa(t) et ∆(t′) = ∆(t).
L’isomorphisme T (F ) → T ′(F ), t 7→ hth−1 envoie la mesure ν(T )dt sur la mesure ν(T ′)dt′.
Puisque (−1)d+dW = −1, on a par conséquent∫
T (F )
cΠa(t)cΣa(t)D
Ha(t)1/2DGa(t)1/2∆(t)s−1/2dt =
−
∫
T ′(F )
cΠi(t)cΣi(t)D
Hi(t)1/2DGi(t)1/2∆(t)s−1/2dt
pour tout s ∈ C vérifiant Re(s) > 0. D’après 18.3.1(ii), on a aussi h(T )|WF (Ha, T )|
−1 =
h(T ′)|WF (Hi, T ′)|−1. Par conséquent, la contribution de la classe de conjugaison stable de T
dans mΠa,Σa est l’opposé de la contribution de la classe de conjugaison stable de T
′ dans mΠi,Σi .
Puisque la seule classe de conjugaison stable qui ne coupe pas Ti et Ta est celle de {1}, seule
cette classe contribue dans la somme mΠi,Σi +mΠa,Σa. On a donc
mΠi,Σi +mΠa,Σa = cΠi(1)cΣi(1)
D’après un résultat de Rodier ([Ro]), pour une représentation π ∈ Irr(G) etO ∈ Nilreg(g(F )),
le coefficient cθπ ,O(1) vaut 1 si et seulement si π admet un modèle de Whittaker par rapport à
O et vaut 0 sinon. D’après les hypothèses qu’on a fait sur les L-paquets, on a donc
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mΠi,Σi +mΠa,Σa = 1
Il y a par conséquent un seul terme qui vaut 1 dans la somme
mΠi,Σi +mΠa,Σa =
∑
(σ,π)∈(Σi×Πi)∪(Σa×Πa)
m(π, σ∨)

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