We develop a risk-sensitive strategic facility sizing model that makes use of readily obtainable data and addresses both capacity and responsiveness considerations. The solution is generally robust to demand forecast uncertainty, which is important since capacity planning must be done at a stage when demand forecasts are necessarily poor. The model also leads to managerial insights, including: (1) optimal facility size eventually decreases in forecast uncertainty and is decreasing in the decision maker's risk aversion, and (2) neglecting risk attitude considerations can result in very poor facility sizing decisions that deteriorate with increased forecast uncertainty. Finally, we derive accurate spreadsheet-implementable approximations to the optimal solution, which make this model a practical capacity planning tool.
instance Bermon and Hood [8] , Bitran and Tirupati [11] , Suri et al. [34] , Rajagopalan and Yu [29] , Donohue et al. [14] , Hopp et al. [21] and Benjaafar [7] . Papers that consider risk in capacity planning are rare; a notable exception is Eppen et al. [16] which models a firm with multiple plants and products in discrete time periods with a mixed integer program, maximizing expected profit subject to a constraint on the expected downside risk. Erkoc and Wu [17] investigates risk-sharing between the manufacturer and its customer via capacity reservation contracts. In this setting, the customer is willing to assume a portion of her supplier's downside risk in order to mitigate her own shortage risk.
There is ample debate on whether corporate decisions should be governed by risk-averse preferences. In general, one's position on this issue hinges on their answer to the question: For whom should a corporation be run? We will adopt the widely accepted view in mainstream corporate America (and supported by the courts) that firms have a fiduciary duty to act in the best interests of their shareholders (Roe [30] ). It is worth noting that the economic merits of this view are not without criticism (Blair [10] , Roe [30] ), and that French and German views offer a counterpoint by stressing corporate social interest duties. The traditional finance literature argues that to act in the best interests of their shareholders, firms should aim to maximize their market capitalization while adopting a risk-neutral attitude towards unsystematic risks. However, this conclusion is based on strong assumptions and hence may not hold in practice (Bickel [9] ). For example, Froot et al. [19] observed that a risk-neutral firm has incentives to hedge if outside financing is more costly than internally generated funds. Greenwald and Stiglitz [20] argued that firms can be risk averse due to imperfect information regarding the capital market. More recently, Smith [33] found that the riskneutral market value maximization goal generally does not reflect the shareholders' best interests.
Empirical studies from interviews with senior executives (Howard [22] ) and analyzing investment decisions (Walls and Dyer [35] ) have shown managerial behavior consistent with risk-averse preferences. Some authors have attributed the departure from market value maximization to the principal-agent relationship and incentives between shareholders and management, in which the risk-neutral principal (shareholders) delegates management to a risk-averse agent (management), but a risk-neutral principal is not compatible with Smith's [33] view.
In this paper we develop a strategic capacity planning framework that incorporates the key operational consideration of responsiveness, explicitly considers risk, and makes use of readily obtainable data. Under the simplest assumptions this framework can be viewed as a risk-averse version of the classic newsvendor problem, about which much has been written (the original formulation is apparently due to Arrow et al. [5] , for a survey see Porteus [28] ).
The risk-sensitive newsvendor problem has received less attention. We found four different approaches for incorporating a measure of risk into the newsvendor model. One approach, used by Lau [25] , consists of maximizing expected profits minus a fixed parameter times their standard deviation. In this case, the parameter is an ad hoc measure of risk aversion.
A second approach avoids an explicit definition of risk by maximizing the probability of exceeding a target profit. Lau [25] , and Sankarasubramanian and Kumaraswamy [32] solved this problem for specific demand distributions, and Li et al. [26] extended the model and analyzed two products with uniformly distributed demands. Eppen et al. (1989) used a twocriterion variation of this approach on their capacity planning model; choosing to maximize expected profit subject to a constraint on the expected downside risk, defined as the positive part of a fixed target minus profit.
A third approach uses the financial market interpretation of risk. Anvari [3] , Chung [13] , and Anvari and Kusy [4] , took the point of view of the firm's shareholders, and decide how much of the firm's equity to invest in the inventory project by maximizing the value of the company's shares at the time of the investment.
A fourth approach is to maximize expected utility. Lau [25] developed a procedure to calculate the optimal order quantity for the risk-averse newsvendor, assuming a polynomial approximation to the von Neumann-Morgenstern utility. Eeckhoudt et al. [15] considered a newsvendor model with general risk-averse utility function and general demand distribution, and examine the sensitivity of the solution to changes in the various price and cost parameters. Our model uses the same approach. Following Howard [22] and Walls and Dyer [35] , we assume the existence of a risk-averse corporate utility function, which is independent of any external effects on the firm's equity. For practical purposes, we generally assume that corporate preferences satisfy constant absolute risk aversion (CARA), and thus ignore wealth effects.
The rest of the paper is organized as follows. In §2 we formulate a modeling framework for capacity planning that incorporates the requirements for designing responsive plants. In §3 we derive structural results for the optimal solution. In §4 we describe the steps necessary for using our models in practice, including two alternative approximations along with numerical tests of their accuracy. The paper concludes in §5.
Model Formulation

Problem Description
Strategic capacity planning for a new production facility can be viewed as a single facility sizing (FS) decision followed by a series of equipment addition (EA) decisions. The FS decision establishes the size (floorspace) of the plant, while the EA decisions populate it with equipment. Modular designs, which spread the FS decision over time have been proposed to reduce initial capital expenditures and exposure to risk (Angelus, Porteus and Wood [2] , Benavides et al. [6] , Cakanyildirim et al. [12] , Huh and Roundy [23] ). While these may be practical in some industries they have yet to be proven as practical alternatives in high technology capital intensive settings such as semiconductor manufacturing. Our focus is primarily on the FS decision. In particular, we concentrate on the variable part of the FS decision (i.e., floorspace proportional to the number of machines to be installed) as opposed to the fixed part (i.e., floorspace for administration, utilities, etc.)
We assume fixed products and production processes, and a finite number of EAs which take place at predefined time periods. We also assume a known utility function reflecting the firm's risk attitude. The problem consists of selecting a FS, and an EA sequence consistent with it, to maximize expected utility of profits with respect to a demand forecast.
An important consequence of capacity decisions is the responsiveness of the production facility. One way to consider this in a model is to assume the existence of a constraint on cycle time. If demand is known with a high degree of certainty (e.g., at the EA decision level), queueing network approximations can be used to evaluate cycle time (see e.g., Bitran and Tirupati [11] , Suri et al. [34] or Hopp et al. [21] ). Unfortunately, the same approximations cannot be used at the FS decision level because at this early decision phase demand is highly uncertain. So, as a proxy for a cycle time constraint we assume a limit on utilization for all resources. By capping utilization we limit the amount of queueing that can occur. In practice, and depending upon data availability, the utilization limits can be obtained by (1) using simulation or analytic models (e.g., Bermon and Hood [8] , Bitran and Tirupati [11] or Hopp et al. [21] ) for a representative equipment configuration, (2) using historical utilizations of similar stations in existing facilities, or (3) setting uniform utilization limits across all stations (our tests indicate that 70% to 85% is appropriate in most cases). It is worth noting that a major semiconductor manufacturer uses precisely this type of utilization constraint in sizing their wafer fabs.
Model Formulation
To formulate a precise model to address the above problem we assume the following sequence of events: (1) a demand forecast is generated for a set of future expansion times t 1 , t 2 , . . . , t T ., (2) the facility is built, (3) demands for all t i are revealed simultaneously, and (4) an optimal equipment expansion schedule is generated in terms of the existing facility size and known demands. Although in reality demands are revealed sequentially, we approximate the timing of the EA decisions in this manner for purposes of modeling the FS decision. Note that in this framework, the first EA corresponds to the initial equipment configuration.
Inside the plant we assume each product follows a deterministic routing, visiting some of the N different stations in the facility. Processes and technologies are fixed over the planning horizon and we assume that every station is part of at least one product's routing. We define m j = number of total steps in the routing of product j (1 ≤ j ≤ P ), n js = station visited by product j, on the sth step of its routing (1 ≤ s ≤ m j ), α js = surviving fraction of incoming parts of product j, due to yield loss at station n js (0 <α js ≤ 1), α js = s i=1α ji = cumulative yield of product j after completing the first s steps in its routing, with α j0 = 1 (0 ≤ s ≤ m j ), τ js = effective mean process-time for the sth step of product j, a n = floorspace requirement per tool (including aisle, support, etc.) at station n (1 ≤ n ≤ N ), u n = maximum utilization allowed at station n (1 ≤ n ≤ N ), k = net cost per unit floorspace for the duration of the planning horizon discounted to the time of the FS decision (includes salvage value), c nt = marginal installation cost per additional tool for periods t through T at station n discounted to the time of the FS decision (includes salvage value), r jt = present value of net revenue per unit throughput of product j for period t, z = total floorspace (primary (FS) decision variable), x nt = number of tools added at station n for period t (secondary (EA) decision variable), λ jt = release rate of product j during period t (secondary decision variable).
The demand rate for product j in period t is p j q t D, for 1 ≤ j ≤ P, 1 ≤ t ≤ T , where the q t and p j , which are positive with T t=1 q t = P j=1 p j = 1, constitute a demand profile, and D is a random variable representing total demand rate across all products and installation periods.
A demand forecast consists of a demand profile together with estimates of the median m and coefficient of variation (cv) c of D. For a measure of central tendency, we choose the median instead of the mean because we believe its compatibility with scenarios makes it easier for the forecaster to estimate, and also because it is not subject to a disproportionate influence of rare events with extreme values. In this context, the cv can be interpreted as a measure of confidence in the forecaster's prediction of D. Note that the demand rate expression implies that the proportion of demand for each product remains constant across all periods. We also assume a fixed product mix, and λ jt α j = p j θ t , for 1 ≤ j ≤ P, 1 ≤ t ≤ T, where θ t is the aggregate throughput for period t and α j = α jm j is the total cumulative yield of product j.
(Note that the λ jt represent release rates, while the θ t represent throughput or output rates.)
To formulate the model in terms of aggregate product, a unit of which consists of p j units of product j for all products, we define
The notation [S] stands for 1 if statement S is true and 0 otherwise. The numerator in equation (1) is the expected process time at station n per unit of aggregate product made.
Hence, when utilization at station n is u n , κ n corresponds to the expected number of tools required at that station, per unit of aggregate throughput. This implies that if utilization at station n is u n for all n, the total amount of floorspace required per unit of aggregate throughput is a = N n=1 a n κ n .
Given D, the discounted net revenues generated by a facility of size z (excluding floorspace costs), can be represented as a solution to the following optimization problem (P):
x nt a n ≤ z (4)
Note that (2) are the maximum utilization constraints (the u n parameter is part of the definition of κ n in equation (1)). Constraints (3) limit throughput to available demand, and (4) is the floorspace constraint.
Hence, the optimal FS decision z * is the floorspace that maximizes expected utility of net profit, that is
Note that problem (P) ignores any integrality conditions for the equipment capacity variables x nt . The main reasons for this choice are tractability and robustness of the R(·|D)
function. These are primary concerns in an environment of highly uncertain data like ours.
If the optimal solution z * is not a sum of multiples of the floorspace requirements a n then, for implementation purposes, a more practical floorspace decision may be obtained by finetuning the utilization parameters u n . But even without this, a solution obtained by the methods we describe here captures the tradeoffs among the main decision factors. The final decision will necessarily have to be adjusted in accordance to additional practical requirements not considered in any long-term strategic model.
Structural Results
Flat Demand Profiles
We begin by considering the simplest case where the forecast is flat, that is q t = q for all t. In some instances, a flat demand profile may be consistent with anticipated market conditions at the time of forecasting. In others, it is an additional approximation of reality. However, even in cases where such a profile is not expected, the forecast may be too uncertain to build in any other shape. We treat the flat demand case for its own sake in this section; in §4 we use flat profiles to develop two approximations for the general profile case. Without loss of generality, we assume a = 1, which is equivalent to selecting convenient floorspace units.
To find the optimal floorspace, we first compute the expected utility in equation (5) as a function of the decision variable z. To do this, we condition on the random component of the demand D in the following lemma (proof in appendix).
Lemma 1. If q t = q for all t, given D, the discounted net revenue generated by a facility of size z (excluding floorspace costs) is
where r = max{ With closed-form expression (6) available, we can use equation (5) to calculate the optimal floorspace; which is our main goal. Let F (·) represent the cdf of the demand variable D, and U (·) the utility function of a risk-averse decision maker. We assume F to be continuous and U to be concave and twice differentiable with U > 0. Note that R(·|D) is concave for every D, and by the assumptions on the utility function, so is E U [R(z|D) − k z]. Therefore, the optimal floorspace z * is well-defined in terms of equation (5). Computing z * is just a matter of solving the first order condition, which, denoting dE U [r min(z, qD) − k z]/dz by ϕ(z) can be written as
whereF stands for 1 − F . If ϕ(z) has a zero, the concavity of the expected utility guarantees its uniqueness. On the other hand, if ϕ(z) < 0 for all z > 0, the solution is z * = 0, and if
When the decision-maker is risk-neutral (i.e., U = 1), equation (7) yields the well-known newsvendor solution
In general, given F (·), U (·), r, k, and q, one can compute the root of equation (7) using standard numerical methods. In §4 we present results for specific functional forms of F and U .
The model defined by equations (5)- (7) can be thought of as a risk-sensitive version of the classic newsvendor problem. CARA preferences can be represented by a utility function of the form U (x) = −e −γx , where γ = −U (x)/U (x) is the degree of risk aversion (see e.g., Keeney and Raiffa [24] p.167). Adopting the CARA assumption allows us to consider compactly the effects of some parameter changes on the FS decision. We summarize the key results in the following theorem.
Theorem 1. If r − k > 0 and q t = q for all t, the optimal FS, z * , is increasing in q for any risk-averse preferences, and decreasing in k for risk-averse preferences that exhibit CARA.
Proof. From equation (7) and the convexity of the expected utility, ϕ (z) ≤ 0 for all z.
Hence, to show that ∂z * /∂x ≥ 0 (≤ 0) it is sufficient to show that ∂ϕ(z * )/∂x ≥ 0 (≤ 0).
The condition r−k > 0 implies that ϕ(z) in (7) is increasing in q, which proves the first result.
To prove the second result, assume CARA, and use U (x) = −e −γx , with γ ≥ 0. Substituting into (7) and carrying out the calculations yields the desired result that ∂ϕ(z * )/∂k ≤ 0.
Note that the requirement r − k > 0 simply means that it is profitable to build the facility. The two results of Theorem 1 agree with the risk-neutral case, as can be verified from equation (8), and are intuitive. Increasing q is equivalent to increasing the demand for all sample paths, which leads to building a larger facility. Similarly, if the floorspace cost is reduced, increasing the facility size by the same amount allows the capture of additional revenue without additional risks.
In contrast to the results of Theorem 1, the effect on z * of changes in the revenue parameter r does not necessarily agree with the risk-neutral case, in which z * is increasing in r. Note that the first term of ϕ(z) in condition (7) is the marginal cost in expected utility of an increase in the order quantity z/q, and the second term is the marginal benefit. This interpretation is useful in understanding the counter-intuitive behavior of the solution with respect to changes in r. Although benefit increases with r through the factor r − k, there is also the opposite effect of a decrease in both cost and benefit because of diminishing returns (i.e., lower U ) for higher net revenues. Which of the two effects dominates depends upon the particular choice of parameters and preferences. (See Eeckhoudt et al. [15] for sufficient conditions that guarantee z * increasing in r. Neither CARA nor DARA are. Note that they show this for the newsvendor problem, which includes our flat profile problem as a special case.)
Observe that using the definition of r from Lemma 1, any sensitivity result with respect to r can be traced back to the original set of r t and c nt parameters. However, we caution against singling out the specific parameters that affect r because this constitutes an a posteriori analysis on the optimal EA schedule, the modeling of which is a rough approximation whose only purpose is to support the FS decision.
An important element of the model is risk-aversion, and a natural question is how do changes in risk attitude affect the FS decision z * . Not surprisingly, z * decreases as riskaversion increases. A proof of a similar result for the newsvendor problem can be found in Eeckhoudt et al. [15] .
As we discussed earlier, of all the data required by our model the forecast is by far the most uncertain. For this reason, it is imperative to investigate the effect of forecast uncertainty on the FS decision z * . Since demand forecasts tend to be highly uncertain for strategic capacity planning, the region of interest lies towards the higher end of cv values. So we begin by analyzing the behavior of z * in the limit as c increases to infinity, while the median and other parameters remain fixed. This process involves the transformation of the distribution function F , which in general, is not uniquely determined by two parameters. To ensure the desired effect on the distribution in the limit, namely, a complete shift of probability mass towards the two tails, we restrict the class of distribution functions according to the following definition.
Definition 1. A continuous distribution F (·|m, c), with median m and coefficient of variation c, satisfies the median-cv limit conditions if for every m > 0
iii) There exists a function G(·|m), integrable on [0, ∞), and some c 0 > 0 such that
The last condition of this definition is a technical requirement added for convenience in proofs. In practice, when time comes to evaluate z * numerically, an explicit functional form for the distribution F will be required. Given the high degree of uncertainty, and the fact that the forecast information is limited to the median and cv, we opt for simplicity and recommend fitting a two-parameter distribution. Two reasonable choices for modeling demand forecasts are the lognormal and gamma. The lognormal distribution function with median m and cv c is
where η = η(c) = log(c 2 + 1) and Φ(x) = 1/ √ 2π
The gamma distribution function with median m and cv c is most conveniently defined in terms of the complimentary function
where η = η(c) = 1/c 2 and Q(η, x) = 1/Γ(η) Lemma 2. The lognormal and gamma distributions as defined by equations (9) and (10) satisfy the median-cv limit conditions.
The limiting behavior of the optimal FS decision as the cv of demand forecast approaches infinity is characterized in the following theorem (proof in appendix).
Theorem 2. If q t = q for all t, the demand variable D has distribution function F (·|m, c) satisfying the median-cv limit conditions, and the decision-maker is either risk-neutral, or strictly risk-averse with a utility function such that lim x→∞ U (x) = 0 and lim
and U is risk-neutral, < ∞ if r > 2k and U is strictly risk-averse.
(11)
When the last case of (11) holds, z * (∞) > 0 is the unique solution of
and for the special case of CARA preferences with U (x) = −e −γx ,
where β = γrqm.
The most noteworthy conclusion from Theorem 2 is the qualitative difference, for high cv values, in the behavior of the FS decision between the risk-neutral and strictly risk-averse cases when the systems are sufficiently profitable (i.e., r > 2k). For the risk-neutral case,
given the divergence of z * as c → ∞, the solution is necessarily sensitive to perturbations in the data in the region of interest of high c values. On the other hand, for the strictly risk-averse case, the solution is asymptotically stable in c.
To examine this difference more closely, we make the assumptions of CARA preferences and a lognormal demand distribution with median m and cv c. For the risk-neutral case, substituting (9) into equation (8) and solving for z yields
where Φ −1 (·) is the inverse of the standard normal probability distribution. There are two cases: (1) when r ≤ 2k, Φ −1 (1 − k/r) ≤ 0 so z * is decreasing in c, and (2) when r > 2k, Φ −1 (1 − k/r) > 0 so z * is strictly increasing in c. The latter case implies that when using a risk-neutral model, and to the extent that c represents the confidence in the forecaster's prediction, being conservative (i.e., overestimating c) leads to building a larger facility than being overconfident (i.e., underestimating c).
We would like to go beyond the limiting case and compare the above risk-neutral solution to the one for strictly risk-averse preferences. Unfortunately, in general it is impossible to express the risk-averse solution in closed form. However, we can draw some qualitative conclusions, which we present in the following theorem (proof in appendix). Note that if r/k ≤ 2, the sufficient condition log(r/k −1)/β < 1 is satisfied for any β > 0.
Theorem 3 implies that under the CARA assumption the optimal facility size is eventually decreasing in the cv of the demand forecast for systems with profitability region defined by 0 < log(r/k − 1) < β. This is in sharp contrast with the risk-neutral case, in which the optimal facility size is always increasing in c.
General Demand Profiles
In the previous subsection, the demand forecast was restricted to flat profiles. In this subsection, we consider the more general case where the demand forecast allows levels to vary from one period to the next. As with the flat profile case, to find the optimal floorspace we first obtain an expression for the expected utility as a function of z from equation (5). We do this by conditioning on the random variable D and computing the discounted net revenue function R(z|D), defined as a solution to optimization problem (P). Two characteristics of the function R(z|D) are readily available. First, substituting z = 0 into (P) collapses the feasible region to a single point and yields R(0|D) = 0. Second, the function R(·|D) is concave and piecewise linear. This follows directly from observing that z is an objective function coefficient in the dual of (P); a minimization problem which we denote by (D):
T k=t π nk − µ a n ≤ c nt ,
Hence, fully characterizing R(·|D) requires only identifying the number and location of the breakpoints, and the values of the constant slopes between them. We do this in Lemma 3 (proof in appendix), which is a generalization of Lemma 1. Before proceeding, it is convenient to define s k to be the period of the kth smallest q t , i.e., for 1 ≤ k ≤ T , s k = arg min{q t : 1 ≤ t ≤ T and t = s j for all j < k} , and also
Again, without loss of generality we assume a = 1. In §4 we show how to modify these results for arbitrary a, and hence, arbitrary units.
Lemma 3. For any demand profile, given D, the discounted net revenue generated by a facility of size z (excluding floorspace costs) is
where ∆ t = µ t − µ t+1 for 1 ≤ t ≤ T , µ j is the dual price associated with the floorspace variable z when z ∈ (q s j−1 D, q s j D), with
µ T +1 = 0, and c
As we show in the following theorem, r − k is a measure of profitability of the system, and uniquely determines whether it is worthwhile to build the facility or not (i.e., z * > 0 or z * = 0). Note that r = µ 1 in Lemma 3 coincides with r in Lemma 1.
Theorem 4.
Under the same assumptions of Lemma 3, z * > 0 if r − k > 0 and z * = 0 otherwise.
If r − k > 0, calculating the optimal FS solution amounts to solving the first order condition ϕ(z) = 0. Its explicit form is the following generalization of (7):
Given F (·) and U (·), the numerical calculation of z * can be carried out using standard techniques. Equation (19) indicates that allowing non-flat demand profiles introduces functional complexities to the solutions. As a result, only part of the structural results from the previous subsection can be extended. The following is a generalization of Theorem 1.
Theorem 5. For a general demand profile and risk-averse preferences that exhibit CARA, if r − k > 0 the optimal FS z * is decreasing in k.
Proof. For risk-neutral preferences,
result follows from ϕ(z) being decreasing in z. For strictly risk-averse CARA preferences,
is sufficient to show thatφ(z) is decreasing in k. Butφ(z) = E[ e −γR(z|D) R (z|D) − k ] for this particular utility, and ∂φ(z)/∂k = −E[ e −γR(z|D) ] ≤ 0, which concludes the proof.
We can also extend our observation on the sensitivity of the flat profile solution to the risk aversion coefficient to the general profile case (proof in appendix).
Theorem 6. For a general demand profile, as the risk aversion of the decision-maker increases, the optimal FS z * decreases. Finally, we can show that for general demand profiles, the behavior of z * in the limit as c increases to infinity is the same as for flat profiles (proof in appendix).
Theorem 7.
If the flat profile assumption is replaced by the general demand profile, the conclusions of Theorem 2 remain unchanged.
The main idea underlying the above theorem is that as the probability mass is shifted towards the tails, the effect of the region between q s 1 D and q s T D diminishes. It follows that the limiting behavior of the solution, as c grows towards infinity, is independent of the demand profile. In general, the details on how the limit is reached do depend on the profile, so there is no straightforward generalization of Theorem 3. However, a flat demand solution is an asymptotically correct approximation for a general profile system. In §4, we exploit this to use the flat profile model as a heuristic for the general profile case.
Implementation
We now consider the practical issues involved in using the above framework to compute the optimal FS solution from the data described in §2. Henceforth, we assume CARA preferences with U (x) = −e −γx , and D to be lognormally distributed according to (9) .
To illustrate the solution method, we use the following example representing a microprocessor wafer fab. In constructing this example, we used representative industry data (see e.g., Van Zant [36] ), and dataset 4 of the Sematech semiconductor testbed datasets.
The planning horizon consists of T = 5 one-year periods, and there are N = 150 stations.
We assume nominal installation costs of $2 million per tool and labor costs of $200,000 per tool per year across all stations. The total yield loss is 50%, but for simplicity we assume it all occurs after the last operation, so that α = 1. To calculate revenues, we use an $85 net revenue per aggregate product chip, and assume 350 die per wafer, resulting in a yearly nominal revenue per throughput of 85 × 350 × 12 × 0.5 = $179, 000 per wafer per month (wpm). Table 1 contains the cost and revenue parameters for a 15% discount rate. The c nt are in units of $1,000 per tool, and the r t in $1, 000 per wpm.
To compute the profitability r defined in Lemma 1, we must first calculate κ n , the expected number of tools per unit throughput at each station for the maximum utilization u n defined in (1). Dataset 4 contains an average of 1.97 tools per station, and a release rate of 3,400 wpm results in 95% utilization. Setting maximum utilization u n to 0.75 across all stations implies κ n = 1.97 × (0.95/0.75)/3400 = 7.34 × 10 −4 per wpm for all n. A direct calculation yields r = $333, 000 per wpm, and a = N n=1 a n κ n = 0.110 per wpm ×ā, withā = N n=1 a n /N representing the mean footprint per tool. The floorspace cost can be specified as k = $1 million/ā, where kā is the mean floorspace cost per tool.
To generalize the expressions in §3 for any a, it is sufficient to replace every occurrence of z by z/a, and every k by ka. For example, equation (14) 
Risk Attitude Assessment
For the risk-averse case, the solution is determined by first order condition (19) which involves the degree of risk aversion γ. Hence, we must assess the decision-maker's utility function to use the above method. For simplicity we assume CARA preferences, which is equivalent to restricting the utility function to the simple form U (x) = −e −γx . Following Howard [22] , the usual simple procedure for assessing the corporate risk tolerance (i.e., the inverse of γ) is to find the amount w such that the senior executives are indifferent as a company investment to a 50-50 chance of winning w and losing w/2. The result w is a very close approximation to γ −1 .
Assuming the value of γ has been assessed, we now show how to calculate the optimal FS solution, which involves solving first order condition (19) . We begin with the special case of flat demand profiles, and present the case of general profiles in a separate subsection.
Flat Demand Profiles 4.2.1 Solution
The case of risk-neutral preferences (i.e., γ = 0) admits the closed-form solution (14) (with z/a and ka replacing z and k respectively). If preferences are strictly risk-averse (i.e., γ > 0), the optimal FS is the solution to first order condition (7), which cannot be expressed in closed form. However, after some algebra and a change of variable, (7) whereā is the average footprint per tool. Evidently, risk aversion level has a substantial impact on the optimal facility size.
Observations
The general nature of the solutions depicted in Figure 1 allows us to complement the structural analysis of §3 with the following numerically-based observations, valid over the practical region of interest: (1) the sufficient condition log(r/k − 1) < β is not necessary for z * to be eventually decreasing in c, (2) the condition log(r/k − 1) < β is violated only in cases of extremely high profitability and/or extremely low risk-averseness, (3) if the sufficient condition is satisfied (and even if it is slightly violated, i.e., log(r/k − 1)/β < 2)), z * is quite insensitive The first order condition for general demand profiles is (19) . For the risk neutral case (i.e., U (·) = 1), and assuming F (0) = 0 it reduces to
which is the generalization of newsvendor first order condition (8) . However, in this case, there is no general closed-form solution for T > 1. If F is lognormal, after substituting the functional form (9) one must solve (21) numerically.
For the strictly risk-averse case, (with CARA preferences and lognormal F ), the first order condition (19) is equivalent to
where ζ = z/aq s 1 m, β = γr q s 1 m, ω i = i t=1 ∆ t q st /rq s 1 , and η = η(c) and ρ are defined above. The solution ζ * is uniquely determined by ρ, β, c, µ i /r, and q s 1 /q s i (2 ≤ i ≤ T );
altogether 2T + 1 dimensionless parameters. This large number makes it impracticable to generate plots or tables similar to those for flat demand profiles, so equation (22) must be solved numerically on a case-by-case basis.
The floorspace dual prices µ i can be calculated directly using equation (18) . Alternatively, one can solve T versions of the linear program (D) with D = 1 and fixed z (using floorspace units such that a = 1). To calculate µ i , where 1 ≤ i ≤ T , set z to any value in (q s i−1 , q s i ), e.g., z = (q s i−1 + q s i )/2, and solve; the resulting µ * corresponds to µ i . Table 2 shows a typical demand profile, and the corresponding dual prices (in $1000 per wpm) for the sample problem.
Two Approximations
To avoid solving equation (22) numerically, we propose two approximations involving flat demand profiles, with solutions readily available from the plots in Figure 1 . As we pointed out in §3, these approximations are asymptotically correct.
In both approximations, all parameters in the flat-demand model retain their original values, and the value of q is set to either
Approximation (23) avoids the calculation of the dual prices µ t , but proved to be less accurate than approximation (24) in almost all numerical tests. For the sample problem with the profile from Table 2 , q = 0.200 for (23) and q = 0.148 for (24) . Figure 2 depicts plots of the exact solution and the two approximations as functions of c (recall that z * /ā is the floorspace in total number of average sized tools). For c = 2, z * /ā = 225, approximations (23) and (24) yield respectively 272 (< 21% relative error) and 227 (< 1% relative error).
Example Extension
We extend the example from the beginning of this section to illustrate how the demand profile, cost structure and risk coefficient γ affect the FS decision. Table 3 shows a set of six sample demand profiles. Profiles A-C are permutations of each other and thus exhibit different trends and a common dispersion, which is the highest in the set. Profiles D and E exhibit similar dispersions and trends. We include flat profile F for comparison purposes. In addition to the demand profile, the cost structure is a strong driver of EA decisions.
To gauge the cost structure effect on EA and FS decisions, we include the results of a no discounting cost structure with c nt = 3, 000, r t = 170 for all n and t. With no penalty for early equipment additions, our model suggests identical EA schedules for demand profiles A-C, with all the equipment added in the first period, which leads to identical FS decisions as illustrated in the lower portion of Figure 3 .
Under the cost structure from Table 1 in which both equipment cost and revenue parameters depreciate at a typical rate of 15%, our model suggests different EA schedules for profiles A-C. Given the optimal FS z * , the increasing demand profile A calls for EAs in periods 1-4, provided the realized demand D is moderate (i.e., D < z * /q s 4 ). The EA for the first period Table 3 , two cost structures and two risk coefficients.
decreasing demand profile C calls for an EA in the first period only. The EA decisions for demand profiles D and E are qualitatively similar to those for profile A, but as a result of the small demand dispersion, any EA beyond the first period is very small relative to the EA for the first period. Using different cost structures produced qualitatively anticipated EA schedules. For instance, when revenues decrease at a faster rate than equipment costs, EAs decrease in general and are omitted in late periods relative to when revenues and costs decrease at the same rate, since it takes more revenue periods to amortize the EA investment.
Also, if equipment costs for any period are higher than in an earlier period, the model may call for buying equipment earlier than needed to take advantage of lower early costs.
The upper portion of Figure 3 illustrates the differences in the optimal FS decision for all profiles and two risk coefficients. Note that the FS is increasing from A to B and from B to C, which reflects the fact that under the given conditions, the effect of the higher net present value in the decreasing demand profile overcomes the value of EA postponement in the increasing demand profile. Figure 3 suggests that the risk coefficient γ can be expected to have the most significant effect on the FS decision, followed by cost structure, demand profile dispersion and demand profile trend. Observe that in this model the benefits from a low dispersion demand profile come from a more efficient use of equipment across periods rather than from reduced demand uncertainty. Given a risk factor and cost structure, Figure 3 also illustrates the value of using non-flat demand profiles if available. Moreover, the reduction in FS resulting from the use of non-flat demand profiles should be considered conservative because in this model the EA decisions represent a best possible case since they follow demand realization. This fact has managerial relevance for decision makers considering adoption of the model.
Conclusions
In this paper, we have developed a practical facility sizing tool that can be implemented with obtainable data. This approach is superior to existing capacity planning frameworks because it incorporates risk attitude considerations and explicitly considers the need for designing responsive plants. In general the optimal solution and approximations are robust to forecast uncertainty and changes in the demand profile (except when the uncertainty is unusually low). The approximations, which can be easily implemented on a spreadsheet, proved to be quite accurate in extensive numerical tests.
Important managerial insights resulting from the analysis of the optimal solution include: (1) the facility size is in general eventually decreasing in the forecast uncertainty and is decreasing in the decision maker's risk aversion, and (2) neglecting risk attitude considerations can result in very poor facility sizing decisions that deteriorate with increased forecast uncertainty.
Appendix: Proofs
Proof of Lemma 1. We construct an explicit solution for problem (P) and prove optimality.
There are two cases. Case 1. Suppose r > 0. We want to show that an optimal solution involves capturing demands only during periods t * through T , where t * = arg max{ T k=t r k − N n=1 κ n c * nt : 1 ≤ t ≤ T }, so that sufficient equipment capacity must be available on or before period t * .
The best installation time for station n is t(n) = arg min{c nk : 1 ≤ k ≤ t * }. Consider the proposed solution: x nt = min(z, qD) κ n [t = t(n)], and θ t = min(z, qD) [t ≥ t * ], for all t and n, which is feasible and has objective value (6), as can be verified by direct substitution into the constraints (2)- (4) and the objective function of problem (P). To prove optimality, we show the existence of a feasible dual solution with the same objective value.
The dual of problem (P), for the special case of a flat demand profile (q t = q for all t) is: min{
T k=t π nk − µ a n ≤ c nt ; π nt , σ t , µ ≥ 0; for all 1 ≤ t ≤ T and 0 ≤ n ≤ N }. We can characterize the dual solution in terms of a linear system of equations. Let n 0 be a station index such that t(n 0 ) = t * (its existence is a direct consequence of the definition of t * ), and define the index set X = {(n, t) : t = t(n) for all n, or 1 ≤ t < t(n) for all n = n 0 , or t * < t ≤ T for all n = n 0 }. Let the linear system S = { N n=1 π nt κ n + σ t = r t for all 1 ≤ t ≤ T ; T k=t π nk − µ a n = c nt for all (n, t) ∈ X; π nt = 0 for all n = n 0 and t(n) ≤ t < t * ; σ t = 0 for all 1 ≤ t < t * }. For the case z < qD, the proposed dual solution is the solution to the system S ∪ S 1 , and for the case z > qD, the solution to the system S ∪ S 2 ; where S 1 = {σ t = 0 for all t * ≤ t ≤ T }, and
T k=t π nk − µ a n = c nt for all t * < t ≤ T and n = n 0 }. The proposed dual solution is well-defined because the rank of both systems is equal to the number of dual variables (N T + T + 1). Moreover, manipulating the equations of the systems S ∪ S 1 and S ∪ S 2 , we show that any solution of either system satisfies the dual constraints, hence, the proposed dual solution is feasible. Finally, combining some of the equations of system S yields:
κ n c nt(n) . Comparing this expression with the dual objective function T t=1 σ t qD +µ z for the cases z < qD and z > qD, and using the equations from S 1 and µ = 0 from S 2 respectively, we show that the objective value of the proposed dual solution is (6).
Case 2. Suppose r = 0. In this case, the system is not profitable; no stream of revenues can exceed the equipment costs. Therefore, the optimal solution is x nt = θ t = 0 for all n and t, with objective value zero.
Proof of Lemma 2. For the lognormal, as F (0|m, c) = 0 for all m and c, condition (i) follows. Proof of Theorem 2. Integrating by parts the first term of equation (7) and simplifying yields
and taking the limit as c → ∞ we get
When computing the limit of the integral, we exchanged limit and integration; which is valid by virtue of condition (iii) in Definition 1, and Lebesgue's dominated convergence theorem (see e.g., Rudin [31] p. 26).
For the risk-neutral case, substituting U = 1 into the right hand side of (25) yields r/2 − k. It follows that the optimal FS solution is z * (∞) = 0 when r/2 − k ≤ 0, and z * (∞) = ∞ otherwise. For the strictly risk-averse case, if r − 2k ≤ 0, from (25) we get lim c→∞ ϕ(z|m, c) ≤ U (r − k) z − U (−k z) k/2 < 0 for all z > 0 (the second inequality due to U being strict decreasing), and hence, z * (∞) = 0. If r − 2k > 0, expression (25) as a function of z has a zero iff equation (12) has a solution. But since U is strictly decreasing in its argument, for all z ≥ 0, the numerator of the left hand side of (12) is increasing in z, and the denominator is decreasing in z, and hence, the quotient is strictly increasing in z. In addition, evaluating the quotient at zero yields U (0)/U (0) = 1, and using the limit values of U , lim z→∞ U −k z /U (r − k) z = ∞. Therefore, as 1 < r/k − 1 < ∞, equation (12) has a unique solution z * (∞) ∈ (0, ∞). Finally, substituting U (x) = −e −γx into equation (12) Proof of Lemma 3. The main part of the proof is computing the dual price of z. Before proceeding, note that any optimal solution to (P), denoted by {θ * t , x * nt }, satisfies
To show this observe that because of the utilization constraints (2), if (26) is false, there exists some station i for which the inequality in (2) is strict. In this case, a new solution can be constructed by modifying the x * it variables according to
. But by direct substitution, it follows that this modified solution is feasible and has a higher objective value, which contradicts the optimality of the original solution, and thus proves (26) . Notice that (26) implies that
jt /κ j , for any stations i and j. Substituting into (4) yields the tighter floorspace constraints
Having shown these two results, we are now ready to compute the dual price of z. We begin with the case z > q s T D. Combining (26) with the demand constraints (3) leads to T k=1 N n=1 x * nk ≤ q s T D. This means that the floorspace constraint (4) is not tight, and hence, µ T +1 = 0 by complementary slackness. Observe that in this case, the optimal net revenue is not affected by floorspace and is only limited by profitability. Note also that even without the floorspace constraint (4), given D, the finite forecast always guarantees a bounded solution.
Turning to the more general case, let z ∈ (q s j−1 D, q s j D), with 1 ≤ j ≤ T . According to (27) , a unit increase in z allows an increase of κ n units in the total equipment capacity at station n. To evaluate the net benefit of such an increase in capacity, note that because of the utilization constraint (2), to produce an additional unit of throughput during the periods t through T , κ n units of equipment must be added at each station n, on or before period t. For station n, this represents a cost increase of c * nt κ n , where c * nt = min{c nk : 1 ≤ k ≤ t} is the incremental cost per unit of capacity at station n for use during period t and beyond. This reflects the possibility of obtaining lower costs by installing the equipment before it is required. The total incremental cost is obtained by adding costs for all stations, i.e., N n=1 c * nt κ n . Although this additional capacity allows to increase production during periods t through T , additional revenues are only accrued for the periods where more demand can be captured by increasing z; namely s j , s j+1 , . . . , s T . The additional revenue for this increase in equipment capacity available during period t is then κ n c * nt : 1 ≤ t ≤ T . If this quantity is positive, it corresponds to µ j ; the additional profits resulting from a unit increase in z. On the other hand, if the quantity is negative, the original optimal net revenue was limited by profitability, and an increase in floorspace is not useful, hence µ j = 0. Equation (18) follows from combining the two cases, and since the reasoning only used the assumption z ∈ (q s j−1 D, q s j D), the expression for µ j is valid for the whole interval. This completes the determination of all the breakpoints and slopes.
Finally, using R(0|D) = 0 and the continuity at the breakpoints yields R(z|D) = µ j z + Proof of Theorem 7. Integrating by parts the last T terms of (19) and simplifying leads to
∆ t q st y + (µ i+1 − k) z .
To calculate the limit as c → ∞, we exchange the limit and integration in the last T terms of this expression, and after some algebra, we get equation (25) . The result follows from the remainder of the proof of Theorem 2.
