Let µ be a Borel probability measure in R d . For a k-flat α consider the value infµ(H), where H runs through all half-spaces containing α. This infimum is called the half-space depth of α.
Introduction
Let α be a k-flat and µ a Borel probability measure in R d (0 ≤ k < d). Define the depth of α as follows:
depth µ (α) = inf{µ(H ) : H is a closed half-space, α ⊂ H }.
Sometimes the depth defined above is called half-space depth or Tukey depth in order to distinguish it from other commonly used notions of depth. We will write simply depth(α) if the measure is clear from the context. One of the most important results concerning the notion of half-space depth is the Rado Centerpoint Theorem.
Theorem (Rado Centerpoint Theorem, [8] 
The conjecture is true for k = 0 (in this case the conjecture turns exactly into the Rado Theorem), k = d − 1 (a trivial case), and k = d − 2 (a case settled by Bukh, Matoušek and Nivasch [2] 
themselves).
A result by Klartag [6] implies that, if d − k is fixed, then for every ε > 0, with d sufficiently large depending on ε, and for every Borel probability measure µ in R One can see that for k = 0 and k = d − 1 the constant k+1 k+d +1 in (1) cannot be increased. This is also the case for k = 1, as shown by Bukh and Nivasch [3] .
For the purposes of our paper it will be convenient to think about a depth of a flat in terms of projections. If µ is a Borel probability measure in R d , and α is a k-flat, we will write π α for the orthogonal projection from R d onto the (d −k)-space β = α ⊥ (i.e., π α (α) is a single point). Let µ α be a projection of µ along α, i.e., a measure in β such that for every Borel set X ⊆ β one has µ α (X ) = µ(π −1 α (X )).
(Of course, µ α is a Borel probability measure in β.) Then for the point o = π α (α) one has the identity depth µ α (o) = depth µ (α).
We also note that a projection of a measure is sometimes called a marginal, see [6] . The Rado Centerpoint Theorem implies that for every d, k and µ as above one can find a k-flat α such that depth(α) ≥ 1
(In fact, such a k-flat exists in any k-dimensional direction.) The bound of (2) will be called the Rado bound.
In this paper we prove that for k = 1 the Rado bound (2) is not optimal, except for the case d = 2. Namely, we have the following result: Theorem 1 also implies that the Rado bound (2) is optimal only for the cases k = 0 and k = d − 1, as stated in the following Corollary 2. We emphasize that there is still a huge gap between the inequality (3) we were able to prove, and the conjectured inequality (1). 
Corollary 2. For every d
Reduction to Theorem 1. Choose an arbitrary (k − 1)-dimensional flat β. After projecting along β onto R d −k+1 we can apply Theorem 1. Namely, we conclude that there is a line ℓ ⊂ R d −k+1 such that depth µ β (ℓ) ≥ 1
To finish the proof it is enough to put
In the rest of the paper we prove Theorem 1. The body of the argument is contained in Sections 2-4. Sections 5-9 incorporate the proofs of the technical statements declared in Section 2.
Geometric part: statements
First, it will be convenient for us to prove Theorem 1 for the (d + 1)-dimensional space rather than for the d-dimensional. Next, we aim for a proof by contradiction. Therefore we assume that for every one-dimensional direction ℓ no point of the ddimensional plane ℓ ⊥ has depth (with respect to the projected measure µ ℓ ) 3 or greater. For brevity, we will write
Nice measures
A Borel probability measure µ in a Euclidean d-space V will be called a nice measure if it has a density function f µ : V → R satisfying the following properties:
3. There exist C 1 ,C 2 > 0 such that f µ (x) < C 1 e −C 2 |x| for every x ∈ V .
We supply the space M (V ) of nice measures in V with a metric -the L 1 distance between density functions:
Let I so(V ) be the group of all isometries of V . Then every element F ∈ I so(V ) admits a natural push-forward F * : M (V ) → M (V ). Namely, we define the measure
Recall that I so(V ) has a natural topology. Every F ∈ I so(V ) can be represented as In the next proposition (Proposition 3) we collect the most important facts about nice measures that we will use in the paper. We omit the proof, as it is plainly standard.
Proposition 3.
The following assertions hold:
where F runs through I so(R d ).
Let
α ⊂ R d be a k-flat, where k < d, µ ∈ M (R d ). Then µ α is a nice measure. 3. Let α ⊂ R d be a fixed k-flat. Consider µ α : M (R d ) → M (α ⊥ ) as a function of µ. Then µ α is continuous in M (α ⊥ ).
Consider depth
µ (x) : M (R d )×R d → R as a function of µ and x. Then depth µ (x) is continuous in M (R d ) × R d
(with the product topology).
In the proof of Theorem 1 we will assume that µ is nice. Then the case of an arbitrary µ will follow from a standard approximation argument.
Properties of Tukey medians
We will consider M a (V ) as a subspace of M (V ) with the induced topology. Note that 3 . In order to prove Theorem 1 in R d +1 by contradiction we have to assume that
The following Lemma 4 concerns the properties of Tukey medians.
The idea of such statement is certainly not new, see, for instance, [1] . 
2. For every ν ∈ M a (V ) the Tukey median of ν is unique.
Let o(ν) denote the Tukey median of ν for every
depends continuously on ν.
o(ν) is a continuous function of ν if ν runs through M a (V ).
The proof will be given in Section 5. 
Geometry of measures in
The intuition behind the Structural Lemma can be roughly explained considering, in some sense, a "typical" representative of M 
where ν i is a nice measure sharply concentrated around e i . (We also require o(ν) = 0, but this can also be settled by the particular choice of ν i .) It is not hard to check that depth ν (0) is close to
If we were restricted only to this type of measures, then it would have been natural to put
Our goal will be to formalize this intuition showing that every ν ∈ M
• a (V ) behaves, in a certain sense, similarly to the described measures. 
Topological part
where the equivalence relation ∼ is defined by (u, v) ∼ (−u, v), and the projection p : E → RP d is as follows:
There is a natural way to identify the fiber p −1 (ℓ) and the hyperplane ℓ ⊥ : a point
, where u ∥ ℓ is identified with the point v ∈ ℓ ⊥ . (The last inclusion is due to the property 〈u, v〉 = 0.) Let us state and prove the key lemma of the topological part. After presenting the formal proof we will also give its less formal (but also non-rigorous) interpretation.
The term k-fold covering of RP d will refer to a projection p : X → RP d appearing in the common definition of a covering space (see, for example, [5, §1.3] ), and k denotes the cardinality of each set p −1 (ℓ), where ℓ runs through RP d .
Then there is no space E ′ ⊂ E such that
Proof. Suppose that such E ′ exists. Since π 1 (RP d ) = Z 2 , then E ′ splits into 1-fold and 2-fold subcovers.
We will show then that in each case ξ admits a non-vanishing section. That is, there exists F ⊂ E such that p | F is a homeomorphism from F to RP d , and for every
is not the origin of the fiber p −1 (ℓ).
If there is a 1-fold subcover F ⊂ E , then it is a non-vanishing section itself. If there is a 2-fold subcover
(The sum of vectors is well defined in the fiber p −1 (ℓ).) Put
Since d ≥ 2, and g 1 and g 2 are two vertices of the simplex S(ℓ), which contains the origin inside, the sum g 1 + g 2 cannot vanish. Hence F is a non-vanishing section. Consider the cohomology ring
is the StiefelWhitney class of the bundle ξ, then we have
Hence the top (d-th) Stiefel-Whitney class of ξ is non-zero, and, consequently, ξ cannot have a non-vanishing section (see [7, § 12 ] and references therein). A contradiction finishes the proof.
Remark (non-rigorous "proof " of Lemma 6).
We reduce the lemma to non-existence of a non-vanishing section of ξ just as above. Assume, for a contradiction, that ξ has a non-vanishing section. Equivalently, there exists an even non-vanishing tangent vector field v for the sphere
). Let us also allow v to have isolated finite-index singularities. An example is the field v 0 of unit vectors pointing nothwards. The singularities of v 0 are the north and the south poles. One can see that the index of v 0 at the poles is ±1. Hence the points with odd index split into an odd number of pairs (each pair consists of two mutually antipodal points). We claim that this property holds not only for v 0 , but also for all possible vector fields.
Let C be a centrally symmetric simplicial subdivision of S d isomorphic to the (d + 1)-crosspolytope such that the poles of
Let Σ be a simplex of C , and u Σ be a vector field on ∂Σ. We assume only that u Σ is tangent to S d and has no singularities. Then all continuations of u Σ onto Σ have the same sum of indices over all singularities. Denote this sum by s(Σ, u Σ ).
If a vector field u is defined on sk d −1 (C ), we write
(In the summation above we account for each pair (Σ, −Σ) of antipodal simplices exactly once; the order in which the pair is accounted for does not affect the parity of
for every even field u.) We want to prove that s(u) has to be odd. We can assume that u coincides with v 0 on sk d −2 (C ); this can be done by a continuous perturbation of u.
Let us notice that, whenever a change of u affects only a pair of antipodal (d −1)-faces of C , the parity of s(u) remains unchanged. Indeed, if the simplices Σ and Σ ′ share one of the chosen faces, then the two terms,
may either change or not change their parity simultaneously, and all the other terms remain unaffected. Hence, identifying u with v 0 face-by-face, we indeed get
Remark. The present version of Lemma 6 was suggested by R. Karasev and works for every dimension. For all dimensions, except d = 3 and d = 7, one can consider the tangent bundle of S d with an embedded (d + 1)-fold cover. This gives d + 1 affinely independent vector fields in S d (and therefore d linearly independent vector fields), which is also impossible.
Deduction of Theorem 1 from Lemmas 4, 5 and 6
Let µ be a nice measure in
is the tautological quotient bundle over RP d as in previous section, we can think of a projected measure µ ℓ as a measure in p −1 (ℓ).
We will argue by contradiction. If Theorem 1 is false, then there exists a measure
Let us introduce the notation that we will refer to as the local picture at ℓ 0 . Let ℓ 0 be an arbitrary point of RP d . Then we can choose a neighborhood U ⊂ RP d of ℓ 0 and a homeomorphism
where V is a Euclidean d-space, such that the restriction φ | p −1 (ℓ) is a linear isometry of the spaces p −1 (ℓ) and {ℓ} × V . (We set the origin of {ℓ} × V to be the point (ℓ, 0), where 0 is the origin of V .) Let π : U × V → V be a projection preserving the Vcomponent.
In the local picture at ℓ 0 define
It is clear that ν(ℓ) ∈ M a 0 (V ). Also, assertions 1-3 of Proposition 3 imply that ν ℓ depends continuously on ℓ. By Lemma 4, the Tukey median of ν ℓ is unique and continuous, so the measure (ν ℓ )
• depends continuously on ℓ as well. Finally, it is
). In the local picture at ℓ 0 we have
where 0 is the origin of V . Thus, by Lemma 4 and the continuous dependence of ν ℓ on ℓ, we conclude that a(ℓ) depends continuously on ℓ in U . In particular, a(ℓ) is continuous at the point ℓ = ℓ 0 . But ℓ 0 is arbitrary, hence the continuity of a(ℓ) in the entire RP d follows. By compactness of RP d , the function a(ℓ) attains its maximum, so sup
Define a space E ′ ⊂ E , using Lemma 5, as follows:
(Recall that we use the notation ξ = (E , RP d , p) for the tautological quotient bundle over RP d .)
We claim that the
Consider the local picture at ℓ 0 . Since φ is a homeomorphism and ℓ 0 is arbitrary, it will be sufficient to prove that
depends continuously on ℓ at ℓ = ℓ 0 . Since the U -coordinate of all points in the above expression is ℓ (and so depends continuously on ℓ), we can ignore it. Thus, effectively, we need to prove the continuity of
By condition 2 of Lemma 5, we have
But ν ℓ depends continuously on ℓ, and, by condition 1 of Lemma 5,
. Hence E ′ satisfies the conditions of Lemma 6, which is impossible. The contradiction finishes the proof of Theorem 1.
The Tukey median of a measure
This entire section is devoted to the proof of Lemma 4. If n ∈ R d is a unit vector, denote by H (n) the half-space such that the origin 0 belongs to ∂H (n) and n is the outer normal to ∂H (n), i.e., n is orthogonal to ∂H (n) and is directed outwards the half-space H (n). Assertion 1. Without loss of generality assume that o coincides with the origin 0.
Define N to be the set of all unit vectors n ∈ R d such that ν(H (n)) = depth ν (0). Clearly, the set N is compact.
Assume that 0 ∉ conv N . Then conv N can be separated from 0 by a hyperplane. Or, equivalently, there exists a unit vector v such that The Carathéodory Theorem implies that
By the choice of n i we have
Thus k > 
Hence Assertion 3 follows.
To prove the assertion, it is enough to prove the following claim: given an arbi-
and ν − ν ′ < ε.
Choose a (d + 1)-tuple of half-spaces
satisfying the requirements of Assertion 1. Next, choose a (d + 1)-tuple of half-spaces
Since ν is nice, δ > 0. We will show that ε = δ/2 is sufficient. Indeed, let ν ′ satisfy the assumptions of our claim. Assume, for a contradiction,
On the other hand, according to (4), depth 
Proof. For each plane ∂H i denote by n i the unit normal vector directed outwards
By construction, for every i = j we have
Now we argue by contradiction. Assuming that the statement of lemma is false, there is a plane α that separates 0 from every b i . (The separation need not be strict.) If n is the normal vector to α pointing towards the open half-space with all b i , then
Due to (6), we may assume without loss of generality that
where λ i ≥ 0 and not all λ i are zero. Then Then we will write weight ν (H 1 , H 2 , . . . , H d +1 ) = a or weight ν (n 1 , n 2 
where n i is an outer normal for H i .
Lemma 8. Let V be a Euclidean
d-space, ν ∈ M (V ), ε ∈ 0, 1 (d +1)(2d +1) . Assume that a generating (d + 1)-tuple (H 1 , H 2 , . . . , H d +1 ) of half-spaces in V satisfies weight ν (H 1 , H 2 , . . . , H d +1 ) < 1 d + 1 + ε.
Then the corresponding
2.
Proof. One can see that the set
B i is exactly the region that is covered exactly d times by the covering family of half-spaces H i . In turn, the set
This proves Assertion 1. Without loss of generality let
Assume that the second inequality in Assertion 2 is false, and ν(
contradiction. Assume that the first inequality in Assertion 2 is false, and ν(B
contradicting the second inequality of Assertion 2, which has already been proved. Therefore Assertion 2 is proved completely.
Lemma 9 (Bijection Lemma). Let V be a Euclidean d-space
, ν ∈ M (V ), ε ∈ 0, 1 (d +1)(3d +2) .
Assume that there are two generating (d + 1)-tuples of half-spaces in V ,
Then the corresponding (d + 1)-tuples of simplicial cones 
and, consequently,
, it is possible to apply Lemma 8, replacing ν(B i ),
with their respective upper bounds. This yields
, a contradiction. Therefore G contains a perfect matching. Up to a permutation of indices we can assume that for each i an edge (B i , B 
The central ray of a simplicial cone
Let us assume for this entire section that V is a Euclidean d-space, and a measure
and ν(H ∩ B) ≥ t ν(B)}.
The cone B does not contain any straight line entirely. Therefore we can choose a unit vector n such that 〈n, b〉 > 0 for every b ∈ B \ 0.
Consider the central projection π c of V with the center at 0 onto the plane Π = {y : n, y = 1}.
Define the probability measure ν * in the plane Π as follows:
for every measurable X ⊆ Π. This means, for instance, that the support of ν * is π c (B), so ν * ∉ M (Π), but we will not need the inclusion.
Let H be a half-space in V such that ∂H is not orthogonal to n. Then H ∩ Π is a half-space in Π and
The intersection above is contained in B, hence there exists a non-zero vector e ∈ B such that
is a convex cone of positive measure. We will call C (B) the central cone of B.
Let S d −1 be the unit sphere in V centered at the origin. Define
where d x is the element of the (d − 1)-dimensional Lebesgue measure in S d −1 . We will call e(B) the central vector of B, and the ray along e(B) the central ray of B.
We emphasize that e(B) is a unit vector, and that e(B) ∈ C (B). Remark. As one can see, the definition of C (B) and e(B) depends on the measure ν. Whenever an ambiguity related to the varying measure ν is possible, we will use the notation C (B; ν) and e(B; ν).
Let us state some properties of central cones and central vectors.
Proposition 10. C (B; ν) and e(B; ν) change continuously with a continuous change of ν and B.
Remark. In order to make Proposition 10 explicit, we need to define a continuous change of a cone. For instance, it is enough to define a basic neighborhood of a convex d-dimensional cone C ⊂ V containing no entire straight line. Namely, choose an arbitrary pair of closed convex cones C int and C ext such that
Then C int and C ext span the following basic neighborhood of C : the set of all closed cones C ′ satisfying
The proof of Proposition 10 is routine, and we therefore skip it.
Lemma 11. Let B and B ′ be simplicial cones, both with vertex 0. Suppose that
Proof. The conditions are symmetric for B and B ′ , so it is enough to prove that B ⊇
Then there exists a half-space H such that
But we have
Remark. This is the point of the paper where the strongest assumptions are made. Indeed, the lower bound for ν(B ∩ B ′ ) will come from Lemma 9. To make this lower bound work in Lemma 11, we need ε ≤ 
Ordered (d + 1)-tuples of small weight
In this section we continue to write V for a Euclidean d-space. For brevity, we write
From now on, we start to distinguish ordered and unordered (d + 1)-tuples of half-spaces (cones). To emphasize the distinction, we write unordered (d +1)-tuples in circle brackets, and the ordered (d + 1)-tuples in square brackets.
Given a measure ν ∈ M (V ) and a ∈ (0, 1), let R ν (a) denote the family of all (un-
Assume, in addition, that ν ∈ M 
where σ is some permutation of {1, 2, . . . , d + 1}.
Lemma 13. For every a ∈ According to Lemma 9, for any unordered
there exists a permutation σ of {1, 2, . . . , d + 1} such that
where B i and B ′ i denote the respective simplicial cones. Then put
. Then, combining (7) and Lemma 8 for the cones B i , we obtain
Hence R * ν (a) meets the required conditions. Let us also notice that the proof of Lemma 13 implies the following proposition. Proof. We start with the observation that R ν ′ (a) = ∅. Indeed, this follows from the assumption ν ′ ∈ M
• a (V ) and assertion 1 of Lemma 4. Therefore we can choose a
Since ν ′ − ν < a 1 − a, we conclude that
Without loss of generality assume that [
3(d +1) 3 , and therefore 
Proof. Consider an arbitrary converging sequence
] be the respective (d + 1)-tuples of simplicial cones. Write
Lemma 11 implies ). If H is a half-space with 0 ∈ ∂H , let n(H ) denote the outer unit normal to ∂H .
As b i is separated from the boundary of C (B i ), there exists δ > 0, independent of j , such that for any 1
Taking the limit, we obtain 
Then there is a non-trivial permutation σ such that
Due to the property (R2), for each j = 1, 2, . . . we have
Taking the limit for j → ∞ yields
which is impossible. A contradiction shows that
Thus R * ν (a) is closed and hence compact.
Proof of Lemma 5
We continue using the notation of the previous section. Also, throughout this section we will assume that a ∈ Let us define a vector function
I.e., the arguments are a measure ν ∈ M
• a (V ) and d + 1 unit vectors in V . In order to do that, choose, according to Lemma 13, the family R * ν (a) of ordered (d +1)-tuples of half-spaces satisfying the properties (R1) and (R2) from the previous section.
Given a unit vector n ∈ V denote by H (n) the half-space in V such that 0 ∈ ∂H (n) and n is the outer unit normal for H (n). Let us also write H i = H (n i ). The definition of the function e i will consist of two mutually disjoint cases. 
Our aim will be to show that T V a satisfies the requirements of Lemma 5. We do it in the next lemmas, leaving aside property 2, which is straightforward from the definition of T V a .
Lemma 18. For every
Proof. Equivalently, we have to prove 0 ∈ int conv{e 1 (ν), e 2 (ν), . . . , e d +1 (ν)}. 
Integrating according to (9) , one obtains that e i (ν) ∈ int B i , and, in particular, e i (ν) = 0. Applying Lemma 7, we immediately get (10). (the last identity is due to Proposition 10). Hence Case 2 follows.
