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1. INTRODUCTION 
Let n be a translation plane of order pa, p a prime. In [6, 91, Ostrom and 
Hering have discussed the collineation group G of I7 generated by affine elations 
of II which fix some point of IT. In the case p > 3, Foulser ohtained analogous 
results for the collineation group G of n generated by the Baer p-elements of 17, 
that is, by the collineations of prder p whose fixed-point sets are square root 
subplanes of 17. It is well known that ll can be represented by a 2Adimensional 
vector space M over the field GF(p) of p 1 e ements, so that the points of 17 are 
the elements of M, and the lines of 17 which contain 0 (the origin of M) are 
d-dimensional suhspaces of M. If 0 is collineation that fixes 0, then (r is a linear 
transformation of M. Lemma 2.7 of [2] h s ows that a collineation of Kl fixing 0 
is an affine elation or a Baer p-element of 17 if and only if as a linear transforma- 
tion of M the minimal polynomial of (T is (X - 1)2 and the fixed-point set of u 
is a d-dimensional subspace of M. This stimulates the following definition. 
Let p be a prime and M a vector space over the field GF(p) with p elements. 
Let G be a finite group and let Q be the set of nontrivial elements of order p of G. 
We say that (G, M) is a Baer pair for p if the following conditions are satisfied. 
(1) M is a faithful GF(p) G- mo u e d 1 with dimGFcD) M = 2d, d a positive 
integer. 
(2) If 0 EQ, then M(o - l)2 = 0 and dim,,(,) M(u ~ 1) = d. 
(3) G is generated by elements in Q. 
‘l’he purpose of this paper is to prove the following 
THEOREM 1. Let (G, M) be a Baer pair for an odd prime p. Then one of the 
following holds: 
(a) G is an elementary A4beliun p-group. 
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(b) G g SL(2, q), where q is a power of p. 
(c) p = 3 and G = TO,(G), where T is a Sylow 3-subgroup of G of order 3 
and O,(G) is special. There is a subgroup S of G isomorphic to SL(2, 3) and 
[T, O,(G)] = O,(G). 
(d) p = 3 and G = SO,(G), where S z SL(2, 5). The nil’otent class, the 
exponent of O,( G)/Z( O,( G)) and th e ex p onent of the Frattini subgroup of O,(G) are 
at most 2. The exponent of O,(G) is at most 4. 
The above definition of Baer pair is very similar to the definition of quadratic 
pair of Thompson in [12] and can be found in [8]. However the list for the 
possibilities for G is much smaller than the list that appeared in [8, Theorem I]. 
Although some results are obtained for the case p = 2, it is far from being a 
satisfactory conclusion. It seems that Baer pair for 2 is more complicated (see 
[71). 
Let (G, M) be a Baer pair for p. For any subspace V of M and any subset S of 
G,let~~~~~C,(S)={v~a~V,~s==~foralls~S}and~’~={v(s-l)~v~~’ 
and s E S}. For CJ EQ, set E(a)* =z (T EQ ( Mu = M7j and let E(a) = E(o)* U 
(1). Define .Z = {E / E = E(a) f or some u in Q}. Let i be an involution of G, that 
is, ia = 1 but i f 1. We say that i is an r-involution of G if i E (X, Y) for some 
X and Y in 2. An r-involution is long if Mi =z M. 
THEOREM 2. Let (G, M) be a Baer pair for an odd prime p. Suppose either 
p # 3 or there exists E E Z such that / E 1 > 3. Then G is either an elementary 
Abelian p-group or isomorphic to SL(2, pa) such that a > 1 whenever p = 3. 
Furthermore if G is not a p-group, then G = (X, Y) for some X, Y in Z and there 
exists a basis for M such that with respect to this basis each element o of X is repre- 
sented by 
and each element 7 of Y is represented by 
,I 0 
ib( ) 7 1) ’ 
where K = {b(T) / 7 E Y} is afield of d by d matrices such that each nonzero element 
of K is invertible. Also K = {a(u) / 0 E X}. 
The proof of Theorem 1 depends on Theorem 2 and bases its idea from [12, 
Sections 3, 4, 8, 9, IO]. The following theorem is a consequence of Theorem 1. 
THEOREM 3. Let (G, M) be a Baer pair for an odd prime p. Suppose every 
r-involution of G is long. Then one of the following holds: 
(a) G is an elementary ilbelian p-group. 
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(b) G z SL(2, q), where q is a power of p. 
(c) p = 3, G e SL(2, 5). 
Theorem 1 gives the possibilities for the collineation group leaving invariant 
an affine point 0 of a translation plane 17 of order pd, p an odd prime, generated 
by Baer p-elements of U. However in this case more information about O,(G) 
is expected. In the last section of this paper we discuss several results of the 
collineation group. 
An example shown in [2, Sect. 51 illustrates that O,(G) which appeared in 
the conclusion (d) of Theorem 1 in general is not in the center of G. 
All groups considered in this paper are finite. In discussing matrices we use 
the following abused notation. The zero and identity matrices of various degree 
are denoted by 0 and I. We write dim I’ to mean dim,,(,) I’ for a finite-dimen- 
sional vector space V over the field GF(p) of p elements. The group of all 
matrices of determinant one and degree m over a field F is denoted by SL(m, F). 
If j F I = q, define SL(2, q) = SL(2, F). Suppose S s SL(2, q) and S acts 
faithfully as an operator group on an elementary Abelian group I/. Let S, be 
the group of automorphisms of V determined by S. We say that V is a canonical 
module for S if there exists a field F of endomorphisms of V such that I’ is a 
two-dimensional vector space over F and S, = SL(2, F). We say that I/ is a 
semicanonical module for S if V is a nonzero direct sum of a finite number of 
canonical modules for S. An element x of S acts quadratically on I/ if V(x - 1)2 
= 0. Most of our notations are standard and can be found in [5]. 
2. SOME KNOWY RES~JLTS 
Recollect in the following some known results used in this paper. 
(2.1) (Dickson). Let X be a generator of GF(pr) over the prime field of order p, 
p odd, and set 
Then one of the following holds: (a) L = SL(2, p’); (b) p’ = 9 and L s SL(2, 5) 
Proof. [5, Theorem 8.4, p. 441. 
(2.2) (Baer). Let K be a conjugacy class of p-element of the group G. If every 
pair of elements of K generates a p-group, then K lies in O,(G). 
Proof. [5, Theorem 8.2, p. 1051. 
(2.3) (a) Let V be a fkite-dimensional vector space over a field F of prime 
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characteristic p. Suppose G is a group of linear transformation of V that is generated 
by two elements x and y that act quadratically on V. Assume C,(G) = 0. Then 
there exists a basis of V such that the matrices of x and y have the form 
I I 
t i 
and 
I 0 
0 I i 1 Y I 
for some nonsingulier matrix Y. 
(b) If (x, y) z SL(2, 3) and y is conjugate to x in (x, y\, then I7 = -I in 
(4. 
Proof. (a) See[3, Lemma 2.3(b)]. 
(b) This follows from (a) by observing (~-‘y)~ == - 1 y . 
(2.4) Let p be an odd prime, V be an elementary Abelian p-group, and G be 
SL(2, p”) for some n. Suppose G acts on V and C,(G) = 1. Assume that some 
p-element of G acts quadratically on V; if pn = 9, assume that every nonidentity 
p-element of G acts quadratically on V. Then V is a semicanonical module for G. 
Proof. [3, Proposition 2.11. 
(2.5) Let p be a prime and n be a positive integer. Suppose G = SL(2, p”), x is 
a nonidentity p-element of G, and V is a semicanonical module for G. Let j V [ = 
P 2na. Then there exists a basis of V’ and a field F of square matrices of degree m 
such that the matrix of x is (,!, :) and the matrices of all the elements of G form the 
group of all matrices of the form (“, E) for *4, B, C, D e F such that AD - BC == I. 
Proof. [3, Lemma 4.11. 
3. PRELIMINARIES 
In this section let (G, M) be a Baer pair for a prime p and let Q be the set that 
appeared in the definition of Baer pair. 
LEMMA 3.1. Let (5 E Q. Then M” = M0 and E(o) is an elementary p-group. 
Furthermore E(T) = E(U) for any 7 E E(a) n Q. 
Proof. Since kZ(u - 1)2 = 0, Ma < MC, . From the exact sequence 0 - 
M0 - M + Ma - 0 we see that dim M = dim I%!~ -t dim Mu. Since 
dim Ma = d and dim M = 2d, dim M0 == d. Therefore Ma = LWO 
Let p, r E E(u)*. Since MT = MD and M(p - 1)2 = 0, pr - 1 = 
(P-l)(~-l)-C(p-l)~(~-l)=(p-l)+(~-l). Thus X”‘T<iII~ 
and M(PT - 1)2 = 0. This implies that (~7)” = 1. Hence pi = 1 or PT E Q. 
Suppose p7 E Q. Since dim MoT = d, MOT = MD = Mr. Therefore PT E E(u) and 
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E(U) is a group of exponent p. Since pi = p + T - 1, E(a) is Abelian. 
The rest of the proof is trivial. 
For CT, 7 EQ, let d(a, T) = (0 - 1) (T - 1) + (T - 1) (u - 1). 
LEMMA 3.2. Let o, 7 E Q. Then the following hold. 
(a) A(u, T) commutes with u and 7. 
(b) H = (a, T) is a p-group if and only if A(u, T) is nilpotent. 
Proof. The following proof is essentially the proofs presented in [12, Lem- 
mas 8.1, 8.21. Let 01 = u - 1 and /3 = 7 - 1. Let A = A(u, T). Thus d = 
CY~ + FIX. Since u and 7 belong to Q, c? = /3” = 0. Hence Aol = C&X = 4 and 
Ap = PC&? = j3A. This gives (a). 
We now prove (b). For each nonnegative integer n, let IV, = IX~A”. Thus 
M = M, > M, > ... 3 nfn > ... . Since dim M is finite, there exists an integer 
m such that Mm = Mm+, = ... . For each r, let N, = MJM,,, . Hence A 
annihilates NV . Since Aa: = @a! and A/3 = &$, both $I, and /3~$ annihilate N,. 
Let H = (a, T). Then the cube of the augmentation ideal of GF(p) H anni- 
hilates N, . This implies that H induces ap-group of automorphisms of M/Mm . 
Suppose A is nilpotent. Then M, = 0 and H is a p-group as G acts faithfully 
on M. Suppose now A is not nilpotent. Let M,, = L. Then L # 0 and L = 
LAS for all nonnegative integers s. Since A is in the augmentation ideal of GF(p) H, 
no power of the augmentation ideal of GF(p) H annihilates L. Therefore H is 
not a p-group. 
LEMMA 3.3. Let p be an odd prime. Suppose U, T EQ. If H = (u, T> is a 
p-group, then [a, T] = 1 and (E(u), E(T)) is an elementary Abelian p-group. 
Proof. Suppose H is a non-Abelian p-group. Theorem l(c) of [4] implies 
that M = M0 + M, and M” n MT = 0. Lemma 3.1 implies that M = Mm @ 
M, . However Hand M arep-groups. Since H acts on M, M,, n M, = MH # 0. 
This contradiction shows that H is Abelian. Hence [a, T] = 1. Lemma 4.2 of 
[4] implies that (E(u), E(T)) is an elementary Abelian p-group. The proof of 
the lemma is complete. 
4. THE ,SL2-L~~~~ 
In this section let (G, M) be a Baer pair for an odd prime p and Q be the set 
that appeared in the definition of Baer pair. 
LEMMA 4.1. (SL,-lemma). If u, r E Q and H = (u, r) is not a p-group, then 
the following hold. 
(a) Hz SL(2, p”) with s 3 1 or p = 3 and H g SL(2, 5). 
(b) If H is perfect, then MH = 0 and [M, H] = M. 
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Proof. Let 01 = o ~ 1, ,8 = 7 - I, and d = d(u, 7). We now decompose M 
with respect to d. Let M := MO @ MI @ ... @ Mt , where d is nilpotent on 
MO , invertible on each Mi for i = I ,..., t, and where the minimal polynomial of 
d on Mi is fi(x)ni, fO --= X, fr ,. . .,ft being distinct manic irreducible polynomials 
in GF(p) [x]. Let e, , e, ,..., e, be idempotents in End(M) such that 1 =-- e,) + 
e, --- ... + e, , Mi = Me, and eiej = 0 for i #j. Let Hi = He,. Lemma 3.2(a) 
implies that H commutates with ei and each MC is a H-submodule. Therefore H, 
may be identified with a group of automorphism of Mi . Since His not “p-group, 
Lemma 3.2(b) implies that t 3 1. Let y be an element of order p in H. Then 
MY= (M”)y @ ... @ (M$. S’ mce dim My = d =$dim M, dim(Mi)Y == idim 
Mi . Thus (Hi , Mi) is a Baer pair for p and H,, is p-group by Lemma 3.2(b). 
Suppose i > 1. Since d annihilates (M,), n (n/I<), and d is invertible on iI& , 
(Mi), n (Mi), = 0. Therefore Mi = (Mi), @ (Mi), . Applying Lemma 3.1 
to the Baer pair (H, , Mi) we see that (n/l,), = (M$ = (MJ 01 and (M,), = 
(M$ = (MJ p. Let B, be a basis for f%Zi/3. Then Bia! is a basis for Miz and 
Bi u Bp is a basis of Mj . With respect to this basis (Y is represented on Mi by 
0 I ( 1 0 0 
and /3 is represented on M, by (ti i). H ence A is represented on Mi by diag(ui , 
4). 
Let 01~ be a root off, in an algebraic closure of GF(p). Let C(f,) be the compa- 
nion matrix of fi . For any natural number m let C&J be the m by m block 
matrix 
and C,(q) be the m by m matrix 
For a partition TV whose parts are ml ,..., m, , let C,(fi) = diag(&&),..., 
Cm (fi)) and C,(4 = di4Cm,(4,..., C, (cQ)). Let A(p,fi) be the ring of 
ma&ices generated by C,,(f,) and let A@, q”, be the ring of matrices generated by 
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C,(E~). Since fi is manic and irreducible, A(p., fJ is isomorphic to A@, ai). Let 
F(p, ai) be the set of p”th power of elements of A@, OLJ, where p” > 
maxim, ,..., m,}. Since oli + 0, F(p, ai) is a field isomorphic to GF[p) (ai). Let Ri 
be the radial of A(p, ai). Then Ri is the set of nilpotent elements of A& CQ) and 
JCL, ai) = F(p, ai) 0 R, . 
Since d is represented on Mi by diag(ui , ui), ui = a;lC,(fJ ai for some 
invertible matrix ai and a nonempty partition p whose parts are m, ,..., m, . 
Replacing B, by another basis if necessary, we may assume that ui = C,(fJ. 
Thus Hi may be identified with the subgroup of SL(2, A&., a+)) generated by 
I I ( 1 0 I and i I 0 Wi) 1 I * 
The exact sequence 0 -+ Ri + A& ai) -+F(p, ai) + 0 induces another exact 
sequence 1 -+ Pi + SL(2, A&, ai)) + SL(2, F(p, q)) -+ 1, where Pi = 
{g E fJq2, &, 4 I g = I + r, where Y is a 2 by 2 matrix with entries in Ri}. 
Thus Pi is ap-group. Since F(p, tii) is isomorphic to Fi = GF(p) (ai), we have an 
exact sequence 1 ---f Pi -+ SL(2, A@, CQ)) 5 SL(2, Fi) -+ 1. The image of Hi 
under v is the subgroup of SL(2, Fi) generated by 
I I 
i i 
and 
I 0 
0 I i 1 OIj I . 
Let the kernel of the restriction of rp to Hi be Ni . Then Ni q = Pi n Hi is a 
p-group. Suppose Ni # 1. Th en there exists y E Ni such that y + 1 and 
yp = 1. Since (Hi , n/r,) is a Baer pair for p, Mi(r - 1)2 = 0. Therefore Mi 
has a basis such that with respect to this basis y is represented by (,’ f). Since 
y E Pi, 6 is nilpotent. However dim(M$ = rank S < &dim Mi , a contra- 
diction. Therefore Ni = 1. By (2.1) we see that Hi is isomorphic to SL(2, Fi) or 
) Fi 1 = 9 and Hi z SL(2, 5). Let Ki be the largest subgroup of H which 
induces the identity transformation on Md . Let 5 be an element of order p 
in Ki . From Mt = (MO)’ @ ... @ (M# and (M,)! = 0, we get dim Ml < d. 
Thus Ki does not contain any nontrivial element of order p by the definition of 
Baer pair for p. Therefore Ki is a p’-group. We note that (Mi)H = (Mi),i = 0 
and [Mi, H] = Mi . 
Case (1). There is i 3 1 such that Hi g SL(2,3). Suppose j > 1 and 
Hj g Hi . Then Ki # Ki and KiKj is a normalp’-group of H. By the structure 
of Hi, we see that 1 KiKfIKi 1 = 2 and H/K,K, z H,/Z(H,). If Hj z SL(2,3), 
then H/K,K, is solvable. This implies Hi = H/Ki is also solvable, which is 
impossible. Therefore by the structure of Hj we see that H/K,K, E H,/Z(H,). 
Since Hi E& Hj , this is impossible. Therefore Hj s Hi and Ki = Ki for each 
j = I,..., t. Let K = Kj . Then K induces the identity transformation on 
Ml @ ... @ n/r, . Since H induces a p-group of automorphisms on MO , K is a 
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p-group. However K is also ap’-group. Therefore K = 1 and H is perfect. This 
implies that H induces only the identity transformation on M,, . Since dim Mu = 
Ci=,, (IV,), = $ dim M, M0 = 0. Th ere ore f the conclusion of the lemma holds 
in this case. 
Case (2). HI z ... z Ht z SL(2, 3). In this case we have K, = ... = K, . 
As above we see that KI = 1. Hence Hz SL(2,3) in this case. The proof of 
the lemma is complete. 
LEMMA 4.2. Let o E Q and let R be a $-group of G with an Abelian Sylow 
2-subgroup. If o normalizes R, then (T centralizes R. 
Proof. This can be derived from the well known Theorem B of Hall- 
Higman. We present another proof here as a consequence of Lemma 4.1. Let s 
be a prime divisor of 1 R j . Theorem 2.2 [5, p. 2441, implies that (u) normalizes a 
Sylow s-subgroup S of R. Suppose u does not centralize S. Then u does not 
belong to 0,((a) 8). By (2.2) th ere exists a conjugate 7 of e in (u) S such that 
(a, T) is not a p-group. Lemma 4.1 implies that (u, T) contains a non-Abelian 
Sylow 2-subgroup. However a Sylow 2-subgroup of R is Abelian. Therefore a 
Sylow 2-subgroup of ((T) S is also Abelian. This is impossible. This contra- 
diction shows that u centralizes S. Thus C,( ) u contains a Sylow s-subgroup of R 
for every prime divisor of / R j . Therefore C,(u) = R and u centralizes R as 
required. 
LEMMA 4.3. G does not contain any subgroup H such that H is isomorphic to 
SL(2, P) x -&I * 
Proof. Suppose the lemma is false. Let H be a subgroup of G such that 
Hz SL(2, p) x 2, and let i be the involution of H. Then M = V @ W, where 
V = [M, i] and W = Mi . Since i belongs to the center of H, both V and Ware 
H-submodules. Let S be a subgroup of H such that S s SL(2, p). Since i E S, 
[V, S] = V and C,(S) = 0. By (2.4) we see that V is a semicanonical module 
for S. By (2.5) we can find a basis for V’ and two elements x and y of order p in 
S such that with respect to this basis x is represented on V by (L i) and y is 
represented on V by (i !). Th us S = (x, y). Let z be an element of order p 
in the center of H. Then x is represented on V by (f ,“). Thus zx is represented 
on V by (t 2). Since zx # 1 and (XC)” = 1, zx E Q. Therefore (ZX - 1)2 = 0. 
This implies that 2A(A - I) = 0. Since ~9 = 1, AD = I. Since p # 2, we now 
have A = 1. Therefore z induces the identity transformation on v. Hence 
Mz = Vz @ Wz = Wz. This implies dim MT = dim Wz < + dim W < 
-& dim M as V f 0. However this contradicts z E Q. The proof of the lemma is 
complete. 
LEMMA 4.4. If G is not a p-group, then O,(G) - I. 
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Proof. Let V = sZ,(Z(O,(G))). S ince G is not a p-group and G is generated 
by its elements of order p, there exists CT E Q such that u$ O,(G). By (2.2) we see 
that there exists a conjugate 7 of tr such that S = (a, -r) is not a p-group. Since 
SL(2, 5) contains SL(2, 3), Lemma 4.1 implies that G contains a subgroup 
isomorphic to SL(2, p). Without loss of generality we may assume S g SL(2, p). 
Let v E V and x E S such that xp = 1. Since S acts on V, (x, v) is a p-group. 
Since V\{lf < Q, Lemma 3.3 implies that x centralizes v. Therefore x centralizes 
V. In particular S centralizes V. Suppose V # 1 and let v E V\{ 11. Then S(v) g 
SL(2,p) x Z, . However this is prohibited by Lemma 4.3. Therefore V = 1 
and O,(G) = 1 as required. 
THEOREM 4.5. Let X, YE z such that S = (X, Y) is not a p-group. Suppose 
either p # 3 or 1 X j > 3. Then the following hold. 
(a) There exists a basis for M such that with respect o this basis each element 
o of X is represented by (A “y’ ) and each element 7 of Y is represented by (&) :), 
where K = {b(r) 1 T E Y} is ajeld of d by d matrices and K = {a(u) ( u E X}. Also 
each nonzero element in K is invertible. In particular ) X 1 = 1 Y / . 
(b) Sz SL(2, K). 
Proof. Since S is not a p-group, Lemma 3.3 implies that there exists x E X 
and y E Y such that (x, y) is not a p-group. It is easy to see that X = E(x) and 
Y = E(y). 
Case (1). p + 3. From Lemma 4.1 we see that M<5Pa,> = 0. By (2.3) M has 
a basis such that with respect to this basis x is represented by (i :) and y is 
represented by (&) f), where b(y) is an invertible d by d matrix. Since E(y) = Y, 
by Lemma 3.1 we see that an element T of Y is represented by (& !). Let 
K : {b(s) I s E Y}. Then K is an additive group of d by d matrices such that 
every nonzero element is invertible. Applying Lemma 4.1 to (x, T) we see that 
(x, T) e SL(2,pa) with a > 1 as p # 3. By (2.4) and (2.5) we see that I’E K 
and b(T)-l E K if b(T) # 0. Since 7 is arbitrary, we get that h-l E K if X # 0. 
Lemma 4.3 of [3] now implies that K is a field. Hence 
belongs to S. Therefore X’ = Y. The conclusions of the theorem hold in this 
case. 
Case (2). p = 3. Let i be the involution of (x, y). Then i centralizes x. 
Hence i normalizes X. Let IV = Mi = [M, i]. Since SL(2, 5) contains SL(2, 3), 
we can choose, by Lemma 4.1, an elementfof <x, y) such that <x, f) z SL(2,3), 
481/56/1-17 
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i E (x, f > and f is conjugate to x in {x, f >. Since i centralizes x, i acts on n/r, L= 
Mm. Choose a basis for M” such that i is represented by 
,--I, 0 
t 0 1 I, . 
Thus M” = M, @ M, , where &I, = N n M” and Mz = Mi n #ix. Since f 
acts quadratically on N and NcZafl < Ni = 0, N is a semicanonical module of 
(~,fj bu (2.4). Therefore N = (K n M”) @ (N CT Mf). Since MI = Mf , 
Nf = (N n M$)f = (MJ. Let Mi = Mz + V, where V is any vector space 
complement to Mz in Mi . Since x centralizes i, x acts on Ml . Since Ma :c ill”, 
M, = (M$ = vx. Since x acts on N and Mi , dim Mi = 2 dim Mz as x E Q. 
Hence 1 Mz j = / V [ . Thus M = (Mi)’ @ M, @ Ml @ M, ) and with respect 
to a suitable basis adapted to this decomposition, the matrices of x and f are 
respectively. Thus i is represented by diag(-1, , Ib , -I,, , Ib , I). Since E(x) = 
X, Lemma 3.1 implies that any element u of X is represented by 
A direct calculation shows that d(a,f) is represented by 
i 
-r*(fJ) 0 0 0 
-h(U) 0 0 0 
0 0 -rdu) -YzW * 
0 0 0 0 1 
If ut = o-1, then yl(u) = 0 and y4(u) = 0. This implies that d(~,f)~ = 0. 
Lemma 3.2 implies that (u, f) is a 3-group. Lemma 3.3 implies thatfcentralizes 
E(U) = X if u # 1. This is impossible as (x, f) g SL(2, 3) and x E X. Hence 
ui = u-1 implies u = 1. Since i acts on X and X is an elementary Abelian 
3-group, i centralizes X. 
We now claim that there exists e E X such that (e, y) is a perfect group. Sup- 
pose this is false. Then (x, y> c SL(2, 3). Let t E a(x). This is possible as 
IXl>3.Letfl,xl, and yi be the restrictions of t, x, and y on N. Replacing 
x by $1 if necessary, we may assume that x is conjugate to y in (x, y). Since 
Nce,y) = 0, (2.3) implies that N has a basis such that with respect to this basis 
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x, is represented by (i :) and y, is represented by (4 -i). Since A’ and M, are 
(X, y)-modules, t, is represented by (1 y), where u is an invertible matrix. 
Lemma 3.2 implies that (t,y) is not a p-group and the involution of (t, y> 
induces - 1 on N. If (t, y) is perfect, then we establish our claim. Suppose 
(t, y> e SL(2, 3). Replacing t by t-l if necessary, we may assume that t is 
conjugate toy in (t, y). Hence ( y-1t)2 is the involution of (t, y). Therefore on W 
we have 
This implies that u = I. Let z = t-lx. Then z # 1 and z E X. Since a induces 
the identity transformation on IV and M = N @ Mi , M” == (Mi)z. Since 
N # 0, dim MZ = dim(MJZ < + dum Mi ,( 4 dim M. However z EQ implies 
that dim Mz = 4 dim M. This contradiction establishes our claim. 
Without loss of generality we may assume that (x, y) is a perfect group. 
Lemma 4.1 now implies that N = M and M, = 0. Since i E (x, f>, MO.,,) = 0. 
By (2.3) we see that M has a basis such that with respect to this basis x is repre- 
sented by (i :) and f is represented by (-i y). Since X = E(x), Lemma 3.1 
implies that each element 0 of Xis represented by (L “\“‘). Let Kl := {e(0) : 0 E X). 
Then Kl is an additive group of d by d matrices such that every nonzero element 
of Kr is invertible and I E Kl . Let e(0) f 0. Then 0 # 1. Since d(e,f) is 
represented by 
t 
-e(e) 0 
0 1 -e(O) ’ 
x commutes with o(8,f). Repeating the argument in the proof of Lemma 4.1 
we see that (x, 0,f) is isomorphic to SL(2, 3”) with a 3 1. By (2.4) and (2.5) we 
see that e(B)-’ E K, . Lemma 4.3 of [3] implies that Kl is a field. Now (x, y) acts 
quadratically on M, M<z,y) = 0 and Mcs-v) = M. By (2.3) M has a basis such 
that with respect to this basis x is represented by (i :) and y is represented by 
( &! y). Since X = E(x), Lemma 3.1 implies that each element of ,X is repre- 
sented by (A “‘;‘). Let K = (u(u) 1 0 E X>. Then K -= P-‘K,P by some invertible 
d by d matrix P. Hence K is a field, IE K and every nonzero element of K is 
invertible. Since Y = E(y), L emma 3.1 implies that each element 7 of Y is 
represented by (&) y). Let L = {b(~) 1 T E Y). If (x, y> is isomorphic to SL(2, 3) 
or SL(2, 5), then (x) is conjugate to (y>. This implies that X is conjugate to Y. 
A similar argument shows that L is also a field and I E: L in this case. If {x, y) E 
SL(2, 3”) with a > 1, then (2.4) together with (2.5) imply that IEL. Therefore 
I E L in any case. Hence 
As in case (1) we see that the conclusions of the theorem hold in this case too. 
The proof of the theorem is complete. 
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5. THEOREM 2 
In this section let (G, M) be a Bear pair for an odd prime p which satisfies the 
condition of Theorem 2, and let Q be the set that appeared in the definition of 
Baer pair. Our goal is to prove Theorem 2. 
If G is a p-group, then Lemma 3.3 implies that G is an elementary Abelian 
p-group. Thus in the rest of this section we assume that G is not a p-group. 
Lemma 4.4 implies that O,(G) = 1. Choose XE 2 such that ( X / 2 3 when- 
ever p = 3. Let x E X n Q. By (2.2) there exists a conjugate y of x such that 
(x, y) is not ap-group. Let Y = E(y). Then YE ,?I and (X, Y) is not ap-group. 
By Theorem 4.5 M has a basis such that with respect to this basis each element m 
of X is represented by (i a(F) and each element 7 of Y is represented by 
I 0 
(b( )7 I) . 
Furthermore K = {Q(U) / 0 E x) = {b(7) 1 7 E Y} is a field of d by d matrices 
such that each nonzero element is invertible. Also (X, Y) G SL(2, K). We 
now label an element of X by x(t) provided a(o) = t and an element T of Y 
by y(s) provided b(7) = s. We also identify an element of G with its representa- 
ting matrix. 
Let 2 E x and z E 2 n Q. Lemma 4.3 implies that z cannot centralize both x 
and y. Without loss of generality we may assume that z does not centralize x. 
Lemma 3.3 implies that (x, z) is not a p-group. Therefore (X, 2) is not a 
p-group. Applying Theorem 4.5 to (X, 2) we see that (X, 2) is isomorphic to 
SL(2, K) and the involution of (X, 2) induces - 1 on M. Thus (X, Y) and 
(X, 2) share the same central involution. Denote this involution by i. 
Case (1). Suppose (Z, Y) is a p-group. We claim that Z = Y under this 
condition. Lemma 3.3 implies that [Z, Y] = 1. There are two subcases to be 
considered. 
(a) p = 3. Since (X, 2) g SL(2, I(), there exists s E 2 such that 
(x(l), s) g SL(2, 3) and s is conjugate to x(l) in (x(l), s>. Thus (x(1)-l s)~ ==i. 
From [Y, s] = 1, we see that s is represented by (t &). Therefore 
i 
-I 0 (u - v)” - uv (u - v) (-u) - 242 
0 -I = ! ( v(u - v) + uv ! -vu+u2 * 
This implies (u - ZI) (-u) = u2. Since u is invertible, u = --D. From the upper 
left-hand corner of the above matrix equation we now see that u2 = I. Since 
9 = 1, u3 = I. Therefore u = I and n = -1. By Lemma 3.1 and the definition 
of Y we conclude that 2 = E(s) = Y in this case. 
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(b) p # 3. Let s E 2 n Q. Since [Y, s] = 1, s = (z i) and u centralizes 
K. For each t E K\(O), let h(t) b e an element of (X, Y} such that 
k(t) = (t;’ ;) . 
Thus h(t) s/z(t)-’ = (& ;). If we choose t in the prime field of K, t is a scalar 
matrix. For such a t, we get 
0 = s-W) sw-’ = (u-lv(; _ 1) “I) * 
Since p # 3, there is an element k in the prime field of K such that k2 # I. 
Taking t = k, we conclude that u-lv = b E K as 6 E Y. Let w = II - I. Since 
s E Q, (s - 1)” = 0. This implies that w 2 = 0, and ubw + wub = 0. As u = 
I + w, we get 0 = bw + wbw + wb. Right multiplication by w gives wbw = 0. 
Thus 0 = bw + wb. Since s centralizes Y, u centralizes K. Hence w = u - I 
commutes with b. Therefore 0 = 2bw. Since p # 2, 0 = bw. If b = 0, then 
v = ub = 0. This implies that s = diag(u, u) centralizes x(l). Lemma 3.3 
implies that s centralizes X. However this is impossible as (X, 2) g SL(2, K). 
Therefore b # 0. Since b E K, b is invertible. Thus bw = 0 implies w = 0. 
Therefore u = I. By Lemma 3.1 and the definition of Y, s E Y. This implies 
that Y = 2 in this case too. 
Case (2). Suppose (2, Y) is not a 3-group. Theorem 4.5 implies that 
(2, Y) LZ SL(2, I Y I) gg SL(2, K). A ssume that 2 $ (X, Y). The set of 
Sylow p-subgroups of (X, Y) is {x) u { YU 1 (T E x>. By case (1) we may assume 
that (2, T) is not a p-group for any Sylow p-subgroup T of (X, Y). Thus 
(2, T) g SL(2, K) for any Sylow p-subgroup T of (X, Y) by Theorem 4.5. 
Let yE.ZnQ and let 
where LY, fl, y, and 6 are d by d matrices. Applying Theorem 4.5 to (X, 2) we 
see that there exists an element x(t) of X such that d(v, x(t)) = I. From 
4% 4t)> = (? at +@ tS) , 
we see that y = t-l E K and at + tS = 0. Applying Theorem 4.5 to (Y, Z), 
there exists y(u) in Y such that d(v, y(u)) = I. Since 
4% Y(4) = (& T *ol u;) 9 
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/3 = u-l E K and 6u f ucu = 0. Let e = X(W) E X. Then 
Since (2, T) g SL(2, K) for each Sylow p-subgroup T of (X, Y), (Z’, X) g 
SL(2, K) E (Z”, Y). Applying the above argument to e-‘gle we conclude that 
p f OLV - CS - vyv E K for all z’ E K. Since /3 and y belong to K, olzl - v8 E K 
for all z’ E K. As 6 =- -yy~~.y-l, 012~ $- z’yay-‘-l E K for all v E K. Let $ == vy. 
Then for all 4 E K, q$ -:- +a E K. Taking 4 = 1, we get 01 E K as p # 2. Since 
at + tS = 0 and t E K, 6 E K too. Since 9 E Q, p = 0. Therefore 01~ f /3y = 0 
and q9 + PS = 0. Since 01, /I, y, 6 E K and /3 # 0, we get 6 = --01. This shows 
that p E (X, Y). Let E be a Sylow p-subgroup of (X, Y> containing 4”. Then 
E E z. By Lemma 3.1 E = E(q). However Z = E(q). This contradicts Z g 
(X, Z>. Therefore Z < (X, I’/ whenever (Y, Z) is not a p-group. 
Combining results in cases 1 and 2 we conclude that Z :c (X, Y> for any 
2 E z. Since G = (Z 1 Z E E), G < (X, ET). Therefore G = (X, Y} z 
SL(2,p”). Since j X 1 = 1 K j , a > 1 whenever p =-= 3. The rest of the proof of 
Theorem 2 is trivial by Theorem 4.5. 
6. THEOREM 1 
In this section let (G, M) be a Baer pair for an odd prime p which satisfies 
the assumption of Theorem 1 and let Q be the set that appeared in the definition 
of Baer pair. Theorem 1 is proved at the end of this section. By Theorem 2 we 
may assume in the rest of the proof of Theorem 1 that p = 3, 1 E / = 3 for all 
E E .E, and G is not a 3-group. 
LEMMA 6.1. A Sylow 3-subgroup of G is cyclic. 
Proof. Let P be a Sylow 3-subgroup of G and let a E Q,(Z(P)) such that 
a # 1. Hence a E Q. Suppose c E P\(a) and c3 = 1. Since O,(G) = 1 by Lemma 
‘4.4, (2.2) implies that there is a conjugate b of a such that (a, b) is not a 3-group. 
As / E(a)\ = 1 E(b)/ = 3, Lemma 4.1 implies that (a, b) z SL(2, 3) or SL(2, 5). 
Since SL(2, 5) 2 SL(2, 3) without loss of generality we may assume that 
(a, 6) G SL(2, 3). R e pl acing b by b-l if necessary we may assume that b is 
conjugate to a in (a, b). Since [a, c] = 1, Lemmas 3.3 and 4.3 imply that (b, c> 
is not a 3-group. Lemma 4.1 implies that (b, c) .s SL(2, 3) or SL(2, 5). Let 
S = (a, b, c). 
Case (1). (b, c) g SL(2, 3). Replacing c by c-l if necessary, we may assume 
that c is conjugate to b in (b, c>. By [l, (3.2)], S is a homomorphic image of the 
group of order 3423 such that it has a normal subgroup H of order 27, extra- 
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special, and exponent 3. Since every element of order 3 belongs to Q and H = 
<&(H)), Lemma 3.3 implies that O,(S) is elementary of order, 1, 3, or 9. Since 
I(a, c)l = 9, ] O,(S)] > 3. If j O,(S)\ = 3, then SE SL(2,3) x 2s which is 
prohibited by Lemma 4.3. Therefore / O,(S)] = 9. Lemma 4.3 implies that a 
Sylow 3-subgroup of S is a non-Abelian group of order 27 generated by two 
elements of order 3. This contradicts Lemma 3.3. Therefore case (1) cannot 
occur. 
Case (2). (6, c) E SL(2, 5). L emma 4.1 implies that the involution i of 
<b, c) induces -1 on M. Hence i E Z(G). In particular i E Z(S). Let s = S/(i). 
By of [lo, (1 .l .l) (2)], s g A, . Thus S E a, g SL(2, 9). .By (2.3) this implies 
that j E(a)] = 9, a contradiction. Therefore case (2) cannot occur either. 
From this we conclude that c cannot exist. Hence P contains exactly one 
subgroup of order 3. Theorem 4.10 of [5, p. 1991 implies that P is cyclic as 
required. 
LEMMA 6.2. Suppose (E, F) c$ SL(2, 5) for all E and F in 2. Then con- 
clusion (c) of Theorem 1 holds. 
Proof. Let N be the maximal normal solvable subgroup of G. For any 
subset X of G, let X = XN/N. Let D = {E j E E E}. Suppose G # 1. Then G 
is generated by the subgroups in D and D is a conjugacy class of subgroups of 
order 3, such that for any pair of noncommuting subgroups A and B in D, the 
group generated by A and B is isomorphic to SL(2, 3) or A, by Lemmas 4.1 
and 5.2. By Lemma 6.1, a Sylow 3-subgroup of G is cyclic. Hence no two groups 
of D commute. Theorem 3.7 of [I] implies that Gg U,(3) or 1 G 1 = 2n3. 
This contradicts the fact that G has no nontrivial solvable normal subgroup. 
Hence G = 1 and G is solvable. Applying Theorem 3.7 of [l] once more we see 
that / G I = 2”3. Since G is generated by its elements of order 3, O,(G) is a 
Sylow 2-subgroup of G. Let e E Q. By (2.2) and Lemma 4.1, there exists a 
conjugate f of e such that (e, f} = S g SL(2,3). Let T be a Sylow 3-subgroup 
of S. Then T is a Sylow 3-subgroup of G and G = TO,(G). Let R = [T, 
O,(G)]. Then TR is normal in G. Since the index of TR in G is a power of 2, 
G = TR. Thus [T, R] = O,(G) # 1. Now Lemma 5.17 of [l I] can be sharpened 
with the same proof of the following result. Suppose H = AB, where B is a 
normal 2-subgroup of H, A is a p-group, p an odd prime, and B = [A, B] # 1. 
Suppose A centralizes every characteristic Abelian subgroup of B. Then B is 
special. In our situation Lemma 4.2 implies that T centralizes every characteristic 
Abelian subgroup of O,(G). Hence the above result implies that O,(G) is special 
as required. The proof of the lemma is complete. 
By Lemma 6.2 we may assume that there exist A = E(a) and B = E(b) in z 
such that S = (A, B) E SL(2, 5) in the rest of this section. Let i be the involu- 
tion of S and R = O,(G). Lemma 4.1 implies that i induces - 1 on M. Thus 
i E Z(G). For any subset X of G, set X = XR/R. Let D = (81. Then D is a 
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conjugacy class of elements of order 3 such that any two noncommuting elements 
in D generate a group isomorphic to A, , A, , or SL(2,3). Since G is generated 
by elements in D, e/Z(c) is isomorphic to a group listed in [ 10, Satz]. By Lemma 
6.1, a Sylow 3-subgroup of G is cyclic. Therefore G/Z(G) E A, . Let Z E ,?Y. 
Lemma 4.3 implies that Z cannot centralize both A and B as SL(2, 5) contains 
SL(2, 3). Now Lemma 4.1 implies that Z is conjugate to A or B. Since Z is 
arbitrary and A is conjugate to B, z is a conjugacy class of subgroups. Therefore 
G is a perfect group. Thus G is also a perfect group. Hence G s A, or SL(2, 5). 
In any case G = SR as required. 
Let c be the nilpotent class of R. Suppose c > 3. Then C,-,(R) is a character- 
istic subgroup of R. Hence any element E in z centralizes C,-,(R) by Lemma 4.2. 
Hence C,-,(R) < Z(G). In particular C,-,(R) < Z(R) which is impossible. 
Therefore the nilpotent class of R is at most 2. Hence R’ < Z(R). Suppose 
R/Z(R) has exponent 4 or bigger. Let V be the subgroup of R containing Z(R) 
such that V/Z(R) = Q,(R/Z(R)). Thus V/Z(R) h as exponent 4. It follows that if 
g, h E V, then 1 = [g”, h]. Since R has nilpotent class at most 2, [g”, h2] = 
[g, h14 = [g”, h] = 1. Let D(V) be the Frattini subgroup of I/. Then D(V) = 
(i2 1 i E V). Hence D(V) is Abelian. Since D(V) is characteristic in V and V 
is characteristic in R, Lemma 4.2 implies that D(V) < Z(G). This implies 
D(V) < Z(R). Therefore the exponent of V/Z(R) is at most 2, a contradiction. 
Hence R/Z(R) has exponent at most 2 as required. Therefore the Frattini 
subgroup D(R) of R is contained in Z(R). This implies that r2 E Z(R) for any 
r E R. It follows that if g, h E R, then [g, h12 = [g”, h] = 1. Since R’ < Z(R) 
the exponent of R’ is at most 2. Since S[S, R] is a normal subgroup of G with 
index 2, G = S[S, Ii]. Hence R = (i) [S, R]. To complete the proof of the 
theorem it remains to be shown that the exponent of R is at most 4. Since 
in Z(G), it suffices to show that [S, R] has exponent at most 4. Since S = 
(U j 0 E S n Q), [S, R] is generated by [a, r] where u E S n Q and r E R. Let 
t = [.T, s] # 1, where 7 E S n Q and s E R. Then t = T-V E (T, T”>. Since 
t E (T, T”), (7, T”) is not a 3-subgroup. Since j E(T)1 = 1 Ed = 3, Lemma 4.1 
implies that (7, T”) s SL(2, 3) or SL(2, 5). In any case t4 = 1. Since R’ has 
exponent at most 2 and R’ < Z(R), the exponent of R is at most 4. Since D(R) = 
(ia / j E R), the exponent of D(R) is at most 2 as required. The proof of Theorem 
1 is complete. 
7. THEOREM 3 
In this section let (G, M) be a Baer pair for an odd prime p which satisfies the 
assumption of Theorem 3 and let Q be the set which appeared in the definition 
of Baer pair. Theorem 3 is proved in this section. 
Since every r-involution is long, there is only one such involution. Let i be 
this involution. Thus i E Z(G). By L emma 4.1 and Theorems 1 and 2 we may 
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assume that p = 3, 1 E 1 = 3 for all E E Z and G/O,(G) z 2, or A, . Therefore 
(a, r) is not a 3-group for any two elements u, r in Q. 
Care (1). (X, Y) * SL(2,5) f or any X, Y in 2. Thus (X, Y) s SL(2,3) 
for any X, Y in Z. Let E = (e>, F = (f) and H = (h) in 2. By [l, Sect. 31, 
(e,f, h) is a homomorphic image of the group described in [l, (3.3)]. Therefore 
we may assumefis conjugate to e in (e,f>, h is conjugate to e in (e, h), andf is 
conjugate to h in (f, h). By (2.3) M has a basis with respect to which e, f have 
the matrices ({ i), (_: y), respectively. We identify an element of G with its 
representing matrix. Let h = (c {). Since h is conjugate to e in (e, h), d(e, h) = 
-1M. This implies y = ---I. Similarly d(f, h) = -1, implies /3 = I. Since 
hEQ,(h- 1)2=0.H ence (a - 1)2 = I. Since (e-1h)2 = i, (Y + 6 = --I. Since 
$f-l;;;o, i, (a - 1) (a + 1) = 0. A s 01 - I is invertible, a! = -1. Hence 6 = 0. 
e 
h= -I I ( 1 -I o =fef-lE(e,f). 
Since H is arbitrary, G = (e, f) z SL(2, 3) in this case. 
Case (2). There exist A = (a) and B = (b) in ,E such that (a, b) E 
SL(2, 5). 
Since G = (X 1 X E Z), it suffices to show that C Q (A, B) for any C E C. 
Let S = (A, B, C) and s = S/(i). First we prove the following result. 
If 
(4 C> or (4 ‘3 s =(2,3), then S = (A, B). (7.1) 
By [lo, (1.2.3) Lemma], s is a homomorphic image of the centralizer W, of a 
central involution in G,(4). Suppose (O,(s))’ # 1. Applying Theorem 1 to the 
Baer pair (S, n/r), we conclude that 2(0,(S)) contains an involution j f i by 
conclusion (d) of Theorem 1. Since 2(0,(S)) < Z(S) by Lemma 4.2, Mj and 
Mj are S-modules. Using induction on dim M we see that S induces SL(2, 5) 
on both Mj and Mj. Therefore S g SL(2, 5) in this case. Hence we may assume 
that O,(s) is Abelian. Suppose O,(S) # 1. By the structure, every proper normal 
subgroup of J = W,/Z( W,) in V = O,(J) is a nontrivial A,-submodule. We note 
that J is a split extension of A, by the elementary Abelian 2-group of order 
2s. Thus S = J or J/N f or some nontrivial As-module N in V. If O,(s) = V/N 
and admits A, trivially, then (A, B) acts trivially on O,(S). This implies O,(S) < 
Z(S). Since S = <A, B) O,(S) and S is perfect, S = (A, B) in this case. Hence 
we may assume that O,(s) = P or O,(s) = V/N which admits A, nontrivially. 
Suppose O,(s) = V/N which admits A, nontrivially. Let (r be a 3-element of A, 
then ( C”(U)[ = 24 and C,(a) n N # 0. Thus both V/N and N are isomorphic 
to the unique 4-dimensional module of A, such that A, acts nontrnasitively. 
Therefore in both cases a homomorphic image of s is isomorphic to A,E& , 
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the unique split extension of the elementary Abelian 2-group of order 16 by A, 
such that A, acts nontransitively. Now A&, contains a subgroup isomorphic to 
SL(2, 3). This implies that an r-involution of S is not equal to i, a contradiction. 
Therefore O,(S) = 1 and S = (A, I?). This establishes (7.1). 
By (7.1) we may assume that (A, C) s SL(2, 5) z (B, C}. For any subset 
D of S let B = D(i>/(i>. Then (a; 6) s A, . Therefore there exists s, t in 
(is, 6) such that s3 = t3 = 1, (8, s) g .4, g (a, t) and (s, t) = (a, 6). Let 
u, TJ E S such that u3 = 1 = v3, u = s, and v = t. Thus (u, V) = (A, B). 
Applying (7.1) to (A, E(u), C) we see that u E (A, C). Applying (7.1) to 
(A, E(v), C) we see that v E (A, C>. Therefore (A, B) < (A, C>. By comparing 
the order, we get (4, B) == (A, C>. Hence C < (A, B) as required. The proof 
of Theorem 3 is complete. 
8. COLLINEATION GROUPS 
LEMMA 8.1. Let (G, M) be a Bear pair for an odd prime p and let Q be the set 
which appeared in the deJnition of Baer pair. Suppose the following condition is 
satisfied by any two elements IJ, T of Q: if MO is a (r&module, then dim (MO)7 = 
4 dim Mr. Then E(U) = E(p) if and only if (CL, p) is a p-group for all CL, /? in Q. 
Proof. Let 01, p E Q. Lemmas 3.1 and 3.3 imply that <ol, p) is a p-group if 
E(a) = E(p). Suppose (01, p) is a p-group and E(a) # E(P). Lemma 3.3 implies 
[a,jI]=l. Hence M,+M,=M,@M,@M3, where M,=M,nM,, 
M,@M,=M,, M,@M3=M,, and dim M, = dim M, = dim M3 = 
&dimM,. Let M4 be a vector space complement of M, + MO in M. Thus 
M = M1 + Mz + M3 + M4, and with respect to a suitable basis adapted to 
this decomposition, ol and /3 are represented by 
respectively, where u, U, t, and s are d/2 by d/2 matrices. Since [a, /I] = 1, u = s. 
Since j3 EQ, rank (p - 1) = d. Hence u is invertible. Since (fl - 1)s = 0, 
z1 = 0. If p = ~-1, then E(p) = E(a). Therefore we may assume a/j # 1. Since 
(a/3) = 1, &EQ. N ow & is represented by 
I u I t+u 
IO I i 1. I I” 
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This implies (a/3 - 1)2 -f- 0 as p f 2. This contradiction shows that E(oc) = 
E(p). The proof of the lemma is complete. 
Let n be a translation plane of order pd, p and odd prime. Let li’ be repre- 
sented by the 2d-dimensional space M over GF(p) as in Section 1. 
THEOREM 8.2 (Foulser). Let p > 2. Then the translation plane II does not 
possess both a&e elations and Baer p-elements. 
Proof. This can be derived from Theorems 1 and 2 and Lemma 8.1. 
THEOREM 8.3 (Hering, Ostrom). Let Ii’ be a translation plane of order par. Let 
0 be an afine point of II and let G be the collineation group of Ilgenerated by elations 
fixing 0. Then one of ihe following holds: 
(a) G is an elementary Abelian p-group. 
(b) G s SL(2, q), where q is a power of p. 
(c) p = 3 and GE SL(2, 5). 
(d) p = 2 and G g &z(q), where q is a power of 2. 
(e) p=2and4rlGi. 
Proof. For the case p = 2, we refer to [6]. For the case p > 2, the conclu- 
sions can be derived from Theorem 3. 
In the same manner, [2, Propositions 5.1, 5.31 can be derived from Theorem 3. 
We remark that in the special case ] E j = 3 f or all E E Z, the following condi- 
tions are equivalent by [IO, (3.2.2) L emma] : All r-involutions are long and every 
two elements in Z are contained in a subgroup isomorphic to SL(2, 5). Finally 
we generalize part of [2, Theorem 4.11 to the following. 
THEOREM 8.4. Suppose p > 3 or there exist at least three Baer p-elements 
having the same fixed-point set. Let u and 7 be Baer p-elements of II, a translation 
plane of order pd, p an odd prime. Let Ii‘, and II, be the fixed-point set of (T and 7 
having exactly 6 afine points in common. 
(1) IfS>2,then171=17z. 
(2) If 6 = 0, then 17, is a translate of II1 . 
(3) If 6 = 1, then (a, T) E SL(2, q) where q is a power of p, OY p = 3 and 
(u, T) gg SL(2, 5). 
Proof. (1) Without loss of generality we may assume that 0 (the origin 
of M) E 17, TS I& . Suppose 17i # II, . Theorem 2 and Lemmas 4.1 and 8.1 
imply (E(o), E(T)) e SL(2,pa), where E(p) = {a 1 (II have the same fixed-point 
set as /3> for any Baer p-element /3. However Theorem 2 implies that 0 = n1 n 
I& in this case which contradicts S > 2. Therefore 17i = n, as required. 
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(2) This is a consequence of Theorem 3. 
(3) The same proof presented in [2, p. 3631 works here. For the conve- 
nience of the reader we reproduce it in the following. There exists a point 0 
(the origin of M) of 17 and a translation E of II such that 0 E ~(17,) n IT, . If 
) +7,) n 17,j = 1, then M = ~(17,) @fla . This implies every coset of C(Q) 
in M (including Ur) intersects L’, in exactly one point. This contradicts 6 = 0. 
Therefore ~(17,) = I& by (1). The proof of the theorem is complete. 
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