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Abstract

Proteins are an important component of living organisms, composed of one or more polypeptide chains,
each containing hundreds or even thousands of amino acids of 20 standard types. The structure of a protein
from the sequence determines crucial functions of proteins such as initiating metabolic reactions, DNA
replication, cell signaling, and transporting molecules. In the past, proteins were considered to always have
a well-defined stable shape (structured proteins), however, it has recently been shown that there exist
intrinsically disordered proteins (IDPs), which lack a fixed or ordered 3D structure, have dynamic
characteristics and therefore, exist in multiple states. Based on this, we extend the mapping of protein
sequence not only to a fixed stable structure but also to an ensemble of protein conformations, which help
us explain the complex interaction within a cell that was otherwise obscured. The objective of this
dissertation is to develop effective ab initio methods and tools for protein un/structure prediction by
developing effective statistical energy function, conformational search method, and disulfide connectivity
patterns predictor.
The key outcomes of this dissertation research are: i) a sequence and structure-based energy function
for structured proteins that includes energetic terms extracted from hydrophobic-hydrophilic properties,
accessible surface area, torsion angles, and ubiquitously computed dihedral angles uPhi and uPsi, ii) an ab
initio protein structure predictor that combines optimal energy function derived from sequence and
structure-based properties of proteins and an effective conformational search method which includes
angular rotation and segment translation strategies, iii) an SVM with RBF kernel-based framework to
predict disulfide connectivity pattern, iv) a hydrophobic-hydrophilic property based energy function for
unstructured proteins, and v) an ab initio conformational ensemble generator that combines energy function
and conformational search method for unstructured proteins which can help understand the biological
systems involving IDPs and assist in rational drugs design to cure critical diseases such as cancer or
cardiovascular diseases caused by challenging states of IDPs.

Keywords: Energy Function, Ab Initio Protein Structure Prediction, Disulfide Bonds Prediction,
Intrinsically Disordered Proteins, Flexible Energy Function, Conformational Ensemble Generator,
Bioinformatics, Machine Learning
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Chapter 1

Introduction

Proteins are an important component of living organisms, composed of one or more polypeptide chains,
each containing hundreds or even thousands of the amino acids of 20 standard types. Protein is composed
of a uniform repetitive backbone (or mainchain) with a particular sidechain attached to each residue (see
Fig 1). Protein macromolecules carry out most of the biological functions and regulations according to the
information encoded in the genes within the cells. They perform a vast array of functions related to cellular
life, including cell shape and inner organization, product engineering, waste cleaning, and routine
maintenance. Proteins also receive signals from the environment outside the cell and activate an
intracellular response. They are also referred to as workhorse molecules of the cell. Proteins can be
classified into several groups according to their biological roles. One of the important categories of proteins
are enzymes that carry out almost all of the chemical reactions that take place in cells as well as assist with
the formation of new molecules by reading the genetic information stored in deoxyribonucleic acid (DNA).
Moreover, they transport specific molecules or ions from one organ to another. Some proteins bind to
specific foreign particles such as viruses and bacteria to help protect the body as antibodies. Some other

Fig 1. The polypeptide chains of proteins. They have a mainchain of constant structure and sidechains that vary in
sequence. Here, Si-1, Si and Si+1 represent sidechains. The side chain could be any amino acid of 20 standard type.
It is the sequence of the sidechains that gives each protein its unique structural and functional characteristics.
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proteins serve as regulatory proteins and help regulate the cellular or physiological activity. Among them
are many hormones, which transmit signals to coordinate biological processes between different cells,
tissues, and organs, and as transcription factors that guide the differentiation of the cell and its response to
signals, as well as participate in the formation of tissues and muscular fiber. There also exist some structural
proteins that serve as supporting filaments, cables, or sheets, to give biological structures strength or
protection.
The naturally folded three-dimensional (3D) structures of the proteins are determined by the sequence
of amino acids present in the polypeptide chains of the protein. Crucial functions in essentially all biological
processes are directly dependent on this 3D structure [7]. One of the classical ways to know the structure
of proteins is the experimental approach, however, it is technically difficult, labor-intensive, costly, and
sometimes impossible to determine the structure. Proteins can be broadly categorized into two different
types based on their shapes which includes fixed shape proteins and flexible shape proteins. Some proteins
adopt well-defined stable three-dimensional (3D) structure and called stable proteins or fixed shape
proteins. Whereas, there exist proteins in nature that do not adopt well-defined stable 3D structure under
normal physiological environments in vitro, however actively participate in molecular recognition functions
[8]. The classic work of Anfinsen in the 1950s showed that the information needed for a protein to obtain
its 3D structure is contained in its amino acid sequence [9]. Nevertheless, the prediction of the 3D structure
of a protein from sequence remains a great challenge among structural biology research community [10,
11]. Therefore, it becomes essential to design computational methods that can help map the protein
sequence to its structure, which is one of the major focus of this thesis.
According to the Danish protein chemist K. U. Linderstrøm-Lang, proteins are often described as the
building block of smaller substructures in a hierarchical manner [12]. Based on the various level of
conformational complexities, the proteins are defined in four different levels:
(1) Primary structure: Primary structure is the simplest level of protein structure and is the linear
sequence of amino acid residues in a polypeptide chain containing primary chemical bonds. The protein
sequence is encoded by the base-pair pattern of the gene of a DNA. Mutation of a single nucleotide in the
DNA sequence may lead to a change in the amino acid sequence of the protein and subsequently may alter
the structure and functionality of the corresponding protein.
(2) Secondary structure: The local conformation of protein structures is determined by the hydrogenbonding pattern of the main chain in the biopolymer. The secondary structures are broadly categorized into
three types, known as alpha-helix, beta-sheets, and coils (or loops), having a different pattern of the
hydrogen bond between carbonyl and amino groups.

2

(3) Tertiary structure: The formation by assembly and interactions of the helices and sheets is called
the tertiary structure. It represents the overall three-dimensional structure of a polypeptide. Protein attains
tertiary structure through the interactions between the side chains (known as R groups) of the amino acids.
The side-chain interactions that contribute to the tertiary structure includes hydrogen bonding, ionic
bonding, dipole-dipole interactions, and van der Walls forces. Moreover, the tertiary shape of the protein is
governed by the hydrophobic and hydrophilic interaction. Amino acids that are hydrophobic in nature
cluster together and tries to form the inner core of the protein, leaving hydrophilic amino acids on the outer
surface to interact with surrounding water (solvent) molecules.
(4) Quaternary structure: It is composed of multiple polypeptide chains, formed as a result of hydrogen
bonds between more than one subunit. The interaction between multiple chains in a complex is the primary
determinant of the signal transmission and reception within a cell.
Besides, there is another important class of proteins that do not adopt a well-defined stable structure,
called Intrinsically Disordered Proteins (IDP). These proteins undergo conformational changes in the
presence of an appropriate binding partner. Therefore, when they are in a bonded state, disordered regions
can transiently interact with globular partner proteins and can participate in important pathogenesis
function. Fig 2 shows a visual illustration of the hierarchy of protein structures as well as the
disordered/unstructured state of a protein.
The focus of this thesis is on protein un/structure prediction from the sequence by developing an
effective energy function and conformational search algorithm. We explore various ways to first improve
the accuracy of the energy function and consequently, utilize the optimal energy function for structure
prediction of proteins which adopt well-defined shape. Then, we design and develop statistical energy
function for flexible proteins and appropriately combine it with conformational search method designed
locally to generate conformational ensembles for flexible proteins. Before designing conformational
ensemble generator, we develop a machine learning method to predict disulfide connectivity patterns in
proteins and utilize it to promote the structure that contains disulfide bonds during the conformational
search in ab initio conformational ensemble generator.

1.1 Thesis Overview
Due to the tremendous growth of proteomic data and the enormous complexities involved in their modeling,
the field of bioinformatics has become essential for the management and mining of biological data in
modern biology, medicine, and drug discovery. Development of computational tools to solve biological
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problems demands expertise in several core areas of computer science discipline, including i) Data Science
in data collection, mining, and preparation, ii) Scientific Computing to extract useful knowledge from large
sets of data by developing algorithms and mathematically quantifying the knowledge, iii) Evolutionary
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(a) Primary Structure

(b) Secondary Structure – helix and beta sheet

(c) Tertiary Structure

(d) Quaternary Structure

(e) Disordered/Unstructured State
Fig 2. The hierarchical nature of protein architecture including unstructured state. (a) Primary structure, amino
acid sequence. (b) Secondary structure types, helix (cyan) and beta sheets (yellow), created by different hydrogen
bond pattern. (c) Tertiary structure, the 3D state of protein. (d) Quaternary structure, complex of two protein chains
(red and green). (e) Disordered state (random coil-like) of a protein.

Computation and Optimization Techniques for effective searching and optimization and iv) Statistical and
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Probabilistic Analysis to empirically evaluate the computational tools by comparative analysis and
visualization of outputs. Over the course of this thesis, we have developed and implemented several tools
for protein un/structure prediction from its sequence using the above-listed areas of expertise.

1.1.1 Statement of Research Problem
Crucial functions in essentially all biological processes are directly dependent on the 3D structures of the
protein which are determined by the sequence of amino acids present in the polypeptide chains of the protein
[7, 13]. Functions of the protein are driven by the physical interaction between amino acid residues in
aqueous solution and between amino acid residues and biologically active molecules. Energy functions are
designed to quantitatively capture the desirable features of these physical interactions. Furthermore, the
structural stability of proteins is a result of a large number of inter- and intra-residual interactions. It is
found that the native conformation occurs because this shape is thermodynamically the most stable in the
intracellular environment. The thermodynamics hypothesis proposed by Anfinsen [9] states that the protein
in its native state (most stable state), gains the lowest free energy. Conversely, the decoys (native-like
structures) are found to attain greater free energy. The foundation of all the energy functions developed till
date is based on this thermodynamics hypothesis. Energy functions are designed to include several
important and complex descriptors with an ability to effectively discriminate native from a nearly infinite
number of possible decoy structures. Development of energy function is important for appropriate ab initio
protein structure prediction, protein-protein/peptide/DNA/RNA binding affinity prediction, protein-DNA
threading, docking decoy discrimination, prediction of transcription-factor binding profiles and more.
Therefore, it is important to develop an accurate energy function to advance the research and study of
proteomics.
The relationship between the amino acid sequence of a protein and its conformation was first revealed
by Anfinsen in the 1950s through his experiment on the enzyme ribonuclease. Anfinsen showed that the
primary protein sequence alone has the essential information needed to determine its corresponding
secondary and tertiary structure [9]. Nevertheless, the prediction of the 3D structure of a protein from
sequence remains a great challenge among structural biology research community [10, 11]. Investigators
are exploring two fundamentally different approaches to predicting the 3D structure from amino acid
sequence. The first is ab initio or de novo protein structure prediction, which attempts to build the structure
from the sequence of amino acid residues without prior knowledge about similar sequences in known
protein structures database [14-21]. Computational methods are employed to minimize the free energy of a
structure for a given sequence by simulating the folding process. Molecular Dynamics (MD) is an example
of the ab initio method that performs simulation of the protein folding process. MD has been successfully
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applied for the prediction of small proteins and peptides as well as for the refinement of the structures (both
small and large proteins) by minimizing the energy. The second approach is dependent on the availability
of similar templates in the protein database and is commonly known as homology modeling [22-26]. The
amino acid sequence of a protein for which the structure is unknown is scanned for compatibility with
known protein structures or fragments, and if a significant match is detected, the known structure is used
to build the final model. Among two different approaches, ab initio protein structure prediction is
challenging as it does not use any template from the existing protein database and it requires an effective
sampling algorithm to search in astronomically large conformational space and an accurate energy function
to rank the protein conformations and guide the conformational search. Thus, development of energy
function and search algorithms are highly demanding in the research area of proteomics. Furthermore, the
development of ab initio protein structure method can be highly useful in drugs design and discovery.
Protein structure prediction is regarded as a highly complex but crucial problem. Thus, it is essential
to use outputs of smaller sub-problems to solve the ultimate big problem. Prediction of disulfide bonds (or
sulfur-sulfur bonds) is considered as one of the subproblems of protein structure prediction. The disulfide
bonds are the most common covalent bond between cysteine residues in proteins [27]. Disulfide bonds play
a significant role in stabilizing proteins thermodynamically, in increasing mechanical stability and in
confining conformational changes by imposing geometrical constraints on protein backbone [28, 29].
Accurately predicted disulfide bonds can be utilized to significantly reduce the large and convoluted search
space by restricting the conformational search and subsequently facilitate the protein structure prediction
[30, 31]. The knowledge of sulfur-sulfur bonds can be combined with the energy score to generate a new
score that favors the close orientation of cysteine residues which participate in disulfide bonding.
Besides structured proteins, there exist numerous intrinsically disordered proteins (IDPs) or disordered
regions in proteins (IDRs), also known as natively unstructured, denatured, unfolded or flexible proteins
(FPs), which lack single, stable 3D shapes in an isolated state and under different non-physiochemical
circumstances [32-34]. The flexible backbone atom coordinates are largely due to variable physiological
conditions. Therefore, these proteins may have multiple conformations that are separated by low energy
barriers. To rank and discriminate the low energy conformation from the ensemble of conformations an
energy function applicable to the flexible proteins is desirable. The energy function for flexible proteins
can further be added to ab initio conformational ensemble prediction to rank the nearly infinite number of
conformations generated during the search process.
FPs are dynamic and can evolve into several structural ensembles [35] of low free energy levels to
perform several functions. Because FPs constantly fluctuates between several confirmations, they have
challenged the classical structure-to-function paradigm. Due to their flexible nature, their function depends
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on the transition between disordered to ordered states induced by binding with other molecules such as a
peptide, DNA, or RNA. Therefore, it is necessary to generate the structural ensembles separated by freeenergy barriers [36-38], to gain insight into structure-to-function correlations of FPs. They are also
aggregation-prone, which are often correlated with diseases [39, 40], therefore it is essential to study them.
There exist several experimental based methods such as CRYSOL [41], TRaDES [42] and FlexibleMeccano (FM) [43] that depends on experimental data to generate ensembles and usually slow. Thus, to
keep pace with the faster growth of the protein sequence database, effective computational method, which
generates conformational ensembles using only the sequence information becomes indispensable.

1.1.2 Contribution of the Thesis
Due to the technical difficulties, heavy labor and time costs associated with in vitro experimental structure
and function determination process, many researchers have been attracted to the interesting and challenging
field of bioinformatics and computational biology. Therefore, the advancement of the field of
bioinformatics and computational biology has resulted in the growing number of computational methods
that are developed to study the structural properties of protein from its sequence alone. The computational
methods provide fast, supplementary knowledge about protein structure and its function to the proteomics
research community, which leads to relatively quick rational drug design process and helps human being
maintain a healthy life.
Given a primary sequence of the protein as input, prediction of protein tertiary structure and
conformational ensembles using computational methods has further implications in the study of the
protein’s functions. The computational methods can incorporate physiochemical properties and inherent
interatomic forces as well as recognize patterns within datasets and can generate predictive solutions fast
for these challenging problems with reasonable accuracy. Thus, the computational method became an
emerging research area in bioinformatics and computational biology.
For some problems, the need for these computational tools becomes unavoidable. For instance, there
exist numerous sequences for which 3D structure does not exist in the protein database, to understand the
function of such proteins computational methods can be used to predict their 3D shape and consequently
identify their role in biological processes. Furthermore, for the proteins which are intrinsically disordered
or have disordered regions, the computational method can help capture the dynamics which is otherwise
unmanageable to summarize. IDPs/IDRs do not acquire well-defined structure, however, can change their
states through binding, and can perform important biological functions. Therefore, the experimental
investigation of IDPs/IDRs can reveal little information about their possible conformation and
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functionalities. Besides, computational tools can provide a supplementary way for large-scale IDPs/IDRs
analysis.
The objective of this dissertation is to develop an effective in silico methods and tools for protein
un/structure prediction by developing effective statistical energy function and conformational search
methods. The involved benchmarking and independent tests of the proposed methods demonstrate
possibilities of discovering new knowledge using the developed tools. The key outcome includes core
energy function for structured proteins and its improved versions, ab initio protein structure predictor for
structured proteins, prediction of disulfide connectivity patterns and core energy function and ab initio
conformational ensemble generator for unstructured proteins. These methods and tools will not only help
in understanding the biological systems involving both structured and unstructured proteins but can be a
breakthrough tool to assist in rational drug design to cure critical diseases such as cancer or cardiovascular
diseases.
We started our work on the above-mentioned research problems from a hypothesis, which later
evolved through theoretical modeling and logical analysis, and eventually proven effective through
empirical modeling and simulations. Therefore, the research methodology we adopted in this thesis is a
combination of theory, model and method development, evaluations, and useful applications of the
development method. Further, the tools developed under this dissertation work are established as standalone
software and has been published online to be utilized by broader research and scientific community.

1.2 Technical Result of the Thesis
In this section, we provide a technical overview of the methods and tools we developed during this
dissertation research.

1.2.1 Sequence and Structure-based Energy Functions for Structured Proteins
To solve the problem of accurately selecting native protein from the ensemble of decoys, we developed an
energy function, named 3DIGARS [44, 45], which involves careful modeling of the reference state.
3DIGARS extends the concept of ideal-gas reference state by constructing three energy score libraries
based on hydrophobic and hydrophilic residue’s spatial distribution within protein conformation. Each of
these energy score libraries is generated with the help of their corresponding reference state. All three
reference states are assigned an independent and more appropriate semi-spherical distribution parameter,
‘alpha’. Then, we determine the best value of alpha parameters instead of having a single parameter based
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gross average interaction model as done in the well-known ideal-gas reference state-based approach [46].
In addition, while computing the energy score for a given model, the energy score values from each of these
interaction libraries are multiplied by their respective weight of contribution, then added together to obtain
the final score. These weights of contribution along with semi-spherical distribution parameters are
optimized using a Genetic Algorithm (GA). Furthermore, we also show that the performance of the training
dataset, with sequence similarity cutoff of 100%, provides consistent results over several different datasets
obtained by varying the parameters. This indicates that keeping a 100% similar dataset helps us maintain
the natural frequency distributions and helps develop a better energy function. The 3DIGARS energy
function tool is developed in Java and it is available online1.
To further improve the performance of energy function, we first developed a predictor, called
REGAd3p to predict the real value accessible surface area (ASA) of protein residues and later, modeled the
predicted ASA to improve the accuracy of the energy function. In REGAd3p, we used classical Exact
Regression with Regularization and an extended polynomial kernel of degree three to predict ASA. Here,
the regularization technique was applied to avoid overfitting of the model. To obtain the best value of
regularization parameter, GA with an objective to achieve high performance both in terms of Pearson
Correlation Coefficient (PCC) and low mean absolute error (MAE) was applied. The predictor is developed
in C programming language and it is available online2.
Next, we modeled the error between actual and predicted ASA in terms of energy and optimally
combined this energy with the 3DIGARS [44] energy function, which resulted in an effective energy
function, namely 3DIGARS2.0 [47]. The optimal combination of 3DIGARS energy score and ASA based
energy score was obtained using GA. The 3DIGARS2.0 energy function tool is developed in Java and it is
available online3.
In subsequent work, we developed an improved energy function 3DIGARS3.0 [48] by designing novel
global dihedral angle features and combining it optimally with prior energy components (from 3DIGARS
and 3DIGARS2.0). We mined 3D structural information described by the torsion angles Phi and Psi
computed for all atoms, named as uPhi and uPsi respectively, in the form of energy components. The uPhi
and uPsi angles were obtained from the Cartesian coordinates of the four atoms (a1, a2, a3 and a4). First, we
calculated three vectors v1, v2 and v3 using the coordinates of atom pairs (a1, a2), (a2, a3) and (a3, a4). Next,
we calculated two normal vectors from the three vectors mentioned above. First normal vector was
calculated by the cross product of vectors v1 and v2 (i.e. v1×v2) and named as v4. Similarly, the second

1

3DIGARS: http://cs.uno.edu/~tamjid/Software/3DIGARS/3DIGARS.zip
REGAd3p: http://cs.uno.edu/~tamjid/Software/REGAd3p/REGAd3p.tar.gz
3
3DIGARS2.0: http://cs.uno.edu/~tamjid/Software/3DIGARS/3DIGARS2.0.zip
2
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normal vector was calculated by the cross product of v2 and v3 (i.e. v2×v3) and named as v5. The angle
between these two normal vectors v4 and v5 was then calculated via their dot product (cosine angle between
two vectors) which provides the basis of uPhi and uPsi angle computation in our work. The optimal
combination of uPhi and uPsi based energy terms and prior energy functions 3DIGARS and 3DIGARS2.0
was obtained using GA. The 3DIGARS3.0 energy function tool is developed in Java and it is freely
available online4. In addition, a web server for 3DIGARS3.0 is also available from the Bioinformatics and
Machine Learning Lab (BioMaLL) website5.

1.2.2 An Optimal Energy Function for Protein Structure Prediction of Structured
Proteins
In this study, we construct an optimal energy function which provides better accuracy in terms of average
PCC between the energy score and TM-score of the models, average TM-score of low energy models,
average native count and average Z-score and is applicable to ab initio protein structure prediction. Design
of an optimal energy function involves the extraction of 41 energy features using 4 different datasets of
known proteins, 2 different reference states and various sequence-specific and 3D structural feature
collection techniques. Four separate datasets and two separate reference states were used to test the
dependence of energy scores on training datasets and reference state. Four datasets were collected from: i)
dataset used to train the 3DIGARS energy function ii) dataset used to train the ASA based energy model
and iii) the dataset used to train and test the SpineX [49] method and iv) combination of dataset i), ii) and
iii). In addition, we used two different reference state calculation techniques: i) averaging technique used
by Ram Samudrala et al. in constructing RAPDF [50] method and ii) averaging technique used by Hoque
et al. in constructing sDFIRE [3] to compute energy score libraries from the atom-atom contact-map
obtained from above-mentioned datasets. Among 41 features, only 6 of the features were finally selected
for total energy calculation, and the rest of the features were ruled out using the feature selection technique.
Out of six, two energy features belongs to sequence-specific ASA-based energy, two energy feature belongs
to sequence-specific torsion angles (phi and psi) energy computed by considering individual amino acids,
one energy feature belongs to sequence-specific torsion angle psi computed by considering amino acid
triplets and one energy feature was obtained from our previous energy function 3DIGARS. These features
were linearly combined using 5 weight variables to balance the energy features. The weights were

4
5

3DIGARS3.0: http://cs.uno.edu/~tamjid/Software/3DIGARS/3DIGARS3.0.zip
3DIGARS3.0 webserver link: https://bmll.cs.uno.edu/add
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optimized using GA whose multi-objective fitness function consists of terms: average PCC, average TMscore, average Native Count, and average Z-score.
This optimal energy function showed outstanding performance in selecting native structure from the
ensemble of decoys and therefore, is utilized in ab initio protein structure prediction to rank the ensemble
of structures and guide the conformational search process. We implemented the proposed energy function
software in C++. Additionally, the proposed optimal energy function (o3DIGARS6) is applied for ab initio
protein structure prediction, and therefore, the code is available as an integral part of the 3DIGARS-PSP
program.

1.2.3 Ab Initio Protein Structure Prediction
We developed an ab initio protein structure predictor, called 3DIGARS-PSP [51, 52], which predicts the
3D structure of a protein from sequence only by appropriately combining an optimal energy function
(o3DIGARS) and an effective conformational sampling algorithm derived from KGA. The design of an
elegant sampling algorithm involved appropriate conformation change in the structure. We achieved the
conformational change in the structure by applying memory assisted GA with novel mutation and crossover
operators, which are based on angular rotation and translation capabilities, respectively. Additionally, for a
controlled conformational search, we performed a torsion angle and secondary structure-guided changes
instead of random sampling. Moreover, phi-psi angle pairs belonging to secondary structure types H and E
are collected and grouped into helix and beta groups. Later, these torsion angle pairs belonging to the helix or
beta group are utilized to update the torsion angles that result in clashes within the structure. Further, the beta
smoothing technique is applied to reduce the chance of destroying the conserved beta-sheet regions in
conformation. To prevent clashes that occur due to change in structural conformation, distance between all
possible Cα atom pairs within the structure is verified and if any Cα-Cα distance is found to be less than
3.6 Å, the change is discarded and either a new torsion angle change is applied or a new residue position is
selected for the change. Before scoring the conformational sample, a full atomic model from the backbone
model is obtained using Oscar-star program. A systematic test and analysis of the proposed 3DIGARS-PSP
method on the target proteins with low TM-score from Critical Assessment of Protein Structure Prediction
8 (CASP8 ) [53] and E. coli proteins is conducted. The results show that 3DIGARS-PSP performed well
compared to the state-of-the-art methods for a set of low TM-score models from CASP8 data and E. coli
proteins. We implemented 3DIGARS-PSP software in C++ and made it available online7. To overcome the

6
7

o3DIGARS: http://cs.uno.edu/~tamjid/Software/ab_initio/v2/PSP.zip
3DIGARS-PSP: http://cs.uno.edu/~tamjid/Software/ab_initio/v2/PSP.zip
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sampling of an astronomically large conformational space, high-performance computing is also utilized in
3DIGARS-PSP.

1.2.4 An Optimized SVM for Disulfide Bonds Prediction
We established a framework to predict disulfide bonds, namely diSBPred. In this research, we performed
large scale proteomic data collection, purification, and analysis from the UniProt database. To develop the
predictor, we employed machine learning algorithm, called Support Vector Machine (SVM) with Radial
Basis Function (RBF) kernel. The final SVM-based predictor was optimized, specifically the cost of SVM
and the mode of RBF, using grid search technique. Such an optimized parameter set made the predictor
competitive. In our implementation, the prediction of disulfide bonds is achieved in three stages: first,
bonding state of individual cysteines is predicted; second, the disulfide bonding state of cysteine-pairs is
predicted by including the results from individual cysteine bonding state prediction as a feature; and third,
the disulfide connectivity pattern is predicted. To predict the bonding state of individual cysteines and
bonding state of cysteine-pairs, we used SVM with RBF kernel. Moreover, for disulfide connectivity
prediction, Depth First Search (DFS) technique is used to identify all possible connectivity pattern, and the
pattern that is found to have the highest sum of probability score is selected as final disulfide connectivity
pattern. The final model for disulfide bonds prediction was empirically tested and found to be a robust and
promising tool. Further, the output from disulfide bonds prediction is combined with energy function for
unstructured proteins and consequently applied for conformational ensemble generation of unstructured
proteins.

1.2.5 Ab Initio Conformational Ensemble Generator for Unstructured Proteins
Here, we first established an energy function for flexible proteins, called flexEgy that scores ensemble of
conformations generated by ab initio conformational ensemble generator (aiCEG) and helps guide the
conformational search process towards selecting possible conformations that an unstructured protein can
have. The flexEgy uses the knowledge obtained from multiple models of NMR structures and threedimensional ideal-gas reference state formulated from three distinct hydrophobic-hydrophilic interactions
of amino acids. The hydrophobic-hydrophilic interactions are controlled using a three-dimensional
optimization parameter, called alpha. Further, the contribution of each of the interaction group toward final
energy score calculation is controlled using a three-dimensional variable, called beta. The values of alpha
and beta variables are optimized using GA. The flexEgy is independently tested for the robustness and
utilized in ab initio conformational ensemble generation. Moreover, the optimization and independent test
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decoy dataset are constructed in this work for the first time to effectively evaluate the performance of the
flexEgy.
Next, we proposed the ab initio conformational ensemble generator (aiCEG) that generates an
ensemble of possible conformations for unstructured proteins from the sequence. The aiCEG is designed
by combining two important components, an energy function for unstructured protein and a sampling
algorithm. For the sampling of unstructured proteins, we utilized memory assisted GA, which employs two
types of conformational change operators i) angular rotation; and ii) segment translations those are
associated with mutation and crossover operations. We apply flexEgy to score the conformations generated
by the GA in the current generation and pass the best conformations to the next generation. Moreover, the
flexEgy is configured to combine the disulfide connectivity pattern in the form of energy with itself to
generate a new score that favors the close orientation of cysteine residues which involve in disulfide
bonding. The evaluation of both flexEgy and aiCEG shows that these tools can be effectively used to gain
valuable knowledge about the functions of unstructured proteins.

1.3 Thesis Organization
In this thesis, our primary goal is to develop effective in silico tools for protein un/structure prediction by
developing effective statistical energy function and conformational search methods. In addition, we apply
machine learning technique to extract useful information related to disulfide bonds that can contribute to
the construction of the effective protein un/structure prediction tools. These tools can be useful in studying
the correlation between protein structure and their function and eventually contribute to the advancement
of the field of bioinformatics and computational biology. Following this motivation, we organize the rest
of the thesis as follows:
In Chapter 2, we describe the development of 3DIGARS energy function designed to effectively
discriminate native structure from decoys. 3DIGARS extends the concept of ideal-gas reference state by
constructing three energy score libraries based on hydrophobic and hydrophilic residue’s spatial distribution
within protein conformation. Each of these energy score libraries is generated with the help of their
corresponding reference state. In addition, while computing the energy score for a given model, the energy
score values from each of these interaction libraries are multiplied by their respective weight of
contribution, then added together to obtain the final score. We also discuss the optimization technique
utilized to optimize reference state and contribution parameters. Further, we discuss the framework of realvalue ASA prediction using regularized exact regression and describe our approach for modeling error
between actual and predicted ASA in terms of energy and optimally combine with the 3DIGARS energy
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function to obtain 3DIGARS2.0 energy function. Moreover, we also discuss an improved energy function
3DIGARS3.0, which is designed by mining global dihedral angle (uPhi and uPsi) features and combining
it optimally with prior energy components (from 3DIGARS and 3DIGARS2.0).
In Chapter 3, we discuss an optimal energy function for ab initio protein structure prediction. To
develop an optimal energy function, we extracted 41 energy features using 4 different datasets of known
proteins, 2 different reference states and various sequence-specific and 3D structural feature collection
techniques. Among 41 features, only 6 of the features were finally selected for total energy calculation, and
the rest of the features were ruled out using the feature selection technique. Further, we discuss the
optimization technique we used to linearly combine 5 weight variables to balance the energy features.
In Chapter 4, we describe the formulation of an ab initio protein structure predictor, called 3DIGARSPSP, which predicts the 3D structure of a protein from the sequence by combining an optimal energy
function developed in Chapter 3 and an effective conformational sampling algorithm derived from KGA.
Further, we show how we design memory assisted GA with novel mutation and crossover operators which
are based on angular rotation and translation capabilities, respectively for effective conformational search.
Further, we describe our technique to utilize knowledge from an existing experimental structure such as
torsion angle and secondary structure propensities to guide the conformational search. Additionally, we
explain our approach to prevent clashes during the conformational search and show how the energy function
is used to score the ensemble of conformations and guide the search process towards selecting low energy
conformation.
In Chapter 5, we explain the design and development of diSBPred, a predictor of disulfide bonds in a
protein. The framework is based on an optimized SVM with RBF kernel. The prediction of disulfide bonds
is achieved in three stages: first, bonding state of individual cysteines is predicted using SVM; second, the
disulfide bonding state of cysteine-pairs is predicted by including the results from individual cysteine
bonding state prediction as a feature using SVM; and third, the disulfide connectivity pattern is predicted
using depth-first search technique. We also show the application of disulfide connectivity pattern prediction
on disordered proteins containing disulfide bonds.
In Chapter 6, we describe an energy function for flexible proteins, called flexEgy that scores the
ensemble of conformations generated by aiCEG. The flexEgy utilizes knowledge from multiple models of
NMR structures and three-dimensional ideal-gas reference state formulated from three distinct
hydrophobic-hydrophilic interactions of amino acids to score the unstructured or flexible proteins. Next,
we discuss our approach, where we utilize flexEgy, disulfide connectivity pattern information, and
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conformational search algorithm to design aiCEG tool to generate possible conformational ensembles for
unstructured proteins.
In Chapter 7, we conclude the thesis work by stating its major contributions and providing brief future
directions.
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Chapter 2

Sequence and Structure-based Energy Functions for Structured
Proteins
Energy functions are designed to quantitatively capture the desirable features of the physical interactions
between amino acid residues in aqueous solution and between amino acid residues and biologically active
molecules. In general terms, energy functions are designed to include several important and complex
descriptors derived from sequence and structural (atomic level) properties of proteins with an ability to
effectively discriminate native from a nearly infinite number of possible decoy structures. The energy
function is one of the most important components of protein folding and structure prediction problem. To
significantly advance protein folding and structure prediction, we need an accurate energy function to
describe water-mediated interactions between amino-acid residues of proteins [54-57]. Although these
water-mediated interactions can be described by quantum mechanics equations [58-61], the equations are
tedious to work with because of the large number of atoms associated with a protein in water. Thus, physicsbased, empirical-based or knowledge-based energy functions, as well as their combinations, have been
proposed [54-56, 62] and found to be more effective than potentials based on quantum mechanics. The
empirical and knowledge-based energy functions utilize several structural and sequence-based features such
as orientation angles, amino acid specific torsion angles, and accessible surface area, etc. to successfully
discriminate native from decoy structures. The major focus of this thesis is on the development of
knowledge-based statistical energy functions and their application in protein un/structure prediction.
In this chapter, we introduce our proposed energy function, called 3DIGARS (Three-Dimensional
Ideal-Gas Reference State-Based Energy Function) [44], that discriminates natives from decoys.
3DIGARS utilizes three distinct types of hydrophobic-hydrophilic interactions of amino acids. The three
distinct groups of interactions, namely hydrophobic-hydrophilic, hydrophobic-hydrophobic, and
hydrophilic-hydrophilic are controlled via three-dimensional optimized values of alpha. In addition to the
optimization of alpha variables using GA, the GA is also utilized to optimize the contributions of each of
the three interaction groups. 3DIGARS is found to be very competitive compared to the state-of-the-art
approaches. Moreover, in subsequent sections, we introduce the improved energy functions that utilize
various sequence and structure-based properties of proteins and show the comparison of the improved
energy functions with the start-of-the-art approaches.
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3DIGARS and its improved versions are optimized on a set of optimization decoy sets and as well as
tested on several independent test decoy sets. The comparison of 3DIGARS and its improved versions with
other state-of-the-art approaches shows that it is a useful tool with competitive performance. The outline of
the rest of the chapter is given as follows:
•

We start by giving the background information about energy functions for proteins and the motivation
behind developing an improved energy function in Section 2.1.

•

Next, we review various approaches to developing energy functions in Section 2.2.

•

In Section 2.3, we describe the experimental materials, such as data sources and training, optimization
and independent test decoy dataset collection strategies.

•

Section 2.4 describes the first version of the energy function, 3DIGARS.

•

In Section 2.5, we present the performance evaluation strategies such as performance evaluation of
3DIGARS on optimization and independent test dataset, statistical significance analysis and
comparison with the start-of-the-art approaches.

•

In Section 2.6, we discuss the strategy to make an improvement over 3DIGARS to obtain 3DIGARS2.0
by including the sequence-specific accessible surface area as an energetic term.

•

Furthermore, in Section 2.7, we discuss the strategy to make a further improvement over 3DIGARS2.0
to obtain 3DIGARS3.0 by including ubiquitously computed dihedral angles as energetic terms.

•

Moreover, in Section 2.8, we present an improved energy function called sDFIRE, which is obtained
by combining various energetic terms such as DFIRE, polar-polar and polar-nonpolar orientations,
predicted sequence-specific accessible surface area and torsion angles.

•

Finally, we conclude in Section 2.9.

2.1 Background and Motivation
Proteins are most versatile macromolecules in living systems composed of one or more polypeptide chains,
each containing hundreds or even thousands of the amino acids of 20 standard types. The naturally folded
three-dimensional (3D) structures of the proteins are determined by the sequence of amino acids present in
the polypeptide chains of the protein. Crucial functions in essentially all biological processes are directly
dependent on this 3D structure. Functions of the protein are driven by the physical interaction between
amino acid residues in aqueous solution and between amino acid residues and biologically active molecules.
Energy functions are designed to quantitatively capture the desirable features of these physical interactions.
Furthermore, the structural stability of proteins is a result of many inter- and intra-residual interactions. It
is found that the native conformation occurs because this shape is thermodynamically the most stable in the
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intracellular environment. The thermodynamics hypothesis proposed by Anfinsen [9] states that the protein
in its native state (most stable state), gains the lowest free energy. Conversely, the decoys (native-like
structures) are found to attain greater free energy. The foundation of all the energy functions developed till
date is based on this thermodynamics hypothesis.
The design of the energy function could be based on detailed calculations and analysis of forces
between atoms [16, 63], or be knowledge-based (a.k.a statistical-based) that extract relevant parameters
from a database of experimentally solved protein structures [54, 64]. The two most important areas of
application of knowledge-based energy function are protein folding [50, 64-69] and structure prediction
[70-73]. Numerous statistical energy functions consider that frequencies of non-bonded pairs of amino acids
follow a Boltzmann-like distribution, and the minimum energy value occurs in the area surrounding the
lowest energy structure [74]. The knowledge-based energy function can be further divided into two types,
containing structure-based terms (sequence-independent) and containing sequence-dependent terms [55].
The structure-based energy function includes sequence-independent terms such as the hydrogen bonding,
orientation angles, backbone stiffness of a polypeptide chain [75]. Whereas, the sequence-based energy
function includes energy terms such as sequence-specific predicted accessible surface area [47], sequencespecific torsion angles [3], secondary structure propensities [75, 76].
Predicting the native conformation of proteins from their amino acid sequence remains an important
unsolved problem in the field of computational biology and bioinformatics. A major bottleneck for solving
this is the lack of an accurate energy function for structure discrimination [3, 16]. Notwithstanding the
challenges, several attempts have been made to improve the accuracy of the energy function and
consequently improve the performance of protein structure prediction. The research community has
witnessed the scarce amount of success in predicting the structure of small proteins with length below 150
residues, and with an RMSD typically above 2-5 Å [10, 21, 77-79]. As predicting the native conformation
of proteins directly from their amino acid sequence remains an unsolved problem, it has drawn the attention
of many researchers resulting in a gradual increase in the research and findings. The success in energy
function development could lead to an accurate protein structure prediction, which can ultimately help in
rational drug design. Therefore, we are motivated to contribute to developing novel and an accurate energy
function for structure discrimination.
Before digging down into the details of energy function development, in the following sections, we
describe the protein folding landscape and different states of the protein, genesis of the energy function and
the role of energy function in ab initio protein structure prediction.
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Protein Folding Energy Landscape and the Different States of Protein
Protein folding energy landscape presents the free energy of each conformation and is represented as a
function of the degree of freedom that the torsion angles have along the peptide backbone. The vertical axis
of a folding funnel in Fig 3 represents the internal free energy of a conformation. A point on the
multidimensional energy surface represents a single conformation. It is assumed that the conformations that
are similar geometrically are close to one another on the energy landscape. Further, the energy landscape
can have many kinds of features such as hill corresponds to high energy conformations, and valleys
correspond to the conformations that are more favorable than other nearby conformations. In Fig 3, we
show different states a protein can have such as unfolded state – a state with high energy, decoy state – a
state close to native but not exactly native and native state – a state with lowest free energy possible. An
accurate energy function is the one which can effectively recognize native structure from an ensemble of
decoy structures.

Fig 3. Illustration of proteins at different states and energy levels on folding funnel [1].

Role of Energy Function in Ab Initio Protein Structure Prediction
Ab initio or de novo protein structure prediction attempts to build the 3D structure directly from the
sequence of amino acid residues without prior knowledge about similar sequences in known protein
structures database [14-21]. Predicting protein 3D structure from the amino acid sequence remains an
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important unsolved problem after almost five decades of efforts [80]. Generally, in an ab initio protein
structure prediction, a conformational search is performed under the guidance of an energy function. An
ensemble of conformations (structure decoys) are generated through the conformational search procedure,
which is scored using energy function in an iterative fashion then, a final model is selected. Therefore, the
design of a successful ab initio approach heavily relies on the design of an accurate energy function which
can discriminate thermodynamically stable native state compared to all possible decoy structures.
Therefore, the design of an accurate energy function is important now more than ever.

2.2 Review of Energy Functions
As energy function plays a crucial role in solving an important unsolved problem of predicting protein 3D
structure from sequence, development of an accurate energy function is unavoidable. Thus, in this section,
we provide a brief review of the strategies recently adopted to develop energy functions.
Literature holds numerous records of different types of energy functions, which can be categorized
into two different types [54, 81-84] i) physical-based energy function, based on molecular dynamics or
computation of atom-atom forces [60, 61] and ii) knowledge-based energy function, obtained from
statistical analysis of known protein structure [46, 85-89]. Some of the energy functions are designed by
considering a simplified representation of the amino acids, which consider a few heavy atoms and a few
major forces. Whereas, others consider all-atom (167 heavy atoms), knowledge-based, distance-dependent
factors. For example, Kortemme et al. [90] developed a knowledge-based energy function considering the
hydrogen-bonding network. Likewise, Yang and Zhou developed a knowledge-based energy function by
incorporating polar-polar and polar-nonpolar orientation dependence to the distance-dependent potential
based on a distance-scaled, finite ideal-gas reference (DFIRE) state [91] by treating polar atoms as a dipole
(dDFIRE) [92]. In another work, Lu et al. [93] developed an energy function that defined side-chain
orientation according to rigid blocks of atoms (OPUS-PSP).
Later, Zhang and Zhang [94] utilized orientation angles between two vector pairs predefined for each
side-chain and developed an energy function, called RWplus. In a different work, Zhou and Skolnick
improved over the DFIRE energy function by incorporating relative orientation of the planes associated
with each heavy atom and developed an energy function, called GOAP [95]. As an all-atom based energy
function incorporate all possible atomic interactions, it is a more detailed and relatively complete approach.
Moreover, the accuracy of the all-atom based energy function relies heavily on the formulation of the more
accurate reference state [96]. In the following section, we discuss the averaging-based energy function, an
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ideal-gas reference state-based energy function, energy function based on orientation angles, and finally, in
brief, our contributions.

2.2.1 Averaging Energy Function
Initially, Samudrala and Moult [85] proposed the residue-specific all-atom probability discriminatory
function (RAPDF), which was based on averaging reference state. In their work, the energy score of a
conformation (structure) was computed in two different techniques: as a conditional probability-based
approach and as a free energy-based approach. These two different approaches are found to be equivalent
for all practical purposes. Nevertheless, conditional probability-based approach is easier to work with
because, of the Boltzmann assumption on three different aspect of it: i) balanced distribution of atom pairs;
ii) the physical nature of the reference state; and iii) the probability of observing a system in any given state,
which is also subject to change with respect to the temperature [81].
As reported, conditional probabilities of pairwise atom-atom interactions in proteins can be computed
using observations of native conformations [85] from protein databases such as PDB (Protein Data Bank)
[97]. The conditional probabilities can be calculated from two different types of structure one which is
native (N) and the other is the near-native or decoy (D). Therefore, energy functions are developed based
𝑖𝑗

on the pairwise atom-atom interactions of native structures. Pairwise atom-atom distance, 𝑑𝑥𝑦 is a set of
intra-atomic separation with a structure, where x and y represent atoms of amino acid type x and y,
𝑖𝑗

respectively. Further, the probability that the atom pairs x and y separated by distance 𝑑𝑥𝑦 and belong to
𝑖𝑗

native conformation can be represented by 𝑃(𝑁/𝑑𝑥𝑦 ). Thus, the general formula of conditional probability
𝑖𝑗

such that the atom pairs separated by distance 𝑑𝑥𝑦 belongs to native conformation can be written as:
𝑖𝑗

𝑖𝑗

𝑖𝑗

𝑃(𝑁/𝑑𝑥𝑦 ) = (𝑃(𝑑𝑥𝑦 |𝑁) ∗ 𝑃(𝑁)/𝑃(𝑑𝑥𝑦 ))

(1)

Based on an assumption that all the distances are independent of each other, we can express the
conditional probability as the probability of observing the set of distances as the products of the probabilities
of observing each individual distance [85], which is given by:
𝑖𝑗

𝑖𝑗

𝑖𝑗

𝑖𝑗

𝑃(𝑑𝑥𝑦 |𝑁) = ∏ 𝑃(𝑑𝑥𝑦 |𝑁) 𝑎𝑛𝑑 𝑃(𝑑𝑥𝑦 ) = ∏ 𝑃(𝑑𝑥𝑦 )
𝑖𝑗

(2)

𝑖𝑗

Substituting the Equation (1) by Equation (2), we get Equation (3):
𝑖𝑗

𝑖𝑗

𝑖𝑗

𝑃(𝑁|𝑑𝑥𝑦 ) = 𝑃(𝑁) ∗ ∏ 𝑃(𝑑𝑥𝑦 |𝑁) /𝑃(𝑑𝑥𝑦 )
𝑖𝑗
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(3)

where, P(N) is a constant and independent of the conformation of the provided structure, therefore,
can be omitted from further consideration. The omission of term P(N) indicates that scores from different
sequences cannot be compared. Thus, to both obtain a form similar to that of a potential of mean force and
scale the quantities to a small range, the log form of Equation (3) is formulated. With this view, the energy
function EF proportional to the negative log conditional probability that the structure is correct can be
written as:
𝑖𝑗

𝑖𝑗

− ∑ 𝑙𝑛 𝑃(𝑑𝑥𝑦 |𝑁)/𝑃(𝑑𝑥𝑦 )𝐾
𝑖𝑗
𝐸𝐹({𝑑𝑥𝑦 }) = ( 𝑖𝑗
)
𝑖𝑗
−𝑙𝑛 𝑃(𝑁|{𝑑𝑥𝑦 })

(4)

Given a protein conformation, we can compute the total energy by first calculating separation distance
between all pairs of atom types, and later by summing up the probability ratios assigned to each separation
between a pair of atom types. Next, for atom types x and y in a distance bin, which is d distance apart in a
native conformation, we can compute the observation probability 𝑃(𝑑𝑥𝑦 |𝑁) as:
𝑃(𝑑𝑥𝑦 |𝑁) = 𝑁(𝑑𝑥𝑦 )/ ∑ 𝑁(𝑑𝑥𝑦 )

(5)

𝑑

where, 𝑁(𝑑𝑥𝑦 ) represents the frequency of observation of atom type x and y in a bin which is d distance
apart. Additionally, the denominator indicates the number of such observations for all bins.
It is to note that the denominator in Equation (4) represents the average over different atom types in
the native conformation, which represents the random reference state. Now, that we can compute the
observation probability of all the pairs of atom types x and y and that we have the averaging reference, we
can represent the probability of seeing any two atom types x and y in a bin which is d distance apart, which
is given as:
𝑃(𝑑𝑥𝑦 ) = ∑ 𝑁(𝑑𝑥𝑦 ) / ∑ ∑ 𝑁(𝑑𝑥𝑦 )
𝑥𝑦

𝑑

(6)

𝑥𝑦

where, ∑𝑥𝑦 𝑁(𝑑𝑥𝑦 ) indicates the total number of counts summed over all pairs of atom types in a
particular distance d, and the denominator indicates the total number of observations summed over all pairs
of atom types summed over all bins.

2.2.2 Finite Ideal-Gas Reference State-Based Energy Function
Distance-scaled, finite ideal-gas reference (DFIRE) state proposed by Zhou and Zhou [46] is a distancedependent, all-atom, knowledge-based energy function. DFIRE based energy function was found to be
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more appealing and effective over RAPDF. Different from RAPDF, DFIRE uses a pair distribution function
from statistical mechanics to devise the finite ideal-gas reference state. The fundamental equation of
statistical mechanics is the basis of a finite ideal-gas reference state. In an infinite system the observed
number of pairs of atoms, namely xth and yth, represented as 𝑁𝑜𝑏𝑠 (𝑥, 𝑦, 𝑑), at spatial distance d with tolerance
±Δd corresponds to the pair distribution function 𝑔𝑥𝑦 (𝑑), which describes the change in density as a
function of distance from a reference particle and can be given as:
𝑁𝑜𝑏𝑠 (𝑥, 𝑦, 𝑑) =

1 𝑠 𝑠
𝑁 𝑁 𝑔 (𝑑)(4𝜋𝑑2 ∆𝑑)
𝑉𝑠 𝑥 𝑦 𝑥𝑦

(7)

where, Vs represents the volume, and 𝑁𝑥𝑠 and 𝑁𝑦𝑠 are the numbers of xth and yth atoms in a system,
respectively. Here, the potential obtained from pairwise distance P(x, y, d) can be written as:
𝑃(𝑥, 𝑦, 𝑑) =

−𝑅𝑇 ln((𝑁𝑜𝑏𝑠 (𝑥, 𝑦, 𝑑)) ∗ 𝑉𝑠 )
(𝑁𝑥𝑠 𝑁𝑦𝑠 (4𝜋𝑑 2 ∆𝑑))

(8)

Considering there is no interaction between the atom pairs, we can write: P(x, y, d) = 0, thus from
Equation (8) we get:
𝑁𝑒𝑥𝑝 (𝑥, 𝑦, 𝑑) = 𝑁𝑜𝑏𝑠 (𝑥, 𝑦, 𝑑) = 𝑁𝑥𝑠 𝑁𝑦𝑠 (4𝜋𝑑2 ∆𝑑/𝑉𝑠 )

(9)

Equation (9) derived from statistical mechanics can only be applied in infinite systems nevertheless,
proteins are finite systems. In a finite system, the pair density does not increase by the square factor (i.e.,
d2), rather it increases by some factor α (i.e., d2). Here, α factor was experimentally determined considering
the number of points in 1011 finite protein size spheres. Therefore, Equation (9) can be written for a finite
system as:
𝑁𝑒𝑥𝑝 (𝑥, 𝑦, 𝑑) = 𝑁𝑥𝑠 𝑁𝑦𝑠 (4𝜋𝑑 𝛼 ∆𝑑/𝑉𝑠 )

(10)

Subsequently, Equation (8) can be rewritten as:
𝑃(𝑥, 𝑦, 𝑑) =

−𝑅𝑇 ln((𝑁𝑜𝑏𝑠 (𝑥, 𝑦, 𝑑)) ∗ 𝑉𝑠 )
(𝑁𝑥𝑠 𝑁𝑦𝑠 (4𝜋𝑑 𝛼 ∆𝑑))

(11)

Considering no interaction beyond cutoff distance of dcut or P(x, y, d) = 0 at d ≥ dcut, d is replaced by
dcut. This leads Equation (11) to form Equation (12), which is given by:
𝑃(𝑥, 𝑦, 𝑑) = −𝜂𝑅𝑇 𝑙𝑛

𝑁𝑜𝑏𝑠 (𝑥, 𝑦, 𝑑)
𝑑
Δ𝑑
(
)
𝑁 (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 )
𝑑𝑐𝑢𝑡 Δ𝑑𝑐𝑢𝑡 𝑜𝑏𝑠
𝛼
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(12)

In Equation (12), a constant 𝜂 represents mutation-induced changes and is also necessary because the
temperature is a free parameter in energy function derived from static structures. Further, the denominator
of Equation (12) provides a new equation for 𝑁𝑒𝑥𝑝 (𝑥, 𝑦, 𝑑) which is:
𝑑 𝛼 Δ𝑑
𝑁𝑒𝑥𝑝 (𝑥, 𝑦, 𝑑) = (
)
𝑁 (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 )
𝑑𝑐𝑢𝑡 Δ𝑑𝑐𝑢𝑡 𝑜𝑏𝑠

(13)

From Equation (13), we can see that it does not contain any distance-dependent term rather it is
derived from ideal-gas reference state applicable for the finite system.
Similar to the RAPDF energy function [85], DFIRE uses 167 different heavy atom types. Further, the
cutoff distance 𝑑𝑐𝑢𝑡 is to 14.5 Å. The bin width Δd is configured to have different widths, for d < 2 Å, Δd
= 2 Å, for 2 Å < d < 8 Å, Δd = 0.5 Å and for 8 Å < d < 15 Å, Δd = 1 Å. Thus, the total number of bins in
DFIRE energy function is equal to 20. Moreover, the bin widths and 𝑑𝑐𝑢𝑡 were not optimized.

2.2.3 Energy Function based on Orientation Angles
Literature suggests that all-atom based energy functions outperform the residue-based functions [98-100].
One of the reasons for improved performance is, all-atom based energy function incorporates both the
backbone information as well as the side chain information. In the recent past, efforts to improve the
accuracy of the all-atom based energy function has tremendously increased. Several of these energy
functions utilize orientation angles such as generalized orientation angles [100], and orientation-dependent
interactions by considering each polar atom as a dipole with a direction [99] for improved performance.
For example, the generalized orientation-dependent all-atom potential (GOAP) [100], computes the relative
orientation of the planes associated with each heavy atom in interacting pairs. In addition, a different energy
function, called dDFIRE [3, 99] proposes an orientation dependence of polar-polar and polar-nonpolar atom
interactions (dipoles) and combines it with the distance-dependent knowledge-based, finite ideal-gas
reference state energy function (DFIRE) [46]. In dDFIRE, an orientation vector of a polar atom is expressed
by the sum of the bond vectors that covalently bond the polar atom with other heavy atoms. As shown in
Fig 4, three orientation angles, namely ϴp, ϴq, and ϴpq are computed from dipole-dipole interactions made
by the two polar atoms (p and q). It was reported that the addition of the orientation dependence of the polar
atoms to the distance-dependent DFIRE potential improved the performance over DFIRE in refolding the
protein, especially at the terminal regions. This shows that the orientation angles can capture three
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dimensional (3D) features whereas, the distance-dependent energy function extracted purely from the pairwise distance between atom pairs may not contain enough tertiary information.

Fig 4. Illustration of orientation angles ϴp, ϴq and ϴpq. The vectors →
𝒓𝒆𝒇 and → 𝒓𝒆𝒇 are the reference directions
𝒓
𝒓
𝒑

𝒒

for polar atoms p and q, respectively [3].

2.2.4 Our Contributions
To develop an improved energy function that can be ultimately applied to improve the performance of
protein structure prediction, we first, develop a core energy function by the careful formulation of threedimensional ideal-gas reference state and by modeling hydrophobic-hydrophilic interactions, which we
name as three-dimensional ideal-gas reference state-based energy function (3DIGARS). Next, we designed
a novel energetic term based on predicted sequence-specific accessible surface area and combined with the
core energy function to achieve improved performance, and we refer to this energy function as
3DIGARS2.0. Then, we further enhance the energy function by developing two novel energetic terms
ubiquitous phi (uPhi) and ubiquitous psi (uPsi), and by combining them with the previously developed
energetic terms, we call this energy function as 3DIGARS3.0. In the subsequent section, we describe each
of these different variants (3DIGARS, 3DIGARS2.0, and 3DIGARS3.0) of the energy function and show
their continuous improvement over previous versions as well as present the comparison of these energy
functions with the state-of-the-art approaches.

2.3 Experimental Materials
In this section, we present the training and decoy data sources, and the procedure for the collection of
training, optimization, and independent test dataset for 3DIGARS energy function.
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2.3.1 Training and Decoy Data Sources
Construction of energy function requires experimentally solved structures. One of the most reliable source
to obtain experimentally solved structures is the Protein Data Bank (PDB) [97] repository. In addition to
PDB, in our implementation, we obtained experimentally solved structures to generate energy score library
from ccPDB [101] (Compilation and Creation of datasets from PDB) and PISCES [102] repositories.
Furthermore, to optimize and test energy function, we need a set of optimization and independent test decoy
datasets. We obtained these optimization and independent test decoy datasets from [66, 67, 103-106]
sources.

2.3.2 Datasets
In our implementation, we used a set of proteins from PDB for training the energy function or in other
words, to construct the energy score libraries of the energy function. Further, we used three different decoy
dataset Moulder, Rosetta, and I-Tasser for the optimization of energy function parameters. In addition, we
used three different decoy dataset 4state_reduced, Fisa_casp3, and lmds for the independent test of
3DIGARS energy function. The details of the training, as well as optimization and independent test datasets,
are briefly discussed in the following sections.

2.3.2.1 Training Dataset
Here, the training datasets to generate energy scores were obtained from three different sources, PDB [97],
ccPDB [101], and PISCE [102] repositories. Parameters maximum resolution ≤ 1.5, similarity cutoff 30%,
single chain, and maximum chain length of 500 were used to collect these datasets. To remove noise, we
removed proteins with unknown residues as well as missing residues anywhere except for 5 terminal
residues on either side. Next, the purified dataset is generated keeping all other specifications common
besides maximum resolution ranging from 1.5 to 2.5 and sequence identities cutoff, of 25%, 30%, 40%,
50%, 70%, and 100%. Out of all these combinations, the best result was obtained from a collection of 4332
proteins from PDB which consist of single chains proteins with 100% sequence identity cut-off. By
selecting proteins with 100% sequence identity cutoff, we are preserving the natural distribution of the
frequency. Moreover, neither any of the structures from the training dataset were used in the test dataset
(Decoy Datasets), nor were any of the structures from test datasets included in the training dataset.

2.3.2.2 Optimization Decoy Dataset
We used 3 different decoy datasets to optimize the parameters of 3DIGARS energy function, which are
described in brief as follows:
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Moulder Decoy-set: Moulder decoy set contains 20 proteins. For each of the proteins, 300 comparative
models were built using homologous templates based on the criteria i) alignment of the models should not
share more than 95% of identically aligned positions, or ii) alignment of models should have at least 5
different alignment positions. Further, a program called, MODELLER-6 was used to build the decoys by
applying a default model building routine with the fastest refinement. This strategy helps keep most of the
template structure unchanged and different from decoys generated by ab initio folding, which have all
structure regions reassembled from scratch.
Rosetta Decoy-set: Rosetta decoy set generated by the Baker Lab contains 58 proteins. Each protein set
contains 20 random models and 100 lowest scoring models from 10,000 decoys generated using ROSETTA
de novo structure prediction followed by all-atom refinement [107]. The improved over the original Rosetta
decoy set has been made to obtain new Rosetta decoy set by adding side chains to the centroid/backbone
models and refining the structures to remove steric clashes. These improvements were based on four
important points required to generate optimal decoy sets where the decoy set should: i) contain
conformations for a wide variety of different proteins to avoid over-fitting; ii) maintain conformation close
to (< 4Å) to the native structure; iii) consist of conformations that are at least near local minima of energy
potential; and iv) be produced without using information from the native structure [66].
I-Tasser Decoy-set-II: I-Tasser [104] decoy set-II contains 56 proteins, each of which holds 300-500
decoys generated by both template-based modeling and atomic-level structure refinement. First, Monte
Carlo simulations were performed to obtain the models, and consequently, these models were refined by
GROMACS4.0 MD simulation to remove steric clashes and improve hydrogen-bonding network [104].

2.3.2.3 Independent Test Decoy Dataset
We used three different independent test decoy datasets to test the robustness of 3DIGARS energy function,
and the three datasets are discussed in brief as follows:
4state_reduced: 4state_reduced [67] decoy set holds 7 proteins. `The CA positions for the decoys in this
set were generated by choosing 10 residues in each protein using a 4-state off-lattice model. To build the
all-atom model from the CA (alpha carbon) atoms, a program called segmod [108] was used.
Fisa_casp3: Fisa_casp3 [105] decoy set holds 5 proteins. The decoys for proteins are the predictions made
by the Baker group for CASP3 (Critical Assessment of protein Structure Prediction). The main chains for
these decoys were obtained using a fragment insertion simulated annealing approach, whereas the side
chains were added using SCWRL [109] package.
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Lmds: The extended form of Lmds [106] is a local minima decoy set. It holds 10 proteins derived from the
experimental secondary structure from diverse structural classes. Two of 10 proteins are from CASP3
(Critical Assessment of protein Structure Prediction) targets.

2.4 3DIGARS: Three-Dimensional Ideal-Gas Reference State-Based Energy
Function
In this section, we describe our approach for the design and development of the 3DIGARS energy function.

2.4.1 Motivation
The motivation of our work follows from the DFIRE reference state. The DFIRE reference state is
constructed by placing the neighboring residues on a modified spherical space. In their work, the suitable
shape of the sphere is determined by a single parameter alpha. The value of alpha implicates a constant
factor assuming amino-acid distributed in a protein as a finite system [46]. Quite the opposite, our
motivation follows from the fact that – amino acids, based on their hydrophobic and hydrophilic types are
not distributed equally over the 3D structure of a protein in order to be able to consider them in the same
scale on an average by a single-dimensional parameter Fig 5 (a). Instead, amino acids can be separated into
at least three different categories depending on their usual distribution within the protein conformations [2]
Fig 5 (b). Related to this, in a hydrophobic-hydrophilic or hydrophobic-polar (HP) model-based protein
folding, one of the dominating factors is that the hydrophobic (H) amino acids having fear of solvent like
water, wishes to keep themselves away from aqueous solvent forming the core or inner-kernel [110] of
protein and thus remain inside of a protein. On the other hand, the hydrophilic or the polar (P) amino acid
being attracted to water, try and remain outside the core, forming the outer-kernel Fig 5 (b). Therefore, Ps
are often found on the outer surface of their folded structure [111, 112], and in between these two layers,
there is a thin HP-mixed-layer [110]. The construction of our multidimensional reference states-based
energy function 3DIGARS (3-Dimensional Ideal-Gas Reference State) for improved accuracy is motivated
by those properties mentioned above.
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Fig 5. Hydrophobic-Hydrophilic Interaction Space. (a) Native-like conformation [2], presented in a 3D hexagonalclose-packing (HCP) configuration using hydrophobic (H) and hydrophilic (P) residues. The H-H interaction space is
relatively smaller than P-P interactions space, as hydrophobic residues (represented by the black ball) being afraid of
water tends to form the core of the central space. (b) shows the 3 layers of distributions of amino acids: inner core
layer, hp-mixed layer, and outer layer [2, 6].

2.4.2 Design of Reference State based on Hydrophobic and Hydrophilic Properties
We adopted and modeled hydrophobic-hydrophilic properties of amino acids to construct three different
energy score libraries with bin size, Δd of 0.5 Å each, with an interaction cutoff distance of 15 Å, where d
represents each distant bin, and the value of d ranges from 0.5 Å to 15 Å. The value of Δ𝑑𝑐𝑢𝑡 is set to 0.5
Å as all bins are of the same size. These libraries are termed as: i ) hydrophobic-hydrophilic (HP); ii )
hydrophobic-hydrophobic (HH); and iii ) hydrophilic-hydrophilic (PP) interactions libraries. Each of these
libraries is constructed using their independent reference state. The reference state for the hydrophobichydrophilic group can be represented as:
𝑒𝑥𝑝−ℎ𝑝

𝑁𝑥,𝑦

𝑑 𝛼ℎ𝑝 Δ𝑑
(𝑑) = (
(𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ) + 𝑁𝑜𝑏𝑠−ℎℎ (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 )
)
(𝑁
𝑑𝑐𝑢𝑡
Δ𝑑𝑐𝑢𝑡 𝑜𝑏𝑠−ℎ𝑝

(14)

+ 𝑁𝑜𝑏𝑠−𝑝𝑝 (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ))
𝑒𝑥𝑝−ℎ𝑝

where, 𝑁𝑥,𝑦

(𝑑) is the expected number of atom pairs at distance d for HP group,

𝑁𝑜𝑏𝑠−ℎ𝑝 (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ), 𝑁𝑜𝑏𝑠−ℎℎ (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ), and 𝑁𝑜𝑏𝑠−𝑝𝑝 (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ) represents the number of atom pairs xth
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and yth observed at a cutoff distance in HP, HH, and PP library, respectively and 𝛼ℎ𝑝 , is the parameter that
belongs to HP groups, which is optimized by GA.
Likewise, the reference state for the hydrophobic-hydrophobic group can be written as:
𝑒𝑥𝑝−ℎℎ

𝑁𝑥,𝑦

𝑑 𝛼ℎℎ Δ𝑑
(𝑑) = (
(𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ) + 𝑁𝑜𝑏𝑠−ℎℎ (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 )
)
(𝑁
𝑑𝑐𝑢𝑡
Δ𝑑𝑐𝑢𝑡 𝑜𝑏𝑠−ℎ𝑝

(15)

+ 𝑁𝑜𝑏𝑠−𝑝𝑝 (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ))
𝑒𝑥𝑝−ℎℎ

where, 𝑁𝑥,𝑦

(𝑑) is the expected number of atom pairs at distance d for HH group and 𝛼ℎℎ is the

parameter that belongs to HH groups which is also optimized by GA.
Furthermore, the reference state for the hydrophilic-hydrophilic group can be written as:
𝑒𝑥𝑝−𝑝𝑝
(𝑑)
𝑁𝑥,𝑦

𝑑

𝛼𝑝𝑝

=(
)
𝑑𝑐𝑢𝑡

Δ𝑑
(𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ) + 𝑁𝑜𝑏𝑠−ℎℎ (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 )
(𝑁
Δ𝑑𝑐𝑢𝑡 𝑜𝑏𝑠−ℎ𝑝

(16)

+ 𝑁𝑜𝑏𝑠−𝑝𝑝 (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ))
𝑒𝑥𝑝−𝑝𝑝

As before, 𝑁𝑥,𝑦

(𝑑) is the expected number of atom pairs at distance d for PP group and 𝛼𝑝𝑝 is the

parameter that belongs to PP groups which is also optimized by GA.
For the construction of the energy score libraries, residue-atom pairs are first categorized to identify
which group either HP, HH or PP they fall into. For example, the interaction between two Nitrogen (N)
atom of amino acid Alanine (ALA:N versus ALA:N) is classified to fall in HH group as amino acid ALA
(Alanine) is hydrophobic in nature. Likewise, the interaction between Nitrogen (N) atom of amino acid
Arginine (ARG) and Carbon (C) atom of amino acid Serine (SER) which is also represented as (ARG:N
versus SER:C) is categorized as PP group as both residues ARG and SER are hydrophilic in nature. The
hydrophobic and hydrophilic classification of amino acid is adapted from a work of Hoque et al. [112].
After identifying the interaction group of the residue-atom pair, the frequency counts of the particular group
is updated. Once the interaction frequencies from all the experimentally solved structures in the training
dataset are obtained for all the three groups, we generate energy scores corresponding to each group. Energy
scores for the HP group are represented as:
ℎ𝑝

𝑒𝑥𝑝−ℎ𝑝

𝐸𝑆𝑥,𝑦,𝑑 = −𝑙𝑛 (𝑁𝑜𝑏𝑠−ℎ𝑝 (𝑥, 𝑦, 𝑑)/𝑁𝑥,𝑦

(𝑑))

(17)

ℎ𝑝

where, 𝐸𝑆𝑥,𝑦,𝑑 is the energy score of atom pair xth and yth at distant bin d for HP type of interaction,
𝑁𝑜𝑏𝑠−ℎ𝑝 (𝑥, 𝑦, 𝑑) is the observed number of atom pair xth and yth at distant bin d for HP type of interaction,
𝑒𝑥𝑝−ℎ𝑝

and 𝑁𝑥,𝑦

(𝑑) is the expected number of atom pairs at distance d for HP type of interaction.
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Likewise, the energy score for the HH interaction group can be written as:
𝑒𝑥𝑝−ℎℎ

ℎℎ
𝐸𝑆𝑥,𝑦,𝑑
= −𝑙𝑛 (𝑁𝑜𝑏𝑠−ℎℎ (𝑥, 𝑦, 𝑑)/𝑁𝑥,𝑦

(𝑑))

(18)

ℎℎ
where, 𝐸𝑆𝑥,𝑦,𝑑
is the energy score of atom pair xth and yth at distant bin d for HH type of interaction,

𝑁𝑜𝑏𝑠−ℎℎ (𝑥, 𝑦, 𝑑) is the observed number of atom pair xth and yth at distant bin d for HH type of interaction,
𝑒𝑥𝑝−ℎℎ

and 𝑁𝑥,𝑦

(𝑑) is the expected number of atom pairs at distance d for HH type of interaction.

Moreover, the energy scores for the PP interaction group can be written as:
𝑝𝑝

𝑒𝑥𝑝−𝑝𝑝

𝐸𝑆𝑥,𝑦,𝑑 = −𝑙𝑛 (𝑁𝑜𝑏𝑠−𝑝𝑝 (𝑥, 𝑦, 𝑑)/𝑁𝑥,𝑦

(𝑑))

(19)

𝑝𝑝

where, 𝐸𝑆𝑥,𝑦,𝑑 is the energy score of atom pair xth and yth at distant bin d for PP type of interaction,
𝑁𝑜𝑏𝑠−𝑝𝑝 (𝑥, 𝑦, 𝑑) is the observed number of atom pair xth and yth at distant bin d for PP type of interaction,
𝑒𝑥𝑝−𝑝𝑝

and 𝑁𝑥,𝑦

(𝑑) is the expected number of atom pairs at distance d for PP type of interaction.

Later, these energy score libraries are used for total energy or minimum energy calculation of decoy
as well as native protein conformations. In our implementation, instead of merely adding the energy from
three different libraries, we use weight factors βhp, βhh, and βpp to optimize the contribution of each of the
three energy score libraries. Therefore, total energy (TE) of the protein conformation can be written as:
𝑇𝐸 = 𝛽ℎ𝑝 𝐸ℎ𝑝 + 𝛽ℎℎ 𝐸ℎℎ + 𝛽𝑝𝑝 𝐸𝑝𝑝

(20)

where, 𝐸ℎ𝑝 , 𝐸ℎℎ , and 𝐸𝑝𝑝 are the energy scores obtained from three interaction libraries HP, HH, and
PP. The 𝐸ℎ𝑝 from HP library can be written as:
ℎ𝑝

𝐸ℎ𝑝 = ∑ 𝐸𝑆𝑥,𝑦,𝑑

(21)

𝑥,𝑦,𝑑

Similarly, 𝐸ℎℎ from HH library can be written as:
ℎℎ
𝐸ℎℎ = ∑ 𝐸𝑆𝑥,𝑦,𝑑

(22)

𝑥,𝑦,𝑑

Finally, 𝐸𝑝𝑝 from PP library can be written as:
𝑝𝑝

𝐸𝑝𝑝 = ∑ 𝐸𝑆𝑥,𝑦,𝑑
𝑥,𝑦,𝑑
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(23)

Fig 6. Overview of the 3DIGARS energy function framework, including training dataset collection, 3dimensional energy score library creation, optimization of alpha and beta parameters based on three decoy-sets:
Moulder, Rosetta, and I-Tasser using GA.

To determine the best possible values of reference state parameters alpha (αhp, αhh, and αpp) and the
contribution parameters beta (βhp, βhh, and βpp), we use an evolutionary optimization technique, called
Genetic Algorithm (GA) [6]. The goal of the optimization was to obtain the best values of alpha and beta
such that the most substantial number of native structures are identified correctly, and the Z-score is
maximized. The Z-score provides information about how well the energy score can separate native from
decoys. The Z-score is defined as:
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𝑍 − 𝑠𝑐𝑜𝑟𝑒 =

𝐸𝑛𝑎𝑡𝑖𝑣𝑒 − 𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒
𝐸𝑆𝐷

(23)

here, 𝐸𝑛𝑎𝑡𝑖𝑣𝑒 is the energy of native protein, 𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒 and 𝐸𝑆𝐷 are the average and standard deviation,
respectively of the energies of all the decoy structures in the same set. Fig 6 illustrates an overview of the
3DIGARS energy function framework.
In GA, the value of alpha and beta parameters ranges from 0 to 2 and -2 to 2 respectively, the
population size was set to 50 as well as a single-point crossover and mutation were applied. Additional
parameters such as elite, crossover, and mutation rates were set to 5%, 90%, and 50%, respectively.
Furthermore, to optimize the value of alpha and beta parameters, we use three optimization decoy-sets:
Moulder, Rosetta, and I-Tasser. Through GA, the best values of alphas αhp, αhh, and αpp were found to be
1.3802541, 1.6832844, and 1.9315737, respectively. Similarly, the best values of betas βhp, βhh, and βpp were
found to be 1.4921875, 0.55859375, and 0.265625, respectively. In Fig 7, the plots of obtained fitness
versus the αhp, αhh, and αpp values at each generation show the performance of GA on selecting best fitness
and also the consistency of obtained fitness with values of αhp, αhh, and αpp.

Fig 7. Fitness versus αhp, αhh, and αpp values. The values remain stable during optimization.
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2.4.3 Implementation and Availability
We implemented our software in Java. The software is developed and tested on the Linux platform. The
code and data for 3DIGARS software are also available online8 with a user manual.

2.5 Evaluation of 3DIGARS Energy Function
We evaluate the performance of 3DIGARS on optimization and independent test dataset. We further
compare 3DIGARS’s performance with four other existing methods and analyze its effectiveness through
statistical significance.

2.5.1 Evaluation and Comparison of 3DIGARS with Other Energy Functions on
Optimization and Independent Test Decoy Dataset
To evaluate the performance of 3DIGARS, in addition to Moulder [103], Rosetta [107], and I-Tasser [104]
decoy-sets (used in Genetic Algorithm (GA) optimization), we use three additional independent test decoysets, namely 4state_reduced [67], Fisa_casp3 [105], and lmds [106]. Moreover, we should note that the
Moulder, Rosetta, and I-Tasser are the most challenging decoy-sets for computational energy function to
discriminate natives from decoys. In contrast, 4state_reduced, Fisa_casp3, and lmds are only considered
moderate to less challenging decoy-sets. The performance of 3DIGRS, along with state-of-the-art energy
functions on the six decoy-sets for native structure selection, is compared in Table 1. We can clearly
observe that 3DIGARS consistently performs better compared to the state-of-the-art methods. In Table 1,
the average Z-scores of the native structures are shown in parenthesis, and the correct counts are present
outside of the parenthesis. The term correct count is described as the number of correctly identified native
proteins from its decoy sets. An accurate energy function shall assign the lowest free energy to the native
proteins within its decoy set and therefore can correctly identify all the native proteins from its decoy sets.
For the comparison, results for DFIRE, RWplus, and dDFIRE are obtained from the GOAP: A Generalized
Orientation-Dependent, All-Atom Statistical Potential from Protein Structure Prediction [100]. Conversely,
the correct count and Z-score for DFIRE2.0 are computed from DFIRE2.0 package freely available from
the Sparks Lab online server [113]. Correct counts for the proposed method, 3DIGARS is calculated using
energy score libraries generated using the dataset with resolution 2.5, sequence similarity cutoff of 100%,
keeping all other parameters used for data collection common as described in DATASET section above.
From Table 1 it is evident that the hydrophobic and hydrophilic based energy function (3DIGARS)
8

3DIGARS code and data link: http://cs.uno.edu/~tamjid/Software/3DIGARS/3DIGARS.zip
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outperform DFIRE, RWplus, dDFIRE, and DFIRE2.0 based energy functions for most challenging Rosetta
and moderately challenging Fisa_casp3 decoy-set. It is to highlight that both RWplus and I-Tasser are
designed by the same author, and hence the rule is most likely embedded within RWplus. As a result, the
correct count of 56 out of total targets of 56 by the RWplus method for I-Tasser decoy-set could be a special
case. From Table 1, it is also evident that the result of RWplus method for the most challenging Rosetta
decoy set is only 20 correct out of 58, which is a relatively poor performance with respect to other energy
functions. Therefore, the achievement of RWplus over I-Tasser may not be considered very important.

Rosetta
I-Tasser
4state_reduced
Fisa_casp3
Lmds

No. of targets

19

18

19

19

20

(-2.84)

(-2.74)

(-2.71)

(-2.998)

RWplus

DFIRE2.0

19
(-2.97)

dDFIRE

3DIGARS

Moulder

DFIRE

Decoy Sets

Table 1. Comparison between DFIRE, RWplus, dDFIRE, DFIRE2.0, and our energy function, 3DIGARS,
based on the correct selection of native from their decoy set and Z-score.

20

20

12

22

31

(-1.82)

(-1.47)

(-0.83)

(-1.76)

(-2.023)

49

56

48

53

53

(-4.02)

(-5.77)

(-5.03)

(-4.548)

(-4.036)

6

6

7

6

6

(-3.48)

(-3.51)

(-4.15)

(-3.16)

(-3.37)

4

4

4

4

5

(-4.80)

(-5.17)

(-4.83)

(-5.08)

(-4.31)

7

7

6

7

7

(-0.88)

(-1.03)

(-2.44)

(-0.71)

(-1.96)

58
56
7
5
10

Bold indicates the best score, and the underline indicates a competitive score. Values close to the best results are indicated by an
underscore (‘_’).

2.5.2 Statistical Significance Analysis of the Performance of 3DIGARS
We are often interested in identifying the statistical significance of a newly developed method over the
existing method. Particularly we are interested in determining whether the means from more than two
populations or groups are equal or not. To identify the statistical significance, we conducted ANOVA 1
(Analysis of Variance 1) test to see if one energy function is significantly better than others. ANOVA 1 is
a useful statistical test to compare the means of two or more groups. Here, the comparison among the group
means is made by estimating comparisons of variance estimates [114]. We can perform an analysis of the
variance (ANOVA 1) to test whether the difference in means is statistically significant. If the ANOVA 1
F-test indicates a significant difference in means, we further perform a pair-wise comparison between all
the groups to determine how they differ [115].
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Before the statistical significance test, we graphically compared the means of energy function across
the energy functions (DFIRE, RWplus, dDFIRE, DFIRE2.0, and 3DIGARS). In Fig 8, we present side-byside boxplots of measurements organized by groups (energy functions). A boxplot() function in R is used
to create a side-by-side boxplot. In Fig 8, the data point located outside the fences (“whiskers”) shown by
the white circles are the outliers. Outliers are defined as observations that are numerically distant from the
rest of the data. In boxplot() function in R, the data points that are 1.5 times outside the interquartile range
above and below the upper quartile and lower quartile, respectively are marked as outliers. From Fig 8, it
is evident that the mean correct count for 3DIGARS is highest among others. Below, we further explain the
difference between the boxplots of different methods.

Fig 8. Comparisons of the mean correct count of the proposed method with the state-of-the-art methods.

Since we have six decoy datasets our sample size for each group is 6. For 3DIGARS energy function,
the sample points sorted in ascending order are 5, 6, 7, 19, 31, and 53, and the median value (Q2) of the
sample space is 13. If we split the data set at (Q2), we get two halves (5, 6, 7) and (19, 31, 53). Since each
of the halves of the dataset contains an odd count, for the first subset (5, 6, 7) the sub-medians (Q1) is 6,
and for the second subset (19, 31, 53) the sub-median (Q3) is 31. As we have (Q1) and (Q3), we can compute
the interquartile range (IQR = Q3 – Q1), which yields a value of 25. Further, the minimum and maximum
values of the sample space are 5 and 53, respectively. Any data point that lies 1.5*IQR above the third
quartile (upper inner fence value = (Q3+(1.5*IQR)) is marked as the suspected outlier. For 3DIGARS
method, if any data point lies above (31+(1.5*25) = 68.5), it will be considered as suspected outlier. As the
highest data point for 3DIGARS is 53, which is less than 68.5, there are no points in the sample space that
falls in upper suspected outliers range, and thus the upper whisker is of 53.
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In contrast, for the method, dDFIRE, the sample points sorted in ascending order are 4, 6, 7, 12, 18,
and 48, and the median value of the sample space is 9.5. Let us split the dataset into two halves (4, 6, 7)
and (12, 18, 48) based on a median value. Since each of the halves of the dataset contains an odd count, for
the first subset (4, 6, 7) the sub-medians (Q1) is 4, and for the second subset (12, 18, 48) the sub-median
(Q3) is 18. Therefore, the interquartile range (IQR = Q3 - Q1) is 12. Moreover, the minimum and the
maximum value of the sample space are 4 and 48, respectively. As per the definition of suspected outliers
stated above, for dDFIRE method, any data point above the upper inner fence value of (18+(1.5*12) = 36)
is marked as the suspected outlier. For dDFIRE, the highest data point 48 is greater than the value of the
upper inner fence of 36 and so the data point 48 is marked as a suspected outlier (see unfilled circle for the
method dDFIRE in Fig 8). The outlier (unfilled circles) as evident from Fig 8 for the rest of the methods
DFIRE, DFIRE2.0 and RWplus are also assigned in similar fashion by the boxplot() function in R.
Additionally, we performed the ANOVA 1 test to test if the means of the energy functions are
statistically significant using aov() function in R. This test resulted in an f-value of 0.047 and the p-value
of 0.996. As the resulting p-value of 0.996 is greater than the confidence interval of 0.05, we accept the null
hypothesis of no difference among the mean values of energy functions with respect to ANOVA 1.
However, it requires a significant amount of effort to improve these energy functions, and once they are
used within various protein structure prediction methods, they magnify the outcomes, which may not be
reflected at all by the ANONA 1 test.

2.6 3DIGARS2.0: Sequence-Specific Accessible Surface Areas based Energy
Function
Here, we propose an improved version of 3DIGARS [44], named 3DIGARS2.0 [47]. To construct
3DIGARS2.0 energy function, we first developed a predictor of protein accessible surface area (ASA) and
consequently, modeled the error between real and predicted ASA as an energetic term, and then this
energetic term is linearly combined with 3DIGARS energy function with a weight factor. In other words,
3DIGARS2.0 is a linear weighted combination of the sequence-specific solvent-accessibility (SA) energy,
ESA, computed from the error between real and predicted accessible surface area (ASA) and 3DIGARS
energy function. The weight factor that combines 3DIGARS and 3DIAGARS2.0 is optimized using GA.
3DIGARS2.0 was found better than previously developed 3DIGARS energy function as well as four
additional state-of-the-art energy functions.

40

2.6.1 Datasets
In this application, we used a new set of proteins, collected from PDB to train the energy function or to
construct the energy score libraries. In addition, we use three different decoy dataset Moulder, Rosetta, and
I-Tasser for the optimization of weight factor that is used to combine ESA with 3DIGARS energy function.
Moreover, Moulder, Rosetta, and I-Tasser decoy sets are further used to evaluate the performance of
3DIGARS2.0 energy function and compare it with the state-of-the-art methods.

2.6.1.1 Training Dataset
To construct the 3DIGARS2.0 energy score library, we prepared a new dataset from PDB, which consists
of 1299 protein sequences. Initially, 2793 protein chains (both single and multiple chains) from PDB were
collected with the following specifications: (a) solved by X-ray crystallography; (b) resolution ≤ 1.5 Å; (c)
chain length ≥ 40 residues; and (d) 30% sequence identity cut-off. A three-step refinement of this
preliminary dataset was performed: (i) protein sequences with more than 25% sequence similarity were
filtered using BLASTCLUST; (ii) the protein sequences that contain unknown amino acids labeled as ‘X’
were discarded as the physical properties of this amino acid is unknown; and (iii) the sequences containing
amino acids of unknown coordinates were removed. This resulted in a dataset of 1299 sequences. This
dataset is referred to as the Secondary Structure Dataset (SSD1299) as it was first used to predict secondary
structure, then it was used for real value ASA prediction and finally, also used for the construction of
3DIGARS2.0 energy function. The SSD1299 dataset contains a total of 272,800 residues. Among 1299,
298 sequences were randomly selected as the test dataset (SSD_TS298), and the remaining 1001 sequences
were used as the training dataset (SSD_TR1001). The SSD_TR1001 contains 211,048 residues which
combines 69,333 helix (32.8%), 51,859 beta (24.5%) and 89,856 coil (42.5%) residues and SSD_TS298
comprised of 61,752 residues which combines 20,470 helix (33.1%), 16,052 beta (25.9%) and 25,230 coil
(40.8%) residues. To collect real or the actual annotation of secondary structure and surface area, we used
the DSSP program [116].

2.6.1.2 Optimization Decoy Dataset
To optimize the weight factor that is used to combine ESA and 3DIGARS energy function, we used
Moulder9, Rosetta10, and I-Tasser11 decoy dataset. Furthermore, the same dataset is used to evaluate the
performance of 3DIAGRS2.0 and compare it with the state-of-the-art methods. These decoy datasets are
briefly explained in Section 2.3.2.2.

9

http://salilab.org/john_decoys.html
http://www.bakerlab.org/
11
http://zhanglab.ccmb.med.umich.edu/decoys/
10
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2.6.2 Feature Set for Accessible Surface Area Prediction
We collected a comprehensive set of residue level features for predicting the secondary structures as well
as the accessible surface area. The predicted secondary structures were used as features for the prediction
of the accessible surface area. The residue level information includes:
I.

One amino acid (AA) indicator

II.

Seven physical properties (PP)

III.

Twenty Position Specific Scoring Matrix (PSSM) values

IV.

One monogram (MG) and twenty bigrams (BG) values

V.
VI.
VII.

Two predicted disorder probabilities (short and long) (IUS and IUL)
Three predicted secondary structure (SS) probabilities (helix, beta, and coil)
One terminal tag (T) to indicate five residues from N and C terminal as (-1.0, -0.8, -0.6, -0.4, -0.2)
and (+0.2, +0.4, +0.6, +0.8, +1.0) while others as 0.0.
To encode 20 different amino acids, we use values that range from 1 to 20 and call it AA indicator. PP

is the seven physical properties of amino acids described in [117]. ASA is found to vary largely with
different amino acids and is correlated with properties, such as hydrophobicity and isoelectric point [118].
Thus, we used these features to predict real ASA values. PSSM values encode evolutionary information of
protein residues and are generated by executing three iterations of PSI-BLAST [119] against NCBI’s nonredundant database.
A feature extraction technique by [120] suggests that MG and BG values contain useful 3-dimensional
evolutionary information of protein residues. Therefore, we calculated BG and MG values from PSSMs as
described in [120] and used as features in our proposed ASA predictor. Additionally, disorder residues are
often characterized to have large ASA values [121]. To incorporate this correlation into a feature set, we
computed disorder probabilities (IUS and IUL) using IUPRED [122] and incorporated into our feature set.
Protein secondary structure is also closely coupled with ASA of the protein residues [123]. Thus, we
developed an SVM model to generate predicted SS probabilities (for helix, beta, and coil) and used as
features to predict ASA values.
We separately reported our predictor’s performance using two feature sets Feature Plan#1 and Feature
Plan#2 as presented in Table 2 to depict the importance of 3-dimensional structural features in ASA
prediction. Feature Plan #1 contains sequence-based one-dimensional features (a – c, g). In addition to the
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features in Feature-Plan #1, Feature-Plan #2 includes a 3-dimensional feature (d) and predicted structural
features (e – f).
Further, Table 2 illustrates an overview of different feature plans used for secondary structure (SS)
and ASA prediction along with the total counts of features in a given features plan. Finally, we included
the neighboring residue information within the residue-specific features set by applying a window size of
21 to incorporate the effect of residue contacts.
Table 2. List of features used in secondary structure and ASA prediction according to different feature plans.
Feature Plan #1
Feature Plan #2
Feature
Feature description (abbreviation)
Count
SS
ASA
SS
ASA
Amino acid (AA)

1









Physical properties (PP)

7









Position specific scores matrix (PSSM)

20









Monogram (MG)

1

-

-





Bigram (BG)

20

-

-





Short and long probabilities (IUS/IUL)

2

-

-





Secondary structural probabilities (SS)

3

-



-



Terminal tag (T)

1









Total

55

29

32

52

55

‘’ and ‘-’ imply that the corresponding feature-set is included and excluded, respectively in the feature-plan.

2.6.3 Evaluation Measures for Accessible Surface Area Prediction
As we predicted ASA as real value, we evaluated our predictor using Pearson’s Correlation Coefficient
(PCC) and Mean Absolute Error (MAE).
𝑃𝐶𝐶 =

̅̅̅̅̅̅̅
̅̅̅̅̅̅̅
∑𝑁
𝑖=1(𝐴𝑆𝐴𝑟𝑖 − 𝐴𝑆𝐴𝑟 )(𝐴𝑆𝐴𝑝𝑖 − 𝐴𝑆𝐴𝑝)
̅̅̅̅̅̅̅ 2 𝑁
̅̅̅̅̅̅̅ 2
√[∑𝑁
𝑖=1(𝐴𝑆𝐴𝑟𝑖 − 𝐴𝑆𝐴𝑟 ) ][∑𝑖=1(𝐴𝑆𝐴𝑝𝑖 − 𝐴𝑆𝐴𝑝) ]
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(24)

𝑀𝐴𝐸 =

∑𝑁
𝑖=1 |𝐴𝑆𝐴𝑟𝑖 − 𝐴𝑆𝐴𝑝𝑖 |
𝑁

(25)

Here, N is the total number of residue in the dataset, 𝐴𝑆𝐴𝑟, and 𝐴𝑆𝐴𝑝 are the real and predicted ASA.
As the prediction obtains higher accuracy, the PCC value increases, and the MAE value decreases.

2.6.4 REGAd3p: Accessible Surface Area Prediction Framework
REGAd3p is a real value predictor framework that combines the exact regularized regression with
optimization of weights predicted by Genetic Algorithm. The equation of basic exact regression [124] is:
𝜔 = (𝑋 𝑇 𝑋)−1 𝑋 𝑇 𝑌

(26)

where, X is an input feature matrix having dimensions: number of residues (𝑁𝑟𝑒𝑠𝑖𝑑𝑢𝑒 ) × number of features
(𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ), 𝑋 𝑇 is a transpose of the feature matrix X, Y is an actual value of ASA (ASAr), and 𝜔 represents
weights. Equation (26) analytically determines the best coefficients (weights) for the regression predicting
the ASA value. After obtaining the weights, Equation (27) given below is followed to predict the ASA.
Here, 𝑌̂ = predicted values of ASA (ASAp).
𝑌̂ = 𝑋𝜔

(27)

However, the above basic equation is applicable to the linear regression model, which can give a poor
fits to the data. We extended the kernel of this regression method to degree three polynomial within the
feature matrix using basis expansion by inserting two extra column vectors for each feature, which are the
squares and cubes of the original feature values. Therefore, the extended form of the feature vector can be
expressed by the following equation:
𝑋 = [1 𝑥1 𝑥2 𝑥3 … 𝑥𝑛 ]

(28)

𝑋 3 = [1 𝑥1 𝑥1 2 𝑥1 3 … 𝑥𝑛 𝑥𝑛 2 𝑥𝑛 3 ]

(29)

Here, n is the number of features given, 𝑋 3 is the extended feature matrix which is used in place of 𝑋
in the basic Equation (26) and (27) to determine weights and calculate predicted ASA values, respectively.
Extension of the kernel gave us the flexibility of model selection with a higher-order polynomial to select
the best-fit model.
Nonetheless, increasing the degree of a polynomial can cause overfitting, resulted from highly
fluctuating weights. An overfitted model constructed during training can give a poor performance during
the test. Thus, to overcome this overfitting problem, we applied regularization, which involves adding a
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penalty term to the error to shrink the value of weights. Therefore, the modified form of Equation (26)
including regularization, can be expressed as in Equation (30):
𝜔 = (𝑋 𝑇 𝑋 + 𝜆𝑀𝜆(𝑝+1)(𝑝+1) )

−1

𝑋𝑇 𝑌

(30)

where, λ is a regularization parameter that controls weight values and Mλ is the identity matrix of
dimension (p+1) by (p+1) with the first diagonal element equal to 0 to avoid affecting the bias term directly.
We performed a search for the best value of λ within the range [-100.0 to 100.0] with an interval size equal
to 2.0 and reported the best result (see Section 2.6.5) to compare the best result from regularized exact
regression with and without GA optimization. This search for λ yielded 100 sets of weights, which is then
used as seeds for GA. The parameter values of our Genetic Algorithm implementation are: (i) population
size of 200, (ii) number of generations of 2000, (iii) chromosome length equals to the number of weights
(𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ) × number of bits for each weight (19 in our implementation), (iv) elite rate of 10%, (v) crossover
rate of 80% and (vi) mutation rate of 10%. While initializing the GA population, 100 individuals were taken
from the output of regularization, and the rests were generated randomly. 10% ((200 × 0.1) or, 20) bestperforming weight sets, determined based on objective fitness are always forwarded towards nextgeneration population from the current one. For a crossover, we implemented the roulette wheel selection
algorithm to sample highly fitted individuals and consequently, create child chromosomes for the next
generation population. We performed crossover on (200 × 0.8)/2 or, 80 pairs of chromosomes and filled up
next 160 positions of next-generation population. Finally, we filled up the last 20 positions of the nextgeneration population with 20 least fitted chromosomes of the current generation. Then, a mutation
candidate is randomly chosen from these 20 chromosomes with repetition for (200 × 0.7) or, 140 times. In
this process, a single chromosome can be selected multiples times (at most 70% of the total number of
chromosomes in a population) and can get mutated at multiple positions.
Literature suggests that the best value of the mutation rate is problem specific [125, 126]. Our problem
space of real-valued accessible surface area prediction is significantly large and complicated. Moreover,
we had a highly-diversified population of 200 chromosomes. Further, we have 55 unique features per
residue, which after including the features of neighborhood residues within the window of size 21, becomes
(55 × 21) or, 1,155 features per residue. Even more, the coefficient of each feature is encoded by 19 bits
within a chromosome. Therefore, a chromosome of GA is (1,155 × 19) or, 24,255 bits long. In a single
mutation process, we flipped only one randomly chosen bit within the chromosome. Therefore, mutation at
multiple positions was desirable to significantly change a longer chromosome, which aided in finding a
new improved solution within the large and complex search space of real values ASA. Fig 9 illustrates an
overview of the REGAd3p real-valued ASA prediction framework.
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Fig 9. Overview of REGAd3p real value accessible surface area prediction framework. It illustrates the feature
aggregation, secondary structure prediction, and regularized exact regression and GA optimization. The features are
represented by their abbreviations, as shown in Table 2.

In contrast to prevailing practice of optimizing the predictor to achieve only low mean absolute error
(MAE) or, high Persons correlation coefficient (PCC), we defined a multi-objective function (OBJ),
combining PCC and MAE, and carried out the optimization of weights, w, for maximizing OBJ to achieve
high performance both in terms of PCC and MAE. The equations for OBJ is written as:
𝑂𝐵𝐽 = 𝑃𝐶𝐶 + (1 − 𝑀𝐴𝐸)
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(31)

Furthermore, we integrated post-processing of predicted ASA values within GA to avoid negative
values of the predicted ASA. To keep the ASA values practical, the predicted negative values (as a result
of the natural extension of the equation towards the non-admissible region) were replaced by zero.

2.6.5 Evaluation of REGAd3p
In this section, we first present the results of our secondary structure predictor, which is used to obtain
features for the ASA prediction. Then, we present the results of our ASA prediction framework and compare
it with the existing methods.

2.6.5.1 Results of Secondary Structure Prediction
Primarily, we predicted the secondary structure of a residue of our dataset so that we can use the predicted
secondary structure probabilities as features for ASA prediction. We explored four different classifiers:
I.
II.

Logistic Regression (LogReg) using LIBLINEAR [127]
Random Forest (RF) using WEKA [128]

III.

Artificial Neural Network (ANN) using WEKA and

IV.

Support Vector Machines (SVM) using LIBSVM [129]

It is to note that the main objective of this work is to predict ASA and utilize the predicted ASA to improve
3DIGARS [130] energy function.
We collected eight different types of secondary structure annotation for all the residues in SSD1299
dataset from DSSP program [116] which includes α-helix (H), 3-helix or, 310-helix (G), 5-helix or, -helix
(I), residue in isolated β-bridge (B), residue in extended beta or, β-ladder (E), hydrogen-bonded turn (T),
bend (S) and random coil or, loop (blank). We converted these eight states annotations into three states
annotation [49] by coding H, G and I as H (helix), B and E as E (beta) and T, S and blank as C (coil). Table
3 gives an illustration of the performance of the four classifiers for both the feature plans (see Table 2) in
terms of accuracy (total number of correctly predicted residues) of the three-class classification of
secondary structures. All the classifiers were trained on SSD_TR1001 dataset classification and tested on
SSD_TS298 dataset for three-class (helix, beta, and coil). The superior performance of the SVM model
with radial basis function (RBF) as the kernel on both the feature plans motivated us to select it as a
predictor of secondary structure. We used the LIBSVM [129] package to build the SVM model with the
default parameter values provided within the package. The default values of the misclassification cost of
SVM and gamma parameter of RBF were one and (1⁄𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ), respectively.
Table 3. Performance of secondary structure prediction by four classifiers on SSD_TS298 dataset.
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Classifier

LogReg (%)

RF (%)

ANN (%)

SVM (%)

Feature-Plan # 1

73.46

72.3

72.8

75.31

Feature-Plan # 2

73.51

72.7

72.53

74.86

Bold: indicates the obtained best values.

2.6.5.2 Results of Accessible Surface Area Prediction
Here, we present the results we obtained during the design process of REGAd3p.
Feature Plan Selection: Performance of REGAd3p is evaluated on both the training (SSD_TR1001) and
the test (SSD_TS298) dataset. Table 4 shows the performance of REGAd3p in predicting absolute ASA
values in terms of PCC and MAE for feature plan # 1 and plan # 2. We can see that as a result of the
inclusion of three-dimensional features (MG and BGs) and structural features (short, long disorder
probabilities), PCC value is increased (0.28%) as well as MAE is decreased (0.16%). This result validates
the correlation of residue exposure with protein’s flexibility (disorder) and the usefulness of these features
in ASA prediction. In addition, it also motivates us to carry out further experiments only on feature plan #
2.
Table 4. Prediction quality of ASA for different feature plans with 1 st order polynomial as the kernel.
Dataset
SSD_TR1001
SSD_TS298
Features

MAE

PCC

MAE

PCC

Plan # 1, non-optimized

27.27

0.655

25.44

0.711

Plan # 1, optimized

26.53

0.661

24.57

0.717

Plan # 2, non-optimized

27.05

0.665

24.45

0.711

Plan # 2, optimized

26.31

0.670

24.53

0.719

Bold: indicates the obtained best values.

Kernel Selection: For improved performance, we extended the kernel from degree 1 polynomial (linear)
up to 4 to determine the optimal polynomial function to be utilized, so that the model best fits the ASA
values with feature plan # 2. Table 5 summarizes the results for different kernels evaluated in our
experiment. From Table 5, we can see that the PCC increases by 2.03% and MAE decreases by 2.3% as
we extended the kernel from 1st order polynomial to 3rd order polynomial function. Additionally, it is also
evident that the PCC and MAE decrease by 4.63% and 5.13%, respectively when the kernel is extended
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beyond 3rd order polynomial. This behavior indicates that the predictor’s performance can suffer from high
dimensionality as a result of making the model too complex and motivated us to select 3rd order polynomial
as an optimal kernel function.
Table 4 and Table 5 compare the performances of REGAd3p for both with and without the optimization
and signify the importance of weight optimization for improving the performance. For the best model (with
Feature-Plan # 2 and 3rd order polynomial kernel), the improvement due to optimization over the unoptimized model was 0.96% for PCC and 6.14% for MAE. Therefore, we can summarize that the GA
successfully enhanced the performance of classical regression method to make it competitive with several
complex pattern recognition algorithm, like artificial neural network and support vector regression that we
had tested extensively.

Table 5. Prediction accuracy of ASA due to the extension of kernel function from linear to the higher-order
polynomials (Feature-Plan # 2).
Dataset
SSD_TR1001
SSD_TS298
Polynomial kernel

MAE

PCC

MAE

PCC

Degree 2, non-optimized

26.24

0.683

25.05

0.717

Degree 2, optimized

25.86

0.686

24.53

0.723

Degree 3, non-optimized

25.29

0.699

25.54

0.727

Degree 3, optimized

25.19

0.702

23.97

0.734

Degree 4, non-optimized

26.61

0.676

25.98

0.685

Degree 4, optimized

26.21

0.679

25.21

0.700

Bold: indicates the obtained best values.

Results of Final Model: To further verify the robustness of our best model, we performed 10-fold crossvalidation on the training dataset, SSD_TR1001. In machine learning applications, the following three
cross-validation methods are often used to examine the effectiveness of the predictor: independent dataset
test, subsampling test, and jackknife test. However, of the three test methods, the jackknife test is deemed
the least arbitrary that can always yield a unique result for a given benchmark dataset as elaborated in [131].
Accordingly, the jackknife test has been widely recognized and increasingly used by investigators to
examine the quality of various predictors (e.g., [132], [133], [134], [135], [136], [137], [138],
[139]). However, to reduce the computational time, we applied a more commonly used 10-fold cross49

validation approach. Through 10-fold cross-validation, we obtained a PCC and MAE of 0.69 and 25.43,
respectively, which is consistent with the result of the independent test (indicated with bold in Table 5).
Finally, the overall performance comparison among the models (for different feature plans as well as
kernels) is shown by the Fig 10 on SSD_TS298 test dataset with optimization, where the best model with
plan # 2 and kernel # 3, is indicated.

SSD_TS298 Dataset

Fig 10. Overall comparison of performance for different feature plans and kernel functions on test dataset
with GA optimization. The x-axis and y-axis show the model description and performance measure scores (PCC
and MAE), respectively. The best model is marked.

2.6.5.3 Comparison of Predicted ASA with Existing Method
Here, we compare our regularized regression technique with optimization against top-performing artificial
neural network-based predictor, SPINEX [49]. For a fair comparison, we ran SPINE-X on the SSD1299
dataset and collected the absolute ASA. Fig 11 summarizes the result of the comparison between REGAd3p
and SPINE-X on the SSD1299 test dataset. The comparison in Fig 11 shows that except for the MAE for
SSD_TS298 dataset, REGAd3p outperformed SPINE-X [49] in absolute ASA prediction. REGAd3p yielded
8.2% and 1.45% improved PCC score than SPINE-X [49] for SSD_TR1001 and SSD_TS298 datasets,
respectively. Further, the statistical significance of these improvements obtained using t-test within the R
package [140] shows that both of the improvements are significant. Moreover, we executed support vector
regression (SVR) from LIBLINERA package [127] on the SSD1299 dataset and found that the performance
of REGAd3p is better than SVR. SVR yielded a PCC value of 0.51 when trained on the SSD_TR1001
dataset and tested on SSD_TS298 dataset for Feature-Plan # 2. However, REGAd3p resulted in a PCC value
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of 0.73 in the case of the same dataset and feature plan, which indicates the superior performance of
REGAd3p over SVR.
Comparison of REGAd3p [141] and SPINE-X [49]

Fig 11. Comparison between our predictor and SPINE-X [49] in absolute ASA prediction on SSD_TR1001
and SSD_TS298 dataset separately. The x-axis and y-axis represent the dataset and performance measure scores
(MAE and PCC), respectively.

2.6.6 3DIGARS2.0 Potential
In this section, we discuss our approach for the design and development of the 3DIGARS2.0 energy
function.

2.6.6.1 Modeling Error between Actual and Predicted ASA as Energy Function
3DIGARS2.0 combines the sequence-specific solvent-accessibility (SA) energy, represented as ESA,
computed from the error between real and predicted accessible surface area (ASA) linearly with 3DIGARS.
ESA based on probability 𝑃(∆𝑆𝐴𝑖 |𝐴𝐴𝑖 ) is computed from the error modeling of our predicted solventaccessibility (∆𝑆𝐴𝑖 = 𝑆𝐴𝑟𝑖 − 𝑆𝐴𝑝𝑖 ) for a given amino acid type, 𝐴𝐴𝑖 . Here, for each residue i within each
protein, 𝑆𝐴𝑅𝑒𝑎𝑙
(real accessible surface area) is computed using DSSP and 𝑆𝐴𝑃𝑟𝑒𝑑
is computed using
𝑖
𝑖
REGAd3p framework. Particularly, we computed the error in ASA prediction for each of the residues of
1299 proteins and obtained the frequency distribution (FD) of the error between real and predicted
accessible surface area. While building frequency distribution, we first calculated the max error ∆𝑆𝐴 from
the dataset of 1299 protein, which was found to be 240. The error range from 0 to 195, was then divided by
a bin width of 5 to obtain 39 bins of equal size. Remaining of the error range from 195 to 240 is considered
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to fall in the last bin or the 40th bin of the frequency distribution. To obtain each bin of equal size of 5, we
normalized the values of the last bin by dividing each cell count by 9 (45/9 = 5). Therefore, the final
frequency distribution table is constructed such that it contains 20 rows (for 20 different types of amino
acid) and 40 bins of equal size of 5. For each residue, the frequency distribution is updated as Equation
(32):
𝐹𝐷(𝐴𝐴𝑖 , 𝑏𝑖𝑛𝑗 ) = 𝐹𝐷(𝐴𝐴𝑖 , 𝑏𝑖𝑛𝑗 ) + 1.0

(32)

where, AAi is the ith amino acid, and binj is the jth bin. The index i ranges from 1 to 20 indicating twenty
different amino acids and j ranges from 1 to 40 indicating bins. Here, bin index binj is given by Equation
(33):
𝑏𝑖𝑛𝑗 = 𝑎𝑏𝑠(∆𝑆𝐴𝑖 = 𝑆𝐴𝑟𝑖 − 𝑆𝐴𝑝𝑖 )/𝑏𝑖𝑛_𝑠𝑖𝑧𝑒

(33)

where, bin_size = 5. Once the frequency distribution is obtained, cells whose frequency count is zero are
replaced with a small value of 10-6. After the frequency distribution is computed, the probability distribution
is obtained by Equation (34):
𝑃𝐷(𝐴𝐴𝑖 , 𝑏𝑖𝑛𝑗 ) = 𝐹𝐷(𝐴𝐴𝑖 , 𝑏𝑖𝑛𝑗 )/𝑇𝑜𝑡_𝐹𝑟𝑒𝑞

(34)

where, Tot_Freq is the sum of the count of each amino acid type in the frequency table. Finally, the energy
score library for sequence-specific solvent accessibility is obtained by Equation (35):
𝐸(𝐴𝐴𝑖 , 𝑏𝑖𝑛𝑗 ) = −ln(𝐵𝑖𝑛_𝐶𝑜𝑢𝑛𝑡 × 𝑃𝐷(𝐴𝐴𝑖 , 𝑏𝑖𝑛𝑗 ))

(35)

After successful creation of energy score library, the energy associated with any native protein
conformation as well as decoy protein conformation can be obtained using Equation (36):
𝑁

𝐸

𝑆𝐴

= ∑ 𝐸𝑘 (𝐴𝐴𝑖 , 𝑏𝑖𝑛𝑗 )

(36)

𝐾=1

Finally, 𝐸

3𝐷𝐼𝐺𝐴𝑅𝑆2.0

for any native, as well as decoy conformation, can be calculated using Equation (37):
𝐸 3𝐷𝐼𝐺𝐴𝑅𝑆2.0 = 𝐸 3𝐷𝐼𝐺𝐴𝑅𝑆 + (𝑤 × 𝐸 𝑆𝐴 )

(37)

For a protein conformation, 3DIGARS2.0 potential combines 3DIGARS energy with the sequence-specific
solvent-accessible energy with a weight factor w. The optimal value of weight w, ranging from 0 to 2, is
obtained using GA. The GA parameters were set to a population size of 300, elite-rate of 5%, crossoverrate of 90% and mutation-rate of 50%. The stopping criteria to stop the optimization was set to the
maximum generations of 2000. Fig 12 shows the performance of GA where the value remains stable after
around 3rd generation. Furthermore, Fig 13 shows the complete workflow of the 3DIGARS2.0 energy
function.

52

Fig 13. Generation versus fitness graph. Fitness increases sharply and remains constant over number of iterations
indicating stable outcome.

Fig 12. Illustration of 3DIGARS2.0 energy function framework. The abbreviation used are explained in Section
3.6.6.1.
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2.6.6.2 Implementation and Availability
We implemented our software in Java. The software is developed and tested on the Linux platform. The
code and data for 3DIGARS2.0 software are also available online12 with a user manual.

2.6.7 Evaluation of 3DIGARS2.0 Energy Function
In Table 6, we compare the performance of 3DIGARS2.0 with the state-of-the-art energy functions
including DFIRE, RWplus, dDFIRE, and GOAP using the most challenging three different decoy datasets,
Moulder, Rosetta, and I-Tasser.
Table 6. Comparison between DFIRE, RWplus, dDFIRE, GOAP, 3DIGARS, and 3DIGARS2.0 based on the
correct selection of native from their decoy-set and Z-score.
Decoy Sets
(No. of targets)

DFIRE

RWplus

dDFIRE

GOAP

3DIGARS

3DIGARS 2.0

Moulder
(20)

19
(-2.97)

19
(-2.84)

18
(-2.74)

19
(-3.58)

19
(-2.998)

19
(-2.6728)

Rosetta
(58)

20
(-1.82)

20
(-1.47)

12
(-0.83)

45
(-3.70)

31
(-2.023)

49
(-2.9871)

Tasser
(56)

49
(-4.02)

56
(-5.77)

48
(-5.03)

45
(-5.36)

53
(-4.036)

56
(-4.2964)

Bold indicates best score. Values within the parenthesis are average Z-scores of the native structure.

From Table 6, it is evident that 3DIGARS2.0 outperforms all of the state-of-art approaches, including
previously developed 3DIGARS with a high number of correctly identified native proteins from their decoy
datasets. Particularly, based on Rosetta and Tasser decoy-sets 3DIGARS2.0 improved on an average over
DFIRE, RWplus, dDFIRE, GOAP, and 3DIGARS by 79.64%, 72.5%, 162.48%, 17.77%, and 31.86%,
respectively. In Table 6, the results for DFIRE, RWplus, dDFIRE, and GOAP are obtained from [100] and
3DIGARS from [130].

2.7 3DIGARS3.0: Energy Function based on Ubiquitously Computed Dihedral
Angles (uPhi and uPsi)
Here, we propose an improved version of both 3DIGARS [44] and 3DIGARS2.0 [47] energy function,
named 3DIGARS3.0 [48] energy function. The motivation to construct 3DIGARS3.0 energy function
comes from the fact that dihedral angles convey structural information pertaining to the backbone

12

3DIGARS2.0 code and data link: http://cs.uno.edu/~tamjid/Software/3DIGARS/3DIGARS2.0.zip
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conformation of the protein. Instead of incorporating local structural information given by dihedral angles,
we mined dihedral angles ubiquitously over all-atom orientation, which could improve the structure
prediction and the energy function. We hypothesized that integrating all-atom dihedral angle based potential
that can map one dimensional linear information of interacting atoms to three dimensional features which
can be incorporated into our existing core 3DIGARS2.0 energy function. The weight factor that combines
3DIGARS, 3DIAGARS2.0 and 3DIAGARS2.0 is optimized using GA. 3DIGARS3.0 was found better than
previously developed 3DIGARS, 3DIGARS2.0 as well as additional state-of-the-art energy functions.

2.7.1 Datasets
The training datasets for newly developed uPhi and uPsi energies were obtained from the PDB [142]. We
use three decoy datasets (Moulder, Rosetta, and I-Tasser) to optimize the advanced energy function. Then,
we rigorously test our method on the independent test datasets (4state_reduced, fisa_casp3, hg_structal,
ig_structal, ig_structal_hires).

2.7.1.1 Training Dataset
To generate uPhi and uPsi based score libraries, we use the same dataset of 4,332 experimentally validated
protein structures used to train 3DIGARS energy function.

2.7.1.2 Optimization Decoy Dataset
To optimize the weight factors that are used to combine uPhi, uPsi, ESA and 3DIGARS energy function, we
used the same optimization decoy datasets Moulder13, Rosetta14, and I-Tasser15 used to optimize 3DIGARS
and 3DIGARS2.0 energy functions. These decoy datasets are briefly explained in Section 2.3.2.2.

2.7.1.3 Independent Test Decoy Dataset
Five independent test decoy datasets were used to evaluate the performance of the proposed energy
function, 3DIGARS3.0 which are described below.
4state_reduced Decoy Dataset: The 4state_reduced [67] decoy dataset consists of 7 proteins. This decoy
dataset was also used to test the 3DIGARS energy function and is briefly explained in Section 2.3.2.2.
Fisa_casp3 Decoy Dataset: The fisa_casp3 [105] decoy dataset consist of 5 proteins. This decoy dataset
was also used to test 3DIGARS energy function and is briefly described in Section 2.3.2.2.

13

http://salilab.org/john_decoys.html
http://www.bakerlab.org/
15
http://zhanglab.ccmb.med.umich.edu/decoys/
14
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hg_structal Decoy Dataset: The hg_structal [108] decoy dataset contains decoys for 29 globins (hg). Each
globin is built through comparative modeling by using 29 other globins as a template [143] applying the
segmod program [108].
ig_structual Decoy Dataset: The ig_structal [108] decoy dataset contains 61 immunoglobulins (ig). The
resolution range for this set is 1.7 – 3.1 Å. Each decoy in this set is built by comparative modeling or
homology modeling using all the other immunoglobulins as templates by applying the segmod program.
Most of the models have very low RMSD from the native [143].
ig_structual_hires Decoy Dataset: This set contains 20 immunoglobulins which are a high-resolution
subset of the ig_structal decoy set. The resolution range for this set is 1.7 – 2.2 Å compared to the full set
of 61, which has a resolution range from 1.7 – 3.1 Å. Also, the decoys in this set are built by comparative
modeling or homology modeling using all the other immunoglobulins as templates and by applying
program segmod [108]. Most of the models in this set also have very low RMSD from the native [143].

2.7.2 3DIGARS3.0 Potential
This section discusses the design and development of the proposed 3DIGARS3.0 energy function.

2.7.2.1 Modeling Ubiquitously Computed Dihedral Angles (uPhi and uPsi) as an Energy
function
Protein macromolecule contains a linear chain of amino acid residues, where the residues are linked
together by peptide bonds. The local conformation of the amino acid residues along the backbone is
considered as the secondary structure of a protein [144]. The next level of structural conformation is
regarded as the tertiary or 3D structure of a protein, which essentially provides the functional proteins [145,
146]. Torsion angles are one of the ways to represent a protein structure or conformation. The conformation
of a peptide backbone is mainly described by two torsion angles, Phi and Psi. Furthermore, the torsion angle
omega is not involved in the molecular rotation because it is restricted by the strong double bond [144].
Formation of torsion angle Phi and Psi involves backbone atoms C(O)n-1-Nn-C(α)n-C(O)n and Nn-C(α)nC(O)n-Nn+1, respectively. Thus, Phi angle controls the C(O)n-1 versus C(O)n distance and orientation.
Similarly, Psi angle controls the Nn versus Nn+1 distance and orientation. Here, n is the current atom for
which the dihedral angles are calculated [147].
In this work, we capture three-dimensional structural information described by the torsion angles Phi
and Psi computed for all atoms, represented as uPhi and uPsi, respectively in the form of energy
components. To compute the uPhi angle, a set of four atoms say, “{Ata, Atb, Atc, Atd}” and their
corresponding residue index say, “{RIa, RIb, RIc, RId}” are considered as per the following criteria:
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i.

RIa, RIb, and RIc can either be of same or different residues,

ii.

RIa ≠ (RIb or RIc or RId), i.e., RIa must be of the different residue w.r.t the other three atoms,

iii.

a < b < c < d, and

iv.

{b, c, d are consecutive} or, {c - b = 1 and d - c = 1}.

Similarly, to compute the uPsi angle, a set of four atoms and their corresponding residue indexes are used
which satisfies the following conditions:
i.

RIa, RIb, and RIc can either be of same or different residue,

ii.

RId ≠ (RIa or RIb or RIc), i.e., RId must be of the different residue w.r.t the other three atoms,

iii.

a < b < c < d, and

iv.

{a, b and c are consecutive} or, {b - a = 1 and c - b = 1}.
We compute the uPhi and uPsi angles using the <x, y, z> or, the Cartesian coordinates of the four

atoms. In general, using four atoms, two planes are defined. Plane 1 is formed by the atoms Ata, Atb, and
Atc, and plane two is formed by the atoms Atb, Atc, and Atd (see Fig 14). The angle between these two planes
is defined as the dihedral angle . To compute the dihedral angle mathematically, we first calculate three
vectors v1, v2 and v3 as, shown in Fig 14. Next, we determine the normal vectors to both planes. The first
normal vector is calculated by determining the cross product of v1 and v2 (i.e., v1 × v2) and termed as v4.
Similarly, the second normal vector is calculated by determining the cross product of vector v2 and v3 (i.e.,
v2 × v3) and termed as v5. Finally, the angle between these two normal vectors (i.e., v4 and v5) is calculated
via their dot product, which provides the dihedral angle . For mining the uPhi and uPsi information into
energy score libraries, we use the training dataset of 4,332 proteins as it was in [45].
To compute the uPhi and uPsi based energies, first, we construct two different frequency distributions
(FD), namely FDuPhi and FDuPsi. To construct these frequency distributions, the range of uPhi and uPsi
angles, computed as the cosine value of the angle are mapped from -1 to 1. This range is divided into 20
bins, each with equal width of 0.1. A total of 14,028 possible atom pairs that can be obtained from 167
different heavy atom types are considered to represent the rows. Thus, both the FDuPhi and FDuPsi consist of
14,028 rows and 20 bins of equal width. The FDuPhi for a particular uPhi is updated using Equation (38):
𝐹𝐷𝑢𝑃ℎ𝑖 (𝐴𝑡𝑎 , 𝐴𝑡𝑏 , 𝐵𝐼𝑢𝑃ℎ𝑖 ) = 𝐹𝐷𝑢𝑃ℎ𝑖 (𝐴𝑡𝑎 , 𝐴𝑡𝑏 , 𝐵𝐼𝑢𝑃ℎ𝑖 ) + 1.0
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(38)

Fig 14. Dihedral angle calculation using Cartesian coordinates of four atoms. (a) Shows atoms arrangement as
well as vectors created using the Cartesian coordinates of the atoms, (b) Shows the dihedral angle ϴ involving the
four atoms.

where, Ata and Atb are the two atoms from different residues in a protein structure and the BIuPhi is the bin
index computed from uPhi. While updating the FDuPhi, we ignore the atom-pairs whose distance (Ata, Atb)
> 15 Å. The bin index BIuPhi in Equation (38) is expressed as in Equation (39):
𝐵𝐼𝑢𝑃ℎ𝑖 = 𝑢𝑃ℎ𝑖/𝐵𝑖𝑛_𝑊𝑖𝑑𝑡ℎ

(39)

where Bin_Width = 0.1. Similarly, the FDuPsi for uPsi is updated using Equation (40):
𝐹𝐷𝑢𝑃𝑠𝑖 (𝐴𝑡𝑐 , 𝐴𝑡𝑑 , 𝐵𝐼𝑢𝑃𝑠𝑖 ) = 𝐹𝐷𝑢𝑃𝑠𝑖 (𝐴𝑡𝑐 , 𝐴𝑡𝑑 , 𝐵𝐼𝑢𝑃𝑠𝑖 ) + 1.0

(40)

here, Atc and Atd are the two atoms from different residues in a particular protein, and the BIuPsi is the bin
index computed from uPsi. While updating the FDuPsi, we ignore the atom-pairs whose distance (Atc, Atd)
> 15Å. The bin index BIuPsi in Equation (40) is expressed as in Equation (41):
𝐵𝐼𝑢𝑃𝑠𝑖 = 𝑢𝑃𝑠𝑖/𝐵𝑖𝑛_𝑊𝑖𝑑𝑡ℎ

(41)

where Bin_Width = 0.1.
Once the corresponding FDs are updated for all the 4,332 protein structures from the training dataset,
we replaced the zero entries with a small value, 10-6. Then, the energy score euPhi and euPsi for each cell are
computed from FDuPhi and FDuPsi using Equation (42) and (43), respectively.
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𝑒 𝑢𝑃ℎ𝑖 (𝐴𝑡𝑎 , 𝐴𝑡𝑏 , 𝐵𝐼𝑢𝑃ℎ𝑖 )
=

{𝐹𝐷𝑢𝑃ℎ𝑖 (𝐴𝑡𝑎 , 𝐴𝑡𝑏 , 𝐵𝐼𝑢𝑃ℎ𝑖 )/ ∑𝐵𝐼𝑢𝑃ℎ𝑖 𝐹𝐷𝑢𝑃ℎ𝑖 (𝐴𝑡𝑎 , 𝐴𝑡𝑏 , 𝐵𝐼𝑢𝑃ℎ𝑖 )}

(42)

{∑𝐴𝑡𝑎,𝐴𝑡𝑏 𝐹𝐷𝑢𝑃ℎ𝑖 (𝐴𝑡𝑎 , 𝐴𝑡𝑏 , 𝐵𝐼𝑢𝑃ℎ𝑖 ) / ∑𝐵𝐼𝑢𝑃ℎ𝑖 ∑𝐴𝑡𝑎,𝐴𝑡𝑏 𝐹𝐷𝑢𝑃ℎ𝑖 (𝐴𝑡𝑎 , 𝐴𝑡𝑏 , 𝐵𝐼𝑢𝑃ℎ𝑖 )}

𝑒 𝑢𝑃𝑠𝑖 (𝐴𝑡𝑐 , 𝐴𝑡𝑑 , 𝐵𝐼𝑢𝑃𝑠𝑖 )
=

{𝐹𝐷𝑢𝑃𝑠𝑖 (𝐴𝑡𝑐 , 𝐴𝑡𝑑 , 𝐵𝐼𝑢𝑃𝑠𝑖 )/ ∑𝐵𝐼𝑢𝑃𝑠𝑖 𝐹𝐷𝑢𝑃𝑠𝑖 (𝐴𝑡𝑐 , 𝐴𝑡𝑑 , 𝐵𝐼𝑢𝑃𝑠𝑖 )}

(43)

{∑𝐴𝑡𝑐 ,𝐴𝑡𝑑 𝐹𝐷𝑢𝑃𝑠𝑖 (𝐴𝑡𝑐 , 𝐴𝑡𝑑 , 𝐵𝐼𝑢𝑃𝑠𝑖 ) / ∑𝐵𝐼𝑢𝑃𝑠𝑖 ∑𝐴𝑡𝑐 ,𝐴𝑡𝑑 𝐹𝐷𝑢𝑃𝑠𝑖 (𝐴𝑡𝑐 , 𝐴𝑡𝑑 , 𝐵𝐼𝑢𝑃𝑠𝑖 )}

where, Σ𝐵𝐼𝑢𝑃ℎ𝑖 represents the summation over 20 bins, and Σ𝐴𝑡𝑚,𝐴𝑡𝑛 represents the summation over 14,028
atom pairs and Σ𝐵𝐼𝑢𝑃ℎ𝑖 Σ𝐴𝑡𝑚,𝐴𝑡𝑛 indicates the total of all the atom pairs summed over all the bins. Equations
(42) and (43) are similar, except the computations are done using FDuPhi and FDuPsi, respectively. Finally,
the uPhi and uPsi based energies EuPhi and EuPsi for a given protein structure are computed using Equations
(42) and (43), respectively:
𝐸 𝑢𝑃ℎ𝑖 = ∑ 𝑒 𝑢𝑃ℎ𝑖 (𝐴𝑡𝑎 , 𝐴𝑡𝑏 , 𝐵𝐼𝑢𝑃ℎ𝑖 )

(42)

𝑢𝑃ℎ𝑖

𝐸 𝑢𝑃𝑠𝑖 = ∑ 𝑒 𝑢𝑃𝑠𝑖 (𝐴𝑡𝑐 , 𝐴𝑡𝑑 , 𝐵𝐼𝑢𝑃𝑠𝑖 )

(43)

𝑢𝑃𝑠𝑖

where, Σ𝑢𝑃ℎ𝑖 and Σ𝑢𝑃𝑠𝑖 represent the summation over all possible uPhi and uPsi angles in a particular
protein conformation, respectively. Fig 15 illustrates an overview of the computation of uPhi and uPsi
based energies and then optimized incorporation to form 3DIGARS3.0.
2.7.2.2
Implementation and Availability
We implemented our software in Java. The software is developed and tested on the Linux platform. The
code and data for 3DIGARS3.0 software are also available online16 with a user manual. In addition, a
webserver for 3DIGARS3.0 is also available online17.

2.7.3 Evaluation of 3DIGARS3.0
The performance of the proposed 3DIGARS3.0 energy function is evaluated on three optimization and five
independent test datasets (see Section 2.7.1.2 and 2.7.1.3), respectively. None of the proteins from the
independent test dataset were either used in training or optimization. Each of the decoy sets consists of
multiple sets, where each set contains a native structure as well as an ensemble of protein structures very
close to the native (decoys). Our objective here is to correctly identify the native structure out of the decoy
structures present within each set. All the decoys, including the native structure, are first scored using the

16
17

3DIGARS3.0 code and data link: http://cs.uno.edu/~tamjid/Software/3DIGARS/3DIGARS3.0.zip
3DIGARS3.0 webserver link: https://bmll.cs.uno.edu/add
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Fig 15. Process flow of the design and development of 3DIAGRS3.0 energy function.

energy function. Next, the one with the highest negative score is picked. If the structure picked is the native,
we conclude the energy function can identify the native protein out of its decoys correctly.

2.7.3.1. Evaluation of uPhi and uPsi Energetic Terms
We primarily validated the usefulness of uPhi and uPsi energetic terms of the proposed 3DIGARS3.0
energy function, by separate tests, as shown in Table 7 and 8. To compare the combined effect, we tested
the effects of adding three orientation dependent energy components (ϴp, ϴq, ϴpq) proposed in dDFIRE
with the 3DIGARS2.0. First, the orientation-dependent energy components were obtained for all the decoy
sets. Next, optimization was performed using optimization datasets, and subsequently, the performance of
different combinations was tested on the independent test datasets. Table 7 indicates that the performance
of 3DIGARS3.0 is -3.94%, -0.81% and -1.61% less than (3DIGARS2.0+dDFIRE), (3DIGARS2.0+uPhi)
and (3DIGARS2.0+uPsi), respectively based on the optimization dataset. However, Table 8 shows that the
3DIGARS3.0 energy function outperforms (3DIGARS2.0+dDFIRE), (3DIGARS2.0+uPhi) and
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(3DIGARS2.0+uPsi) methods by 495%, 29.348% and 440.91%, respectively based on the independent test
dataset. Here, the percentage of weighted average improvements are calculated using Equation (44):
∑𝑛1(𝑦𝑖 − 𝑥𝑖 ) ∗ 100
%𝑊𝐴 =
∑𝑛1 𝑥𝑖

(44)

where, xi and yi represent new and old values that are to be compared.
Further, for Tables from 7 to 10, the values outside of the parenthesis are the number of correct
counts, and the values within the parenthesis are the average Z-score of the native structures. Correct counts
are generated based on the assignment of the lowest energy scores by the energy function to the number of
native protein structures. For example, for the fisa_caps3 decoy set of five proteins sets, native structures
of four protein-sets were assigned the lowest energy score among their respective decoy structures.
Whereas, for one of the protein set, the lowest energy score was assigned to a decoy structure rather than a
native structure. Therefore, the correct count for the fisa_caps3 decoy set is 4 out of 5. The rest of the decoys
sets were similarly scored, and their correct counts were obtained.
The results of adding orientation-dependent components (i.e., the dDFIRE) to 3DIGARS2.0 based on
the optimization datasets and independent test datasets are shown in Table 7 and 8, respectively (see the
second column). For this particular case, we can see that the addition of orientation-dependent energy led
to an impressive result during optimization. However, this combination performed poorly on the
independent test dataset. Following similar procedures, we tested the addition of uPhi and uPsi based
energies to the 3DIGARS2.0 energy. The results show that the addition of uPsi performed slightly better
than uPhi during optimization (see the results shown in Table 7, the third column versus the fourth column).
Nevertheless, the combination, where the uPhi is added with 3DIGARS2.0 performed very well and
outperformed uPsi with larger differences, on the independent test dataset (see the results shown in Table
8, third column versus the fourth column). Also, the performance of uPhi and uPsi during optimization are
slightly less than dDFIRE (see the results shown in Table 7 to compare second, third, and fourth columns).
On the other hand, while testing the addition of uPhi and uPsi, we found that the performance of uPhi is
significantly better than both uPsi and dDFIRE (see the results shown in Table 8 to compare second, third
and fourth columns). Whereas, the performance of uPsi is slightly better than dDFIRE (see the results
shown in Table 8, second column versus the fourth column). Next, we combined uPhi and uPsi based
energies components with 3DIGARS2.0, and we optimized and tested the optimal combination. The
optimization resulted in a slight decrement of correct count for Rosetta compared to 3DIGARS2.0 alone.
Nevertheless, the correct count for Moulder increased and resulted in 20 out of 20 (see the results shown in
the fifth column of Table 7). Additionally, the test of this combination, which we finally named
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3DIGARS3.0, outperforms all the other methods significantly (see the results shown in the fifth column of
Table 8).
Table 7. Performance comparison of several combined methods on optimization datasets based on the correct
native count.
Decoy Sets
Methods
(No. of targets) 3DIGARS2.0+dDFIRE 3DIGARS2.0+uPhi 3DIGARS2.0+uPsi 3DIGARS2.0+uPhi+uPsi
(3DIGARS3.0)
Moulder
19
19
19
20
(20)
(-2.625)
(-3.239)
(-2.672)
(-3.851)
Rosetta
52
48
49
46
(58)
(-3.080)
(-2.870)
(-2.987)
(-2.683)
I-Tasser
56
56
56
56
(56)
(-3.992)
(-4.972)
(-4.295)
(-5.573)
Weighted
-3.94
-0.81
-1.61
Average in %
Legend: Entry format is native-count (Z-score). Bold indicates the best scores. Underscore indicates close to best scores.

Table 8. Performance comparison of several combined methods on independent test datasets based on the
correct-native count.
Decoy Sets
Methods
(No. of targets) 3DIGARS2.0+dDFIRE 3DIGARS2.0+uPhi 3DIGARS2.0+uPsi 3DIGARS2.0+uPhi+uPsi
(3DIGARS3.0)
4state_reduced
4
6
4
7
(7)
(-2.421)
(-3.063)
(-2.641)
(-3.456)
fisa_casp3
5
5
5
4
(5)
(-4.553)
(-4.543)
(-4.681)
(-4.076)
hg_structal
11
25
12
28
(29)
(-1.576)
(-2.674)
(-1.583)
(-3.678)
ig_structal
0
40
0
60
(61)
(0.412)
(-1.120)
(0.267)
(-2.526)
ig_structal_hires
0
16
1
20
(20)
(0.219)
(-1.162)
(0.030)
(-2.378)
Weighted
495
29.348
440.91
Average in %
Legend: Entry format is native-count (Z-score). Bold indicates the best scores. Underscore indicates close to best scores.

2.7.3.2. Comparison of 3DIGARS3.0 with Other Energy Functions
We further compare the performance of 3DIGARS3.0 to its prior versions (3DIGARS and 3DIGARS2.0)
as well as various state-of-the-art approaches such as DFIRE, RWplus, dDFIRE, and GOAP. We first
optimize our method using GA on the optimization datasets and consequently, perform the independent
dataset test. However, overfitting was not a concern because our objective was to optimize the linear
combinations of the energy components. Irrespectively, independent test decoy datasets were used, and the
outcome confirms the robustness of our method. In Table 9, we show the performance comparison on the
optimization datasets. It is evident that 3DIGARS3.0 outperforms DFIRE, RWplus, dDFIRE, GOAP, and
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3DIGARS by 38.64%, 28.42%, 56.41%, 11.93%, and 18.45%, respectively. Whereas, we found that the
performance of 3DIGARS3.0 decreased by -1.61% while comparing with 3DIGARS2.0, which is a minor
decrement compared to the improvement made with respect to other methods. Moreover, these results are
from the GA optimization and so, to have a more reliable evaluation, we compare the performance of
3DIGARS3.0 with respect to the same methods based on the independent test datasets, as shown in Table
10. Based on the independent test decoy datasets, 3DIGARS3.0 outperforms DFIRE, RWplus, dDFIRE,
GOAP, 3DIGARS as well as 3DIGARS2.0 by 440.91%, 440.91%, 72.46%, 20.20%, 417.49% and
440.91%, respectively. Note that the percentage of weighted average improvement while comparing
3DIGARS3.0 with 3DIGARS2.0 for the optimization dataset is -1.61% whereas, in the case of the
independent test dataset comparison is 440.91%.
Further, note that 3DIGARS is a pair-wise distance-based energy function and 3DIGARS2.0 is a linear
combination of 3DIGARS with the sequence-specific solvent-accessibility based energy component
included. Thus, only DFIRE and RWplus [107] may be directly comparable with 3DIGARS and
3DIGARS2.0. Furthermore, the dDFIRE combines DFIRE with the orientation-dependent polar atom
interactions. Also, the GOAP combines DFIRE with the relative orientation of the planes associated with
each heavy atom in the interacting pairs. Thus, these energy functions may not be directly compared with
3DIGARS and 3DIGARS2.0 but with 3DIGARS3.0. Since 3DIGARS3.0 uses the uPhi and uPsi which are
similar 3D features as used by dDFIRE and GOAP. Results for DFIRE, RWplus, dDFIRE and GOAP are
obtained from [100]. Likewise, the results for the optimization dataset for 3DIGARS and 3DIGARS2.0 are
obtained from the [45] and [47] respectively. Additionally, the results of the independent tests for 3DIGARS
and 3DIGARS2.0 were obtained by running these methods on the test sets under this work.
Table 9. Performance comparison of different energy functions on optimization datasets based on the correct
native count.
Decoy Sets
Methods
(No. of
DFIRE
RWplus
dDFIRE
GOAP
3DIGARS 3DIGARS2.0
3DIGARS3.0
targets)
Moulder
19
19
18
19
19
19
20
(20)
(-2.97)
(-2.84)
(-2.74)
(-3.58)
(-2.99)
(-2.68)
(-3.851)
Rosetta
20
20
12
45
31
49
46
(58)
(-1.82)
(-1.47)
(-0.83)
(-3.70)
(-2.023)
(-2.987)
(-2.683)
I-Tasser
49
56
48
45
53
56
56
(56)
(-4.02)
(-5.77)
(-5.03)
(-5.36)
(-4.036)
(-4.296)
(-5.573)
Weighted
Average in
38.64
28.42
56.41
11.93
18.45
-1.61
%
Legend: Entry format is native-count (Z-score). Bold indicates the best scores. Underscore indicates close to best scores.

Table 10. Performance comparison of different energy functions on independent test datasets based on the
correct native count.
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Decoy Sets
(No. of targets)
4state_reduced
(7)
fisa_casp3
(5)
hg_structal
(29)
ig_structal
(61)
ig_structal_hires
(20)
Weighted
Average in %

Methods
DFIRE

RWplus

dDFIRE

GOAP

3DIGARS

3DIGARS2.0

3DIGARS3.0

6
(-3.48)
4
(-4.80)
12
(-1.97)
0
(0.92)
0
(0.17)

6
(-3.51)
4
(-5.17)
12
(-1.74)
0
(1.11)
0
(0.32)

7
(-4.15)
4
(-4.83)
16
(-1.33)
26
(-1.02)
16
(-2.05)

7
(-4.38)
5
(-5.27)
22
(-2.73)
47
(-1.62)
18
(-2.35)

6
(-3.371)
5
(-4.319)
12
(-1.914)
0
(0.645)
0
(-0.002)

4
(-2.642)
5
(-4.682)
12
(-1.589)
0
(0.268)
1
(0.030)

7
(-3.456)
4
(-4.076)
28
(-3.678)
60
(-2.526)
20
(-2.378)

440.91

440.91

72.46

20.20

417.39

440.91

Legend: Entry format is native-count (Z-score). Bold indicates the best scores. Underscore indicates close to best scores.

2.8 Summary and Conclusions
In this chapter, we discussed the energy function, called 3DIGARS, which is designed to discriminate native
proteins from their decoy-sets. The major contribution that we made while developing 3DIGARS energy
function is the extension of the concept of ideal-gas reference state by constructing three energy score
libraries based on hydrophobic and hydrophilic residue’s spatial distribution within protein conformation.
Each of the three categories of residues is given their independent and more appropriate semi-spherical
distribution parameter alphas, and then we determine their best values instead of having a single parameter
based gross average interaction model.
Additional important contributions while developing 3DIGARS energy function includes: i) the
training dataset that represents natural frequency distribution, ii) hydrophobic and hydrophilic properties of
the amino acids and their role in 3D structure formation, iii) 3D values of alpha based on hydrophobic and
hydrophilic residues spatial distributions, and iv) optimization of the weights of combinations of three
different interaction groups along with the Z-score.
Further, we showed that the 3DIGARS energy function outperformed other nearest competitors in
terms of discriminating natives from decoys. Particularly, we compared the performance of our proposed
3DIGARS energy function with the state-of-the-art approaches, including DFIRE, RWplus, dDFIRE, and
DFIRE2.0 using the most challenging three different decoy datasets. 3DIGARS was found to be very
competitive and based on the most challenging dataset Rosetta, 3DIGARS outperformed the nearest
competitor by 40.9%.
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In a subsequent study, we further improved upon the 3DIGARS energy function to obtain the
3DIGARS2.0 energy function. 3DIGARS2.0 utilizes the error between real and predicted ASA as an
energetic term, where real ASA is obtained from the structure and to obtain predicted ASA, we developed
a sequence-specific real-valued ASA predictor, called REGAd3p. Further, the energetic term obtained from
3DIGARS2.0 is linearly combined with 3DIGARS energy function and optimized using GA. 3DIGARS2.0
was found to outperform all of the state-of-the-art approaches, including the previous version of 3DIGARS
with a high number of correctly identified native proteins from their decoy datasets. Based on Rosetta and
Tasser decoy-sets 3DIGARS2.0 improved on an average over DFIRE, RWplus, dDFIRE, GOAP, and
3DIGARS by 79.64%, 72.5%, 162.48%, 17.77%, and 31.86%, respectively.
Literature shows that 3D structural information assists the advancement of the accuracy of the energy
function. With this in mind, we introduce two new 3D structural features uPhi and uPsi. We linearly
combine these uPhi and uPsi based energies with our prior energy components, 3DIGARS and predicted
ASA based energies. This linear combination was further optimized using three groups of challenging
decoy datasets using a GA and tested on five independent test datasets. The importance of individual energy
term uPhi and uPsi was analyzed by taking different combinations of uPhi, uPsi, and our prior energy
component. Besides, we also analyzed the effect of the addition of orientation angles by dDFIRE. The
addition of uPhi and uPsi to 3DIGARS2.0 energy function outperformed all other combinations based on
the independent test datasets. 3DIGARS3.0 outperformed the state-of-the-arts approaches such as DFIRE,
RWplus, dDFIRE, GOAP, 3DIGARS, and 3DIGARS2.0 by 440.91%, 440.91%, 72.46%, 20.20%,
417.39%, and 440.91% respectively, based on the independent test datasets.
The energy function is one of the critical components of ab initio protein structure prediction. In ab
initio protein structure prediction, the 3D structure of a protein is predicted directly from the amino acid
sequence. In cases, where homologous proteins are absent, the problem of ab initio protein structure
prediction becomes unavoidable. In Chapter 3, we present our strategies to improve further the performance
of energy function such that it can be applied for ab initio protein structure prediction. Next, in Chapter 4,
we discuss our ab initio protein structure prediction approach, which utilizes our advanced energy function.
Through our experiments, we show that our energy function is useful for emerging research in proteomics
and related fields.
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Chapter 3

An Optimal Energy Function for ab initio Protein Structure
Prediction
The process of building the 3D structure of a protein from only the sequence of amino acid residues is
called “ab initio or de novo modeling” [14-21]. Typically, ab initio modeling comprises of two important
components i) an accurate energy function and ii) an effective conformational search. The energy function
is used to evaluate the fitness of a given conformation and in general, distinguish the native structure from
native-like decoys [44, 47, 48, 99, 100]. Thus, an accurate energy function which can properly distinguish
the native structure from native-like decoys is a crucial component of the ab initio PSP.
In this chapter, we discuss our new energy function, which involves the generation of multiple 3D
structural and sequence-specific energetic features using multiple data sets of known proteins and two
different reference states. Subsequently, the energetic features are ranked based on the Pearson Correlation
Coefficient (PCC), and their optimized combination is obtained using a Genetic Algorithm (GA) [148, 149].
During optimization, the feature selection technique is used, and only the features which helped improve
the fitness of the GA are considered in the energy calculation of the structure. The optimized energy
function is then used to evaluate the structures generated during the ab initio PSP process. The outline of
the rest of the chapter is given as follows:
•

We start by presenting the motivation behind developing an optimal energy function in Section 3.1.

•

In Section 3.2, we describe the experimental materials, such as data sources and training and
optimization decoy dataset collection strategies.

•

Section 3.3 describes our approach for the design of an optimal energy function for ab initio protein
structure prediction.

•

In Section 3.4, we present the evaluation of the proposed energy function.

•

Finally, we conclude in Section 3.5.

3.1 Motivation
An accurate energy function is crucial in order to develop an accurate ab initio protein structure prediction
method. With this fact in mind, we developed an optimal energy function applicable to ab initio protein
structure prediction. In this study, we were motivated to identify the effect of different type of training
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dataset, different types of energetic terms based on sequence and structural properties as well as a different
type of reference states on the performance of the energy function. In addition, we utilized an incremental
feature selection approach to identify useful energetic terms that help improve the overall performance of
the energy function. Ultimately, a linearly weighted optimal combination of useful energetic terms was
obtained, where the weight factors to balance the energy features were tuned using a GA based on a multiobjective fitness function. One of the major motivation to design this energy function was to be able to use
it directly for an accurate ab initio protein structure prediction.

3.2 Materials for Optimal Energy Function Design
Here, we present an approach we adopted for the collection of training and optimization dataset. Further,
we explain the evaluation measures we used to evaluate the proposed energy function.

3.2.1 Dataset
This section discusses the training and optimization dataset collected for training and optimizing of our
energy function.

3.2.1.1 Training Dataset
We collected three different sets of training data from three different sources and created the fourth training
set by combining the three, to train our energy function and obtain multiple features.
Training Dataset1 (TDS1): The experimental structures (proteins) in this set were obtained from the PDB
server. The proteins with unknown residues as well as with missing residues anywhere except for five
terminal residues on either side were rejected to avoid any noise in the data. The final dataset consists of
4,332 proteins with resolution ≤ 2.5Å, single-chain proteins, and a sequence identity cutoff of 100%. This
dataset was published previously and used as training data for the 3DIGARS [44] energy function. In this
work, we discarded 8 of the proteins which consisted of only alpha carbon atoms as the DSSP [150] program
requires the full atomic structure to compute phi and psi angles and the SS type for each amino acid. The
resulting dataset consists of 4,324 proteins, which were used to generate the energy function features in this
work.
Training Dataset2 (TDS2): TDS2 was prepared from the PDB and consists of 1299 proteins after data
purification. Initially, 2,793 proteins (both single and multiple chains) were collected from the PDB with
the following data collection parameters: i) solved by X-ray crystallography; ii) resolution ≤ 1.5Å; iii)
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residue length ≥ 40; and iv) 30% sequence identity cutoff. Then, the proteins were refined to keep only
those with a 25% sequence identity cutoff. Next, the proteins with unknown residues and missing Cartesian
coordinates were discarded to avoid any noise in the data. This dataset is the same as the dataset used to
generate the sequence-specific ASA based energy feature in the 3DIGARS2.0 [47] energy function.
Training Dataset3 (TDS3): TDS3 consists of 2,479 high-resolution (resolution lower than 3Å), nonredundant (sequence identity < 25%) proteins taken from the protein sequence culling server, PISCES
[102]. The proteins in this set have 500 or fewer amino acid residues. This dataset is the same as the dataset
implemented in training and testing of the SPINE X [151] server.
Training Dataset4 (TDS4): TDS4 is a combination of TDS1, TDS2, and TDS3.

3.2.1.2 Optimization Decoy Dataset
To optimize the weights of the proposed energy function, we collected the structures submitted in four
Critical Assessment of Protein Structure Prediction’s (CASP); CASP8 [53], CASP9 [152], CASP10 [153]
and CASP11 [154]. Further, the native structures for the proteins were obtained from Zhang Lab [155-158].
We carried out the following two-step refinement to ensure quality optimization set collection:
i)

Proteins that have missing residues were removed from the optimization set;

ii) If the models contain an additional number of residues at the beginning and end of the structure
compared to the native structure, the additional residues at the beginning and end were chopped off
from the models.
After filtration, the CASP8 set consists of 73 proteins, CASP9 set consists of 82 proteins, CASP10 set
consists of 67 proteins and CASP11 set consists of 59 proteins. Furthermore, CASP8, CASP9, and CASP10
consist of 300 models per protein and CASP11 consists of 200 models per protein on average.

3.2.2 Evaluation Measures
In order to assess the performance of the proposed energy function, we utilize four different evaluation
measures including average Pearson Correlation Coefficient (PCC), average TM-score, native counts and
average Z-score. The PCC is calculated between the models energy and the models structural accuracy
(TM-score), where models energy is the energy assigned by the energy function to all the decoy models in
a particular protein of the decoy set and TM-scores is computed for every decoy model by passing the decoy
model and corresponding native structure to the TM-score [159, 160] program. The PCC of a particular
protein of the decoy set can be expressed as:
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∑𝑛1(𝐸𝑑𝑖 − ̅𝐸̅̅𝑑̅)(𝑇𝑀 − 𝑠𝑐𝑜𝑟𝑒𝑑𝑖 − ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
𝑇𝑀 − 𝑠𝑐𝑜𝑟𝑒𝑑 )

𝑃𝐶𝐶 =

2

2

√[∑𝑛1(𝐸𝑑𝑖 − ̅𝐸̅̅𝑑̅) ] [∑𝑛1(𝑇𝑀 − 𝑠𝑐𝑜𝑟𝑒𝑑𝑖 − ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
𝑇𝑀 − 𝑠𝑐𝑜𝑟𝑒𝑑 ) ]

(45)

where, N is the total number of decoys in a particular protein of the decoy set, Ed and TM-scored is the total
energy assigned by the energy function to the model and the TM-score of the model, respectively.
Therefore, the average PCC is an average of the PCC for all the proteins in a dataset. Furthermore, average
TM-score is an average of the TM-score of the low energy models selected by the energy function, native
count is the count of correctly selected native structures out of the decoys and the average Z-score is an
average of Z-scores (more negative Z-score indicate that the energy function is able to clearly separate
natives from decoys) for all the protein in a dataset.

3.3 Design of an Optimal Energy Function
The energy function plays a key role in evaluating the fitness of a given conformation and guiding the
conformational search process by discriminating native-like structures from an ensemble of decoy
structures, generated by conformational sampling during the ab initio PSP process. In this work, we
designed an optimized energy function whose total energy is the sum of the 6 energy features as shown in
Equation (46).
𝐸𝑡𝑜𝑡 = 𝐸𝐴𝑆𝐴_𝑇𝐷𝑆3_𝑅𝑆1 + 𝑤1 𝐸3𝐷𝐼𝐺𝐴𝑅𝑆 + 𝑤2 𝐸𝐴𝑆𝐴_𝑅𝐸𝐺𝐴𝑑3 𝑝 + 𝑤3 𝐸𝑃𝑠𝑖_𝑇𝐷𝑆4_𝑅𝑆1 + 𝑤4 𝐸𝑃𝑠𝑖_𝑇𝐷𝑆2_𝑅𝑆1
+ 𝑤5 𝐸𝑃𝑠𝑖_𝑇𝑟𝑖𝑝𝑙𝑒𝑡_𝑇𝐷𝑆4_𝑅𝑆1

(46)

where, energy features are computed from four different training datasets (TDS1, TDS2, TDS3, and TDS4)
which are described under “Training Datasets” in Section 3.2.1.1 and two different reference states (RS1
and RS2), described later in this section. Note that E3DIGARS and EASA_REGAd3p energy features were computed
from TDS1 and TDS2 respectively, in our prior work [44, 47] (see Chapter 2, Section 2.4 and 2.6) and
are extracted from 3DIGARS3.0 [48] (see Chapter 2, Section 2.7) energy function for the purpose of this
work. Furthermore, w1 = 1.98, w2 = 0.70, w3 = 1.16, w4 = 0.03, and w5 = 0.25 are the weighting factors to
balance the energy features, which were tuned using a GA based on a multi-objective fitness function as
define in Equation (47).
𝑂𝑏𝑗_𝑓𝑥𝑛 = (𝐴𝑣𝑔𝑃𝐶𝐶 + (−1.0)𝐴𝑣𝑔𝑇𝑀𝑠𝑐𝑜𝑟𝑒 + (−1.0)𝐴𝑣𝑔𝑁𝑎𝑡𝑖𝑣𝑒𝐶𝑜𝑢𝑛𝑡 + 𝐴𝑣𝑔𝑍𝑠𝑐𝑜𝑟𝑒 )

(47)

where, 𝐴𝑣𝑔𝑃𝐶𝐶 is an average of the correlation coefficient for all the proteins in a dataset whereas, PCC is
computed from the total energy and the structural accuracy (or TM-score) of the models in a protein,
𝐴𝑣𝑔𝑇𝑀𝑠𝑐𝑜𝑟𝑒 is an average of the TM-score of the low energy models, 𝐴𝑣𝑔𝑁𝑎𝑡𝑖𝑣𝑒𝐶𝑜𝑢𝑛𝑡 is an average number
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of correctly selected native structures out of decoys and 𝐴𝑣𝑔𝑍𝑠𝑐𝑜𝑟𝑒 is an average of Z-scores (more negative
Z-scores indicate that the energy function is able to clearly separate natives from decoys).
The average for all of the components of the objective function is computed by dividing the features
by the count of proteins present in the optimization dataset which are described under “Optimization Decoy
Datasets” in Section 3.2.1.2. The GA parameters used for energy function optimization were set to:
i)

Maximum generation of 20,000;

ii)

The population size of 200;

iii) Elite rate of 5%;
iv) Crossover rate of 90%; and
v)

The mutation rate of 50%.

vi) Each of the weight variables, w1 through w5 were represented by an 11-bit binary (1/0) encoding
system.
Initially, we designed 41 energy features among which 17 of the energy features were obtained by a
sequence-specific accessible surface area (ASA) energy calculation approach, 20 of the energy features
were obtained by a sequence-specific torsion angle (Phi and Psi) energy calculation approach and 4 of the
energy features were obtained from the 3DIGARS3.0 [48] energy function (1 feature for the hydrophobichydrophilic energy term, 1 feature for the sequence-specific ASA energy term, where predicted ASA energy
is computed using the REGAd3p tool [47] and 2 features for uPhi and uPsi energy terms). All other features
except the features extracted from 3DIGARS3.0 energy function were generated using the outputs from
DSSP [150] and Spider2 [161] programs. DSSP program provides the real value assignment of the phi-psi
angle pair and ASA from the structure of the protein. Whereas, Spider2 program provides predicted phi-psi
angle pair and ASA from the sequence of amino acids (fasta sequence). Among 41 features, only 6 of the
features were finally considered for total energy calculation and the rest of the features were ruled out using
the incremental feature selection technique as described in Algorithm 1. Moreover, we discuss our approach
to obtain individual features in the following subsections.

3.3.1 Sequence-specific ASA Energy Features
The sequence-specific ASA energy feature, EASA is computed from the probability P(ΔASAi|AAi) of the
prediction error of ASA (ΔASAi=ASAiReal - ASAiPred) for a given amino acid type, AAi over all the ASA
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Algorithm 1: Energy Feature Selection Based on Optimization Dataset
1.

For each model in a protein set
• Compute (41) energy features and TM-score values.

2.

For each protein set
• Compute PCC between each energy feature and TM-score.

3.

For each dataset
• Compute the average of the PCC for individual energy features.

4.

Compute the average of PCC over all the dataset for individual energy features.

5.

Compute the absolute value of the average PCC for individual energy features.

6.

Rank the features in descending order of absolute average PCC.

7.

Start the energy function optimization with the topmost feature (one with highest absolute
average PCC) and incrementally add the feature in total energy with weighting factor if the
addition of the feature helps improve the objective function. Inversely, if the feature does not
improve the objective function then the feature is discarded and the next feature in the list is
tested.

along the sequence. The sequence-specific ASA energy feature is mathematically represented as in
Equation (48):
𝐸𝐴𝑆𝐴 = −𝑅𝑇 ∑ ln 𝑃(Δ𝐴𝑆𝐴𝑖 |𝐴𝐴𝑖 )

(48)

𝑖

where, R is the gas constant and T is the temperature. The ASAiReal and ASAiPred terms in the prediction
error calculation are obtained from DSSP [150] and Spider2 [161], respectively, for a given amino acid
type, AAi. Two different probability functions P(ΔASAi|AAi) and P(ΔASAi|AAi, SSi) were obtained from
four different training datasets (TDS1, TDS2, TDS3, and TDS4, discussed under “Training Dataset” in
Section 3.2.1.1) and two different reference states. Reference state indicates the distribution of atoms in a
protein system when the interaction is turned off. To test the influence of different reference states, we
employed two different reference states i) based on conditional probability proposed by Samudrala and
Moult [50] and ii) based on averaging technique proposed by Hoque et al. [3]. We generated 16 sequencespecific ASA based features by using Spider2 ASA predictor, two different probability functions, four
different training datasets, and two different reference states.
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3.3.2 Sequence-specific Torsion Angle Energy Features
The sequence-specific torsion angle energy feature, Eθ is computed from the probability P(Δθi|AAi, SSi) of
the prediction angle error (Δθi=θiReal - θiPred) for a given amino acid type, AAi and predicted secondary
structure type, SSi over all the torsion angles along the sequence. The sequence-specific torsion energy
feature is mathematically represented as in Equation (49).
𝐸𝜃 = −𝑅𝑇 ∑ ln 𝑃(Δ𝜃𝑖 |𝐴𝐴𝑖 , 𝑆𝑆𝑖 )

(49)

𝑖

where, R is the gas constant and T is the temperature. The θiReal and θiPred terms in the prediction angle error
calculation are obtained from DSSP and Spider2 programs for a given amino acid type, AAi, and predicted
secondary structure type, SSi. The probability function P(Δθi|AAi, SSi) was obtained from four different
training datasets, and two different reference states similar to the ASA energy feature extraction as stated
above. We generated 16 sequence-specific torsion angle (phi and psi) based features by using four different
training datasets and two different reference states. Two additional features based on uPhi and uPsi were
reproduced using reference states based on the averaging technique proposed by Hoque et al. [3] whereas,
these features were originally generated using a conditional probability based reference state in
3DIGARS3.0 [48].

3.3.3 Sequence-specific ASA and Torsion Angle Energy Feature Computed from
Amino Acid Triplets
The sequence-specific ASA energy feature from amino acid triplets, EASA_Triplet is computed from the
probability P(ΔASAi|AAi-1-AAi-AAi+1) of the error of ASA (ΔASAi =ASAiReal - ASAiPred) for a given amino
acid type, AAi over all the ASA computed along the sequence. Similarly, the sequence-specific torsion
angle energy feature for amino acid triplets, Eθ_Triplet are computed from the probability P(Δθi|AAi-1-AAiAAi+1,SSi) of the prediction angle error (Δθi=θiReal - θiPred) for a given amino acid type, AAi and predicted
secondary structure, SSi over all the torsion angles computed along the sequence. The sequence-specific
ASA energy feature for an amino acid triplet is mathematically represented as in Equation (50).
𝐸𝐴𝑆𝐴_𝑇𝑟𝑖𝑝𝑙𝑒𝑡 = −𝑅𝑇 ∑ ln 𝑃(Δ𝐴𝑆𝐴𝑖 |(𝐴𝐴𝑖−1 − 𝐴𝐴𝑖 − 𝐴𝐴𝑖+1 ))

(50)

𝑖

where, (AAi-1-AAi-AAi+1) represents an amino acid triplet at position ‘i’ in the sequence. Similarly, the
sequence-specific torsion angle energy feature for amino acid triplets is mathematically represented as in
Equation (51):
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𝐸𝜃_𝑇𝑟𝑖𝑝𝑙𝑒𝑡 = −𝑅𝑇 ∑ ln 𝑃(Δ𝜃𝑖 |(𝐴𝐴𝑖−1 − 𝐴𝐴𝑖 − 𝐴𝐴𝑖+1 ), 𝑆𝑆𝑖 )

(51)

𝑖

where, (AAi-1-AAi-AAi+1) again represents an amino acid triplet at position ‘i’ in the sequence. By this
approach, we generated 1 feature for sequence-specific ASA energy and 2 features for sequence-specific
torsion (1 for phi and 1 for psi) energies.

3.3.4 Implementation and Availability
We implemented the proposed energy function software in C++. However, this energy function integrates
energy components from our previously developed 3DIGARS3.0 energy function which is developed in
Java. Additionally, the proposed optimal energy function (o3DIGARS18) is applied for ab initio protein
structure prediction and therefore, the code is available as an integral part of the 3DIGARS-PSP program.
The details on 3DIGARS-PSP are available in Chapter 4 below. The software is developed and tested on
Linux platform.

3.4 Evaluation of Optimal Energy Function
Here, we discuss the robustness of the proposed optimal energy function based on obtained results and
analysis.

3.4.1 Evaluation on Optimization Dataset
After ranking the features based on average PCC between the total energy and the model’s structural
accuracy (TM-score), we sequentially added and ruled out the features based on their importance in
improving the objective fitness during energy function optimization. In Table 11 and Table 12, we show
the improvements we achieved in our energy function based on the components of the objective function:
i) Average PCC; ii) Average TM-score; iii) Native Count; and iv) Average Z-score. The “Average PCC”
column of Table 11 and Table 12 shows that there is a slight decrement in the average PCC. Nonetheless,
from “Native Counts” column of Table 11 and Table 12, we can clearly see that the optimized energy
function with 6 energy features results in 111.39% improvement and is able to select more natives from the
decoy datasets (CASP8, CASP9, CASP10, and CASP11), which is the primary objective of the energy
function. Furthermore, from the “Average TM-score” column of Table 11 and Table 12, it is evident that
the improved energy function can select the best models from an ensemble of decoys based on the average
18

o3DIGARS code link: http://cs.uno.edu/~tamjid/Software/ab_initio/v2/PSP.zip
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TM-score with a percentage improvement of 2.08%. Similarly, based on the “Average Z-score”, the
optimized energy function is improved by 60.44%. These results show the significance of our multiobjective optimization technique in improving the accuracy of the energy function.
Table 11. Values of objective function component while using the highest-ranked features.
Objective Function Components
Dataset
Average PCC Average TM-score Native Counts Average Z-score
CASP8 (73)a

-0.7003

0.6628

23

-0.9736

CASP9 (82) a

-0.7049

0.6305

15

-0.8083

CASP10 (67) a

-0.6654

0.6614

24

-1.3768

CASP11 (59) a

-0.6450

0.5626

17

-1.1600

Average

-0.6789

0.6293

19.75

-1.0797

a

Total number of proteins available in the corresponding dataset.

Table 12. Values of objective function component while using six of the final energy features.
Objective Function Components
Dataset
Average PCC Average TM-score Native Counts Average Z-score
CASP8 (73)a

-0.7189

0.6735

44

-1.6242

CASP9 (82) a

-0.6888

0.6482

46

-1.4988

CASP10 (67) a

-0.6008

0.6739

43

-2.0135

CASP11 (59) a

-0.6062

0.5740

34

-1.7927

-0.6537

0.6424

41.75

-1.7323

(-3.71%)b

(2.08%)b

(111.39%)b

(60.44%)b

Average
a
b

Total number of proteins available in the corresponding dataset.
Percentage of improvement while using six best energy features.

3.5 Summary and Conclusions
In this chapter, we discussed the approach we took to design an optimal energy function applicable to ab
initio protein structure prediction. We started by collecting 41 different 3D structural, and sequence-specific
energy features using four different datasets of known proteins, two different reference state, two different
prediction algorithms and previously developed energy function, 3DIGARs3.0. In a subsequent step, the
energy features are ranked based on the Pearson Correlation Coefficient (PCC), and their optimized
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combination is obtained using GA. While optimizing energy function, an incremental feature selection
technique is used and only the features which helped improve the fitness of the GA are considered in the
energy calculation of the model. Finally, the optimized energy function is used to score the structures
generated by the ab initio protein structure prediction process. Our final and optimal energy function
includes energy terms obtained from the predicted accessible surface area, hydrophobic-hydrophilic
interaction-based energy, predicted torsion angle phi, and predicted torsion angle phi while considering
amino acid triplets. Based on “Native Counts” metric, the optimal energy function with 6 energy features
resulted in 111.39% improvement over the energy function, which used only top-ranked energy features.
This result shows that the optimal energy function can select more native from the decoy dataset. Further,
the optimal energy was able to select the best models from an ensemble of decoys based on the average
TM-score with a percentage improvement of 2.08%. Moreover, based on the “Average Z-score”, the
optimal energy function showed improvement of 60.44%. These results show the significance of the
proposed optimal energy function, and therefore, we apply this energy function for an accurate 3D structure
prediction.
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Chapter 4

Ab Initio Protein Structure Prediction
−− Structure Predictor for Stable Proteins

Protein tertiary structure prediction is one of the most challenging problems in molecular and structural
biology. The goal of protein tertiary structure prediction is to accurately predict the spatial position of each
atom in a 3D protein from only the sequence of amino acid residues. There are two widely used approach
for protein 3D structure prediction i) homology-based protein structure prediction and ii) ab initio or de
novo protein structure prediction (aiPSP). Among two, ab initio modeling is preferred over the homology
modeling because successful ab initio modeling approach can help understand how and why protein adopts
the specific structure out of many possibilities. An ab initio approach also overcomes the drawback of
homology modeling that it fails to produce high-resolution structure in the absence of known protein as
well as it cannot help understand the physicochemical principle of protein folding. The method of aiPSP
involves prediction of the spatial position of each atom in a 3D protein directly from the sequence of amino
acid residues by optimally combining the two important components, energy function, and conformational
sampling. An aiPSP method performs an effective conformational search under the guidance of an accurate
energy function. The conformational sampling generates a number of intermediate conformations during
the conformational search process. These intermediate conformations are scored and the close to native
models are selected from them using the energy function. Despite significant effort, our ability to predict
3D structures of protein sequence without using template structures from other experimentally solved
proteins is very limited. Therefore, ab initio modeling is indispensable, even though it is a challenging
optimization problem.
In this chapter, we explore various ways to improve the performance of ab initio protein structure
prediction approach. Towards this goal, we develop a novel algorithm, 3DIGARS-PSP for ab initio protein
structure prediction, with the focus on an elegant conformational search design. The design of the search
process involves a conformational change in the structure. We achieve the conformational change in the
structure by applying memory assisted GA with novel mutation and crossover operators based on angular
rotation and translation capabilities. Further, propensities of torsion angle and secondary structure
distribution have been utilized to guide the conformational search. Finally, we conduct a systematic test and
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analysis of the proposed 3DIGARS-PSP method on the target proteins from the Critical Assessment of
Protein Structure Prediction 8 (CASP8 ) [53] and E. coli proteins. The results show that 3DIGARS-PSP
performed well compared to the state-of-the-art methods for a set of low TM-score models from CASP8
data and E. coli proteins. The outline of this chapter is as follows:
•

In section 4.1, we start by giving the background information about protein structure prediction
approaches and highlight the motivations to solve this challenging and unsolved problem.

•

In Section 4.2, we describe the experimental materials, including data collection and mining process of
torsion angles and secondary structure propensities, test datasets for ab initio protein structure predictor,
and the criteria to evaluate and compare the predictor.

•

Section 4.3 describes the design and development of the conformational search approach.

•

Further, in Section 4.4, we describe our ab initio protein structure prediction method, 3DIGARS-PSP.

•

In Section 4.5, we assess the effectiveness of the 3DIGARS-PSP predictor.

•

Finally, in Section 4.6, we conclude and summarize our findings.

4.1 Background and Motivations
The classic work of Anfinsen in the 1950s on the enzyme ribonuclease revealed the relationship between
the amino acid sequence of a protein and its conformation. Through his experiments, Anfinsen showed that
the information needed for a protein to obtain its 3D structure is contained in its amino acid sequence.
Investigators are exploring two fundamentally different approaches to predicting the 3D structure from
amino acid sequence. The first is ab initio or de novo protein structure prediction (aiPSP), which attempts
to build the structure from the sequence of amino acid residues without prior knowledge about similar
sequences in known protein structures database [14-21]. Computational methods employed attempt to
minimize the free energy of a structure with a given sequence or to simulate the folding process. Molecular
Dynamics (MD) is an example of the ab initio method that performs simulation of the protein folding
process. MD has been successfully applied for the prediction of small proteins and peptides as well as for
the refinement of the structures (both small and large proteins) by minimizing the energy. The second
approach is dependent on the availability of similar templates in the protein database and is commonly
known as homology modeling [22-26]. In homology modeling, the amino acid sequence of the unknown
structure is scanned for compatibility with known protein structures or fragments, and if a significant match
is detected, the known structure is used to build the final model. Despite significant efforts, aiPSP remains
one of the major unsolved problems among the structural and computational biology community
attributable to the difficulties in energy function design and an efficient conformational search [10, 11]. No
single method developed so far can accurately predict the 3D structures of protein sequences without using
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template structures from other experimentally solved (native) proteins. Notwithstanding the challenges in
aiPSP, several attempts have been made to improve the accuracy of the energy function and the
conformational sampling algorithms. The research community has witnessed a scarce amount of success in
aiPSP of small proteins with length below 150 residues, and with an RMSD typically above 2-5 Å [10, 21,
77-79]. The scarce amount of success in aiPSP has drawn the attention of a large number of researchers
resulting in a gradual increase in the research and findings. Further, the success of the aiPSP can greatly
help in rational drug design. Therefore it is crucial to study them. Moreover, the scarce amount of success
in aiPSP motivated us to contribute to developing the conformational sampling method and effectively
combine it with the energy function to ultimately develop an accurate aiPSP method.
Further, there exist experimental approaches for protein structure prediction (PSP), e.g., X-ray
crystallography and nuclear magnetic resonance (NMR), but, these methods are far too slow and expensive
for 3D structure prediction. On the other hand, the success of the genome sequence project has resulted in
an exponentially increasing number of the protein sequences. Owing to the technical difficulties, heavy
labor and time costs of the experimental structure determination process, the number of available protein
structures are very limited. These deficiencies of the experimental process have resulted in a huge gap
between the available number of sequences and the corresponding 3D structures. By the beginning of 2019,
about 156 million protein sequences were deposited in the UniProtKB19 database [4]. However, the
corresponding number of proteins structures in the PDB20 were only about 1,51,754, which is < 1% of the
total protein sequences. This gap has tremendously increased, as presented in Fig 16. Thus, developing an
effective computational algorithm to predict 3D structures from the sequence is extremely important to fill
up the gap.
The approach of homology modeling for PSP has achieved significant success, and the reason is the
growing number of experimentally solved structures available in the PDB database. Nevertheless, this
approach fails to produce an effective structure in the absence of similar proteins. The inapplicability of
homology modeling to produce an effective structure in the absence of similar proteins necessitates the
development of the ab initio method for PSP. Typically, ab initio modeling comprises of two important
components i) an accurate energy function and ii) effective conformational search. The energy function is
used to evaluate the fitness of a given conformation and in general, distinguish the native structure from
native-like decoys [44, 47, 48, 99, 100]. Thus, an accurate energy function which can properly distinguish
the native structure from native-like decoys is a key component of the ab initio PSP. Likewise, a search
algorithm is used to explore the protein’s conformational space by generating diverse and effective

19
20

UniProtKB database link: https://www.ebi.ac.uk/uniprot/TrEMBLstats
PDB database link: https://www.rcsb.org/stats/growth/overall
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conformational samples. In addition to an accurate energy function, the success of the ab initio PSP hinges
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Fig 16. The number of available protein sequences (left ordinate) and the solved protein structures (right
ordinate) are shown for the last 7 years. The gap between the available number of sequences and the number of
solved structures is rapidly increasing. Data are taken from UniProtKB [4] and PDB [5] databases.

protein folding process, looking for global minimum or the native fold of the protein. As a result,
improvement in the accuracy of protein structure prediction can be achieved.

4.2 Experimental Material
In this section, we describe our approach for collecting dataset that is used to mine torsion angles and
secondary structure propensities, test dataset to evaluate 3DIGARS-PSP and the criteria to evaluate and
compare 3DIGARS-PSP.

4.2.1 Datasets
Here, we discuss the dataset used for mining the torsion angles and secondary structure propensities, and
the dataset used to test the performance of 3DIGARS-PSP. The dataset for mining torsion angles and
secondary structures were obtained from PDB and the dataset to test the performance of 3DIGARS-PSP
was obtained from CASP.

4.2.1.1 Dataset for Mining Torsion Angles and Secondary Structure Propensities
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To mine the torsion angles and secondary structure propensities of 20 standard amino acids, we used 4332
high-resolution experimental structures which were used to train 3DIGARS energy function. For further
details on how this dataset was obtained, we refer the readers to Section 2.3.2.1.

4.2.1.2 Test Dataset for Ab Initio PSP (TAI16)
To assess the robustness of the 3DIGARS-PSP method, we collected the models with TM-score < 0.5
submitted by the Rosetta and I-Tasser servers in the CASP8 challenge. We found that, among 73 proteins,
16 of the proteins have TM-scores < 0.5 for the models submitted by Rosetta and I-Tasser. We name this
benchmark set of 16 proteins as TAI16. We compared our method with the Rosetta and I-Tasser methods
based on these 16 proteins as we believe that they represent the true ab initio predictions by these methods.
Additionally, we randomly collected three challenging proteins from the E. coli genome to test the
effectiveness of our method. Two of the proteins (PDB id: 1k4nA and zp7vA) have residue length > 150
and the other protein (PDB id: 2z9hA) has residue length < 150.

4.2.2 Evaluation Criteria
To assess the performance of our predictor, 3IDGARS-PSP, we utilized TM-score [160], which is a metric
for measuring the similarity of two protein structures. TM-score measures the global fold similarity and is
less sensitive to the local structural variations as well as the magnitude of TM-score for random structure
pairs is length-independent. TM-score ranges from (0,1], where 1 indicates a perfect match between two
structures and 0 indicates no match between two structures. Further, the structures with a score higher than
0.5 are generally assumed to have the same fold. Moreover, the structures with a score below 0.17
correspond to randomly chosen unrelated proteins.
In addition to comparing the models based on TM-score, we compare the structures by aligning the
predicted structure with the experimentally solved or native structure and present the aligned structures as
a visual illustration.

4.3 Design of Conformational Search Approach
Conformational search is a critical component of ab initio protein structure prediction. Two popular
algorithms applied for conformational search in protein structure prediction are Genetic Algorithm [2, 6,
51, 52, 148, 162] and Monte Carlo Simulated Annealing [75, 163, 164]. In our study, we applied a Genetic
Algorithm for effective conformational search, which is discussed in detail below:
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4.3.1 Design of Memory Assisted GA for Conformational Search
Effective conformational search is a key component of ab initio protein structure prediction, where the
design of conformational change operators which can effectively sample the energy hyper-surface of the
protein folding process, looking for the global minimum or the native fold of the protein is essential for
improving the efficiency of search algorithms. Towards this goal, we designed a memory assisted GA,
which involves two types of conformational change operators i) angle rotation; and ii) segment translation.
Our mutation operation involves phi or psi angle rotation, and crossover operation involves segment
translation followed by phi or psi angle rotation at the crossover point. Rotation of phi and psi angles
involves rotation about an arbitrary axis. We consider this arbitrary axis to pass through the atoms that are
involved in phi and psi angle formation. Torsion angle phi involves the backbone atoms C(O)n-1-Nn-C(α)nC(O)n, and psi involves the backbone atoms Nn-C(α)n-C(O)n-Nn+1. To perform phi angle rotation, we follow
the steps described in Algorithm 2.
Algorithm 2: Phi Angle Rotation
1.

Select an axis passing through two points p1 and p2 (atoms Nn and C(α)n).

2.
3.

Translate point p1 (atom Nn) to the origin.
Rotate point p2 (atom C(α)n) onto the Z-axis.

4.

Rotate the segment of the structure after point p2 around the Z-axis.

5.

Rotate the axis passing through two points p1 and p2 to the original orientation.

6.

Translate the structure to the original position.

In a like manner, psi angles are rotated by the similar steps described in Algorithm 2. However, the
points p1 and p2 here instead represents atoms C(α)n and C(O)n, respectively. Moreover, to generate child
structures of GA by crossing over parent structures, the segment translation technique is employed. A set
of possible crossover points are selected based on the secondary structure information. All amino acid
indexes except the amino acids belonging to the beta-sheet secondary structure type (either E or B) are
considered as possible crossover points. Such crossover points are considered because we want to preserve
beta-sheet regions in the structure from random changes during the crossover operation and perform more
careful changes while performing mutation operation.
During the crossover process, we generate four child structures from two-parent structures and a
structure with the best fitness saved in the memory [148]. After selecting two parents for the crossover, a
crossover point is selected at random. After selecting a crossover point, first child structure is created by
copying atoms starting at position one to the crossover point from first parent and the translated atoms
starting at crossover point plus one to the last atom from the second parent. Similarly, second child structure
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is created by copying atoms starting at position one to the crossover point from first parent and the translated
atoms starting at crossover point plus one to the last atom from the structure in memory. Alternatively, the
third child structure is created by copying the translated atoms starting at position one to one less than the
crossover point from second parent and the atoms starting at the crossover point to the last atom from the
first parent. Similarly, the fourth child structure is created by copying the translated atoms starting at
position one to one less than the crossover point from the structure in memory and the atoms starting at the
crossover point to the last atom from the first parent. The process of creating child chromosomes from
parents is shown in Fig 17. After segment translation is complete the torsion angles of the child structure

Fig 17. Process of generating child chromosomes from parents in memory assisted Genetic Algorithm. The
superscript “T” e.g. for “X4bT” represents the translated value of “X4b”.

at the crossover point are rotated back to the original torsion angles of parent structures. This is done to
ensure that the secondary structure type before crossover and after crossover remains consistent.
Furthermore, we update the fragments of the structure in the memory with the fragments that result in better
fitness during the crossover process. Such an update of the fragment of the structure in the memory ensures
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that the segment that yields better fitness is preserved and used in the next round of crossover operation
during the search process. The memory assisted GA presented in this work is an extension of KGA
implemented specifically for ab initio PSP. For the basics on KGA, please refer to [148] and for the detailed
implementation of memory assisted GA please refer to the 3DIGARS-PSP Software code available freely
online21.

4.4 3DIGARS-PSP: An Ab Initio Protein Structure Prediction Method
In this section, we discuss our detailed approach for conformational changes using torsion angle rotation
and segment translation. Further, we discuss our beta smoothing technique, the technique we adopted to
handle clashes in the structure, the GA configuration and implementation and availability of 3DIGARSPSP code and data.

4.4.1 Conformational Change using Torsion Angle Rotation and Segment
Translation
In 3DIGARS-PSP, protein structures are represented by backbone atoms N, Cα, C and O. We start by
initializing some of the chromosomes of the GA population with the Cartesian coordinates of the backbone
atoms of the models obtained from I-Tasser [165] and Rosetta [166] servers. The rest of the chromosomes
are initialized by single point torsion angle changes (angle rotation). To change the phi or psi angles
effectively, we collected the frequency of occurrence of twenty different amino acids with different phi-psi
torsion angle pairs. Both phi and psi angles are divided into 120 bins with an interval of three degrees,
summarized from the 4,332 high-resolution experimental structures. The torsion angles phi and psi for the
amino acids in experimental structures are obtained using DSSP [150] program. The details on how these
experimental structures were collected are provided in Section 4.2.1.1. An example that shows our
approach for collecting frequency of occurrence is as follows: if amino acid “ALA” has phi angle of -178
degrees and psi angle of 179 degrees, the frequency count for amino acid “ALA” at psi index zero and phi
index zero will be increased by one. The frequency distribution obtained for each amino acid is further
categorized into zones by looking at the cluster of the frequency values as shown in Fig 18. To update the
phi or psi angle of a certain amino acid type (aa_type) first, the torsion angle type (tor_type) is selected
randomly. Next, the zone index (zone_ind) belonging to aa_type is selected randomly. Then, the roulette
wheel selection method is applied to select the most probable torsion angles (namely, pPhi or pPsi)
belonging to the zone_ind. Later, if tor_type = phi angle, we select a random phi (say, rPhi) between pPhi-

21

3DIGARS-PSP code link: http://cs.uno.edu/~tamjid/Software/ab_initio/v2/PSP.zip
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Fig 18. Heatmap plot of torsion angle distribution. (a) Heatmap plot of torsion angle distribution of amino acid
glycine (GLY) and (b) Heatmap plot of torsion angle distributions of amino acid alanine (ALA).

3 and pPhi and rotate the current phi angle to achieve rPhi angle. Whereas, if tor_type = psi angle, we select
a random psi (rPsi) between pPsi and pPsi+3 and rotate the current psi angle to achieve rPsi angle.
In addition, the change of the torsion angles is guided by the secondary structure (SS) types of the
amino acids, which are mined from the same 4,332 high-resolution experimental structures. The details on
how these experimental structures were collected are provided in Section 4.2.1.1. To mine the SS types,
first, we run the DSSP [150] program on the experimental structures to obtain the phi-psi angle pair and the
SS type for each of the amino acids in each of the proteins. DSSP provides eight different SS types (E, B,
H, G, I, T, S, and U) as an output, which we broadly categorized into four different SS types (H, E, T, and
U). The SS types “E and B” are considered as “E”, “H, G, and I” are considered as “H”, “T and S” are
considered as “T” and a blank is considered as “U or undefined”. Using phi-psi angle pair and SS types, we
obtain the index of the cell in our SS frequency table and increase the frequency count of the cell by one.
E.g. if amino acid “ALA” has a phi angle of -178 degrees, a psi angle of 179 degrees, and the SS type as
“H”, the frequency count for amino acid “ALA” at psi index zero, phi index zero and SS index zero is
increased by one. Similarly, if amino acid “ALA” has a phi angle of -178 degrees, a psi angle of 179 degrees
and the SS type as “E”, the frequency count for amino acid “ALA” at psi index zero, phi index zero and SS
index one is increased by one. During conformational search or specifically during mutation and crossover,
the SS type which has the largest frequency count is assigned to the given amino acid having a certain phipsi angle. Additionally, we collect the phi-psi angle pairs belonging to the H and E secondary structure
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types and group them into helix and beta groups. We utilize the phi-psi angle pairs belonging to the helix
or sheet group to update the phi or psi angles that result in a clash within the structure. In our
implementation, before applying energy function to score the structure, we obtain the full atomic model
from the backbone model using Oscar-star [167] program. The flowchart of the 3DIGARS-PSP method is
shown in Fig 19.

Fig 19. Workflow of the 3DIGARS-PSP ab initio prediction.

4.4.2 Beta Smoothing
Moreover, the random change of phi or psi angles within the structure could produce low-resolution
structures. In other words, random changes could destroy the conserved beta-sheet regions of the structure.
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To overcome this issue, we apply a beta smoothing technique. An amino acid (AAi) is considered to satisfy
beta condition if any of the following conditions are satisfied:
i)

AAi-1 and AAi+1 both have SS type “E”;

ii) AAi-1 and AAi-2 both have SS type “E”; and
iii) AAi+1 and AAi+2 both have SS type “E”.
Here, AAi is the amino acid that is selected for change. To change the phi or psi angle of the AAi, we follow
the steps shown in Algorithm 3.
Algorithm 3: Change in Phi or Psi Angles Constrained by Beta Condition
1.

Check if AAi belongs to SS type “E”.

2.

Check if AAi satisfies Beta Condition
• If TRUE
• Accept the change in Phi or Psi angle if new Phi-Psi angle pair belongs to SS type “E”.
• If new Phi-Psi angle pair belongs to SS type other than “E”.
• Update the angle under consideration (Phi or Psi) with the most probable torsion
angles from the beta group based on the roulette wheel selection mechanism.
• If FALSE
• If new Phi-Psi angle pair belongs to SS type “H”
• Update the angle under consideration (Phi or Psi) with the most probable torsion
angles from the helix group based on the roulette wheel selection mechanism.
• If new Phi-Psi angle pair belongs to SS type other than “H”
• The rotation of the Phi or Psi angle is performed to achieve the new Phi-Psi angle
pairs.

4.4.3 Handling Structural Clash
Furthermore, changes in phi or psi angles could result in a clash between atoms within the structure. To
prevent clashes, we check the distance between all possible Cα atom pairs within the structure and discard
the change if Cα-Cα distance is less than 3.6 Å. If the change in phi or psi angles of the current residue
results in a clash, then a new residue position is selected for the change.
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4.4.4 Genetic Algorithm Configuration
For effective conformational search, the parameters of the GA were configured as: i) maximum generation
of 300; ii) population size of 100; iii) elite rate of 5%; iv) crossover rate of 70%; and v) mutation rate of
60%.

4.4.5 Implementation and Availability
We implemented our software in C++. To overcome the sampling of large conformational space, highperformance computing is also utilized in 3DIGARS-PSP. The software is developed and tested on Linux
platform. The code and data for 3DIGARS-PSP software are also available online22 with a user manual.

4.5 Evaluation of 3DIGARS-PSP
Here, we evaluated the performance of 3DIGARS-PSP ab initio predictor on the benchmark set (TAI16)
which consist of 16 proteins whose models have TM-score < 0.5 with the corresponding native protein.
These models are server prediction models submitted by Rosetta and I-Tasser servers in CASP8 challenge.
These models were collected from the CASP23 website. We further compared the performance of
3DIGARS-PSP with two other existing methods.

4.5.1 Evaluation and Comparison of 3DIGARS-PSP with Other Predictors
To evaluate the performance of the 3DIGARS-PSP method, we use the benchmark set TAI16, which consist
of 16 proteins. Each of the proteins in TAI16 consists of low TM-score models (TM-score < 0.5) submitted
by the I-Tasser and Rosetta servers in CASP8 protein structure prediction challenge. The models submitted
by Rosetta and I-Tasser were separately used as initial seeds in our program. In Table 13, we compare the
performance of the proposed 3DIGARS-PSP method with Rosetta based on the TM-score (structure
assessment criteria). Based on the average TM-score of the first model out of the five, in set TAI16
submitted by Rosetta, the average TM-score of the 3DIGARS-PSP models is 3.11% better than Rosetta
(see Table 13, column “Rosetta (First Model)”). Moreover, based on the average of the average TM-score
of 5 models, in TAI16 submitted by Rosetta, 3DIGARS-PSP achieves a 5.56% improvement over Rosetta
(see Table 13, column “Rosetta (Average of 5 Models)”).
Table 13. Performance of 3DIGARS-PSP and Rosetta methods on CASP8 low TM-score models.

22
23

3DIGARS-PSP code and data link: http://cs.uno.edu/~tamjid/Software/ab_initio/v2/PSP.zip
CASP8 server predictions link: http://predictioncenter.org/download_area/CASP8/server_predictions/
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Protein ID

TM-score
Rosetta (Average of 5
Models)
0.35636
0.40528
0.26156
0.26246
0.27222
0.20982
0.4839
0.2932
0.2436
0.2303
0.36222
0.24994
0.40656
0.25928
0.2387
0.24766
0.298941
(5.56%) a

3DIGARS-PSP

T0397
T0409
T0460
T0466
T0467
T0468
T0474
T0476
T0478
T0480
T0482
T0484
T0495
T0496
T0498
T0504

0.3934
0.4523
0.3017
0.2239
0.2912
0.236
0.4435
0.3402
0.2467
0.2736
0.3663
0.2651
0.4017
0.3179
0.2376
0.2738

Average

0.316556

Rosetta (First Model)
0.3566
0.4407
0.2624
0.3259
0.3031
0.2529
0.5029
0.2793
0.2461
0.2077
0.3516
0.2527
0.4091
0.2158
0.2387
0.262
0.306719
(3.11%) a

a

Percentage of improvement of 3DIGARS-PSP over Rosetta based on average TM-score of 5 models and average of TM-score of
the first models respectively.

Moreover, in Table 14, we compare the performance of the 3DIGARS-PSP method with I-Tasser
based on the TM-score. Depending on the average TM-score of the first model out of the five, in set TAI16
submitted by I-Tasser, the average TM-score of the 3DIGARS-PSP method is 0.21% better than I-Tasser
(see Table 14, column “I-Tasser (First Model)”). Similarly, based on the average of the average TM-score
of 5 models in set TAI16 submitted by I-Tasser, 3DIGARS-PSP results in 1.51% improvement over ITasser (see Table 14, column “I-Tasser (Average of 5 Models)”). From Table 13 and 14, it is evident that
3DIGARS-PSP provides superior performance over Rosetta and comparably better performance over ITasser. Also, it is important to note that both Rosetta and I-Tasser are template-based methods.
In addition to comparisons based on TM-score, it is important to compare the predicted model with the
native structures, because it is the structure of the protein which is responsible for its functionality.
Following this, in Fig 20 and 21, we visually compare the alignment of the model predicted by 3DIGARSPSP on native (top) and the first of the 5 models predicted by Rosetta and I-Tasser on native (bottom) for
E. coli protein (PDB ID: 2p7vA), respectively. Protein 2p7vA performs a function of binding to a sigma
factor and stopping, preventing or reducing the rate of its transcriptional activity. Similarly, in Fig 22 and
23, we visually compare the alignment of the model predicted by 3DIGARS-PSP on native (top) and the
first of the 5 models predicted by Rosetta and I-Tasser on native (bottom) for E. coli protein (PDB ID:
1k4nA), respectively. The function of the protein 1k4nA is unknown. Likewise, in Fig 24 and 25, we
visually compare the alignment of the model predicted by 3DIGARS-PSP on native (top) and the first of
the 5 models predicted by Rosetta and I-Tasser on native (bottom) for E. coli protein (PDB ID: 2z9hA),
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respectively. Protein 2z9hA involves in the formation of a specific microcompartment in the cell in which
the metabolism of potentially toxic by-products takes place. Even though the TM-scores of the models
predicted by 3DIGARS-PSP are slightly less (different after second or third decimal places) than the TMscore of the first out of 5 models by Rosetta and I-Tasser, the 3D structures are of similar resolution and
quality.
Table 14. Performance of 3DIGARS-PSP and Rosetta methods on CASP8 low TM-score models.
TM-scores
Protein ID
I-Tasser (Average of 5
I-Tasser (First
3DIGARS-PSP
Models)
Model)
0.3858
0.36676
0.3662
T0397
0.4745
0.4864
0.475
T0409
0.2501
0.23798
0.2271
T0460
0.223
0.24712
0.283
T0466
0.3257
0.34142
0.3761
T0467
0.3928
0.30708
0.4306
T0468
0.4081
0.44032
0.4178
T0474
0.3583
0.29648
0.2603
T0476
0.3581
0.37366
0.352
T0478
0.3168
0.35294
0.363
T0480
0.3665
0.34764
0.35
T0482
0.247
0.24412
0.2326
T0484
0.4851
0.46118
0.4484
T0495
0.2598
0.2483
0.2495
T0496
0.2421
0.24232
0.2414
T0498
0.2483
0.26766
0.2578
T0504
0.328836
0.333175
Average
0.333875
(1.51%) a
(0.21%) a
a

Percentage of improvement of 3DIGARS-PSP over I-Tasser based on average TM-score of 5 models and average of TM-score
of the first models, respectively.
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Fig 21. Alignment of protein structures for E. coli protein (PDB ID: 2P7vA); top – superposition of 3DIGARSPSP model on native (TM-score = 0.9341); bottom – superposition of top Rosetta model (First Model) on native (TMscore = 0.944). Natives are shown in cyan and pink and predicted models are shown in red and yellow.

Fig 20. Alignment of protein structures for E. coli protein (PDB ID: 2p7vA); top – superposition of 3DIGARSPSP model on native (TM-score = 0.8133); bottom – superposition of top I-Tasser model (First Model) on native
(TM-score = 0.874). Natives are shown in cyan and pink and predicted models are shown in red and yellow.
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Fig 23. Alignment of protein structures for E. coli protein (PDB ID: 1k4nA); top – superposition of 3DIGARSPSP model on native (TM-score = 0.9723); bottom – superposition of top Rosetta model (First Model) on native (TMscore = 0.996). Natives are shown in cyan and pink and predicted models are shown in red and yellow.

Fig 22. Alignment of protein structures for E. coli protein (PDB ID: 1k4nA); top – superposition of 3DIGARSPSP model on native (TM-score = 0.9821); bottom – superposition of top I-Tasser model (First Model) on native
(TM-score = 0.9889). Natives are shown in cyan and pink and predicted models are shown in red and yellow.
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Fig 25. Alignment of protein structures for E. coli protein (PDB ID: 2z9hA); top – superposition of 3DIGARSPSP model on native (TM-score = 0.9558); bottom – superposition of top Rosetta model (First Model) on native (TMscore = 0.9859). Natives are shown in cyan and pink and predicted models are shown in red and yellow.

Fig 24. Alignment of protein structures for E. coli protein (PDB ID: 2z9hA); top – superposition of 3DIGARSPSP model on native (TM-score = 0.9631); bottom – superposition of top I-Tasser model (First Model) on native
(TM-score = 0.9754). Natives are shown in cyan and pink and predicted models are shown in red and yellow.
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4.6 Summary and Conclusions
In this chapter, we proposed a new and advanced algorithm, 3DIGARS-PSP, for ab initio protein structure
prediction, which predicts the 3D structure of proteins from their protein sequence. In 3DIGARS-PSP, the
initial protein conformations are defined by the Cartesian coordinates of backbone atoms (N, Cα, C and O).
Here, only backbone atoms are considered to reduce the large search space. Moreover, we further reduce
the search space by deploying a memory assisted GA, which involves two types of conformational change
operators i) angle rotation; and ii) segment translation. For a controlled conformational search process, we
perform torsion angel and secondary structure-guided changes instead of random sampling to generate low
energy conformations. Besides, we collect the phi-psi angle pairs belonging to secondary structure types H
and E and group them into helix and beta groups. Later, these torsion angle pairs belonging to the helix or
beta group are utilized to update the torsion angles that result in a clash within the structure. To reduce the
chance of the disruption of the conserved beta-sheet regions in a protein conformation, a beta smoothing
technique is applied. Furthermore, changes in the torsion angles may result in a clash. To prevent the
clashes, the distance between all possible Cα atom pairs within the structure is verified, and if any Cα-Cα
distance is found to be less than 3.6 Å, the change is discarded and either a new torsion angle change is
applied or a new residue position is selected for the change. Before applying optimal energy function to
score the conformational sample, a full atomic model from the backbone model is obtained using Oscarstar program.
We found that 3DIGARS-PSP, obtained by combining improved sampling and an optimized energy
function (discussed in Chapter 4), attains improvement over Rosetta and I-Tasser template-based protein
structure prediction methods, based on the test performed on low TM-score models, selected from CASP8
dataset (TAI16). Specifically, 3DIGARS-PSP achieved 5.56% and 3.11% improvement over Rosetta based
on the average of the average TM-score of the top 5 models and average of the first models, on the
benchmark set TAI16, respectively. Similarly, when compared with I-Tasser, our method showed 1.51%
and 0.21% improvement based on the average of the average TM-scores of the top 5 models and average
of the first models, on the benchmark set TAI16, respectively.
Furthermore, sufficiently accurate alignment of models predicted by 3DIGARS-PSP on the known
structures for three E. coli proteins also indicates that our method is comparable with two of the topperforming state-of-the-art approaches, Rosetta and I-Tasser. Despite the notable improvement in this work,
continuous efforts in both aspects of energy function development and conformational search improvement
are still necessary to improve the accuracy of the ab initio protein structure prediction.
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Chapter 5

diSBPred: A Disulfide Bond Predictor
−− A framework using optimized RBF kernel SVM

The protein disulfide bond is a covalent bond that forms during post-translational modification by the
oxidation of a pair of cysteines. The terminology R-S-S-R connectivity, in biochemistry, is commonly used
to describe the overall linkages. The process of oxidation can result in dimers, polymers, or complexes, in
which the sulfide bonds can help in protein folding. Further, disulfide bonds can occur in two forms: i)
intra-chain, and ii) inter-chain. Inter-chain disulfide bonds occur between polypeptide chains, whereas intrachain disulfide bonds occur within a polypeptide chain. Intra-chain disulfide bonds are usually responsible
for stabilizing tertiary structures of proteins, whereas inter-chain disulfide bonds are responsible to stabilize
quaternary structures of proteins [168].
After the peptide bond, the disulfide bond is the most common covalent connection between cysteine
residues in proteins [27]. Disulfide bonds play a significant role in stabilizing proteins thermodynamically
by decreasing the entropy of the unfolded state, increasing mechanical stability, and confining
conformational changes by imposing geometrical constraints on the protein backbone [28, 29]. Accurate
identification of disulfide bonds can significantly reduce the large and convoluted conformational search
space of possible protein conformation and subsequently facilitate the ab initio protein structure prediction
[30, 31] for an improved prediction of 3D protein structure. For example, Yang et al. developed a machine
learning approach for disulfide bridge prediction and integrated the outcome with QUARK simulations for
better accuracy [169]. The usefulness of the disulfide bonds has been recognized in various physiological
function such as cell death [170], hemostasis [171], G-protein-receptors [172] and growth factors [173],
and pathological processes such as tumor immunity [174] and neurodegenerative misfolding diseases [27,
170].
In this chapter, we establish a computational method based on Support Vector Machines (SVM), for
the prediction of disulfide bonds. The prediction of disulfide bonds is achieved in three stages: first, the
bonding state of individual cysteines is predicted; second, the disulfide bonding of cysteine-pairs is
predicted by including the results from individual cysteine bonding state prediction as a feature; and third,
the disulfide connectivity pattern is predicted. Various useful sequence and structure-based features are
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extracted and used for both individual cysteine and cysteine-pairs disulfide bond prediction. For the
prediction of the bonding state of single or individual cysteines, features such as residue profile,
physiochemical profile, conservation profile, structural profile, flexibility profile, and position-specific
energy profile are used. In addition to these features, the sequential distance between a pair of cysteines and
individual cysteine bonding state probability is also used for cysteine-pairs bonding prediction. Moreover,
for disulfide connectivity prediction, Depth First Search (DFS) technique is used to identify all possible
connectivity pattern and the pattern that is found to have the highest sum of probability score is selected as
final disulfide connectivity pattern. For individual cysteine and cysteine-pair disulfide bonding prediction,
diSBPred attains 10-fold cross-validation accuracy of 83.01% and 90.07%, respectively. Altogether, our
method achieves an overall improvement of 13.08% in comparison to the existing NNA based approach.
These results indicate that the diSBPred can be utilized to annotate the sequences whose structure has not
been experimentally determined as well as facilitate the aiPSP method, which can further aid in
experimental studies of the disulfide bond and structure determination. We discuss the development of
diSBPred in following sections. The outline of the rest of the chapter is provided as follows:
•

We start by giving the background information about disulfide bonds in proteins and their functions,
and motivation behind developing a new predictor in Section 5.1.

•

Next, in Section 5.2, we describe the experimental materials, such as data sources, data collection, and
mining processes, input features used to train the predictor, and the criteria to evaluate and compare the
predictor.

•

In Section 5.3, we describe diSBPred machine learning framework for disulfide bond prediction.

•

The performance evaluation related to features utilized, optimal window size and parameter selection
and the comparison of the performance of diSBPred with existing predictors are described in Section
5.4.

•

In Section 5.5, we describe our strategy for disulfide connectivity prediction and its application on
disordered proteins which contains disulfide bonds.

•

Finally, we conclude in Section 5.6.

5.1 Background and Motivations
Disulfide bonds formation is an important and unique feature of protein structure and folding. The
importance and usefulness of disulfide bonds in stabilizing the native state of proteins are stressed through
various studies such as simulations [175], experiments in protein engineering [176-178], theoretical studies
[179-181], and even evolutionary models [182]. Moreover, disulfide bonds are important not only because
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they contribute to the energetics of folding but, depending on their quantity and location, they can also
contribute to catalytic activity [178]. Thus, computational prediction of disulfide bonds in a protein can
provide essential insights into its structure, function, and evolution, as well as valuable long-ranged
structural constraints [183] that can be incorporated into a protein structure prediction algorithm. The
prediction of disulfide bonds can be broadly categorized into three prediction subproblems. First, the
classification of cysteine residues into bonded and non-bonded (individual cysteine bonding state
prediction) as not all the cysteines in a protein chain may be bonded. Second, given a pair of cysteines,
predict whether they are linked by a disulfide bond (cysteine pair prediction) or not. And third, predict all
the pairs of cysteines that are bounded to each other by a disulfide bond (cysteine connectivity prediction).
In this chapter, we address all of the above three subproblems of disulfide bonds prediction.
Multiple factors such as mutations and changes in the physical or chemical environment can easily
affect a sensitive reaction of protein folding. Failure in the correct folding of a protein is the basis of
numerous disorders and is of the central importance to modern medicine [184]. Particularly, the third of
human proteins that undergoes the secretory pathway and that holds disulfide bonds pose unsolved
challenges to our understanding of protein folding diseases [185-187]. It is protein disulfide isomerase
(PDI) that introduces disulfide bonds into folding proteins and act as the main catalyst of oxidative folding
in humans [188]. Recent studies show the relationship between disulfide bonding chemistry and the causes
of misfolding diseases and specifically PDI as a novel target for the treatment of several neurodegenerative
disorders including Alzheimer’s disease [189, 190]. Keeping in mind the contribution of disulfide bonds in
treating various diseases, it is important to develop computational methods to identify them.
One of the important application of predicted disulfide bonds is evident from its application in protein
structure prediction. Prediction of protein 3D structure from a sequence of amino acids has proven to be
extremely difficult because of the extremely large and complicated conformational search space. The
careful conformation space reduction technique can be useful in significantly improving the accuracy of
aiPSP and ab initio conformational ensemble generation methods. To overcome the difficulty put forth by
the large conformation search space, various techniques to reduce the search space has been proposed in
the past. Some of them are: splitting of structure into smaller fragments [105], considering only backbone
atoms instead of full atomic model as initial protein conformations [51, 191], considering only alpha-carbon
atom and the side-chain center as protein conformation [192], inclusion of secondary structure propensities
[193], inclusion of backbone torsion angle fluctuations and inclusion of disulfide bond information.
Literature suggests that the large conformational search space of PSP can be reduced by predicting disulfide
bonds and utilizing the prediction to restrict the conformational search [194-197]. The knowledge of
disulfide bonds can be used to restrict the flexibility of the cysteine residues as well as the residues adjacent
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to the pairing cysteines by allowing only minor-to-negligible change in their orientation. It can further be
combined with the statistical energy functions to generate a new score that favors the close orientation of
cysteine residues which involve in disulfide bonding. Therefore, we are motivated to incorporate disulfide
bonds predictions from diSBPred in energy function to favor the orientation of cysteine residues which
involve in disulfide bonding in protein structure prediction.

5.2 Review of Disulfide Bonds Prediction Approaches
There exist experimental techniques such as X-ray crystallography [198], mass spectrometry [199], NMR
[200] and radiation experiment [201] for the determination of disulfide bonds, however, these experiments
require time-consuming and expensive apparatus. Hence, it is important to develop computational methods
for fast and effective identification of cysteine disulfide bonds at the proteome level. The computation
method refers to a wide variety of approaches that capture various information such as structural, sequential,
and other physicochemical properties of the proteins. Several attempts have been made in identifying
disulfide bonds, and many effective computational methods have been proposed in the literature for
analyzing them [195, 202-207].
Disulfide bonding state prediction of individual cysteines in proteins is a necessary step to the
prediction of disulfide connectivity. There exist numerous studies on computational methods for the
prediction of disulfide bonding state in the literature [208-211]. Moreover, one of the first computational
approaches for disulfide bond prediction was presented by Fariselli and Casadio [202], where they reduce
disulfide connectivity to the graph matching problem in which vertices represent oxidized cysteines and
edges between the associated pair of cysteines are labeled with the contact potential. Consequently, the
Monte Carlo simulated annealing method was used to find the optimal values of contact potentials, and
finally, the disulfide bonds were located by finding the maximum weighted perfect matching.

5.2.1 Predictors based on Machine Learning
Following the work of Fariselli and Casadio [202], several neural network-based methods [206, 212, 213]
were proposed. Conversely, Ferre and Clote developed a web server, called DiANNA 1.1 [214], which uses
support vector machines with spectrum kernel for the classification of cysteines into reduced (free), halfcysteine (involved in disulfide bond) or metallic ligand-bound state. Likewise, Song et al. developed a
disulfide connectivity predictor using a support vector regression trained on multiple sequence feature
vectors and predicted secondary structures [203]. Rubinstein and Fiser developed yet another method that
analyzes correlated mutation patterns in multiple sequence alignments to predict disulfide bonds. For
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proteins with two, three, and four disulfide bonds the prediction accuracy of their method is 73, 69, and
61% respectively, which indicates that their program is limited for proteins with a fewer number of disulfide
bonds. Vincent et al. introduced a method for predicting disulfide bridges using two decomposition kernels
to measure the similarity between protein sequences according to the amino acid environments around
cysteines [204].
In the recent past, Zhu et al. applied both global and local sequential and structural features of proteins
to predict disulfide bonds using support vector regression, which achieved the prediction accuracy of about
76%. In their work, authors highlight the use of three different filter-based feature selection methods
namely, variance score, Laplacian score, and Fisher score. Lin and Tseng developed a method for disulfide
bonding connectivity pattern prediction using the coordinates of the alpha-carbon of each residue to
compute the normalized pair distance and use it as an input to the SVM [215]. More recently, Niu et al.
[195] devised a method for inter- and intra-chain disulfide bond prediction using the nearest neighbor
algorithm (NNA) by optimal feature selection based on maximum relevance and minimum redundancy
(mRMR) followed by incremental feature selection (IFS). For an inter-chain disulfide bond prediction, this
method utilizes features such as sequence conservation, residual disorder, and amino acid factor. Moreover,
for an intra-chain disulfide bond prediction, the features used for inter-chain along with the sequential
distance between a pair of cysteines is utilized. Even though significant advancement is achieved in the
field of disulfide bonds prediction, the existing predictor is limited in their abilities to predict disulfide
bonds accurate enough. With a view to adding an advanced predictor with improved accuracy, we
developed a new framework named diSBPred that uses support vector machines as a machine learning
method and various useful sequence and structure-based features including conservation profile, residue
solvent accessibility, torsion angle flexibility, disorder probability, sequence distance between cysteines
and more.

5.3 Experimental Materials
In this section, we present our approach for benchmark/training dataset preparation, disordered proteins
dataset preparation, feature mining, and performance assessment.

5.3.1 Disulfide Data Sources
In the prior studies, Swiss-Prot 39 [216], PDB [5] and SysPTM (version 1.1) [217] were considered as the
primary repositories of disulfide bonds. In this work, we extracted protein sequences containing disulfide
bonds from UniProt [218] database for the training/validation. Further, for cysteine connectivity prediction,
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we extracted disordered proteins which contain disulfide bonds from SL477 dataset which was prepared by
the developer of SPINE-D [219] predictor from the benchmark SL (Short Long) dataset [220]. The details
of these datasets are discussed below.

5.3.2 Datasets
We constructed Imb_DBD dataset consisting of one or more disulfide bonds and used it to cross-validate
and train our predictor diSBPred. Further, we constructed DP20 dataset of disordered proteins consisting
of disulfide bonds to predict disulfide connectivity patterns. The approach for the construction of these
datasets is discussed in detail below.

5.3.2.1 Benchmark/Training Dataset
We collected the benchmark dataset established previously by Niu et al. [195]. It was reported that the
dataset consists of 2930 proteins. However, we were able to collect only 2674 unique protein ids. These
unique UniProt ids were searched in the UniProt [218] database to obtain protein sequences and disulfide
annotation. During our search of these proteins in UniProt, we found some of the proteins marked as
obsolete. Such obsolete sequences were filtered from the dataset from further consideration. Therefore, the
search for 2674 protein ids resulted in 2671 protein sequences. Furthermore, following filtering strategies
were adopted to obtain a good quality training/validation dataset: (i) filter sequences less than 50 amino
acid long; (ii) filter sequences containing keyword “alternate” under disulfide labels as it was seen that the
same residue was labeled to form disulfide bond with multiple other cysteines within the sequence which
could mislead the learning algorithm; (iii) filter sequences not containing at least one disulfide bond; (iv)
filter sequences containing non-standard amino acids and (v) filter sequences which contains “?” or “>”
character instead of the residue index of the disulfide bonding cysteine. This resulted in 2276 protein
sequences and we call this set “Set-A”.
Next, we downloaded 4171 protein sequences containing disulfide bonds of any experimentally
validated type and sequence length < 5000 from the UniProt database. A similar filtration strategy as
employed above was used to obtain good quality sequences of 3474 proteins and call this set “Set-B”. Next,
the sequences from Set-A which are common to Set-B were removed from Set-A. This resulted in 49
sequences in Set-A. We also noted that the dataset prepared by Niu et al. consists of homologous sequences.
The presence of homologous sequences in the dataset could lead to the design of the biased prediction
model. Thus, we utilized BLASTCLUST [221] to cut off those sequences that have ≥ 25% sequence identity
to any other in Set-A. This step yielded 33 proteins in Set-A. Likewise, we again used the BLASTCLUST
to cut off those sequences that have ≥ 25% sequence identity to any other in Set-B, which yielded 1859
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proteins. Finally, the sequences in Set-A and Set-B were combined, and the BLASTCLUST was used again
to remove those sequences that have ≥ 25% sequence identity to any other in this combined set. Through
this process, a final dataset, called DBD1866, which consist of 1866 non-homologous protein sequences is
obtained. The DBD1866 consist of 23187 cysteine residues of which 16104 are disulfide bonding cysteines
and the remaining 7083 are non-disulfide bonding cysteines. We took all 16104 disulfide bonding cysteines
and 7083 non-disulfide bonding cysteines as positive and negative samples, respectively for the prediction
of the binding state of individual cysteines. Moreover, for the prediction of disulfide bonds, we calculated
all cysteine pairs within each sequence, resulting in a total of 495570 cysteine pairs. Among 495570, 8056
cysteine pairs with known disulfide bonds are considered as positive samples, and the remaining 487514
cysteine pairs are considered as the candidates for negative samples. The statistics of the sequence distance
between paired cysteines shows that for 94.5% of the positive samples, the sequence distance between
paired cysteines is less than 100 residues. Thus, we selected 8056 cysteine pairs as positive samples and
40280 (since 5 folds imply 8056 × 5 = 40280) out of 487514 cysteine pairs with a distance of fewer than
100 residues as negative samples to form an imbalanced dataset which is referred here an after as Imb_DBD.

5.3.2.2 Disordered Proteins Dataset
In this work, we collect disordered proteins containing disulfide bonds and predict their connectivity patter.
This connectivity pattern is further incorporated with the statistical energy function for flexible proteins
(disordered proteins) to generate a new score that favors the close orientation of cysteine residues which
involve in disulfide bonding in structure prediction of disordered proteins, which is discussed in detail in
Chapter 6. We extracted disordered proteins which contain disulfide bonds from SL477 dataset which was
prepared by the developer of SPINE-D [219] predictor from the benchmark SL (Short Long) dataset [220].
Particularly, we searched the DisProt [222] database for the protein ids present in SL477 dataset. Then, for
those proteins present in both SL477 dataset and DisProt database, we collected the sequence and crossreferenced PDB ids informational from the DisProt database. Next, we collected structure files for all of
the PDB ids from PDB. Then, we identified those proteins that were solved by NMR technique and also
contains the keyword “SSBond”. Finally, we identified the DisProt ids for the proteins solved by NMR
technique and contains the keyword “SSBonds”. Through the above steps, we were able to collect 32
proteins. While exploring further, we found that three of the protein sequences from DisProt contains no
cysteine residue and two of the sequence contains only single cysteine. In addition, we cross-checked
UniProt database to collect the disulfide bonds information for the remaining proteins and found that seven
of the proteins does not contain disulfide bonds. Therefore, these twelve sequences were removed from
further consideration and finally, a dataset of 20 proteins is obtained. Here and after, we refer to this dataset
as DP20.
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5.3.3 Feature Extraction
To create an effective machine learning method to predict individual cysteines disulfide bonding state and
subsequently predict disulfide bonds from sequence information only, we use various features derived
residue profile, physiochemical profile, conservation profile, structural profile, flexibility profile, and
position-specific energy profile, described next.

5.3.3.1 Sequence Information
Twenty different standard amino acid (AA) types are encoded using 20 different numerical values yielding
one feature per amino acid. This feature is useful to capture the amino acid composition of residues in an
environment that is local to the cysteine residue. The importance of this feature in solving problems in
bioinformatics has been demonstrated by previous studies [47, 223, 224].
Further, we encoded terminal (T) residues, five residues from N and C terminal by -1.0 to -0.2 and
+0.2 to +1.0 respectively, with a step size of 0.2 giving one feature per residue [47].

5.3.3.2 Physiochemical Properties
The physiochemical properties (PP) of a protein are determined by the corresponding properties of the
amino acids in it. The effect of physiochemical properties of amino acids on post-translational modification
(PTM) has been presented by previous studies [225, 226]. In this work, five highly compact numeric
patterns reflecting polarity, secondary structure, molecular volume, codon diversity, and electrostatic
charge are extracted from [225] and used as features to represent the respective properties of each amino
acid.

5.3.3.3 Conservation Information
Evolutionary conservation information plays an important role in PTM, including disulfide bond formation
[225]. In this study, the conservation profile of the protein sequence is obtained in terms of a normalized
position-specific scoring matrix (PSSM) from the DisPredict2 program [224]. DisPredict2 internally
executes three iterations of the position-specific iterative blast (PSI-BLAST) [227] against NCBI’s nonredundant database to generate PSSM profile and subsequently, normalizes it by dividing each value by a
value of 9. The PSSM is a matrix of L × 20 dimension which captures conservation pattern in multiple
alignment and stores the scores for each position in the alignment, where L is the length of the protein
sequence. High scores indicate more conserved positions whereas, scores close to zero or negative, indicate
faintly conserved position. Each amino acid in a protein sequence is encoded by a 20-D feature vector in
our study.
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The PSSM score was further extended to compute monogram (MG) and bi-gram (BG) features. The
MG and BG features can be utilized to characterize the segment of a protein sequence that can be conserved
within a fold in terms of transition probabilities from one amino acid to another [228]. Thus, these features
can be useful in recognizing the evolutionary folded (ordered) or unfolded (disordered) region of proteins
that could occur due to the formation of the disulfide bond, which motivated us to utilize them as features
in this work. We extracted 1-D MG and 20-D BG features from the DisPredict2 program and used them in
this work.

5.3.3.4 Structural Information
Local structural properties such as predicted secondary structure (SS) and accessible surface area (ASA) of
amino acids have been widely used to solve various biological problems, including prediction of disulfide
bonds. Here, we used the DisPredict2 program to obtain predicted ASA and SS probabilities for helix (H),
coil (C) and beta-sheet (E) at the residue level. The DisPredict2 program internally uses SPINE-X [229]
program to compute ASA and SS probabilities from a given protein sequence. In addition, a separate set of
SS probabilities for E, C, and E at residue level was obtained from BalancedSSP [230] program as it
provides a balanced prediction of these SS types. It was noted that the BalancedSSP predicts a higher
number of beta-sheet correctly compared to the other existing SS predictors. Thus, seven total structural
properties, including six predicted SS probabilities and one ASA per amino acid, were extracted and used
as structural information in this work.

5.3.3.5 Flexibility Information
Protein molecule shows varying degree of flexibility throughout their 3D structures, which is often
represented by the fluctuation of the Cartesian coordinates of the protein backbone defined by two torsion
angles Φ and Ψ. The predictor of backbone torsion angle fluctuation has been useful in the development of
several computational methods and predictors of secondary [230] and supersecondary [231] structure, short
and long disordered regions [232], protein-peptide binding domain [223], the accessible surface area of
protein residues [233], and more. We obtained two backbone angle fluctuation features, dphi (ΔΦ) and dpsi
(ΔΨ) from DAVAR [234] program.
Moreover, intrinsically disordered region (IDR) in protein exhibit flexibility due to lack of fixed or
ordered 3D structure. Previous studies have demonstrated that IDR contains PTM sites, sorting signals, and
play an important role in regulating protein structures and functions [235-237]. In this study, we encoded
each amino acid in a protein with a disorder probability (DP) obtained from a disorder predictor, called
DisPredict2, which can accurately predict the disordered regions in the protein.
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5.3.3.6 Energy Information
Iqbal and Hoque [224] proposed a novel approach to estimate position-specific estimated energy (PSEE)
of amino acid residue from sequence information alone using contact energy and predicted relative solvent
accessibility (RSA). They demonstrated that the PSEE is useful in identifying the structured as well as
unstructured or, intrinsically disordered region of a protein. Furthermore, PSEE can also be used to detect
the existence of functional binding regions of a protein. Due to its experimentally proven potential in
solving several biological problems, we used the PSEE score per amino acid as a feature in our study.

5.3.3.7 Distance Information
Through an optimal feature selection using the mRMR technique, Niu et al. [195] demonstrated that the
sequence distance (SD) between the paired cysteine sites plays a significant role in intra-chain disulfide
bond prediction. Thus, we use sequence distance between paired cysteines as one of the features in our
study.

5.3.4 Feature Window Selection
Here, we applied a widely used feature windowing technique to include the neighboring residue features
with the features of the cysteine site to train the predictor. This technique is fairly popular in proteomics
studies and has been applied to solve various proteomics problems [47, 223, 230, 233, 234, 238]. We
examined a suitable size of the sliding window that determines the number of residues around a target
cysteine residue, which can mediate the interactions between the pairing cysteines. We designed several
models with different window sizes (ws) (1, 3, 5, and so on). The ws of 1 indicates no features from
neighboring amino acids will be included with the features of the cysteine site. Whereas, the ws of 3
indicates that the features of one amino acid before and after the cysteine site will be included with the
features of the cysteine site to train the predictor.

5.3.5 The Feature Space
A slightly different set of features were used for individual cysteine bonding state prediction and disulfide
bond prediction. Further, the difference in the number of features comes from the windowing of the features.
The features space for individual cysteine bonding state prediction and disulfide bond prediction are
discussed in detail below.

5.3.5.1 For Cysteine Bonding State Prediction
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Features including 1 terminal indicator, 20 PSSM scores, 1 MG score, 20 BG score, 6 SS probabilities, 1
ASA, 1 ΔΦ, 1 ΔΨ, 1 disorder probability, 1 PSEE score, totally 53 features were used for cysteine site.
Additionally, for each of the neighboring residues, 1 terminal indicator, 20 PSSM scores, 1 MG score, 20
BG score, 6 SS probabilities, 1 ASA, 1 ΔΦ, 1 ΔΨ, 1 disorder probability, 1 PSEE score, 1 amino acid type,
5 physiochemical properties, totally 59 features were used. Thus, for ws of 1, the cysteine residue is
represented by 53 features whereas, for ws of 3, the cysteine residue is represented by 2 × 59 + 53 = 171
features and so on.

5.3.5.2 For Disulfide Bonds Prediction
The absolute values of the sum and difference of the features including 1 terminal indicator, 20 PSSM
scores, 1 MG score, 20 BG score, 6 SS probabilities, 1 ASA, 1 ΔΦ, 1 ΔΨ, 1 disorder probability between
each pair of cysteine sites, resulting in total of 2 × 53 = 106 features were calculated. Moreover, for each
of the neighboring residues around the cysteine sites, the absolute value of sum and difference of the
features including 1 terminal indicator, 20 PSSM scores, 1 MG score, 20 BG score, 6 SS probabilities, 1
ASA, 1 ΔΦ, 1 ΔΨ, 1 disorder probability, 1 PSEE score, 5 physiochemical properties, resulting in total of
2 × 58 = 116 features were obtained. Further, the absolute values of the sum and difference of the individual
cysteine bonding probabilities were obtained, which give us 2 features. Finally, the sequence distance
between the paired cysteine sites was included as a feature. Thus, for ws of 1, the feature vector contains
(106 + 2 + 1 = 109) features. For, ws > 1 the amino acid type of the neighboring amino acids to both the
cysteines of the cysteine pair is used as features directly. Thus, for ws of 3, the feature vector contains (116
× 2 + 106 + 2 + 1 + 2 = 343) features and so on.

5.3.6 Performance Evaluation Criteria
To evaluate the performance of our predictor, diSBPred, we adopted 10-fold cross-validation (CV)
approach. In a 10-fold CV, the dataset is segmented into 10 equal-size parts. While a fold is set aside for
testing, the rest of the folds are used to train the predictor. This process is repeated until each of the fold is
tested once and subsequently, the test accuracies of each fold are combined to find the average [239]. We
used various performance evaluation metrics listed in Table 15 to assess our predictor. Moreover, we used
a jackknife validation approach to compare our predictor with the existing method. In jackknife validation,
every sample is tested by the predictor trained with the remaining of the samples in the dataset.
Table 15. Name and description of the evaluation metric.
Name of Metric

Definition

True Positive (TP)

Correctly predicted positive samples
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True Negative (TN)

Correctly predicted negative samples

False Positive (FP)

Incorrectly predicted positive samples

False Negative (FN)

Incorrectly predicted negative samples

Recall/Sensitivity (SN)/True Positive Rate (TPR)

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

Specificity (SP)/True Negative Rate (TNR)

𝑇𝑁
𝑇𝑁 + 𝐹𝑃

Fall-out Rate/False Positive Rate (FPR)

𝐹𝑃
𝐹𝑃 + 𝑇𝑁

Miss Rate/False Negative Rate (FNR)

𝐹𝑁
𝐹𝑁 + 𝑇𝑃
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁

Accuracy (ACC)

1
𝑇𝑃
𝑇𝑁
(
+
)
2 𝑇𝑃 + 𝐹𝑁 𝑇𝑁 + 𝐹𝑃

Balanced Accuracy (BACC)

𝑇𝑃
𝑇𝑃 + 𝐹𝑃

Precision (PR)

2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

F-measure (Harmonic mean of precision and
recall)
Mathews Correlation Coefficient (MCC)

(𝑇𝑃 ∗ 𝑇𝑁) − (𝐹𝑃 ∗ 𝐹𝑁)
√(𝑇𝑃 + 𝐹𝑁) ∗ (𝑇𝑃 + 𝐹𝑃) ∗ (𝑇𝑁 + 𝐹𝑃) ∗ (𝑇𝑁 + 𝐹𝑁)

5.4 diSBPred: Disulfide Bonds Predictor
In this section, we describe the design and development of the proposed diSBPred disulfide bonds predictor.

5.4.1 Support Vector Machine (SVM) Model Design and Parameterization
To design a machine learning model for disulfide bond prediction, we apply the SVM classifier with radial
basis function (RBF) kernel. The SVM classifier operates by maximizing the class-separating hyperplane
or the margin between the two classes and penalizes the instances on the wrong side of the decision
boundary. Because SVM simultaneously minimizes the empirical classification error (training error) and
generalization error (test error) by maximizing the geometric margin of the separating hyperplane, it is
regarded as an effective technique in hard classification problems, especially in bioinformatics and
computational biology area.
It is to note that SVM is superior to traditional statistical and neural network classifiers for binary
classification problems. Nevertheless, it is crucial to identify the proper combination of SVM parameters
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(C and γ, as we use the RBF kernel) in order to achieve good classification performance. To optimize the
RBF kernel parameter γ and the cost parameter, C to achieve highest 10-fold CV accuracy, we used a grid
search [240] technique. For the optimal values of these parameters for all our experiments, refer to the
Results section.

5.4.2 Disulfide Connectivity Prediction
In this study, we utilize the disulfide bonding probability of a cysteine-cysteine pair predicted using SVM
to identify disulfide connectivity pattern. For instance, given a protein sequence first, all possible cysteine
pairs are identified and only the pair whose cysteine pair sequence distance is less than 100 residues are
kept. Next, for each cysteine pair (test sample) disulfide bonding feature space is extracted. Then, these
cysteine pairs (test samples) are passed as test cases to the SVM based disulfide bond prediction model to
obtain the prediction label (1/0 – 1 for bonding and 0 for non-bonding) and prediction probabilities
(probability of bonding or non-bonding). Finally, the decisions regarding best connectivity patterns are
made by summing the probabilities of all the possible disulfide connectivity patterns and ranking them
according to their respective scores. Here, all the possible disulfide connectivity patterns are obtained using
Depth First Search [241] technique. The disulfide connectivity pattern that has the highest probability score
is predicted as the final result. Fig 26 shows the complete overview of diSBPred prediction framework.
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Fig 26. Overview of diSBPred prediction framework. The features are shown in their abbreviated form. For details
please refer to Section 5.3.3.
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5.4.3 Implementation and Availability
We implemented our software using Java, Python, and Linux Script. The software is developed and tested
on Linux platform. It is dependent on three external packages, DisPredict224, PSI-BLAST25, and NR
database26, which is publicly available. This software will soon be available online with a user manual
through the link27.

5.5 Evaluation of diSBPred
In this section, we first compare the performance of two different models created using existing NNA [195]
based method utilizing the features reported in the same work and the features used in this study. Then, we
present the performance of individual cysteine bonding state prediction. Subsequently, we report the
performance of disulfide bonds prediction on the Imb_DBD dataset while, the predictions from individual
cysteine bonding state are excluded and included as a feature, respectively. Finally, we demonstrate the
comparison of our predictor with the existing NNA based predictor.

5.5.1 Features Importance
To identify the relevance of the features used in our work, we implemented the NNA [195] based algorithm
locally. We took 2276 proteins that we obtained after the filtration steps mentioned under Dataset section
and further performed BLASTCLUST to remove the homologous sequences that have ≥ 25% sequence
identity. This filtration yielded 1217 non-homologous protein sequences. Then, we took all the cysteine
pairs corresponding to these 1217 proteins from the original dataset collected from Niu’s work. These 1217
proteins consist of 18882 cysteine pairs, of which 3513 were labeled as disulfide bonding (positive
samples), and the remaining 15369 were labeled as non-disulfide bonding (negative samples). Niu et al.
considered a segment of 9 residues (including cysteine itself in the center, 4 residues upstream and 4
residues downstream) as the mini-environment of each cysteine. As in Niu’s work, for the 4 residues
upstream and 4 residues downstream, we extracted the absolute values of the sum and difference of the 20
PSSM score, 5 physicochemical properties, and 1 disorder score. Likewise, for the cysteine sites, the
absolute values of the sum and difference of the 20 PSSM score and 1 disorder score were extracted.
Additionally, the sequence distance between the paired cysteine sites was also included as a feature. We
refer to these features as feature set one (fs1). Subsequently, the fs1 was used to construct a model based

24

DisPredict2 link: http://cs.uno.edu/~tamjid/Software/PSEE/PSEE.zip
PSI-BLAST link: ftp://ftp.ncbi.nlm.nih.gov/blast/executables/blast+/LATEST/
26
NR database link: ftp://ftp.ncbi.nlm.nih.gov/blast/db/
27
diSBPred code and data link: http://cs.uno.edu/~tamjid/Software.html
25
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on NNA method. On the other hand, for the same dataset, we extracted all the features for disulfide bond
prediction used in this study for a window size of 9 (see discussion in Section 5.3.5.2). We refer to these
features as feature set two (fs2). Next, we used the fs2 to construct another NNA based model. The jackknife
validation accuracy of the two NNA based models (NNA-Model1 and NNA-Model2) constructed using the
feature sets fs1 and fs2, respectively, are shown in Table 16.
Table 16. Comparison of the two NNA based models constructed using the feature sets fs1 and fs2 through
jackknife validation.
Metric
NNA-Model1
NNA-Model2
SN (imp. %)
43.90 %
52.60 % (19.18%)
SP (imp. %)
87.62 %
88.63 % (1.53%)
BACC (imp. %)
65.76 %
70.62 % (7.39%)
ACC (imp. %)
79.49 %
81.93 % (3.07%)
Here, ‘imp.’ stands for improvement. The ‘imp. %’ represents an improvement in percentage achieved by NNA-Model2 over the
NNA-Model1.

The comparison in Table 16 shows that NNA-Model2 created using the fs2 (features proposed in this study)
provides a 3.07% improvement over NNA-Model1. This clearly indicates that the features used in this study
are useful for the prediction of disulfide bonds and results in better performance.

5.5.2 Cysteine Bonding State Prediction
The information directly related to the bonding and non-bonding state of the individual cysteine residues
might help improve the prediction accuracy of disulfide bond prediction. Considering the same, first, we
developed an SVM based predictor to predict the bonding state of the cysteine residues. Then, the prediction
probabilities of the bonding state of the cysteine residues were included in the feature set to improve the
performance of the disulfide bonds predictor. To identify the best window size of the features for which the
bonding state predictor yields the highest 10-fold CV accuracy on the DBD1866 dataset, several RBF
kernel-based SVM models with different window sizes were created. Construction of the RBF kernel-based
SVM models also involved optimization of the C and γ parameters. The performance comparison of the
models built using different sliding window sizes is shown in Fig 27.
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Fig 27. Performance comparison of the RBF kernel SVM models trained using feature vectors that were
created by applying a sliding window of different sizes. The accuracy of the models for various window sizes are
reported. The best window size selected and the corresponding best accuracy are shown by a rectangular callout.

The results in Fig 27 show that the accuracy of the cysteine bonding state predictor improves with the
increase of window size, which highlights that the inclusion of neighboring residue information guides the
predictor to learn about a target residue. It is also evident from the figure that the accuracy significantly
increases from window size 1 to 37 and consequently gets saturated. Since the accuracy of the models with
higher window sizes (ws > 37) differ after second or third decimal places, the window size 37 is taken as
the best window size for cysteine bonding state prediction.
Moreover, Table 17 shows the values obtained for additional performance measures while performing
the 10-fold CV of the model trained with the best window size of 37. This model achieves sensitivity,
specificity, precision, f-measure, MCC, BACC and ACC of 92.13%, 59.79%, 84.04%, 0.884, 0.579, 76.46,
and 82.95%, respectively. The sensitivity of the model is significantly high because the number of positive
samples (counts 16104) in the DBD1866 dataset is 2.274 times higher than the number of negative samples
(counts 7083).
Table 17. Performance of cysteine bonding state prediction model, trained with the best window size.
Metric
Model Trained with the Best Window Size
SN (%)
93.13
SP (%)
59.79
FPR
0.402
FNR
0.069
PR (%)
84.04
F-measure
0.884
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MCC
BACC (%)
ACC (%)

0.579
76.46
82.95

5.5.3 Disulfide Bonds Prediction
To identify the importance of cysteine bonding state prediction for disulfide bond prediction, we carried
separate experiments of disulfide bond prediction by excluding and including individual cysteine bonding
state probabilities in feature space. The results of these experiments are discussed below.
5.5.3.1 Disulfide Bonds Prediction Excluding Cysteine Bonding State Predictions as Features
In this experiment, we utilized a feature set that excludes output probabilities of the cysteine bonding state
prediction. For the prediction of disulfide bonds, we constructed RBF kernel-based SVM models whose
parameters C and γ were optimized using a grid search technique through a 10-fold CV approach. To
identify the best window size for which the disulfide bonds prediction model yields the highest 10-fold CV
accuracy on the Imb_DBD dataset, several SVM models with RBF kernel for different window sizes were
created. Finally, the RBF kernel-based SVM model that corresponds to the best window size for the
Imb_DBD dataset was identified. Fig 28 shows the performance comparison of the SVM models created
using different window sizes for Imb_DBD dataset.

Window Size Selection for Disulfide Bond Prediction using Imb_DBD
Dataset Excluding Cysteine Bonding State Prediction Feature
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Fig 28. Performance comparison of the RBF kernel based SVM models trained using feature vector that was
created by applying a sliding window of different sizes on a feature vector that excludes individual cysteine
bonding probabilities. The 10-fold CV accuracy of the models on the Imb_DBD dataset for various window sizes
are reported. The best window size and the corresponding best accuracy are shown by the rectangular callout.

Fig 28 illustrates that the RBF kernel SVM model evaluated on window size 9 provides the highest accuracy
of 89.37%. Initially, the performance line indicates increasing performance with the increasing size of the
window, up to the window size 5. The performance of the model, with the window size 7, decreases slightly
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compared to the model with the window size 5. However, the next model with window size 9 achieves the
highest performance. Moreover, the models with window size larger than 9 show decreasing performance.
Thus, we select the SVM model evaluated on the Imb_DBD dataset with the window size 9 that excludes
individual cysteine bonding probabilities, as the final model, for disulfide bonds prediction.
5.5.3.2 Disulfide Bonds Prediction Including Cysteine Bonding State Predictions as Features
Here, we utilized a feature set which includes the probabilities of the individual cysteine bonding state
prediction as a feature. For the prediction of disulfide bonds, we constructed RBF kernel SVM models
whose parameters C and γ were optimized using a grid search technique through 10-fold CV approach. To
identify the best disulfide bond prediction model, we constructed several SVM models with RBF kernel
having different window sizes, and evaluated them using the Imb_DBD dataset. Finally, the SVM model
with RBF kernel that corresponds to the best window size assessed based on the Imb_DBD dataset was
identified. Fig 29 exhibits the performance comparison of the SVM models created using different window
sizes based on the Imb_DBD dataset.
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Fig 29. Performance comparison of the SVM models. The models were created using different sliding window
sizes of features, including the individual cysteine bonding probabilities. The 10-fold CV accuracy of the models
on the Imb_DBD dataset for various window sizes are reported. The best window size and the corresponding best
accuracy are shown using the rectangular callout.

Fig 29 illustrates that the SVM model, with the RBF kernel based on window size 9, which includes
individual cysteine bonding state probabilities as a feature, provides the highest accuracy. This highest
accuracy is 89.89%, which is 0.58% greater than the best model (window size 9) obtained without having
the individual cysteine bonding state probabilities as a feature. Similar to the trend line seen before in
Section 5.5.3.1, here, the trend line for disulfide bond prediction shows that the performance of the models
increases with the increasing size of the window up to the window size 5. The performance of the model
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with the window size 7, decreases slightly compared to the model with the window size 5. However, the
next model with the window size 9 achieves the highest performance. Moreover, the models with window
size larger than 9 show decreasing performances. Therefore, we select the SVM model with the window
size 9 as the final model that is assessed based on the Imb_DBD dataset, which includes the individual
cysteine bonding probabilities.
5.5.3.3 Comparison between Best Models for Disulfide Bond Prediction
In Table 18, we present the comparison between the best SVM models obtained from the best feature
window sizes for two different cases, one when individual cysteine prediction probability is excluded from
the feature space and the other when individual cysteine prediction probability is included in the feature
space.
Table 18. Performance comparison between the best SVM models for disulfide bonds prediction obtained using
the Imb_DBD dataset.
Metric
SVM-M1a
SVM-M2b
SN (%)
49.84
53.46 (7.26%)
SP (%)
97.27
97.18 (-0.09%)
FPR
0.027
0.028 (3.70%)
FNR
0.502
0.465 (-7.37%)
PR (%)
78.51
79.13 (0.79%)
F-measure
0.609
0.638 (4.76%)
MCC
0.571
0.597 (4.55%)
BACC (%)
73.55
75.32 (2.41%)
ACC (%)
89.37
89.89 (0.58%)
a

Represents the best SVM model obtained using the Imb_DBD dataset with features, which exclude individual cysteine bonding
state predictions.
b Represents the best SVM model obtained using Imb_DBD dataset with features, which include individual cysteine bonding state
predictions.

The results in Table 18 indicate that the SVM-M2 with window size 9 based on the Imb_DBD dataset,
whose feature set includes individual cysteine bonding state probabilities, provides a 0.58% improvement
in ACC over the SVM-M1. The SVM-M1 is created using a similar approach as the SVM-M2, but SVMM1 lacks the individual cysteine bonding state probabilities. Further, we see that for SVM-M2, the SP
reduces by 0.09% and the FPR increases by 3.70% for the corresponding measures of SVM-M1. However,
based on SN, PR, F-measure, MCC, and BACC SVM-M2 provides 7.26%, 0.79%, 4.76%, 4.55%, and
2.41% improvement over SVM-M1, respectively. Besides, the FNR of SVM-M2 is reduced by 7.37%
compared to that of SVM-M1. These results indicate that SVM-M2 predicts a higher number of disulfide
bondings (or positive samples) and non-bondings (or negative samples) correctly. Therefore, SVM-M2 is
taken as the final predictor in diSBPred.
5.5.3.4 Performance Comparison with Existing Approach
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Here we compare the performance of the proposed method diSBPred with an existing NNA [195] method
proposed by Niu et al. For the shake of appropriate comparison, we implemented the NNA approach locally
by removing the inconsistencies in the dataset proposed by Niu et al. For the details of the discrepancies,
refer to the Dataset section. The performance comparison of the proposed predictor diSBPred with the
existing NNA method is presented in Table 19.
Table 19. Comparison of the proposed method diSBPred with the existing NNA method.
Metric
NNA
diSBPred
SN (imp. %)

43.90 %

53.46 % (21.78%)

SP (imp. %)

87.62 %

97.18 % (10.91%)

BACC (imp. %)

65.76 %

75.32 % (16.06%)

ACC (imp. %)

79.49 %

89.89 % (13.08%)

Here, ‘imp.’ stands for improvement. The ‘imp. %’ represents an improvement in percentage achieved by diSBPred over the NNA.

From Table 19, it is evident that diSBPred achieves an improvement of 21.78%, 10.91%, 16.06%, and
13.08% based on SN, SP, BACC, and ACC over the NNA method, respectively. Therefore, the proposed
approach is capable of predicting more number of disulfide bonding and non-bonding pairs correctly
compared to the existing state-of-the-art method. These results allow us to conclude that our proposed
method, the diSBPred, significantly outperforms the current state-of-the-art method. Additionally, these
outcomes help us summarize that the proposed approach can be effectively applied to annotate disulfide
bonding residues of the sequence whose structure is unknown. Moreover, the prediction from diSBPred can
be used in the three-dimensional structure prediction of proteins to reduce the conformational search space
significantly. The reduction can be achieved by imposing the geometrical constraints on the degree of
freedom of the backbone of the protein. Further, the predicted bonding information can be incorporated in
the applied energy function to rank the structure high that matches the predicted disulfide bonding
orientation.

5.5.4 Disulfide Connectivity Prediction
Here, we present the results of disulfide connectivity pattern prediction of 20 proteins present in DP20
dataset. The 20 of the proteins in DP20 are collected from SL477 dataset. Two major criteria to include
these proteins in DP20 dataset are: i) the proteins should have either a full or partial NMR structure in PDB;
and ii) the proteins should contain at least a single disulfide bond verified from both PDB and UniProt
databases. First, all the cysteines in a protein sequence are predicted as either bonding or non-bonding and
their corresponding bonding and non-bonding prediction probabilities also extracted. The individual
cysteine bonding state prediction probabilities are next utilized for disulfide bond prediction. For disulfide
bonds prediction, for each protein in DP20 dataset, we collected cysteine pairs whose sequence distance is
less than 100 residues. As a next step, for all the valid cysteine pairs, we extract disulfide bonding features.
114

Then, we pass these cysteine pairs to the SVM based disulfide bonds prediction model to obtain prediction
probabilities. Finally, we sum the probabilities of tall possible disulfide connectivity pattern and rank them
according to their respective scores. The connectivity pattern that has the highest probability score is
predicted as the final result. Table 20 lists the DisProt ids of 20 proteins and their corresponding disulfide
connectivity patterns predicted by diSBPred.
Table 20. Disulfide connectivity pattern prediction of 20 disordered proteins containing disulfide bonds using
diSBPred.
DisProt Id Protein Length
Predicted Connectivity Pattern
DP00007

318

C65-C99

DP00034

424

C25-C54, C64-C71, C206-C219, C372-C389

DP00118

449

C35-C56

DP00137

65

C6-C14, C16-C28, C22-C39

DP00187

254

C179-C217

DP00191

810

C124-C164, C152-C206, C234-C245, C296-C347, C324-C335, C481-C531,
C502-C543, C585-C607, C623-C699, C685-C784, C729-C745, C756-C766

DP00193

178

C3-C12, C82-C122, C135-C176

DP00206

157

C64-C100, C136-C149

DP00209

38

C5-C17, C12-C35, C27-C34

DP00211

240

C29-C57, C32-C63, C40-C44, C71-C163, C78-C84, C104-C190, C201-C234,
C212-C214

DP00257

196

C18-C93

DP00274

1487

*

DP00304

481

C60-C77, C297-C311

DP00418

1218

*

DP00463

991

C156-C245

DP00534

131

C25-C84, C75-C126

DP00543

63

C23-C26, C24-C55, C36-C45

DP00580

50

C8-C26, C12-C16, C30-C34

DP00582

54

C4-C37, C16-C49, C22-C47, C26-C52

DP00912

142

C4-C55, C53-C97, C64-C74

Here, ‘C’X-‘C’Y refers to a disulfide bond between cysteine of residue index X and another cysteine of residue index Y. The
symbol ‘-’ indicates the disulfide bond. Symbol ‘*’ indicates that none of the cysteines were predicted as disulfide bonding and
therefore the connectivity pattern prediction does not exist.
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5.6 Summary and Conclusions
In this chapter, we proposed a sequence-based predictor of disulfide bonds using Support Vector Machines
(SVM) with Radial Basis Function (RBF) kernel. To train and validate the proposed approach, we collected
a dataset of protein sequences, whose corresponding high-resolution structures are experimentally
validated, and each structure has at least a single disulfide bond. In addition, we collected a set of disordered
proteins containing disulfide bonds as well as experimentally solved structure (either complete or partial
structure) to predict their connectivity pattern and utilize the resulting predictions for their structure
prediction later. For the accurate prediction of disulfide bonds, the computation is carried out in three stages:
first, individual cysteines are predicted as either bonding or non-bonding; second, the cysteine-pairs are
predicted as either bonding or non-bonding by incorporating the individual cysteine bonding prediction as
a feature in the second tire; and third, the disulfide connectivity pattern is predicted.
For the individual cysteine bonding state prediction, the dataset containing all the bonding and nonbonding cysteines is used. Furthermore, for the prediction of disulfide bonds, we constructed a benchmark
dataset containing bonding and non-bonding pairs in the ratio of 1:5. We used amino acid residue
information, physiochemical information, conservation information, structural information, flexibility
information, and energy information for individual cysteine bonding state prediction. Moreover, the
distance between each pair of cysteines is also used for disulfide bonds prediction. The proposed approach
achieved a prediction accuracy of 82.95% for individual cysteine bonding state prediction using 2177
features, and 89.89% for disulfide bond prediction using 1038 features. Also, the comparison of the
proposed approach with the existing NNA based approach shows that the proposed predictor achieves an
improvement of 13.08% based on ACC (prediction accuracy). These results confirm the robustness of the
proposed approach. Moreover, comparative results highlight that the proposed approach significantly
outperforms the existing method. In this work, we also show that the output probabilities form cysteine pair
prediction can be utilized to obtain disulfide connectivity pattern. Therefore, our approach can be used to
effectively annotate disulfide bonding residue of the protein sequence whose structure is unknown. Besides,
the predictor can be useful in reducing the conformational search in the prediction of the three-dimensional
structure of the protein by imposing geometrical constraints on the protein-backbone. In addition to
reducing conformational search space, during protein structure prediction, the output from disulfide
connectivity pattern can be incorporated into the energy function to generate a new score that favors the
close orientation of cysteine residues which involve in disulfide bonding.
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Chapter 6

Ab Initio Conformational Ensemble Generator
−− Energy Function and Conformational Ensemble Generator for Flexible Proteins

Apart from structured proteins, there exist numerous unstructured or semi-structured proteins, which lack
single, stable 3D shapes in an isolated state and under physiological conditions in vitro [32-34]. These
proteins or partial regions of proteins are called intrinsically disordered proteins (IDPs) or disordered
regions in proteins (IDRs), also known as natively unstructured, or flexible proteins (FPs). IDPs have been
recently recognized as a key player in the functional proteomics. While the molecular recognition functions
(MoRF) regions of IDPs are responsible for carrying out various important biological functions such as cell
division, signaling, recognition and regulation [242], the structural heterogeneity of IDPs are highly linked
to the amyloid aggregation that is involved in critical human diseases such as cancers, Parkinson’s disease,
Alzheimer’s disease, type II diabetes and others [243]. The flexible backbone atom coordinates in FPs is
largely due to variable physiological conditions. Therefore these proteins may have multiple conformations
that are separated by low energy barriers. To rank and discriminate the low energy conformation from the
ensemble of conformations an energy function applicable to the flexible proteins is desirable. The energy
function for flexible proteins can further be incorporated to ab initio conformational ensemble prediction
to rank the nearly infinite number of conformations generated during the search process. Further, to achieve
a comprehensive understanding of the behavior of FPs, prediction of single structural conformation is often
insufficient. Therefore, we might need an ensemble of predicted structures to gain valuable insight
regarding the function of FPs. Towards this goal, it is important to develop an ab initio conformational
ensemble generator (aiCEG).
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In this chapter, we first introduce our proposed energy function for flexible proteins, called flexEgy
that scores ensemble of conformations generated by ab initio conformational ensemble generator and helps
guide the conformational search process towards selecting low energy conformation. For effective scoring,
flexEgy utilizes the knowledge obtained from multiple models of NMR structures and three-dimensional
ideal-gas reference state formulated from three distinct hydrophobic-hydrophilic interactions of amino
acids. The three distinct interactions, including hydrophobic-hydrophilic, hydrophobic-hydrophobic, and
hydrophilic-hydrophilic, are controlled using a three-dimensional optimization parameter, called alpha.
Further, to control the contribution of each of the interaction group toward final energy score calculation,
we use a three-dimensional variable, called beta. The values of alpha and beta variables are optimized using
GA. Next, we introduce our proposed ab initio conformational ensemble generator that generates an
ensemble of possible conformations for FPs from a sequence. The design of aiCEG features an appropriate
combination of and coordination between an energy function for FPs and a sampling algorithm. We utilized
memory assisted GA for an effective sampling of the energy hypersurface of the FPs by employing two
novel conformational change operators i) angular rotation, and ii) segment translation, associated with
mutation and crossover operations. The conformations generated by GA sampling are scored using flexEgy,
and the best conformations are passed on to the next generation of GA simulation following the paradigm
of survival of the fittest. In this chapter, the aiCEG is applied to flexible proteins containing disulfide bonds.
Towards this goal, flexEgy is configured to combine the disulfide connectivity pattern in the form of energy
with the flexEgy energy function to generate a new score that favors the close orientation of cysteine
residues which involve in disulfide bonding. The evaluation of both flexEgy and aiCEG indicate that these
tools can be effectively used to gain valuable insight into structure-to-function correlations of FPs.
To optimize and independently test the flexEgy, the optimization and independent test decoy sets are
generated using single point angular mutation of torsion angle guided by Ramachandran distribution. The
optimization dataset is used to optimize the reference state parameters alpha and contribution parameters
beta. Then, the performance of flexEgy is tested on the independent test dataset. The test on independent
test dataset indicates that flexEgy provides outstanding performance in selecting native fold out of decoys.
Further, our aiCEG is tested on a set of flexible proteins containing disulfide bonds by aligning the predicted
models on the native conformations as well as by computing the TM-score between native and predicted
models. The results show that aiCEG can predict high-resolution models for FPs, which will advance the
study of FPs and their functions. The rest of the chapter is organized as follows:
•

To begin with, we present the background information about intrinsically disordered proteins and their
functions, and motivation behind developing energy function and conformational ensemble generator
for disordered proteins in Section 6.1.
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•

Next, we review existing approaches for conformational ensemble generation of flexible proteins in
Section 6.2.

•

In Section 6.3, we describe the experimental materials, such as data sources, data collection and mining
processes, decoy dataset generation process, and the criteria to evaluate and compare the proposed
tools.

•

Section 6.4 describes the proposed three-dimensional ideal-gas reference state-based energy function
for flexible proteins, called flexEgy.

•

We present the outcomes of flexEgy on decoy datasets in Section 6.5.

•

Section 6.6 describes the proposed ab initio conformational ensemble generator for flexible proteins.

•

In Section 6.7, we present the outcomes of aiCEG on disordered proteins dataset.

•

Finally, we conclude in Section 6.8.

6.1 Background and Motivations
Proteins are most versatile macromolecules in living systems composed of one or more polypeptide chains,
each containing hundreds or even thousands of the amino acids of 20 categories. They are an important part
of every living system and are responsible for almost all biological functions. Abnormalities in protein’s
function can cause different pathological conditions. Therefore, the study of protein’s function and the
factors that affect them is of the highest importance to the proteomics research and study. The classical and
widely popular sequence-to-structure-to-function paradigm states that the amino acid sequence of a protein
determines a unique spatial structure, which represents a kinetically accessible and an energetically
favorable state (local or, global minimum energy conformation of the protein). This conformation of the
protein is usually referred to as the native conformation and is responsible for performing important
biological functions [244]. Almost all the existing research support this view since Emil Fischer proposed
the lock-and-key hypothesis after performing the experimentation with enzyme and glucoside [7, 245],
which essentially states that only a correctly shaped substrate (like a key) can fit into the key-hole (active
site) of a particular enzyme (lock) to exert a chemical effect on each other. Afterward, Hsien Wu proposed
the theory of protein denaturation [246, 247] which states that proteins can lose its ordered state (i.e.,
structure), and respectively lose its ability to carry out functions due to their exposure to different nonphysiological conditions, such as acid, urea or high temperature. In the 1950s, Linus Pauling hypothesized
the structural modeling of protein polypeptide chain [248, 249], followed by modeling of first crystal
structures of globular proteins (myoglobin) [250, 251] and an enzyme (lysozyme) [252]. Depending on
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these grounds, the 3D structure was considered to be an obligatory form for protein to function, until early
1990.
The classic work of Anfinsen in the 1950s on the enzyme ribonuclease revealed the relationship
between the amino acid sequence of a protein and its conformation. Through his experiments, Anfinsen
showed that the information needed for a protein to obtain its 3D structure is contained in its amino acid
sequence [9] and the kinetics behind the unfolding of proteins due to environmental perturbation and
refolding after the restoration of physiological state [253, 254]. Numerous proteins unfold in different nonphysiochemical circumstances, such as extreme pH [255] whereas, some proteins do not unfold in extreme
conditions [256]. The driving force for the first phenomenon to occur is found to be charge-charge
repulsion, whereas, strong hydrophobic interactions over charge repulsion is the cause for later phenomenon
[8]. Unlike these proteins, IDPs do not adopt ordered structure under physiological condition (neutral pH)
or in the absence of a binding partner [8, 33, 34, 257, 258].
In past disordered proteins have been called using different names, such as floppy, flexible, mobile,
partially folded, dancing proteins, protein waiting for partners [259], unfolded, unstructured, disordered,
denatured, etc. [260]. These proteins do not adopt a well-defined structure in the normal physiological state,
and therefore called “intrinsically” disordered proteins or IDPs [261] in recent years. Before discussing the
details of the energy function and conformational ensemble generator for flexible proteins, we describe the
basic characteristics of the IDPs, their abundance and functions and the role of the energy function and ab
initio conformational ensemble generator methods in the study of disordered proteins.

6.1.1 Intrinsically Disordered Proteins
Intrinsically disordered proteins are different from structured proteins in many ways and tend to have
distinct properties in terms of function, structure, sequence, interactions, evolution, and regulation [262].
IDPs contains intrinsically disordered regions (IDRs) which exist as dynamic ensembles in which the
coordinates of the atoms and the backbone torsion angles vary largely over time. The coordinates of the
atoms in ordered regions can fluctuate due to the random thermal change or conformational change of the
local sequence neighborhood. However, the atom positions and dihedral angles of the disordered residues
cannot be characterized by an equilibrium state around which the residues stay most of the time, and rather
the IDRs undergo heterogeneous conformational changes that are random.
The residues in IDRs possess several properties in terms of structural conformation and sequence
composition [33, 258, 263, 264]. One of the pioneering work by Uversky et al. [8] shows that the
combination of low mean hydrophobicity and relatively large net charge is an important prerequisite for
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the absence of regular structure in proteins. In subsequent studies, this was further verified using chargehydropathy (CH) plot [34, 258], which shows that a linear boundary line can separate ordered and
disordered proteins based on their mean net charge and mean hydrophobicity. Further, it was also found
that IDPs or IDRs have different amino acid compositions. Specifically, IDPs or IDRs contains rich
composition of Ala, Arg (R), Gly (G), Gln (Q), Ser (S), Glu (E), Lys (K) and Pro (P), called as disorderpromoting residues and lack Trp, (W) Tyr (Y), Phe (F), Ile (I), Leu (L), Val (V), Cys (C), and Asn (N),
called order-promoting residues. Some general sequence and structure-based properties of IDPs and IDRs
are listed as follows.
•

•

Sequence-based properties of IDPs/IDRs
▪

Contains charged amino acid residues (especially negative)

▪

Possess low content of hydrophobic amino acids residues

▪

Have low sequence complexity (use of reduced alphabet out of 20 amino acid)

Structure-based properties of IDPs/IDRs
▪

Have low compactness

▪

Absence of globularity

▪

Possess low content of the secondary structure

▪

Contains a high amount of flexibility (no specific equilibrium state of the backbone atoms)

The discovery of IDPs has challenged the classical paradigm of protein structure that protein function
depends on a fixed three-dimensional structure [243, 263-265]. Flexible proteins, having no rigid structure
and can show larger plasticity, can interact with different targets, such as ligands, small molecules,
substrates, cofactors, other proteins, peptides, membranes, etc. and participate in most of the key biological
and disease-associated processes [32, 264, 266]. Additionally, some disordered regions are not known to
bind to any partner, and rather they still carry out important functions such as providing flexible linkers
between structured domains or providing flexible tails that regulate the structured domains [257, 264].

6.1.2 The abundance of Protein Disorder
Disordered proteins are abundant in nature. As reported, about 70% of the structures released by PDB
contains some disordered residues [267]. Moreover, it has been found that a significant portion of some
genomes such as Eukaryota encodes the proteins with disordered regions [268]. Likewise, about one-third
of all the proteins in humans are intrinsically disordered, of which, approximately 50% of the proteins are
more than 30 residues long, and about 25% are fully disordered [269]. Further, about 33% of eukaryotic
proteins are found to have IDRs, having a length greater than 30 residues, and about 19.6% of them have
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IDRs with greater than 50 residues long. In bacteria, about 4.2% and 1.6% of proteins have IDRs having a
length greater than 30 and 50 residues, respectively [270-272]. Additionally, about 6.8% of the archaea
proteins have disordered residues [273].

6.1.3 Protein Flexibility and Functions
Flexible proteins adopt many different structures, also referred to as conformational ensemble [274, 275]
in vivo according to the cell’s conditions. They perform various important biological functions by exhibiting
a multitude of structural conformations and dynamics, such as cell cycle control and cell signaling,
transcriptional and translational regulation, membrane fusion, control pathways and chromatin remodeling
functions [32, 276-279]. IDPs are more abundant in the eukaryotic genome compared to bacteria and
archaea, as signaling and regulation in nucleated cells [276, 280-282] is more common as well as are
associated with human disease.
Protein flexibility provides protein a number of capabilities [258, 283-285] which are crucial for
molecular recognition, such as (i) “binding diversity”, by which a region can fold uniquely so that it can be
recognized by different shaped partners, (ii) “binding commonality”, by which a sequence can fold
uniquely, but is recognized by a common surface of a partner; (iii) formation of large interaction surfaces;
(iv) faster rates of association and disassociation; (v) reduced life-time in vivo and rapid turnover of
regulatory molecules and so on. Apart from molecular recognition, IDPs/IDRs participate in the molecular
assembly and protein modification [277, 286] through protein-protein, protein-DNA/RNA and proteinligand interactions [287-291].
As IDRs are rich in binding sites, they play an important role in alternative splicing [292] and for
enzyme-driven posttranslational modifications (PTM) such as phosphorylation, methylation, or acetylation
[290]. Flexible proteins are also found to be associated with several critical human diseases [293-296] such
as cancer, amyloidoses, cardiovascular diseases, neurodegenerative disorders (i.e. Alzheimer’s diseases,
Nieman-Pick disease type C, Down’s syndrome, Parkinson’s disease, Hallervorden-Spatz disease), genetic
diseases, prion diseases, accelerated fibrillation, and protein deposition diseases and their study is useful in
drug discovery and development [242, 293, 297-299]. Several studies confirm that structural flexibility is
linked to other important diseases such as p53, T protein, and cystic fibrosis transmembrane conductance
regulator [293]. To understand the function of flexible proteins, it is important to know the possible
conformations that they can be found in. Thus, the generation of possible conformational ensembles of
flexible proteins for better understanding of their function is currently a hot area of research in protein
science.
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6.1.4 Role of Energy Function and Ab Initio Conformational Ensemble Generator
To study the correlation between structural conformation and function, we need to collect or generate the
structural ensembles [36-38]. There were initiatives to form a database of possible ensembles such as The
Ensemble Protein Database [300] and more aggressive pE-DB [36] based on NMR, SAXS, FRET datasets.
In literature, we have seen structural ensemble generators which uses several computational methods such
as CRYSOL [41], TRaDES [42], Flexible-Meccano (FM) [43], ensemble optimization method (EOM)
[301], ASTEROIDS [302], ENSEMBLE [37] and so on. These methods depend on experimental data such
as chemical shifts, J-couplings, residual dipolar couplings, etc. from NMR and SAXS, which are not easily
available. As of July 2017, with about 12 years of efforts, pE-DB [36] has only 60 ensembles, which is
insufficient for detailed study, nevertheless can be utilized fruitfully to train a computational method.
Furthermore, to the best of our knowledge, there exist no computational method which can generate
structural ensembles directly from the sequence. The above-mentioned limitations motivated us to build the
aiCEG using only sequence information to advance the study of FPs.
The aiCEG requires energy function to rank the protein conformations with the flexibility
(flexEnergy). There are several energy functions for structured proteins. However, none of these energy
functions take into account the information related to the flexible region. Thus, existing energy functions
are not directly applicable to rank multiple conformations of the flexible protein. Therefore, we are
motivated to develop the energy function which incorporates important features of flexible proteins and use
it to rank the protein conformations with flexibility produced by aiCEG conformational search. Design of
an accurate energy function for flexible proteins can help improve the accuracy of aiCEG, which ultimately
plays an important role in drug discovery and design.

6.1.5 Our Contributions
Besides the study of structured proteins, many works have been presented as evidence that several proteins
do not have a single, stable 3D structure. These FPs can dynamically evolve into several structural
ensembles of low free energy level [35]. Therefore, the functions of these proteins depend on the transition
from flexible to structured states. Many attempts have been made in the past to generate these
conformational ensembles using experimental methods which require experimental data. But, no such
method exists which could be used to generate the conformational ensembles from the sequence
information only. As FPs are aggregation-prone, which cause diseases, their study is crucial towards
interaction prediction and novel drug design. Thus, in this chapter, we are motivated to contribute to
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developing novel energy function and conformational ensemble generation methods applicable to flexible
proteins.
First, we develop an energy function, particularly for flexible proteins, called flexEgy that scores the
ensemble of conformations generated by aiCEG and helps guide the conformational search process towards
selecting low energy conformation. The flexEgy utilizes knowledge from multiple models of NMR
structures and three-dimensional ideal-gas reference state formulated from three distinct hydrophobichydrophilic interactions of amino acids.
Next, we develop ab initio conformational ensemble generator that generates multiple conformations
for FPs from a sequence. In this chapter, we combine the energy function developed for FPs and
conformational search strategy that we developed earlier for protein structure prediction to design aiCEG
for FPs. In our implementation, we apply aiCEG on the flexible proteins containing disulfide bonds. To
account for disulfide bonds, flexEgy is configured such that it combines hydrophobic-hydrophilic based
energy with the energy computed from disulfide connectivity pattern to generate a new score that favors
the close orientation of cysteine residues which involve in disulfide bonding during ab initio conformational
ensemble generation.

6.2 Review of Existing Conformational Ensemble Generator
To improve the experimental and computational methods to describe the structural and dynamic properties
of IDPs and explain how they perform their functions by their disordered states, is one of the most
challenging and potentially rewarding problems in the field of IDP [303]. The structural ensembles started
appearing in the literature ~15 years ago based on Nuclear Magnetic Resonance (NMR) and small-angle
X-ray scattering (SAXS) measurements [304, 305]. Conformational ensemble generation or ensemble
modeling has emerged as a promising technique for the detailed structural characterization of disordered
states [306-308]. Although the problem of ensemble modeling has been approached in different ways by
different research groups, the fundamental ideas used is the same: calculate a set of structures (i.e., an
ensemble models) which is consistent with a set of experimental measurements. Importantly, it is suggested
that no single structure within an ensemble model would be expected to fit all of the experimental
measurements. Rather, it is the collective properties of the ensemble model that needs to be considered.
Molecular dynamics simulation is one approach for ensemble modeling where, multiple simultaneous
trajectories to which restraints based upon experimental measurements are applied [304, 309-313]. Another
approach for ensemble modeling is based upon statistical coil models which have been shown to fit
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experimental measurements for some disordered proteins quite well [314, 315]. It has been observed that
by selecting structures from statistical coil models that agree with experimental measurements, ensemble
models that better describe disordered state structural properties can be generated [316-318]. Moreover,
some other studies have used approaches involving the generation of conformers and either applying
population weights to each structure [319] or selecting equally weighted conformers [320] to fit the
experimental restraints.
To generate ensembles, several computation based methods have been proposed such as CRYSOL
[41], TRaDES [42], Flexible-Meccano (FM) [43], ensemble optimization method (EOM) [301],
ASTEROIDS [302], ENSEMBLE [37] and so on. These methods apply a different approach from
radiographic crystallography, but require experimental data such as NMR experiments measuring chemical
shifts (CSs), residual dipolar couplings (RDCs),

15

N R2 relaxation rates, paramagnetic relaxation

enhancement (PRE) distance restraints, J-couplings, pulsed-field gradient (PFG)-derived hydrodynamic
radius (Rh) values, 1H-15N heteronuclear nuclear overhauled effects and O2 (or other paramagnetic
compound)-derived measures of accessibility and SAXS measurements and can yield meaningful
information on the distribution of their shape and size, short- and long-range contacts and backbone
flexibility [321-323]. These experimental data are not easily available, while there is an outburst of genome
sequences. Therefore, we propose to build an ab initio conformational ensemble generator using only
sequence information in the first place.

6.3 Experimental Materials
In this section, we discuss the flexible protein data source. Further, we present our approach for training,
optimization and independent test dataset collection for energy function development. Also, we discuss the
dataset we used for conformational ensemble modeling. Finally, we discuss our approach for the evaluation
of the proposed energy function and conformational ensemble generator.

6.3.1 Flexible Proteins Datasets Sources
To construct an energy function for FPs, we collected single and multiple chain NMR structures from PDB.
Further, to optimize and independently test the energy function, we require a set of decoys. However, to
the best of our knowledge, decoys for flexible proteins has not been established in the literature. Therefore,
we first collected single-chain NMR structures from PDB for optimization and independent test and
constructed 500 decoys for each protein in both optimization and independent test.
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Moreover, to test our aiCEG method, we used DP20 dataset, which contains disordered proteins having
disulfide bonds. This dataset is extracted by utilizing information from SL477 dataset as well as DisProt,
PDB and UniProt databases and the details on the source and procedure of extracting this set is explained
in Chapter 5, Section 5.3.2.2.

6.3.2 Datasets for flexEgy
Here, we present our approach for training, optimization, and independent test dataset collection for energy
function development.

6.3.2.1

Training, Optimization and Independent Test Datasets

To construct knowledge-based statistical energy function for flexible proteins, it is important to incorporate
disorder properties into it. With this insight, we collected a dataset, we call NMR-Raw1, which contains
3722 single and multiple chain NMR structures from PDB using criteria: i) experimental type = NMR; ii)
molecular type = Protein; iii) number of models > 1; iv) chain length ≥ 25 and ≤ 5000 residues; v) sequences
do not contain non-standard amino acids; vi) sequence similarity cutoff = 25%; and vii) structure does not
contain tag word “HETATM” in “ATOMS” line. Next, we separately collected a dataset, and we call NMRRaw2, which contains 1705 single-chain NMR structures from PDB using a similar approach as above and
additional criteria that a number of chains (Asymmetric or Biological) = 1. Then, the sequences in NMRRaw1 and NMR-Raw2 were combined and only non-homologous sequences with < 25% sequence identity
were selected using BLASTCLUST [221] program. As a subsequent step, the proteins with multiple chains
were segregated from the single-chain proteins. Then, the average of TM-score between every NMR model
with every other NMR models within the NMR structure was obtained for all the proteins. Considering an
average TM-score of 0.6 as cutoff, we created three different datasets, which include training, optimization,
and independent test dataset. Here, only single-chain proteins were included in independent test and
optimization dataset whereas, training dataset included both single and multiple chain NMR structures. The
independent test dataset constitutes 10% of the total number of single-chain proteins, which has average
TM-score < 0.6, and this gave us 28 proteins. Likewise, the optimization dataset constitutes 10% of the
total number of single-chain proteins, which has average TM-score < 0.6 from the remaining of the singlechain proteins, and this gave us 28 proteins. Finally, the training dataset constitutes the remaining of the
single-chain proteins which have average TM-score < 0.6 as well as all the proteins with multiple chains
which have average TM-score < 0.6 and this finally gave us 251 proteins. The training dataset was used to
construct energy score libraries and the optimization and independent test dataset were used to construct
optimization and independent test decoy sets.
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6.3.2.2

Construction of Optimization and Independent Test Decoy Sets

For every protein in the optimization and independent test dataset 500 decoys were constructed. The
construction of the decoys was achieved by the following steps:
•

First, the individual models of the NMR structure are separated.

•

Next, single point angular mutation of torsion angle is applied to individual models utilizing
Ramachandran distribution as a guideline.

•

Finally, the individual models are combined to obtain a single NMR structure with multiple models.

The optimization dataset is used to optimize the reference state parameters (alpha) of three-dimensional
reference states and contribution parameters of three-dimensional hydrophobic-hydrophilic energy score
libraries.

6.3.3 Dataset to Evaluate aiCEG
We used a dataset DP20, which consist of disordered proteins having disulfide bonds to evaluate the
performance of aiCEG. The details on the source and procedure of extracting this dataset are explained in
Chapter 5, Section 5.3.2.2.

6.3.4 Performance Evaluation Criteria
Two important metrics often used to evaluate the energy functions are i) correct counts or count of correctly
identified natives, and ii) Z-score. A correct count is the number of native structures correctly identified out
of decoys and Z-score shows how well native is separated from decoys based on energy score. The Z-score
of a native structure is defined as:
𝑍 − 𝑠𝑐𝑜𝑟𝑒 =

𝐸𝑛𝑎𝑡𝑖𝑣𝑒 − 𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒
𝐸𝑆𝐷

(52)

here, 𝐸𝑛𝑎𝑡𝑖𝑣𝑒 is the energy of native protein, 𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒 and 𝐸𝑆𝐷 are the average and standard deviation,
respectively of the energies of all the decoy structures in the same set.
Moreover, to assess the performance of our ensemble generator, we utilized TM-score [160], which is
a metric for measuring the similarity between two protein structures. It measures the global fold similarity
and is less sensitive to the local structural variations. Further, the magnitude of TM-score for random
structure pairs is length-independent. TM-score ranges from (0,1], where 1 indicates a perfect match
between two structures and 0 indicates no match between two structures. Moreover, the structures with a
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score higher than 0.5 are generally assumed to have the same fold. Also, the structures with a score below
0.17 correspond to randomly chosen unrelated proteins. In addition to comparing the models based on TMscore, we compare the structures by aligning the predicted structure with the experimentally solved or native
structure and present the aligned structures as a visual illustration.

6.4 flexEgy: Three-Dimensional Ideal-Gas Reference State-Based Energy
Function for Flexible Proteins
In Chapter 2, Section 2.4, we describe our approach for the design and development of three-dimensional
ideal-gas reference state-based energy function (3DIGARS) for stable proteins or proteins that have fixed
the 3D shape. In this chapter, we borrow the idea of 3DIGARS to develop three-dimensional ideal-gas
reference state-based energy function for flexible proteins, which we call flexEgy. The major difference
between the idea discussed in Chapter 2, Section 2.4, and the work in this chapter is that in 3DIGARS,
knowledge-based libraries are constructed using proteins which have fixed 3D shape and in flexEgy,
knowledge-based libraries are constructed using proteins, which lack fixed 3D shape or are flexible.
The design of the flexEgy is motivated by the fact that amino acids, based on their hydrophobic and
hydrophilic types are distributed equally over the 3D structure of a protein to be able to consider them in
the same scale on an average by a single-dimensional parameter as done in the well-known DFIRE reference
state. Rather, amino acids interaction can be separated into at least 3 different categories (hydrophobichydrophilic interaction, hydrophobic-hydrophobic interaction and hydrophilic-hydrophilic interaction)
depending on their usual distribution within the protein conformations. Hydrophobic (H) amino acids
having a fear of solvent like water, tries to keep themselves away from the aqueous solvent, forming the
core or inner-kernel [110] of protein and thus remain inside of a protein. On the other hand, the hydrophilic
or the polar (P) amino acid is attracted to water, try and remain outside the core, forming the outer-kernel.
Therefore, Ps are often found on the outer surface of their folded structure [111, 112], and in between these
two layers, there is a thin HP-mixed-layer [110].

6.4.1 Design of the flexEgy Energy Function based on Hydrophobic and Hydrophilic
Properties
To construct flexEgy, we mine all (167) heavy atoms and segregate them into three separate energy scores
interaction-library, namely i ) hydrophobic-hydrophilic (HP); ii ) hydrophobic-hydrophobic (HH); and

iii ) hydrophilic-hydrophilic (PP). Each interaction library have uniform bin size of Δd = 0.5 Å, a cutoff
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distance of 𝑑𝑐𝑢𝑡 = 15 Å, where d represents each distant bin, and the value of d ranges from 0.5 Å to 15 Å.
The value of Δ𝑑𝑐𝑢𝑡 is set to 0.5 Å as all bins are of the same size. The three different libraries are computed
using three different reference states expressed in general as:

𝑒𝑥𝑝−⊕

𝑁𝑥,𝑦

(𝑑) = (

𝑑
𝑑𝑐𝑢𝑡

𝛼⊕

)

Δ𝑑
(𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ) + 𝑁𝑜𝑏𝑠−ℎℎ (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 )
(𝑁
Δ𝑑𝑐𝑢𝑡 𝑜𝑏𝑠−ℎ𝑝

(53)

+ 𝑁𝑜𝑏𝑠−𝑝𝑝 (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ))
𝑒𝑥𝑝−⊕

where, 𝑁𝑥,𝑦

(𝑑) represents the expected number of atom pairs at distance d for ⊕ group,

𝑁𝑜𝑏𝑠−⊕ (𝑥, 𝑦, 𝑑𝑐𝑢𝑡 ) represents the number of observation of atom pairs xth and yth observed at cutoff distance
obtained from ⊕ library (specifically, the ⊕ represents HP or, HH or, PP) and 𝛼⊕ , is the parameter that
belongs to ⊕ group, which is optimized by GA.
While computing the frequency distributions, residue-atom pairs are first categorized to identify which
group either HP, HH or PP they fall into. For example, the interaction between two Nitrogen (N) atom of
amino acid Alanine (ALA:N versus ALA:N) is classified to fall in HH group as amino acid ALA (Alanine)
is hydrophobic in nature. Likewise, the interaction between Nitrogen (N) atom of amino acid Arginine
(ARG) and Carbon (C) atom of amino acid Serine (SER) which is also represented as (ARG:N versus
SER:C) is categorized as PP group as both residues ARG and SER are hydrophilic. The hydrophobic and
hydrophilic classification of amino acid is adapted from a work of Hoque et al. [112]. After the interaction
group of the residue-atom pair is identified, the frequency counts of the particular group are updated. After
computing the frequency-distribution for all the 3 groups using all the NMR models in the training dataset,
we generate energy scores corresponding to each group, expressed in general as:
𝑒𝑥𝑝−⊕

⊕
𝐸𝑆𝑥,𝑦,𝑑
= −𝑙𝑛 (𝑁𝑜𝑏𝑠−⊕ (𝑥, 𝑦, 𝑑)/𝑁𝑥,𝑦

(𝑑))

(54)

⊕
where, 𝐸𝑆𝑥,𝑦,𝑑
represents the energy score of atom pair xth and yth at distant-bin d for ⊕ group,
𝑒𝑥𝑝−⊕

𝑁𝑜𝑏𝑠−⊕ (𝑥, 𝑦, 𝑑) and 𝑁𝑥,𝑦

(𝑑) are the observed and expected number of atom pair xth and yth respectively

at distant-bin d for ⊕ group.
Later, these energy score libraries are used for total energy or minimum energy calculation of decoy
as well as native protein conformations. The final energy or total energy of protein conformation is
expressed as:
𝑇𝐸𝑓𝑙𝑒𝑥 = 𝛽ℎ𝑝−𝑓𝑙𝑒𝑥 𝐸ℎ𝑝−𝑓𝑙𝑒𝑥 + 𝛽ℎℎ−𝑓𝑙𝑒𝑥 𝐸ℎℎ−𝑓𝑙𝑒𝑥 + 𝛽𝑝𝑝−𝑓𝑙𝑒𝑥 𝐸𝑝𝑝−𝑓𝑙𝑒𝑥
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(55)

where, 𝐸ℎ𝑝−𝑓𝑙𝑒𝑥 , 𝐸ℎℎ−𝑓𝑙𝑒𝑥 , and 𝐸𝑝𝑝−𝑓𝑙𝑒𝑥 are the energy scores obtained from three interaction libraries HP,
HH and PP, respectively created using flexible proteins in training dataset, and βhp, βhh and βpp are the
optimized weights of contribution for three interaction libraries HP, HH, and PP, respectively. The 𝐸⊕−𝑓𝑙𝑒𝑥
energy score is expressed in general as:
⊕
𝐸⊕−𝑓𝑙𝑒𝑥 = ∑ 𝐸𝑆𝑥,𝑦,𝑑

(56)

𝑥,𝑦,𝑑

To determine the best possible values of reference state parameters alpha (αhp, αhh and αpp) and the
contribution parameters beta (βhp, βhh and βpp), we use an evolutionary optimization technique, called GA
[6]. The goal of the optimization was to obtain the best values of alpha and beta such that the largest number
of native structures are identified correctly and the Z-score is maximized. The Z-score provides information
about how well the energy score can separate native from decoys. The Z-score of the native structure is
expressed as:
𝑍 − 𝑠𝑐𝑜𝑟𝑒 =

𝐸𝑛𝑎𝑡𝑖𝑣𝑒 − 𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒
𝐸𝑆𝐷

(57)

where, 𝐸𝑛𝑎𝑡𝑖𝑣𝑒 is the energy of native protein (flexible protein), 𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒 and 𝐸𝑆𝐷 are the average and
standard deviation, respectively of the energies of all the decoy structures in the same set. Fig 30 illustrates
an overview of the flexEgy energy function framework including optimization and independent test.

6.5 aiCEG: Ab Initio Conformational Ensemble Generator
The functioning of many proteins is the cause of structural heterogeneity and thus it is often insufficient to
elucidate protein’s function with a single native structure. Therefore, flexible proteins can only be described
as structural ensembles. Moreover, structural disordered can be inferred from the primary sequence, as
disordered regions contain specific disorder promoting amino acids, such as Glycine, Proline, and charged
residues, while certain order-promoting amino acids, such as hydrophobic residues, are depleted in the
sequence. Here, we developed a computational method to directly predict structural ensembles of flexible
proteins containing disulfide bonds directly from the sequence by appropriately combining an effective
energy function for flexible proteins (flexEgy) and a conformational search method (Genetic Algorithm).
To account for the disulfide bonds, the output from disulfide connectivity pattern is incorporated into the
flexible energy function (flexEgy) to generate a new score that favors the close orientation of cysteine
residues which involve in disulfide bonding.
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6.5.1 Design of Memory Assisted GA for Conformational Search
Conformational search is a key component of protein structure prediction. In our previous study, we
designed a GA based conformational search method specifically for structure prediction of stable proteins.
In this work, we borrowed a similar idea of the conformational search for ensemble generation of flexible
proteins. For effective search, we utilize a memory assisted GA, which involves two types of
conformational change operators i) angle rotation; and ii) segment translation. The mutation and crossover
operation in our implementation of GA involves phi or psi angle rotation and segment translation followed
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Fig 30. Overview of flexEgy energy function framework. Both optimization and independent testing phase of the
flexEgy is illustrated.

by phi or psi angle rotation at the crossover point. Rotation of phi and psi angles is based on an idea of
rotation about an arbitrary axis. An arbitrary axis is considered to pass through the atoms that are involved
in phi and psi angle formation. In general, torsion angle phi involves the backbone atoms C(O)n-1-Nn-C(α)nC(O)n and psi involves the backbone atoms Nn-C(α)n-C(O)n-Nn+1. Keeping this in mind, we perform phi
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angle rotation as described in Algorithm 2, Chapter 4. Likewise, for psi angle rotation, we follow the same
algorithm where the points p1 and p2 are represented by atoms C(α) n and C(O)n, respectively. Moreover,
to perform crossover, we consider all amino acid indexes except the amino acids belonging to the betasheet secondary structure type (either E or B) as possible crossover points. Such a crossover point is selected
to preserve beta-sheet regions in the structure from random changes during the crossover operation and
perform more careful changes while performing mutation operation.
Specifically, during the crossover process, we generate four child structures from two of the parent
structures and a structure with the best fitness saved in the memory [148]. We first select two parents for
crossover and consequently, crossover points at random. Then, first child structure is created by copying
atoms starting at position one to the crossover point from first parent and the translated atoms starting at
crossover point plus one to the last atom from the second parent. Likewise, second child structure is created
by copying atoms starting at position one to the crossover point from first parent and the translated atoms
starting at crossover point plus one to the last atom from the structure in memory. On the other hand, the
third child structure is created by copying the translated atoms starting at position one to one less than the
crossover point from second parent and the atoms starting at the crossover point to the last atom from the
first parent. Likewise, the fourth child structure is created by copying the translated atoms starting at
position one to one less than the crossover point from the structure in memory and the atoms starting at the
crossover point to the last atom from the first parent. The detailed process of creating child chromosome
from parents is shown in Fig 17 in Chapter 4. After segment translation, the torsion angles of the child
structure at the crossover point are rotated back to the original torsion angles of parent structures. This step
ensures that the secondary structure type before and after crossover remains consistent. Moreover, we
update the fragments of the structure in the memory with the fragments that result in better fitness during
the crossover process. This step ensures that the segment that yields better fitness is preserved and used in
the next round of crossover operation during the search process.
For effective conformational search, the parameters of the GA were configured as: i) maximum
generation of 300; ii) population size of 100; iii) elite rate of 5%; iv) crossover rate of 70%; and v) mutation
rate of 60%.

6.5.2 Conformational Sampling using Torsion Angle Rotation and Segment
Translation
In aiCEG, protein structures are represented by backbone atoms N, Cα, C and O. The sampling process
starts by initializing some of the chromosomes of the GA population with the Cartesian coordinates of the
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backbone atoms of the predicted models obtained from I-Tasser [165] server. Consequently, the rest of the
chromosomes of the GA population are initialized by single point torsion angle changes (or angle rotation).
To effectively change the phi or psi angles, we collected the frequency of occurrence of 20 different amino
acids having different phi-psi torsion angles from high-resolution experimental structures. The range of
both phi and psi angles (-180 to +180 degrees) is divided into 120 bins with an interval of three degrees,
summarized from the 4,332 high-resolution experimental structures. The torsion angles phi and psi for the
amino acids in experimental structures are obtained using DSSP [150] program. The detailed process of
experimental structures collection is provided in Chapter 4, Section 4.2.1.1. Further, an example that
shows our approach for collecting frequency of occurrence is: if amino acid “ALA” has phi angle of -178
degrees and psi angle of 179 degrees, the frequency count for amino acid “ALA” at psi index zero and phi
index zero will be increased by one. The frequency distribution obtained for each amino acid is further
categorized into zones by looking at the cluster of the frequency values as shown in Fig 18 in Chapter 4.
To rotate the phi or psi angle of a certain amino acid type (aa_type) first, the torsion angle type (tor_type)
is selected randomly. Next, the zone index (zone_ind) belonging to aa_type is selected randomly. Then, the
roulette wheel selection method is applied to select the most probable torsion angles (namely, pPhi or pPsi)
belonging to the zone_ind. Later, if tor_type = phi angle, we select a random phi (say, rPhi) between pPhi3 and pPhi and rotate the current phi angle to achieve rPhi angle. Alternatively, if tor_type = psi angle, we
select a random psi (rPsi) between pPsi and pPsi+3 and rotate the current psi angle to achieve rPsi angle.
Moreover, the change of the torsion angles is guided by the secondary structure (SS) types of the amino
acids, which are mined from the same 4,332 high-resolution experimental structures. To mine the SS types,
first, we run the DSSP [150] program on the experimental structures to obtain the phi-psi angle pair and the
SS type for each amino acids in every protein in the dataset. We broadly categorize eight different SS types
(E, B, H, G, I, T, S, and U) provided by DSSP program into four different SS types (H, E, T, and U). The
SS types “E and B” are grouped as “E”, “H, G, and I” are grouped as “H”, “T and S” are grouped as “T”
and a blank is grouped as “U or undefined”. While constructing SS frequency distribution, we use phi-psi
angle pair and SS types to obtain the index of the cell and increase the frequency count of the cell by one.
For example, if amino acid “ALA” has a phi angle of -178 degrees, a psi angle of 179 degrees, and the SS
type as “H”, the frequency count for amino acid “ALA” at psi index zero, phi index zero and SS index zero
is increased by one. During search process or specifically during mutation and crossover, the SS type which
has the largest frequency count is assigned to the given amino acid having a certain phi-psi angle.
Additionally, the phi-psi angle pairs belonging to the H and E secondary structure types are collected and
grouped into helix and beta groups. These phi-psi angle pairs belonging to the helix or sheet group are later
used to update the phi or psi angles that result in a clash within the structure. In our implementation, before
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applying energy function to score the samples created using conformational sampling, we obtain the full
atomic model from the backbone models using Oscar-star [167] program.
Moreover, the random change of phi or psi angles within the structure could produce low-resolution
structures. In other words, random changes could disturb the conserved beta-sheet regions of the structure.
To overcome this, we apply a beta smoothing technique. An amino acid (AAi) is considered to satisfy beta
condition if any of the following conditions are satisfied: i) AAi-1 and AAi+1 both have SS type “E”; ii) AAi1

and AAi-2 both have SS type “E”; and iii) AAi+1 and AAi+2 both have SS type “E”. Where AAi is the amino

acid that is selected for change. To change the phi or psi angle of the amino acid, we follow the steps
presented in Chapter 4, Algorithm 3. Further, changes in torsion angles could result in a clash between
atoms within the structure. To prevent clashes, we check the distance between all possible Cα atom pairs
within the structure and discard the change in torsion angle if any Cα-Cα distance is less than 3.6 Å. If the
change in phi or psi angles of the current residue results in a clash, then a new residue position is selected
for the change.
The structural ensembles generated by running GA for 300 generations are ranked using single-model
based model quality assessment program Qprob [324], which predicts a model’s quality by estimating the
error of structural, physicochemical and energy-based features using probability density distributions. Next,
the MUFOLD-CL [325] method is used to cluster the decoys. Then, we select the top five models in
different clusters based on their Qprob rankings. Finally, the top five models are refined using ModRefiner
[326] software. These top five models are the final predictions of the aiCEG method.

6.5.3 Scoring Samples Created Using Conformational Search
To score the structural samples of flexible proteins containing disulfide bonds, we formulate an energy
score based on disulfide connectivity pattern and combine it with flexEgy. Such a process is adopted to
promote structures having a close orientation of cysteine residues that involve in disulfide bonding during
the conformational search process. The detailed algorithm followed to score the structural sample is shown
in Algorithm 4.
Algorithm 4: Scoring Conformational Samples
1.

Given a protein conformation, extract Cartesian coordinates of the sulfur atoms that participate
in disulfide bonding.

2.

Compute disulfide energy (disEgy)
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• For all possible sulfur-sulfur pair
• Compute the Euclidian distance (eucDis) and if the eucDis is < 15 Å
• Compute disulfide energy as disEgy = disEgy + 1/eucDis
• Keep track of the number of sulfur-sulfur pair whose eucDis < 15 Å
(numSulfurPairMeetEucDistCutoff)
• If numSulfurPairMeetEucDistCutoff > 0 THEN
• disEgy = disEgy * numSulfurPairMeetEucDistCutoff
3.

Compute ab initio conformational ensemble generator energy (aiCEGEgy)
• If disEgy > 1 THEN
• If flexEgy ≥ 0 THEN
• Compute temporary energy, tmpEgy = flexEgy * disEgy
• Compute aiCEGEgy as aiCEGEgy = flexEgy - tmpEgy
• Else If flexEgy < 0 THEN
• Compute aiCEGEgy as aiCEGEgy = flexEgy * disEgy

4.

Protein conformation is assigned a score equal to aiCEGEgy.

6.5.4 Implementation and Availability
We implemented the flexEgy energy function software in C++. The software is developed and tested on
Linux platform. This software will soon be available online with a user manual through the link28. Further,
we implemented the aiCEG software in C++. To overcome the difficulty of the sampling of large
conformational space, high-performance computing is also utilized in aiCEG. The software is developed
and tested on Linux platform. The code and data for aiCEG will soon be available online with a user manual
through the link29.

6.6 Evaluation of flexEgy and aiCEG
Here, we present the performance of flexEgy on optimization and independent test decoy sets. Further, we
discuss the results of aiCEG prediction on DP20 dataset, which contains disordered proteins having
disulfide bonds.

28
29

flexEgy code and data link: http://cs.uno.edu/~tamjid/Software.html
aiCEG code and data link: http://cs.uno.edu/~tamjid/Software.html
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6.6.1 Evaluation of the flexEgy
The performance of flexEgy is evaluated on the optimization and the independent test decoy sets collected
in this study. Both optimization and independent test decoy sets consist of 28 target proteins where each
protein contains 500 decoy structure and a native NMR structure. Note that none of the proteins from the
independent test dataset were either used in training or optimization. Our objective here is to correctly
identify the native structure out of the decoy structures present within each set. First, all the decoys, as well
as native structure, is scored using the energy function. Then, the structure with the minimum negative
score is picked. If the structure picked is the native structure, we consider that the energy function can
correctly identify the native structure from its decoys.
To the best of our knowledge, there exists no energy function for flexible proteins. Therefore, we are
unable to compare flexEgy with other energy function. However, we evaluate flexEgy on independent test
decoy set, which shows the significance of the proposed method. In Table 21, we present the correct native
count and Z-score of flexEgy on both optimization and independent test decoy sets. The correct native count
represents the count of correctly identified native from their decoys, and the Z-score shows how well native
is separated from decoys based on energy score. Further, the optimization decoy set was used to optimize
three different reference states and hydrophobic-hydrophilic interaction libraries contribution parameters.
Irrespectively, independent test decoy set was used to separately test the designed energy function. From
Table 21, we see that flexEgy is able to correctly identify 16 native structures from their respective decoys
out of 28 targets on optimization decoy set. Further, while testing the flexEgy on independent test decoy
set, we observed that it is able to correctly identify 13 native structures from their respective decoys out of
28 targets. The consistent performance of flexEgy on both optimization and independent test decoy sets
indicate that it can be useful in identifying low energy conformation from the ensemble of conformations
generated through conformational search during ensemble generation of flexible proteins.
Table 21. Performance of flexEgy on optimization and independent test decoy sets based on the count of
correctly identified native from their decoys and Z-score.
Dataset
Correct Native Count
Z-score
No. of Targets
Optimization Decoy Set

16

-1.976

28

Independent Test Decoy Set

13

-2.551

28

Correct Native Count: Count of correctly identified native from their decoys, Z-score: Score that shows how well native is
separated from decoys based on energy score.
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6.6.2 Evaluation of aiCEG
To evaluate the performance of aiCEG, we use the benchmark set DP20, which consist of 20 flexible
proteins. Each of the flexible proteins in DP20 consists of one or more disulfide bonds. Further, while
collecting DP20 dataset, it was ensured that either a full or partial structure of individual proteins exist in
the PDB so that the predictions of aiCEG can be validated. The DP20 dataset consists of 7 proteins which
have almost complete structure solved by NMR technique, and the rest of the proteins has only partial
structure solved by NMR. Here, we first present the results we obtained for 7 proteins which have almost
full structure solved by NMR. Below, we present TM-score (structure assessment criteria) between
predicted and native structure as well as provide visual illustrations of alignment of predicted structure over
native to evaluate the predictions obtained from aiCEG.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Fig 31. Visual illustration of protein (DisProt ID: DP00137 and PDB ID: 1HIC). Top five figures from (a)
through (e) are the structures determined by NMR and the bottom five figures from (f) through (j) are the predictions
made by aiCEG.
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TM-score = 0.7523
(a)

TM-score = 0.6905
(b)

TM-score = 0.7485
(c)

TM-score = 0.6691
(d)

TM-score = 0.6700
(e)

TM-score = 0.7747
(f)

TM-score = 0.7622
(g)

TM-score = 0.6789
(h)

TM-score = 0.7323
(i)

TM-score = 0.7395
(j)

Fig 33. Visual illustration of alignment of aiCEG and I-Tasser predictions over native structure for protein
(DisProt ID: DP00137 and PDB ID: 1HIC). Top five figures from (a) through (e) shows alignment of aiCEG
predictions over native NMR models and the bottom five figures from (f) through (j) shows alignment of I-Tasser
predictions over native NMR models. The TM-score between the predicted model and the native model is also shown
below each figure.
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(d)

(e)

(f)

(g)

(h)

(i)

(j)

Fig 32. Visual illustration of protein (DisProt ID: DP00209 and PDB ID: 1BNB). Top five figures from (a) through
(e) are the structures determined by NMR and the bottom five figures from (f) through (j) are the predictions made
by aiCEG.
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TM-score = 0.7460
(a)

TM-score = 0.5661
(b)

TM-score = 0.6097
(c)

TM-score = 0.5951
(d)

TM-score = 0.5451
(e)

TM-score = 0.7457
(f)

TM-score = 0.4954
(g)

TM-score = 0.5407
(h)

TM-score = 0.4235
(i)

TM-score = 0.4683
(j)

Fig 34. Visual illustration of alignment of aiCEG and I-Tasser predictions over native structure for protein
(DisProt ID: DP00209 and PDB ID: 1BNB). Top five figures from (a) through (e) shows alignment of aiCEG
predictions over native NMR models and the bottom five figures from (f) through (j) shows alignment of I-Tasser
predictions over native NMR models. The TM-score between the predicted model and the native model is also shown
below each figure.

In Fig 31, we present 3D shape comparison between five models determined by NMR method and
five models predicted by aiCEG for protein DP00137 (Hirudin Variant-1). The protein in PDB, which
corresponds to DP00137, is 1HIC. DP00137 is a potent thrombin-specific protease inhibitor. It forms a
stable non-covalent complex with alpha-thrombin, thereby abolishing its ability to cleave fibrinogen. The
fasta sequence of DP00137 and 1HIC are given below:
DP00137

VVYTDCTESGQNLCLCEGSNVCGQGNKCILGSDGEKNQCVTGEGTPKPQSHNDGDFEEIPEEYLQ

1HIC

VVYTDCTESGQNLCLCEGSNVCGQGNKCILGSDGEKNQCVTGEGTPKPQSH

Here, we can see that the fasta sequence of DP00137 is 65 residues long, and the sequence of 1HIC is 51
residues long. Therefore, the structure for only 51 residues is available. The 3D shape comparison in Fig
31 shows that the predicted models are considerably close to the native NMR models. Also, in Fig 32 (top),
we present the alignment of models predicted by aiCEG over the native NMR models as well as in the
(bottom), we present the alignment of models predicted by I-Tasser over the native NMR models. Besides,
for individual alignment of predicted and native NMR model, we present the TM-score. The TM-score is
computed using the TM-score tool by passing the predicted and native NMR models. The comparison based
on TM-score shows that the scores are competitive. Further, the alignment indicates that the aiCEG can
generate high-resolution conformational ensembles.
Likewise, in Fig 33, we present a 3D shape comparison between five models determined by NMR
method and five models predicted by aiCEG for protein DP00209 (Beta-defensin 12). The protein in PDB
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that corresponds to DP00209 is 1BNB. DP00209 protein has bactericidal activity and is active against E.
coli ML35 and S. aureus 502A. The fasta sequence of DP00209 and 1BNB are given below:
DP00209

GPLSCGRNGGVCIPIRCPVPMRQIGTCFGRPVKCCRSW

1BNB

APLSCGRNGGVCIPIRCPVPMRQIGTCFGRPVKCCRSW

Here, we can see that the fasta sequence of DP00209 is 38 residues long, and the sequence of 1BNB
is also 38 residues long. But, the first amino acid in DP00209 is G and in 1BNB is A. The 3D shape
comparison in Fig 33 shows that the models predicted by aiCEG are significantly close to the native NMR
models. Further, in Fig 34 (top), we present the alignment of models predicted by aiCEG over the native
NMR models as well as in the (bottom), we present the alignment of models predicted by I-Tasser over the
native NMR models. Further, in addition to showing alignment of predicted and native models, we present
the TM-score between the predicted and the native NMR models. The comparison based on TM-score
shows that the TM-scores between the top five models predicted by aiCEG and the top five NMR models
are 0.7460, 0.5661, 0.6097, 0.5951 and 0.5451, respectively whereas, the TM-scores between the top five
models predicted by I-Tasser and the top five NMR models are 0.7457, 0.4954, 0.5407, 0.4235 and 0.4683,
respectively. It is clear from the TM-score comparison that aiCEG can predict better structural models
compared to I-Tasser. This claim is also supported by the visual comparison of the alignments of models
predicted by aiCEG on native and alignments of models predicted by I-Tasser on native provide in Fig 34.
Further, in Table 22, we provide the TM-scores between top five models predicted by aiCEG and the
native NMR models as well as the TM-scores between top five models predicted by I-Tasser and the native
NMR models for remaining of 5 proteins, which have almost full NMR structure available in PDB. From
Table 22, we can see that some of the aiCEG models have higher TM-score compared to I-Tasser, whereas
we also see that some of the I-Tasser models have higher TM-score compared to aiCEG. For example, for
protein DP00193, M5 from aiCEG has TM-score of 0.7798, which is greater than TM-score of 0.7087 of
M5 from I-Tasser. It is also evident that the TM-score of some of the aiCEG models is comparable to TMscore of I-Tasser. For example, for protein DP00257, TM-score of M1 for aiCEG and I-Tasser are 0.4540
and 0.4546, respectively. Further, we found that I-Tasser provides only a single model “M1” for protein
DP00582. Whereas, from aiCEG we were able to obtain 5 models. Among five models, aiCEG predicted
model M2, which has highest TM-score of 0.6896 and is greater than TM-score of 0.6581 for M1 predicted
by I-Tasser.

Table 22. Performance of 3DIGARS-PSP and I-Tasser methods on 6 proteins for which significant portion is
solved using NMR method.
DisProt ID
TM-score for aiCEG Models
TM-score for I-Tasser Models
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M1

M2

M3

M4

M5

M1

M2

M3

M4

M5

DP00193

0.7213

0.7118

0.7123

0.6867

0.7798

0.7705

0.7821

0.8023

0.7648

0.7087

DP00206

0.4485

0.3224

0.3221

0.3274

0.4513

0.5066

0.4219

0.4433

0.4515

DP00257

0.4540

0.4646

0.4960

0.4802

0.4181

0.4546

0.4579

0.6638

0.4814

0.4135

DP00580

0.6530

0.6485

0.4521

0.4434

0.4373

0.6433

0.6510

0.6838

0.3447

0.4401

DP00582

0.6022

0.6896

0.5397

0.4935

0.5696

0.6581

-

-

-

-

0.3224

After successfully testing the performance of aiCEG on the proteins whose significant part is solved
by NMR method, we applied aiCEG on the proteins whose significant part is not solved by NMR approach.
In other words, only a small fragment of these proteins is solved by NMR approach. In our DP20 dataset,

(a)
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(m)

(o)
(n)
Fig 35. Visual illustration of protein (DisProt ID: DP00007 and PDB ID: 1CQG). Top row five figures from
(a) through (e) are the structures determined by NMR, second row figures from (f) through (j) are the structures
predicted by aiCEG for complete fasta sequence and the bottom row five figures from (k) through (o) are the
chopped fragments of full structures predicted by aiCEG.
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we found that for 13 proteins, NMR structure is present for only a small fragment instead of a full sequence.
Below, we present the results we obtained by applying aiCEG on the full sequence of these proteins.

(a)

(b)
Fig 36. Visual illustration of full and partial alignment of predicted model on protein DP00007 (PDB ID:
1CQG). (a) Visual illustration of alignment of a full model predicted by aiCEG on partial native NMR structure for
protein DP00007 (PDB ID: 1CQG). A small coil segment in green is the native NMR structure for protein 1CQG
and the predicted model is shown in cyan, pink and gray. (b) full model predicted by aiCEG is chopped off to match
the residues present in native NMR structure and consequently the prediction is aligned with native.
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TM-score = 0.1632
(a)

TM-score = 0.1778
(b)

TM-score = 0.2075
(c)

TM-score = 0.1600
(d)

TM-score = 0.1624
(e)

TM-score = 0.1675
(f)

TM-score = 0.2060
(g)

TM-score = 0.2106
(h)

TM-score = 0.1705
(i)

TM-score = 0.2035
(j)

Fig 37. Visual illustration of alignment of aiCEG and I-Tasser predictions (chopped) over native structure for
protein (DisProt ID: DP00007 and PDB ID: 1CQG). Top five figures from (a) through (e) shows alignment of
aiCEG predictions (chopped) over native NMR models and the bottom five figures from (f) through (j) shows
alignment of I-Tasser predictions (chopped) over native NMR models. The TM-score between the predicted model
(chopped) and the native model is also provided for each figure.
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Fig 38. Visual illustration of protein (DisProt ID: DP00304 and PDB ID: 1P6S). Top row five figures from
(a) through (e) are the structures determined by NMR, second row figures from (f) through (j) are the structures
predicted by aiCEG for complete fasta sequence and the bottom row five figures from (k) through (o) are the
chopped fragments of full structures predicted by aiCEG.
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TM-score = 0.6836
(a)

TM-score = 0.5390
(b)

TM-score = 0.6834
(c)

TM-score = 0.7026
(d)

TM-score = 0.7114
(e)

TM-score = 0.6929
(f)

TM-score = 0.7048
(g)

TM-score = 0.6740
(h)

TM-score = 0.2950
(i)

TM-score = 0.7526
(j)

Fig 39. Visual illustration of alignment of aiCEG and I-Tasser predictions (chopped) over native structure
for protein (DisProt ID: DP00304 and PDB ID: 1P6S). Top five figures from (a) through (e) shows alignment of
aiCEG predictions (chopped) over native NMR models and the bottom five figures from (f) through (j) shows
alignment of I-Tasser predictions (chopped) over native NMR models. The TM-score between the predicted model
(chopped) and the native model is also provided for each figure.

In Fig 35, we present a 3D shape comparison between five models determined by NMR method and
five models predicted by aiCEG for protein DP00007 (DNA lyase). The protein in PDB that corresponds
to DP00007 is 1CQG. DP00007 is a multifunctional protein that plays a central role in the cellular responses
to oxidative stress. The fasta sequence of DP00007 and chain B of 1CQG are given below:
DP00137

MPKRGKKGAVAEDGDELRTEPEAKKSKTAAKKNDKEAAGEGPALYEDPPDQKTSPSGKPATLKICS
WNVDGLRAWIKKKGLDWVKEEAPDILCLQETKCSENKLPAELQELPGLSHQYWSAPSDKEGYSGVG
LLSRQCPLKVSYGIGDEEHDQEGRVIVAEFDSFVLVTAYVPNAGRGLVRLEYRQRWDEAFRKFLKGL
ASRKPLVLCGDLNVAHEEIDLRNPKGNKKNAGFTPQERQGFGELLQAVPLADSFRHLYPNTPYAYTF
WTYMMNARSKNVGWRLDYFLLSHSLLPALCDSKIRSKALGSDHCPITLYLAL

1CQG

PATLKICSWNVDG

(chain A)
Here, we can see that the fasta sequence of DP00007 is 318 residues long, and the sequence of protein
1CQG, chain A is 13 residues long. Additionally, only the NMR structure for protein 1CQC, chain A is
available in PDB. As we used the full sequence to make predictions, we assess the predictions by chopping
off the part of the predicted structure which does not match with the corresponding available structure in
PDB. In our example, we discarded all the residues except residue ids 59 to 71 from predicted models and
compared only the remaining portion with the corresponding NMR model (1CQG) from PDB. The
usefulness of using the entire sequence to predict the 3D shape is that we can predict the entire shape of the
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protein. Besides, the drawback of doing so is that the predictions cannot be compared properly. Because by
chopping off the significant part of the structure, it is possible that we are losing the secondary structure
information which was earlier present in the full structure. In other words, while the segment is a part of
the full structure, it might have some secondary structure such as beta-sheet or alpha helix, but when the
segment is separated from the full structure, it might lose its secondary structure information, which is
evident from Fig 36 (a) and (b). Fig 36 (a) shows the alignment of the full model predicted by aiCEG on
a partial native model for protein DP00007. Whereas, Fig 36 (b) shows the alignment of chopped off part
of the model predicted by aiCEG on the partial native model for protein DP00007. From Fig 36 (a) and (b)
it is evident that the part of the predicted model which is common to native model involves in beta-sheet
formation, but when it is separated from the full predicted model, it is seen as a coil. Therefore, to assess
the predicted structures for such sequences for which the complete structure is not present in the PDB, we
would either require a model to be solved by SAXS or NMR technique or we could apply an energy
function.
Further, in Fig 37 (top), we present the alignment of chopped off models predicted by aiCEG over the
native NMR models as well as in the (bottom), we present the alignment of chopped off models predicted
by I-Tasser over the native NMR models. Also, for an individual pair of predicted and native NMR model,
we compute the TM-score. We can see that the TM-score for all the pairs are below 0.5, which indicates
that the predicted models are not appropriate. However, as the full NMR models for the DP00007 protein
is not available, we cannot assess the prediction results.
Likewise, in Fig 38, we present 3D shape comparison between five models determined by NMR
method and five models predicted by aiCEG for protein DP00304 (RAC-beta serine/threonine-protein
kinase). The protein in PDB that corresponds to DP00304 is 1P6S. Protein DP00304 regulate many
processes including metabolism, proliferation, cell survival, growth and angiogenesis in human. The fasta
sequence of DP00304 and 1P6S are given below:
DP00304

MNEVSVIKEGWLHKRGEYIKTWRPRYFLLKSDGSFIGYKERPEAPDQTLPPLNNFSVAECQLMKTER
PRPNTFVIRCLQWTTVIERTFHVDSPDEREEWMRAIQMVANSLKQRAPGEDPMDYKCGSPSDSSTTE
EMEVAVSKARAKVTMNDFDYLKLLGKGTFGKVILVREKATGRYYAMKILRKEVIIAKDEVAHTVTE
SRVLQNTRHPFLTALKYAFQTHDRLCFVMEYANGGELFFHLSRERVFTEERARFYGAEIVSALEYLH
SRDVVYRDIKLENLMLDKDGHIKITDFGLCKEGISDGATMKTFCGTPEYLAPEVLEDNDYGRAVDW
WGLGVVMYEMMCGRLPFYNQDHERLFELILMEEIRFPRTLSPEAKSLLAGLLKKDPKQRLGGGPSD
AKEVMEHRFFLSINWQDVVQKKLLPPFKPQVTSEVDTRYFDDEFTAQSITITPPDRYDSLGLLELDQR
THFPQFSYSASIRE

1P6S

MNEVSVIKEGWLHKRGEYIKTWRPRYFLLKSDGSFIGYKERPEAPDQTLPPLNNFSVAECQLMKTER
PRPNTFVIRCLQWTTVIERTFHVDSPDEREEWMRAIQMVANSLK
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Here, we can see that the fasta sequence of DP00304 is 481 residues long, and the sequence of 1P6S is 111
residues long. Thus, the NMR structure for only 111 residues is available in PDB. As above, we predict the
structure for the entire sequence of DP00304 protein. To assess the prediction quality, we again chop off
the part of the predicted structure which does not match with the corresponding available structure of the
1P6S protein. From this example, we can see that aiCEG can predict high-resolution ensembles as the
chopped off part of the prediction seems to visually match with the NMR models of 1P6S protein (see Fig
38 (a) through (e) and (k) to (o)).
Further, in Fig 39 (top), we present the alignment of chopped off models predicted by aiCEG over the
native NMR models as well as in the (bottom), we present the alignment of chopped off models predicted
by I-Tasser over the native NMR models. The alignment of the model predicted by aiCEG over the native
model indicates that aiCEG can generate good quality ensembles for flexible proteins. Moreover, for the
individual pair of predicted and native NMR model, we compute the TM-score. The comparison based on
TM-score shows that the TM-scores between the top five models predicted by aiCEG and the top five NMR
models are 0.6836, 0.5390, 0.6834, 0.7026 and 0.7114, respectively whereas, the TM-scores between the
top five models predicted by I-Tasser and the top five NMR models are 0.6929, 0.7048, 0.6740, 0.2950 and
0.7526, respectively. It is clear from the TM-score comparison that aiCEG is competitive to I-Tasser. This
claim is also supported by the visual comparison of the alignments of models predicted by aiCEG on native
and alignments of models predicted by I-Tasser on native provide in Fig 39.
In Fig 40 through 47, we presented the results for the proteins for which only part of the structure is
solved by NMR approach. Since only part of the structure is solved by NMR the assessment of the models
predicted by aiCEG is not feasible, and therefore, for the rest of the proteins, we only provide the predictions
made by aiCEG considering that these models would be useful in assessing other conformational ensemble
generators in future.
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(a)

(b)

(c)

(d)

(e)
Fig 40. Visual illustration of structure predicted by aiCEG for full sequence of protein (DisProt ID: DP00034).
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(a)

(b)

(c)

(d)

(e)
Fig 41. Visual illustration of structure predicted by aiCEG for full sequence of protein (DisProt ID: DP000118).
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(a)

(b)

(c)

(d)

(e)
Fig 42. Visual illustration of structure predicted by aiCEG for full sequence of protein (DisProt ID: DP00187).
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(a)

(b)

(c)

(d)

(e)
Fig 43. Visual illustration of structure predicted by aiCEG for full sequence of protein (DisProt ID: DP00534).
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(a)

(b)

(c)

(d)

(e)
Fig 44. Visual illustration of structure predicted by aiCEG for full sequence of protein (DisProt ID: DP00543).
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(a)

(b)

(c)

(d)

(e)
Fig 45. Visual illustration of structure predicted by aiCEG for full sequence of protein (DisProt ID: DP00211).

154

(a)

(b)

(c)

(d)

(e)
Fig 46. Visual illustration of structure predicted by aiCEG for full sequence of protein (DisProt ID: DP00463).
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(a)

(b)

(c)

(d)

(e)
Fig 47. Visual illustration of structure predicted by aiCEG for full sequence of protein (DisProt ID: DP00912).
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6.7 Summary and Conclusions
In this chapter, we first proposed a novel and advanced energy function, called flexEgy that is useful in the
scoring of the ensemble of conformations generated by ab initio conformational ensemble generator and
selecting low energy conformation out of an ensemble of models. To effectively score the models, flexEgy
utilizes high-resolution NMR structures mined from PDB and creates three different energy score libraries
to account for three distinct types of hydrophobic-hydrophilic interactions among amino acids using threedimensional ideal-gas reference state. The 3D reference state involves three alpha variables. Moreover, to
control the contribution of each of the interaction group towards final energy score calculation, we use a
3D variable, called beta. The values of these alpha and beta variables are optimized based on optimization
decoy set using GA. Once the optimal value of alpha and beta variables are determined, alpha values are
used in energy score library generation, and beta values are used during the total energy calculation of
protein conformation. After optimization, we test flexEgy using independent test decoy set constructed in
this study. The results obtained from optimization as well as independent test indicate that flexEgy can
accurately discriminate native conformation of flexible protein from the ensemble of their decoys.
Next, we proposed ab initio conformational ensemble generator, called aiCEG that generates an
ensemble of possible conformations for flexible proteins from the sequence. The design of aiCEG features
an appropriate combination of and coordination between an energy function for FPs and a sampling
algorithm. In aiCEG, the initial protein conformations are defined by the Cartesian coordinates of backbone
atoms (N, Cα, C and O). Here, only backbone atoms are considered to reduce the large search space.
Moreover, for an effective sampling of the energy hypersurface of the FPs, we utilized memory assisted
GA which is decorated with two novel conformational change operators, angular rotation and segment
translation. The angular rotation resembles mutation operation in GA. Likewise, segment translation
resembles a crossover operation in GA. For a guided conformational search, we utilize torsion angle and
secondary structure propensities. Aso, we utilize the phi-psi angle pairs belonging to secondary structure
types H and E and group them into helix and beta groups. Later, these torsion angle pairs are referred and
utilized to update the torsion angles that result in a clash within the structure. To minimize the chance of
destroying the conserved beta-sheet region, a beta smoothing technique is adopted. Further, to prevent
clashes occurred from random changes in torsion angles, distance between all possible Cα atom pairs within
the structure is verified and if any Cα-Cα distance is found to be less than 3.6 Å, the change is discarded
and either a new torsion angle change is applied or a new residue position is selected for the change. Before
applying energy function to score the conformational sample, a full atomic model from the backbone model
is obtained using Oscar-star program. To score the conformations generated by sampling, a flexEgy is used,

157

which is slightly modified to incorporate disulfide based energy term. During sampling, the conformations
are scored, and the best conformations are passed on to the next generation of GA simulation.
We found that aiCEG, obtained by combining effective sampling and optimal energy function, called
flexEgy, provides competitive performance compared to I-Tasser method, based on the test performed on
a set of 8 flexible protein containing disulfide bond which has almost full structure solved by NMR in PDB.
We also show that aiCEG can generate high-resolution structural ensembles through visual illustration,
which are further validated by the high TM-score values. Sufficiently accurate alignment of models
predicted by aiCEG on the known structures also indicates that the proposed method can generate
significantly accurate models. Also, we present 5 full structural models for proteins in DP20 dataset for
which full structure does not exist in PDB. We believe that these models will be useful for the researchers
to compare and evaluate the novel conformational ensemble generators in the future. Despite a notable
improvement in this work, continuous efforts in both aspects of energy function development and
conformational search improvement are still necessary to improve the accuracy of flexEgy and aiCEG to
advance the study of flexible proteins.
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Chapter 7

Conclusions

In this dissertation, we attempted the systematic discovery and characterization of new biological properties
of proteomic data and computational modeling of several un/structural properties of proteins, to understand
their roles in biological process and advance the field of bioinformatics. Our comprehensive research goal
addressed applications of computational methods and approaches in two disciplines:
(1) Bioinformatics, an interdisciplinary field which includes the development of software tools using
novel algorithms for understanding biological data and enables efficient access and management
of different types of biological information;
(2) Computational Biology, which involves development and application of analytical and theoretical
methods to interpret various types of biological data, including nucleotide and an amino acid
sequence, protein domains, and protein structures to learn new biological information.
In addition to developing energy function and protein structure prediction methods, we have devised
energy function and conformational ensemble generator for unstructured proteins. Moreover, we have also
developed a machine learning framework for predicting disulfide bonds from protein sequence. We have
developed individual tools for individual methods proposed in this study. In the last project, where we
developed energy-function and conformational ensemble generator for unstructured proteins (described in
Chapter 6), we have utilized tools and knowledge we acquired from previously developed energy functions
(described in Chapter 2), conformational search (described in Chapter 3) and disulfide connectivity
prediction (described in Chapter 4). Therefore, the overall flow of the dissertation work and the outputs are
interconnected, yet the broader scientific community can apply each component independently.
In this chapter, we provide a quick summary of the overall contributions, present some directions for
future research, and finally, some concluding remarks.

7.1 Summary
In the following section, we summarize the contributions of this dissertation.
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3DIGARS: We first developed a core energy function to discriminate native structures from their decoys
by incorporating biological information associated with hydrophobic-hydrophilic interaction between
amino acids. We constructed three-dimensional energy score libraries based on hydrophobic and
hydrophilic residue’s spatial distribution within protein conformation. Each of the three categories of
residues is given an independent and more appropriate semi-spherical distribution parameter alphas, and
subsequently, we determine their best values instead of having a single parameter based gross average
interaction model. Further, to score the structure, instead of directly summing the energy from three
different libraries, we take a weighted sum of the energy scores. And, these weights of the contribution of
individual energy score library is optimized using a Genetic Algorithm.
We further improve the performance of 3DIGARS [44] to obtain 3DIGARS2.0 [47] by incorporating
predicted accessible surface area as an energetic term. To achieve this, we first developed a predictor, called
REGAd3p to predict the real value accessible surface area (ASA) of protein residues. In REGAd3p, we used
classical Exact Regression with Regularization and an extended polynomial kernel of degree 3 to predict
ASA. Here, we apply the regularization technique to avoid overfitting of the model. To obtain the best value
of regularization parameter, GA to achieve high performance both in terms of Pearson Correlation
Coefficient (PCC) and low mean absolute error (MAE) was applied. Then, we modeled the error between
actual and predicted ASA in terms of energy and optimally combined this energy with the 3DIGARS [44]
energy function, which resulted in an effective energy function, namely 3DIGARS2.0 [47]. The optimal
combination of 3DIGARS energy score and ASA based energy score was obtained using GA. Therefore,
we utilized the outputs from 3DIGARS as an energetic term to build 3DIGARS2.0 energy function.
To further improve the performance, we developed an improved energy function 3DIGARS3.0 [48]
by designing novel global dihedral angle features and combining it optimally with prior energy components
(from 3DIGARS and 3DIGARS2.0). To achieve this, we mined 3D structural information described by the
torsion angles Phi and Psi computed for all atoms, named as uPhi and uPsi respectively, in the form of
energy components. The uPhi and uPsi angles were obtained from the Cartesian coordinates of the four
atoms (a1, a2, a3 and a4). First, we calculated three vectors v1, v2 and v3 using the coordinates of atom pairs
(a1, a2), (a2, a3) and (a3, a4). Next, we calculated two normal vectors from the three vectors mentioned above.
First normal vector was calculated by the cross product of vectors v1 and v2 (i.e. v1×v2) and represented as
v4. Similarly, the second normal vector was calculated by the cross product of v2 and v3 (i.e. v2×v3) and
represented as v5. The angle between these two normal vectors v4 and v5 was then calculated via their dot
product (cosine angle between two vectors) which provides the basis of uPhi and uPsi angle computation
in our work. The optimal combination of uPhi and uPsi based energy terms and prior energy functions
3DIGARS and ASA based energetic term was obtained using GA. Therefore, we utilized the outputs from
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3DIGARS and 3DIGARS2.0 as an energetic term to build 3DIGARS3.0 energy function. The development
and benchmarking procedure of 3DIGARS, 3DIGARS2.0, and 3DIGARS3.0 are described in Chapter 2.
o3DIGARS: Energy function is one of the key components of protein structure prediction. Therefore,
it is important to design an optimal energy function to develop an accurate protein structure prediction
method. We constructed an optimal energy function which provides better accuracy in terms of average
PCC between the energy score and TM-score of the models, average TM-score of low energy models,
average native count and average Z-score and is applicable to ab initio protein structure prediction. Design
of an optimal energy function involves the extraction of 41 energy features using 4 different datasets of
known proteins, 2 different reference states and various sequence-specific and 3D structural feature
collection techniques. Four separate datasets and two separate reference states were used to test the
dependence of energy scores on training datasets and reference state. Among 41 features, only 6 of the
features were finally selected for total energy calculation, and the rest of the features were ruled out using
the feature selection technique. Out of six, two energy features belonged to sequence-specific ASA-based
energy, two energy feature belonged to sequence-specific torsion angles (phi and psi) energy computed by
considering individual amino acids, one energy feature belonged to sequence-specific torsion angle psi
computed by considering amino acid triplets and one energy feature was obtained from our previous energy
function 3DIGARS. These features were linearly combined using 5 weight variables to balance the energy
features. These weights were optimized using GA, whose multi-objective fitness function consists of terms:
average PCC, average TM-score, average Native Count, and average Z-score. Here, we utilized output from
3DIGARS to construct o3DIGARS energy function and consequently applied o3DIGARS to predict the
3D structure of a protein from the sequence. The development and benchmarking of o3DIGARS energy
function are described in Chapter 3.
3DIGARS-PSP: We designed a conformational search algorithm and utilized the o3DIGARS energy
function developed in Chapter 3 to develop an ab initio protein structure predictor, called 3DIGARS-PSP
[51, 52] which predicts the 3D structure of a protein from the sequence. We perform a conformational
search by applying memory assisted GA with the help of associated mutation and crossover operators which
perform angular rotation and segment translation, respectively. For a guided change in conformation, we
utilize torsion angle and secondary structure information mined from known experimental structures.
Moreover, phi-psi angle pairs belonging to secondary structure types H and E are collected and grouped into
helix and beta groups and utilized later to update the torsion angles that result in a clash within the structure.
Further, we apply the beta smoothing technique to reduce the chance of destroying the conserved beta-sheet
regions in a conformation. To prevent clashes, the distance between all possible Cα atom pairs within the
structure is verified and if any Cα-Cα distance is found to be less than 3.6 Å, the change in structure is
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discarded and either a new torsion angle change is applied or a new residue position is selected for the
change. Additionally, a full atomic model is obtained using Oscar-star program and consequently, the model
is scored using o3DIGARS energy function. The development and benchmarking of 3DIGARS-PSP are
described in Chapter 4. Note that, ab initio protein structure prediction is one of the most challenging
problems in structural biology and bioinformatics. Therefore, despite notable improvements in this work,
continuous efforts in both aspects of energy function development and conformational search improvement
are still necessary to improve the accuracy of the ab initio protein structure prediction.
diSBPred: We established a sequence-based machine learning predictor of disulfide bonds using
Support Vector Machines (SVM) with Radial Basis Function (RBF) kernel. In this research, we performed
large scale proteomic data collection from UniProt database followed by purification and analysis. In our
implementation, the prediction of disulfide bonds is achieved in three stages: first, bonding state of
individual cysteines is predicted; second, the disulfide bonding state of cysteine-pairs is predicted by
including the results from individual cysteine bonding state prediction as a feature; and third, the disulfide
connectivity pattern is predicted. The disulfide bonding state of individual cysteines and disulfide bonding
state of cysteine-pairs are predicted using SVM with RBF kernel. Moreover, for disulfide connectivity
prediction, Depth First Search (DFS) technique is used to identify all possible connectivity pattern, and the
pattern that is found to have the highest sum of probability score is selected as final disulfide connectivity
pattern. The development and benchmarking of diSBPred are described in Chapter 5. Further, we have
incorporated the output of diSBPred with energy function for unstructured proteins and consequently
applied this new energy function for conformational ensemble generation of unstructured proteins.
flexEgy: To develop aiCEG, we first established an energy function for flexible proteins, called
flexEgy that scores the ensemble of unstructured/flexible proteins and discriminate native conformation
from decoys. The idea to develop flexEgy is borrowed from 3DIGARS energy function. But, the difference
is that flexEgy uses knowledge of atom-atom pair distance obtained from the NMR structures. Simply put,
flexEgy uses atom-atom pair distance information extracted from multiple models of NMR structures and
three-dimensional ideal-gas reference state formulated from three distinct hydrophobic-hydrophilic
interactions of amino acids. The hydrophobic-hydrophilic interactions are controlled using a threedimensional optimization parameter, called alpha. Further, the contribution of each of the interaction group
toward final energy score calculation is controlled using a three-dimensional variable, called beta. The
values of alpha and beta variables are optimized using GA. In this work, we design the optimization and
independent test decoy sets for flexible proteins. We believe that these decoy sets will be useful to test the
performance of other energy functions in the future.
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aiCEG: We applied flexEgy along with the disulfide bonds based energy (discussed in Chapter 5) as
a component of ab initio conformational ensemble generator that generates an ensemble of possible
conformations for flexible/unstructured proteins from the sequence. The aiCEG is designed by combining
two important components, an energy function for unstructured protein and a sampling algorithm. For the
sampling of unstructured proteins, we utilized memory assisted GA, which employs two types of
conformational change operators: i) angular rotation, and ii) segment translation that is associated with
mutation and crossover operations, respectively. We apply flexEgy to score the conformations generated
by GA in the current generation and pass the best conformations to the next generation. Moreover, the
flexEgy is configured to combine the disulfide connectivity pattern in the form of energy with itself to
generate a new score that favors the close orientation of cysteine residues that involve in disulfide bonding.
Both flexEgy and aiCEG are independently tested on different unstructured proteins and found effective in
different cases.

7.2 Future Scopes
Here, we briefly discuss the future research scope based on the study that has been conducted in this
dissertation. Some possible future directions are as follows. Please note that the future directions are not
limited to what is discussed below.
In Chapter 2, we discussed different energy functions where energy score libraries are created. The
weighted contribution of these libraries is considered for final energy score calculation. However, it would
be interesting to also optimize the contribution of each bin of the energy score library. Ideal energy function
would be the one that could identify all the native structures for all the proteins that exist in nature. However,
none of the energy function developed to date is 100% accurate. Therefore, we also see the scope to improve
the performance of the energy functions developed in Chapter 2 and Chapter 3 by including novel
energetic terms as well as designing novel reference state.
Furthermore, the energy functions proposed in this dissertation are applied towards the protein
structure prediction and conformational ensemble generator development. However, energy functions are
the heart of many different bioinformatics applications. Therefore, the proposed energy functions can be
applied towards protein-protein/peptide/DNA/RNA binding affinity prediction, protein-DNA threading,
docking decoy discrimination, prediction of transcription-factor binding profiles, and more.
In Section 3.3, Equation (46), we can see that the optimal energy score function is dominated by the
energetic terms extracted from the accessible surface area (ASA) and torsion angle psi. Therefore, it would
be interesting to mine ASA from experimental structures and use it to guide the conformational search in a
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similar fashion we mined and used torsion angles and secondary structure propensities. Further, In Chapter
4, it would be interesting to apply some post-processing strategies to refine the predictions made by
3DIGARS-PSP. Particularly, it would be interesting to rank the structure ensembles generated by running
GA simulations, then apply some clustering technique to cluster the ensembles followed by selecting the
top five models in different clusters based on their ranking. Finally, the refinement of the models using
some refinement tools or molecular dynamics could also help improve the performance. Also, in our current
application of the crossover operation, only a single point crossover is allowed. It would be interesting to
see how multi-point crossover would help improve the performance of 3DIGARS-PSP. Further, in our
implementation, the mutation of the torsion angle is allowed anywhere within the structure. It would also
be interesting to apply careful and isolated mutations in helix, sheet, and coil regions of the structure.
Inclusion of move-set [327] that enable a relatively large region of conformational space search would
further enhance the performance of our 3DIGARS-PSP method.
The diSBPred framework, discussed in Chapter 5, uses SVM for cysteine-pair prediction whose
output (prediction probabilities) is used for cysteine connectivity pattern prediction. The performance of
diSBPred can be further improved by implementing stacking based machine learning method for cysteinepair prediction. In the past, we implemented stacking to solve the problem of predicting DNA-binding
proteins [328]. It would be worth trying this framework to improve the performance of diSBPred as it has
shown high potential in our previous work in solving other bioinformatics problems such as prediction of
DNA-binding proteins [328] and supersecondary structure prediction [329]. Application of feature selection
methods to extract useful features could also improve the proposed disulfide bonds prediction approach.
Additionally, the technique we used to predict cysteine-pairs could be applied to solve various other
problems, for example, protein-peptide binding prediction or protein-protein interaction prediction.
In Chapter 6, we discussed flexEgy and aiCEG. To design flexEgy, we borrowed the idea from threedimensional ideal-gas reference state-based energy function (3DIGARS). To further improve the
performance of flexEgy, it would be important to extract different sequence and structural energy features
and incorporate them with flexEgy. Furthermore, the aiCEG could be improved by using the torsion angle,
ASA, and secondary structure propensities extracted from the high-resolution unstructured protein
structures. As for protein structure prediction, the use of multiple point crossover and mutation operation
could also be tested. Further, the inclusion of the move-set might enhance the performance of aiCEG. Also,
it would be worth to use disordered predictors such as DisPredict [330] or DisPredict2 [224] to identify the
disordered regions in protein sequence and apply guided changes in the structure while performing the
conformational search.
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Finally, some possible future research directions using 3DIGARS-PSP and aiCEG, discussed in
Chapter 4 and Chapter 6 respectively, includes prediction of the function of un/structured protein,
prediction of the structure of protein sequences belonging to specific diseases such as malaria and more.

7.3 Conclusions
Development of computational approaches for quick and large-scale prediction, annotation, and analysis of
biological data to extract valuable information related to structure and functions of proteins from sequence,
similar to the ones we developed in this dissertation, can overcome the limitation of and support the
experimental techniques. To keep pace with the exponential growth in sequence-data and to bridge the gap
between the number of available sequences and corresponding structures, development of effective and
broadly applicable predictive algorithms with reasonable accuracy is important now more than ever. For
some problem, the need for these computational methods is unavoidable. For example, for the proteins for
which the structure is unknown, and the protein database lacks the homologous structure, it is extremely
important to develop a computational tool to obtain information about their structures and functionalities.
To fulfill the gap between the number of available sequence and structures, ab initio protein structure
prediction tool such as 3DIGARS-PSP can help by providing predicted structures for fast and large-scale
analysis. Further, computational methods can also be essential to understand the functions of proteins that
are IDPs or have IDRs that do not adopt well-defined structure, however, can change their states and fold
through binding as well as can perform important biological functions. The ab initio conformational
ensemble generator tool such as aiCEG developed in this study can provide a supplementary way for fast
and large-scale IDPs/IDRs analysis. The aiCEG method will not only help in understanding the biological
systems involving IDPs but can be a breakthrough tool to assist in rational drugs design to cure critical
diseases such as cancer or cardiovascular diseases caused by challenging state of IDPs.
In conclusion, a computational framework based on mathematical foundations and algorithms and
statistical evaluation is vital to understanding how structural information is enclosed and evolved from the
sequence. Rapid and accurate prediction of structure and unstructured proteins is important to keep pace
with biological research. Furthermore, the findings and outcomes of this study will significantly contribute
to other sciences and engineering domains involving predictive understanding and reasoning. The dataset
and tools developed during this dissertation are publicly available as open source. We hope that our
contributions including 3DIGARS, 3DIGARS2.0, 3DIGARS3.0, 3DIGARS-PSP, diSBPred, and aiCEG,
will serve as useful tools for advancing the field of bioinformatics and computational biology, particularly
the proteomics research and study.
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