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ABSTRACT
Quantum information processing (QIP) is an interdisciplinary field concerned with
the development of computers that utilize quantum mechanical properties of nature
to carry out their function. QIP systems have become vastly more practical since the
turn of the century. Today, QIP applications span imaging, cryptographic security,
computation, and simulation (quantum systems that mimic other quantum systems).
Many important strategies improve quantum versions of classical information sys-
tem hardware, such as single photon detectors and quantum repeaters. Another more
abstract strategy engineers high-dimensional quantum state spaces, so that each suc-
cessful event carries more information than traditional two-level systems allow. Pho-
tonic states in particular bring the added advantages of weak environmental coupling
and data transmission near the speed of light, allowing for simpler control and lower
system design complexity.
In this dissertation, numerous novel, scalable designs for practical high-dimensional
linear-optical QIP systems are presented. First, a correlated photon imaging scheme
vi
using orbital angular momentum (OAM) states to detect rotational symmetries in
objects using measurements, as well as building images out of those interactions is
reported. Then, a statistical detection method using chains of OAM superpositions
distributed according to the Fibonacci sequence is established and expanded upon. It
is shown that the approach gives rise to schemes for sorting, detecting, and generating
the recursively defined high-dimensional states on which some quantum cryptographic
protocols depend.
Finally, an ongoing study based on a generalization of the standard optical multi-
port for applications in quantum computation and simulation is reported upon. The
architecture allows photons to reverse momentum inside the device. This in turn
enables realistic implementation of controllable linear-optical scattering vertices for
carrying out quantum walks on arbitrary graph structures, a powerful tool for any
quantum computer.
It is shown that the novel architecture provides new, efficient capabilities for the
optical quantum simulation of Hamiltonians and topologically protected states. Fur-
ther, these simulations use exponentially fewer resources than feedforward techniques,
scale linearly to higher-dimensional systems, and use only linear optics, thus offering
a concrete experimentally achievable implementation of graphical models of discrete-
time quantum systems.
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1Chapter 1
Introduction
1.1 Context and contents of this dissertation
Quantum information processing (QIP) is an interdisciplinary scientific field con-
cerned with the research and development of computers and information processing
systems that explicitly use quantum mechanical properties of nature to carry out
their function (Venegas-Andraca, 2012; Feynman, 1982). QIP systems have become
vastly more practical since the turn of the century. Today, applications of QIP span
imaging, cryptographic network security (Gisin et al., 2002), computation (Nielsen
and Chuang, 2010) and simulators (quantum systems that mimic other quantum sys-
tems) (Georgescu et al., 2014; Aspuru-Guzik and Walther, 2012; Hauke et al., 2012),
measurement (Sergienko and Jaeger, 2003) and more (Schuld et al., 2015). By utiliz-
ing quantum-physical resources such as entanglement, QIP systems can offer various
advantages, such as increased information capacity and energy efficiency, compared
to classical analogues (Howard et al., 2014). In practice, however, QIP system perfor-
mance still faces many challenges, like low data rates caused by losses and inefficiencies
inherent to the underlying quantum resources (Gisin et al., 2002). As QIP systems
become more commonplace, new approaches are needed if these limitations are to be
overcome.
Many important strategies look to improve quantum versions of classical infor-
2mation system hardware, such as (single photon) detectors and (quantum) repeaters
(Sangouard et al., 2011). Another, more abstract strategy seeks to engineer high-
dimensional quantum state spaces for increased capacity, so that each successful
event may carry more information than traditional two-level systems such as polar-
ization and spin allow. The general strategy for QIP system development employed
throughout this research looks to utilize high-dimensional quantum states, both as
increased-capacity information carriers and as unique resources with additional useful
properties.
High-dimensional optical states in particular bring to QIP the added advantages
of weak environmental coupling and data transmission near the speed of light (Knill
et al., 2001). Using these high-dimensional bosons for QIP allows for simpler control,
facilitating lower system design complexity. Some high-dimensional optical states,
such as orbital angular momentum (OAM) eigenstates, it is shown, even offer novel
information retrieval capabilities, such as the ability extract symmetry information
about material objects using a small number of interactions.
In this dissertation, numerous novel, scalable designs for practical high-dimensional
QIP systems based on linear optics are reported (Fitzpatrick et al., 2014; Simon
et al., 2015a; Simon et al., 2015b; Simon et al., 2016; Simon et al., 2017a; Simon
et al., 2017b). First, a correlated photon imaging scheme using OAM states to de-
tect rotational symmetries in objects with a small number of measurements, as well
as building images out of those interactions is presented (Fitzpatrick et al., 2014).
Then, a cryptographic key distribution protocol using chains of OAM superpositions
distributed according to the Fibonacci sequence is established and expanded upon.
It is shown that the protocol maintains the increased security of quantum key dis-
tribution, and schemes for sorting, detecting, and generating the recursively defined
3high-dimensional states on which the protocol depends are described (Simon et al.,
2015a; Simon et al., 2015b).
Finally, an ongoing study based on a generalization of the standard optical mul-
tiport for applications in quantum computation and simulation is reported (Simon
et al., 2016). The architecture allows photons to reverse momentum inside the device.
This in turn enables realistic implementation of controllable linear-optical scattering
vertices for carrying out quantum walks on arbitrary graph structures, a powerful
tool for any quantum computer.
It is shown that the novel architecture provides new, efficient capabilities for the
optical quantum simulation of Hamiltonians (Simon et al., 2017a) and topologically
protected states (Simon et al., 2017b). Further, these simulations use exponentially
fewer optical resources than feed-forward techniques, making them efficient alterna-
tives to current approaches. Most of the multiport architectures also scale linearly to
higher-dimensional systems and use only linear optics, making them versatile build-
ing blocks of potentially complex information processing networks. Ultimately, the
directionally-unbiased linear-optical multiports offer a physically concrete, experimen-
tally achievable implementation of high-dimensional graphical models of discrete-time
quantum systems, thus introducing a heretofore unexplored avenue of research in op-
tical quantum information and computation research.
1.2 Structure of this dissertation
This report is divided into 5 chapters. The original research reported here is primar-
ily contained in Ch. 2, Ch. 3, and Ch. 4, with each of those chapters focusing on
published work related to one application (or set of applications) related to the main
theme. Concluding remarks are given in Ch. 5. The current chapter is dedicated
4to introductory remarks as well as background materials that may be useful for the
subsequent chapters.
In Chapter 2 a novel photonic imaging system using high-dimensional correlated
orbital angular momentum states (OAM), as well as numerical results demonstrating
the method’s image reconstruction capabilities and information capacity in terms of
bits carried per detected photon, originally reported in (Fitzpatrick et al., 2014), is
presented. Further, the system is numerically demonstrated to be capable of identi-
fying arbitrarily rotating objects, thus illustrating the rotational insensitivity of this
correlation method. Specifically, it is shown that the coincidence spectra generated
using the method remain unchanged even when the target object undergoes random
rotations between measurements.
In Chapter 3 an interferometric method for statistically discriminating between
nonorthogonal states in high-dimensional Hilbert spaces for use in quantum informa-
tion processing, originally reported in (Simon et al., 2015a) and (Simon et al., 2015b),
is presented. The method is illustrated for the case of photon orbital angular momen-
tum (OAM) states. These states belong to pairs of bases that are mutually unbiased
on a sequence of two-dimensional subspaces of the full Hilbert space, but the vectors
within the same basis are not necessarily orthogonal to each other. Over multiple
trials, this method allows OAM eigenstates to be distinguished from superpositions
of multiple such eigenstates. Variations of the same method are shown to be capable
of preparing and detecting arbitrary linear combinations of states in Hilbert space.
One further variation allows the construction of chains of states obeying recurrence
relations on the Hilbert space itself, potentially opening a new range of possibilities
for more abstract information-coding algorithms to be carried out experimentally in
an simple manner. Among other applications, it is shown that this approach provides
5a passive means of switching between pairs of high-dimensional mutually unbiased
OAM bases, simplifying the switching process compared to other active methods
such as polarization-controlled switching.
Finally, in Chapter 4 the concept of directionally-unbiased optical multiports is
introduced, in which photons may reflect back out of the input direction (Simon et al.,
2016). These multiports allow optical scattering experiments to be carried out on ar-
bitrary undirected graphs via linear optics. It is shown that the particular architecture
of the multiports allows for an exponential decrease in required optical components,
compared to feed-forward techniques, when carrying out quantum walk experiments.
By utilizing the dynamic modelling techniques of the scattering theory formulation
of quantum walks, efficiently implementable applications exploring quantum walks
on complex networks can be explored. Two such applications from the area of quan-
tum simulation, which concerns quantum systems that mimic the dynamics of other
quantum systems (Feynman, 1982), are presented. The first application addresses
the general issue of simulating discrete-time Hamiltonians with both spatial and in-
ternal degrees of freedom using one-dimensional chains of multiports (Simon et al.,
2017a). Simple examples are studied and practical issues such as state-generation,
measurement, and resource requirements are considered. In the second application, a
special case of such Hamiltonians is studied. Specifically, it is shown through analysis
and simulation that a modified version of the Su-Schrieffer-Heeger (SSH) Hamiltonian
can be simulated (Simon et al., 2017b). The SSH example is of particular importance
for the future of optical quantum simulation research and development because the
system exhibits states of non-zero winding number and has topologically-protected
boundary states, which are of increasing importance in condensed matter physics and
quantum computing because of their robust invariance under bulk deformations of
6the system. Additionally, remarks are made regarding future research opportunities
in the novel area of experimental quantum graph theory.
The following section introduces at some background materials that may be of
use in the later chapters.
1.3 Background
Quantum information processing, quantum computation, and quantum system engi-
neering are inherently interdisciplinary, drawing heavily on concepts and techniques
from mathematics, statistics, computer science, optics, materials science, and of
course quantum physics. Because of this, constructing a comprehensive introduc-
tion to the relevant scientific results is no simple task, and has been the subject of
many important manuscripts in recent years (Nielsen and Chuang, 2010; Jaeger, 2007;
Wilde, 2013; Kitaev et al., 2002; Le Bellac, 2006; Lipton and Regan, 2014; Simon
et al., 2017c).
Given the scale of such an endeavor, a comprehensive introduction to all relevant
topics is beyond the scope of this dissertation. Nevertheless, in this section an at-
tempt is made to introduce in a basic way selected subsets of content relevant to
the understanding of the research presented below. For the most part, however, the
background material relevant to a particular chapter is introduced within the chapter
in which the result appears in a section called “Overview”. The background material
presented here is merely meant to set the stage for the result-specific contextualization
appearing at the beginning of later chapters.
The background material is divided into three broad sections. In Sec. 1.3.1, con-
cepts from quantum optics needed to comprehend the role of the electromagnetic field
as an information resource in quantum information processing are briefly introduced.
7In Sec. 1.3.2, various areas from quantum information processing and quantum com-
putation are introduced in a relatively non-technical way; more specific aspects of
these areas are directly addressed later in Chs. 2,3, and 4. Finally, in Sec. 1.3.3 the
basic aspects of quantum walks are introduced, both as a dynamic modeling tool in
quantum information processing as well as an motivation for application design, as is
demonstrated explicitly in Ch. 4. In each section, additional references are given for
the interested reader.
1.3.1 Quantum Optics
In this section some aspects of quantum optics relevant to the research presented
below are reviewed. Specifically, the construction of a complete basis quantum optical
“number” states from single mode electromagnetic field operators is sketched, since
the application designs in the remainder of this dissertation are typically studied
within the context of a single-mode field. Next, basic properties of quantum optical
coherence functions are considered as an avenue into the topic of photon statistics
and detection, which is the main means of information extraction from the systems
presented in this dissertation. Then, the quantum mechanical description of some
beam splitters are reviewed. Finally, the relevance of quantum entanglement and
nonlinear optics to the research presented in this dissertation is described. For a
comprehensive introduction to quantum optics, see (Gerry and Knight, 2005; Scully
et al., 1998; Loudon, 2000).
Field quantization and photon number states
In the case of an electromagnetic field polarized along the x-direction, such that the
electric field satisfies E(r, t) = exEx(z, t) and the magnetic field satisfies B(r, t) =
eyBy(z, t), where ei is a unit polarization vector, and confined to a one-dimensional
8cavity along the z-axis with perfectly conducting walls at z = 0 and z = L, Maxwell’s
equations (with no sources) in SI units give
∇× E = −∂B
∂t
∇×B = µ00∂E
∂t
∇ ·B = 0
∇ · E = 0.
(1.1)
A single-mode field satisfying the above constraints is given by
Ex(z, t) =
(2ω2
V 0
)1/2
q(t) sin(kz)
By(z, t) =
(µ00
k
)(2ω2
V 0
)1/2dq(t)
dt
cos(kz),
(1.2)
where ω is the frequency of the mode, k = ω/c is the wave number, c is the speed of
light, and V is the effective volume of the cavity. The boundary conditions at z = L
require that ωm = c(mpi/L) for m = 1, 2, . . . ; the notation ω then indicates a fixed
frequency.
The time-dependent factor q(t) has a dimension of length, leading to the interpre-
tation of a canonical position variable. Thus dq
dt
= p(t) may be interpreted as canonical
momentum for a “particle” of unit mass, hence the corpuscular name “photon.”
The system Hamiltonian, H, giving the classical field energy then reduces to
H =
1
2
∫
dV
[
0E
2(r, t) +
1
µ0
B2(r, t)
]
=
1
2
(p2 + ω2q2).
(1.3)
In other words, a single-mode field can be viewed as a harmonic oscillator where the
electric and magnetic fields play roles analogous to position and momentum (Gerry
9and Knight, 2005).
Then, by the correspondence rule of quantum mechanics (Sakurai et al., 1995), we
may replace q and p by their operator equivalents, qˆ and pˆ, satisfying the cannonical
commutation relation,
[qˆ, pˆ] = qˆpˆ− pˆqˆ
= i~Iˆ,
(1.4)
where Iˆ is the identity operator (dropped henceforth), ~ is the Plank constant, and i
is the imaginary number
√−1. The Hamiltonian is thus rewritten as
Hˆ =
1
2
(qˆ2 + ω2pˆ2). (1.5)
At this point, the non-observable, non-Hermitian annhilation (aˆ) and creation (aˆ†)
operators are introduced,
aˆ = (2~ω)1/2(ωqˆ + ipˆ)
aˆ† = (2~ω)1/2(ωqˆ − ipˆ)
[aˆ, aˆ†] = 1,
(1.6)
so that the Hamiltonian operator Hˆ may be rewritten as
Hˆ = ~ω
(
aˆ†aˆ+
1
2
)
. (1.7)
The operator product aˆ†aˆ is called the number operator, henceforth denoted as nˆ. The
relevance of this name can be seen by the following observation. Following (Gerry
and Knight, 2005), let |n〉 denote an energy eigenstate of the single mode field with
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corresponding energy eigenvalue En. Then
Hˆ|n〉 = ~ω(nˆ+ 1
2
)
= En|n〉,
(1.8)
so multiplying by the creation operator aˆ† and employing the commutation relation
of Eqn. 1.6 gives
~ω
(
nˆ+
1
2
)
(aˆ†|n〉) = (En + ~ω)(aˆ†|n〉), (1.9)
the eigenvalue equation for the state aˆ†|n〉. It is by way of this relationship that it
is said a “quantum” of energy, or loosely speaking, a photon is created by aˆ† (Gerry
and Knight, 2005).
Having established this fundamental concept of quantum optics and quantum in-
formation processing, it is tempting to continue the exploration of the various proper-
ties of these photonic number states. However, the intent of this section is to merely
give a flavor of the concept of photon as a natural result of the quantization of the
electromagnetic field.
Leaving aside the exciting foundational results related to zero-point energy, field
quadratures, and multi-mode field quantization, and the various uncertainty relations
that come into play, it suffices to note here that the number states |n〉 are taken
to represent a state of the field containing n photons, and these states form
a complete set such that
∞∑
n=0
|n〉〈n| = 1. (1.10)
For a closer study of field quantization, see Ch. 2 of (Gerry and Knight, 2005),
which has been followed here, or see (Scully et al., 1998) for an advanced introduction.
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Quantum coherence and photon detection
For a two-photon state in linear optical system, the joint probability density p(x1,x2)
is the fourth-order correlation function is the coincidence rate G(2)(x1,x2) (Glauber,
1963).
The single-photon probability density p(x1) gives the probability of observing pho-
ton at x1 at all, regardless of presence of second photon.
The marginal probability density p¯(x1) gives the probabilitiy of observing photon
at x1 and the other photon at any −∞ < x2 <∞.
A bucket detector simply registers the presence of a photon with no information
about the properties of the photon, based on the fact that the marginal density of
detection explicitly assumes the other photon in a two photon systems is anywhere
in the detection plane by integrating out the second plane. It can therefore serve as
a gating signal for another scanning detector (measuring location) associated to the
other photon (Abouraddy et al., 2001).
Deviations from classical probability theory. Classically we would expect that
p(x1) = p¯(x1), but this is not always the case in quantum. Sometimes, in non-
factorizable states, measurement of p¯(x1) can allow the extraction of information
about p(x2).
Independent coherent systems. If the state amplitude is factorisable, then there is
nothing to be gained by measuring simultaneous detections (coincidence rates)—all
information is contained in the single photon densities (singles rates).
Quantum mechanical description of beam splitters
Constructing a naive quantum analogue to the classical beam splitter leads to a
violation of commutation relations between the creation and annihilation operators.
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Specifically, assuming that the incident field aˆ1 is partially reflected, such that aˆ2 =
raˆ1 for complex reflectance r and the rest of the field is partially transmitted, such
that aˆ3 = taˆ1 for complex transmittance t leads to
[aˆ2, aˆ
†
3] = rt
∗ 6= 0, (1.11)
despite the requirement that
[aˆi, aˆ
†
j] = δij
[aˆ†i , aˆ
†
j] = [aˆi, aˆj] = 0.
(1.12)
This issue is overcome by introducing a field operator for the classically empty
input mode aˆ0 on the other side of the beam splitter, along with corresponding trans-
mittance and reflectance operators t′ and r′ (Gerry and Knight, 2005). This leads to
the transformation, [
aˆ2
aˆ3
]
=
[
t′ r
r′ t
] [
aˆ0
aˆ1
]
, (1.13)
which satisfy Eqns. 1.12 as long as the so-called reciprocity relations,
|r′| = |r|, |t′| = |t|, |r|2 + |t|2 = 1, r∗t′ + r′t∗ = 0, and r∗t+ r′t′∗ = 0 (1.14)
hold (Gerry and Knight, 2005).
In the case of a 50-50 beam splitter constructed using a single dielectric layer, the
reflected and transmitted beams differ by a phase factor of exp(±ipi/2) = ±i, leading
to the unitary transformation
BS
1√
2
(
1 i
−i 1
)
, (1.15)
assuming the reflected beam undergoes a −pi/2 phase shift. This simple transforma-
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tion is the building block for much of the research presented in Ch. 4.
Entanglement and nonlinear optics
A pure quantum state is said to be entangled if it is non-factorisable. For example,
applying the transformation BS of Eqn. 1.15 to the state |0〉0|1〉1 leads to
|0〉0|1〉1 BS−−→ 1√
2
(i|1〉2|0〉3 − |0〉2|1〉3), (1.16)
in which the component states of the superposition |1〉2 and |0〉3 cannot be factored
into a product of states proportional to |1〉2|0〉3 or |0〉2|1〉3.
It has already been mentioned that correlations between component systems in
entangled states can lead to deviations from classical probability theory; this is the
basis for entangled states as a novel resource in quantum information processing
applications. Here, we briefly mention a standard optical approach to generating
entangled photonic states using nonlinear optical interactions.
Under sufficiently strong incident radiation, some crystals exhibit an induced
polarization-density vector that is deformed beyond the linear response relationships
typically used to describe dispersion and absorption effects in the medium. In these
cases, higher-order terms in the power series expansion of the polarization density
must be considered, leading to second-order (or higher) contributions to the system
Hamiltonian. Only when the crystal is anisotropic, specifically non-centrosymmetric,
is the second-order susceptibility tensor, χ(2), which controls the strength of the non-
linear interaction, non-vanishing (Boyd, 2003).
In the non-degenerate case, the interaction Hamiltonian can be written as
Hˆ1 ∼ χ(2)aˆpaˆ†saˆ†i +H.c., (1.17)
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where the subscript p denotes the pump field, which is annihilated while two other
fields, the so-called signal (s) and idler (i) are created according to the phase-matching
constraints
~ωp = ~ωs + ~ωi
~kp ≈ ~ks + ~ki.
(1.18)
The production of two output beams satisfying these conditions is called down-
conversion, and there are two general types of down-conversion satisfying the phase-
matching conditions above. In type I down-conversion, by definition the signal and
idler photons have the same polarization, orthogonal to that of the pump. Like-
wise, in type II, the signal and idler have orthogonal polarizations, and are emitted
along two cones. The intersection of these cones can be used as a way of selecting
polarization-entangled states (Gerry and Knight, 2005).
The typical setup for down-conversion (expanded upon where relevant in the body
of this dissertation) is a monochromatic pump, and down-converted beams are filtered
with narrow band spectral filters (Abouraddy et al., 2001; Saleh et al., 2000). For a
more comprehensive discussion of down-conversion, see (Scully et al., 1998).
1.3.2 Quantum Information Processing and Quantum Computing
In this section, the major milestones of quantum information processing, quantum
computation, and their applications are briefly introduced in order to provide fur-
ther context for the research presented in this dissertation. Specifically, a high-level
introduction to general concepts from quantum computing are given as a means of
introducing the more specific area of quantum simulators. Then major results from
quantum cryptographic key distribution and quantum imaging are mentioned. This
section minimizes technicalities where possible because much of the relevant technical
context is presented as needed in the body of this dissertation. Throughout, the low-
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dimensional nature of many of these results is emphasized in order to set the stage
for the research presented below.
Quantum Computing and quantum simulators
The field of quantum computing is often said to have been founded by Feynman
in (Feynman, 1982) (see (Benioff, 1980) for an earlier account), where the difficulty
of simulating quantum systems using classical computational devices was analyzed.
Since then, there have been many efforts to implement a computer designed based
on the laws of quantum mechanics, since such a system could inherently be better at
simulating the dynamics of quantum systems.
The emphasis on simulating quantum systems has, over time, wained in favor of
implementing a so-called quantum Turing machine (Benioff, 1980), or general pur-
pose quantum computer; these efforts were especially advanced by the results of
(Shor, 1994), which showed that a quantum computer could find the prime factors
of large numbers much faster (in terms of algorithmic complexity) than any classi-
cal computer. Such a computer would take advantage of quantum superposition by
processing states often referred to as qubits, whose general form can be written as
|Ψ〉 = α|0〉+ β|1〉 ∈ H, (1.19)
where |α|2 + |β|2 = 1 for complex probability amplitudes α and β. Qubits span a
two-dimensional Hilbert space H. A typical qubit state may be constructed from
polarization states of a photon,
|Ψ〉 = 1√
2
(|H〉+ |V 〉), (1.20)
where H and V indicate horizontal and vertical polarization respectively.
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When n qubit states of dimension 2 are composed, they span a state space of
complex dimension 2n, hence the interest in harnessing their properties.
However, higher-dimensional “qubits” called qudits for the d-dimensional version,
can also be constructed- for much of this dissertation those states are employed. The
composition of n qudit states spans a state space of dimension dn. Although, there is
no fundamental information-theoretic gain in using qudits (any system of qudits can
be simulated by a system of qubits (Kitaev et al., 2002)), these states can be useful
in mitigating the effects of lossy systems or rare events, as long as the overhead of
distinguishing d different states does not supersede the advantages of working in a
state space with richer structure. This advantage can lead to the ability to extract
more information per successful measurement event and, therefore, lead to lower
resource requirements.
It was mentioned above that the original search for quantum simulators has less-
ened in the years since (Feynman, 1982). Relatively recently this trend has started
to reverse (Georgescu et al., 2014; Schreiber et al., 2012; Simon et al., 2017a; Simon
et al., 2017b). Currently, after nearly 40 years, the quest for a general purpose quan-
tum computer has come up short, although serious progress has been made. Some
even question the relevance of quantum computer were it to exist, because quantum
algorithms that are provably better than any classical algorithm are still very few. In
the absence of a quantum Turing machine implementation, researchers have started
to return to Feynman’s original goal of designing special purpose quantum comput-
ers, specifically for simulating difficult-to-control quantum systems. The idea is that
a controllable, albeit limited quantum simulation of a quantum mechanical system
may in some cases outperform practical classical simulations of the same system or
class of systems.
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It is this line of research that motivates much of the content of Ch. 4, where these
topics are expanded upon in more detail. Because general quantum computation
is not studied in this dissertation, a discussion of the traditional circuit model of
quantum computation is omitted here; for an extensive introduction to this model,
see (Nielsen and Chuang, 2010). However, it is worth mentioning the central idea
that the circuit model of quantum computation is one in which a sequence of logic
operations (gates) described by unitary transformations are applied to a set of qubit
states, after which a measurement is made on the system in order to obtain the result
of the computation (Jaeger, 2007).
Quantum Key Distribution
Quantum key distribution (QKD) is a field of communication research concerned
with the sharing of random classical bit strings using quantum states. It is currently
the most successful application of quantum information processing (Jaeger, 2007).
Where relevant in Ch. 3, the technicalities of QKD protocols will be reviewed. Here,
a high-level summary of the goals and standard techniques of QKD is given.
As an example, suppose Alice wants to share a cryptographic key with Betty, but
a third party Eve wants to intercept and resend the information contained in Alice’s
key (the key of course can be used to encode and decode another bit string, hence
the relation to cryptography). Because of QKD, if Alice encodes her cryptographic
key as an appropriate sequence of quantum states and sends them to Betty over an
appropriate communication channel, it is possible to follow protocols which guarantee
that if Eve attempts to intercept and resend the information, according to the laws
of quantum mechanics her presence can be detected in the resulting measurement
statistics. In this way, appropriate quantum communication channels are said to be
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secure in that Alice and Betty are guaranteed by the laws of physics to see the imprint
of Eve’s interference with their system. Exactly how these protocols can be carried
out is the subject of QKD research.
Typical QKD protocols rely on three relatively simple aspects of quantum me-
chanical systems. The first is the no-cloning theorem, which states that an arbitrary
unknown quantum state cannot be perfectly copied (Nielsen and Chuang, 2010). This
fact leads to a statistically guaranteed error rate when attempting to intercept and
resend quantum information. The second aspect of quantum mechanics most relevant
for QKD is the superposition principle, which states that any linear combination of
valid quantum states of a system is a quantum state of the system. This property
provides a way of introducing uncertainty into the technique, since the result of a
measurement of a system in quantum superposition has some probability to yield any
of the states in the superposition that have non-zero amplitude. The third aspect of
QKD’s success relies on the use of not all mutually orthogonal states (Jaeger, 2007),
which introduce further uncertainty by requiring both Alice and Betty to measure
their states in “compatible” bases to yield encoded bit values, something which is
only later verified via a classical communication channel.
The most commonly used QKD protocols are the BB84 protocol and the E91
protocol (Bennett and Brassard, 1984; Ekert, 1991). In BB84, attenuated coherent
states approximating single photon states are used along with polarization coding on
4 pure quantum states forming two conjugate Hilbert space bases. In E91, entangled
pairs in the form of Bell States (Bell, 1966) are used to communicate information.
Simply put, the latter is an entangled version of the former. Additionally, E91 is pas-
sive in the sense that Alice and Betty need not choose the basis in which to measure;
this is not the case in BB84, where the conjugate bases mentioned above correspond
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to two polarization bases offset by 45 degrees (the so-called “diagonal” basis), and
users must choose which basis to measure in for any given event. In E91, a beam
splitter passively “chooses” the basis in which each photon is measured, and perfect
entanglement guarantees a perfect correlation with the other party’s measurements.
In Ch. 3, a high-dimensional protocol is introduced. Of the two techniques men-
tioned above, it is more similar to E91 because it uses entangled photon pairs (oc-
cupying a higher-dimensional state space than the Bell states used in E91). Further
comparison and elaboration of quantum key distribution methodology is given in
Ch. 3.
Quantum Imaging
Quantum imaging is more appropriately called correlated photon imaging. A specific
application of such a technique is presented in Ch. 2. Here a very brief sketch of the
general idea is offered.
In correlated photon imaging, one of the two photons scatters off an object, into
a detector. This process alone is insufficient to generate an image of the spatial
distribution of the scattering object. However, if the detector is a bucket (count)
detector that is gated by the correlated photon impinging on a second detector whose
transverse location is known, an image of the scattering object may be reconstructed
in terms of the coincidence counts of the two photons as a function of the transverse
location of the second detector, despite the fact that the spatially-resolved radiation
never interacted directly with the scattering object (Abouraddy et al., 2001; Pittman
et al., 1995).
The correlation employed in many of these experiments, for example (Pittman
et al., 1995), is entanglement generated from down-conversion.
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In Ch. 2, a correlated photon imaging technique that uses no spatially resolving
measurements is presented.
1.3.3 Quantum walks
In order to contextualize the research presented in Ch. 4, basic properties of the
quantum walk are now introduced, since aspects of this dynamical modelling tool are
used in (Simon et al., 2016; Simon et al., 2017a; Simon et al., 2017b). A quantum
walk is the quantum analogue of a classical random walk (Aharonov et al., 2001;
Aharonov et al., 1993). Note at the outset that we do not use the phrase quantum
random walk: even though a measurement result will be random, the evolution of
the quantum walk state itself is not random, but unitary, whereas the evolution of
a classical random walk (from step to step) is in fact random, associated to some
probability system.
Quantum walks have utility as both an abstract tool for quantum algorithm devel-
opment as well as a physical model for the emergence of global properties from local
interactions (Aharonov et al., 2001). In algorithm development, quantum walks pro-
vide a useful means for studying quadratically faster search techniques on marked
databases (Portugal, 2013), providing the quadratic speedup over classical cases
(Aharonov et al., 2001), and have recently been shown capable of universal quantum
(and therefore classical) computation (Childs, 2009). This alternative to the circuit
model of quantum computation leads to new possibilities for quantum computational
architectures, a topic which is further explored in Ch. 4.
As for directly physical applications, quantum walks have been used as quantum
simulators (Georgescu et al., 2014; Aspuru-Guzik and Walther, 2012) to study two-
particle entanglement dynamics (Schreiber et al., 2012), percolation graphs (Chan-
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drashekar and Busch, 2013; Cuquet and Calsamiglia, 2009; Kolla´r et al., 2014; Leung
et al., 2010; Rigovacca and Di Franco, 2015; Ujfalusi and Varga, 2014), topological
state protection (Fedrizzi et al., 2012; Lu et al., 2014) and phase engineering (Asbo´th,
2012; Kitagawa et al., 2010b), and even photosynthetic energy transfer (Mohseni
et al., 2008).
Quantum walks can be formulated in a variety of ways, all of which have various
relationships to one another, as is shown below. Yet, the unifying idea behind all
quantum walk models can be paraphrased as follows. A quantum particle traverses
some network structure with its state acted on by a unitary operation throughout,
either continually or at discrete time steps. These operations typically lead to a
complicated superposition which in turn allows the various eigenstate amplitudes to
interfere constructively or destructively. This essentially moves ”mass” around the
probability distribution associated to measurement of the system, sometimes leading
to distinctly non-classical behavior. We now turn to some examples to make these
points more clear.
Coined quantum walks
The basic notions related to quantum walks are now built up through the follow-
ing example of a discrete time quantum walk (DTQW). While the below instance
of the model may appear very simple, more advanced approaches to DTQW have
been shown capable of performing all quantum (and therefore classical) computation
(Lovett et al., 2010).
The simplest example of a quantum walk takes place on an infinite line. The
walker is taken to be a two-level system, that is, a physical qubit, say with quantum
numbers h and v, with a position on the line between (−∞,∞). In other words,
22
the walker is a quantum particle that “lives” in a Hilbert space composed of a so-
called coin space, Hc = {|h〉, |v〉}, indexing the position, and a (countable) position
space, Hp = (. . . , |−1〉, |0〉, |1〉, . . .), indexing the position. The total space is then
Ht = Hc ⊗ Hp. If the system starts in the internal state h, at the origin, it can be
written as
|ψ〉0 =
1√
2
(|h〉+ |v〉)⊗ |0〉, (1.21)
where |ψ〉0 ∈ Ht.
Each step of the DTQW consists of two operations. First, the coin operation acts
on Hc, applying a unitary rotation to the coin basis. The quantum analogue of a
balanced coin operation is the Hadamard operation, which we write here as
Hˆ =
1√
2
(|h〉〈h|+|h〉〈v|+|v〉〈h|−|v〉〈v|). (1.22)
Next, the conditional translation operator acts on Hp, shifting the particle left or
right (in the case of the line) depending on the associated coin state. A conditional
shift operation in our case would look something like
Sˆ = |h〉〈h|⊗
∑
i
|i+ 1〉〈i|+|v〉〈v|⊗
∑
i
|i− 1〉〈i|. (1.23)
Of course, interesting coin operations place the particle into a superposition of
coin states, so that multiple conditional shifts are applied simultaneously. It is pre-
cisely this process that leads to amplitude interference and interesting non-classical
dynamics. The total unitary operation on Ht is then given by
Uˆ = Sˆ · (Cˆ ⊗ 1ˆ), (1.24)
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Figure 1·1: The figure from (Manouchehri and Wang, 2013), shows a
comparison between the resulting distributions for a classical (dotted
red) and quantum walk on an infinite line after t = 100 steps, starting
at the origin with the initial state |ψ〉0 = 1√2(|h〉+|v〉)⊗|0〉 and using the
operator Uˆ of Eq. 1.24 to evolve the system according to Eq. 1.25. The
ballistic spreading present in the quantum walk clearly distinguishes it
from its classical counterpart.
and the quantum walk after t time steps is completely described by
|ψ〉t = Uˆ t|ψ〉0. (1.25)
The above quantum walk, after t = 100 steps leads to the distribution shown in
Fig. 1·1. The ballistic spreading present in the quantum walk clearly distinguishes
it from its classical counterpart (Manouchehri and Wang, 2013). Specifically, we
note that, unlike classical random walks described by Markov chain dynamics which
converge to a stationary distribution, the quantum walk will never converge to a
stationary distribution. This is because of the requirement of unitary evolution:
unitary operations preserve vector norms, so that the distance between two distinct
vectors describing the system over time can never go to zero. However, notions of
convergence can be recovered by looking to the limiting distribution of the average of
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the probability distribution over time (Aharonov et al., 2001). These techniques are
especially useful for more complicated structures, such as high-dimensional graphs.
Scattering theory approach to high-dimensional quantum walks on graphs
The approaches to defining quantum walks taken in Sec. 1.3.3 can be extended
in a straightforward way to higher-dimensional systems, i.e., graphs, first done in
(Aharonov et al., 1993) (see (Venegas-Andraca, 2012) for a comprehensive review).
Each site is taken to be a node at which a local coin operation on Hc is defined, and
the number of edges emanating from the node gives the possible conditional transla-
tions at that node. If the graph is k-regular, then all nodes have the same coin space
dimensionality (Venegas-Andraca, 2012).
As mentioned in 1.3.3, much of the research into quantum walks uses abstract
graph structures in the service of algorithm development, such as searching databases
with quadratic speedup over classical approaches (Portugal, 2013). The primary
motivations to have physical implementations of complex graph structures are many.
For one, building the “physical” hardware capable of performing a desired quantum
walk could usher in new alternatives to the gate-based and adiabatic-based models
of quantum computation. However, specific walk implementations are typically very
restricted in the types of graph connections they are capable of modeling. There is
some very recent effort to overcome these limitations (Nitsche et al., 2016), but our
group is taking a different approach. We aim to implement physical nodes of a graph
using linear optics. To accomplish this, we rely on an alternative formulation of the
quantum walk model, to which we turn now.
In (Feldman and Hillery, 2004b; Feldman and Hillery, 2004a; Feldman and Hillery,
2007), an alternative formulation of the quantum walk was presented. This version
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is based on scattering theory, and seeks to characterize the walk using an approach
analogous to the well-known Sˆ-matrix technique. Here, the walking particle is incident
on a vertex (or, node of graph) that has n edges. The particle is taken to have some
reflection amplitude; that is, the particle can leave on the edge it came in on. The
remaining n− 1 edges associate to the particle a transmission amplitude. The basis
states for the particle represent its momentum on the edges, so that the walk “takes
place” on directed edges of the graph (however, each edge has both directions).The
matrix representation of the operator at a given node of valence n has dimension 2n.
Let O be the label for the vertex at which the n edges meet. Then input states are
described by |kO〉, where k = 1, · · · , n. The reflection amplitude r gives the transition
rule that takes |kO〉 to |Ok〉, where the reversal of labels in the ket indicates a reversal
of momentum for the particle. The transmission amplitude t gives the transition rule
to any other output state | Oj〉 where j 6= k.
Assuming transmission amplitudes are equal for all states | Oj〉 where j 6= k,
unitarity leads to the following conditions on r and t. Evolution is unitary as long as
the beam splitter relations,
1 = (n− 1)|t|2 + |r|2 (1.26)
0 = (n− 2)|t|2 + r∗t+ t∗r, (1.27)
are satisfied (Feldman and Hillery, 2004b).
Note that this approach to quantum walks does not require a coin space, Hc,
exponentially reduces the dimension of the problem. Also, it can be used to study
any graph (Feldman and Hillery, 2004b).
Armed with these basic notions we can now understand better the role that quan-
tum walks played in developing the research presented in Sec. 4.1: the goal is to
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physically ground the abstract models used in the study of quantum walks, with
hopes of developing a more powerful, yet more efficient experimental photonic quan-
tum simulator apparatus than has previously been implemented. First, however, we
return to the context of high-dimensional QIP for use in quantum imaging.
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Chapter 2
Correlated photon imaging and symmetry
detection with orbital angular momentum
states
In this chapter an application of high-dimensional quantum information processing
(QIP) within the context of correlated photon imaging using orbital angular mo-
mentum (OAM) states is presented. Both the schematic design of correlated spiral
imaging (CSI) and numerical results developed in (Fitzpatrick et al., 2014) are re-
ported. It is shown that reliance on the OAM decomposition of photons generally
has two attractive features when compared to more traditional approaches like po-
larization or spatial mode decomposition. First, the OAM modes of a photon are
inherently planar, i.e., two-dimensional. This allows each photon to carry more in-
formation about the structure of a given object under consideration per interaction.
Second, the basis of OAM states is infinite dimensional, which in principle allows
much more information to be encoded in each successful event.
2.1 Overview
Recently, a new method of correlated optical sensing was introduced (Simon and
Sergienko, 2012), in which correlations between the orbital angular momentum (OAM)
states (Allen et al., 1999; Yao and Padgett, 2011) of two light beams or photons are
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measured through coincidence counting and singles rates. If an object is placed in one
of the paths, the correlations are effected in ways that are useful for efficient sensing
applications. It is shown that the sensing procedure employs the inherent rotational
symmetries of OAM modes in order to increase the information per photon measured,
while decreasing the number of measurements needed to identify or even image tar-
get objects. All correlations used are based on count rates, so that no measurements
in position space are needed. By relying on the OAM correlations explored below,
simple robust measurements may be used to extract more information for less energy
as compared to traditional photon-based sensing applications.
Aside from predicting image reconstruction capabilities, the method explored in
(Simon and Sergienko, 2012) suggested that objects leave an imprint in the off-
diagonal components of the joint OAM coincidence spectrum, where the diagonal
represents the well-known conservation of OAM (Mair et al., 2001). The latter was
confirmed experimentally for simple cases in (Uribe-Patarroyo et al., 2013). In these
experiments it was observed that, for centered objects, the joint OAM spectrum sig-
nifies and object’s basic rotational symmetries in a predictable way, namely that only
the off-diagonal components of the spectrum for which lo + lr = N are nonzero when
the object transmission pro has an N -fold rotational symmetry, where lo and lr rep-
resent the OAM content of the object and reference beam, respectively. The theory
introduced in (Simon and Sergienko, 2012) also suggests a potential imaging scheme
based on correlated OAM states, which we will hereafter refer to as correlated spi-
ral imaging (CSI) in reference to what is traditionally called digital spiral imaging
(Molina-Terriza et al., 2007a; Torner et al., 2005; Torres et al., 2003), an interesting
related but inherently non-imaging spectroscopic method. By contrast, CSI allows
full image reconstruction by way of singles rates measurements, as well as object
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recognition by way of joint OAM coincidence spectrum measurement.
Additionally, we numerically demonstrate CSI’s novel ability to identify arbitrary
rotating objects, our results illustrating the rotational insensitivity of this correla-
tion method. Specifically, we show that the coincidence spectra generated using our
method remain unchanged even when the target object undergoes random rotations
in between each measurement. Further, we generalize the domain of application of
CSI by simulating substantially more complicated objects than have been previously
considered in theory (Simon and Sergienko, 2012) or experiment (Uribe-Patarroyo
et al., 2013).
By “more complicated” we mean objects with complex geometries, a great deal of
angular variation, and at off-center positions in the beam field. These novel cases are
mathematically non-trivial and, for reasons discussed below, currently experimentally
infeasible. We are thus forced at present to seek further insight into the correlations
discussed below by way of simulation. We use digitized representations of opaque
objects to directly compute the complex transition amplitudes needed in order to
study the effects – on spectral signature, CSI reconstruction accuracy, and mutual
information rates – of linearly translating objects off-axis with respect to the beam’s
center. This process follows the system design and measurement schematic outlined
below.
It is useful to reiterate that in all of what follows, no traditional imaging mea-
surements of spatial modes are assumed– only singles and coincidence rates, as they
are required to properly express the complex expansion coefficients (transition ampli-
tudes) used to reconstruct object images.This makes CSI particularly well-suited for
applications where spatially resolving detectors are unavailable or undesirable.
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2.2 Orbital angular momentum (OAM) states
First we will introduce some relevant facts about orbital angular momentum (OAM)
states and their properties. For a more complete survey of the role of OAM in classical
and quantum settings, see (Yao and Padgett, 2011).
2.2.1 Laguerre-Gauss modes
All beams considered in this section are assumed to be helically phased, and are
thereby decomposed into the complete, orthonormal basis set of Laguerre-Gauss (LG)
modes |l, p〉, each mode with OAM l~ and p radial nodes where l and p are integers
(Allen et al., 1999; Padgett and Allen, 1995). In cylindrical coordinates (r, z, φ), the
position space representation of |l, p〉 in the object plane is given by (Ren et al., 2004)
〈r, φ|l, p〉 = k|l|p r|l|e−r
2/w20L|l|p (2r
2/w20)e
−iφl+i(2p+|l|+1), (2.1)
where k
|l|
p is a normalization constant, Lαn(x) is the generalized Laguerre polynomial
of order n, and w0 is the beam waist (Yao and Padgett, 2011).
2.2.2 Object representation
Before discussing the measurement apparatus, it will be useful to develop a sense of
how objects may be represented in terms of their effect on OAM states. By considering
this representation now, the role of correlation will become more clear later. We use
outer products of OAM states to form an overcomplete basis which can be used to
express an object’s transmission function, T (r, φ), as a local operator expanded in
terms of OAM transitions as follows. For some al
′
l
p′p ∈ C
Tˆ =
∑
l,l′ ,p,p′
al
′
l
p′p|l
′
, p
′〉〈l, p|. (2.2)
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To better understand the coefficients al
′
l
p′p, we invert Eq. (2.2) and find that
al
′
l
p
′
p
=
∫
drdφ[ul′p′ (r, φ)]
∗T (r, φ)ulp(r, φ) (2.3)
= 〈l′ , p′|Tˆ |l, p〉. (2.4)
Eq. (2.4) shows that the al
′
l
p′p are in fact amplitudes for a given state |l, p〉 to
transition to the state |l′ , p′〉. Since the LG state vectors are a priori known basis
elements, successful reconstruction of an image depends only on the determination
of the al
′
l
p′p, as indicated by Eq. (2.2). We note here a clear analogy with Fourier
decomposition, with the exception that our basis functions form an overcomplete
basis.
The al
′
l
p′p are complex expansion coefficients according to this representation of the
object. To properly represent the object then, both the magnitude and phase (or,
equivalently, the real and imaginary parts) of the al
′
l
p′p are needed. Throughout this
paper the phases we refer to are the relative phases between quantum amplitudes of
the sum in Eq. 2.2, as opposed to for example, the phase profile of the object or spatial
phase distribution of the OAM states themselves. It is crucial to observe, as can be
seen from Eq. 2.2 alone, that the complete al
′
l
p′p = <(al
′
l
p′p) + i=(al
′
l
p′p) = |al
′
l
p′p|eiα for
some phase α describes the rotation (in complex space) of the basis state |l′ , p′〉〈l, p|
necessary to give the proper interferences needed to accurately represent the object.
It was pointed out in (Simon and Sergienko, 2012) that without these full complex
numbers all images become rotationally symmetric, thus destroying the potential for
generalized imaging.
The magnitudes of the al
′
l
p′p in Eqs. (2.2,2.4) are proportional to the coincidence
probabilities with a proportionality constant corresponding to the weighting coeffi-
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cient from SPDC (Simon and Sergienko, 2012; Uribe-Patarroyo et al., 2013). From
the preceding paragraph we see that, given these magnitudes, proper imaging of an
object still requires the phases (α’s) too, or just as well, the real and imaginary parts
of the al
′
l
p′p defined in Eq. 2.4. The next section describes a method for measuring the
real an imaginary parts of the al
′
l
p′p.
2.3 Apparatus
The phase-insensitive apparatus, originally described in (Simon and Sergienko, 2012)
and implemented in (Uribe-Patarroyo et al., 2013) is shown in Fig. 2·1. From this
setup, an object’s joint OAM spectrum may be constructed, as demonstrated experi-
mentally in (Uribe-Patarroyo et al., 2013). However, no true images can be built from
the data output by this apparatus, because only the magnitudes, not the phases, of
the OAM-object interaction amplitudes, al
′
l
p′p, are recoverable from the measurements.
Below we show that the phases can be recovered by implementing a simple augmen-
tation to the setup in Fig. 2·1, shown in Fig. 2·2. Namely, the introduction of an
additional beam splitter, along with the counting of singles rates in each detector, is
all that is needed. The second beam splitter (BS2) introduces a path-ambiguity that
can be mathematically exploited for full image reconstruction.
2.3.1 Phase-sensitive detection object detection
We will now explain how the transition amplitudes, al
′
l
p′p (both real and imaginary
parts) of Eq. (2.4), may be recovered using the correlation setup shown in Fig. 2·2.
Recall that, according to Eq. (2.2), both the real and imaginary parts, or equivalently,
the magnitude and phase of the al
′
l
p′p are necessary to provide the proper representation
of the object.
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Figure 2·1: A phase-insensitive setup allowing measurement of corre-
lated OAM content, but no image reconstruction.
As a source of photon pairs which are correlated in OAM, consider a Gaussian
pump, |lp, p0〉 = |0, p0〉, producing object and reference beams, |l1, p1〉 and |l2, p2〉
respectively, via (collinear) spontaneous parametric down-conversion (SPDC); type
I or type II SPDC will suffice, however coincidence coincidence rates are higher for
type II SPDC with a polarizing beam splitter (Torres et al., 2003; Saleh et al., 2000;
Ren et al., 2004; Leach et al., 2010; Pires et al., 2010; Simon and Sergienko, 2012).
The beams, anti-correlated in OAM since lp = l1 + l2, are then directed into separate
branches by a 50:50 beam-splitter (see Fig. 2·2). The presence of the object will cause
the state of a photon in the object beam to transition from |l1, p1〉 to |l′1, p′1〉, while
the state of the reference photon remains unchanged. According to Eqs. (2.4) and
(2.2), the object’s OAM transition amplitude is precisely what we seek to recover,
and we do so as follows.
By inserting an additional beam splitter before sorting the states, amplitude path-
mixing is induced (see Fig. 2·2) because photons reaching either detector may have
arrived by two different routes. Note that both ports of the second beam splitter
are being used, so that vacuum fluctuations need not be taken into account here.
The resulting detection amplitudes in the upper (D+) and lower (D−) detectors are,
respectively, proportional to |al
′
1l1
p
′
1p1
+ i| and |ial
′
1l1
p
′
1p1
+ 1|, neglecting overall constants
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Figure 2·2: A setup allowing object image reconstruction via tran-
sition amplitude phase-sensitive measurement of correlated OAM con-
tent.
(Note that the amplitudes associated to |l2, p2〉 are 1 since no transition takes place,
hence those quantum numbers do not appear in the beam splitter expressions.) The
proportionality constant is determined by the weighting coefficients associated to the
SPDC process (Ren et al., 2004). This means that the singles count rates N+ and
N− in each detector are given by
N+ ≈ |al
′
1l1
p
′
1p1
+ i|2 (2.5)
N− ≈ |ial
′
1l1
p
′
1p1
+ 1|2. (2.6)
We assume perfect detectors; imperfections can be accounted for by methods de-
scribed in (Ren et al., 2004). Considering the real and imaginary parts of the al
′
l
p′p as
the two unknown variables we seek, it is clear that we have two equations and two
unknowns. Thus, the singles rate equations can now be used to express both the real
and imaginary parts of the a
l
′
1l1
p
′
1p1
. So, using the real part,
<(al
′
1l1
p
′
1p1
) =
√
N+ − 1− 1
16
(N2+ −N2− − 2N+N−)−
1
2
(N+ −N−),
and the imaginary part, =(al
′
1l1
p
′
1p1
) = 1
4
(N+−N−) of al
′
1l1
p
′
1p1
, we now have the al
′
l
p′p in their
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entirety, and all necessary information for image reconstruction. Further, we have as
a subset of this data the coincidences required to build the OAM joint spectrum used
for object identification.
We would like to point out that while the amplitudes used for image reconstruction
can be used for construction of the OAM joint spectrum, we are not using the spectrum
to image; we are using the amplitudes of Eq. 2.2 to image. The spectrum measurement
(without the second beam splitter) provides only the magnitudes of the al
′
l
p′p, and
not the phases of the al
′
l
p′p (as noted in Sec. 2.2 we are not referring to the phase
profile of the object or OAM beam). However, as argued in Sec. 2.2 and (Simon and
Sergienko, 2012) this phase information is needed for image reconstruction, and to
obtain these phases we need both the real and imaginary parts of the al
′
l
p′p. The above
apparatus provides a way of obtaining this information and thus imaging an object
without making any measurements in position space. Additionally, the apparatus
allows construction of the more familiar joint OAM spectrum of the object, studied
for simple cases in (Uribe-Patarroyo et al., 2013) and more general cases below.
Finally, let P (l1, p1; l2, p2) be the joint probability mass for detecting signal with
quantum numbers l1, p1 and idler with values l2, p2. The marginal probabilities at the
two detectors (probabilities for detection of a single photon, rather than for coinci-
dence detection) are
Ps(l1, p1) =
∑
l2,p2
P (l1, p1; l2, p2) (2.7)
Pi(l2, p2) =
∑
l1,p1
P (l1, p1; l2, p2). (2.8)
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Then the mutual information for the pair is
I(s, i) =
lmax∑
l1,l2=lmin
pmax∑
p1,p2=0
P (l1, p1; l2, p2) (2.9)
× log2
(
P (l1, p1; l2, p2)
Ps(l1, p1)Pi(l2, p2)
)
The setup in Fig. 2·1 can be used, accounting for the SPDC weighting coefficients,
to generate OAM coincidence spectra, as we shall see in Sec. 2.4. Alternatively, one
can simply remove the second beam splitter and measure the coincidences directly;
images will not be attainable since only the transition amplitude magnitudes will
be known, but the spectral signature of objects may still be obtained (Simon and
Sergienko, 2012; Uribe-Patarroyo et al., 2013). Which version of the setup one uses
will depend on the application at hand, in particular, whether or not an image is
desired or a spectral signature will suffice.
So far we have assumed the experimenter has the ability to discriminate different p
values while sorting OAM states. Such discrimination is necessary in order to properly
represent an object in terms of Eq. 2.2. However, in reality such a discrimination is
beyond current experimental means (Pires et al., 2010). Therefore, to demonstrate
the full implications of the above detection method, we must (presently) rely on
simulation methods, described in Sec. 2.4.
2.4 Imaging and information for complex objects
The following simulations explore correlated spiral imaging (CSI), a remote OAM-
based imaging and object recognition technique that requires few measurements since
OAM symmetries lead to information extraction rates exceeding one bit per photon
measured. In addition to testing the imaging capabilities of CSI, we will see that an
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aspect of the technique, namely, the object joint OAM signature, is insensitive to ro-
tations of the object, so that the mutual information advantages remain constant even
for dynamic objects. This is perhaps the most advantageous and unusual property of
CSI, opening the door for novel applications across many fields concerned with the
identification and imaging moving objects.
2.4.1 Imaging and joint OAM spectra
Successful imaging of any object that has significant radial structure with CSI requires
the ability to discriminate OAM states with p > 0, since the expansion basis for Tˆ
depends upon distinct contributions from each (p′, p) combination in the set of basis
states (see Eq. (2.2)). In the simulations below, following the physics of Fig. 3·12, we
use digitized representations of various opaque objects to directly compute Eq. (2.4)
in order to study the effects – on spectral signature, image reconstruction accuracy,
and mutual information – of translating the target objects off-axis with respect to
the beam’s center. In addition to image reconstructions we show many joint OAM
coincidence spectra and use these spectra to perform mutual information calculations
using Eq. (2.9).
As discussed Sec. 2.3.1, the spectra may be constructed from singles measurements
combined with coincidence measurements and the addition of a second beam splitter
before detection (as we simulate here), or, directly measured in a coincidence-only
setup, with no second beam splitter, as in (Uribe-Patarroyo et al., 2013). These
results may be tested experimentally as distinguishing states with p > 0 becomes
more practical.
The experimental results of (Uribe-Patarroyo et al., 2013) briefly discuss the role
of symmetry in an object’s joint OAM spectrum. The most important point for our
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purposes is that objects with simple N -fold rotational symmetry leave their imprint
on the off-diagonal (in particular, the lo + lr = N) elements of the joint spectrum.
More generally, suppose that the object has a rotational symmetry group of order N ;
i.e., it is invariant under φ → φ + 2pi
N
. From Eqs. (2.2) and (2.4) it follows that the
coefficients must then satisfy a
l′1l1
p′1p1
= e
2pii
N
(l′1−l1)al
′
1l1
p′1p1
, which implies a
l′1l1
p′1p1
= 0 except
when
l′1−l1
N
is integer. When N goes up (enlarged symmetry group), the number of
nonzero a
l′1l1
p′1p1
goes down; with the probability concentrated in a smaller number of
configurations, correlations increase and mutual information goes up, as we will see
below.
It is also worth noting that the objects used in (Uribe-Patarroyo et al., 2013),
while having width much smaller than the beam waist, had length that extended far
beyond the beam radius.
Fig. 2·3(c) shows the joint spectrum of a simple 5-pointed opaque star (with 5-
fold rotational symmetry) whose dimensions are confined entirely within the beam.
The object’s lack of radial extension causes a decrease in magnitude of the l = ±5
components of the joint spectrum, since the LG modes of higher momentum (higher
l) do not interact with the object. Consequently, the object’s spectral signature
in the off-diagonal components of the joint OAM spectrum becomes visually less
obvious. However, as Fig. 2·3(d) shows, by setting the diagonal components of
the joint spectrum to 0 and rescaling the colormap used to view the spectrum, the
off-diagonal contributions become much more visible. Since it is these off-diagonal
contributions that carry the extra information upon which the CSI setup is based,
in order to improve the contrast of off-diagonal spectral components, we will zero
out the conservation diagonal (states with lo = −lr) for the remaining object spectra
simulated in this report. The image reconstructions will include the contributions of
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(a) (b)
(c) (d)
Figure 2·3: (a) The CSI reconstruction using lmax = 10, pmax = 7,
with opaque star object of max width 0.9w0 in lower right corner. (b)
The amplitude phase spectrum of the amplitudes in Eq. 2.4 across all
measured l values (that is, the α in Sec. 2.2), for the case (p = 2, p′ = 7)
(c) The joint OAM spectrum of the star, having summed over all p, and
(d) the same spectrum with the conservation diagonal removed.
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(a)
(b) (c)
Figure 2·4: (a) Opaque fighter jet object of max width w0 and, (b)
the CSI reconstruction using lmax = 10, pmax = 7; (c) The joint OAM
spectrum of the fighter jet, summed over all p with the conservation
diagonal removed.
the lo = −lr states.
Additionally, note that Fig. 2·3(b) shows the coincidence spectra of the phases
alone, where the signature 5-fold symmetry in the diagonals is still present. However,
the lo + lr = N are not the only non-zero elements in this case.
Figs. 2·4(b) and 2·5(b) simulate the ability of the CSI method to image objects
with more complicated, less symmetric transmission functions T (r, φ). The joint
spectra shown in Figs. 2·5(c) and 2·4(c) are clearly less compact than those of simpler
objects, like the star. This is to be expected when one views complicated objects as
a superposition of many simpler, symmetric objects translated with respect to the
beam axis: as shown below (Sec. 2.4.2), translation with respect to the beam axis,
even for simple objects, spreads the joint spectrum.
The joint spectra of complex objects (Figs. 2·4, 2·5) make clear why it is necessary
to look at the entire joint spectrum, instead of just a slice: For objects that are
not perfectly symmetric, the joint spectrum looks different along any given slice.
Therefore, to uniquely identify an object, each element of the joint spectrum should
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(a) (b) (c)
Figure 2·5: (a) Opaque tank object of max width 0.7w0 and, (b)
the CSI reconstruction using lmax = 10, pmax = 7; (c) The joint OAM
spectrum of the tank, summed over all p with the conservation diagonal
removed.
be considered.
2.4.2 Off-axis translation and mutual information
For scanning-based applications it is necessary to know how the spectral signatures
alter as the object moves off axis. In Figs. 2·6, 2·7, and 2·8 we show the image
reconstruction and spectral signatures of the same objects shown in Figs. 2·3, 2·4,
and 2·5 respectively after having been shrunk by a factor of 4 and translated radially
with respect to the beam axis by approximately 0.7w0−0.9w0. The effect of translation
is most obvious in the case of the star, whose centered spectral signature is quite sparse
compared to those of the tank or fighter jet: we observe that translation with respect
to the beam axis causes a spreading in the spectral distribution. Although the exact
dynamics of the spectral spread caused by translation vary from object to object, we
note that once the object is sufficiently far from the beam center—not surprisingly—
the conservation diagonal is all that remains, all off-diagonal components going to
zero.
Given the variation in spectral signature as the object is translated through the
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(a) (b)
Figure 2·6: (a) The CSI reconstruction of a translated opaque star,
using lmax = 10, pmax = 7; (b) The joint OAM spectrum of the trans-
lated star, summed over all p with the conservation diagonal removed.
(a) (b)
Figure 2·7: (a) The CSI reconstruction of a translated opaque fighter
jet, using lmax = 10, pmax = 7; (b) The joint OAM spectrum of the
fighter jet, summed over all p with the conservation diagonal removed.
(a) (b)
Figure 2·8: (a) The CSI reconstruction of a translated opaque tank,
using lmax = 10, pmax = 7; (b) The joint OAM spectrum of the tank,
summed over all p with the conservation diagonal removed.
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Figure 2·9: Mutual information carried by off-diagonal components of
joint OAM spectrum, for various objects, as a function of distance from
beam center with lmax = 10, pmax = 5; increasing pmax will increase the
mutual information substantially. Note that each object’s off-diagonal
information content exceeds one bit per photon at the beam center.
beam field, we expect to see a corresponding variation in the mutual information
transmitted by the components of the joint OAM spectrum. To calculate this change,
we simulated the spectra of the above objects several times, linearly translating them
with each iteration, starting from the beam center and ending effectively outside of
the beam field completely. For each position, the mutual information was calculated
using Eq. (2.9), and the results are plotted as a function of distance in Fig. 2·9. Since
we are primarily interested in the information content of the off-diagonal components
of the joint OAM spectrum, we again zero out the conservation diagonals so that
the mutual information calculated represents information carried exclusively by off-
diagonal components of the spectrum.
We see that even for complex objects near the beam center, the mutual information
carried by off-diagonal components of the joint OAM spectrum exceeds one bit per
photon. As expected, the information goes to zero as the object moves sufficiently far
44
(a) (b)
l2 = lref
l 1 
=
 l o
bj
 
 
−10 −8 −6 −4 −2 0 2 4 6 8 10
 10
  8
  6
  4
  2
  0
 −2
 −4
 −6
 −8
−10
(#p
ho
 / a
rb.
 tim
e)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(c)
Figure 2·10: (a)One of many orientations measured for the 8-fold
symmetric object; (b) The CSI reconstruction is blurry as expected, due
to the random rotations of the object; (c) The joint OAM spectrum,
however, is insensitive to object rotation about a fixed axis.
from the beam center. Note that the simpler the object here – the star – transmits the
most off-diagonal information, consistent with the argument made in Sec. 2.4.1, that
enlarged symmetry groups cause an increase in correlations which in turn causes the
mutual information to go up. In fact, as we increase pmax and the objects’ symmetries
are better approximated, the mutual information for each object goes up. In Fig. 2·9,
p ∈ (0, 3) with the star’s Imax ≈ 2.6 bits/pho. Increasing pmax to 7 gives an Imax ≈ 3.3
bits/pho in off-diagonal components.
2.4.3 Rotational-insensitivity of object signature
Fig. 2·10 shows an object, image reconstruction, and joint OAM spectrum generated
following the same procedure described in the rest of this paper, with the addition
of randomly rotating the object in between each measurement (i.e., in between the
calculation of each amplitude). Fig. 2·10(a) shows the object, an 8-fold symmetric
arrangement of bands, similar to those used in the experiments of (Uribe-Patarroyo
et al., 2013). The object is rotated about its central axis by a random angle before
each amplitude is calculated. As expected, the image reconstruction profile shown
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in Fig. 2·10(b) is radially blurred about this central axis because the expansion basis
vectors that describe the image are being rotated with respect to each other upon each
measurement. However, the joint OAM spectrum shown in Fig. 2·10(c) is unaffected
by the series of random rotations. Because the object looks the same from the OAM
mode’s frame of reference despite the changing orientation about the central axis, the
joint OAM spectrum is as we would expect for an 8-fold symmetric object.
This result is particularly promising for future application. For example, imagine
the object in 2·10(a) is a rotating helicopter blade. Standard imaging would likely
result in something similar to 2·10(b). However, the CSI technology allows object
identification via the spectrum in 2·10(c), with ease and low energy consumption.
Further, note that only p = 0 values were considered here. Thus these results could
be achieved in a laboratory or application setting using current technology, since the
discrimination of higher-order OAM p values is not needed. When higher-order p
values are included, object discrimination should become easier.
2.5 Summary
The above simulations demonstrate the information capacity of off-diagonal compo-
nents in the joint OAM spectra. We have exploited this capacity for the purposes of
imaging and object identification by way of the joint OAM spectral signature. Cur-
rent experimental barriers, namely the inability to easily detect p > 0 modes at the
single photon level, present difficulties in physically implementing the experimental
apparatus required to recover the phases of the amplitudes needed for image recon-
struction. However, as our simulations indicate, such an apparatus would be capable
of using the information contained in the off-diagonal components of the joint OAM
spectrum to remote image unknown objects without any record of the spatial distri-
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bution of the photons measured. The rotational insensitivity of the method is perhaps
the most immediately useful property of the method, and owing to its independence
of p values, could be applied with currently existing technology.
All the techniques discussed here involve no measurements in position space. The
spectral signatures simulated in the final sections of this dissertation, especially the
spectral property of rotational insensitivity, rely only on coincidence measurements.
This means that, especially concerning a set of objects with unique signatures or
symmetries, our method can be used to detect the presence or absence of objects
in question in relatively few measurements as compared to pixel-by-pixel imaging
methods.
A number of novel applications suggest themselves based on the results above. For
example, note that if the object is rotated, the outgoing OAM states simply pick up
an overall phase that does not affect the joint OAM spectrum. This could be useful,
because it allows a rapidly rotating object to be identified from its OAM spectrum
using slow detectors and a small number of measurements. In some circumstances,
this may be less expensive and more practical than the use of high speed cameras.
The high mutual information capacity of off-diagonal OAM spectral components
also makes our method well suited for sensing rotational symmetries in few measure-
ments, even for moving and rotating objects. Due to the fragility of OAM states, the
advantages of our setup may best be exploited in small scale biological or production
contexts. For example, the scanning of a biological sample using correlated OAM
measurements may enable efficient detection of the presence or absence of certain
structures based on the comparison of theoretical and observed coincidence rates of
off-diagonal spectral components. And, since objects sufficiently far from the beam
center do not affect the coincidence rates, as seen by the mutual information plots
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in Fig. 2·9, we can be confident that a sufficiently small beam waist will yield accu-
rate spectra. Biological apoptosis (so-called programmed cell death) is one context
in which the presence or absence of cell symmetries plays an important role, since
apoptotic cells lose symmetry, and so a change in the distribution of symmetries may
indicate a cancerous sample. Sickle cell anemia may provide another avenue for future
research, since normal red blood cells have circular symmetry, but sickle cells do not.
The research above furthers the informational analysis of off-diagonal joint OAM
spectral components, in addition to demonstrating the full reach of CSI’s imaging
capabilities. We have seen that not only do these off-diagonal components carry
information that allows image reconstruction, especially in the case of a-symmetric
objects, but they do so at rates which can well exceed the bit per photon limit at
significant distances from the beam center.
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Chapter 3
Interferometric recursive state generation
and detection in the Fibonacci protocol
In this chapter, an interferometric method for statistically discriminating between
nonorthogonal states in high dimensional Hilbert spaces for use in quantum informa-
tion processing, originally reported in (Simon et al., 2015a) and (Simon et al., 2015b)
is described. The method is illustrated for the case of photon orbital angular momen-
tum (OAM) states. These states belong to pairs of bases that are mutually unbiased
on a sequence of two-dimensional subspaces of the full Hilbert space, but the vectors
within the same basis are not necessarily orthogonal to each other. Over multiple
trials, this method allows the distinguishing of OAM eigenstates from superpositions
of multiple such eigenstates. Variations of the same method are then shown to be
capable of preparing and detecting arbitrary linear combinations of states in Hilbert
space. One further variation allows the construction of chains of states obeying re-
currence relations on the Hilbert space itself, opening a new range of possibilities
for more abstract information-coding algorithms to be carried out experimentally in
a simple manner. Among other applications, it is shown that that this approach
provides a simplified means of switching between pairs of high-dimensional mutually
unbiased OAM bases.
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3.1 Overview
Quantum key distribution (QKD) technology aims to enable two agents, Alice and
Bob, to generate a shared cryptographic key while preventing an unauthorized eaves-
dropper, Eve, from gaining significant information about the key without being re-
vealed. In the context of optics, the most common variable used to encode the key
is the photon’s polarization. Polarization spans a two-dimensional space, so that it
normally can encode only one bit of key per photon. In order to generate multiple bits
per photon, other variables may be employed which span higher dimensional Hilbert
spaces (Mower et al., 2013; Chen et al., 2014). The most promising of these is the
photon orbital angular momentum (OAM). The OAM along the propagation axis is
Lz = l~, where the topological charge l is restricted to integer values, and in principle
can be arbitrarily large. If a stream of photons is produced whose l values are allowed
to range between −L and +L, then each photon can encode up to log2(2L + 1) bits
of information in its OAM.
In (Simon et al., 2013), an approach was introduced that uses OAM to generate
a secret encryption key based on a novel entangled light source (Liew et al., 2011;
Trevino et al., 2011; Trevino et al., 2012; Dal Negro et al., 2012; Lawrence et al.,
2012) that produces output with an OAM spectrum the absolute values of which are
restricted to the Fibonacci sequence. Recall that the Fibonacci sequence starts with
initial values F1 = 1 and F2 = 2, with the rest of the sequence generated via the
recurrence relation Fn+2 = Fn+1 + Fn. These states are used to pump a nonlinear
crystal, leading to spontaneous parametric down conversion (SPDC), in which a small
proportion of the input photons give rise to two entangled output photons, called
the signal and idler. After the crystal, any photons with non-Fibonacci values of
OAM are filtered out. The result is that due to angular momentum conservation
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and the Fibonacci recurrence relation the two output photons are required to have
OAM values that are adjacent Fibonacci numbers (for example Fm and Fm+1). These
photons can then be used to generate a secret key; see (Simon et al., 2013; Simon
et al., 2015b) for more details on this procedure.
The Fibonacci key distribution protocol requires the ability to distinguish between
single OAM eigenstates and superpositions of pairs of eigenstates. These two types
of state belong to two mutually unbiased bases on subspaces of the full Hilbert space.
The state discrimination cannot be done unambiguously in a single trial, just as it
can not be determined in a single trial whether a photon’s polarization is vertical
or diagonal; however, over many trials a statistical picture of the outcomes can be
built up in such a way that alteration of the outcome probability distributions due to
eavesdropping becomes evident. In this manner, an eavesdropper can be revealed over
multiple trials even though it may not be possible to identify errors on any individual
trial. The details of how the eavesdropper revelation works may be found in (Simon
et al., 2015b).
The Fibonacci protocol is an example of a more abstract approach to QKD in
which, rather than simply modulating between two spatially directed measurement
bases, more abstract modulations are carried out, switching between more general sets
of states in Hilbert space. Unlike polarization-based protocols, the relevant unbiased
bases in Hilbert space do not correspond directly to projections onto directions in
physical space, allowing more freedom in the choice of bases used. By opening up
a broader range of states to manipulate, this approach has promise to increase the
key capacity per photon, to allow new methods for safeguarding the security of the
key, and in some cases to simplify experimental implementations. In order to carry
out this program, it is necessary to have a simple means of producing and detecting
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general (possibly nonorthogonal) linear combinations of basis states.
In this chapter, the issue of discriminating between non-orthogonal states formed
from superpositions of OAM eigenstates is examined. An interferometric method
which allows the user to distinguish between two different superpositions or to distin-
guish superpositions from individual eigenstates is reported. There is some probabil-
ity of error in the state identification, due to the nonorthogonal nature of the states
involved, but for the purposes of QKD this can be dealt with in the reconciliation
stage, as detailed in (Simon et al., 2015b). More general discussions of the problem of
non-orthogonal state discrimination with minimal error may be found in (Helstrom,
1976; Jaeger and Shimony, 1995; Bergou et al., 2004; Chefles, 2000). Another ap-
proach to the study of superposition states in OAM space via optical filtering with
spatial light modulators can be found in (Jack et al., 2010; Radwell et al., 2014). In
(Bussieres et al., 2006), an approach was taken to high-dimensional time-bin-encoded
states that is similar in spirit to what is done here, allowing measurements to be done
in arbitrary bases.
First, a solution to the problem of sorting pairwise superpositions of states is
presented. Then the apparatus employed is generalized to allow the detection of
arbitrary linear superpositions of OAM states. It is further shown how slight changes
could turn the same structure into a means of synthesizing arbitrary superposition
states. This is similar to the case of conventional phase and polarization coding
in telecommunications systems, where Mach–Zehnder interferometers are used for
both coding and decoding of the signal. In the current case, the type of tree-like
structure used to generate and detect these superposition states will be referred to as
a superposition generation and detection tree (SGDT). The use of different SGDT’s
allows the generalization of the Fibonacci protocol to similar protocols based on other
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linear recurrence relations. Finally, focus is shifted from recurrence relations on the
real numbers to recurrence relations on Hilbert space. It is shown how to construct
chains of states (as opposed to eigenvalues) that obey arbitrary linear recurrence
relations; this is done via a set of nested structures we will refer to as a recursive
state generator (RSG).
This chapter is organized as follows. In section 3.2 we review the Fibonacci pro-
tocol as a motivating example for what follows. In section 3.3, we then discuss the
problem of nonorthogonal state discrimination and introduce SGDT’s for the states
relevant to the Fibonacci protocol, with generalizations that cover other types of
superposition states in section 3.4. We then introduce RSG’s in section refstategen-
section for the preparation of superposition states, and discuss the idea of recurrent
sets of states in Hilbert space.
3.2 Fibonacci key distribution
Before providing a motivating example of the need for distinguishing between
nonorthogonal superposition states within unbiased bases, we first review the es-
sential ideas of the Fibonacci protocol (Simon et al., 2013), which allows multiple key
bits to be generated per photon. In this protocol, distinguishing such states is neces-
sary both to determine the key and in order to provide security against eavesdropping.
Security of the protocol stems from the random switching between measurements in
two bases (the D and L bases introduced below) that are mutually unbiased on each
of a chain of two dimensional subspaces; in one of these bases the two basis vectors
are mutually nonorthogonal.
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Figure 3·1: Schematic setup for generating cryptographic key with
Fibonacci-valued OAM states. The L and D detection stages respec-
tively test for different OAM eigenstates or different superposition
states. Interference between scatterings in aperiodic Vogel spiral lead
to an OAM spectrum in the pump that is restricted to the Fibonacci
sequence. The filters after the crystal remove any non-Fibonacci values
that appear in the down conversion process. See (Simon et al., 2013)
for more detailed description of the apparatus.
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3.2.1 Fibonacci state generation and the Fibonacci protocol
The basic setup of (Simon et al., 2013) is shown schematically in Fig. 3·12. The
source on the left consists of an aperiodic nano-array of scatterers in the form of a
Vogel spiral (Liew et al., 2011; Trevino et al., 2011; Trevino et al., 2012; Dal Negro
et al., 2012; Lawrence et al., 2012), followed by a nonlinear down conversion crystal.
The Vogel spiral causes the scattered waves from the different scattering centers to
interfere in such a way that only components with OAM belonging to the Fibonacci
sequence survive. As a result, the pump beam entering the crystal is a superposition of
Fibonacci-valued OAM states,
∑
n |Fn〉. After the crystal, the signal and idler states
have OAM values that always sum to a Fibonacci number, but are not necessarily
Fibonacci numbers themselves. Filters in the signal and idler paths then remove
the non-Fibonacci values. The result is that, at the output of the source, there is an
entangled two-photon state with Fibonacci-valued OAM in the two output directions:
ψ =
∑
n
(|Fn−1〉A|Fn−2〉B + |Fn−2〉A|Fn−1〉B), (3.1)
where the index n runs over the indices of the allowed Fibonacci numbers in the pump
beam: |Ψ〉pump =
∑
n |Fn〉. Alice and Bob each receive the entangles photons. Each
of them then uses a 50/50 nonpolarizing beam splitter to randomly direct the photon
either to one of two types of detection stages, referred to as L and D stages. L-type
detection consists of an OAM sorter (Leach et al., 2002; Berkhout et al., 2010; Lavery
et al., 2012) followed by a set of single-photon detectors. OAM sorters send different
l values into different outgoing directions, so that they register in different detectors,
allowing the value of l to be determined. In contrast, D-type detection is used to
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distinguish between different superposition states |Sn〉 of the form
|Sn〉 = 1√
2
(|Fn−1〉+ |Fn+1〉). (3.2)
The detection of such superposition states can be accomplished in several ways
(Miyamoto et al., 2011; Jack et al., 2010; Kawase et al., 2008). One complication with
the D-type detection is that adjacent superposition states, such as 1√
2
(|Fn−1〉+ |Fn+1〉)
and 1√
2
(|Fn+1〉+ |Fn+3〉) are not orthogonal, meaning that the two states cannot be
unambiguously distinguished from each other. It is also necessary to keep the possible
key values uniformly distributed, so that Eve can’t obtain any advantage from knowl-
edge of the nonuniform distribution. These complications add some complexity to the
classical exchange (see (Simon et al., 2015b) for details) and alter the corresponding
detection probabilities; however this extra complexity is well compensated by the in-
creased key-generating capacity. Moreover, the degree of complication does not grow
with the size of the alphabet used, so that the benefits outweigh the complications
by a larger amount as the range of l values increases.
Note that the action of the spiral does not lead to loss of any photons or energy.
The energy is simply being redirected from non-Fibonacci to Fibonacci modes via
constructive and destructive interference, causing no reduction of photon efficiency
in the apparatus. The signal and idler filters after the crystal, on the other hand, do
lower the efficiency through photon loss. The percent of photons retained is given
by the fraction of the values in the chosen operating range that fall on the Fibonacci
sequence, for example, if the eight Fibonacci values between 2 and 55 are used, this
about 15%. Since no losses occur in the spiral, this is not enough to lower the
event rate below reasonable levels. As in all entanglement-based QKD protocols, the
principal constraints on key generation rate come simply from the low efficiency of
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the down conversion process itself and from losses in propagation between the source
and receivers.
Assume that the pump spectrum is broad enough to be approximately flat over
a sufficient span to produce signal and idler OAM values of uniform probability
over the range Fm0 to Fm0+N−1, for some m0. The outcomes for L-type detection
(OAM eigenstates) that will be used for key generation by Alice and Bob are then
|Fm0〉, |Fm0+1〉, . . . , |Fm0+N−1〉. The outcomes for D-type detection (two-fold OAM
superposition states) used by Alice and Bob for key generation run from
|Sm0〉 =
1√
2
{|Fm0−1〉+ |Fm0+1〉} (3.3)
to
|Sm0+N−1〉 =
1√
2
{|Fm0+N−2〉+ |Fm0+N〉} . (3.4)
3.3 Discriminating superposition states
3.3.1 Polarization superposition detection example
The sorting of the OAM eigenstates |Fn〉 in the L basis is straightforward, but the
sorting of the superposition states |Sn〉 in the D basis is more problematic: because
these states are not orthogonal with the neighboring states two units above and below
them (〈Sn±2|Sn〉 = 12), they can not be distinguished unambiguously from each other.
The complications this brings are the price of increasing the size of the coding space.
To deal with this, we work by analogy to superposition states of polarization.
Suppose Alice is sending a stream of photons to Bob, and that each photon is either
polarized in the vertical/horizontal basis or in the diagonal basis. Imagine that Bob
sends each photon he receives through a Mach–Zehnder interferometer, as shown in
Fig. 3·2. In this interferometer, a polarizing beam splitter (PBS) transmits vertically
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Half-wave plates
Input state
Detectors
H
V
Figure 3·2: Apparatus for statistically distinguishing sets of verti-
cally or horizontally polarized photons from diagonally-polarized pho-
tons. The half-wave plates rotate vertical and horizontal polarization
states to a diagonal state, in order to restore indistinguishability be-
tween paths. If the photons are vertically or horizontally polarized, the
two detectors C and D will register the same number of events. For
diagonally polarized states at +45◦ from the horizontal, destructive in-
terference will prevent detector D from registering any events, with
constructive interference occurring at detector C. For inputs states po-
larized along the other diagonal (−45◦) the roles of the detectors are
reversed: constructive interference occurs at D and destructive inter-
ference prevents C from firing.
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polarized photons and reflects horizontally polarized photons. After separating the
two polarization components, the each component is rotated by a half-wave plate so
that the two polarization vectors point along the same diagonal. It is then impossible
to determine which path was taken to reach the second (nonpolarizing) beam splitter
(BS). The amplitudes in the two arms of the interferometer are then recombined and
sent to the two detectors labeled C andD. If the incoming photon was either vertically
or horizontally polarized, then the two detectors are equally likely to fire. On the
other hand, if the initial photon was diagonally polarized, | ↗〉 = 1√
2
(| ↑〉+ | →〉),
then at the final beam splitter there will be interference between the two amplitudes.
In particular, there will be constructive interference at detector C and destructive
interference at detector D.
We may expand the apparatus of Fig. 3·2 to make its appearance more symmet-
rical and to make the analogy to the OAM case clearer below. By using a beam
splitter to couple the interferometer of Fig. 3·2 to a similar one in which the half-
wave plates rotate polarizations to the opposite diagonal (Fig. 3·3), we now have
a setup in which vertically or horizontally polarized photons are equally likely to
trigger any of the four detectors, but the diagonally polarized superposition state
| ↗〉 = 1√
2
(| ↑〉+ | →〉) can only trigger detectors C↗ and D↖. Similarly, superposi-
tion state | ↖〉 = 1√
2
(| ↑〉 − | →〉) can only trigger detectors C↖ and D↗. In a single
trial, it is impossible to determine the incoming polarization state of an individual
photon, but over many trials the distribution of the states received by Bob can be
built up and compared to the distribution sent by Alice. This setup can therefore be
used to statistically detect tampering with the states en route.
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Figure 3·3: Two copies of the previous interferometer (Fig. 3·2) can
be combined, with the half-wave plates in the upper and lower copies
taking the polarization vectors to opposite diagonals. If either of the
states |V 〉 or |H〉 is input, all four detectors have equal probability of
firing. But if one of the two superposition states | ↗〉 = 1√
2
(| ↑〉+ | →〉)
or | ↖〉 = 1√
2
(| ↑〉 − | →〉) is input, then only the C detector in one
interferometer and the D detector in the other can fire. (The pi phase
shift in one branch of the bottom interferometer is not necessary, but
is inserted to keep the labeling of the C and D detectors consistent in
the upper and lower interferometers. )
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3.3.2 Extension to Fibonacci-OAM superposition sorting & detection
A similar idea can be used for OAM (Fig. 3·15): An OAM sorter replaces the
polarizing beam splitter and a pair of detectors Cn and Dn is used at the output
ports of the final nonpolarizing beam splitters. If Cn fires during the key-generating
trials, we count that as an |Sn−1〉 detection. Due to destructive interference, Dn
should not fire for superposition state input of the considered form, so its firing will
count as an |Fn〉 detection. The scheme of ref. (Simon et al., 2015b) is then used to
reconcile Alice’s and Bob’s trials by classical information exchange in order to arrive
at an unambiguously agreed-upon key. During the security checks, the distribution
of counts in Cn and Dn separately are examined in order to detect eavesdropper-
induced deviations from the expected probability distributions. In order to achieve
the indistinguishability required for interference, the OAM of each photon is shifted
to zero after the sorting (by means of a spiral phase plate, for example). This is
analogous to the use of a diagonal polarizer to restore indistinguishability in the
polarization case. Note that measurements with detectors Cn and Dn, respectively,
are equivalent to looking for nonzero projections onto the states
|Cn〉 = i√
2
(|Fn〉+ |Fn−2〉) = i|Sn−1〉 (3.5)
|Dn〉 = 1√
2
(|Fn〉 − |Fn−2〉) . (3.6)
These two sets of states are also mutually nonorthogonal; for equal n, we find
〈Cn|Dn〉 = 0, but more generally 〈Cn|Dm〉 = 12 (δm,n−2 + δm,n+2) . Note that |Cn〉 and
|Dn〉 are the analogs of diagonal polarization states in the two-dimensional subspace
spanned by |Fn〉 and |Fn−2〉.
The configuration of Fig. 3·15 is analogous to multiple copies of the interferometer
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OAM Sorter
Input state
Figure 3·4: A portion of a detection unit for statistically detecting su-
perpositions of OAM states, analogous to the polarization version of the
previous figure. The sorter separates different OAM values, which are
then shifted to zero OAM by spiral wave plates or holograms (the yel-
low circles). From the top downward, the OAM shifters shown change
the incoming OAM value by ∆l = −Fn−2,−Fn,−Fn+2,−Fn+4. Super-
positions of the form |Fn〉 + |Fn+2〉 cause constructive interference at
the Cn detectors and destructive interference at the Dn detectors, while
OAM eigenstates lead to equal detection rates at both types. Coming
out of the same sorter is a similar arrangement (not shown) for the
states . . . |Fn−1〉, |Fn+1〉, |Fn+3〉, . . .
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of Fig. 3·2, all being fed by a single OAM sorter. This generalizes Fig. 3·3 from two
interferometers to many. The sorter plays the role of the polarizing beam splitter
in Fig. 3·2, directing different input states into different paths through the system.
Similarly, the diagonal polarizers and the OAM shifters play the same role in the
two devices, each being used to restore indistinguishability to the amplitudes that
followed different paths, allowing these amplitudes to interfere when recombined at
the detectors. Eigenstates are equally likely to trigger the C and D detectors, while
superposition states of the form of |Sn〉 should never trigger the D detectors. As in
the polarization case, the state of an individual trial can’t be determined, but the
statistical distributions of detections are changed for different input states; the sole
exception to this is that when a D detector fires we know that the state must be an
eigenstate.
3.4 Generalizations of OAM superposition state detection
schemes
The apparatus of Fig. 3·15 can be generalized in a number of ways. For example,
consider the setup in Fig. 3·5. Again, the OAM sorter sends eigenstates outward in a
series of spokes, but now a set of 50/50 beam splitters causes each spoke to intersect
two others. Although not shown, it is implied that there are beam splitters at each
of the points where lines in the diagram split or cross. Each of the yellow circles
shifts the OAM to zero, so that interference can occur. Suppose the lines going out
from the beam splitter in the portion shown carry angular momenta ln, ln+1, . . . , ln+4.
Assume that the state entering the sorter is a uniform superposition of these states ∼∑
n |ln〉. Then the state arriving at detector Dn is proportional to |ln〉−|ln−1〉−|ln−2〉,
while Cn receives i (|ln〉+ |ln−1〉+ |ln−2〉). If the states entering the OAM sorter
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are filtered to allow only a subset of the so-called Tribonacci numbers (obeying the
three-term “Tribonacci” relation Tn = Tn−1 + Tn−2 + Tn−3 (Feinberg, 1963; Koshy,
2011)), then the setup, when fed with a source of entangled three-photon states, can
be used to construct a three photon protocol based on the Tribonacci numbers, in
direct analogy to the two-photon Fibonacci protocol. Although rapidly becoming
less practical with increasing N , the extension to the N−bonacci recurrence relation,
Tn = Tn−1 + Tn−2 + . . . Tn−N is obvious.
More generally still, a similar setup can be defined in which beam splitters cause
each outgoing beam to intersect with any n − 1 others before reaching a detector,
including intersections between beams that are not necessarily nearest neighbors. By
further adding appropriate phase shifts and attenuation factors in the beams, we may
use the setup to detect other n-fold linear combinations of OAM states. Suppose, for
example, that one wishes to test for linear combinations of OAM values of the form
a1|xm−1〉+a2|xm−2〉+ · · ·+an|xm−n〉, where {xm} is some predetermined set of OAM
values. A similar recursive tree can be constructed such that: (i) Each outgoing line
intersects n beam splitters; (ii) Before the jth beam splitter in any line, the intensity is
attenuated by a factor of tj = | ajamax | (where amax is the largest of the coefficients) and
phase shifted by φ = arg(aj). The result is that the C-type detectors will be sensitive
to superposition states of the desired form. If the superpositions are non-orthogonal,
then there is still ambiguity in identifying them, but over multiple trials it will be
possible to know whether the incoming states belong to this set of superpositions or
not by their statistics, as in section 3.3.
Any desired linear combination of OAM states can be detected in a similar manner.
As one particular example, Fig. 3·6 shows a portion of a setup in which the Cn
detectors test for states of the form −|xn〉 + 12 |xn−1〉, for some known set {xn} of
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OAM Sorter
Figure 3·5: Portion of a detector setup for discriminating Tribonacci
states. Each yellow circle represents an OAM shifter that takes the
OAM in that branch to zero. Each place where lines split or cross is
implied to have a beam splitter. The portion shown has OAM values
from ln to ln+4 coming out of the OAM sorter.
OAM values. Again, if the input is an OAM eigenstate with l = xn, then the Cn
and Dn detectors will fire with equal probability, while Cn+1 and Dn+1 will fire with
one quarter of the probability. In contrast, if the input state is proportional to
−|xn〉 + 12 |xn−1〉, then the D detectors will not fire due to destructive interference.
The same setup, but with the beam splitters mixing next-nearest neighbors instead
of nearest neighbor beams, would similarly test for states of the form −|xn〉+ 12 |xn−2〉.
Further note that if the additional ingredient of coincidence counting is added,
then sufficient numbers of detectors and beam splitters will allow detection of var-
ious two-particle states in a similar manner. A two-photon bilinear state such as
|ln+4〉 · (|ln〉+ |ln+1〉+ |ln+2〉), for example, can be detected by connecting a coinci-
dence counter between the output of detector Cn in Fig. 3·5 and a detector placed
directly in the ln+4 output of the OAM sorter.
One particular example of the usefulness of this approach can be seen by con-
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OAM Sorter
Figure 3·6: Portion of setup for detecting states of the form −|xn〉+
1
2
|xn−1〉, where {xn} is a predetermined set of OAM values. One output
from the first beam splitter in the nth line is attenuated in amplitude
by 1
2
and the other output is phase shifted by pi.
sidering the switching between pairs of mutually orthogonal bases of dimension
greater than two. In Fig. 3·7, detection stages for a pair of mutually unbiased
bases of dimension four are shown. Fig. 3·7 (a) shows the setup for detection in
the L basis (OAM eigenbasis), for the four-dimensional space spanned by states
|Fn〉, |Fn+1〉, |Fn+2〉, |Fn+3〉. Fig. 3·7 (b) shows an arrangement that detects states
in a basis that is mutually unbiased with respect to L. In this second arrangement,
the detectors M1,M2,M3,M4, respectively, detect the states
|ψ1〉 = 1
2
{|Fn〉+ |Fn+1〉+ |Fn+2〉+ |Fn+3} (3.7)
|ψ2〉 = 1
2
{|Fn〉+ |Fn+1〉 − |Fn+2〉 − |Fn+3} (3.8)
|ψ3〉 = 1
2
{|Fn〉 − |Fn+1〉 − |Fn+2〉+ |Fn+3} (3.9)
|ψ4〉 = 1
2
{|Fn〉 − |Fn+1〉+ |Fn+2〉 − |Fn+3} . (3.10)
Random switching between the two bases can be done passively, by having a beam
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Figure 3·7: (a) An OAM sorter followed by detectors makes measure-
ments in a four-dimensional space spanned by the four incoming basis
states (the states |Fn〉, . . . |Fm+3〉 in the case drawn). (b) An arrange-
ment for measuring in a basis that is mutually unbiased to the basis of
(a). The yellow circles shift the OAM to zero, so that interference can
occur, and 50/50 beam splitters are implied at each of the points where
lines cross. Additional beam splitters (not shown) are needed in some
of the lines to equalize the detection probabilities in the four detectors
(M1, . . . ,M4).
splitter randomly send each photon to either one arrangement or the other. This is
in contrast to the setup in the original experiment of (Gro¨blacher et al., 2006), which
switched between two mutually unbiased bases of dimension three by means of a
complicated arrangement of mechanically shifted holograms.
3.5 State synthesis
We note that the situation presented in the previous sections contains two different
sequences of linear combinations. There is the recursively definable sequence of values
Fn = Fn−1 + Fn−2 on the space of real numbers, and there is the non-recursively de-
finable sequence of states |Fn〉 (or equivalently, of |Cn〉 and |Dn〉) on the Hilbert space
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of the system. This leads to the questions of whether similar optical arrangements
to those shown above can produce more general linear combinations on the Hilbert
space, and whether we can in fact construct recursive sequences of states in Hilbert
space. In general this would mean a sequence of states in which each is proportional
to a linear combination of several of the previous states in the sequence, according to
some regular rule. We require proportionality rather than equality, due to the need
to normalize the states.
With some slight alterations, the interferometric trees of the previous sections can
be used to prepare the desired superposition states from incoming OAM eigenstates,
instead of detecting different types of pre-existing superpositions. By removing the
detectors and OAM shifters (the yellow circles in the figures of the previous sections)
and by illuminating the sorter with a uniform superposition of OAM states,
∑
l |l〉, we
may arrange for different superpositions to appear at the various output lines on the
right. For example, the arrangements described in the last section designed to detect
states a1|lm−1〉+ a2|lm−2〉+ · · ·+ an|lm−n〉 can, when detectors and OAM shifters are
removed, prepare these same states at the locations previously occupied by the C
detectors.
Consider Fig. 3·15 again, but now with these changes, for example. The exit
ports where the C-type detectors previously were will now output states proportional
to |ln〉 + |ln−2〉. Similarly, removing the D-type detectors, the corresponding output
ports will contain states proportional to |ln〉−|ln−2〉. By building up more complicated
trees, we can construct outputs that are arbitrary linear combinations of the OAM
states. This ability to tailor different superpositions of OAM states may be useful for
a number of applications in quantum communication and quantum computing.
Finally, consider the possibility of creating states that themselves obey a recur-
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Figure 3·8: The basic unit cell for the recursive state generator (RSG)
in the case of the Fibonacci recurrence relation. Given a superposition
of two input state (for example |xn〉 = |Fn〉 and |xn+1〉 = |Fn+1〉), the
cell produces a state proportional to |xn+2〉 ≡ 1√2 (|xn〉+ |xn+1〉.). The
attenuation of the amplitude in the bottom line by 1√
2
is there to ensure
that the amplitudes of the three states are equal. By adding additional
attenuations and phases shifts in the various branches, units cells for
any other complex, linear recursion relation can be constructed.
Unit cell
Attenuation
Figure 3·9: Recursive state generator (RSG). Multiple copies of the
unit cell of Fig. 3·8 (represented by the blue boxes) can be concatenated
in a fractal-like manner to form a set of output states that obey the
Fibonacci relation |xn〉 = 1√2 |xn−1〉+ |xn−2〉. Each additional cell added
has half the output intensity of the previous cell. The attenuations
(beam splitters), represented by the red circles, are added to make all
of the final output intensities equal. Adding additional attenuations
and phases shifts inside the unit cell, other recurrence relations can be
realized in Hilbert space.
69
rence relation. As a concrete example, consider again the Fibonacci relation. But
now we wish the states themeselves, not their OAM values, to obey the relation. In
other words, we desire a set of states |xn〉 satisfying |xn〉 ∼ |xn−1〉 + |xn−2〉, where
∼ denotes equality up to normalization and the xn are the allowed OAM values of
the states. Suppose we again illuminate an OAM sorter with a uniform superposi-
tion of OAM states,
∑
l |l〉. We then take two of the output lines from the sorter
(say those for l = xn and l = xn+1) and feed them into the unit cell shown in
Fig. 3·8. The input state to the unit cell is then 1√
2
(|xn〉1 + |xn+1〉2), where the
labels 1 and 2 refer to the two input ports. Then in addition to the original su-
perposition leaving from the top two output ports on the right of the cell, there is
an equal amplitude for the superposition state |xn+2〉 ≡ 1√2 (|xn〉+ |xn+1〉) to exit
the lower port. In other words, the input state 1√
2
(|xn〉1 + |xn+1〉2) is transformed
into the output state 1√
3
(|xn〉1 + |xn+1〉2 + |xn+2〉3). Now suppose we nest multiple
copies of these unit cells as in Fig. 3·9. If the attenuation factors are appropri-
ately adjusted, the states at the output ports (assuming p unit cells are used) will
be |xn〉1, |xn+1〉2, |xn+2〉3 . . . |xn+p+1〉p+2, each appearing with equal amplitude. We
refer to this arrangement as a recursive state generator (RSG). (Recursively con-
structed quantum states have been considered before (Jaeger, 2004) from a different
perspective.)
As the number of unit cells nested in the RSG increases, the output intensity
decreases exponentially: each additional unit drops the output per output port by a
factor of two. But there is nothing in the setup that is especially sensitive to high
intensities, so by using large input intensities it can be arranged to have a number of
cells sufficiently large to produce complicated sets of states while maintaining useable
output levels.
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Figure 3·10: The apparatus of Fig. 3·15 (with the detectors removed)
is abbreviated as a single unit, represented by the green box (left side
of figure). Multiple copies of this unit can be repeated, with the output
of each used as input to the next (right side). The result is that the
apparatus alternately switches between the L and D bases.
By placing the RSG at the output of an OAM sorter and allowing switching
between different output lines of the sorter, different sequences obeying the same
recurrence relation are produced, for example, switching between the Lucas and Fi-
bonacci sequences. More generally, by nesting multiple recursive trees inside each
other, this gives access to finite approximations of fractal states in Hilbert space.
The construction of such recursive chains of states allows the possibility of carry-
ing out information processing or other tasks on these states in a relatively simple
manner.
To give one application of the approach presented here, consider taking multiple
copies of the apparatus from Fig. 3·12 and feeding the output of each copy into the
input of another copy in a fractal manner as shown in Fig. 3·10. If Alice and Bob
both feed their half of a down conversion pair into such an apparatus, the result is an
implementation of an entangled two-photon quantum walk in OAM space: the OAM
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Figure 3·11: The apparatus of Fig. 3·10 implements a random walk.
By alternating L and D measurements, each of the two entangled pho-
tons can be made to walk randomly up and down one of the two chains
of states shown. The left-hand chain is constructed from states |Fn〉
with odd index n, the right-hand chain is built from states with even
n. The |Cn〉 and |Dn〉 states are those that are detected by the Cn and
Dn detectors in Fig. 3·15.
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values of each photon can walk up and down the two chains shown in Fig. 3·11. The
OAM value can be thought of as the walk parameter, with the interferometers which
choose between the C and D states acting as the coin operators. (A quantum walk
in OAM space has recently been implemented by other means in (Cardano et al.,
2015).)
3.6 Security
A preliminary analysis of the security of the Fibonacci protocol as originally presented
in (Simon et al., 2015b) is now reported.
Recall that in quantum key distribution (QKD), two legitimate users of the sys-
tem, Alice and Bob, attempt to generate a shared encryption key in such a way that
the laws of quantum mechanics prevent an unauthorized eavesdropper, Eve, from
obtaining the key without revealing her presence. Restricting ourselves here to sys-
tems that use pairs of entangled photons, the most common approach is the Ekert
protocol (Ekert, 1991). The Ekert protocol is itself an entangled version of the ear-
lier BB84 protocol (Bennett and Brassard, 1984). An embodiment of this approach
using photon polarization works as follows. Alice and Bob each receive half of the
entangled pair from a common source. Often the source is in Alice’s lab, but it may
be under the control of a third party (or even under the control of Eve herself). As
each photon arrives, Alice and Bob each randomly choose one of two bases in which
to make a linear polarization measurement. One basis consists of horizontal and di-
agonal polarization states (|H〉 and |V 〉), the other involves diagonal states (↗〉) and
(| ↘〉) polarized at 45◦ from the horizontal and vertical. They then communicate
on a classical (possibly public) channel in order to compare their bases (but not the
results of their measurements), discarding those trials in which they used different
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bases.
In the simplest possible eavesdropping attack, Eve also makes a polarization mea-
surement of one photon while it is en route to Bob. She must guess randomly which
measurement basis to use. If she guesses correctly, that is, measuring in the same
basis as Alice and Bob, then she gains full information about the polarization state
and therefore has complete information about the state of the corresponding key seg-
ment. Approximately half of the time she guesses incorrectly. Her outcome is then
approximately random and uncorrelated with Alice’s result. When she sends on the
photon, Bob’s results will also be completely randomized in the original basis. This
disturbance in Bob’s results allows Eve’s actions to be detected. Alice and Bob ran-
domly select a subset of their results for a security check, exchanging the results of
their measurements as well as the basis used on these trials. If Eve intercepts a frac-
tion η of Bob’s photons, she introduces an error rate of η
4
between Alice’s outcomes
and Bob’s.
The polarization states have an effective Hilbert space of dimension 2, allowing a
single bit of the key to be extracted in each polarization measurement. There have
been a number of attempts to generalize the procedure above with other physical
degrees of freedom that have higher-dimensional effective Hilbert spaces, thereby
allowing more than one bit of the key to be generated per photon (Bruß, 1998;
Bechmann-Pasquinucci and Peres, 2000; Bourennane et al., 2001; Cerf et al., 2002;
Gro¨blacher et al., 2006), as well as improved ability to detect eavesdroppers. One par-
ticularly promising way (Mair et al., 2001; Vaziri et al., 2002; Simon and Sergienko,
2014) to achieve this goal is to use the photon’s orbital angular momentum (OAM)
(Franke-Arnold et al., 2008; Allen et al., 1992; Molina-Terriza et al., 2007b) instead
of polarization. The OAM about the propagation axis is quantized, Lz = l~, where
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the topological charge l can take on any integer value. If a range of OAM values of
size N is used as the alphabet (for example l = 1, 2, . . . , N or l = −N−1
2
, . . . ,+N−1
2
for even N), then each photon can be used to determine up to log2N bits of the
shared key. Although in principle such schemes allow unlimited numbers of bits per
photon, their experimental resource complexity increases rapidly with increasing N .
For the most part we will work with arbitrary N , but in order to make the discussion
more concrete we will at some points restrict ourselves to an alphabet of size N = 8
(capable of achieving log2 8 = 3 bits per photon). The generalization to higher values
of N is straightforward.
In (Simon et al., 2013), an approach to high-dimensional QKD was proposed based
on a novel entangled light source (Liew et al., 2011; Trevino et al., 2011; Trevino
et al., 2012; Dal Negro et al., 2012; Lawrence et al., 2012) that produces output
with absolute values of the OAM spectrum restricted to the Fibonacci sequence.
(Recall that the Fibonacci sequence starts with initial values F1 = 1 and F2 =
2, generating the rest of the sequence via the recurrence relation Fn+2 = Fn+1 +
Fn.) These states pump a nonlinear crystal, leading to spontaneous parametric down
conversion (SPDC), in which a small proportion of the input photons are split into
entangled signal and idler output photons. After the crystal, any photons with non-
Fibonacci values of OAM are filtered out. Angular momentum conservation and
the Fibonacci recurrence relation conspire to force the two output photons to have
OAM values that are adjacent Fibonacci numbers (for example Fm and Fm+1). These
photons can then be used to generate a secret key, as detailed in the next section.
The Fibonacci protocol requires the ability to distinguish between single OAM
eigenstates and superpositions of pairs of eigenstates. This cannot be done unam-
biguously on a single trial; however, as detailed in (Simon et al., 2015a), an inter-
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ferometric approach allows statistical discrimination of the possibilities over multiple
trials. Using this approach, we show in this section that the outcome probability
distributions can be built up in such a way that eavesdropping alters them, making
it detectable. In this way, an eavesdropper can be revealed over multiple trials even
though it may not be possible to identify errors on any individual trial. This is es-
pecially important because, even without eavesdropping, there is some probability of
error in discriminating between states in each trial, due to the non-orthogonality of
the states. This complication must be dealt with in the reconciliation stage. BB84
and most other protocols rely on the rate of errors in individual outcomes for security,
but here we must rely on statistical changes wrought by the eavesdropper’s actions
over many trials. As a result, rather than using eavesdropper-induced error rates as
a measure of eavesdropper detection, it is more appropriate here to use probability-
based measures such as the disturbance D (Lu¨tkenhaus, 2000), which is defined in
section 3.6.4.
Section 3.6.1 reviews the procedure for implementing the Fibonacci protocol in the
context of OAM measurements. The effect of eavesdropping is examined in section
3.6.2. Details of the means of dealing with the superposition states are described in
section ??, with calculations of various measures of security carried out in section
3.6.4 and conclusions in Section 3.6.5. A brief discussion of key reconciliation over a
classical channel is given in Appendix A, and detailed expressions for the probability
distributions of outcomes for the protocol appear in Appendix B.
3.6.1 Setup for Key Distribution
It is useful here to again review the originally proposed Fibonacci protocol (Simon
et al., 2013). The protocol discussed here is a slightly improved variation on the
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original proposal of (Simon et al., 2013), making use of the apparatus described in
more detail in (Simon et al., 2015a), and just presented above.
Note that no trials need to be discarded in the scheme described, aside from those
used for security checking. This is in contrast to the original version of the Fibonacci
protocol (Simon et al., 2013) where 1
4
of the trials were discarded during reconciliation
and the BB84/Ekert protocol, where 1
2
must be discarded.
The Fibonacci protocol allows multiple key bits to be generated per photon. The
required basis modulation can be done in a completely passive manner, and switching
only has to be done between two fixed bases, so that the complexity of the setup in-
creases much more slowly with increasing N than in other OAM-based QKD methods,
such as (Gro¨blacher et al., 2006).
The basic setup is shown schematically in Fig. 3·12. The source on the left (see
(Simon et al., 2013) for more detail) creates an entangled superposition of states with
Fibonacci-valued OAM states in the two output directions:
ψ =
∑
n
(|Fn−1〉A|Fn−2〉B + |Fn−2〉A|Fn−1〉B), (3.11)
where the index n runs over the indices of the allowed Fibonacci numbers in the pump
beam: |Ψ〉pump =
∑
n |Fn〉. Alice and Bob each receive one photon from the entangled
pair. In each of their labs is a 50/50 beam splitter which randomly directs the photon
to one of two types of detection stages. The stage labeled L-type detection consists of
an OAM sorter (Leach et al., 2002; Berkhout et al., 2010; Lavery et al., 2012) followed
by a set of single-photon detectors. The OAM sorter sends OAM eigenstates with
different l values into different outgoing directions, so that they will be registered in
different detectors, thus allowing l to be determined. The other type of detection
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(labeled D type) is used to distinguish different superpositions |Sn〉 of the form
|Sn〉 = 1√
2
(|Fn−1〉+ |Fn+1〉). (3.12)
The detection of such superposition states can be accomplished in several ways
(Miyamoto et al., 2011; Jack et al., 2010; Kawase et al., 2008). One complication with
the D-type detection is that adjacent superposition states, such as 1√
2
(|Fn−1〉+ |Fn+1〉)
and 1√
2
(|Fn+1〉+ |Fn+3〉) are not orthogonal, meaning that the two states cannot be
unambiguously distinguished from each other. This adds complications to the clas-
sical exchange and alters the corresponding detection probabilities; however, we will
see below that this extra complication is well compensated by increased the key-
generating capacity. Moreover, because the degree of complication does not grow
with the size of the alphabet used, so that the benefits outweigh the complications
by a larger amount as the range of l values increases.
It is necessary to keep the possible key values uniformly distributed, so that Eve
can’t obtain any advantage from knowledge of the nonuniform distribution. To do
this, it will be necessary to make sure that the spectrum of signal and idler values is
broader than the alphabet of values actually used for the key, since the nonorthog-
onality of the superposition states means that measurements can broaden the range
of outgoing values (see section 3.6.2).
For illustration purposes, we will often restrict ourselves to the case N = 8.
Assume that the pump spectrum is broad enough to be approximately flat over a
sufficient span to produce signal and idler OAM values of uniform probability over
the range Fm0 to Fm0+N−1, for some m0. The outcomes for L-type detection (OAM
eigenstates) that will be used for key generation by Alice and Bob are then simply
|Fm0〉, |Fm0+1〉, . . . |Fm0+N−1〉. For example, if the values N = 8, m0 = 2 are chosen,
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Figure 3·12: Schematic setup for generating cryptographic key with
Fibonacci-valued OAM states.
then the utilized states are
|lA〉, |lB〉 = {|F2〉, |F3〉, |F4〉, . . . , |F9〉} (3.13)
= {|2〉, |3〉, |5〉, |8〉, |13〉, |21〉, |34〉, |55〉} .
The outcomes for D-type detection (two-fold OAM superposition states) used by
Alice and Bob for key generation run from
|Sm0〉 =
1√
2
{|Fm0−1〉+ |Fm0+1〉} (3.14)
to
|Sm0+N−1〉 =
1√
2
{|Fm0+N−2〉+ |Fm0+N〉} . (3.15)
Detection either of the states |Fn〉 or |Sn〉 by Alice will correspond to a key value
K = Fn. Unfortunately, Alice and Bob will not necessarily agree on the same key
unless further classical information is exchanged to reconcile their values. One possible
method for reconciliation is discussed in Appendix A.
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3.6.2 Effect of eavesdropping: qualitative discussion
If an eavesdropper is acting on the photon heading to Bob, she does not know which
type of detection (D or L) will occur in Alice’s and Bob’s labs. If Alice detects an
eigenstate, then the state arriving at Bob’s end should be a superposition, whereas if
Alice detects a superposition then the state heading toward Bob should be an eigen-
state. If Eve makes a D-type measurement when Bob’s photon is in an L state or if
she makes an L-type measurement when Bob’s photon is in a D state, a disturbance is
made in the statistical distribution of Alice and Bob’s joint outcomes, which becomes
apparent when he compares a random subset of his trials with Alice’s. In more detail:
(i) Suppose Eve makes a D-type measurement on a photon which is actually in
the eigenstate |Fm〉. She will detect one of the two superpositions |Fm〉 + |Fm−2〉 or
|Fm〉+|Fm+2〉, each with 50% probability, and send on a copy of it. If Bob receives one
of these superpositions and makes an L measurement, he will see one of the values
Fm, Fm−2, or Fm+2, with respective probabilities of 12 ,
1
4
, 1
4
. In Eve’s absence, he
should only see Fm with 100% probability (see Fig. 3·13).
(ii) On the other hand, suppose Eve makes an L-type measurement on a photon
which is actually in the superposition state |Fm〉 + |Fm−2〉. She will detect one of
the two eigenstates |Fm〉 or |Fm−2〉, each with 50% probability, and send on a copy
of it. If Bob receives one of these eigenstates and makes a D measurement, he will
see one of the superpositions |Fm〉 + |Fm−2〉, |Fm〉 + |Fm+2〉, or |Fm−2〉 + |Fm−4〉,
with respective probabilities of 1
2
, 1
4
, 1
4
(see fig. 3·14). Thus, it seems that Bob sees
the same result whether Eve interferes or not. However, by adding an additional
interferometric element to the setup, we will see (section ??) that Bob will be able to
distinguish between the two cases.
It will be desirable to arrange the probabilities of the possible outcomes into a
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toward Bob’s lab
State Bob detects
No Eavesdropping:
(a)
½
½
½
½
½
½
X
Eavesdropping
in L Basis
Eve’s
measurements Bob’s measurements
(p=1/2)
(p=1/4)
(p=1/4)
Incoming State
(b)
Figure 3·13: Outcome probabilities for eigenstates. (a) When there
is no eavesdropping and Bob measures in the L basis, an incoming
eigenstate should be detected correctly 100% of the time. (b) When
Eve measures in the D basis, each eigenstates can result in two different
superposition detections. If she sends one of these superpositions on
to Bob, the net result is that there are now three eigenstates that he
could detect.
matrix. However, as seen above, the process of measurement can cause the range
of states present in the system to spread. States that are within the range of our
alphabet can lead to measurements outside the allowed range (for example, the in-
range state |Sm0+N−1〉 can be measured as the out-of-range |Sm0+N〉, since these two
states have nonzero overlap). Similarly, states that are initially outside the desired
range can lead to in-range measurements. This spreading is greater when Eve is
present and introducing additional measurements. So to account for this and to
maintain the uniform distribution of key values, we allow states beyond the desired
range to propagate in the system and include additional rows and columns in the
probability matrix to describe the probability that the measured state is out of range
of the allowed alphabet. This will be seen explicitly in section 3.6.4 and Appendix
B. Note that we only need to include events in which at least one of the legitimate
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Figure 3·14: Outcome probabilities for superposition states. (a)
When there is no eavesdropping, an incoming superposition state leads
to three possible outcomes when Bob makes a measurement in the su-
perposition (D) basis: the state can be identified correctly with prob-
ability 1
2
, or it can be misidentified as one of the other two allowed
superpositions that have nonzero overlap with it. (b) When Eve mea-
sures in the L basis, each of the two possible eigenstates that result can
lead to two different superpositions. The net result is that there are
three outcomes that have nonzero overlap with the two eigenstates, so
that the same probabilities occur as in figure (a), unless an addition is
made to the apparatus (section 3.6.3).
participants sees a value out of range; we can exclude events where the measurements
are out of range for both of them.
3.6.3 Discriminating superposition states
The discrimination of OAM eigenstates in the L basis is straightforward and requires
only an OAM sorter. Discrimination of superposition states in the D basis is more
complicated. As shown in (Simon et al., 2015a), the setup of Figure 3·15 is capable
of sorting the superposition states. A pair of photon-counting detectors Cn and Dn is
used at the output ports of the final nonpolarizing beam splitters. If Dn fires during
the key-generating trials, we count that as an |Sn−1〉 detection. Due to destructive
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interference, Cn should not fire for superposition state input, so its firing will count as
an Fn detection. Then the scheme of Appendix A is used to reconcile Alice’s and Bob’s
trials by classical information exchange in order to arrive at an unambiguously agreed-
upon key. During the security checks, we then look at the distribution of counts
in Cn and Dn separately in order to detect eavesdropper-induced deviations from
the expected probability distributions. In order to achieve the indistinguishability
required for interference, the OAM of each photon is shifted to zero after the sorting
by a spiral phase plate or by other means. Measurements with detectors Cn and Dn,
respectively, are equivalent to looking for nonzero projections onto the states
|Cn〉 = i√
2
(|Fn〉+ |Fn−2〉) (3.16)
|Dn〉 = 1√
2
(|Fn〉 − |Fn−2〉) = i|Sn−1〉. (3.17)
These two sets of states are also mutually nonorthogonal:
〈Cn|Dm〉 = 1
2
(δm,n−2 + δm,n+2) . (3.18)
There are then multiple possible output states for Alice and Bob. Each can
measure in the L basis and obtain one of the |Fn〉 states, or they can measure in the
D basis and register one of the |Cn〉 or |Dn〉 states. Their joint output probabilities for
these states can then be found by taking the incoming state, applying the appropriate
projection operator (|Fn〉〈Fn|, |Cn〉〈Cn|, |Dn〉〈Dn|), and then taking the inner product
of the resulting projection with the initial state. The effect of Eve’s intervention on
Bob’s channel can be dealt with by inserting similar additional projection operators
representing Eve’s measurements. These extra projection operators tend to spread
the probability distributions out, causing them to be nonzero for combinations of
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OAM Sorter
Input state
Figure 3·15: A portion of a detection unit for statistically detect-
ing superpositions of OAM states, analogous to the polarization ver-
sion of the previous figure. The sorter separates different OAM values,
which are then shifted to zero OAM by spiral wave plates or holograms
(the yellow circles). From the top downward, the OAM shifters shown
change the incoming OAM value by ∆l = −Fm−2,−Fm,−Fm+2,−Fm+4.
Superpositions of the form |Fm〉+|Fm+2〉 cause constructive interference
at the Cm detectors and destructive interference at the Dm detectors,
while OAM eigenstates lead to equal detection rates at both types.
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outcomes that previously had vanishing probabilities. As a result, Eve’s actions are
revealed by these alterations in the outcome probabilities.
3.6.4 Mutual Information and Security
For the detection events described in the previous sections, we may now construct
the probability distributions.
We begin by making some definitions. Pij will be the joint probability that Alice
measures outcome i and Bob measures outcome j in the absence of eavesdropping.
(In other words, these are the expected probabilities.) PEij will be the observed
probabilities for the same outcomes in the presence of eavesdropping. The index
i labels Alice’s outcomes. i = 1 represents an L-type measurement with with the
measured value out of range of the desired alphabet, while values 2 ≤ i ≤ N + 1
correspond to the event that Alice measured in the L basis and found state |Fm0+i−2〉;
similarly, 1 ≤ j ≤ N + 1 represents Bob detecting an out-of-range value or measuring
state |Fm0+j−2〉 in the eigenbasis. Value i = N + 2 represents Alice making an out-
of-range detection in the D basis, while values of i in the range N + 3 ≤ i ≤ 3N + 2
represent Alice measuring in the diagonal superposition basis and seeing an event in
the C and D detectors. Specifically, i = N + 2k + 3 represents the firing of Cm0+k,
and i = N + 2k + 4 represents the firing of Dm0+k, for k = 0, . . . N − 1; similarly for
Bob with j values in the same range. P
(A)
i and P
(B)
j will be the expected marginal
probabilities, P
(A)
i =
∑
j Pij and P
(B)
j =
∑
i Pij, with similar definitions for P
(A)
Ei and
P
(B)
Ej .
First, we give the expected probabilities for the states in the two beams (before
Bob’s measurement) in the absence of eavesdropping. Columns label Alice’s mea-
surements, while rows label Bob’s. The matrix of outcome probabilities then has the
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form
P0 =
1
4
(
L0 C0
CT0 D0
)
, (3.19)
where explicit expressions for the submatrices L0, C0, and D0 may be found in Ap-
pendix B.
The matrices L0 and D0 represent, respectively, the events on which both Alice
and Bob measured in the L basis or both in the D basis. C0 represents events in
which Alice and Bob measured in different bases, one L and one D. The factor of
1
4
in eq. 3.19 is due to the fact that each of the four combinations of detection type
(LL, DD, LD, and DL) has a probability of 1
4
in a given trial.
Now let η be the proportion of trials on which Eve eavesdrops, i.e. the fraction of
the photons on which she makes measurements. Assume she also randomly measures
(with equal probabilities) in the L or D basis. Then the probability matrix for Alice
and Bob’s outcomes will change according to
P0 → P = (1− η)P0 + ηPE, (3.20)
where
PE =
1
4
(
L′ C ′
F ′ D′
.
)
(3.21)
The entries in PE give the probability that Eve’s actions will induce a change in
the measured value, given that she intervened on that particular trial. The new
submatrices L′, C ′, D′, and F ′ may be found in Appendix B. We assume for simplicity
that Eve only acts on Bob’s channel, not Alice’s. Note that F ′ no longer needs to be
equal to C ′T due to the asymmetry introduced by this assumption. The more general
case can be treated in a similar manner.
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Figure 3·16: The disturbance to the probability distribution, plotted
against the eavesdropping fraction, η.
We define the change in the probability matrix due to eavesdropping:
∆P = P − P0 (3.22)
=
η
4
(
L′ − L0 C ′ − C0
F ′ − CT0 D′ −D0 .
)
. (3.23)
The disturbance (Lu¨tkenhaus, 2000) introduced by the eavesdropper can be used as
a measure of how much effect she is having on the outcomes of the communication.
The disturbance D is defined to be
D =
√∑
ij
(∆Pij)
2. (3.24)
For binary protocols like BB84 the disturbance simply equals the eavesdropper-
induced error rate, so D is an appropriate generalization to protocols for which there
are more than two possible outcomes for each measurement. Given the probability
matrices of Appendix B, D can be readily calculated. From Eqs. 3.23 and 3.24 it
should clearly be linear in the eavesdropping fraction η, as verified in the plot of Fig.
3·16. The disturbance reaches similar values to those found in (Lu¨tkenhaus, 2000)
for the BB84 protocol.
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From the probability distributions, the mutual information shared by Alice and
Bob can also be computed:
IAB = HA +HB −HAB (3.25)
= −
∑
i
PA,i log2 PA,i −
∑
j
PB,j log2 PB,j
+
∑
ij
Pi,j log2 Pi,j. (3.26)
The information per trial gained by Eve can also be found. First note that the
probability that she measures in the correct basis is 1
2
: if she guesses the correct
basis then she can determine the correct value for Bob with certainty; if she guesses
the wrong basis, she only has a 50% chance of determining the correct value. So
on a given trial, her probability of obtaining the correct value is 3
4
. Therefore, her
information gain per trial (her average mutual information with Alice) is
IAE = (prob. that Eve listens in on trial) (3.27)
· (probability trial is not discarded)
· (info. gained per eavesdropping)
= η · r(η) · IAB, (3.28)
where the fraction r(η) of trials retained is given in Appendix B.
These two information measures are plotted in Fig. 3·17 as a function of eaves-
dropping fraction η. It can be seen that the mutual information per trial gained by
Eve is always less than the mutual information shared between Alice and Bob, so
that a secure key can always be distilled from the exchange. The secret key rate
K = IAB − IAE is shown in Fig. 3·18 as a function of η and as a function of distur-
bance in Fig. 3·18. The slight upturn in the Alice-Bob mutual information in Fig.
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Figure 3·17: The mutual information (upper red curve) shared be-
tween Alice and Bob, and the information gain per trial by Eve (lower
blue curve) as functions of η.
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Figure 3·18: The secret key generation rate κ versus eavesdropping
fraction η.
3·17 may be to be due to the fact that Eve’s interference causes the outcomes to be
more spread out (there are more nonzero entries in PE than in P0), and more uniform
distributions lead to increased information gains per measurement, but this should be
further investigated. Due to the concave shape of the binary entropy function, such
an effect can also happen in schemes using binary qubits, if the error rate is able to
exceed 50%.
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Figure 3·19: The secret key rate κ as function of disturbance, D.
3.6.5 Security analysis conclusions
In this section, we have constructed the joint probability distributions for Alice and
Bob’s measurement outcomes in the Fibonacci protocol, both in the absence of eaves-
dropping and for the case of simple intercept-resend attacks. For the case of three
bits per photon, it has been demonstrated that a secure key can be distilled and that
the eavesdropper’s presence can be revealed. For larger alphabets (more key bits per
photon), the mutual information shared by Alice and Bob increases logarithmically
with alphabet size, while the amount of classical information that needs to be ex-
changed stays constant. It remains for future investigation to see how the protocol
behaves under more sophisticated eavesdropping attacks.
3.7 Summary
In this chapter, we have introduced an interferometric method for statistically distin-
guishing OAM superposition states both from eigenstates and from other nonorthog-
onal superpositions. In addition, the same essential method can be used to prepare
superpositions of optical OAM states. This ability to tailor different superpositions
of OAM states may be useful for a number of applications in metrology and quantum
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computing; in particular, it allows complex sets of states to prepared in a simple
manner, allowing the possibility of carrying out sophisticated information processing
algorithms directly on the Hilbert space of the system. Further, by replacing the
OAM sorters with devices that sort according to other degrees of freedom, similar
arrangements can be used for superpositions of eigenstates of other operators. The
systems described can all be placed on integrated optical chips with current technol-
ogy or with that which will be available soon, allowing them to be used to generate
or detect relatively complex Hilbert space structures in a simple and convenient man-
ner. Because of this, secure high-dimensional QKD protocols such as the Fibonacci
protocol presented here could be of increasing practical interest for chip-to-chip com-
munication or even longer communication links between quantum-enabled devices in
the near future.
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Chapter 4
Quantum simulation using quantum walks
on linear-optical multiport networks
In this chapter, the concept of a N -dimensional directionally-unbiased optical multi-
ports and some of its applications, originally presented in (Simon et al., 2016; Simon
et al., 2017a; Simon et al., 2017b), is explained in detail. The primary novelty of
these systems is that, unlike traditional multiports, the photons may reflect back out
along the input axis. A linear optical implementation is reported, and the simplest
three-port version studied. Symmetry arguments demonstrate potential for unusual
quantum information processing applications. The devices impose group structures
on two-photon entangled Bell states and act as universal Bell state processors to
implement probabilistic quantum gates acting on state symmetries.
Further, these multiports allow optical scattering experiments to be carried out
on arbitrary undirected graphs via linear optics. In (Simon et al., 2017a), one such
class of experiments, namely discrete-time Hamiltonian simulation experiments, are
proposed and some simple cases of how these experiments could be instantiated are
analyzed. The exponential savings in required optical components is emphasized. In
(Simon et al., 2017b), a particularly interesting example of a discrete-time Hamilto-
nian system exhibiting topologically-protected boundary states is presented.
Finally, in an effort to direct future research into the applications of networked
multiports, the view of multiports as nodes in a graph on which photons undergo
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dynamics described by quantum walks models, the basics of those models is outlined.
It is useful to keep in mind the relationship between the multiports and quantum
walks throughout this chapter, as the search for physical hardware to implement
complex quantum walks is the underlying motivation behind the work we introduce
in (Simon et al., 2016). Towards this end, basic concepts and applications related to
quantum walks on graphical models were discussed in Sec. 1.3.3. For a comprehensive
review of the subject, see (Venegas-Andraca, 2012).
4.1 Undirected linear-optical multi-ports
In the following we show, using only linear optics, that unbiased optical three-ports
can encode Bell states (Genovese, 2005) in such a way that they form a representation
of the Klein Vierergruppe or 4-group. Generalized multiports and larger sets of
states may allow implementations of larger group representations. We also apply
the multiport to an example of processing entangled-photon states, with bit-values
encoded into state symmetry. Generalizations and conclusions are then discussed.
Elsewhere we will show that networks of unbiased multiports can produce quantum
walks with unusual features.
Quantum walks are of great interest for implementing quantum algorithms
(Aharonov et al., 1993; Kempe, 2003; Venegas-Andraca, 2012; Portugal, 2013; Childs,
2009). In (Feldman and Hillery, 2004b; Feldman and Hillery, 2004a; Feldman and
Hillery, 2007), quantum walks on graphs were investigated, with scattering at the
vertices. Particular attention was paid to an example with three-edge vertices that
scatter both backward and forward; in our terminology they are directionally unbi-
ased. The initial motivation for the arrangement presented here was to implement
such graphs using only linear optics.
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We do not yet make use of the full power of the arrangement to be presented.
In particular, the vertices of the multiport have free parameters (mirror reflectances
and phase shifts) that can be varied to produce further effects; but, in this section
we keep all of these parameters fixed and require them to have the same values at all
vertices of the multiport. One effect of this is that by making the vertices identical
we are restricting ourselves to Abelian group structures. By allowing each vertex of
the multiport to have different parameter values, it seems likely that non-Abelian
structures could be generated as well, although this remains to be investigated in
detail.
4.1.1 Overview of the undirected linear-optical multiport
Symmetry has long been a guiding principle in physics. Central to linear optics is the
beam splitter (BS), which has reflection symmetry as well as a time-reversal symmetry
in which a photon may either enter or leave any of the four ports. However, the BS
is asymmetric in another sense: once a photon enters a port, it may not leave from
the same port: a photon in one port breaks the symmetry. We call this inability to
reverse direction as directional bias. Here we introduce a linear optical arrangement
that restores the symmetry: it is directionally unbiased. This arrangement, which
can be thought of from multiple viewpoints—as a directionally unbiased multi-port
BS, as a resonant cavity with three or more exit directions, or as a scattering vertex
for an undirected graph—is generalizable to any number of ports n ≥ 3; we focus on
the simplest case of n = 3. Despite its simplicity, the high degree of symmetry and
the ability of photons to reverse direction leads to interesting properties that allow it
to be used as the basis for a variety of applications related to quantum information
processing.
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Finding practical means of transmitting higher-dimensional optical states (qudits)
with high information capacity is a longstanding goal of quantum communication, but
here we raise a further possibility: increasing the number of operations that can be
applied to qudits, and arranging for these operations to form a mathematical group.
For example, instead of information processing using a one-dimensional string of
N orbital angular momentum states connected in a chain by a single operator and
its adjoint, it should be possible to use a set of N states lying on some two- (or
higher-) dimensional manifold, and connected to each other by transformations of
some d-dimensional group, so that N × d parameters are now needed to specify all
possible transitions between states. This would allow the power of group theory to
be brought to bear on problems in quantum information processing and quantum
communication to a greater degree than it has previously, and could potentially offer
increased speed and flexibility in areas such as quantum computation (Falci and
Paladino, 2014). As one example of the new possibilities, consider that group-based
quantum cryptography protocols could be constructed in which the qudits being
communicated may lie on points of a collection of overlapping sets, and in which
different sets form representations of different groups. Then, in order to extract
information about the key, an eavesdropper might need to obtain not just the qubits
being sent, but also knowledge of the abstract group that joins them and of the group
representation to which they belong. Group structures have already been shown to be
useful for several different purposes in classical cryptography (Vasco and Steinwandt,
2015), but have not been widely applied in quantum cryptography protocols.
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Figure 4·1: Schematic of the directionally-unbiased three-port. Beam
splitters connect input ports to two internal edges and a mirror unit U .
U is composed of a mirror M and phase plate P (inset). Reflection at
a mirror unit imparts to each photon a total phase factor of −i.
4.1.2 Directionally-Unbiased Optical Three-ports
The arrangement shown in Fig. 4·1 has three input/output ports, labeled A, B, and
C, each attached to two internal edges by a non-polarizing 50/50 BS (r = it = i√
2
).
Light exiting the remaining port of each BS strikes a mirror normally. Phase plates
in front of each mirror add adjustable phase shifts. We keep the phase shift constant
at −3pi
4
per passage, so the total phase factor gained at each mirror is e−ipi/2 = −i
(including −1 from the mirror itself). This choice makes all exit amplitudes pure
imaginary. Beam splitter and mirror losses are neglected.
Assume equal distances d between beam splitters, with BS-to-mirror distance d/2.
Then T = d
c
is the time between successive photon-BS encounters. The probability of
not exiting the device decreases exponentially to near zero within several steps (Table
4.1), so for small enough d (such that T is small compared to the photon coherence
time) the exit can be treated as instantaneous.
Each photon path through the system has amplitude of absolute value 2−N/2, after
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Table 4.1: Amplitudes for paths exiting at time t = NT , assuming
input at A. Columns 2-4 give amplitudes for exit at each port. The last
columns give exit probability at t = NT and cumulative exit probability
for t ≤ NT .
N A exit B exit C exit Exit Prob. Cumul. Exit Prob.
2 0 i
2
i
2
1
2
.5
4 − i
2
i
4
i
4
3
8
.875
6 i
4
− i
8
− i
8
3
32
.96875
8 − i
8
i
16
i
16
3
128
.99219
10 i
16
− i
32
− i
32
3
512
.99805
N beam splitter encounters. The number of paths increases more slowly (roughly
linearly) with N , so output states can be calculated to a good approximation from
the shortest few paths. For single-photon input at A, summing the amplitudes of all
possible paths of length N is straightforward. Amplitudes up to N = 10 are tabulated
in Sec. 4.1.3. For N ≥ 3, the exit probability at the Nth step is 3/2N for even N ; the
probabilities vanish odd N .
Ignoring overall normalization, the resulting state is |ψ(t)〉 = a(t)|A〉 +
b(t) (|B〉+ |C〉) + |ψint(t)〉, where
a(t) =
(
− i
2
Θ(t− 4T ) + i
4
Θ(t− 6T )
− i
8
Θ(t− 8T ) + i
16
Θ(t− 10T )
)
+O (2−5) (4.1)
b(t) =
(
i
2
Θ(t− 2T ) + i
4
Θ(t− 4T )− i
8
Θ(t− 6T )
+
i
16
Θ(t− 8T )− i
32
Θ(t− 10T )
)
+O (2−6) . (4.2)
|A〉, |B〉, and |C〉 are shorthand for single photon states |1〉A|0〉B|0〉C , |0〉A|1〉B|0〉C ,
and |0〉A|0〉B|1〉C . Step function Θ(t) vanishes for t < 0 and equals unity for t > 0.
Finally, |ψint(t)〉 is the state with the photon still inside the device; its exponentially
97
decaying amplitude can also be obtained by summation of paths.
The transient internal state |ψint(t)〉 decays with characteristic time taken conser-
vatively as Tc ≈ 10T . If detector response time TD exceeds Tc the possible photon
paths are indistinguishable, so the exit state is a coherent superposition of outputs at
different ports. Integrated onto a chip, d could be very small; as a conservative exam-
ple take d = 0.1 mm. Then Tc = 3.3 ps, allowing sampling at rates up to 0.3 THz.
Using a table-top setup, d would be on the order of centimeters, with proportionally
lower maximum sampling rate.
For information processing, timing information must be supplied to synchronize
gates. For instance, a CW source can be gated to form pulses. Assuming Gaus-
sian temporal envelope, the pulse duration ∆t and spectral width ∆ν are related
by ∆t∆ν = 1
4pi
(Saleh et al., 1991). For example, pulses of ∆t ∼ 10−10 s have
∆ν ∼ 1 GHz, giving coherence time and length τcoh = 1∆ν ≈ 1 ns and lcoh ≈ 30 cm,
consistent with the constraints above. Using parametric down conversion is another
possibility, with signal sent into the multiport, and idler heralding the event to pro-
vide timing information. In this case, signal coherence times are of order τcoh ∼ 1 ps,
leading to coherence length lcoh ∼ 10−4m, bordering on the acceptable limit in the
example above.
If the unit is constructed on a chip, then the refractive index of the chip will
increase the transit time T (by a factor of 2–4 for materials like silicon nitride and
silicon). This will tighten the constraints somewhat. Using the numbers above, this
would rule out parametric down conversion, but it still leaves the gated CW source
as a plausible possibility, with a correspondingly reduced sampling rate.
When TD < Tc, different exit times for the same input become distinguishable. In
this case, the output will be a mixed state, and the system behaves classically. We
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do not consider this case further here.
When τcoh >> TD > Tc, input |ψin〉 = |A〉 leads to
|ψout〉 ≈ −i
(
1
2
− 1
4
+
1
8
− 1
16
)
|A〉 (4.3)
+i
(
1
2
+
1
4
− 1
8
+
1
16
− 1
32
)
(|B〉+ |C〉) .
The A→ A part gives the first few terms of a geometric series. Assuming this pattern
continues, the A→ A transition amplitude is therefore
− i
2
∞∑
n=0
(
−1
2
)n
= − i
2
(
1
1 + 1/2
)
= − i
3
. (4.4)
By similar extrapolation, the A→ B and A→ C coefficients are both
i
[
1
2
+
1
4
∞∑
n=0
(
−1
2
)n]
= i
(
1
2
+
1
6
)
=
2
3
i. (4.5)
Rotational symmetry allows transition amplitudes for input at other ports to be
obtained by cyclic permutation, giving the long-time single-photon unitary transition
matrix: |ψout〉 = U |ψin〉, where (in the |A〉, |B〉, |C〉 basis)
U = − i
3
 1 −2 −2−2 1 −2
−2 −2 1
 . (4.6)
Up to overall phase, U gives the reflection and transmission amplitudes of (Feldman
and Hillery, 2004b; Feldman and Hillery, 2004a; Feldman and Hillery, 2007).
This matrix can also be found from more general unitarity and symmetry argu-
ments, as follows. Assume a photon is sent into port A. Due to reflection symmetry
about the input direction, the exit amplitudes at the other two ports should be equal.
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Therefore, for |ψin〉 = |A〉, the output must be of the form
|ψout〉 = a|A〉+ b (|B〉+ |C〉) , (4.7)
for complex amplitudes a and b. Repeating the argument for inputs at ports B and
C, that the system’s transition matrix V must be of form
V =
 a b bb a b
b b a
 . (4.8)
The matrix must be unitary, so that V ·V † = I; the diagonal and off-diagonal entries
of this condition imply two constraints:
|a|2 + 2|b|2 = 1, 2Re (ab∗) + |b|2 = 0. (4.9)
Defining a = αeiφa , b = βeiφb , and φ = φb−φa, then solving these unitarity constraints
gives
α =
√
1
1 + 8 cos2 φ
, β = −2
√
cos2 θ
1 + 8 cos2 φ
. (4.10)
So the most general form of V is
V =
eiφa√
1 + 8 cos2 φ
 1 −2 cosφ −2 cosφ−2 cosφ 1 −2 cosφ
−2 cosφ −2 cosφ 1
 . (4.11)
In the special case that φ = 0, this becomes
V (φa) =
1
3
eiφa
 1 −2 −2−2 1 −2
−2 −2 1
 . (4.12)
For φa = −pi2 this gives back the matrix U of Eq. 4.6.
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4.1.3 Paths and amplitudes through the device
Here, the paths of length N ≤ 10 that start at A and exit the system are tabulated,
along with their amplitudes. A few other properties of the transition matrix U are
also given for completeness.
The possible paths are given in the tables of Figs. 4·2-4·4. In each line, the path
is given in symbolic form, with r, t, and M respectively representing reflection or
transmission at a beam splitter and reflection at a mirror. Drawings of the paths
after N = 6 are not included because they start becoming too cumbersome. The
sequences of reflections and transmissions are ordered from left (first one applied)
to right (last). Although it is assumed that the input is at A, there is no loss of
generality: the paths for input at the other ports can immediately be obtained from
these by cyclic permutation. 50/50 beam splitters are assumed, with factors of i for
beam splitter reflections and a total reflection coefficient −i at each mirror unit.
Summing the entire infinite series of paths leads to the transition matrix U given
in the main text. U has one eigenvector with eigenvalue +i, given by
1√
3
 11
1
 = 1√
3
(|A〉+ |B〉+ |C〉) , (4.13)
where |A〉, |B〉, and |C〉 are defined in the main text. The remaining two eigenvectors
are degenerate, with eigenvalue −i, and may be taken to be any two of the three
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linearly-dependent vectors
1√
2
 1−1
0
 = 1√
2
(|A〉 − |B〉) , (4.14)
1√
2
 10
−1
 = 1√
2
(|A〉 − |C〉) , (4.15)
1√
2
 01
−1
 = 1√
2
(|B〉 − |C〉) . (4.16)
The eigenstates are therefore those that are either antisymmetric about any pair of
ports or completely symmetric about all three ports. It should also be noted that
U2 = −I, where I is the 3× 3 identity matrix.
The probability of exiting at a given time is given by adding the amplitudes of the
indistinguishable paths that exit at the same port, then adding the probabilities of
the different ports. For even N (N > 2), the instantaneous exit probability at time
t = NT is 6/N2, so that the cumulative probability of exiting by time NT is
1
2
+
3
2
N/2∑
n=2
1
n2
.
Exit probabilities at odd N vanish.
4.1.4 Entangled state processing
For two-photon entangled states, coherence requirements are less stringent than for
single-photon states, since it is primarily the much longer coherence time of the pump
that is relevant, rather than the coherence times of the signal and idler. Further,
spectral filtering can stretch out the coherence time and remove distinguishability
due to arrival time within each pair (Pan et al., 2001). So it is natural to consider
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Figure 4·2: The paths of length up to N = 10 that enter port A and
then exit at the same port.
action on two-photon states. Advantage can be taken of this in order to construct
quantum gates in which the input and output qubits are not defined by identities
of individual photons, but rather by the symmetries shared by pairs of ingoing and
outgoing two-photon states.
Applying appropriate control states, the multiport can convert any input Bell
state into any output Bell state. The states considered here are distributed over
two ports, for example, |Ψ±〉AB = 1√2 (|H〉A|V 〉B ± |V 〉A|H〉B) and |Φ±〉AB =
1√
2
(|H〉A|H〉B ± |V 〉A|V 〉B) at A and B. H and V denote horizontal and vertical
polarization. Similar states are defined at other pairs of ports. Although mirror units
interchange horizontal and vertical polarizations, every path through the system en-
counters an even number of such units, leaving polarizations unchanged.
Consider creating two Bell states (by the procedure used in (Pan et al., 2001),
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Figure 4·3: The paths of length up to N = 10 that enter port A and
then exit at the port B.
for example): a target state and a control state (Fig. 4·5). These are input at ports
AB (input) and AC (control). They are coupled into fibers, and the portions being
fed into the same port are merged using integrated Y couplers. The output, which
can be separated from the input by an optical circulator, will be an entangled state
shared by B and C. Consider states with one photon exiting at B and one at C.
(If multiple gates are concatenated, states with two photons exiting the same port
need to be rejected. Methods for doing this are known (Barrett et al., 2005).) There
will then be two photons exiting A. Acceptance of BC output states is conditioned
upon some outcome at A. Choice of conditioning outcome provides control over the
gate action. Consider two possibilities: either condition upon detecting two photons
of opposite polarization (o) or of same polarization (s) at A. It is only necessary
to determine whether or not the polarizations are the same, not to determine what
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Figure 4·4: The paths of length up to N = 8 that enter port A and
then exit at the port C.
the polarizations are (similar to the the probabalistic gates of (Pittman et al., 2001;
Pittman et al., 2002; Pittman et al., 2003; Pittman et al., 2005)).
Computing outputs for any input and control, and for either heralding condition,
is straightforward, and result in Table 4.1.4.
Here, an example is given of the calculations done to compile Table 4.1.4. Suppose
that the input state is |Ψ+〉AB and the control state is |Ψ+〉AC . Then the action of
the multiport is
|Ψ+〉AB ⊗ |Ψ+〉AC → (U ⊗ U)|Ψ+〉AB ⊗ (U ⊗ U)|Ψ+〉AC , (4.17)
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Figure 4·5: Two-photon input enters ports A/B, with control state
entering A/C. Output exits ports B/C.
where a few lines of algebra starting from Eqs. (5) and (6) of the main text give
(U ⊗ U)|Ψ+〉AB (4.18)
= −1
9
{
2
√
2
(
|H〉A|V 〉A + |H〉B|V 〉B − 2|H〉C |V 〉C
)
−5|Ψ+〉AB − 2
(
|Ψ+〉AC + |Ψ+〉BC
)}
,
with a similar result for U |Ψ+〉AB.
Taking the product (U ⊗ U |Ψ+〉AB)⊗ (U ⊗ U |Ψ+〉AC) gives
1
81
{
−8
√
2|H〉A|V 〉A|Ψ+〉BC + 29|Ψ+〉AC |Ψ+〉AB + . . .
}
, (4.19)
where the dropped terms are those that do not have a single photon at B and a single
photon at C. Note that
|Ψ+〉AB|Ψ+〉AC = 1
2
{√
2|2H〉A|V 〉B|V 〉C (4.20)
+
√
2|2V 〉A|H〉B|H〉C
+|H〉A|V 〉A
(
|V 〉B|H〉C + |H〉B|V 〉C
)}
,
where, for example, |2H〉A is the state with two horizontally polarized photons at A.
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Table 4.2: Ψ+ can be converted to any desired output Bell state. Here
the s condition is assumed.
Input Cont. Out(s) Out(o) Input Cont. Out(s) Out(o)
Ψ+ Ψ+ Φ+ Ψ+ Ψ+ Φ+ Ψ+ Φ+
Ψ+ Ψ− Φ− Ψ− Ψ+ Φ− Ψ− Φ−
Ψ− Ψ+ Φ− Ψ− Ψ− Φ+ Ψ− Φ−
Ψ− Ψ− Φ+ Ψ+ Ψ− Φ− Ψ+ Φ+
Φ+ Φ+ Φ+ Ψ+ Φ+ Ψ+ Ψ+ Φ+
Φ+ Φ− Φ− Ψ− Φ+ Ψ− Ψ− Φ−
Φ− Φ+ Φ− Ψ− Φ− Ψ+ Ψ− Φ−
Φ− Φ− Φ+ Ψ+ Φ− Ψ− Ψ+ Φ+
Table 4.3: Action on Bell states. The input is at AB, and control
at AC, with output at BC conditioned, respectively, on detecting the
same (s) or opposite (o) polarizations at A.
Using this, the outgoing state becomes
1
81
{
13
√
2|H〉A|V 〉A|Ψ+〉BC (4.21)
+
29√
2
[
|2H〉A|V 〉B|V 〉C + |2V 〉A|H〉B|H〉C
]
+ . . .
}
.
By projecting onto the part with opposite polarizations at A (the first term), the
state |Ψ+〉BC is picked out, while projecting onto the portion with same polarizations
at A (second and third terms) picks out the state
1√
2
[
|V 〉B|V 〉C + |H〉B|H〉C
]
= |Ψ+〉BC . (4.22)
Repeating the same procedure for all possible products of input and control states
then fills out the entries in Table II.
We see that the multiport acts as a universal processor on Bell states: by appro-
priate choice of control and heralding condition any input state can be converted to
any desired output state.
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Input Control State Output
Ψ+ Ψ+ Φ+
Ψ+ Ψ− Φ−
Ψ+ Φ+ Ψ+
Ψ+ Φ− Ψ−
4.1.5 Probabilistic Controlled Entangled-State Gates
Taking subsets of Table 4.1.4, we may implement probabalistic quantum gates. For
example, take |Ψ+〉AB as input. Table 4.1.5 shows how by varying just the control
state and holding the heralding condition fixed, any desired state can be selected from
the possible output states. The same can be done using any other Bell input state.
As one example of symmetry-based Bell state processing, the multiport imple-
ments probabilistic CNOT gates for entangled states. Take |Ψ±〉 states as input and
control, but |Φ±〉 states as output, with + states of either type corresponding to
|0〉 and − states to |1〉 in all cases. (So the bit is determined by the polarization-
interchange symmetry, not by the particular state that happens to be carrying the
symmetry.) Attention is then restricted to the top left quadrant of Table I with condi-
tion s, yielding a CNOT truth table. For multiple processing steps through multiple
gates, the roles of |Ψ±〉 and |Φ±〉 flip on alternate clock steps: output |Φ±〉 states at
one step would become input for the next step, with |Ψ±〉 states then being output
at that next step. On alternate steps, the bottom left quadrant of Table I would be
used. Success probability for this four-photon gate is about 5%, not far below the
lower end of the success probability range for proposed two-photon probabilistic gates
( ∼ 1
6
to 1
2
) (Pittman et al., 2001; Pittman et al., 2002; Pittman et al., 2003; Pittman
et al., 2005; Knill et al., 2001; Koashi et al., 2001; Uskov et al., 2013). Instead of
encoding qubits into the state symmetry, the Bell states can also be viewed as qudits
on a four-dimensional Hilbert space. The multiport then would act as a four-photon,
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Figure 4·6: The multiport produces the Abelian 4-group multiplica-
tion table (a). (b) Cyclic Z2 subgroups describe reflections about axes
shown in (c).
two-qudit gate.
4.1.6 Group structure
The device turns two ingoing states into one output state. When the s condition
is used, this imposes an Abelian group structure on the states. (For o condition,
the same structure appears, with Φ± and Ψ± interchanged.) The resulting group
multiplication table of Fig. 4·6(a) has rows and columns labeling input and control
states; output occupies the interior. This is the Klein 4-group (Armstrong, 1988), V ,
which is a direct sum of two cyclic groups, V = Z2 ⊕ Z2 (Fig. 4·6(b)). The action
of this group is not difficult to understand: consider the two-dimensional space with
one axis labeled by + and − (right and left), the other by Ψ and Φ (up and down).
Bell states are then at corners of a rectangle, and the Z2 groups reflect the axes (Fig.
4·6(c)). If input states are restricted to {|Ψ+〉, |Φ+〉}, then a single Z2 group arises.
This raises interesting possibilities. Post-selection introduces effective “interac-
tions” between photons with states acting on each other via mathematical groups.
The triangular device is suited for this, with two sides to use for the input of the
two ingoing states, and the third side for the group product output. Because all
109
vertices are taken to be identical, it is clear that only Abelian groups can occur here:
interchanging which state enters which side can have no effect on the outcome. How-
ever, when using different complex reflectances at different vertices, the symmetry of
the device is broken; as a result, changing the order of multiplication of the states
(which state is applied to which side of the triangle) will now affect the outcome.
In this latter case any groups that arise would be expected to be non-Abelian. In
addition, it remains to be investigated whether larger groups could be obtained from
larger sets of input states and from multiports with more than three vertices. In
any case, the ability to engineer groups of states opens new avenues of investigation
on optically-implemented group representations for quantum information processing,
such as group-based strategies for quantum cryptography or group-based security
mechanisms for quantum key distribution.
As one example of why a group approach may be useful, consider information
processing with d-state logic. Imagine that possible input and output states form a
faithful representation in Hilbert space of a group G of order d. The full range of
operations possible on this set of states (the transformation of any of the d inputs to
any of the d outputs) would require a total of d operations. But suppose that the
group is of rank r, with a set of generators, g1, . . . , gr. This means that any element
g ∈ G can be written in the form g = gn11 · gn22 · . . . gnrr for some appropriate set of
integers n1, . . . , nr. This is the case for the Klein group, for example, where the four-
element group is generated by the two generators of the Z2 subgroups. Similarly a
set of states lying in a plane and related by a discrete rotation group of any rank can
always be spanned by powers of just a single generator. Therefore d-state logic can be
carried out on a group representation in Hilbert space with only r types of basic logic
units. In the directionally-unbiased scheme presented here, different logic units would
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correspond to triangular (or more general polygonal) units with the vertex parameters
possibly set to different values or with different control states. In the case where r is
much smaller than d, then very high-order logic systems can be implemented with a
small number of different logic units. This increased parsimony is illustrated by the
construction of Sections 4.1.4 and 4.1.5, where four different operations on a given
target state are carried out by a single triangular controlled logic unit.
As mentioned in the overview, new possibilities may be raised for quantum crypto-
graphic schemes as well. For example, there is also a connection between the approach
of this work and a group theory-related quantum key distribution protocol that has
already been proposed. This is the quantum enigma scheme (Lloyd, 2013; Guha
et al., 2014), which is based on quantum data locking: a small amount of transmitted
information can unlock a much large trove of data to a user, while keeping the data
secure from unapproved agents. This is done by using a set of N×N unitary matrices
(i.e. elements of the group U(N)) to rotate between a collection of mutually unbi-
ased bases. A randomly chosen element of this set is applied to an initial state. An
eavesdropper cannot access the information in the transmitted state without knowing
what unitary transformation is needed to rotate it back to its original basis. Rather
than sending the entire unitary matrix, only a discrete label identifying the matrix
needs to be securely transmitted. The approach of of this work constructs discrete
group transformations, which can be embedded into the continuous groups U(N),
and so can be viewed as a physical implementation of the quantum enigma transfor-
mations for low N . Going back again to the example of the Klein group, the four
Bell states are related by a discrete subgroup of the unitary group U(2) acting on the
two-dimensional complex space spanned by the basis |H〉 and |V 〉. To be useful for
the enigma procedure, the current setup must be generalized by using more complex
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Figure 4·7: Directionally-unbiased four-port. Generalizations to any
number of ports ≥ 3 are possible.
input and output states, in order to allow larger subsets of higher U(N) groups to
appear.
The triangular geometry can be replaced by any regular polygon, such as the
4-port in Fig. 4·7. This enlarges the symmetry group of the device, and allows impo-
sition of other, more complex group structures on the input and output states. That
would, in turn, expand the potential capacity for information processing applications.
Using arbitrary polygonal units allows implementation of scattering experiments on
undirected graphs with nodes of arbitrary valence.
Presently, however, application focus turns to the area of quantum computation
concerned with constructing quantum systems capable of mimicking other quantum
system, quantum simulation.
4.2 Quantum simulation of discrete-time Hamiltonians using
directionally-unbiased linear-optical multiports
Now that the multiport has been introduced and a simple application has been stud-
ied, an application to quantum computing, specifically quantum Hamiltonian simu-
lation is presented.
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Quantum computers have been shown to be capable of performing certain kinds
of tasks exponentially faster than classical computers. As a result, an enormous
amount of effort has gone into their development. Although advances have been made,
the ultimate goal of a large-scale programable, general-purpose quantum computer
still seems to be a relatively long way off. Therefore it is useful to consider the
more easily attainable possibility of special-purpose quantum computers designed
to carry out specific tasks. In particular, one might consider returning to Feynman’s
original motivation for discussing quantum computers (Feynman, 1982): using simple
quantum systems to simulate the behavior of other physical systems.
A number of such quantum simulators appear in the literature; reviews may be
found in (Aspuru-Guzik and Walther, 2012; Johnson et al., 2014). Here we present
a new and relatively simple approach to creating one particular type of quantum
simulator using only linear optics. We illustrate the method via the simulation of
Hamiltonians for one-dimensional discrete-time physical models. Such models could
represent, for example, the dynamics of spin chains or of electrons hopping along one-
dimensional polymers. The basic approach introduced here can be easily generalized
to higher dimensions.
The method presented here implements the simulation optically by using chains
of simple linear optical units. These basic units are the directionally-unbiased opti-
cal multiports first proposed in (Simon et al., 2016). These devices are essentially
generalized beam splitters, but they differ from the usual beam splitter in two main
respects: (i) they can have any number of input and output ports, and (ii) the pho-
tons can reverse direction inside, allowing them to exit back out the initial input port.
These directionally unbiased multiports can be thought of as scattering centers for
optical graph systems (Hillery et al., 2003; Feldman and Hillery, 2004b; Feldman and
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Hillery, 2004a; Feldman and Hillery, 2007). (A different approach to scattering-based
walks has also been taken in (Tarasinski et al., 2014).) In a graph model, an inci-
dent photon is constrained at each time step to scatter into one of a finite number of
modes, one of which is the time-reversed version of the input mode. In (Simon et al.,
2016), several applications of these multiports were demonstrated, including their use
as quantum gates for qubits consisting of either single photons or of entangled photon
pairs. Here, we show that they may also be used to create quantum simulators for
Hamiltonians that can exhibit a wide range of behaviors.
In the following sections, we first review unbiased multiports and discrete-time
Hamiltonian systems, then give two examples of one-dimensional Hamiltonian systems
that can be simulated by sequences of directionally-unbiased three-ports. In each
of these cases the same three-port devices are used, but different Hamiltonians are
implemented simply by linking them in different manners. There are a number of
obvious generalizations that can be made, such as using n-ports with n > 3, of
allowing the properties of the n-ports to vary with position, or of connecting the
n-ports into two- and three-dimensional networks. But even in the simple cases
considered here (one-dimensional three-port chains with all of the three-ports having
identical parameters), an array of different behaviors can already be seen to occur.
The examples discussed show that systems with both spatial and internal degrees of
freedom can be simulated, and it is clear that, by means of multiports with large n,
high-dimensional systems can be implemented in a straightforward manner by simply
extrapolating the method used here.
In addition to the topologically-trivial examples discussed here, it is shown in
Sec. 4.3 that a different arrangement of the same multiports can simulate systems that
support states with non-zero winding number and topologically-protected boundary
114
1 3
2
4
1 3
2
4
Figure 4·8: (a) The beam splitter is a four-port device. Initially,
all four ports are symmetric. (b) But when a photon is input to one
port the symmetry is broken: the photon can exit from ports 3 and 4,
but not 1 or 2. The fact that the photon cannot reverse direction and
exit out input port 1 is referred to by saying that the beam splitter is
directionally biased : the presence of the photon in one port biases the
output toward two of the four possible output directions.
states.
4.2.1 Review of directionally-unbiased multiports for discrete-time Hamil-
tonian simulation
Directionally-unbiased multiports and photon path reversibility. An or-
dinary beam splitter or its usual multiport generalization is, in a certain sense, a
one-way device. Although all four ports of a beam splitter are initially on an equal
footing, once a photon enters one port (say port 1 of Fig. 4·8), then it can exit only
from ports 3 or 4, not from 1 or 2. But it is possible to construct a multiport system,
with any number n of ports, such that a photon entering any port can leave any port.
In particular, the photon may exit back out the initial input port. Such a multiport,
which allows the light to reverse direction, is referred to as directionally-unbiased.
Examples of unbiased n-ports for n = 3 and n = 4 are shown in Fig. 4·15(a) and
(b). As in (Simon et al., 2016) the focus here will be on the three-port device. The
cases of higher n are similar. The key to constructing such directionally unbiased
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Figure 4·9: (a) The directionally unbiased three-port. (b) The direc-
tionally unbiased four-port. The rectangles after the beam splitters in
(a) and (b) represent the vertex mirror unit shown in (c); this unit con-
sists of a mirror and a phase-shifter. The distance between each beam
splitter and the adjacent mirror unit is half the distance d between one
beam splitter and the next.
multiports using only linear optics is to build it from vertex units of the form shown
in Fig. 4·15(c). Each unit is at one port of an ordinary beam splitter, and is con-
structed from a mirror and a phase shifter. At each beam splitter, one port is used for
input/output to the device, and two ports feed into the interior of the multiport. The
remaining beam splitter port reflects back on itself via the mirror inside the vertex
unit. The beam splitter-to-mirror distance d
2
is half of the distance d between the
vertex units in the multiport. The phase shifter provides control of the properties
of the multiport, since different choices of phase shift at the vertices affect how the
different photon paths through the device interfere with each other.
Given any input and any output port, there will be multiple paths joining them,
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and these paths will have different lengths. Therefore, for any input there will be
transient states within the device that will decay over time as longer paths exit the
multiport. Because of this range of exit times, there will be a lengthening of input
pulses, and a gradual loss of coherence. These effects may be minimized by taking
the physical size of the multiports small enough compared to the distances between
them, and by taking the pulses to be sufficiently short compared to the other time
scales in the system. Quantitative estimates of the sizes and time scales required may
be found in (Simon et al., 2016); here we simply assume that the multiport is small
enough to be treated as point-like. In that case, the three-port takes an input state
|ψ0〉 to an output state |ψ〉 = U |ψ0〉, where
U = − i
3
 1 −2 −2−2 1 −2
−2 −2 1
 . (4.23)
Here the rows and columns refer to the three ports A, B, C. This matrix repro-
duces the scattering amplitudes of the diamond-shaped graph used as an example
in (Feldman and Hillery, 2004b; Feldman and Hillery, 2004a; Feldman and Hillery,
2004a).
For an arbitrary n-port with the same choice of vertex phases, the matrix of Eq.
4.58 generalizes to
Un = − i
n

n− 2 −2 −2 . . .
−2 n− 2 −2
−2 −2 n− 2
...
. . .
 . (4.24)
Note that this is the form of an n-dimensional Grover coin (Carneiro et al., 2005),
and so provides a physical implementation of the Grover coin for quantum walks
in any number of dimensions. The behavior of this matrix versus n should also be
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noted: for n = 3 the exit probability is lowest at the input port. For n = 4, the exit
probabilities at all four ports are equal, while for n > 4 the exit probability becomes
highest at the input port. For n→∞ the multiport acts effectively as a mirror, with
the probability of exiting back out the input port going to 100%.
“Strictly” directionally-unbiased multiports with equal probabilities.
For the choice of vertex phases given above, it is clear that the exit probability at the
input port in general differs from the probabilities to exit at the other two ports. In
the three-port case, for example, input at exit A leads to exit probabilities PA =
1
9
and PB = PC =
4
9
. The term “directionally-unbiased” here refers to the fact that
both forward and backward are possible, not necessarily that all exit probabilities
are equal. However, for some values of phases the multiports are unbiased in the
stricter sense of having equal exit probabilities at all ports. As can be seen from
Eq. 4.24, this is already true for the four port with the choice of phases used here:
the exit amplitudes at all four ports are the same, up to a minus sign. The same
equality of exit probabilities can also be achieved for the three-port by appropriate
choices of vertex phases; for example, for φA = φB = φC =
pi
6
all three ports have exit
probability 1
3
, with transition matrix
U =
1√
3
 e
2pii
3 1 1
1 e
2pii
3 1
1 1 e
2pii
3
 . (4.25)
In the remainder of this section “strict” unbiasedness will not be required. Instead,
the example of (Simon et al., 2016) is followed, focusing on the three-port and choosing
the phases such that they all equal φ = −3pi
4
. This leads to the transition matrix of
Eq. 4.6. This choice is convenient because all of the transition probabilities are
pure imaginary, reducing the number of phase factors that have to be tracked and
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eliminating complicated interference terms.
4.2.2 Review of discrete-time Hamiltonians
In a discrete time system, the Hamiltonian is obtained from a discrete-time evolution
matrix U that takes the system forward one time-step. So if the initial state is |ψ(0)〉
and the unit time step is T , then the state at time nT is
|ψ(nT )〉 = Un|ψ(0)〉. (4.26)
The evolution operator can then be written (for ~ = 1) in the form U = e−iHˆT , which
defines the discrete time Hamiltonian, Hˆ. The Hamiltonian generates time evolution,
and the matrix elements of U give the transition amplitudes per time step between
the states of the system.
If the system is spatially periodic, then Bloch’s theorem says that the solutions
should be of the form
ψ(x) ∼ u(x)eikx, (4.27)
where u(x) is a periodic solution and x is the spatial position. The period of u(x) is
the same as that of the underlying system. The phase factor eikx defines the crystal
momentum or quasi-momentum k, which describes how fast the phase accumulates
as you move along the periodic lattice. Because of this phase factor, the periodicity
of ψ(x) is not necessarily the same as the periodicity of the lattice. In addition, a
quasi-energy E can then be defined, which will be possibly multi-valued function of
k. Each steady state of the system is characterized by a fixed value of k and E.
The role of position in the following will be taken by the dimensionless integer m
that labels the lattice sites, where each lattice site consists of some combination of
unbiased multiports. Because the position is given by a dimensionless variable, the
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quasi-momentum will also be dimensionless. A single Brillouin zone runs from 0 to
2pi, and k is only conserved modulo 2pi.
The Hamiltonian generates time evolution in an abstract space that may include
both spatial and internal degrees of freedom. As the momentum is varied over the
width of a full Brillouin zone, the Hamiltonian will trace out a closed path in this
internal space. There may be topological obstructions that prevent some of these
paths from being contracted to a point or from being deformed continuously into each
other as the system parameters are varied. When such obstructions exist, then the
paths fall into different topological classes, categorized by the values of topologically
invariant quantities such as the winding number in one-dimensional lattice systems
or the Chern number in two-dimensional systems. When two systems with different
topological invariants are brought into contact, consistency between the solutions in
the two subsystems requires that the band gap between quasi-energy levels vanish at
the boundary. The closing of the gap allows states to change winding number, and
implies the existence of states that are exponentially localized in the vicinity of the
boundary (Kitagawa, ; Asbo´th et al., 2016). In this work only states with vanishing
winding number are considered; the extension to systems with non-trivial topological
aspects will be examined elsewhere. Reviews of topological insulators and related
ideas may be found in (Hasan and Kane, 2010; Asbo´th et al., 2016).
If the Hamiltonian describes internal, as well as spatial, degrees of freedom, then
it is convenient to write the Hamiltonian as a position-dependent matrix in the space
of internal variables. For example, if the internal space is two-dimensional, as is the
case for electron spins or photon polarizations, then the Hamiltonian will generically
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be of the form
Hˆ(k) = d0(k)I + dx(k)σx + dy(k)σy + dz(k)σz (4.28)
= d0(k)I + d(k) · σ, (4.29)
where the dj(x) are real functions. The Pauli matrices appear are the generators of
su(2), the Lie algebra of traceless 2× 2 unitary matrices. Any 2× 2 unitary matrix,
such as the matrices representing single qubit quantum gates, can be built from a
superposition of these matrices and the identity, so the Hamiltonian describing the
dynamics of the two-dimensional internal space will be formed from them. Similarly,
in the example to be discussed in Section 4.2.4, the Hamiltonian may be expressed
as a matrix in a three-dimensional internal space, analogous to the state space of a
spin-1 particle or of a quark in its three-dimensional color space. In this case, Hˆ can
be written in the form
Hˆ = d0I +
∑
j=18
djΛj = d0I + d ·Λ, (4.30)
where the 3 × 3 Gell-Mann matrices Λ1 . . .Λ8, which are widely used in elementary
particle physics, form a basis for the algebra of 3×3 traceless, unitary matrices, su(3).
As k is varied, the Hamiltonian will trace out a path in the resulting space.
In the following sections we show that chains of directionally-unbiased three-ports
allow simulation of two different Hamiltonians with very different characteristics. In
Section 4.2.3 a system with a single three-valued degree of freedom will be presented;
these three values may be thought of as either three positions on a periodic spatial
lattice, or as three values of an internal variable at a single, fixed spatial point. The
second example, in Section 4.2.4 will allow simulation of both spatial and internal
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degrees of freedom simultaneously.
4.2.3 Dynamics on a discrete three-point configuration space
A discrete-time system
Recall that the unbiased three-port is described by the matrix U of Eq. 4.6, where
the rows and columns refer to the three ports A, B, C. For convenience in what
follows, let us instead label the three ports by numbers (modulo 3) instead of letters:
A = 1 (mod 3), B = 2 (mod 3), C = 3 (mod 3).
The three input/output ports are now thought of as discrete points on a circle; with
each passage through a multiport, photons hop among these points. U has three
eigenstates, given (up to an arbitrary overall phase) by
|ψ1〉 = 1√
3
 11
1
 , |ψ2〉 = 1√
2
 −10
1
 , (4.31)
|ψ3〉 = 1√
2
 −11
0
 , (4.32)
with respective eigenvalues
λ1 = +i, λ2 = λ3 = −i. (4.33)
Now suppose a sequence of three-port units are connected as shown in Figure
4·10(a). Each output of one multiport feeds directly as input to the next. It can be
arranged (for example by means of optical circulators) so that the photons always
travel from left to right and do not reflect backward. In other words, the spatial
location increases monotonically and plays the role of time. It is assumed that the
122
1
2
3
1
2
3
OutIn
Multiports
Optical Circulators
(a)
S
ta
te
 P
re
p
a
ra
ti
o
n
Preparation of
input state
Measurement
of output state
Hamiltonian: Simulated
time evolution
(b)
Figure 4·10: (a) A string of multiports connected sequentially, with
each output of one feeding directly into the input of the next. There
is a three-state quantum walk among the three lines as the photons
progress spatially from left to right. (For clarity, the figures are not
drawn to scale: the multiports should be very small compared to the
distances between them.) (b) State preparation occurs on the left and
photons are coupled into the system through the three input ports.
Detection occurs on the right, with a detector in each line. Depending
on the experiment being performed, the detectors may be connected in
coincidence.
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multiports are very small compared to the length of the lines joining them, so that
the time spent inside the multiport can be taken to be negligible. If photons are fed
in from the left, they can be thought of as experiencing a periodic potential, as in
the lattice of a one-dimensional solid or a one-dimensional polymer. Each multiport
is viewed as the site of an “interaction”, where the state of the photon can change.
Over n time steps the unitary transition matrix U is simply applied n times.
Position-space Hamiltonian
Given that U is known, the Hermitian Hamiltonian operator Hˆ, is easily found:
Hˆ = +i lnU =
pi
6
 1 −2 −2−2 1 −2
−2 −2 1
 = ipi
2
U. (4.34)
Here, the discrete unit of time is taken as the time to go from one multiport to the
next; in other words, units are chosen so that T = 1. For this system Hˆ turns out
to be proportional to U itself, so the eigenstates are those given in Eq. 4.33, with
corresponding energy eigenvalues
E1 = −pi
2
, E2 = E3 = +
pi
2
. (4.35)
These eigenvalues can also be found by computing the expectation value of the Hamil-
tonian in each of the three eigenstates, Ej = 〈ψj|Hˆ|ψl〉 for j = 1, 2, 3. In terms of the
position eigenstates |m〉, the Hamiltonian operator can be written as
Hˆ =
pi
6
3∑
m=1
[|m〉〈m| − 2 (|m+ 1〉〈m|+ |m〉〈m+ 1|)] . (4.36)
Note that the eigenvalues of this Hamiltonian will not be the photon energies ~ν, but
instead give the ”quasi-energies” associated with the various wave solutions propa-
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gating in the system. Higher quasi-energy occurs for standing waves that oscillate
more rapidly in space.
In this Hamiltonian, the first term is an effective mass term, giving the state a
sort of “inertia” or probability of being at the same point at successive times. It
contributes a constant, position-independent background energy pi
6
. The other terms
serve as a nearest-neighbor interaction. This system can be viewed in several different
ways. It can be thought of as a single three-state system, where the three links or
positions labeled by m correspond to the three states. Alternatively, this may be
seen as a coupled set of three two-level systems: each of the three links can be in the
ground state (no photon) or an excited state (one photon).
Momentum-space Hamiltonian
The quasi-momentum eigenstates |k〉 are found by Fourier transforming the position
states |m〉:
|k〉 = 1√
3
3∑
m=1
eimk|m〉. (4.37)
In momentum space, the Hamiltonian has the form
Hˆ(k) =
pi
6
∑
k
(1− 4 cos (k)) · |k〉〈k|. (4.38)
For a three-dimensional configuration space there will be three momentum eigen-
states, with momenta kn =
2pin
3
for n = 0,±1; these have the energies given above,
and any other state will be a superposition of them. When a single photon is in-
put into the system, the physical meaning of the momentum eigenstates is easy to
identify:
(1) There is a spatially uniform “rest” state with momentum k = 0 and energy
E1 = −pi2 . In this state, the photon amplitude is evenly spread among the three ports.
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This state is time-independent.
(2) There is a steady state with the average photon position moving clockwise by
one step per unit time, ∆m = +1. This state has momentum k = 2pi
3
and energy
E2 = +
pi
2
.
(3) The remaining steady state has the average photon position moving counter-
clockwise by one step per unit time, ∆m = −1. This state has momentum k = −2pi
3
and energy E3 = +
pi
2
.
Because of the periodic nature of the configuration space, these are the only
possibilities with fixed k. For example, it can be seen that the motion with ∆m = −2
per step is the same as that with ∆m = +1 per step. All other periodic motions
around the triangle are therefore equivalent to one of the three cases above.
In the preceding, m has represented a spatial degree of freedom, but we may also
think of it as simulating an internal degree of freedom at a single point. As one possible
application of this approach, the three ports may be thought of as representing the
three spin states of a spin-1 particle. Although the vertices of the multiports have
been held at fixed parameter values here, the mirror reflectances and the phase shifts
added at each vertex can be changed, which allows control over the interaction terms
and hopping amplitudes; this could for example lead to simulation of the behavior
of a spin 1 particle in a time-dependent potential. By replacing the unbiased three-
port with a larger n-port, the same procedure can be used to model dynamics in an
n-dimensional internal configuration space at each lattice point, or in other words a
system of spin j, with 2j + 1 = n.
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State preparation and measurement
The system of Fig. 4·10(a) simulates the time evolution and the Hamiltonian. To
complete the description of the system, the initial state preparation and the measure-
ment of the final state must be included. As shown in Fig. 4·10(b), the input state is
introduced at left, the sequence of multiports simulates time evolution as the photons
move left to right, and measurements are made at the final output ports on the right.
To introduce an initial position state, |m〉, single photon states are inserted at
one of the left-hand input ports. High quality approximations to single photon input
states may be achieved by means of highly attenuated laser coherent states or via
parametric down conversion. The three inputs may be populated randomly by a
sequence of such states in order to study the full dynamics of the system.
Arrangements of beam splitters also allow a single photon state to be uniformly
superposed over the three input ports. In particular an additional three port may
be used to prepare such a superposition state: as mentioned in Section 4.3.2, using
different values of phase shift at the vertices of a three-port makes the exit amplitude
of all three ports equal (up to phase) for any input port. By addition of appropriate
phase shifts to the three output lines of this three-port, momentum eigenstates of the
form of Eq. 4.37 may be prepared from this superposition.
At the right end of the system, a single-photon detector may be placed at each
output line. The final state for a given input is then built up by making multiple
measurements to determine the various transition probabilities. The measurements
may be taken one step further by using homodyne detection to determine the output
phases relative to the input. In this way, the transition amplitudes, not just the
probabilities, may be determined.
Currently, only separable input states are considered, but various forms of su-
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perposition states and entangled states could also be considered. In this case, the
detectors would be connected in coincidence in order to determine the final state
correlations.
A compactified system
Instead of using a chain of multiports, an equivalent system can be formed with fewer
resources by taking just two multiports connected as shown Fig. 4·11(a). The photons
then reflect back and forth between the two multiports, with no circulators needed.
At each discrete time step the photons will alternate direction, but will always remain
localized in the same spatial region, between the two multiports. The time evolution
then generates superpositions of random sequences of values m1,m2,m3, . . . , where
each value in the sequence is given by the label of one of the three ports. Thinking of
the lines between the multiports as three spatial positions, the Hamiltonian generates
dynamics that cause random motions among these three discrete spatial points. There
will then be a momentum variable (a dimensionless quasi-momentum) describing the
motion between these points. There can be superpositions between clockwise and
counterclockwise motions, allowing standing waves to occur.
Optical circulators are used to separate input and output, with electro-optical
switches used to release the output to the detectors after the desired number of time
steps as shown in Fig. 4·11(b). In this way, walks of arbitrarily long duration can be
simulated with a single unit containing only two multiports. The maximum number
of steps achievable will then be limited only by coherence considerations.
4.2.4 Time-reversible systems
The previous section allowed simulation of a system with one three-valued degree
of freedom, which could be taken to represent either a spatial or internal degree of
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Figure 4·11: (a) A compact system equivalent to that of Fig. 4·10,
but which operates using just two multiports; the spatial evolution from
left to right in Fig. 4·10 is replaced by time evolution within a single
region. The photons travel in opposite directions on successive time
steps. (For clarity, the figures are not drawn to scale: the multiports
should be very small compared to the distances between them.) (b)
After coupling the input into the system, a gated optical switch allows
measurement of the output state after a fixed number of time steps.
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freedom. The system of this section incorporates both spatial and internal variables
simultaneously.
An additional important difference between this section and the previous one is
related to the idea of reversibility. In the last section it was assumed that the system
had been arranged to make sure that the photons flowed only in one direction, from
left to right. The states were labelled by the positions of the photons, with no need to
distinguish direction of motion. In this case, the unitary transition matrix was found
to be proportional to a Hermitian matrix that could serve as the Hamiltonian.
Now we wish to restore the time reversal symmetry of the system and allow the
light to move in any direction though the network. Therefore, we need to distinguish
states moving in different directions, and for any possible transition that can occur
we must also allow its time-reversed version. The time-reversed transition matrix is
obtained from U by taking its Hermitian conjugate, U †. If the states are labelled by
both position and direction of motion of the photons, then the number of possible
states is doubled. Imagine that the states of the three-port are now labelled by both
the port label and a binary label such as “ingoing/outgoing” or “left-moving/right-
moving”. Then the matrix U is replaced by the larger matrix
Hˆ =
(
0 U †
U 0
)
, (4.39)
which includes the time-reversed transitions. One of the nonzero blocks represents
transitions from ingoing or left-going states at a vertex to outgoing or right-going
states; the other block represents transitions in the other direction. Because U is
unitary, U †U = 1, it is easily checked that this expanded matrix is both unitary and
Hermitian and that it squares to the identity, Hˆ2 = I. As a result, we find that the
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corresponding matrix
V ≡ e−iHˆT = I cosT − iHˆ sinT (4.40)
is also unitary. Thus, from the transition amplitudes determined by the original
U , we form (i) a new operator Hˆ which can serve as a Hamiltonian, and (ii) a
corresponding unitary operator V that acts as the full transition operator associated
with this Hamiltonian. V is double the dimension of the original U . When Hˆ is of the
form of Eq. 4.39, notice that if the period is taken to be T = pi
2
then the Hamiltonian
and the transition matrix V are the same, up to overall constants, as was the case in
the previous section.
Additional terms may also appear in the diagonal blocks of Hˆ representing, for
example, left→ left or right→ right transitions, as long as they are real and diagonal
or occur in Hermitian conjugate pairs. Such extra terms in the diagonal block can
appear because of, for example, the possibility of a left-moving mode on one edge
becoming left-moving on an adjacent edge at the next step.
Analogy with beam splitters
An example of the sort of situation described above is for an ordinary non-polarizing
beam splitter. Normally, two ports (for example ports 1 and 2 in Fig. 4·8) are used
as input, and two as output (ports 3 and 4). The beam splitter is then described by
a unitary matrix, which can be taken to be
U
(2)
BS =
1√
2
(
1 i
i 1
)
. (4.41)
The two columns represent the two input directions, while the two outputs are repre-
sented by the rows. But if the beam splitter is connected in a network, where photons
could be coming from any direction, any of the four ports could be used for either
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Figure 4·12: A system that can support three or six internal states
per lattice site. m labels the site, and three edges within the site are
labeled 0,±1. If propagation direction of the light is included, then this
doubles the number of states per site.
input or output at any given moment, so the matrix must have four input columns
and four output rows and is of the form given in Eq. 4.39:
U
(4)
BS =
1√
2

0 0 1 −i
0 0 −i 1
1 i 0 0
i 1 0 0
 =
(
0 U
(2)†
BS
U
(2)
BS 0
)
. (4.42)
It is easily verified in this case that e−
ipi
2
U
(4)
BS is proportional to U
(4)
BS, so that a matrix
of this form can serve as both Hamiltonian and evolution operator.
A discrete time-reversible system
Now consider a collection of three-ports connected to form the chain shown in Fig.
4·12. The chain is divided again up into a string of lattice sites, indicated in the
figure by the dashed boxes. Integer m is used to label the lattice sites (i.e the hori-
zontal position), with m increasing from left to right. The states within each site are
labeled by an additional integer from among {−1, 0,+1}: +1 means the photon is
on the upper horizontal branch, −1 means the lower horizontal branch, and 0 is the
vertical branch. Further, we label the direction the photon is moving at each moment
according to the symbols L or R. L corresponds to leftward motion on a horizontal
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branch or upward on a vertical branch. R represents rightward or downward motion.
Therefore, the states are denoted by
|m, j,D〉, (4.43)
where m = 1, . . . , N for a lattice containing N sites, j ∈ {0,−1, 1}, D ∈ {L,R}.
The input and detection considerations are similar to those of the last section.
In the current case, since the evolution is left/right symmetric, it may be desired to
couple the input state into the middle of the system (by means similar to that of Fig.
4·11(b)), and make measurements at both ends of the chain.
The Hamiltonian at each cell should be of the form of Eq. 4.39, plus possible terms
in the diagonal blocks due to inter-cell transitions. It is straightforward to use the
local transition matrix U for the individual multiports to find the global transition
amplitudes of the full system between the states of Eq. 4.43. This gives the transition
operator Uc for the full chain. The resulting Hamiltonian Hˆ
′
c is:
Hˆ ′c =
1
3
N∑
m=1
{
1∑
j=−1
[
|m, j,R〉〈m, j, L|+ |m, j, L〉〈m, j,R|
]
(4.44)
−2
[
|m, 1, R〉〈m, 0, L|+ |m, 0, R〉〈m, 1, L|+ |m,−1, R〉〈m, 0, R|+
|m, 0, L〉〈m,−1, L|+ |m− 1, 1, L〉〈m, 0, L|+ |m− 1,−1, L〉〈m, 0, R|+
|m− 1, 1, L〉〈m, 1, L|+ |m− 1,−1, L〉〈m,−1, L|+ |m+ 1, 1, R〉〈m, 1, R|
+|m+ 1, 0, R〉〈m, 1, R|+ |m+ 1,−1, R〉〈m,−1, R|+ |m+ 1, 0, L〉〈m,−1, R|
]}
Hˆ ′c represents a system with one spatial dimension and a six-dimensional “inter-
nal” space. Experimentally, measuring the photon direction along with its position
adds complications, so here we simplify matters by reducing to a three-dimensional
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internal space. If propagation direction is never measured, then the Hamiltonian
can be projected onto the diagonal subspace of left- and right-moving modes. If the
projection operator is P , then the resulting operator Hˆc = P
†Hˆ ′cP becomes
Hˆc =
1
3
∑
m
 ∑
j={0,±1}
|m, j〉〈m, j| −
√
2
∑
j={±1}
[
|m, j〉〈m, 0| (4.45)
+|m, 0〉〈m, j|
]
−
√
2
∑
j={±1}
[
|m− 1, j〉〈m, j|+
|m+ 1, j〉〈m, j|+ |m− 1, 0〉〈m, j|+ |m− 1, j〉〈m, 0|
]}
.
Going to momentum space, define
|m, j〉 = 1√
N
∑
k
e−imk|k, j〉. (4.46)
The momentum space Hamiltonian then becomes
Hˆc = − i
3
∑
k
|k〉〈k|
 1− 2√2 cos k −2√2eik/2 cos k2 0−2√2e−ik/2 cos k
2
1 −2√2e−ik/2 cos k
2
0 −2√2eik/2 cos k
2
1− 2√2 cos k
 .
The matrix is written here in the basis of internal states, (+1, 0,−1). It can be
diagonalized in order to find the eigenstates, leading to a set of three eigenvectors for
each fixed k value, given (up to normalization and phase) by
|ψ1〉 =
 −10
1
 , |ψ2〉 =
 1−2√2
1
 , (4.47)
|ψ3〉 =
 −12√2(1 + cos k)
1
 , (4.48)
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Figure 4·13: Energy level diagram of the three state system of Fig.
4·12. E3 is constant, while E1 and E2 oscillate with k. Note that E1
has no gap with E2 or E3, but that E2 and E3 are always separated by
a gap.
with respective energy eigenvalues
E1 =
1
3
(
1− 2
√
2 cos k
)
(4.49)
E2 =
1
3
(
1− 2
√
2 (1− cos k)
)
(4.50)
E3 =
1
3
(
1 + 2
√
2
)
. (4.51)
These are plotted in Fig. 4·13. Notice that the energy eigenvalues always satisfy
E1 + E2 + E3 = 1, (4.52)
for all k. In all, there are 3N eigenvectors, corresponding to the N momentum values
(k = 2pin
N
for n = 1, . . . N) and the three values of the internal index (0,±1). As in
the last section, the constant terms on the diagonal contribute a constant (x- and
k-independent) background term, in this case of energy 1
3
.
Energy band structure. For each k, there are three energy levels. They are
nondegenerate in general, except at isolated k values where the levels cross or become
tangent to each other. Note also that there is always an energy gap between E2 and
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E3, but that E1 has k values where its gap with the other two states closes. Levels 1
and 3 meet (E1 = E3) at the value k = pi, while E1 = E2 at the values k = ±pi3 . Thus,
at those momenta there can be transitions from eigenstate |ψ1〉 to the other two states,
|ψ2〉 and |ψ3〉, if the system is perturbed. However, |ψ2〉 and |ψ3〉 never transition
directly to each other; they can only go via |ψ1〉 as an intermediate state; moreover,
such a transition would be indirect in the terminology of solid state physics, since it
requires a change of k as well. Because transitions between |ψ2〉 and |ψ3〉 are always
mediated by passage through |ψ1〉, |ψ1〉 plays a role similar to that of a photon or
other intermediate gauge boson in particle physics. A more sophistication simulation
setup along these lines might therefore eventually open the way for optical simulation
of gauge theory models such as those of quantum chromodynamics, with the role of
nonlinear interactions being simulated via interference effects.
As mentioned in Section 4.2.2, the Hamiltonian can be written in the form
Hˆc = d0I +
∑
j=18
djΛj = d0I + d ·Λ, (4.53)
where the Gell-Mann Λj matrices play the same role for the algebra su(3) that
the Pauli matrices play for su(2). As the parameters are varied, the vector d =
(d0, d1, . . . , d8) does not explore the full nine-dimensional space, but remains con-
tained in a 7-dimensional subspace spanned by the set {I,Λ1,Λ2,Λ3,Λ6,Λ7,Λ8}. The
explicit form of the Hamiltonian in terms of the Λj may be found in the Appendix.
The paths on this large subspace have enough room to avoid topological obstructions
as the system parameters are varied, so that any of the possible paths can be smoothly
deformed into any other as the parameters are continuously changed. The system is
therefore always topologically trivial. It remains to be investigated as to whether
varying the parameters of the three-port may allow simulation of more general SU(3)
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Hamiltonians.
Generalizations
Through the examples discussed in the previous sections, it has been shown that the
behavior of Hamiltonian systems with both spatial and internal degrees of freedom
can be simulated using one-dimensional chains of directionally-unbiased three-ports.
A number of obvious generalizations exist, such as using n-ports with higher n, con-
necting the n-ports into two- and three-dimensional arrays with different connection
topologies, or varying the multiport parameters. In this way, a variety of Hamiltoni-
ans involving nearest neighbor couplings can be implemented. By changing the phase
shifts at the multiport vertices, the relative strengths of the interactions between
different nearest-neighbor pairs can be altered, allowing the simulation of spatially-
varying potentials. Additional degrees of freedom that can be used to increase the
complexity of the simulated systems include phase shifts on the edges of the multi-
ports or between multiports, and varying the transmission profile of the beam splitters
within the multiports. The results of the previous sections provide hints that such
generalized versions of this approach may be useful for simulating the types of Hamil-
tonians that appear in solid state physics and particle physics, possibly including
strongly interacting Hamiltonians for which perturbative methods break down.
One generalization of special interest is that the simulating system can be built
out of unit cells that are combinations of several multiports, possibly with additional
phase shifts or other effects added on the connections between them. By periodically
altering the parameters of these complex unit cells, the behavior of particles in peri-
odic crystal lattices can be simulated. In particular, it will be shown elsewhere (Simon
et al., 2017b) that by this means the Su-Schreiffer-Heeger Hamiltonian, which sup-
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ports phases of nonzero winding number and topologically-protected boundary states,
can be simulated.
Such generalizations hold promise for simulating a large range of effects, and
possibly carrying out complex high-dimensional computations of the properties of
such discrete-time systems. It should be emphasized again that all of these simulations
are implemented by means of local linear optics effects only. In addition, all of
the elements used can be placed on-chip, which increases stability and allows large
networks to be built up. As a result, this approach seems especially promising for the
simulations of complex physical systems by relatively simple means.
In the following section a relatively simple example of a complex system, namely
simulation of the topologically protected boundary states in the Su-Schreiffer-Heeger
Hamiltonian, is considered.
4.3 Quantum simulation of topologically protected states us-
ing directionally-unbiased linear-optical multiports
As mentioned in the previous section, a great deal of effort has been expended in recent
years in attempts to build fully-programmable general-purpose quantum computers
(Nielsen and Chuang, 2010; Kitaev et al., 2002; Jaeger, 2007; Falci and Paladino,
2014). This effort is driven by theoretical developments (Deutsch, 1985; Deutsch
and Jozsa, 1992; Grover, 1996; Cleve et al., 1998; Shor, 1994) showing that such
computers can solve some types of problems, such as factoring and search problems,
exponentially faster than classical computers. However, it is highly nontrivial to
scale up the size of the quantum registers without introducing sufficient decoherence
to destroy the quantum nature of the calculations. Because of this and other technical
roadblocks, implementing such computers in a manner that makes them practically
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useful is a difficult problem. Therefore, it is worthwhile to expend some effort on
the the more easily attainable goal of building quantum simulators (Feynman, 1982;
Aspuru-Guzik and Walther, 2012; Johnson et al., 2014), special purpose quantum
computers intended to simulate the behavior of other physical systems.
In the last section, a simple approach was proposed (Simon et al., 2017a) for
creating one particular type of quantum simulator using only linear optics. The
goal was to simulate the behavior of states and energy levels evolving according to
Hamiltonians of one-dimensional discrete-time physical models by means of chains
of simple linear optical units. Different Hamiltonians are simulated by varying the
arrangement of these units, or by varying the internal parameters of the units. By
going from one-dimensional chains to two- or three-dimensional arrays, the method
can be easily generalized to more complicated Hamiltonians.
The basic optical units used in this scheme are the directionally-unbiased optical
multiports proposed in (Simon et al., 2016). These devices can be thought of as
scattering centers of the type that have been discussed in the abstract context of
optical graph systems (Hillery et al., 2003; Feldman and Hillery, 2004b; ?; Feldman
and Hillery, 2007). In a graph model, an incident photon is constrained at each
time step to scatter into one of a finite number of modes. One of these modes is
the time-reversed version of the input mode, so it is necessary that the multiport
allows the photon to reverse direction and exit back out the input port. It was
shown in (Simon et al., 2016) how such reversible multiports can be constructed
using only linear optics, and their properties were discussed in detail along with some
simple applications. One-dimensional arrays of these were then used to implement
the quantum simulations discussed in Sec. 4.2. However, the systems in the previous
section only supported topologically trivial solutions. In this section, the approach is
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extended to show that Hamiltonians with nonzero winding number and topologically-
protected boundary states can be simulated in a similar manner, using the same
linear-optical ingredients.
In the following subsections, we first review topologically non-trivial discrete-
time Hamiltonian systems. Then in section 4.3.2 we review the use of directionally-
unbiased multiports to simulate topologically trival Hamiltonians, before demonstrat-
ing the linear optical simulation of a Hamiltonian with non-zero winding number and
topologically protected states in section 4.3.3. We briefly discuss the results in section
4.4. Topologically-protected boundary states and the existence of different topolog-
ical phases have been previously observed in photonic quantum walks (Kitagawa, ;
Kitagawa et al., 2010b; Kitagawa et al., 2010a; Fedrizzi et al., 2012). However, the
key advantage of the method proposed here lies in the drastic reduction in necessary
resources. In particular, the increase in required resources (beam splitters, mirrors,
etc.) grows only linearly with the number of time steps used, whereas previous ap-
proaches called for exponential increases.
The currently-proposed method also scales up to systems with more spatial or
internal degrees of freedom in a straightforward manner, again with only a linear
increase of resources for each additional dimension added.
4.3.1 Winding numbers and topologically protected states
The object of study here is a discrete time system, described by a Hamiltonian Hˆ
and a discrete-time evolution matrix U = e−iHˆT that takes the system forward one
time-step T . (Here, the units are chosen such that ~ = 1.) For initial state |ψ(0)〉,
the state at time t = nT is
|ψ(nT )〉 = Un|ψ(0)〉. (4.54)
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Inserting the matrix U between a pair of desired initial and final states gives the
transition amplitude per time step between those states.
Consider a one-dimensional periodic lattice made from a sequence of repeating
unit cells. According to Bloch’s theorem, the spatial solutions for a periodic system
are of the form
ψ(x) ∼ u(x)eikx, (4.55)
where u(x) has the same period as the underlying physical system. The phase fac-
tor eikx defines the crystal momentum or quasi-momentum k, and because of it the
periodicity of ψ(x) is not necessarily the same as the periodicity of the lattice. The
eigenvalues of Hˆ provide the k-dependent quasi-energies.
In the following sections, we consider a one-dimensional lattice of sites, labeled
by a dimensionless integer m, which plays the role of a discrete, dimensionless po-
sition variable. Each lattice site is constructed from a combination of the unbiased
multiports described in section 4.3.2. Since the position variable is dimensionless and
discrete, the quasi-momentum k will also be dimensionless and discrete. A single
Brillouin zone runs from 0 to 2pi, and k is only conserved modulo 2pi.
The Hamiltonian generates time evolution in some higher-dimensional space that
includes both spatial and internal degrees of freedom. It will be convenient to write
the Hamiltonian as a matrix in the space of internal variables at each position (or
equivalently, at each k value). As the momentum is varied over the width of a full
Brouillon zone, the Hamiltonian will trace out a closed path in the internal space.
There may be topological obstructions that prevent some of these paths from being
contracted to a point or from being deformed continuously into each other as the
system parameters vary. When such obstructions exist, then the paths fall into dif-
ferent topological classes. These topological classes can not be smoothly deformed
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Figure 4·14: As the quasi-momentum k ranges over a full Brouillon
zone, the vector d(k) traces out a closed curve in the x − y plane.
The winding number ν counts the number of times the curve encircles
the singular point at the origin. ν is positive if the curve is traversed
counter-clockwise, negative if traversed clockwise.
into each other by continuous changes of the system parameters, and so all quan-
tities that are constant on each class are topologically protected and stable under
perturbations. Different classes are distinguished from each other by the values of
topologically invariant integer-valued quantities. In one-dimensional lattice systems
the relevant topological quantum number is the winding number ν (Fig. 4·14), while
in two-dimensions the Chern number is used. When two systems with different topo-
logical invariants are brought into contact, solutions can only propagate from one
region to the other if they change winding number; this can only happen if the band
gap between quasi-energy levels vanish at the boundary. The closing of the gap in
turn implies the existence of states that are exponentially localized in the vicinity of
the boundary (Kitagawa, ; Asbo´th et al., 2016).
A basic one-dimensional example that illustrates these features is the Su-Schrieffer-
Heeger (SSH) Hamiltonian, discussed below in Section 4.3.3. It has two energy levels
separated by a gap, and describes dynamics in a two dimensional “internal” subspace
labeled by two substates present at each lattice site. At each fixed lattice site m
or each fixed k, this Hamiltonian is therefore a two-dimensional matrix, and can
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be written in terms of the identity matrix and the Pauli matrices; for example, in
momentum space one may write
Hˆ(k) = d0(k)I + dx(k)σx + dy(k)σy + dz(k)σz (4.56)
= d0(k)I + d(k) · σ. (4.57)
The insulator described by this Hamiltonian becomes a conductor when the four-
dimensional vector d(k) = (d0,d) vanishes; at these points, the discrete energy levels
meet and the energy gap between bands vanishes. So, if the material is to remain an
insulator, the Hamiltonian must avoid the origin in d-space. As long as the values
of d0 and d are unconstrained in the full four-dimensional space all closed paths
can be deformed to avoid the singular point at the origin and can be contracted to
a point. However, it will be seen that in the SSH model the space of possible d
values collapses to a two-dimensional plane; in this case, some paths will encircle the
origin and can no longer be contracted continuously to a point. These paths have
nonzero winding number. The different discrete energy levels can be thought of as
belonging to paths through d space that close on themselves when wrapped around
the full Brouillon zone, so different energy bands may fall into different classes which
are topologically stable under continuous deformations of parameters. States of the
system with different winding number are referred to as different topological phases.
These nontrivial phases always have different nonzero energies. However, if two
such systems with different energies and topological phases are brought together,
then at some k values the band gap between levels of the combined system may close,
leading to the existence of zero-energy states in the boundary region. Since no zero-
energy states are allowed in the bulk on the two sides of the boundary, these states
are highly localized. They are said to be topologically protected, since continuous
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variations of the system parameters in the two bulk regions leave them intact. Their
existence is required in order to interpolate between the two different topological
classes of solutions that exist at large distances on the two sides of the boundary.
More detailed reviews of topological insulators and related ideas may be found in
(Hasan and Kane, 2010; Asbo´th et al., 2016).
Any 2 × 2 matrix can be built from a linear combination of the Pauli matrices
and the identity, so the 2 × 2 SSH Hamiltonian describing the dynamics of the two-
dimensional “internal” space can always be formed from them. These matrices are
the generators of su(2), the Lie algebra of traceless 2×2 unitary matrices, and so the
unitary transition matrix for the theory will also be built from them. Similarly for
higher N -dimensional internal spaces the basic building blocks will be the generators
of the su(N) algebras. For instance, one of the examples discussed in (Simon et al.,
2017a) involved a Hamiltonian expressed as a Hermitian matrix in a three-dimensional
internal space. In that case, Hˆ and U can be written as a linear combination of the
identity and the eight Gell-Mann matrices that form a basis for the algebra of 3× 3
traceless, unitary matrices, su(3). As k is varied, the Hamiltonian in that case traces
out a path in the resulting nine-dimensional space.
4.3.2 Review of directionally-unbiased multiports for quantum simula-
tion of topologically protected states
Ordinary beam splitters and their multiport generalizations only allow one-way move-
ment of photons; the light never reverses direction inside. In (Simon et al., 2016),
a generalized multiport was proposed which allows such a reversal. Such a device,
called a directionally unbiased multiport, allows the experimental implementation of
scattering-based quantum walks on graphs (Feldman and Hillery, 2004b; Feldman and
Hillery, 2004a; Feldman and Hillery, 2004a; Feldman and Hillery, 2007). Examples of
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Figure 4·15: (a) The directionally unbiased three-port. (b) The di-
rectionally unbiased four-port. The rectangles after the beam splitters
in (a) and (b) represent the vertex mirror unit shown in the inset of
(a). This unit consists of a mirror and a phase-shifter. The distance
between each beam splitter and the adjacent mirror unit is half the
distance d between one beam splitter and the next.
unbiased n-ports for n = 3 and n = 4 are shown in Fig. 4·15(a) and (b).
As in (Simon et al., 2017a) and (Simon et al., 2016), attention will be focused
here on the three-port device. The directionally unbiased multiports are linear optical
devices with the input/output ports attached to vertex units of the form shown in
the inset of Fig. 4·15(a). Each such unit contains a beam splitter, mirror and phase
shifter. Two ports of the beam splitter feed into the interior of the multiport device,
and one reflects back on itself via the mirror inside the vertex unit. The beam splitter-
to-mirror distance d
2
is half of the distance d between the vertex units in the multiport.
The phase shifter provides control of the properties of the multiport, since different
choices of phase shift at the vertices affect how the different photon paths through
the device interfere with each other. Here, the phase shifters at all the vertices will
be assumed to be fixed at the same phase value, φ = −3pi
4
. This choice ensures that
all of the photon paths entering and exiting at any pair of ports will be in phase with
each other, as shown in (Simon et al., 2016).
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Given any input and any output port, there will be multiple paths joining them,
and these paths will have different lengths. So there are restrictions on the allowed
size of d and on the properties of the input light pulses that must be satisfied in
order to maintain sufficient levels of coherence for interference effects to be visible.
Quantitative estimates of the required parameter values may be found in (Simon
et al., 2016); here, we simply assume that the multiport is small enough to be treated
as point-like and that the other coherence requirements are all satisfied. Then the
three-port takes an input state |ψ0〉 to an output state |ψ〉 = U |ψ0〉, where
U = − i
3
 1 −2 −2−2 1 −2
−2 −2 1
 , (4.58)
where rows and columns refer to the three ports A, B, C. Up to an overall constant,
this is the three-dimensional Grover coin (Carneiro et al., 2005).
In (Simon et al., 2017a) it was shown that chains of directionally-unbiased three-
ports allow simulation of several different Hamiltonians with different characteristics.
The examples given were topologically trivial, in the sense that the winding numbers
vanished and no nontrivial topological phases were supported. In the next section,
the approach will be extended to show that topologically nontrivial cases (topological
insulators) can be simulated by the same means. This is accomplished by using the
same basic ingredients used in (Simon et al., 2017a); the only changes are that the
units are arranged into a network with a different lattice structure, and an additional
phase shifter is inserted into each unit cell. The resulting Hamiltonian will belong to
the same topological class as the SSH Hamiltonian.
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4.3.3 Simulating the modified SSH Hamiltonian
The SSH model
An example of a Hamiltonian with topological states is the Su-Schreiffer-Heeger (SSH)
Hamiltonian (Su et al., 1980), which can be used, for instance, to model the hopping
of electrons along the length of a polyacetylene chain, and is closely related to a
structure appearing in quantum field theory models (Jackiw and Rebbi, 1976). In
this section, a string of multiport units will be joined together in a chain, allowing the
simulation of a slightly modified version of the SSH Hamiltonian. This Hamiltonian
supports nontrivial topological structures, including states of nonzero winding number
and topologically protected states confined near the boundary between segments of
the one-dimensional chain with different parameter values.
The system governed by the SSH Hamiltonian is shown in Fig. 4·16. There is a
set of lattice sites or cells (labeled by integer m), each of which contains two subsites,
denoted as a and b in the figure; these two lattice subsites represent two possible
states at cell m. There is some amplitude per unit time v to switch between the
two states within the same cell, and an amplitude per time w to hop to the adjacent
lattice sites. When the site changes, the state also flips, and the amplitudes have
to be symmetric in the sense that they are the same (up to complex conjugation)
for hops to the left and to the right. In order to make it easy to measure which
sub-site the photon is in within a cell, we will have the polarization flip each time the
substate changes. The polarization simply serves as a convenient bookkeeping device
to make experimental distinguishability of the states easier, and is not essential to
the theoretical development.
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Figure 4·16: The SSH Hamiltonian describes motion of a particle
hopping on a chain of sites with two substates per site. v and w are re-
spectively the intracell and intercell hopping amplitudes per unit time.
Simulating the SSH model
The method for simulating this system optically is to model each subsite by a pair of
unbiased three-ports, possibly with an additional phase shift on one side, as shown on
the right in Fig. 4·17, where the multiports are assumed to be very small (effectively
pointlike) compared to the distance d between them. This arrangement is equivalent
the diamond-shaped graph used as an example in several studies of scattering-based
quantum walks (Feldman and Hillery, 2004b; Feldman and Hillery, 2004a; Feldman
and Hillery, 2004a; Feldman and Hillery, 2007) and shown on the left in Fig. 4·17.
This is an example of how the unbiased multiport configuration provides an experi-
mentally realizable implementation of abstract scattering systems on graphs. Each a
and b subsite is formed from one such diamond graph.
In the case of the SSH Hamiltonian, all of the transition amplitudes are charac-
terized by the single pair of numbers v and w. The Hamiltonian is of the form:
Hˆ = v
N∑
m=1
(|m, b〉〈m, a|+ |m, a〉〈m, b|) (4.59)
+w
N−1∑
m=1
(|m+ 1, a〉〈m, b|+ |m, b〉〈m+ 1, a|) ,
where N is the number of cells in the chain. |m, a〉, for example, denotes the state
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Three-ports
φφ
Physical version based
on unbiased three-ports
Abstract diamond graph
Figure 4·17: The abstract diamond graph (Feldman and Hillery,
2004b; Feldman and Hillery, 2004a; Feldman and Hillery, 2004a; Feld-
man and Hillery, 2007) is equivalent to a pair of directionally unbiased
three-ports arranged as shown, with a relative phase shift between the
two pairs of connected multiports.
with a particle at site m and substate a. It has been assumed here, for simplicity,
that v and w are real.
Simulation of such Hamiltonians is usually done with atoms or electrons hopping
among potential wells, so that the position of the particle at any moment may be
measured non-destructively. In the present case, that can’t be done with photons, so
instead it is necessary to use an ensemble of similar systems and measure them re-
peatedly, building up probability distributions from the results. Or, since the photons
don’t interact, a single system can be filled with many photons at once, and beam
splitters with very small reflectances positioned inside the multiports can be used to
monitor the amplitudes at each point.
Drawing the simulation system in the form of the Feldman-Hillery diamond graphs,
it then looks as shown in Fig. 4·18. The red rectangles are phase plates, rotating the
polarization by 90◦. The time unit T is taken to be the time to go from one diamond
graph to the next, or equivalently from one phase plate to another. Having a photon
present in the areas labeled a and b, bounded by the phase plates, represent the two
substates. The two triangle graphs inside each cell will have different transmittances,
with v and w being determined by these transmittances. Let Ta = |ta|2 and Tb = |tb|2
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be the transmission probabilities corresponding to the two graphs. If we choose our
unit of time to be T = d
c
, then there is one photon collision with a diamond graph
per unit time. In that case, the hopping amplitudes are given by the transmission
amplitudes of the graphs:
v′ = ta, and w′ = tb. (4.60)
Depending on the values of k and φ, these amplitudes may be complex, but they
can always be made real without loss of generality by redefining the basis states. If
v′ = |v′|eiφv and then w′ = |w′|eiφw , then redefine the states by a phase factor:
|m, a〉new = e−i(m−1)(φv+φw)|m, a〉old (4.61)
|m, b〉new = e−iφve−i(m−1)(φv+φw)|m, b〉old. (4.62)
Using these redefined states, the new transition amplitudes v and w are simply the
absolute values of the old ones:
v = 〈m, a|m, b〉 = |v′| (4.63)
w = 〈m+ 1, a|m, a〉 = 〈m+ 1, b|m, b〉 = |w′| (4.64)
We will henceforth assume that this transformation has been carried out.
Quasi-energies and transition amplpitudes
The integer m plays the role of a dimensionless position variable. A dimensionless
momentum-like variable k can be defined by letting eik∆m be the phase change when
the photon propagates a distance corresponding to m cells; in other words, k is the
phase change per spatial step, k = dφ
dm
. The corresponding momentum eigenstates
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Figure 4·18: Simulating the SSH Hamiltonian with diamond graphs.
Each diamond graph is made from two directionally unbiased three-
ports, as shown in Fig. 4·17, so that each cell (indicated by the dashed
curves) is made from four three-ports. The two diamond graphs at
each site may have two different internal phase shifts, φa and φb. The
two substates at each site correspond to two polarizations; the shaded
areas have vertical polarization (state b), while the unshaded regions
have horizontal polarization (state a). The red rectangles are phase
plates that rotate the polarization by 90◦.
are
|k〉 = 1√
N
N∑
m=1
eimk|m〉. (4.65)
(k is the same as the angle θ used in (Feldman and Hillery, 2004b; Feldman and Hillery,
2004a; Feldman and Hillery, 2004a; Feldman and Hillery, 2007)). The momentum-
space Hamiltonian can then be written as a matrix in the a-b internal space, and the
result turns out to be
Hˆ =
1
N
∑
k
(
0 v + we−ik
v + weik 0
)
|k〉〈k| (4.66)
≡ 1
N
∑
k
Hˆ(k) |k〉〈k|. (4.67)
For each value of k, this has two eigenvalues
E±(k) = ±|v + we−ik| = ±
√
v2 + w2 + 2vw cos k, (4.68)
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giving the two allowed k-dependent energy levels of the system at fixed k. Plotting
E versus k gives the analog of a band-gap diagram, with band gap
∆ = Mink (E+(k)− E−(k)) = 2 MinkE(k). (4.69)
When v and w are independent of k, as in the true SSH case, this reduces ∆ = 2|v−w|,
but notice that in our case, v and w depend on k, since they depend on the k-
dependent transmittances. In this sense, we are not looking at the true SSH model,
but a slight variant of it, which we might call the modified SSH (MSSH) model; it
will be seen below that this variant has topologically similar behavior to the usual
SSH model with k-independent amplitudes, as would be expected since continuous
variations of parameters such as w and v should not alter topological properties.
Writing the SU(2) matrix Hˆ(k) in terms of Pauli matrices, Hˆ(k) = d0I + d · σ,
defines a k-dependent vector d(k). For the current model, as for the standard SSH
model:
d0 = dz = 0 (4.70)
dx = v(k) + w(k) cos k (4.71)
dy = w(k) sin k. (4.72)
As k is varied over a full Brillouin zone, from k = 0 to k = 2pi, the tip of this
vector traces out a path in a two dimensional space. These paths can have different
topologies, labeled by their winding numbers ν about the origin, and the winding
number will be a function of the hopping amplitudes: ν(v, w). Since v and w do not
vary strongly with k, it is clear from Eqs. 4.70-4.72 that the loop traced out by d(k)
encloses the origin (and therefore has nonzero winding number) if |w| > |v|.
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Figure 4·19: Energy bands in the first Brillouin zone for the MSSH
model. There are three energy eigenstates: the top two levels are de-
generate. The band gap vanishes when the two phases are equal (a)
and opens up when the two phase values differ. The gap is still very
small in (b), but grows as |φa−φb| increases (c), reaching its maximum
size when |φa − φb| = pi (d).
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As mentioned above, the hopping amplitudes themselves depend on the transmis-
sivities of the graphs. These transmissivities in turn depend on the momentum k and
the phase shift φ introduced in the diamond. The diamond graph transmission prob-
abilities have been found (Feldman and Hillery, 2004b; Feldman and Hillery, 2004a;
Feldman and Hillery, 2004a; Feldman and Hillery, 2007) to be
T (k) = |t(k)|2 =
∣∣∣∣ 4(1 + e−iφ)(1− e−i(φ+4k))e−4ik(1 + e−iφ)2 − (3e−i(φ+4k) − 1)2
∣∣∣∣2 . (4.73)
For completeness, the reflection probabilities are given by
R(k) = |r(k)|2 =
∣∣∣∣e−3ik(1 + e−iφ)2 + eik(3e−i(φ+4k) − 1)(e−i(φ+4k) − 3)e−4ik(1 + e−iφ)2 − (3e−i(φ+4k) − 1)2
∣∣∣∣2 . (4.74)
Band structure, winding number, and localized boundary states
Properties of the system can be numerically simulated, and the results verify that the
model constructed here has behavior similar to that expected from the SSH model.
Fig. 4·19 shows plots of the energy levels for different values of the phase shifts φa
and φb of the two graphs. When the two phase shifts are equal, the band gap drops
to zero. As they begin to differ, a gap opens up and becomes larger with increasing
|φa−φb|, reaching a maximum at |φa−φb| = pi, as Fig. 4·19 shows. The exact shapes
of the curves are slightly different than the pure SSH model (in particular, the value
of k that minimizes the gap clearly shifts horizontally as the parameter changes), but
the qualitative behavior is identical.
Similarly, it is easy to show that different values of the phase shifts allow solutions
with both zero and nonzero winding numbers to occur. As mentioned above, the
Hamiltonian is of the form Hˆ(k) = dx(k)σx + dy(k)σy. If the vector with components
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Figure 4·20: Plots of the vector d for different phase values in the
two subunits for the MSSH model. The points along each curve are
parameterized by k. (a) The value of φa controls the horizontal position
of the circle’s center. All of the circles shown have φb = 0, but different
values of φa. (b) φb changes the circle’s size. The curves shown all have
φa = 0 and different values of φb. Note that for some phase values the
circles will enclose the origin, indicating a nonzero winding number.
dx and dy circles the origin as k varies over the full Brillouin zone from 0 to 2pi, then
the topologically-invariant winding number associated with the solution is nonzero.
Plots of d for different values of the phase shift are shown in the plots of Fig. 4·20,
where it can be seen that as φa is varied the circle traced out by d shifts horizontally;
for the case where φb is held constant at φb = 0, the winding number changes from
0 to 1 when φa crosses the value 0. This indicates that different phase values in
the two diamond graphs lead to different topological phases, distinguished by their
different winding numbers. By attaching two chains of these graphs with different
winding numbers there should then arise localized, topologically-protected states at
the boundaries between them (Asbo´th et al., 2016; Kitagawa, ; Hasan and Kane,
2010).
Fig. 4·21 supports this analysis by showing specific conditions under which topo-
logically protected states can be generated using a network of multiports. The plots
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compare two numerical simulations of a single photon quantum walk on the MSSH
model described above for 0 ≤ t ≤ 200 in units of T . In each case a photon is injected
at subsite a of the m = 0 position coordinate when t = 0 (top row). The left hand
column shows the time evolution over a chain with two different topologies attached
at m = 0. The right hand side shows time evolution over a chain with uniform
topology.
Specifically, the left column of Fig. 4·21 uses subsite phase shifts (in the sense
of Fig. 4·18) of (φa = 1.5, φb = 2.5) when m ≤ 0, giving a winding number ν 6= 0,
and phase shifts of (φa = 3pi/4, φb = 0) when m ≥ 0, for which ν = 0. The result
is a persistent probability of finding the photon at the boundary between the two
topologies, the signature of a topologically protected edge state (Kitagawa, ).
For comparison, the right column of Fig. 4·21 shows a quantum walk over the
MSSH model using no change in phase shifts: φa = 0, φb = 0 for all m (positive and
negative). As expected, in this case evolution reduces to a standard quantum walk
in one dimension, exhibiting ballistic spreading of probability over the coordinates.
Note also that the diamond graphs have four bound states (Feldman and Hillery,
2004a) when φa − φb = 0, and none for φa − φb 6= 0. These bound states occur in
all the diamond graphs at exactly at the parameter values φa = φb = 0 at which
the energy gap closes. This allows the controlled storage of photons: photons can be
stored in the graph or released as the value of φ is changed.
4.4 Summary
In this chapter, linear optical unbiased multiports were discussed. Symmetry argu-
ments and path tracing show that, despite its simplicity, this system has a number
of unusual properties and applications. It was shown that these devices allow sim-
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Figure 4·21: Comparison of MSSH quantum walk with topologically
protected edge state (left) and MSSH quantum walk with normal bal-
listic spreading (right) for 0 ≤ t ≤ 200. The two walks are simulated
for the arrangement shown in Fig. 4·18. The topology on the left uses
(φa = 1.5, φb = 2.5) when m ≤ 0, giving a winding number ν 6= 0; this
joins up with a ν = 0 region having phase shifts of (φa = 3pi/4, φb = 0)
when m ≥ 0. The result is a localized state confined to the boundary
of these topologies, indicated by the peak that arises at m = 0. In con-
trast, the topology on the right uses φa = 0, φb = 0 for all m, leading
to a ballistic quantum walk in one dimension.
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ple implementations of optical scattering experiments on graphs, information pro-
cessing directly on Bell states or other more complicated state sets, and quantum
Hamiltonian simulation, including Hamiltonians that exhibit topologically-protected
boundary states.
It should also be stressed that the current directionally-unbiased framework differs
in several important ways from all linear-optical information processing schemes that
fall into the Knill-Laflamme-Milburn (KLM) (Knill et al., 2001) framework. For
example, KLM-based schemes always consider only output states with at most a
single photon in each output mode; those output states with multiple photons in the
same mode are considered to be signals that the desired operation has failed, and
so they are discarded. In contrast, in the scheme introduced in Sec. 4.1 and utilized
throughout this chapter, constructive use is made of the possibility that multiple
photons may leave the device in the same mode. Similarly, in KLM-type setups, the
input and output ports are always distinct from each other, with the photons always
traveling in a single direction through the network. The introduction of directionally
unbiased propagation in the current scheme allows the merging of input and output
ports, which can greatly decrease the complexity of an optical network; for example,
the number of beam splitters in general scales quadratically in N for KLM networks,
where N is the number of photons, or equivalently, the number of input or output
ports. The unbiased N -port setup can process N photons through N input/output
ports with just N beam splitters and N mirrors; it therefore scales only linearly with
N . For large N , this drop in scaling from quadratic to linear is an enormous savings
of resources.
Through the examples discussed in Sec. 4.2, it is shown that the behavior of
Hamiltonian systems with both spatial and internal degrees of freedom can be sim-
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ulated using one-dimensional chains of directionally-unbiased three-ports. A number
of obvious generalizations exist, such as using n-ports with higher n, connecting the
n-ports into two- and three-dimensional arrays with different connection topologies,
or varying the multiport parameters. In this way, a variety of Hamiltonians involv-
ing nearest neighbor couplings can be implemented. By changing the phase shifts
at the multiport vertices, the relative strengths of the interactions between different
nearest-neighbor pairs can be altered, allowing the simulation of spatially-varying po-
tentials. Additional degrees of freedom that can be used to increase the complexity
of the simulated systems include phase shifts on the edges of the multiports or be-
tween multiports, and varying the transmission profile of the beam splitters within
the multiports. The results of the previous sections provide hints that such general-
ized versions of this approach may be useful for simulating the types of Hamiltonians
that appear in solid state physics and particle physics, possibly including strongly
interacting Hamiltonians for which perturbative methods break down.
Systems with distinct topological phases are of increasing importance in condensed
matter physics and in quantum computing. The ability to simulate their properties
in a simple manner is therefore of current interest, and the ability to supply such
simulations efficiently using only linear optical quantum systems would be a useful
advance. In Sec. 4.3, a method for the simulation of a system in the same topological
class as the SSH Hamiltonian was proposed that for large numbers of time steps
requires exponentially fewer resources than the method of (Fedrizzi et al., 2012).
As of this writing, the focus has been on the use of only one-dimensional chains of
directionally-unbiased optical three-ports. However, this only scratches the surface of
the possibilities that can be examined, since the current approach can be generalized
to two- and three-dimensional arrays of n-ports with n > 3. The phase shifts at each
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vertex of the multiport can also be varied, altering the multiport properties. Thus
a rich array of more sophisticated simulation types remains as-yet unexplored, using
the same general methods. These hold promise to provide quantum simulation of a
diverse range of further phenomena.
A rich range of further possibilities, especially entangled photon quantum walk
dynamics on complex graphical models, which could have applications in quantum
computation, simulation, and information processing communication applications,
and typically exhibit exponential computational complexity, remain to be explored.
Further research should explore whether or not the directionally-unbiased multiport
concept ultimately offers a novel architecture for optical quantum computation based
on graphical models.
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Chapter 5
Conclusions
In this dissertation novel results from three studies into applications of high-dimensional
quantum information processing—in correlated photon imaging, quantum key distri-
bution and non-orthogonal state detection, and quantum computing and quantum
simulation with quantum walks—have been presented. Each of these results offers a
new approach to engineering quantum information and computational systems that
rely on photonic information carriers. The unique advantages offered by each result
are summarized below.
5.1 Summary of work and future directions
Chapter 2 reported on on novel techniques that use high-dimensional orbital angular
momentum (OAM) state correlations for efficient object identification and imaging
(Fitzpatrick et al., 2014). The informational capacity of off-diagonal components in
the joint OAM spectra was utilized for correlated photon imaging for the first time.
The capacity was exploited for the purposes of imaging and object identification by
way of the joint OAM spectral signature. It was found that current experimental bar-
riers, namely the inability to easily distinguish radial modes at the single photon level,
present difficulties in physically implementing the experimental apparatus required
to recover the phases of the amplitudes needed for image reconstruction. However, as
simulations indicate, such an apparatus is capable of utilizing the information con-
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tained in the off-diagonal components of the joint OAM spectrum to remote image
unknown objects without any record of the spatial distribution of the scattered radi-
ation. The rotational insensitivity of the technique is perhaps the most immediately
useful property of the system, and owing to its independence of radial modes, could
be applied with currently existing technology. The high mutual information capac-
ity of off-diagonal OAM spectral components also makes the method well-suited for
sensing rotational symmetries using few measurements, even for moving and rotating
objects. Due to the fragility of OAM states, the advantages of this setup may be best
exploited in small scale biological or production contexts. For example, the scanning
of a biological sample using correlated OAM measurements may enable efficient de-
tection of the presence or absence of certain structures based on the comparison of
theoretical and observed coincidence rates of off-diagonal spectral components. And,
since objects sufficiently far from the beam center do not affect the coincidence rates,
a sufficiently small beam waist should yield accurate spectra.
Chapter 3 reported on novel statistical state-detection techniques for use in the
high-dimensional Fibonacci quantum cryptographic protocol (Simon et al., 2015a; Si-
mon et al., 2015b). An interferometric method for statistically distinguishing OAM
superposition states both from eigenstates and from other nonorthogonal superposi-
tions was presented. In addition, the same essential method can be used to prepare
superpositions of optical OAM states. This ability to tailor different superpositions
of OAM states may be useful for a number of applications in metrology and quan-
tum computing; in particular, the synthesis approach allows complex sets of states
to be prepared in a simple manner, allowing the possibility of carrying out sophis-
ticated information processing algorithms directly on the abstract Hilbert space of
the system. Further, by replacing the OAM sorters with devices that sort accord-
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ing to other degrees of freedom, similar arrangements can be used for superpositions
of eigenstates of other operators. The systems described can all be placed on inte-
grated optical chips, allowing them to be used to generate or detect relatively complex
Hilbert space structures in a simple and convenient manner.
In chapter 4, a novel linear-optical, directionally-unbiased multiport for use in
high-dimensional quantum walk implementations was introduced and applications in
quantum simulation were studied (Simon et al., 2016; Simon et al., 2017a; Simon
et al., 2017b). Symmetry arguments and path tracing showed that, despite its sim-
plicity, this system has a number of unusual properties and applications. In general,
it was demonstrated that these systems allow simple implementations of optical scat-
tering experiments on graphs. Specifically, single-node graphs were considered by
way of information processing directly on Bell states, and more complicated graphs
were considered by way of the quantum simulation of Hamiltonian systems with
both spatial and internal degrees of freedom, as well as Hamiltonians that exhibit
topologically-protected boundary states. A rich range of further possibilities, espe-
cially entangled photon quantum walk dynamics on complex graphical models, which
have applications in quantum computation, simulation, and information processing
communication applications, and typically exhibit exponential computational com-
plexity, remain to be explored.
Further research into this area could also explore whether or not the directionally-
unbiased multiport architecture ultimately offers a novel approach to full-scale optical
quantum computation based on graphical models. To answer this question, a system-
atic understanding of how the evolutionary dynamics of multiport systems scale with
the number of nodes, ports, and particles is needed. However, the problem is not
only mathematical & physical in nature: the multiport system design as presented in
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this dissertation is constrained by practical experimental considerations (linear op-
tics compatible with integrated photonics), limiting the designs available. Multiport
networks are efficient, versatile, and offer an entirely new approach to engineering
controllable quantum systems, but their full import is thus far unknown—perhaps a
worthwhile topic for some future dissertation.
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Appendix A
Appendices
A.1 Fibonacci Protocol Reconciliation
In order for Alice and Bob to determine each others values they must exchange
additional information on a classical side channel. Here, a brief description is given
of one way to do this. Other methods are also possible. It is necessary to make sure
that no eavesdropper can obtain the key from the classical exchange alone.
If Eve intercepts both the classical and quantum exchanges, and if she can store
the photon from the quantum channel until she has read the classical channel, then she
has complete information about the bit, just as Bob does. However, the disturbances
she introduces will then signal her presence, causing the tainted key to be discarded.
This is identical to the case in the BB84 or Ekert protocols.
However, in the Fibonacci case a larger classical exchange is required, which re-
duces the average amount of information about the key that remains secret. This
reduces the key generation capacity per photon, partially canceling the advantages
from the larger Hilbert space. But even in the worst case the classical exchange
can be chosen such that the amount of classically revealed information remains less
than the amount of information generated by the quantum exchange, allowing the
distillation of a secure key (Csisza´r and Korner, 1978). Furthermore, the amount
of revealed information is independent of N , while the total information from the
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quantum exchange increases with increasing alphabet size like log2N ; thus this in-
formation leakage becomes more and more negligible with increasing N , as compared
to the total information.
When both experimenters measure in the L (eigenstate) basis, they should (in the
absence of eavesdropping) always receive adjacent Fibonacci numbers, say Fn and
Fn+1, although initially neither of them knows whether they have the lower or higher
value in the pair. In order for them to determine this, they must each exchange one
bit of information over the classical channel.
One possible way to do this (illustrated for the case N = 8, m0 = 2), is for Alice
first to send either a 0 or 1 to Bob in the following manner:
Alice has: 2 3 5 8 13 21 34 55
Alice sends: 0 1 1 0 0 1 1 0
(A.1)
Once Bob receives this information he can determine Alice’s value, since he already
knows it has to be one of the two values adjacent to his. Alice’s value can then be
used as the key value. For arbitrary N , the probability of guessing the correct value
based on the classical exchange alone decreases with increasing N : P = 2
N
.
Half of the time, Alice and Bob make opposite types of measurements, one L
and one D. Suppose, for example, Alice measures the value F5 = 8 in the L ba-
sis, while Bob measures in D. In principle, he should receive the superposition
state 1√
2
(|5〉+ |13〉); however, since non-orthogonal states can not be uniquely dis-
tinguished, there is a 25% chance that Bob will instead measure the superposition
1√
2
(|2〉+ |5〉) and 25% that he will find 1√
2
(|13〉+ |34〉). To arrive at an unambiguous
value shared by both participants, there are several possible procedures. One possi-
bility (again described for the case N = 8, m0 = 2) is for Alice to send Bob two bits
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of information, according to the following table:
Alice has: 2 3 5 8 13 21 34 55
Alice sends: 01 10 00 01 10 00 01 10
(A.2)
Bob then knows Alice’s value unambiguously, so that they can agree to use her value
as the key segment; again, there is no need for Bob to send any classical information
in this case. As N increases, the number of key bits generated per photon grows but
the amount of classical information exchanged remains fixed.
Finally, Alice and Bob can both make a D measurement. Suppose that Alice sends
two bits of classical information, which could be:
Alice has: S1 S2 S3 S4 S5 S6 S8 S9 S10 S11 . . .
Alice sends: 00 00 01 01 10 10 11 11 00 00 . . .
(A.3)
Examination of the probability matrices (eqs. A.12-A.14) makes clear that, armed
with knowledge of his own superposition, Bob can unambiguously determine Alice’s
value, while an outsider eavesdropper on the classical channel again has a decreasing
probability of guessing the correct value as N increases. Once Alice and Bob agree
that Alice has superposition |Sn〉, they then adopt the value Fn as the key value.
A.2 Fibonacci Probability Matrices
Here we give explicit expressions for the joint probability distributions seen by Alice
and Bob for their outcomes, with and without eavesdropping. See section 3.6.4 for
the relevant definitions. The labeling of the rows and columns is shown in fig. A·1.
To compute the probabilities in the absence of eavesdropping, first consider the
projections of the biphoton state |ψ〉 after the crystal (eq. 3.11) with respect to the
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Alice’s
outcomes
(columns)
Bob’s
outcomes
(rows)
Out of range
Out of range
Out of range
Figure A·1: The labeling of rows and columns is shown for the proba-
bility submatrices. Different rows correspond to different outcomes for
Bob, while columns correspond to Alice’s outcomes. The first row and
column label detection of outcomes not included in the range of the
alphabet used for key generation. The remaining rows and columns
of L0 label allowed eigenstates, and those of D0 alternately label Cn
and Dn detection events signalling allowed superposition states. Sim-
ilarly, C0 has eigenstate events running horizontally, with Cn and Dn
events vertically. L0, C0, and D0 are respectively (N + 1) × (N + 1),
(N + 1)× (2N + 1), and (2N + 1)× (2N + 1) matrices.
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states that can be detected at the various detectors on Alice’s side:
|ΨAFn〉 = |Fn〉A A〈Fn|ψ〉 (A.4)
=
1√
2
|Fn〉A
(|Fn−1〉B + |Fn+1〉B) (A.5)
|ΨACn〉 = |Cn〉A A〈Cn|ψ〉 (A.6)
= − i
2
|Cn〉A (A.7)
×(|Fn−3〉B + +2|Fn−1〉B + |Fn+1〉B)
|ΨADn〉 = |Dn〉A A〈Dn|ψ〉 (A.8)
=
1
2
|Dn〉A
(|Fn+1〉B + |Fn−3〉B), (A.9)
with similar expressions for the states |ΨBFn〉, |ΨBCn〉, |ΨBDn〉 on Bob’s side. Then (up
to an overall constant that can be fixed by the requiring the probabilities to sum
to one) the matrix for the probabilities of joint detections by Alice and Bob can be
built up entry by entry by computing the various squared products |〈ΨAXn |ΨBYn〉|2, for
X, Y = C,D, F . We give here the results for N = 8; the generalization to larger N
is straightforward. The results are:
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(A.10)
L0 =
1
16

0 1 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
0 0 1 0 1 0 0 0 0
0 0 0 1 0 1 0 0 0
0 0 0 0 1 0 1 0 0
0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 1 0 1
1 0 0 0 0 0 0 1 0

(A.11)
C0 =
1
72

0 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1
2 4 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0
2 0 0 4 0 0 0 1 1 0 0 0 0 0 0 0 0
0 1 1 0 0 4 0 0 0 1 1 0 0 0 0 0 0
0 0 0 1 1 0 0 4 0 0 0 1 1 0 0 0 0
0 0 0 0 0 1 1 0 0 4 0 0 0 1 1 0 0
0 0 0 0 0 0 0 1 1 0 0 4 0 0 0 1 1
2 0 0 0 0 0 0 0 0 1 1 0 0 4 0 0 0
2 0 0 0 0 0 0 0 0 0 0 1 1 0 0 4 0

(A.12)
(A.13)
D0 =
1
196

0 2 2 2 2 0 0 0 0 2 2 2 2 6 4 6 4
6 3 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0
4 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0
6 0 0 3 1 0 0 1 1 0 0 0 0 0 0 0 0
4 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0
2 3 1 0 0 3 1 0 0 1 1 0 0 0 0 0 0
2 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0 0
2 0 0 3 1 0 0 3 1 0 0 1 1 0 0 0 0
2 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0
0 1 1 0 0 3 1 0 0 3 1 0 0 1 1 0 0
0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0
0 0 0 1 1 0 0 3 1 0 0 3 1 0 0 1 1
0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
2 0 0 0 0 1 1 0 0 3 1 0 0 3 1 0 0
2 0 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0
2 0 0 0 0 0 0 1 1 0 0 3 1 0 0 3 1
2 0 0 0 0 0 0 1 1 0 0 1 1 0 0 1 1

(A.14)
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