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W EIG H T ED N O R M IN EQ U A LIT IES, O FF-D IA G O N A L EST IM AT ES
A N D ELLIPT IC O PER AT O R S
PA RT I: G EN ER A L O P ER AT O R T H EO RY A N D W EIG H T S
PASCAL AUSCHER AND JO SE M ARIA M ARTELL
A bstract. This is the rst partofa series offour articles. In this work,we are
interested in weighted norm estim ates. W e putthe em phasison two resultsofdif-
ferent nature: one is based on a good- inequality with two-param eters and the
other uses Calderon-Zygm und decom position. These results apply wellto singu-
lar\non-integral" operatorsand theircom m utatorswith bounded m ean oscillation
functions.Singularm eansthatthey areoforder0,\non-integral" thatthey do not
havean integralrepresentation by a kernelwith sizeestim ates,even rough,so that
they m ay notbe bounded on allLp spacesfor1 < p < 1 .Pointwiseestim atesare
then replaced by appropriate localized Lp   Lq estim ates. W e obtain weighted Lp
estim atesfora rangeofp thatisdierentfrom (1;1 )and isolatethe rightclassof
weights.In particular,we provean extrapolation theorem \a la Rubio de Francia"
forsuch a classand thusvector-valued estim ates.
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G eneral introduction
Thisisa generalintroduction forthisarticleand theseries[AM 2,AM 3,AM 4].
Calderon-Zygm und operators have been thoroughly studied since the 50’s. They
are singular integraloperators associated with a kernelsatisfying certain size and
sm oothnessconditions. One rstshowsthatthe operatorin question isbounded on
Lp0 forsom e p0:typically,forp0 = 2 with spectraltheory,Fouriertransform oreven
the powerfulT(1),T(b)theorem s. Once thisisachieved,using the propertiesofthe
kernel,onegetsa weak-type(1,1)estim atehencestrong type(p;p)for1< p< p0 by
m eansofthe Calderon-Zygm und decom position and forp > p0,one usesduality or
boundednessfrom L1 to BM O and interpolation.Stillanotherway forp > p0 relies
on good- estim atesvia the Feerm an-Stein sharp m axim alfunction. Itisinterest-
ing to note thatboth Calderon-Zygm und decom position and good- argum ents use
independentsm oothnessconditionson thekernel,allowing generalizationsin various
ways.
The rem ovalof regularity assum ptions on the kernelis im portant, for instance
towards applications to operators on non-sm ooth dom ains. Let us m ention [DM c]
where a weak-type (1,1)criterion isobtained underupperbound assum ption on the
kernelbutnoregularity in theclassicalHoldersenseorin thesenseoftheHorm ander
condition [Hor].
W e m ention also thatCalderon-Zygm und operatorssatisfy also com m utatoresti-
m ateswith bounded m ean oscillation functions and itistherefore naturalto try to
extend them (see also the work of[DY]in this direction following the m ethods in
[DM c]).
A naturalquestion is in what sense one should use the kernelofthe operators.
It has becom e com m on practice but is it a necessary lim itation or a technicalone.
Indeed,one encounters Calderon-Zygm und like operators without any (reasonable)
inform ation on theirkernels which we call,following the im plicitterm inology intro-
duced in [BK1],singular\non-integral" operatorsin the sense thatthey are stillof
order0 butthey do nothave an integralrepresentation by a kernelwith size and/or
sm oothnessestim ates.Thegoalisto obtain som erangeofexponentsp forwhich Lp
boundedness holds,and because thisrange m ay notbe (1;1 ),one should abandon
any useofkernels.
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The rst step was done in [BK1]where a criterion for weak-type (p;p) for som e
p< p0 ispresented.In fact,thiscriterion isin theairin [Fef]but,still,[BK1]brings
som e novelty such as the rem ovalofthe m ean value property already observed in
[DM c]when p = 1. See also [BK2]and [HM ]for Lp bounds p < 2 ofthe Riesz
transform sofellipticoperatorsstarting from theL2 bound proved in [AHLM cT].
The second step was taken in [ACDH],inspired by the good- estim ates in the
Ph.D.thesisofoneofus[M a1,M a2],wherea criterion forstrong type(p;p)forsom e
p > p0 isproved and applied to Riesz transform sforthe Laplace-Beltram ioperators
on som eRiem annian m anifolds.A criterion in thesam espiritforalim ited rangeofp’s
also appearsim plicitly in [CP]towardsperturbation theory forlinearand non-linear
elliptic equations and m ore explicitly in [Sh1,Sh2](actually,we shallobserve here
thatthecriterion in [Sh2]isa corollary oftheonein [ACDH]).
These two criteria are exposed in [Au1],to which the reader is referred,in the
Euclidean setting and applied to otheroperators.
Ourpurposeistoinvestigatetheweighted norm counterpartsofthisnew theory for
M uckenhouptweightsand toapplythisin thesubsequentpapers.Again,theweighted
norm theory iswellknown forCalderon-Zygm und operatorsand we seek forcriteria
applying to largerclassesofoperatorswithoutkernelboundshencewith lim ited range
ofexponents. W e m ention [M a1]where som e weighted estim ates for a functional
calculiare proved butagain assum ing appropriate kernelupperbounds. Ourstudy
willalsoclarify som epointsin theunweighted case:in particular,wepresentasim ple
m achinery to prove (new)com m utatorestim ates(both unweighted and weighted)in
thisgenerality.
Thispaperisconcerned with thegeneraloperatortheory and weightsin thesetting
ofspacesofhom ogeneoustype.W estudy weighted boundednesscriteriaforoperators
and theirscom m utatorswith bounded m ean oscillation functions.Availablem achin-
ery giveusalso vector-valued estim ates.SeethespecicintroductionsofParts1 and
2 in thispaper.
Part II,[AM 2],is ofindependent interest as it develops a theory ofo-diagonal
estim atesin thecontextofspacesofhom ogeneoustype.In particular,thecaseofthe
sem igroupsgenerated by ellipticoperatorsisthoroughly studied.Thisisinstrum ental
in theapplication ofthegeneraltheory in [AM 3].
In PartIII,[AM 3],we consider operatorsarising from second orderelliptic oper-
atorsL:operatorsofthe type ’(L)from holom orphic functionalcalculus,the Riesz
transform s,squarefunctions,....W eobtain sharp ornearly sharp rangesofweighted
boundednessofsuch operators,oftheircom m utatorswith bounded m ean oscillation
functions,and also vector-valued inequalities.
In Part IV,[AM 4],we apply our generaltheory to the Riesz transform on som e
Riem annian m anifoldsorLiegroupsasin [ACDH]and theircom m utators.
Part 1.G ood- m ethods
1.Introduction
Good- inequalities,broughttoHarm onicAnalysisin [BG],provideapowerfultool
to prove boundednessresultsforoperatorsoratleastcom parisonsoftwo operators.
A typicalgood- inequality fortwo non-negativefunctionsF and G isasfollows:for
every 0 <  < 1 thereexists = ()and forevery w 2 A1 ,thereexists0 < w  1
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and Cw > 0 such thatforany  > 0
wfx :F(x)> 2;G(x)  g  Cw 
w wfx :F(x)> g: (1.1)
The usualapproach for proving such an estim ate consists in rst deriving a local
version ofitwith respecttotheunderlying doublingm easure,and then passing tothe
weighted m easureusing thatw 2 A 1 .
W eighted good- estim atesencodea lotofinform ation aboutF and G,sincethey
give a com parison ofthe w-m easure ofthe levelsetsofboth functions. Asa conse-
quenceof(1.1)onegets,forinstance,thatforevery 0< p< 1 and allw 2 A 1 then
kFkLp(w ) iscontrolled by kGkLp(w ). The sam e inequality holdswith L
p;1 in place of
Lp orwith som eotherfunction spaces.Thus,thesizeofF iscontrolled by thatofG.
In applications,onetriestocontrolaspecicoperatorT tobestudied byam axim al
oneM whosepropertiesareknown by setting F = Tf and G = M f.Forexam ple,a
Calderon-Zygm und operatorbytheHardy-Littlewood m axim aloperator[Coi],[CF];a
fractionalintegralby a fractionalm axim aloperator[M W ];a Littlewood-Paley square
function by a non-tangentialm axim aloperator[CW W ],[Dah],[DJK],[GW ],[W il];
them axim aloperatorby thesharp m axim aloperator[FS].
W hen T is a Calderon-Zygm und operator with sm ooth kernel,in particular it is
already bounded on (unweighted) L2,it was shown in [Coi],[CF]that (1.1) holds
with F = Tf and G = M f with M being the Hardy-Littlewood m axim alfunction.
Thus,T is\controlled" by M in Lp(w)forall0 < p < 1 and w 2 A 1 and therefore
T isbounded on Lp(w)ifM isbounded on Lp(w),which by M uckenhoupt’stheorem
m eans w 2 A p. In particular,the range ofunweighted L
p boundedness ofT,that
isthe setofp forwhich T isstrong-type (p;p),is(1;1 ),a factthatwasknown by
Calderon-Zygm und m ethods(seePart2 ofthispaper).
Replacing M f by M (jfjp0)1=p0 forsom ep0 > 1 changestherangeofunweighted L
p
boundedness to (p0;1 ). See forinstance [M PT],and the references therein,where
this occurs forCalderon-Zygm und operatorswith less regularkernels. In this case,
weighted Lp(w)boundednessholdsifw 2 A p=p0.
So far,there isa lowerlim itation on p butno upperlim itation in thesense thatp
goesalltheway to 1 .Thishasto beso by a specialand very sim ple case ofRubio
de Francia’sextrapolation theorem (see [Rub],[Gar])which saysthatany sublinear
operator T that is bounded on Lp1(w) for som e 0 < p1 < 1 and allw 2 A 1,is
bounded on Lp forallp1  p< 1 .
Obviously,theabovegood- inequalitydoesnotapplytooperatorswhoseLp bound-
ednessisexpected forp0 < p< q0 with a niteexponentq0.An exam pleistheRiesz
transform forthe Laplace-Beltram ioperatoron som e Riem annian m anifoldsstudied
in [ACDH,AC]. There,a two-param eter good- estim ate incorporating an upper
lim itation in p isused forproving Lp boundednesswith a lim ited rangeofp> 2.See
also [Au1],[CP],[Sh1,Sh2].Thesetwo-param etergood- estim atesareoftheform

fx :M F(x)> K ;G(x)  g

 C

1
K q0
+

K


fx :M F(x)> g

; (1.2)
forall > 0,K  K 0 and 0 <  < 1. Note the explicitdependance on K ; which
are the two param etersand the appearance ofthe exponentq0 2 (0;1 ]in the right
hand side.From this,itfollowsthatM F iscontrolled by G in Lp forall0< p< q0.
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Theaim ofthispartisto stateconditionsto obtain a weighted analog of(1.2)and
toderivesom econsequencesforthestudy ofoperators.Asweseebelow (Section 3.1),
thisforcesustospecify thepowerw in (1.1),hencetospecify thereverseHolderclass
forw.Indeed,taking w 2 RH s0 then w = 1=s and we obtain the controlofM F by
G in Lp(w)forall0< p< q0=s (notethatthisim pliesthatw 2 RH (q0=p)0).
Thisallowsusto form ulate sim ple unweighted conditionsforthe Lp(w)bounded-
nessof(singular\non-integral")operatorsa prioribounded on (unweighted) Lp for
p0 < p < q0 forweights in the classW
p(p0;q0)= A p=p0 \ RH (q0=p)0 (Section 3.4). A
slightim provem entfurnishes,alm ostforfree,boundednessoftheircom m utatorswith
bounded m ean oscillation functions for the sam e weights (Section 3.5). This class
ofweights(studied in Section 4.1)isthe largestpossible within A 1 aswe prove an
extrapolation resultforit. Nam ely,ifT isbounded on som e Lp(w)forsom e xed p
and forallw 2 W p
 
p0;q0

,then thesam ehappensforevery q2 (p0;q0)and thecorre-
sponding classofweights.Using ideason extrapolation from [CM P]and [CGM P],we
obtain vector-valued inequalitiesautom atically again forlim ited rangesofp (Section
4.2).Forsim plicity oftheexposition,wework in theEuclidean spaceequipped with
theLebesguem easure.SeeSection 5 forextensionsto spacesofhom ogeneoustype.
2.M uckenhoupt w eights
W ereview som eneeded background on M uckenhouptweights.W eusethenotation
 
Z
E
h =
1
jE j
Z
E
h(x)dx
and weoften forgettheLebesguem easureand thevariableoftheintegrand in writing
integrals,unlessthisisneeded to avoid confusions.
A weight w is a non-negative locally integrable function. W e say that w 2 A p,
1 < p < 1 ,ifthereexistsa constantC such thatforevery ballB  R n (ballscould
beswitched to cubes)

 
Z
B
w
 
 
Z
B
w
1  p0
p  1
 C:
Forp= 1,wesay thatw 2 A 1 ifthereisaconstantC such thatforevery ballB  R
n
 
Z
B
w  C w(x); fora.e.x 2 B ;
or,equivalently,M w  C w a.e.where M denotesthe uncentered m axim aloperator
over balls (orcubes) in R n. The reverse Holder classes are dened in the following
way:w 2 RH q,1< q< 1 ,ifthereisa constantC such thatforevery ballB  R
n

 
Z
B
w
q
 1
q
 C  
Z
B
w:
Theendpointq= 1 isgiven by thecondition:w 2 RH 1 whenever,forany ballB ,
w(x) C  
Z
B
w; fora.e.x 2 B :
Notice thatwe have excluded the case q = 1 since the classRH 1 consistsofallthe
weights,and thatistheway RH 1 isunderstood in whatfollows.
W esum up som eofthepropertiesoftheseclassesin thefollowing result.
Proposition 2.1.
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(i) A 1  A p  A q for1 p q< 1 .
(ii) RH 1  RH q  RH p for1< p q 1 .
(iii) Ifw 2 A p,1< p< 1 ,then there exists1< q< p such thatw 2 A q.
(iv) Ifw 2 RH q,1< q< 1 ,then there existsq< p< 1 such thatw 2 RH p.
(v) A 1 =
[
1 p< 1
A p =
[
1< q 1
RH q:
(vi) If1< p< 1 ,w 2 A p ifand only ifw
1  p0 2 A p0.
(vii) If1 q 1 and1 s< 1 ,then w 2 A q\RH s ifandonlyifw
s 2 A s(q  1)+ 1.
Properties(i)-(vi)arestandard,seeforinstance[GR]or[Duo].For(vii)see[JN].
3.T w o parameter good- estimates
Unlessspecied otherwise,M denotestheuncentered m axim aloperatorovercubes
(orballs)in R n.
3.1.M ain result.
T heorem 3.1.Fix 1 < q 1 ,a  1 and w 2 RH s0,1  s< 1 . Then,there exist
C = C(q;n;a;w;s)and K 0 = K 0(n;a) 1 with the following property:Assum e that
F,G,H 1 and H 2 arenon-negativem easurablefunctionson R
n such thatforany cube
Q thereexistnon-negativefunctionsG Q and H Q with F(x) G Q (x)+ H Q (x)fora.e.
x 2 Q and

 
Z
Q
H
q
Q
 1
q
 a
 
M F(x)+ M H 1(x)+ H 2(x)

; 8x;x 2 Q; (3.1)
and
 
Z
Q
G Q  G(x); 8x 2 Q: (3.2)
Then forall > 0,K  K 0 and 0<  < 1
w

M F > K ;G + H 2   
	
 C

aq
K q
+

K
 1
s
w

M F + M H 1 > 
	
: (3.3)
Asa consequence,forall0< p<
q
s
,we have
kM FkLp(w )  C
 
kGkLp(w )+ kM H 1kLp(w )+ kH 2kLp(w )

; (3.4)
provided kM FkLp(w ) < 1 ,and
kM FkLp;1 (w )  C
 
kGkLp;1 (w )+ kM H 1kLp;1 (w )+ kH 2kLp;1 (w )

; (3.5)
providedkM FkLp;1 (w ) < 1 .Furtherm ore,ifp 1then (3.4)and (3.5)hold,provided
F 2 L1 (whetherornotM F 2 Lp(w)).
Theproofofthisresultisin Section 6.1.
R em ark 3.2.W edo m ean thattheestim ates(3.1)and (3.2)arevalid atany points
x;x 2 Q,notjustalm osteverywhere.
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R em ark 3.3.The caseq= 1 isthestandard one:theLq-averageappearing in the
hypothesis isunderstood asan essentialsuprem um and K   q = 0. Thus,the Lp(w)
and Lp;1 (w)estim ateswillhold forany 0< p< 1 ,no m atterthevalueofs,thatis,
forany w 2 A 1 .
R em ark 3.4.If(3.1)holdsforany q> 1,then (3.4)holdsforall0< p< 1 and for
allw 2 A 1 . To see this,we x 0 < p < 1 and w 2 A 1 . Then w 2 RH s0 forsom e
1 s< 1 and itsucesto takeq largeenough so thatp< q=s.
R em ark 3.5.In applications,errorterm sappearin localization argum entseitherin
theform M H 1(x)orH 2(x)(with x independentofx)orboth.The unweighted case
[ACDH,Theorem 2.4]isofthistype.
R em ark 3.6. Ifs > 1 and q < 1 ,then one also obtains the end-point p = q=s.
To do it,we only need to observe that w 2 RH s0
0
for som e 1 < s0 < s (see (v)in
Proposition 2.1)and so wecan apply Theorem 3.1 with p= q=s< q=s0.
W e present som e applications ofTheorem 3.1 recovering som e previously known
estim ates.
3.2.Feerm an-Stein Inequality. TheclassicalFeerm an-Stein inequality relating
M and M # followsatoncefrom Theorem 3.1.W etakeF = jfj2 L1loc,H 1 = H 2 = 0.
Foreach cubeQ wedenoteby fQ theaverageoff on Q,
F = jfj jfQ j+ jf   fQ j H Q + G Q :
Taking q = 1 ,we trivially have kH Q kL1 (Q ) = jfQ j M f(x) = M F(x) for each
x 2 Q.Also,by denition ofM #
 
Z
Q
G Q =  
Z
Q
jf   fQ j M
#
f(x) G(x); 8x 2 Q:
Thus,(3.3) holds (with q = 1 )and consequently,forevery 0 < p < 1 and every
w 2 A 1 wehave
kM fkLp(w )  C kM
#
fkLp(w ); (3.6)
wheneverM f 2 Lp(w).Thisiswhatisproved in [FS].
3.3.G eneralized sharp m axim alfunctions. In [M a1],a generalization ofM # is
introduced in the setting ofspaces ofhom ogeneous type. In the Euclidean setting,
we dene M
#
D
as follows. Let fD tgt> 0 be a fam ily ofoperators (for instance, an
approxim ation ofthe identity butitcould be m ore general)such thateach D t isan
integraloperatorwith kerneldt(x;y)forwhich
jdt(x;y)j C t
 
n
m h
 
jx  yjm t  1

where m issom e positive xed constantand h ispositive,bounded,decreasing and
decaying to 0 fastenough.Then we dene a new sharp m axim alfunction associated
to fD tgt> 0 as
M
#
D
f(x)= sup
Q 3x
 
Z
Q
jf   D tQ fj
wheretQ = ‘(Q)
m and ‘(Q)isthesidelength ofQ.
Exam plesare given by the sem igroupsassociated with a second orderelliptic op-
eratorsfe  tLgt> 0 whose heatkernelshave Gaussian (orsom e other)decay (see [AT,
M a1,DM c,AE],...)
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W ith Theorem 3.1 we can reprove the good- inequality of[M a1]forM
#
D
and M .
AsbeforetakeF = jfj2 Lp forsom ep 1,H 1 = H 2 = 0.Foreach cubeQ wewrite
F = jfj jD tQ fj+ jf   D tQ fj H Q + G Q :
Taking q = 1 ,we have kH Q kL1 (Q )  C M f(x)= C M F(x)foreach x 2 Q by the
propertiesassum ed on D t.M oreover,by denition ofM
#
D
,
 
Z
Q
G Q =  
Z
Q
jf   D tQ fj M
#
D
f(x) G(x); 8x 2 Q:
Thus,one obtains (3.3) (with q = 1 ) and hence,for every 0 < p < 1 and every
w 2 A 1 wehave
kM fkLp(w )  C kM
#
D
fkLp(w );
wheneverM f 2 Lp(w).Thisistheresultproved in [M a1].
3.4.A pplications to Singular \N on-Integral" O perators. W epresentheredif-
ferentapplicationsofTheorem 3.1 toward weighted norm inequalitiesforoperators,
avoiding alluseofkernelrepresentation,hencetheterm inology \non-integral".
In whatfollows,we say thatan operatorT actsfrom A into B (with A,B being
som e given sets)ifT isa m ap dened on A and valued in B . An operatorT acting
from A to B ,both vectorspacesofm easurablefunctions,issublinearif
jT(f + g)j jTfj+ jTgj and jT(f)j= jjjTfj
forallf;g 2 A and  2 R orC.Letusm ention thatforthetheorem softhissection,
thesecond condition isnotneeded.
T heorem 3.7.Let1 p0 < q0  1 .LetE and D bevectorspacessuch thatD  E.
LetT,S be operators such thatS acts from D into the setofm easurable functions
and T issublinearactingfrom E into Lp0.LetfA rgr> 0 bea fam ilyofoperatorsacting
from D into E.Assum e that

 
Z
B
jT(I  A r(B ))fj
p0
 1
p0
 C M
 
jSfjp0
 1
p0 (x); (3.7)
and

 
Z
B
jTA r(B )fj
q0
 1
q0
 C M
 
jTfjp0
 1
p0 (x); (3.8)
forallf 2 D ,allballB wherer(B )denotesitsradiusand allx 2 B .Letp0 < p< q0
(orp= q0 when q0 < 1 )and w 2 A p
p0
\ RH
(
q0
p )
0.There isa constantC such that
kTfkLp(w )  C kSfkLp(w ) (3.9)
forallf 2 D .Furtherm ore,forallp0 < r< q0,there isa constantC such that



X
j
jTfjj
r
 1
r



Lp(w )
 C



X
j
jSfjj
r
 1
r



Lp(w )
(3.10)
forallfj 2 D .
W ewould liketo em phasizethat(3.7)and (3.8)areunweighted assum ptions.This
is a triple extension of[ACDH,Theorem 3.1]: we introduce a second operator S,
obtain weighted inequalitiesand also vector-valued estim ates.
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R em ark 3.8.Them ostcom m on situation isS = I,E = Lp0 with D being a classof
\nice" functionssuch asLp0,Lp0 \ L2,L1c ,C
1
0 ,....In thatcase,(3.9)isinteresting
only when the righthand side isnite,hence we m ay also im pose f 2 Lp(w). This
im plies the boundedness ofT from D \ Lp(w)into Lp(w)forthe Lp(w)norm . See
[AM 3]fora situation whereS 6= I.
R em ark 3.9.In this result,the case q0 = 1 is understood in the sense that the
Lq0-average in (3.8)isindeed an essentialsuprem um . Besides,the condition forthe
weight turns out to be w 2 A p=p0 for p > p0. Sim ilarly,if (3.8) is satised for all
q0 < 1 then (3.9)holdsforallp0 < p< 1 and forallw 2 A p=p0.
R em ark 3.10. A slightly m ore generalstatem ent consists in replacing the fam ily
fA rg by fA B g indexed by balls.W eusethisbelow.
ProofofTheorem 3.7.The vector-valued inequalities (3.10) follow autom atically by
extrapolation,seeTheorem 4.9 below.
W e prove (3.9),rst in the case q0 < 1 and p0 < p  q0. Let f 2 D and so
F = jTfjp0 2 L1.Fix a cubeQ (weswitch to cubesfortheproof).AsT issublinear,
wehave
F  G Q + H Q  2
p0  1jT(I  A r(Q ))fj
p0 + 2p0  1jTA r(Q )fj
p0:
Then (3.7)and (3.8)yield thecorrespondingconditions(3.1)and (3.2)with q= q0=p0,
H 1 = H 2  0,a = 2
p0  1C p0 and G = 2p0  1C p0 M
 
jSfjp0

. As w 2 RH (q0=p)0,
Theorem 3.1 and Rem ark 3.6 (sinceq0 < 1 im pliesq< 1 )with p=p0 > 1 in placeof
p and s= q0=p yield
kTfk
p0
Lp(w )
 kM Fk
L
p
p0 (w )
 C kGk
L
p
p0 (w )
= C

M
 
jSfjp0


L
p
p0 (w )
 C kSfk
p0
Lp(w )
;
wherein thelastestim atewehaveused thatw 2 A p=p0.
In the case q0 = 1 and p < 1 ,Theorem 3.1 appliesasbeforewhen w 2 A p=p0 by
Rem ark 3.3. 
R em ark 3.11.Under the assum ptions ofTheorem 3.7,we can also prove an end-
pointweak-type estim ate. Nam ely,ifw 2 A 1 \ RH  q0
p0
0,then there isa constantC
such that
kTfkLp0;1 (w )  C kSfkLp0(w ); (3.11)
for allf 2 D . The prooffollows the sam e ideas but one has to use the weak-type
estim ate(3.5)in placeof(3.4).Thedetailsareleftto thereader.
Letus recallthatwe have assum ed thatforf 2 D then F = jTfjp0 2 L1. This
hypothesis isnotgranted directly forT in som e applications(forinstance,itisnot
true forp0 = 1 and T being the Hilberttransform orthe Riesz transform s)butfor
suitable approxim ations T" that are bounded on L
p0(w) (with som e bound that is
allowed to depend on "). In such a case,one obtainsthe weak-type estim ate forT"
with a uniform controlon theconstantand theweak-typeestim ateforT followsby a
lim iting procedure.(Thishappensforthe Hilberttransform :the kernelistruncated
in such a way that it is in L1,so the approxim ations T" are bounded on L
1.) Let
us m ention that for Calderon-Zygm und operators the usualapproach is dierent:
theweighted weak-type (1;1)estim ateforA 1 weightsfollowsby using theCalderon-
Zygm unddecom position(see[GR,ChapterIV]),seealso[BK1]foraweak-type(p0;p0)
with p0 > 1,and Theorem s8.1,8.7 below.
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R em ark 3.12.Theorem 3.1 im pliesa variantofTheorem 3.7 valid forall0 < p0 <
q0  1 . W e do notknow,however,whether such a result is usefulin applications
when p0 < 1.Theprecisestatem entand them inorm odicationsin theproofareleft
to thereader.
The following extension ofTheorem 3.7 is also useful. For sim plicity we assum e
thatS = I.
T heorem 3.13.Let1  p0 < q0  1 . LetD ,E,T and fA rgr> 0 be asin Theorem
3.7.Assum e that(3.7)holdswith S = I and,in place of (3.8),that

 
Z
B
jTA r(B )fj
q0
 1
q0
 C
 
M
 
jTfjp0
 1
p0 (x)+ M
 
jS1fj
p0
 1
p0 (x)+ jS2f(x)j

; (3.12)
holds for allf 2 D and allx, x 2 B where S1, S2 are two given operators. Let
p0 < p< q0 and w 2 A p
p0
\ RH
(
q0
p )
0.IfS1 and S2 are bounded on L
p(w),then
kTfkLp(w )  C kfkLp(w )
forallf 2 D \ Lp(w).
Observe that Rem arks 3.9 and 3.10 apply to this result. Also, the operator T
satisesthevector-valued inequalities(3.10).
Proof.The proofisalm ostidenticalto the one ofTheorem 3.7. Letf 2 D \ Lp(w)
and setF = jTfjp0 2 L1,H 1 = jS1fj
p0 and H 2 = jS2fj
p0.Theorem 3.1 givesus
kTfk
p0
Lp(w )
 kM Fk
L
p
p0 (w )
 C
 
kGk
L
p
p0 (w )
+ kM H 1k
L
p
p0 (w )
+ kH 2k
L
p
p0 (w )

= C
 
M
 
jSfjp0


L
p
p0 (w )
+

M
 
jS1fj
p0


L
p
p0 (w )
+

jS2fj
p0


L
p
p0 (w )

 C kfk
p0
Lp(w )
;
where we have used that M is bounded on L
p
p0 (w)(since w 2 A p=p0) and that,by
hypothesis,S1,S2 arebounded on L
p(w). 
Thelastresultofthissection isan extension of[Sh2,Theorem 3.1].
T heorem 3.14.Let1 p0 < q0  1 .SupposethatT isaboundedsublinearoperator
on Lp0.Assum e thatthere existconstants2 > 1 > 1,C > 0 such that

 
Z
B
jTfjq0
 1
q0
 C

 
Z
1 B
jTfjp0
 1
p0
+ M
 
jfjp0
 1
p0 (x)

; (3.13)
for allballs B , x 2 B and allf 2 L1 with com pact support in R n n 2B . Let
p0 < p< q0 and w 2 A p
p0
\ RH
(
q0
p )
0.Then,there isa constantC such that
kTfkLp(w )  C kfkLp(w )
forallf 2 L1 with com pactsupport.
Proof.Forany ballB ,letA B f = (1  2 B )f.W ex f 2 L
1
c ,a ballB and x 2 B .
Using theLp0-boundednessofT,wehave

 
Z
1 B
jT(I  A B )fj
p0
 1
p0
 C

 
Z
2 B
jfjp0
 1
p0
 C M
 
jfjp0
 1
p0 (x): (3.14)
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In particular(3.7)holdssince1 > 1.Next,by (3.13)and sincejA B fj jfjwehave

 
Z
B
jTA B fj
q0
 1
q0
 C

 
Z
1 B
jTA B fj
p0
 1
p0
+ M
 
jfjp0
 1
p0 (x)

:
By (3.14)and thesublinearity ofT,weobtain

 
Z
B
jTA B fj
q0
 1
q0
 C M
 
jTfjp0
 1
p0 (x)+ C M
 
jfjp0
 1
p0 (x);
which is(3.12)with S1 = I and S2 = 0.W econcludeon applying Theorem 3.13 with
D = L1c and E = L
p0. 
3.5.C om m utators w ith B M O functions: part I. A slightstrengthening ofthe
hypotheses in Theorem 3.7 furnishes weighted Lp estim ates for com m utators with
BM O functions.
Letb2 BM O (BM O isforbounded m ean oscillation),thatis,
kbkBM O = sup
B
 
Z
B
jb(x)  bB jdx < 1 ;
where the suprem um is taken over allballs and bB stands for the average ofb on
B .LetT bea sublinearbounded operatoron som eLp0.Boundednessisassum ed to
avoid technicalissueswith thedenition ofthecom m utators.Itcould berelaxed,for
instance,by im posing thatT actsfrom E = \pL
p
c into L
p0.Sublinearity isdened in
Section 3.4.
Forany k 2 N wedenethek-th ordercom m utator
T
k
bf(x)= T
 
(b(x)  b)k f

(x); f 2 L1c ; x 2 R
n
:
NotethatT0b = T.Com m utatorsareusuallyconsidered forlinearoperatorsT inwhich
casethey can bealternatively dened by recurrence:therstordercom m utatoris
T
1
bf(x)= [b;T]f(x)= b(x)Tf(x)  T(bf)(x)
and fork  2,thek-th ordercom m utatorisgiven by Tkb = [b;T
k  1
b
].
W e claim thatsince T isbounded in Lp0 then Tkbf iswelldened in L
q
loc
forany
0 < q < p0 and for any f 2 L
1
c : take a cube Q containing the support off and
observethatby sublinearity fora.e.x 2 R n
jTkbf(x)j
kX
m = 0
Cm ;k jb(x)  bQ j
k  m

T
 
(b  bQ )
m
f

(x)

:
John-Nirenberg’sinequality im plies
Z
Q
jb(y)  bQ j
m p0 jf(y)jp0 dy  CkfkL1 kbk
m p0
BM O jQj< +1 :
Hence,T
 
(b  bQ )
m f

2 Lp0 and theclaim follows.
W e are going to see that Theorem 3.1 can be applied to T1b where the function
H 2 involvesT = T
0
b. The sam e willbe done forT
k
b and in thiscase H 2 involvesthe
preceding com m utatorsT;T1b;:::;T
k  1
b
. Thusan induction argum ent(detailsare in
Section 6.2)willlead usto thefollowing estim ates:
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T heorem 3.15.Let1  p0 < q0  1 and k 2 N. Suppose thatT is a sublinear
operator bounded on Lp0,and thatfA rgr> 0 is a fam ily ofoperators acting from L
1
c
into Lp0.Assum e that

 
Z
B
jT(I  A r(B ))fj
p0
 1
p0
 C
1X
j= 1
j

 
Z
2j+ 1 B
jfjp0
 1
p0
; (3.15)
and

 
Z
B
jTA r(B )fj
q0
 1
q0

1X
j= 1
j

 
Z
2j+ 1 B
jTfjp0
 1
p0
; (3.16)
for allf 2 L1c and allballB where r(B ) denotes its radius. Letp0 < p < q0 and
w 2 A p
p0
\ RH
(
q0
p )
0. If
P
j
jj
k < 1 then there is a constantC such thatfor all
f 2 L1c and allb2 BM O,
kTkbfkLp(w )  C kbk
k
BM O kfkLp(w ); (3.17)
forallf 2 L1c .
R em ark 3.16. Under the assum ptions above,we have
P
j
j < 1 and so (3.15)
and (3.16)im ply respectively (3.7)and (3.8). Consequently,Theorem 3.7 appliesto
T = T0b and yieldsitsL
p(w)-boundedness.
Observe that Rem arks 3.9 and 3.10 apply to this result. Also,the operator Tkb
satisesthevector-valued inequalities(3.10).The assum ptions(3.15)and (3.16)can
be relaxed in the spirit ofTheorem 3.13 by allowing error term s in the right hand
sides:detailsand proofareleftto theinterested reader.
R em ark 3.17.Asin [PT]onecan linearizethek-th ordercom m utatorand consider
thefollowing m ultilinearcom m utators
T~bf(x)= T
 kY
j= 1
(bj(x)  bj)

f

(x):
where~b= fb1;:::;bkg isa fam ily ofBM O functions.Noticethatifb1 =    = bk = b
wehavethatT~b = T
k
b.TheproofofTheorem 3.15 can beadapted to T~b and thusget
thecorresponding weighted estim atesforit(see Rem ark 6.2).Theprecise statem ent
isleftto thereader.
4.T he sets W w(p0;q0)and Extrapolation
4.1.T he sets W w(p0;q0). The conclusion ofTheorem 3.7 with S = I and D = L
p0
(and also ofTheorem s3.13 and 3.15)can berewritten asfollows:given w 2 A 1 ,we
introducetheset
W w(p0;q0)=

p:p0 < p< q0;w 2 A p
p0
\ RH
(
q0
p )
0
	
;
and wehaveshown thatT isbounded on Lp(w)wheneverp2 W w(p0;q0).Letusgive
som epropertiesofthisset.
Lem m a 4.1.Letw 2 A 1 and 1  p0 < q0  1 . Then W w(p0;q0)=
 
p0rw;
q0
(sw )0

where
rw = inffr 1:w 2 A rg; sw = supfs> 1:w 2 RH sg:
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Ifq0 = 1 ,thisresulthasto beunderstood in thefollowing way:thesetW w(p0;q0)
isdened by theonly assum ption w 2 A p=p0 and theconclusion isW w = (p0rw;1 ).
R em ark 4.2.Observethatif1 p1  p0  q0  q1  1 then
W w(p0;q0) W w(p1;q1) W w(1;1 )= (rw;1 )= f1< p< 1 :w 2 A pg:
R em ark 4.3.ThesetW w(p0;q0)can beem pty:indeed,forevery 1 p0 < q0 < 1 ,
onecan nd w 2 A 1 such thatW w(p0;q0)= .A very sim pleexam plein R consists
in taking w(x) = jxj for  = q0=p0   1. Note that w 2 A p,p > 1,ifand only if
 < p  1 thatisp>  + 1 and so rw =  + 1.On theotherhand,w 2 RH 1 and so
sw = 1 .Therefore,W w(p0;q0)= (p0(1+ );q0)= (q0;q0)= .
ProofofLem m a 4.1.W e do the case q0 < 1 ,leaving the other one to the reader.
Ifp > p0rw then p=p0 > rw and so w 2 A p=p0. If,additionally,p < q0=(sw)
0 then
(q0=p)
0< sw and so w 2 RH (q0=p)0.Therefore wehave shown that
 
p0rw;q0=(sw)
0


W w(p0;q0).
To provetheconverse,weobservethat,by (iii)in Proposition 2.1,ifw 2 A rw then
rw = 1:ifw 2 A rw forrw > 1,wehavew 2 A r forsom e1< r< rw which contradicts
the denition ofrw. In the sam e way,but this tim e by (iv) in Proposition 2.1,if
w 2 RH sw then sw = 1 .
Let p 2 W w(p0;q0). Since w 2 A p=p0 then rw  p=p0. Besides,rw 6= p=p0 since
p=p0 > 1 and so p> p0rw.On theotherhand,w 2 RH (q0=p)0 yieldsthatsw  (q0=p)
0.
Besides,sw 6= (q0=p)
0sinceq0=p> 1.Thisgivesp< q0=(sw)
0asdesired. 
Theduality fortheseclassesgoesasfollows:
Lem m a 4.4.Given p0 < p< q0,we have
w 2 A p
p0
\ RH
(
q0
p )
0 ( ) w 1  p
0
2 A p0
(q0)
0
\ RH  (p0)0
p0
0:
In otherwords,p2 W w(p0;q0)ifand only ifp
02 W
w 1  p
0
 
(q0)
0;(p0)
0

.
Proof.Setq=
 
q0
p
0
(
p
p0
  1)+ 1.Using (vi)and (vii)in Proposition 2.1 wehave
w 2 A p
p0
\ RH
(
q0
p )
0 ( ) w(
q0
p )
0
2 A
(
q0
p )
0
(
p
p0
  1)+ 1
= A q ( ) w
(
q0
p )
0
(1  q0)
2 A q0
and
w
1  p0 2 A p0
(q0)
0
\ RH  (p0)0
p0
0 ( ) w
(1  p0)

(p0)
0
p0
 0
2 A  (p0)0
p0
0 
p0
(q0)
0  1

+ 1
:
Directcom putationsshow

q0
p
 0
(1  q0)= (1  p0)

(p0)
0
p0
 0
and q0=

(p0)
0
p0
 0
p0
(q0)
0
  1

+ 1:

R em ark 4.5. Fix 1 < p < 1 . Observe that ifw is any given weight so that w,
w 1  p
0
2 L1loc,then a given linear operatorT is bounded on L
p(w)ifand only ifits
adjoint(with respectto dx)T isbounded on Lp
0
(w 1  p
0
).Therefore,
T :Lp(w) ! Lp(w); forallw 2 A p
p0
\ RH
(
q0
p )
0
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ifand only if
T
 :Lp
0
(w) ! Lp
0
(w); forallw 2 A p0
(q0)
0
\ RH  (p0)0
p0
0:
W enish thissection by givingfam iliesofweightson which rw and sw can beeasily
com puted.
Lem m a 4.6.Letf;g 2 L1(R n)benontrivialfunctions,r 1 and 1< s 1 .Then:
(i) Letw = (M f)  (r  1) then rw = r and sw = 1 ,thatis,w 2 A p \ RH 1 for all
p> r (and p= r ifr= 1).
(ii) Letw = (M f)1=s then rw = 1 and sw = s,thatis,w 2 A 1 \ RH q for allq < s
(and q= s ifs= 1 ).
(iii) Ifw = (M f)  (r  1)+ (M g)1=s then w 2 A p \ RH q for allp > r and q < s (and
p= r ifr= 1 and q= s ifs= 1 ).Thus,rw  r and sw  s.
Proof.The casesr= 1 ors= 1 aretrivial.Given a nontrivialfunction f 2 L1(R n)
and  2 R we write v = (M f)
. If = 0 then v = 1 2 A 1 \ RH 1 . If0 <  < 1
then v 2 A 1 (see forinstance [GR]). If < 0 then we see thatv 2 RH 1 :fora.e.
x 2 B
M f(x) =
 
M f(x)
1
2)2 .

 
Z
B
(M f)1=2
2
  
Z
B
(M f);
where we have used that(M f)1=2 2 A 1 and also Jensen’s inequality forthe convex
function t7! t2.Finally,itiseasy to show thatv =2 A 1 for  1.Indeed,assum e
that v = (M f)
 2 A p for som e 1  p < 1 . Then,v1 = v
1=
 = M f 2 A p as
  1.By (vi)in Proposition 2.1 wehavethatv
1  p0
1 2 A p0 and thusM isbounded on
Lp
0
(v
1  p0
1 ). Applying thisestim ate to f 2 L
p0(v
1  p0
1 )(asf 2 L
1(R n))we obtain that
M f 2 L1(R n)which only happenswhen f  0.Thisleadsusto a contradiction since
wehaveassum ed thatf isnontrivial.
W e turn to showing (i). Asw = v  (r  1),then w 2 RH 1 . Next,given p > r the
num ber  = (r  1)=(p   1) satises 0 <  < 1 and thus v 2 A 1. Notice that
w = 1 v1  p 2 A p (here we are using the \easy" partofthe factorization ofweights:
ifw1;w2 2 A 1 then w1w
1  p
2 2 A p). Thisshowsthatw 2 A p forallp > r and then
rw  r. To conclude we observe thatrw = r asw =2 A r: otherwise we would have
w 1  r
0
= M f 2 A r0 which cannotbethecaseasseen above.
W e now consider (ii). Notice that w = v1=s with 1 < s < 1 and thus w 2 A 1.
Given 1 < q< s,we see thatw 2 RH q.Notethatw
q = vq=s 2 A 1 asq=s< 1.Then,
by (vii)in Proposition 2.1 itfollowsthatw 2 RH q \ A 1.Next,w =2 RH s.Ifitwere,
then w 2 RH s+ " forsom e "> 0 and in particularw
s = M f 2 A 1 which isnottrue.
Hence,sw = s.
Notethat(iii)followsfrom (i)and (ii)asw = w1 + w2 where w1 = (M f)
  (r  1) 2
A p \ RH 1 and w2 = (M f)
1=s 2 A 1 \ RH q and p> r,s< sw. 
R em ark 4.7.Thereareexam plesoffunctionsf,g forwhich in (iii)wehaverw < r
and/or sw > s. For instance, iff = g = B 0 with B 0 = B (0;1) then we have
M f(x) (1+ jxj)  n and thus
w(x) (1+ jxj)n (r  1)  M f(x)  (r  1):
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Then,rw = r and sw = 1 (no m atterthevalueofs).Sim ilarexam plescan begiven
in theotherdirection.
R em ark 4.8.Thelim itcasein thelatterresultconsistsoftaking f a Diracm assat
som egiven pointx0,say x0 = 0 forsim plicity.In thiscaseM f(x)= cjxj
  n isa power
weight.In (i),(ii)and (iii)werespectively havew1(x)= cjxj
n (r  1),w2(x)= cjxj
  n=s.
Noticethatw1 =2 A r,asw
1  r0
1 =2 L
1
loc(R
n).Also,w s =2 RH s asw
s =2 L1loc(R
n).
4.2.Extrapolation. Rubio de Francia’s extrapolation theorem is a very powerful
toolin Harm onicAnalysis,see[Rub]and [Gar]:ifsom egiven operatorT isbounded
on Lp0(w)for every w 2 A p0 and som e 1  p0 < 1 ,then it is bounded on L
p(w)
forall1 < p < 1 and allw 2 A p. So,the weighted norm inequality forone single
exponentpropagatesto the whole range (1;1 ). Notice thatin ourcase the natural
rangeofexponentsisno longer(1;1 )but(p0;q0) (1;1 ).
Here we extend Rubio de Francia’sresult,showing thatthere isan extrapolation
theorem adapted to the interval(p0;q0)which involves the classes ofweights A p
p0
\
RH
(
q0
p )
0. To state such result we rst m ake som e reductions. As it was observed
in [CM P](see also [CGM P]),one does not need to work with specic operator(s)
since nothing aboutthe operatorsthem selves is used (like linearity or sublinearity)
and they play no role.In otherwords,extrapolation issom ething aboutweightsand
pairsoffunctions. Thispointofview isvery useful,forinstance,when one triesto
prove vector-valued inequalitiessince,aswe see below,they follow atonce from the
corresponding scalarestim ates.
So,sticking to thenotation in [CM P],F denotesa fam ily ofordered pairsofnon-
negative,m easurablefunctions(f;g).In whatfollows,anytim ewestatean estim ate
kfkLp(w )  CkgkLp(w ); (f;g)2 F ;
we m ean that it holds for all(f;g) 2 F forwhich the left-hand side is nite. The
sam eisassum ed when Lp;1 iswritten in placeofLp in thelefthand side.
W ecan stateourextrapolation result.
T heorem 4.9.Let0 < p0 < q0  1 . Suppose thatthere existsp with p0  p  q0,
and p< 1 ifq0 = 1 ,such thatfor(f;g)2 F ,
kfkLp(w )  CkgkLp(w ); forallw 2 A p
p0
\ RH
(
q0
p )
0: (4.1)
Then,forallp0 < q< q0 and (f;g)2 F we have
kfkLq(w )  C kgkLq(w ); forallw 2 A q
p0
\ RH
(
q0
q )
0: (4.2)
M oreover,forallp0 < q;r< q0 and f(fj;gj)g F we have



X
j
(fj)
r
1=r

Lq(w )
 C



X
j
(gj)
r
1=r

Lq(w )
; forallw 2 A q
p0
\ RH
(
q0
q )
0: (4.3)
Theproofofthisresultisin Section 6.3.Asan im m ediateconsequencewecan also
extrapolatefrom weak-type estim ates:
C orollary 4.10.Let0< p0 < q0  1 .Suppose thatthere existsp with p0  p q0,
and p< 1 ifq0 = 1 ,such thatfor(f;g)2 F ,
kfkLp;1 (w )  C kgkLp(w ) forallw 2 A p
p0
\ RH
(
q0
p )
0: (4.4)
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Then,forallp0 < q< q0 and (f;g)2 F we have
kfkLq;1 (w )  C kgkLq(w ) forallw 2 A q
p0
\ RH
(
q0
q )
0: (4.5)
Proof.W e follow the sim ple m ethod used in [GM ],for which the point ofview of
pairsoffunctionsisparticularly useful. Given (f;g)2 F and any  > 0 we dene a
new pairoffunctions(f;g)where f =  E (f) and E (f)= ff > g. Thus(4.4)
im plies
kfkLp(w ) = w(E(f))
1
p  sup

w(E(f))
1
p = kfkLp;1 (w )  C kgkLp(w )
forallw 2 A p
p0
\ RH
(
q0
p )
0.Applying Theorem 4.9,thefam ily eF ofpairs(f;g)satisfy
(4.2)with C independentof,and takingthesuprem um on  > 0weobtain (4.5). 
R em ark 4.11. Dene the following sets,given an operator T dened at least on
C 10 (R
n):
W (T)=

(p;w)2 (1;1 ) A 1 :kTfkLp(w ) . kfkLp(w )
	
;
for1 < p < 1 ,W p(T)= fw 2 A 1 :(p;w)2 W (T)g;and forw 2 A 1 ,W w(T)=
fp2 (1;1 ):(p;w)2 W (T)g.
Nextdenefor1 p0 < q0  1
W
 
p0;q0

=

(p;w)2 (p0;q0) A 1 :w 2 A p
p0
\ RH
(
q0
p )
0
	
;
for p0 < p < q0,W
p
 
p0;q0

= fw 2 A 1 :(p;w) 2 W
 
p0;q0

g and for w 2 A 1 ,
W w
 
p0;q0

= fp 2 (p0;q0):(p;w)2 W
 
p0;q0

g. Recallthatthe sm allestp0 (resp.
thelargestq0),thelargesttheclassW
 
p0;q0

.
Forexam ple,ifT isaCalderon-Zygm und operator,then W (T)containsthelargest
ofallclasses,nam ely W (1;1 )and thisisoptim al.Theorem 3.7(with S = I and D =
Lp0)providesuswith a sucientcondition on T to obtain thatW
 
p0;q0

 W (T).
Ourextrapolation resultshowsthat,given T and p,ifsom eW p(p0;q0)iscontained
in W p(T)then forallq2 (p0;q0),W
q(p0;q0)iscontained in W
q(T).In otherwords,
W p(p0;q0)  W
p(T) for one p im plies W (p0;q0)  W (T). The class of weights
W p(p0;q0) is thus the naturalone for weighted L
p boundedness within the range
p0 < p < q0.However,theinclusion could bestrictfora particularoperatorT aswe
willseein [AM 4].
5.Extension to spaces of homogeneous type
In [AM 3],weapply ourresultsin R n equipped with thedoubling m easured(x)=
w(x)dx with w 2 A 1 (in this case w(R
n) = 1 ). In [AM 4],we change R n to a
m anifold ora Lie group. Hence,one needsto discussthe extension ofourresultsto
spacesofhom ogeneoustype.
Let (X ;d;) be a space ofhom ogeneous type,that is,a set X endowed with a
distanced (and even aquasi-distance)and anon-negativeBorelm easure on X such
thatthedoubling condition
(B (x;2r)) C0(B (x;r))< 1 ; (5.1)
holdsforallx 2 X and r> 0,whereB (x;r)= fy 2 X :d(x;y)< rg.
The results from Harm onic Analysis that we have used in Euclidean spaces re-
m ain true in thiscontext(see forexam ple [CW ],[Chr],[Ste]). Forinstance,Vitali’s
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coveringlem m a,weak-type(1;1)hencestrong-type(p;p)for1< p 1 oftheHardy-
Littlewood m axim alfunction,W hitney’scovering lem m a ...The theory ofM ucken-
houptweightsrunsparallelto theclassicalcaseand onem ay proveallthestatem ents
in Proposition 2.1 with theappropriatechanges(see[ST,ChapterI]).
Hence,Theorem s3.1,3.7,3.13,3.14,3.15,4.9 allhave theircounterpartin spaces
ofhom ogeneoustypewith alm ostidenticalproofswhenever(X )= 1 .
W hen (X )< 1 (forexam ple,X isa bounded Lipschitz dom ain in R n)som ead-
justm entsareneeded.In Theorem 3.1,assum ing thatF 2 L1 then thetwo param eter
good- estim ate(3.3)holdsfor > 0 = C0(X )
  1(kFkL1 + kH 1kL1).Thiscondition
guaranteesthat(E )< (X )and so E  ( X .TheW hitney covering argum entcan
be perform ed and the proofpresented above works in the sam e way. Thus,when
proving the analog of(3.4),one has to split the integralin two parts:   0 and
  0. Forthe rstone,we use (3.3). The piece   0 isestim ated by observing
thatwfM F > g  w(X )< 1 (since(X )< 1 ifand only ifX isbounded,seefor
instance[M a2]).Thus,itcan beproved that
kM FkLp(w )  C
 
kGkLp(w )+ kM H 1kLp(w )+ kH 2kLp(w )+ kFkL1()+ kM H 1kL1()

:
Thesam eoccurswith theestim atesin Lp;1 (w).
The latter inequality allows one to obtain Theorem 3.7 assum ing further that T
isbounded on Lp0 (thishappensallthe tim e in applications,see [AM 3]). The only
change is for the term kFkL1 where F = jTfj
p0 (notice that H 1 = H 2 = 0 in this
case):
kFkL1() = kTfk
p0
Lp0()
. kfk
p0
Lp0()
 kfk
p0
Lp(w )
Z
X
w
1  (p=p0)
0
d . kfk
p0
Lp(w )
:
Forthe last inequality,we observe that since w 2 A (p=p0),then w
1  (p=p0)
0
2 A (p=p0)0
and so itisa doubling m easurewhich im pliesasnoted beforethatw 1  (p=p0)
0
(X )< 1
asX isbounded. Sim ilarm odicationscan be carried outwith Theorem s 3.13 and
3.14.Precisestatem entsand detailsofproofsareleftto theinterested reader.
6.Proofs of the main results
W eproveTheorem 3.1,Theorem 3.15,Theorem 4.9.
6.1.Proof of T heorem 3.1. The prooffollows the ideas in [Au1]. It suces to
considerthecaseH 2 = G:indeed,set eG = G + H 2.Then (3.1)holdswith eG in place
ofH 2 and also (3.2)holdswith eG in placeofG.
So from now on we assum e thatH 2 = G. SetE  = fM F + M H 1 > g which is
assum ed to have nite m easure (otherwise there is nothing to prove). As M isthe
uncentered m axim alfunction (overcubesinstead ofballs),E  isan open set.Hence,
W hitney’s decom position gives us a fam ily ofpairwise disjoint cubes fQ jgj so that
E  = [jQ j and with theproperty that4Q j m eetsE
c
,thatis,there existsxj 2 4Q j
such that
M F(xj)+ M H 1(xj) :
SetB  = fM F > K ;2G   g. Since K  1 we have thatB  E . Therefore
B   [jB  \ Q j.Foreach j weassum ethatB  \ Q j 6=  (otherwisewediscard this
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cube)and so thereis xj 2 Q j so thatG(xj)  =2.Since M F(xj) ,thereisC0
depending only on dim ension such thatforevery K  C0 wehave
jB  \ Q jj

fM F > K g\ Q j



fM (F 
8Q j
)> (K =C0)g




fM (G 8Q j8Q j)> (K =2C0)g

+

fM (H 8Q j8Q j)> (K =2C0)g

;
where we have used F 8Q j  G 8Q j 8Q j +H 8Q j 8Q j a.e.and 8Q j istheindicator
function of8Q j. Letcp be the weak-type (p;p)bound ofthe m axim alfunction. By
(3.2)and xj 2 Q j  8Q j,weobtain

fM (G 8Q j8Q j)> (K =2C0)g


2C0c1
K 
Z
8Q j
G 8Q j 
2C0c1
K 
j8Q jjG(xj)

8n C0c1
K
jQ jj:
Next,assum erstthatq< 1 .By (3.1)and xj,xj 2 8Q j,weobtain

fM (H 8Q j8Q j)> (K =2C0)g



2C0cq
K 
 q Z
8Q j
H
q
8Q j


2C0cq
K 
 q
j8Q jja
q
 
M F(xj)+ M H 1(xj)+ G(xj)
q

(4C0cqa)
q8n
K q
jQ jj:
Thesetwo estim atesyield
jB  \ Q jj C

aq
K q
+

K

jQ jj:
Atthispoint,weuse thatw 2 RH s0.Ifs
0< 1 ,forany cubeQ and any m easurable
setE  Q wehave
w(E )
w(Q)

jQj
w(Q)

 
Z
Q
w
s0
 1
s0

jE j
jQj
 1
s
 Cw

jE j
jQj
 1
s
:
Notethatthesam econclusion holdsinthecases0= 1 .ApplyingthistoB \Q j  Q j
wehave
w(B  \ Q j) Cw C

aq
K q
+

K
 1
s
w(Q j):
Hence,using thattheW hitney cubesaredisjointwehave
w(B )
X
j
w(B  \ Q j) C

aq
K q
+

K
 1
s X
j
w(Q j)= C

aq
K q
+

K
 1
s
w(E )
which is(3.3).
W hen q= 1 ,then by (3.1)
kM (H 8Q j8Q j)kL1  kH 8Q j8Q j)kL1  a
 
M F(xj)+ M H 1(xj)+ G(xj)

 2a:
Thuschoosing K  4aC0 itfollowsthatfM (H 8Q j 8Q j)> (K =2C0)g = . Pro-
ceeding asbefore,wegetthedesired estim ate(with K   q = 0).
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Next we show (3.4)when it is assum ed thatM F 2 Lp(w). Integrating the two-
param etergood- inequality (3.3)againstpp  1d on (0;1 ),for0< p< 1 ,
kM Fk
p
Lp(w )
 C K p

aq
K q
+

K
 1
s  
kM Fk
p
Lp(w )
+ kM H 1k
p
Lp(w )

+
2pK p
p
kGk
p
Lp(w )
:
Thus,askM FkLp(w ) < 1 ,for0 < p <
q
s
we can choose K large enough and then
 sm allenough so thatthe constantin frontofthe rstterm in the right-hand side
issm allerthan 1
2
,leading usto (3.4). In the sam e way,butthistim e assum ing that
M F 2 Lp;1 (w),oneshowsthecorresponding estim atein Lp;1 (w).
Observethatin thecaseq= 1 ,K isalready chosen and weonly havetotakesom e
sm all.Thus,thecorresponding estim atesholdsfor0< p< 1 no m atterthevalue
ofs.
Now,we consider the case p  1 and F 2 L1. W e assum e that the right-hand
side of(3.4)isnite,otherwise there isnothing to prove. Itsucesto considerthe
case w 2 L1 : indeed we can take wN = m infw;N g with N > 0. As w 2 RH s0
then wN 2 RH s0 with constantthatisuniform ly controlled in N . Notice thatifwe
show (3.4)with wN and with constantsthatdo notdepend on N ,by taking lim itsas
N ! 1 ,weconcludethedesired estim atewith w.
So weassum ethatw 2 L1 .Letf bethenon-negativefunction dened by f()=
ppwfM F > g, > 0.Noticethatforany 0< 0 < 1 < 1 ,
R
1
0
f()d

existsand
isnite.By (3.3)wehave
Z 1
0
f()
d

=
Z 1
K
0
K
f(K )
d

 C K p2p

aq
K q
+

K
 1
s 
Z 1
2 K
0
2 K
f()
d

+ kM H 1k
p
Lp(w )

+
2pK p
p
kGk
p
Lp(w )

1
2
Z 1
K
0
2 K
f()
d

+ R
wherein thelastinequality wehavepicked K largeenough and then  sm allenough
so thatthe constantin frontofthe rstterm in the right-hand side issm allerthan
1=2.Also wehavewritten R fortherem ainderterm s,thatis,R = C
 
kM H 1k
p
Lp(w )
+
kGk
p
Lp(w )

< 1 .W etake0 = K
  n and 1 = K
m with n;m  1 and so
Z
K m   1
K   n
f()
d


Z
K m
K   n
f()
d


1
2
Z
K m   1
K   n  1
2
f()
d

+ R

1
2
Z K m   1
K   n
f()
d

+
1
2
Z K   n
K   n  1
2
f()
d

+ R:
Hence,
Z K m   1
K   n
f()
d


Z K   n
K   n  1
2
f()
d

+ 2R:
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SinceM isofweak-type (1;1),w 2 L1 and K  1 wehave
Z K   n
K   n  1
2
f()
d

 C kwkL1 kFkL1
(
log2K ifp= 1;
1 ifp> 1;
bound which doesnotdepend on n.W econcludethat
kM Fk
p
Lp(w )
=
Z
1
0
f()
d

= lim
n;m ! 1
Z
K m   1
K   n
f()
d

< 1 ;
so thatM F 2 Lp(w). Therefore,(3.4)holdswith constantsthatdo notdepend on
kwkL1 .A very sim ilarargum entappliesfortheweak-type estim ate.Detailsareleft
to thereader. 
6.2.ProofofT heorem 3.15. Before starting the proof,letusintroduce som e no-
tation (see[BS]form oredetails).Let bea Young function: :[0;1 ) ! [0;1 )is
continuous,convex,increasing and satises(0+)= 0,(1 )= 1 . Given a cube Q
wedenethelocalized Luxem burg’snorm
kfk;Q = inf

 > 0: 
Z
Q


jfj


 1

;
and then them axim aloperator
M f(x)= sup
Q 3x
kfk;Q :
In the denition ofk k;Q ,ifthe probability m easure dx=jQjisreplaced by dx and
Q by R n,then one hasthe Luxem burg’s norm k k which allowsone to dene the
OrliczspaceL.
Som especicexam plesneeded hereare(t) et
r
fort 1which givestheclassical
spaceexpLr and (t)= t(1+ log
+
t) with  > 0 thatgivesthespace L (logL).In
thislattercase,itiswellknown thatfork  1,we have M L(logL)k  1f  M
kf where
M k isthek-iteration ofM .
John-Nirenberg’sinequality im pliesthatforany function b2 BM O and any cube
Q we have kb  bQ kexpL;Q . kbkBM O . Thisyields the following estim ates: First,for
each cubeQ and x 2 Q
 
Z
Q
jb  bQ j
kp0 jfjp0  kb  bQ k
kp0
expL;Q

jfjp0


L (logL)k p0;Q
. kbk
kp0
BM O M L (logL)k p0
 
jfjp0)(x). kbk
kp0
BM O M
[kp0]+ 2
 
jfjp0)(x); (6.1)
where [s]isthe integerpartofs (ifkp0 2 N,then one can take M
[kp0]+ 1). Second,
foreach j 1 and each Q,
kb  b2Q kexpL;2j Q  kb  b2j Q kexpL;2j Q + jb2j Q   b2Q j. kbkBM O +
j  1X
l= 1
jb2l+ 1 Q   b2lQ j
. kbkBM O +
j  1X
l= 1
 
Z
2l+ 1 Q
jb  b2l+ 1 Q j. jkbkBM O : (6.2)
Thefollowing auxiliary resultallowsusto assum e furtherthatb2 L1 .The proof
ispostponed untiltheend ofthissection.
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Lem m a 6.1.Let1 p0 < p< 1 ,k 2 N and w 2 A 1 .LetT bea sublinearoperator
bounded on Lp0.
(i) Ifb2 BM O \ L1 and f 2 L1c ,then T
k
bf 2 L
p0.
(ii) Assum e thatforany b2 BM O \ L1 and forany f 2 L1c we have that
kTkbfkLp(w )  C0kbk
k
BM O kfkLp(w ); (6.3)
where C0 does notdepend on b and f. Then for allb2 BM O,(6.3) holds with
constant2k C0 instead ofC0.
Part(ii) in this latterresult ensures that itsuces to consider the case b 2 L 1
(provided theconstantsobtained donotdepend on b).Sofrom now on weassum ethat
b2 L1 and obtain (6.3)with C0 independentofband f.Notethatby hom ogeneity
wecan also assum ethatkbkBM O = 1.
W e proceed by induction. As m entioned in Rem ark 3.16,the case k = 0 follows
from Theorem 3.7. W e write the case k = 1 in fulldetailand indicate how to pass
from k   1 to k asthe argum entisessentially the sam e. Letusx p0 < p < q0 and
w 2 A p
p0
\ RH
(
q0
p )
0.W eassum ethatq0 < 1 ,forq0 = 1 them ain ideasarethesam e
and detailsareleftto theinterested reader.
Case k = 1: W e com bine the ideasin the proofofTheorem 3.7 with techniques for
com m utators,see [Per]. Letf 2 L1c and setF = jT
1
bfj
p0. Note thatF 2 L1 by (i)
in Lem m a 6.1 (thisistheonly placein thisstep whereweusethatb2 L1 ).Given a
cubeQ,wesetfQ ;b = (b4Q   b)f and decom poseT
1
b asfollows:
jT1bf(x)j = jT
 
(b(x)  b)f

(x)j jb(x)  b4Q jjTf(x)j+ jT
 
(b4Q   b)f

(x)j
 jb(x)  b4Q jjTf(x)j+ jT(I  A r(Q ))fQ ;b(x)j+ jTA r(Q )fQ ;b(x)j:
W ith thenotation ofTheorem 3.1,weobservethatF  G Q + H Q where
G Q = 4
p0  1
 
G Q ;1 + G Q ;2

= 4p0  1
 
jb  b4Q j
p0 jTfjp0 + jT(I  A r(Q ))fQ ;bj
p0

and H Q = 2
p0  1jTA r(Q )fQ ;bj
p0.
W erstestim atetheaverageofG Q on Q.Fix any x 2 Q.By (6.1)with k = 1,
 
Z
Q
G Q ;1 =  
Z
Q
jb  b4Q j
p0 jTfjp0 . kbk
p0
BM O M
[p0]+ 2
 
jTfjp0)(x):
Using (3.15),(6.1)and (6.2),

 
Z
Q
G Q ;2
 1
p0
=

 
Z
Q
jT(I  A r(Q ))fQ ;bj
p0
 1
p0
.
1X
j= 1
j

 
Z
2j+ 1 Q
jfQ ;bj
p0
 1
p0

1X
j= 1
jkb  b4Q kexpL;2j+ 1 Q M
[p0]+ 2
 
jfjp0)
1
p0 (x)
. kbkBM O M
[p0]+ 2
 
jfjp0)(x)
1
p0
1X
j= 1
jj. M
[p0]+ 2
 
jfjp0)
1
p0 (x);
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since
P
j
jj< 1 .Hence,forany x 2 Q
 
Z
Q
G Q  C
 
M
[p0]+ 2
 
jTfjp0)(x)+ M [p0]+ 2
 
jfjp0)(x)

 G(x):
W e next estim ate the average of H
q
Q
on Q with q = q0=p0. Using (3.16) and
proceeding asbefore

 
Z
Q
H
q
Q
 1
q0
= 2(p0  1)=p0

 
Z
Q
jTA r(Q )fQ ;bj
q0
 1
q0
.
1X
j= 1
j

 
Z
2j+ 1 Q
jTfQ ;bj
p0
 1
p0

1X
j= 1
j

 
Z
2j+ 1 Q
jT1bfj
p0
 1
p0
+
X
j 1
j

 
Z
2j+ 1 Q
jb  b4Q j
p0jTfjp0
 1
p0
. (M F)
1
p0 (x)+
1X
j= 1
jkb  b4Q kexpL;2j+ 1 Q M
[p0]+ 2
 
jTfjp0)
1
p0 (x)
. (M F)
1
p0 (x)+ M [p0]+ 2
 
jTfjp0)
1
p0 (x)
1X
j= 1
jj
. (M F)
1
p0 (x)+ M [p0]+ 2
 
jTfjp0)
1
p0 (x);
forany x,x 2 Q,wherewehaveused that
P
j
jj< 1 .Thuswehaveobtained

 
Z
Q
H
q
Q
 1
q
 C
 
M F(x)+ M [p0]+ 2
 
jTfjp0)(x)

 C
 
M F(x)+ H 2(x)

:
As m entioned before F 2 L1. Since w 2 RH (q0=p)0,applying Theorem 3.1 and
Rem ark 3.6 (since q0 < 1 im pliesq < 1 )with p=p0 in place ofp and s = q0=p,we
obtain
kT1bfk
p0
Lp(w )
 kM Fk
L
p
p0 (w )
. kGk
L
p
p0 (w )
+ kH 2k
L
p
p0 (w )
.

M
[p0]+ 2
 
jfjp0


L
p
p0 (w )
+

M
[p0]+ 2
 
jTfjp0


L
p
p0 (w )
. kfk
p0
Lp(w )
+ kTfk
p0
Lp(w )
. kfk
p0
Lp(w )
;
where we have used the boundedness ofM (hence,M 2;M 3;:::)on L
p
p0 (w)asw 2
A p=p0 with p0 < p,and alsoRem ark 3.16.Letusem phasizethatnoneoftheconstants
depend on borf.
Casek:W enow sketch theinduction argum ent.Assum ethatwehavealready proved
the casesm = 0;:::;k   1. Letf 2 L1c . Given a cube Q,write fQ ;b = (b4Q   b)
k f
and decom poseTkb asfollows:
jTkbf(x)j= jT
 
(b(x)  b)k f

(x)j

k  1X
m = 0
Ck;m jb(x)  b4Q j
k  m jTmb f(x)j+ jT
 
(b4Q   b)
k
f

(x)j
.
k  1X
m = 0
jb(x)  b4Q j
k  m jTmb f(x)j+ jT(I  A r(Q ))fQ ;b(x)j+ jTA r(Q )fQ ;b(x)j:
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Following thenotation ofTheorem 3.1,wesetF = jTkbfj
p0 2 L1 by (i)in Lem m a 6.1.
Observe thatF  G Q + H Q where
G Q = 4
p0  1C
 k  1X
m = 0
jb  b4Q j
k  m jTmb fj
p0
+ jT(I  A r(Q ))fQ ;bj
p0

and H Q = 2
p0  1jTA r(Q )fQ ;bj
p0.Proceeding asbeforeweobtain forany x 2 Q
 
Z
Q
G Q  C
 k  1X
m = 0
M
[(k  m )p0]+ 2
 
jTmb fj
p0)(x)+ M [kp0]+ 2
 
jfjp0

(x)

 G(x);
and forq= q0=p0

 
Z
Q
H
q
Q
 1
q
 C
 
M F(x)+
k  1X
m = 0
M
[(k  m )p0]+ 2
 
jTmb fj
p0

(x)

 C
 
M F(x)+ H 2(x)

:
Therefore,asF 2 L1,Theorem 3.1 givesusasbefore
kTkbfk
p0
Lp(w )
 kM Fk
L
p
p0 (w )
. kGk
L
p
p0 (w )
+ kH 2k
L
p
p0 (w )
.

M
[kp0]+ 2
 
jfjp0


L
p
p0 (w )
+
k  1X
m = 0

M
[(k  m )p0]+ 2
 
jTmb fj
p0


L
p
p0 (w )
. kfk
p0
Lp(w )
+
k  1X
m = 0
kTmb fk
p0
Lp(w )
. kfk
p0
Lp(w )
;
wherewehaveused theboundednesson L
p
p0 (w)oftheiterationsofM (asw 2 A p=p0
and p > p0)and theinduction hypothesison T
m
b ,m = 0;:::;k  1.Letuspointout
again thatnoneoftheconstantsinvolved in theproofdepend on band f.
ProofofLem m a 6.1.Som eoftheideasofthefollowingargum entaretaken from [Per]
where thisisproved forCalderon-Zygm und operators.Note thatthere,one hassize
and sm oothnessestim atesforthekernelsand heresuch conditionsarenotassum ed.
Fix f 2 L1c .Notethat(i)followseasily observing that
jTkbf(x)j.
kX
m = 0
jb(x)jm   k jT(bm f)(x)j kbkL1
kX
m = 0
jT(bm f)(x)j2 Lp0;
sinceb2 L1 ,f 2 L1c im plythatb
m f 2 L1c  L
p0 and,byassum ption,T(bm f)2 Lp0.
To obtain (ii),wex b2 BM O and f 2 L1c .LetQ 0 bea cubesuch thatsuppf 
Q 0.W e m ay assum e thatbQ 0 = 0 since otherwise we can work with
eb= b  bQ 0 and
observethatTkb = T
k
eb
and kbkBM O = kebkBM O .Notethatforallm = 0;:::;k,wehave
thatjbm fjand

T(bm f)

arenitealm osteverywhere sincethey belong to Lp0.
LetN > 0anddenebN asfollows:bN (x)= b(x)when  N  b(x) N ,bN (x)= N
when b(x)> N and b(x)=  N when b(x)<  N .Then,itisim m ediate to see that
jbN (x)  bN (y)j jb(x)  b(y)jforallx,y.Thus,kbN kBM O  2kbkBM O .AsbN 2 L
1
wecan use(6.3)and
kTkbN fkLp(w )  C0kbN k
k
BM O kfkLp(w )  C02
k kbkkBM O kfkLp(w ) < 1 :
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To conclude,by Fatou’slem m a,itsuces to show thatjT bN jf(x)j ! jT
k
bf(x)jfor
a.e.x 2 R n and forsom esubsequence fN jgj such thatN j ! 1 .
AsjbN j jbj2 L
p(Q 0)forany 1  p < 1 ,the dom inated convergence theorem
yieldsthat(bN )
m f  ! bm f in Lp0 asN ! 1 forallm = 0;:::;k.Therefore,asT
isbounded on Lp0 itfollowsthatT
 
(bN )
m f   bm f

 ! 0 in Lp0.Thus,thereexists
a subsequence N j ! 1 such thatT
 
(bN j)
m f   bm f

(x) ! 0 fora.e. x 2 R n and
forallm = 1;:::;k.In thisway weobtain

jTkbN j
f(x)j  jTkbf(x)j


.

T
 
(bN j(x)  bN j)
k   (b(x)  b)k

f

(x)


.
kX
m = 0
jbN j(x)j
k  m

T
 
(bN j)
m
f   bm f

(x)

+

bN j(x)
k  m   b(x)k  m



T(bm f)(x)


and asdesired wegetthatjTbN jf(x)j ! jT
k
bf(x)jfora.e.x 2 R
n. 
R em ark 6.2.The proofjustnished can beadapted to thesituation ofm ultilinear
com m utatorswith no m uch eort. W e justsketch som e ofthe ideasleaving the de-
tailsto theinterested reader.Letusintroducesom enotation.Given~b= (b1;:::;bk)
we write b = b1   bk. Let C
k
j, 1  j  k, be the fam ily of all nite subsets
 = f(1);:::;(j)g  f1;:::;kg ofj dierent elem ents. In this case,we write
~b = (b(1);:::;b(j))and b = b(1)   b(j). W e also set C
k
0 =  in which case we
understand thatT~b = T and
b = 1.If 2 C
k
j we set
0= f1;:::;kgn (notethat
forj= 0 wehave0= f1;:::;kg).W eneed thefollowing m ultilinearversion of(6.1)
(see[PT]):given k  1,forany x 2 Q wehave
 
Z
Q
jf1   fk hj
p0  kf1k
p0
expL    kfk
p0
expL;Q

jhjp0


L (logL)k p0
 kf1k
p0
expL;Q    kfk
p0
expL;Q M
[kp0]+ 2
 
jhjp0)(x): (6.4)
W ith this in hand and as done with the regular com m utators in Lem m a 6.1 the
m attercan be reduced to the case b1;:::;bk 2 L
1 . Once we have that,we com bine
theideasfrom [PT,p.684]with theproofabove.W ewriteF = jT~bf(x)j
p0 2 L1 and
observethatF  G Q + H Q where
G Q = 2
p0  1C
 kX
m = 1
X
2C km
(b  )

jT~b0
f(x)j+ jT(I  A r(Q ))fQ ;~b(x)j
p0
;
H Q = 2
p0  1jTA r(Q )fQ ;~b(x)j
p0,and f
Q ;~b
=
Q k
j= 1
(bj   (bj)2Q )f. Next,one estim ates
G Q ,H Q using thesam eideas(with (6.4)in placeof(6.1)):
 
Z
Q
G Q . C
 kX
m = 1
X
2C km
M
[kp0]+ 2
 
jT~b0
fjp0

(x)+ M [kp0]+ 2
 
jfjp0)(x)

= G(x);
and

 
Z
Q
H
q
Q
 1
q
. M F(x)+
kX
m = 1
X
2C km
M
[kp0]+ 2
 
jT~b0
fjp0

(x) C
 
M F(x)+ H 2(x)

:
>From here the proofproceed asin the case above,noticing thatthe length of~b0 is
k  m  k  1 and so theinduction hypothesisapplies.
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6.3.ProofofT heorem 4.9. Assum ethatthecasep0 = 1 isproved.Then weshow
thatthegeneralcasefollowsautom atically.Setep= p=p0,eq0 = q0=p0 and considerthe
new fam ily eF consisting ofthepairs(ef;eg)= (fp0;gq0).Observe that1 ep  eq0 and
thatep< 1 ifeq0 = 1 (thatis,q0 = 1 ).Besides,(4.1)givesthatforall(ef;eg)2 eF
Z
R
n
ef
ep
w  C
Z
R
n
eg
ep
w; forallw 2 A ep \ RH (eq0=ep)0
provided thelefthand sideisnite.Therefore,thesam eholdsforall1< eq< eq0 and
(4.2)followswith q= eqp0.
Assum e now thatp0 = 1. Observe thatthe case q0 = 1 isnothing butRubio de
Francia’sextrapolation theorem . So we also im pose q0 < 1 . The proofof(4.2)is
doneon distinguishing thetwo casesq< p and q> p.W eusethefollowing notation
(q)=

q0
q
 0
(q  1)+ 1:
Note that (vii) in Proposition 2.1 says that ifq0=q > 1 then w 2 A q \ RH (
q0
q )
0 if
and only ifw(
q0
q )
0
2 A (q).W e need the following auxiliary resultbased on Rubio de
Francia’salgorithm .
Lem m a 6.3.Let1< q< q0 and w such thatw 2 A q \ RH (
q0
q )
0.
(a) If1 p< q and 0 h 2 L(q=p)
0
(w),then there existsH 2 L(q=p)
0
(w)such that
(a:1) 0 h  H .
(a:2) kH k
L(q=p)
0
(w )
 2(q)
0=(q=p)0khk
L(q=p)
0
(w )
.
(a:3) H w 2 A p \ RH (
q0
p )
0 with constantsindependentofh.
(b) Ifq< p q0 and 0 h 2 L
q(w),then there existsH 2 Lq(w)such that
(b:1) 0 h  H .
(b:2) kH kLq(w )  2
(q)=qkhkLq(w ).
(b:3) H   p=(p=q)
0
w 2 A p \ RH (
q0
p )
0 with constantsindependentofh.
Adm itthisresultforthem om entand continuetheproof.
Case 1  p < q: Let (f;g) 2 F be such that f;g 2 Lq(w). Fix w such that
w (q0=q)
0
2 A (q).Then,
kfk
p
Lq(w )
= kfpkLq=p(w ) = sup
Z
R
n
f
p
hw
where the suprem um istaken overall0  h 2 L(q=p)
0
(w)with khk
L(q=p)
0
(w ) = 1.Take
such a function h and let H be the corresponding function given by (a) in Lem m a
6.3.Then by (a:1),(4.1)and (a:3),wehave
Z
R
n
f
p
hw 
Z
R
n
f
p
H w  C
Z
R
n
g
p
H w
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provided the m iddle term isnite. Thisisindeed the case asby Holder’sinequality
with q=p> 1 and by (a:2)
Z
R
n
f
p
H w  kfk
p
Lq(w )
kH k
L(q=p)
0
(w )  2
(q)0=(q=p)0kfk
p
Lq(w )
< 1 :
Notethatthesam ecan bedonewith g and so
Z
R
n
g
p
H w  2(q)
0=(q=p)0kgk
p
Lq(w )
:
Thisreadily leadsto thedesired estim ate.
Case q< p  q0: Let(f;g)2 F benon-trivialfunctionssuch thatf;g 2 L
q(w).Fix
w such thatw 2 A q \ RH (
q0
q )
0.W edene
h =
f
kfkLq(w )
+
g
kgkLq(w )
:
Notethath 2 Lq(w)and khkLq(w )  2.LetH bethenon-negativefunction given by
Lem m a 6.3 part(b).Then,using Holder’sinequality with p=q> 1 wehave
kfkLq(w ) =
 Z
R
n
f
q
H
  q=(p=q)0
H
q=(p=q)0
w
1=q

 Z
R
n
f
p
H
  p=(p=q)0
w
1=p
Z
R
n
H
q
w
 1
q (p=q)0
 C
 Z
R
n
f
p
H
  p=(p=q)0
w
1=p
; (6.5)
since(b:2)im plies
kH kLq(w )  2
(q)=qkhkLq(w )  2
1+ (q)=q
:
Next,by (b:1)wehavef=kfkLq(w )  h  H .Hence,using (b:2)weconcludethat
 Z
R
n
f
p
H
  p=(p=q)0
w
1=p
 kfkLq(w )
 Z
R
n
H
p  p=(p=q)0
w
1=p
= kfkLq(w )kH k
q=p
Lq(w )
 2(q=p)(1+ (q)=q)kfkLq(w ) < 1 :
Thisand (b:3)allow usto em ploy (4.1).Hence,(6.5)yields
kfkLq(w )  C
 Z
R
n
g
p
H
  p=(p=q)0
w
1=p
 C kgkLq(w )kH k
q=p
Lq(w )
 C kgkLq(w );
wherewehaveused thatg satisesg=kgkLq(w )  H dueto (b:1).
To com plete the proofitrem ainsto show (4.3). Asin [CM P]thisfollowsalm ost
autom atically from (4.2)by changing thefam ily F .Indeed,x p0 < r< q0 and given
f(fj;gj)gj  F wedene
Fr =
X
j
f
r
j
1=r
; G r =
X
j
g
r
j
1=r
:
W e consider a new fam ily F r consisting ofallthe pairs (Fr;G r). Observe that if
(Fr;G r)2 F r,using (4.2)with q= r,wehave
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kFrk
r
Lr(w ) =
X
j
Z
R
n
f
r
j w  C
X
j
Z
R
n
g
r
j w = C kG rk
r
Lr(w );
forallw 2 A r=p0 \ RH (q0=r)0.Thism eansthatthefam ily F r satises(4.1)with p= r.
Thus,aswe have justobtained,itsatises(4.2)forallp0 < q < q0 which turnsout
to be(4.3). 
ProofofLem m a 6.3.W erstobserve that
w
(q0=q)
0
2 A (q) ( ) w
1  q0 = w (q0=q)
0(1  (q)0) 2 A (q)0:
Given any weight0< u < 1 a.e.wedenetheoperator
Suf =
M (fu)
u
:
Thisoperatorwillbe used to perform dierent versions ofRubio de Francia’salgo-
rithm . W e start with (a): let 1  p < q and h 2 L(q=p)
0
(w). W e set u = w q
0=(q)0.
Then,asw 1  q
0
2 A (q)0 wehave
kSufk
(q)0
L(q)
0
(w )
=
Z
R
n
M (fu)(q)
0
u
  (q)0
w =
Z
R
n
M (fu)(q)
0
w
1  q0
 C
Z
R
n
jfuj(q)
0
w
1  q0 = C kfk
(q)0
L(q)
0
(w )
:
Letuswrite kSuk forthenorm ofSu asa bounded operatoron L
(q)0(w).W edene
thefollowing version ofRubio deFrancia’salgorithm :for0 f 2 L(q)
0
(w)
R f =
1X
k= 0
Skuf
2k kSuk
k
;
whereSku isthek-iteration oftheoperatorSu fork  1and S
0
u istheidentity operator.
Given 0 h 2 L(q=p)
0
(w)wedene
H = R
 
h
(q=p)0=(q)0
(q)0=(q=p)0
:
Notethat
0 f  R f; kR fk
L(q)
0
(w )
 2kfk
L(q)
0
(w )
;
and so H satises(a:1)and (a:2).Notethatwealso have
Su(R f) 2kSukR f ( ) M (uR f) C uR f ( ) uR f 2 A 1
and therefore H (q=p)
0=(q)0u 2 A 1 with constantindependent ofh. Then forallcube
Q  R n (theaveragesarewith respectto Lebesguem easure)
 
Z
Q
H
(q=p)0=(q)0
u  C H (q=p)
0=(q)0(x)u(x); a.e.x 2 Q: (6.6)
W eshow (a:3),thatis,(H w)(q0=p)
0
2 A (p).Ifp= 1 then (6.6)turnsoutto be
 
Z
Q
 
H w
q0
0  C
 
H (x)w(x)
q0
0; a.e.x 2 Q;
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thatis,(H w)q
0
0 2 A (1) = A 1 asdesired.Ifp> 1,using (6.6)wehave
I =  
Z
Q
(H w)(q0=p)
0(1  (p)0) =  
Z
Q
(H w)1  p
0
.

 
Z
Q
H
(q=p)0=(q)0
u
  (p
0
  1)(q)
0
(q=p)0

 
Z
Q
u
(p
0
  1)(q)
0
(q=p)0 w
1  p0

=

 
Z
Q
H
q0 (q  1)
(q0  1)(q  p) u
  (q0  1)(q  p)
q0 (q  1)(p  1)

 
Z
Q
w
1  q0

= I1  I2:
Since1< p< q< q0 wehavethat
s=
q0(q  1)
(q0   1)(q  p)
1
(q0=p)
0
=
(q  1)(q0   p)
(q0   1)(q  p)
> 1; s0=
(q  1)(q0   p)
(p  1)(q0   q)
:
Then by Holder’sinequality weobtain
II =  
Z
Q
 
H w
(q0=p)0


 
Z
Q
H
(q0=p)
0s
u
1=s
 
Z
Q
w
(q0=p)
0s0
u
1  s0
1=s0
=

 
Z
Q
H
q0 (q  1)
(q0  1)(q  p) u
1=s
 
Z
Q
w
(q0=q)
0
1=s0
= II1  II2:
W egatherI1 and II1:
I
(p)  1
1  II1 =

 
Z
Q
H
q0 (q  1)
(q0  1)(q  p) u
 1
s
  ((p)  1)
(q0  1)(q  p)
q0 (q  1)(p  1)
= 1
since theouterexponentisequalto 0.On theotherhand,forI2 and II2 weobserve
that
I
(p)  1
2  II2 =

 
Z
Q
w
1  q0
(p)  1
 
Z
Q
w
(q0=q)
0
1=s0
=

 
Z
Q
w
(q0=q)
0(1  (q)0)
((p)  1)s0
 
Z
Q
w
(q0=q)
0
1=s0
=

 
Z
Q
w
(q0=q)
0
 
 
Z
Q
w
(q0=q)
0(1  (q)0)
(q)  1
1=s0
 C;
sincew (q0=q)
0
2 A (q).Asaconsequenceoftheselatterestim ateswecan concludethat
(H w)(q0=p)
0
2 A (p):

 
Z
Q
 
H w
(q0=p)0
 
 
Z
Q
(H w)(q0=p)
0(1  (p)0)
(p)  1
= I(p)  1  II
 C (I
(p)  1
1  II1)(I
(p)  1
2  II2)  C:
W enow prove(b).Leth 2 Lq(w)and u = w (1  (q0=q)
0)=(q).Sincew (q0=q)
0
2 A (q) we
have
kSufk
(q)
L(q)(w )
=
Z
R
n
M (fu)(q)u  (q)w =
Z
R
n
M (fu)(q)w (q0=q)
0
 C
Z
R
n
jfuj(q)w (q0=q)
0
= C kfk
(q)
L(q)(w )
:
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Letuswrite kSuk forthe norm ofSu asa bounded operatoron L
(q)(w). Rubio de
Francia’salgorithm to beused now isgiven by
R f =
1X
k= 0
Skuf
2k kSuk
k
;
for0 f 2 L(q)(w).Given 0 h 2 Lq(w)wedene
H = R
 
h
q=(q)
(q)=q
:
Notethat
0 f  R f; kR fkL(q)(w )  2kfkL(q)(w );
and so H satises(b:1)and (b:2).Asin theothercase
Su(R f) 2kSukR f ( ) M (uR f) C uR f ( ) uR f 2 A 1
and so H q=(q)u 2 A 1 with constantindependentofh.ThusforallcubesQ  R
n
 
Z
Q
H
q=(q)
u  C H q=(q)(x)u(x); a.e.x 2 Q: (6.7)
W e prove (b:3). W e do rst the case p = q0 and we have to see that H
  (q0  q)w 2
A q0 \ RH 1 .Notethat(6.7)can berewritten as
 
Z
Q
 
H
q0  qw
  1)q
0
0
  1  C
 
H
q0  q(x)w   1(x))q
0
0
  1
; a.e.x 2 Q:
Then,foralm ostevery x 2 Q wehave
H
  (q0  q)(x)w(x).

 
Z
Q
 
H
q0  qw
  1)q
0
0
  1
  1
q0
0
  1
  
Z
Q
H
  (q0  q)w
wherein thelastestim atewehaveused Jensen’sinequality with theconvex function
t7! t  1=(q
0
0
  1).ThisshowsthatH   (q0  q)w 2 RH 1 .On theotherhand,wealso have

 
Z
Q
H
  (q0  q)w

.

 
Z
Q
 
H
  (q0  q)w
1  q0
0
  (q0  1)
which autom atically im pliesthatH   (q0  q)w 2 A q0.Thiscom pletesthecasep= q0.
Ifp < q0,(b:3) is equivalent to
 
H   p=(p=q)
0
w
(q0=p)0
2 A (p). By (6.7)we observe
that
I =  
Z
Q
 
H
  p=(p=q)0
w
(q0=p)0
.

 
Z
Q
H
q=(q)
u
  p (q0=p)
0(q)
(p=q)0q

 
Z
Q
u
p (q0=p)
0
(q)
(p=q)0q w
(q0=p)
0

=

 
Z
Q
H
q=(q)
u
  p (q0=p)
0
(q)
(p=q)0q

 
Z
Q
w
(q0=q)
0

= I1  I2:
Since1< q< p< q0 wehavethat
s=
q(p  1)
(q)(p  q)
=
(q0   q)(p  1)
(q0   1)(p  q)
> 1; s0=
(q0   q)(p  1)
(q0   p)(q  1)
:
By Holder’sinequality weobtain
II =  
Z
Q
 
H
  p=(p=q)0
w
(q0=p)0(1  (p)0)
=  
Z
Q
 
H
  p=(p=q)0
w
1  p0
=  
Z
Q
H
p  q
p  1 w
1  p0
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

 
Z
Q
H
p  q
p  1
s
u
1=s
 
Z
Q
w
(1  p0)s0
u
1  s0
1=s0
=

 
Z
Q
H
q=(q)
u
1=s
 
Z
Q
w
1  q0
1=s0
= II1  II2:
ForI1 and II1 wehave
I1  II
(p)  1
1 =

 
Z
Q
H
q=(q)
u
  p (q0=p)
0
(q)
(p=q)0q
+
(p)  1
s
= 1
sincetheouterexponentvanishes.On theotherhand,sincew (q0=q)
0
2 A (q),
I2  II
(p)  1
2 =

 
Z
Q
w
(q0=q)
0
 
 
Z
Q
w
1  q0
 (p)  1
s0
=

 
Z
Q
w
(q0=q)
0
 
 
Z
Q
w
(q0=q)
0(1  (q)0)
(q)  1
 C:
Collecting thelasttwo estim atesweconcludethat
 
H   p=(p=q)
0
w
(q0=p)0
2 A (p):

 
Z
Q
 
H
 
p
(p=q)0w
(q0=p)0
 
 
Z
Q
 
H
 
p
(p=q)0w
(q0=p)0(1  (p)0)
(p)  1
= I II(p)  1
 C (I1  II
(p)  1
1 )(I2  II
(p)  1
2 ) C:

Part 2.C alderon-Zygm und m ethods
7.Introduction
Thissection develops a circle ofideasbased on the Calderon-Zygm und decom po-
sition. Thisdecom position wasinvented in the celebrated article [CZ]to prove that
certain singularintegralsofconvolution typeareofweak-type(1;1).Recallthatthis
decom position isnon-linearand breaksup L1 functionsinto good and bad parts.The
good partisbounded,while the bad partisa sum oflocalized and oscillating func-
tions. The oscillation isin the sense ofa vanishing m ean. This turned outto be a
very versatiletool.
The application towards singular integrals was rened in [Hor]with a m inim al
regularity condition on the kernelm atching the oscillation ofthe bad parts. Then,
this was generalized to what is now called Calderon-Zygm und operators,see,e.g,
[M ey]. W e note that a key ingredient in these argum ents is the a priori strong or
weak-type(p0;p0)oftheoperatorforsom ep0 > 1.
Kernelregularity in som e sense is needed for such argum ents. After the results
obtained in [Heb]and [DR]in a functionalcalculussetting,a generalweak-type(1,1)
criterion isform ulated in [DM c]. Itstillexploitsthe Calderon-Zygm und decom posi-
tion butdoesnotuse the oscillation ofthe bad part. The regularity isexpressed in
theintegrability propertiesofthekernelofT(Id  A r)whereA r ,r> 0,issom eap-
proxim ation to theidentity.In theclassicalcase,A r would bean ordinary m ollifying
operatorwith a sm ooth bum p function.
[BK1]develops this idea further for singular \non-integral" operators and estab-
lishesa weak-type(p;p)criterion,stillassum ing ofcoursea prioriweak-type(p0;p0)
boundedness forsom e p0 > p. Thisresultispresented in [Au1]with a sim pler and
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strongerstatem ent. Thisistypically an unweighted resultbutasitworksin spaces
ofhom ogeneoustype,itapplieswith underlying doubling m easurew(x)dx,w 2 A 1 .
In a sense,we have not m uch to add to this story. However we present it once
again asitsargum entisneeded forfurtherdevelopm ent(Section 8.1).First,a slight
strengthening ofthe hypothesesyieldsforfree boundednessresultsforcom m utators
ofthe operator with bounded m ean oscillation functions (Section 8.2). Second,we
observethatsim ilarunweighted estim atesplusan a prioriweighted weak-type(p0;p0)
estim ateofT im pliesweighted weak-type(p;p)estim ateforarangeofp’swith p< p0
depending on theclassofweights(Section 8.3).
W e also presentin Section 9 a resultofindependentinterestbutneeded in [AM 3]
concerning a Calderon-Zygm und decom position for a function in R n with gradient
controlled in som e Lp(w) space for som e p  1 and doubling weight w supporting
a Poincare inequality. Such a decom position is used is [Au2]in the Euclidean set-
ting and a sim ilardecom position appearearlierin [CM ]and [BS]forthe purpose of
realinterpolation forSobolev spaces. See also [AC]foran extension to Riem annian
m anifolds.
8.Extended C alderon-Zygmund theory
ExceptforSection 8.4,we work in R n endowed with a Boreldoubling m easure 
(and werem ind thereaderthatin applicationsd(x)= w(x)dx with w 2 A 1 ).
8.1.B lunck and K unstm ann’s theorem . W e use the following notation: ifB
is a ballwith radius r(B ) and  > 0,B denotes the concentric ballwith radius
r(B )= r(B ),Cj(B )= 2
j+ 1B n2jB when j 2,C1(B )= 4B ,and
 
Z
C j(B )
hd =
1
(2j+ 1B )
Z
C j(B )
hd: (8.1)
W esaythatthedoublingm easure hasdoublingorderD > 0if(B ) C 
D (B )
forevery ballB and every  > 0.
The following result appears in a paper by Blunck and Kunstm ann [BK1]in a
slightly m ore com plicated way with extra hypotheses. Thisversion isdue to one of
us[Au1].
T heorem 8.1.Let be a doubling Borelm easure on R n with doubling orderD and
1  p0 < q0  1 . Suppose thatT is a sublinear operator ofweak-type (q0;q0). Let
D be a subspace ofLq0()\ Lp0()stable under truncation by indicator functionsof
m easurable sets. Let fA rgr> 0 be a fam ily ofoperators acting from D into L
q0().
Assum e thatforj 2,

 
Z
C j(B )
jT(I  A r(B ))fjd

 j

 
Z
B
jfjp0 d
 1
p0
(8.2)
and forj 1

 
Z
C j(B )
jA r(B )fj
q0 d
 1
q0
 j

 
Z
B
jfjp0 d
 1
p0
; (8.3)
forallballB with r(B )itsradiusand forallf 2 D supported in B .If
P
j
j2
D j < 1
then T isofweak-type(p0;p0)and henceT isofstrong-type (p;p)forallp0 < p< q0.
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M ore precisely,there existsa constantC such thatforallf 2 D ,
kTfkLp()  C kfkLp():
8.2.C om m utators w ith B M O functions: part II. A slightly strengthening of
thehypothesesaboveyieldsan analogresultforthecom m utatorswith bounded m ean
oscillation functions. In thiscase,since the underlying m easure is,we work with
functionsb2 BM O()(thedenition isastheclassicalonereplacing dx by ).As
isa doubling m easure,John-Nirenberg’sinequality holdsin BM O().The denition
ofthecom m utatoristhesam easin Section 3.5 butin thiscaseweassum ethatT is
ofweak-type (q0;q0)in placeofbeing bounded on L
p0.Thisstillguaranteesthatthe
com m utatoriswelldened.
T heorem 8.2. Let  be a doubling Borelm easure on R n with doubling order D ,
1  p0 < q0  1 ,b 2 BM O() and k 2 N,k  1. Suppose thatT is a sublinear
operatorand thatT and Tmb form = 1;:::;k areofweak-type(q0;q0).LetfA rgr> 0 be
a fam ilyofoperatorsactingfrom L1c ()into L
q0().Assum ethatforany ballB with
r(B )itsradiusand forallf 2 L1c supported in B ,(8.3)holds,and (8.2)isreplaced
by the strongerassum ption

 
Z
C j(B )
jT(I  A r(B ))fj
r
d
 1
r
 j

 
Z
B
jfjp0 d
 1
p0
(8.4)
for som e r > 1 and allj  2. If
P
j
j2
D jjk < 1 then for allp0 < p < q0,there
existsa constantC (independentofb)such thatforallf 2 L1c (),
kTkbfkLp()  C kbk
k
BM O ()kfkLp():
R em ark 8.3. Under the assum ptions above,we have
P
j
j 2
D j < 1 and conse-
quently,Theorem 8.1 im pliesthatT = T0b isofweak-type(p0;p0)and hencebounded
on Lp()forallp0 < p< q0.
R em ark 8.4.In applicationswewillusethisresultwith underlyingm easured(x)=
w(x)dx with w 2 A 1 and so the weight ishidden in the m easure. Letus m ention
thatifw 2 A 1 ,and so dw isa doubling m easure,then the reverse Holderproperty
yieldsthatBM O(w)= BM O with equivalentnorm s.
R em ark 8.5.Our argum ent requires that the com m utators are already weak-type
(q0;q0),which could m akethisresultuseless.However,thishypothesiscanbeobtained
from Theorem 3.15,see[AM 3]forexam plesofthis.
R em ark 8.6. As in Rem ark 3.17, we can also consider m ultilinear com m utators
associated with a vectorofsym bols~b= (b1;:::;bk)with entriesin BM O(). In this
case,wecan form ulatean analogofTheorem 8.2proving thatT~b isbounded on L
p()
(seeRem ark 10.2 below).Theprecisestatem entisleftto thereader.
8.3.W eighted estim ates. W e present the following weighted version ofTheorem
8.1 which isused in [AM 4].
T heorem 8.7. Let  be a doubling Borelm easure on R n, w 2 A 1 with doubling
orderD w.LetD 1  D 2 besubspacesofL
q0(w)and supposethatthey arestableunder
truncation by indicator functions ofm easurable sets. LetT be a sublinear operator
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dened on D 2. LetfA rgr> 0 be a fam ily ofoperators acting from D 1 into D 2. Let
1 p0 < q0  1 .Assum e the following conditions
(a) There existsq2 W w(p0;q0)such thatT isbounded from L
q(w)to Lq;1 (w).
(b) For allj  1,there existconstants j such thatfor any ballB with r(B ) its
radiusand forany f 2 D 1 supported in B ,

 
Z
C j(B )
jA r(B )fj
q0 d
 1
q0
 j

 
Z
B
jfjp0 d
 1
p0
: (8.5)
(c) Thereexists > (sw)
0,i.e.w 2 RH 0,with thefollowingproperty:forallj 2,
there existconstants j such thatfor any ballB with r(B ) its radius and for
any f 2 D 1 supported in B and forj 2,

 
Z
C j(B )
jT(I  A r(B ))fj

d
1=
 j

 
Z
B
jfjp0 d
 1
p0
: (8.6)
(d)
P
j
j2
D w j < 1 forj in (b)and (c).
Then T is ofstrong-type (p;p) with respectto w for allp 2 W w(p0;q0) with p < q.
M ore precisely,forsuch a p,there existsa constantC such thatforallf 2 D 1,
kTfkLp(w )  C kfkLp(w ):
Proof.Fix a ballB ,f supported in B and letg = jT(I  A r(B ))fjand h = jA r(B )fj.
Letp2 W w(p0;q0)with p< q.Sincew 2 RH (q0=q)0 and w 2 A p=p0,(8.5)yields

 
Z
C j(B )
h
q
dw
 1
q
.

 
Z
C j(B )
h
q0 d
 1
q0
 j

 
Z
B
jfjp0 d
 1
p0
. j

 
Z
B
jfjpdw
 1
p
:
Then asw 2 RH 0 and w 2 A p=p0,(8.6)im plies
 
Z
C j(B )
gdw .

 
Z
C j(B )
g

d
1=
 j

 
Z
B
jfjp0 d
 1
p0
. j

 
Z
B
jfjpdw
 1
p
:
Thusweareback tothehypothesisofTheorem 8.1forthedoublingm easurew d and
with exponentsp< q.Thisim pliesthatT hasweak-type(p;p)with respectto w d.
Asp isarbitrary in an open interval,thisim pliesalso strong-type by M arcinkiewicz
interpolation theorem . 
R em ark 8.8.Notethat(8.5)and (8.6)areunweighted assum ptions.Sinceweassum e
weighted weak-type(q;q)forT,thisseem suselessin applications.In fact,itisagood
com panion ofTheorem 3.7. See the application to Riesz transform son m anifoldsin
[AM 4].
R em ark 8.9.An exam ination oftheargum entshowsthatifin addition w 2 A 1 then
weighted weak-type holdsatp= p0.
R em ark 8.10.A sim pleand specialcaseisthefollowing.If(b),(c)and (d)hold for
p0 = 1 and q0 = 1 ,then itsuces that(a)holdsforsom e q with q > r w and the
conclusion holdsforallp2 (rw;q).
R em ark 8.11.W ecan obtain a version ofTheorem 8.7 forcom m utatorswith BM O
functions: let k  1,b 2 BM O and w 2 A 1 . In (a) we further assum e that T
m
b ,
for m = 1;:::;k,are bounded from Lq(w) to Lq;1 (w); the series in (d) becom es
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P
j
j2
D w jjk < 1 ;(b),(c) rem ain the sam e. In such a case,we show that Tkb is
bounded on Lp(w)forp< q,p2 W w(p0;q0).
The proofisalm ostidenticaland we only give the m ain ideas. The com putations
forh do notchange. To estim ate g,in the left-hand side,we need to startwith an
Lr(w)-norm in placeoftheL1(w)-norm .W epick r> 1 so that(sw)
0< =r<  (note
that(sw)
0< ).Thisguaranteesthatw 2 RH (=r)0 and from theL
r(w)-norm wepass
to theL()-norm ,afterthisthedesired estim atefollowsin thesam em anner.Thus,
we can apply Theorem 8.2 to obtain thatTkb isbounded on L
~p(w)forallp < ~p < q.
Asp isarbitrary in an open interval,weconcludethatTkb isbounded on L
p(w)forall
p< q such thatp2 W w(p0;q0).
8.4.Extension to spaces of hom ogeneous type. The preceding results in this
parthavebeen obtained in R n equipped with adoubling m easure.In [AM 3]wewill
usethem with  being eithertheLebesguem easureord(x)= w(x)dx with w 2 A 1
and in [AM 4],R n willbereplaced by a m anifold ora Liegroup.Itisnotdicultto
see thatallthe proofscan be adapted to the case ofgeneralspacesofhom ogeneous
type (X ;d;)(see [CW ],[Chr],[Ste]). Precise statem entsand detailsare leftto the
reader.
Let us just m ake a point about the denition (8.1). It would have looked m ore
naturalto usethe\true" m ean ofh overCj(B )wherewedivideby (Cj(B ))in place
of(2j+ 1B ).Ourchoice isjustied partly by thefactthatwe do notknow whether
2B n B and 2B have com parable m ass for allballs,and partly since (fortunately)
(2j+ 1B ) is the quantity that appears in com putations. Let us note a fairly weak
sucientcondition on X insuring thiscom parability (which issurely known butwe
could notnd an explicitstatem entin theliterature)
Lem m a 8.12. Assum e thatthere exists " 2 (0;1) such thatfor any ballB  X ,
(2  ")B nB 6= . Then,(2B nB )  (2B ) for any ballB ,where the im plicit
constantsare independentofB .
Itwould be nice to be able to take " = 0 in the above statem ent. The argum ent
below showsthat(2B nB ) C(2B )butwith C dependingon B .Soourstatem ent
isthenextbestthing.
W e prove the lem m a. It suces to show that (2B )   (B ) for som e  > 1.
Choose 1 < c< 3
3  "
.LetB be a ball,xB itscenterand r itsradius. By hypothesis,
there exists x 2 B (xB ;(2   ")cr)n B (xB ;cr). Set B
0 = B (x;(c  1)r) and note
thatB 0  2B nB . Thus (2B )  (B )+ (B 0). Now B  B 0 with  =
(3  ")c
c  1
,
hence (B ) (B 0) CD (B 0)where D isthe doubling orderof. Therefore,
(2B ) (1+ (CD )  1)(B )asdesired.
Rem arkthatifwehad assum ed thatallannuliarenon-em pty then wewould obtain
forall > 1,(B ) c 
d(B )forsom ec  1 and d > 0 depending on .Letus
nally observe thatTheorem s 8.1,8.2 and 8.7 hold with a-adicannuliforsom exed
a > 1 instead ofdyadic ones. The needed changesin the statem entsand proofsare
leftto thereader.
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9.O n a special C alderon-Zygmund decomposition
Thestandard Calderon-Zygm und decom position offunctionsallowsoneto decom -
poseafunction intoasum ofagoodbounded function and bad butlocalized functions.
Thisdecom position dependson the levelsetsofthe m axim alfunction off. Thisis
used to proveboundednessresultssuch asTheorem 8.1.
Ifone wantsto prove estim ateslike kTfkp .
P
n
j= 1
k@jfkp then one observesthat
thelevelsetsundercontrolarethoseofthem axim alfunction ofeach partial@jf.But
unlessonecan explicitly expressTf in term softhefunctions@jf,thedecom position
applied to each @jf doesnotallow to splitf asbefore.
Theidea ofthefollowing lem m a,which isapplied in [AM 3],isto splitf according
to som einform ation on itsgradient.Thiswasdonein [Au1]forLebesguem easurein
R
n.W eextend itto a classofdoubling m easures.
Proposition 9.1. Letn  1 and 1  p < 1 . Letw 2 L1loc(R
n),w > 0 a.e.,be
such thatd = w dx is a Boreldoubling m easure (here we do notneed thatw is a
M uckenhouptweight).Assum ethatthem easure supportsan Lp Poincareinequality,
thatis,

 
Z
B
jf   m B fj
p
d
 1
p
 C r(B )

 
Z
B
jr fjpd
 1
p
(9.1)
foralllocally Lipschitzfunctionsf and allballsB with radiusr(B ).Herem B f isthe
averageoff with respectto  on B .Assum ethatf 2 S issuch thatkr fkLp() < 1 :
y
Let > 0.Then,one can nd a collection ofballsfB igi,sm ooth functionsfbigi and
a function g 2 L1loc(R
n;)such that
f = g+
X
i
bi (9.2)
and the following propertieshold:
jr g(x)j C; for-a.e.x z (9.3)
suppbi B i and
Z
B i
jr bij
p
d  Cp(B i); (9.4)
X
i
(B i) C
  p
Z
R
n
jr fjpd; (9.5)
X
i

B i
 N ; (9.6)
where C and N depends only on dim ension,the doubling constantof and p. As-
sum ing furtherm ore that supportsan Lp   Lq Poincare inequality with p q< 1 ,
thatis,

 
Z
B
jf   m B fj
q
d
 1
q
 C r(B )

 
Z
B
jr fjpd
 1
p
(9.7)
yW e avoid hereregularity issuesby taking a sm ooth f.
zThegradientofgexists-alm osteverywhere,thatisalm osteverywherefortheLebesguem easure.
In fact,a sim ilarargum entshowsthatg isalm osteverywhereequalto a Lipschitzfunction ~g.Hence,
r g coincide alm osteverywherewith thedistributionalgradientof~g.
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forallf locally Lipschitzand allballB .Then

 
Z
B i
jbij
q
d
 1
q
. r(B i): (9.8)
SinceA p weightssupportan L
p   Lq Poincareinequality forsom eq> p,thelatter
resultappliesto any w 2 A 1 and p> rw.
10.Proofs of the main results
W eproveTheorem 8.1,Theorem 8.2,and Proposition 9.1.
10.1.Proof of T heorem 8.1. W e follow closely the proofin [Au1](we include it
sinceitwillbeneeded forthenextsection).By M arcinkiewiczinterpolation theorem ,
it suces to show thatT is ofweak-type (p 0;p0). Let f 2 D (so f 2 L
p0()) and
 > 0.BytheCalderon-Zygm und decom position (see[CW ]or[Ste])forjfjp0 atheight
p0 itfollowsthatthere exista collection ofballsfB igi and functionsg,fhigi such
thatf = g+
P
i
hi and thefollowing propertieshold:
kgkL1 ()  C ; (10.1)
supphi B i;

 
Z
B i
jhij
p0 d
 1
p0
 C ; (10.2)
X
i
(B i) C 
  p0
Z
R
n
jfjp0 d; (10.3)
X
i

B i
 N ; (10.4)
whereC and N dependson ,n and p0.W ewriteri= r(B i)and controlTf by
jTfj jTgj+


T
X
i
A rihi


+
X
i
jT(I  A ri)hij= F1 + F2 + F3:
W eestim atefFi> =3g.ForF1,sinceT isofweak-type(q0;q0)and (10.1)
fF1 > =3g.
1
q0
Z
R
n
jgjq0 d .
1
p0
Z
R
n
jgjp0 d .
1
p0
Z
R
n
jfjp0 d; (10.5)
wherewehaveused that(10.4),(10.2),(10.3)yield
Z
R
n



X
i
hi



p0
d .
X
i
Z
B i
jhij
p0 d . 
p0
X
i
(B i).
Z
R
n
jfjp0 d:
ForF2,werstusethatT isofweak-type(q0;q0),
fF2 > =3g.
1
q0
Z
R
n



X
i
A rihi



q0
d: (10.6)
To com pute the Lq0-norm we dualize against0  u 2 Lq
0
0()with kuk
L
q0
0()
= 1.W e
use(8.3),(10.2),(10.4)
Z
R
n



X
i
A rihi


ud .
X
i
1X
j= 1
2jD (B i)

 
Z
C j(B i)
jA rihij
q0 d
 1
q0

 
Z
2j+ 1 B i
u
q0
0 d
 1
q0
0
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.
X
i
1X
j= 1
2jD (B i)j

 
Z
B i
jhij
p0 d
 1
p0
essinf
y2B i
M 
 
u
q0
0
 1
q0
0 (y)
. 
Z
R
n
X
i

B i
M 
 
u
q0
0
 1
q0
0 d . 
Z
[iB i
M 
 
u
q0
0
 1
q0
0 d
. ([iB i)
1
q0

u
q0
0


1
q0
0
L1()
= ([iB i)
1
q0 ; (10.7)
where we have used Kolm ogorov’s lem m a and the weak-type (1;1) for the Hardy-
Littlewood m axim alfunction M  (thisidea isborrowed from [HM ]). Next,we take
thesuprem um on u and plug theobtained estim ateinto (10.6):
fF2 > =3g. ([iB i).
1
p0
Z
Rn
jfjp0 d; (10.8)
wherewehaveused (10.3).Next,weconsiderF3.By (8.2),(10.2)and (10.3)

 
(R n n[i4B i)\ fF3 > =3g


3

X
i
Z
R
n n4B i
jT(I  A ri)hijd
.
1

X
i
1X
j= 2
2jD (B i)

 
Z
C j(B i)
jT(I  A ri)hijd

.
1

X
i
1X
j= 2
2jD (B i)j

 
Z
B i
jhij
p0 d
 1
p0
.
1
p0
Z
Rn
jfjp0 d: (10.9)
Gathering (10.5),(10.8),(10.9),and using (10.3)weconcludethat
fx 2 R n :jTf(x)j> g .
1
p0
Z
Rn
jfjp0 d:
10.2.ProofofT heorem 8.2. The basic ingredientisthe following consequence of
John-Nirenberg’sinequality:forany ballB ,0< s< 1 and j 0,

 
Z
2j B
jb  bB j
s
d
 1
s
. (1+ j)kbkBM O (): (10.10)
Lem m a 10.1.Assum e (8.3) and (8.4) ofTheorem 8.2. Letp0 < p < q < q0. Let
b 2 L1 () with kbkBM O () = 1:Then for allballB with radius r,allfunctions f
supported in B and m 2 N,m  1,

 
Z
B
j(b  b4B )
m
fjp0 d
 1
p0
.

 
Z
B
jfjpd
 1
p
; (10.11)
forj 1,

 
Z
C j(B )
j(b  b4B )
m A rfj
q
d
 1
q
. j
m
j

 
Z
B
jfjp0 d
 1
p0
(10.12)
and forj 2,
 
Z
C j(B )
j(b  b4B )
m
T(I  A r)fjd . j
m
j

 
Z
B
jfjp0 d
 1
p0
; (10.13)
where the constantsinvolved are independentofband f.
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Theproofof(10.11)isa directapplication ofHolderinequality and (10.10).Next,
usingthatq< q0,(10.12)followsfrom Holderinequality,(8.3)and(10.10).Eventually,
(10.13)isa consequence ofHolderinequality,(8.4)asr> 1 and (10.10).
W e begin the proofofTheorem 8.2. As before it is enough to consider the case
b2 L1 ()obtaining the desired estim ateswith a constantindependentofb. Letus
observethathereweassum ethatT isofweak-type(q0;q0)in placeofbeing bounded
on Lq0. This changes slightly Lem m a 6.1. Nam ely,in (a) one obtains that Tkbf 2
Lq0;1 ().Theproofof(b)changesin thefollowing way:oneshowsthatT
 
(bN )
m f 
bm f

 ! 0 in Lq0;1 ()which also im pliesthe convergence alm osteverywhere fora
subsequence.From heretheproofcan becarried outin thesam em anner.
W hen b 2 L1 (),allthe form alcom putations below m ake sense. Notice that
by hom ogeneity,it suces to consider the case kbk BM O () = 1. By M arcinkiewicz
interpolation theorem ,itsuces to show thatT kb isofweak-type (p;p)forallp0 <
p < q0 because T
k
b issublinear. W e proceed by induction and assum e thatwe have
proved thatTmb isofweak-type (p;p)forallp0 < p < q0 and m = 0;:::;k   1,the
casem = 0 being covered by Theorem 8.1.
Fix p so thatp0 < p < q0 and letq with p < q < q0. Letf 2 L
1
c (so f 2 L
p())
and  > 0. By the Calderon-Zygm und decom position (see [CW ]or[Ste])forjfjp at
heightp itfollowsthatthereexistacollection ofballsfB igi,acollection offunctions
fhigi and a function g such thatf = g+
P
i
hi and (10.1),(10.2),(10.3)(10.4)hold
with p in placeofp0.W ewish to estim atefjT
k
bfj> g:First,wehave
jTkbfj jT
k
bgj+


T
k
b
X
i
hi


:
By theweak-type(q0;q0)ofT
k
b,
fjT kbgj> =2g.
1
q0
Z
R
n
jgjq0 d .
1
p
Z
R
n
jfjpd; (10.14)
where the last inequality follows as in (10.5). Next,set hmi;b = (b4B i   b)
m hi and
ri= r(B i).Then


T
k
b
X
i
hi

(x)



kX
m = 0
Ck;m


T
X
i
(b(x)  b4B i)
k  m A rih
m
i;b

(x)



+
kX
m = 0
Ck;m
X
i
jb(x)  b4B ij
k  m


T

(I  A ri)h
m
i;b

(x)



Them -th term in therstsum isbounded by
P
k  m
‘= 0
cm‘ Fm ;‘(x)with
Fm ;‘(x)=


T
k  m   ‘
b
X
i
(b  b4B i)
‘A rih
m
i;b

(x)


:
Fix ‘ = m = 0 and A som e large num ber depending just on k. Then the estim ate
offF0;0 > =Ag isdone asforthe term F2 in the proofofTheorem 8.1,using the
weak-type(q0;q0)ofT
k
b.Next,x‘;m with m + ‘> 0.Then,theinduction hypothesis
im pliesthatTk  m   ‘
b
isofweak-type (q;q).Hence,the estim ate offFm ;‘ > =Ag is
done asforthe term F2 in the proofofTheorem 8.1,by replacing q0 by q and using
(10.12)with f = hmi;b and then (10.11)with f = hi.
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Itrem ainsto estim atefG m ;‘ > =Ag with
G m ;‘(x)=
X
i
jb(x)  b4B ij
k  m


T

(I  A ri)h
m
i;b

(x)


:
W eproceed asfortheterm F3 in theproofofTheorem 8.1,using(10.13)with f = h
m
i;b
and then (10.11)with f = hi.W eleave detailsto thereader.
R em ark 10.2.Thelatterargum entcan becarried outforthem ultilinearcom m uta-
torsintroduced above.W egivesom eoftheideasleaving theprecisecom putationsto
the reader. Asbefore,itsucesto considerthe case b m 2 L
1 with kbm kBM O () = 1
forall1  m  k. Given   f1;:::;kg,we write 
i;~b
=
Q
j2
 
bj   (bj)4B i

and
h
i;~b
= hii;~b Here,when  =  we understand that i;~b = 1 and hi;~b = hi.Thus,
com bining thepreceding ideaswith [PT,p.684]wehave
jT~bfj jT~bgj+
X
1;2;3


T~b1
X
i

i;~b2
A rihi;~b3


+
X
1;2
X
i
j
i;~b1
jjT(I  A ri)hi;2j;
where the rst sum (resp. the second sum ) runsover allpartitionsoff1;:::;kg in
three(resp.two)pairwisedisjointsets1;2;3 (resp.1;2).
Theestim atefortherstterm isobtained asin (10.14).Thesecond term istreated
asFm ;labove(noticethatthecase1 = f1;:::;kg,2 = 3 = ishandled dierently
ashappened before).Finally,the third term isestim ated asG m ;l above.Fulldetails
areleftto thereader.
10.3.ProofofProposition 9.1. Let
 = fx 2 R n :M (jr fj
p)(x)> pg whereM 
istheuncentered m axim aloperatorovercubesy ofR n with respectto.If
isem pty,
then setg = f.Otherwise,since isdoublingitfollowsthatM  isofweak-type(p;p)
and so
j
j C   p
Z
R
n
jr fjpd:
LetF be the com plem entof
. By the Lebesgue dierentiation theorem ,jr fj 
-alm osteverywhere on F.
Lem m a 10.3.One can redene f on a -nullsetofF so thatforallx 2 F,and for
allcube Q centered atx,
jf(x)  m Q fj C‘(Q) (10.15)
where ‘(Q)isthe sidelength ofQ.Furtherm ore,forallx;y 2 F,
jf(x)  f(y)j Cjx  yj: (10.16)
The constantC dependsonly on dim ension,the doubling constantof and p.
ProofofLem m a 10.3.Letx bea pointin F.Fix a cubeQ with centerx and letQ k
beco-centered cubeswith ‘(Q k)= 2
  k ‘(Q)fork  1.Then,by Poincare’sinequality
jm Q k+ 1f   m Q kfj.  
Z
Q k
jf   m Q kfjd . ‘(Q k)

 
Z
Q k
jr fjpd
 1
p
. 2  k‘(Q) (10.17)
sincex 2 Q k \ F.Thiseasily im pliesthatfm Q kfgk 1 isa Cauchy sequenceand so it
convergesask ! 1 orwhatisthesam eas‘(Q k)! 0.TheLebesguedierentiation
yW e freely changeballsto cubes.
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theorem im plies that m Q kf  ! f(x) whenever x is a Lebesgue point off,that is
-alm osteverywhere. Ifx isnota Lebesgue point,itiseasy to show thatlim m Q kf
does notdepend on Q (the originalcube). Hence,we redene f(x)asthe value of
thislim it.W ith thisnew denition,sum m ing overk  1 on (10.17)onegets(10.15).
To see (10.16),let x;y 2 F and Q x be the cube centered at x with sidelength
2jx  yjand Q y bethecubecentered aty with sidelength 4jx  yj.Itiseasy to see
thatQ x  Q y. Asin (10.17),one can see thatjm Q xf   m Q yfj Cjx   yj. Hence
by thetriangleinequality and (10.15),oneobtains(10.16)readily. 
Letuscontinue the proofofLem m a 9.1. LetfQ igi be a W hitney decom position
of
 by dyadic cubes.Hence,
 isthedisjointunion oftheQ i’s,thecubes2Q i  

have bounded overlap,and the cubes4Q i intersectF.Asusual,Q isthe cube co-
centered with Q with sidelength ‘(Q)= ‘(Q).Hence (9.5)and (9.6)aresatised
by thecubes2Q i.
Letusnow denethefunctionsbi and show (9.4).LetfXigibea partition ofunity
on 
associated tothecoveringfQ igisothatforeach i,XiisaC
1 function supported
in 2Q i with kXik1 + ‘ikr Xik1  c(n),‘i being thesidelength ofQ i.Set
bi= (f   m 2Q if)Xi:
It is clear that bi is supported in 2Q i. Since r
 
(f   m 2Q if)Xi

= Xir f + (f  
m 2Q if)r Xi,wehaveby theL
p Poincareinequality,thefactthattheaverageofjr fjp
on 4Q i iscontrolled by 
p (since4Q i m eetsF)and thedoubling property that
Z
2Q i
jr
 
(f   m 2Q if)Xi

jpd  Cp(2Q i):
Thus(9.4)isproved.
Itrem ainsto obtain (9.2)and (9.3).To do so,we introduce an auxiliary function
h =
P
i
m 2Q if r Xi,for which we claim that h  C on R
n. First,note that this
sum islocally nite in 
 and vanisheson F,hence h well-dened on R n. Note also
that
P
i
Xi is1 on 
 and 0 on F. Since itisalso locally nite we have
P
i
r Xi = 0
in 
. Fix x 2 
. LetQ j be the W hitney cube containing x and letIx be the setof
indicesisuch thatx 2 2Q i. W e know that# Ix  N . Also fori2 Ix we have that
C   1‘i  ‘j  C ‘i where the constantC dependsonly on dim ension (see [Ste]). W e
also have jm 2Q if   m 2Q jfj C ‘j (em bed 2Q i and 2Q j in som e dilate ofQ j and
apply Poincare’sinequality asin (10.17)and thedenition ofF).Hence,
jh(x)j=





X
i2Ix
(m 2Q if   m 2Q jf)r Xi(x)





 C
X
i2Ix
jm 2Q if   m 2Q jfj‘
  1
i  CN :
W eareready toprove(9.2)and (9.3).Setg = f 
P
bi.Thisfunction isdened -
alm osteverywhere,hence(9.2)trivially holds.Next,weclaim thatr g = 1F (r f)+ h
-alm osteverywhere where 1E isthe indicatorfunction ofa setE . Adm itting this,
for -a.e.x 2 F,we have that jr g(x)j= jr f(x)j M 
 
jr fjp)(x)p  ,and for
-a.e.x 2 
,jr g(x)j= jh(x)j C N .To concludetheproofof(9.3),itrem ainsto
seetheclaim .First,observethat
P
i
biconvergesin L
p
loc(R
n;).Indeed,x acom pact
setK and observethatthesidelengthsofthecubesQ im eetingK arebounded.Since
kbik
p
Lp()
 C‘
p
i
p(Q i) and
P
i
(Q i) < 1 ,we obtain convergence ofthe series in
Lp(K ;)from thebounded overlap property oftheQ i’s.Next,itfollowsfrom (9.4),
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(9.5) and (9.6) that
P
i
jr bijconverges in L
p(R n;). W e invoke [FHK,Corollary
11](thisiswhere we use that isgiven by a weight)which im plies thatr g exists
alm osteverywhere (which isthesam e as-alm osteverywhere by the assum ption on
theweight)and isgiven by r f  
P
i
r bi.Butas
P
i
r Xi(x)= 0 forx 2 
,wehave
r f = 1F (r f)+ 1
(r f)= 1F (r f)+ h +
X
i
r bi -a.e.;
and theclaim follows.
Itrem ainstoprove(9.8)assum ingan Lp  Lq Poincareinequality.By thedenition
ofbi and sim ilarcom putation asabove,

 
Z
Q i
jbij
q
d
 1
q
. ‘i

 
Z
2Q i
jr fjpd
 1
p
. ‘i:
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