Abstract
Introduction
The advances in information technology, the growing complexity of work, the increasing dependence on the Intemet, and the intensifying competition have pushed the demands for new tools or systems. The major purpose is to use such tools or systems to remove the burdens of humans from those tedious and repeating tasks so that humans can focus on higher value-added tasks. One of such applications is the software agents or if they have additional capabilities, such as, learning and research is to develop software systems which "engage"
and "help" all types of end users [I 13.
Broadly defined, an "agent" is a program that can operate autonomously and accomplish unique tasks without direct human supervision (similar to human counterparts such as real estate agents, travel agents, etc.). Such agents might act as "spiders" on the Intemet and look for relevant information [23, schedule meetings on behalf of executives based on their constraints or the patterns the agent learned previously, or filter news group articles based on the "induced" (or learned) users' profiles [SI.
Agents receive assignments and instructions from the owners, then based on the models or knowledge, accomplish the assignments. Some agent researchers attempt to address the question: "How should agents interact with each other to form digital teamwork on Intemet?" Other researchers are more concemed about designing agents which are "robust", "intelligent", and "human-like" [ 1 I].
However, to understand the limitations of software agents is also an important research. There are many issues and limitations have been discussed in early literature. For example, software agents have limited learning ability and they do not have emotion 191.
However, to see how such limitations affect the performance of agents in a controlled environment is even more important. For example, emotion is not an important issue if an agent is designed for searching home pages. However, if such software agent is designed to negotiate contract or teach children to learn a particular subject, emotion can be important. Sad, happy, curious and angry are the most direct responses to students' performance. Therefore, an understanding of such limitation and the nature of the target problem is extremely important to the development of a successful s o h a r e agent.
In order to explore such dependence and the limitations of software agents, we developed an artificial market with networked computers to simulate the environment of Internet. This artificial market allows players, such as, human agents or software agents, to compete as sellers. The payoff to each player, either a software agent or a human, depends on the quality of decision and the ability to predict the behavior of the market and the competitors.
Importance research issues of software agents research will be discussed in Section 2. Definition and discussion about dynamic market will be discussed in section 3. Section 4 will be used to discuss the artificial market and experiment procedure. Data analysis will be provided in section 5. This paper is concluded with a discussion about the future research.
Are Intelligent Agents Intelligent? Some Issues to Agents Research
The agent research faces the same problems that artificial intelligence faced over the past. Especially when people started to call such systems intelligent agents. There are many definitions to the artificial ~ 243 intelligence, here is a famous one: it is the study of ideas that enable computers to be "intelligent" [13] . Another way of defining artificial intelligence is that it is a subfield of computer science which aims to construct agents that exhibit aspects of intelligent behavior 1141.
But, what is "intelligence"? Is it the ability to learn and to reason? Is it an ability to apply the knowledge it learned? It is an ability to do something that needs some judgment and evaluation? It is no doubt that these are all parts of what human beings think what intelligence supposed to be.
To create an "agent" that able to take over tasks from humans, which must be more powerful than an expert system or a decision support system, is the goal to artificial intelligence research. However the research in agent was never became an important research area until the late 1980's 161. Since then, this area grew very fast and attracted many researchers. Agents or intelligent agents are now widely studied not only by computer scientists, but also by people who are in the related areas, such as, Internet and robotics. Both industry and academia are now taking agent research very seriously,
However, there is a major concern to the agent research. Agent can be an oversold topic just like artificial neural network did in the 1960's. Main streams artificial intelligence research, which include expert systems and neural networks, has not been very successful and hope that use a new name could help them find a way to escape [5] . Similarly, many researchers who were not in this domain, just thought that agent is a hot topic and anything that labeled "agent" sells. However, most of applications that labeled "agent" were nothing more than an expert system or a "C" program. What was the basis that they claimed that the system they created are "intelligent agents"?
A weak notion of agency: perhaps the most general way in which the term "agent" is used to denote a hardware or software-based computer system that possess the following properties 1141:
1. Autonomy: agents should operate without the direct intervention of humans or others, and have some kind of control over their actions and states. 2. Social ability: agents interact with other agents (and possibly humans) via some kind of agentcommunication language. 3. Reactivity: agents perceive the changes in the environment and respond in a timely fashion to the changes. 4. Pro-activeness: agents do not simply act in response to their environment, they are able to exhibit goaldirected behavior by taking the initiative.
A stronger notion of agency: For some researchers "agent" should have a stronger and more specific meaning than the above four properties. These researchers generally imply that an agent to be a system that, in addition to the properties identified above, should have more properties which only possessed by human. In our first set of experiment, we will show that all the above properties can be found in the decisions of human subjects. However, the last property was difficult to find in the decisions of the software agents.
A Dynamic Market
There is no market in the world is a static one. There are new players join or leave the market every year. Some players are aggressive and some are not. Some changed marketing strategy every quarter and some never changed. In such market, forecast demand of the market, understand the behavior of the opponents, predict their movements, and make an appropriate decision are very difficult and complicated, however, important [ In order to see the interactions and the competition among the players, we chose an oligopoly model to control the behavior of the market. One important aspect of an oligopoly is the interactions among the producers are so significant that they cannot be ignored [lo] . Also the supply-demand curve determines the relationship between productivity and price. If one player becomes very greedy, the others may suffer from having a low transaction price. How to punish or discourage such behavior is part of the strategies and rules that players need to develop.
As we see in the real world, some companies sacrificed the short-term profits for greater market share, for example, the Japanese automobile industry, the VLSI chip manufacturers in the U.S., etc., and some played psychological games with their competitors, for example, the competition between Windows NT and OS2. Such competitions are complicated and their strategies are difficult to be explained with rules or theories. However, through experiments, we could observe the development and use of tactics or strategies as used in the real world even in such a simple market.
The control rules of our dynamic market are very simple. The production cost is a linear function of production level. -There is no time lag between producing and selling the products. No inventory or backlog is allowed. The profit at each trading period of each player can be sim cost, players make pr
Experiment Design
We designed and i which is an elec IBM Compatible to a RS-6000 serve market can access to these PCs run Microso to use Netscape or Mos or telnet to a remote developed with C lang were told to remain silent and absolutely no communication was allowed throughout the entire experiment. Each of the first set of experiments has fifty trading periods, and the length of the experiment was not revealed to the subjects. Students were also told that $ey will be interviewed and have to answer a questionnaire at the end of the experiment.
Subjects were given an up-front capital payment. If the accumulated capital of any subject becomes negative, the subject is bankrupt and asked to leave the experiment. The first three periods were practice periods, and no monetary rewards given to the subjects. The experiment subjects sit in separate carrels. Each subject is fed the instructions for the experiment through the terminal. Individual production levels of the other subjects and the total production level as well as the market (transaction) price of the last trading period were presented to the subjects. However, the subjects still be able to trace the production levels and market prices of earlier trading periods. The decision dn the production level, the only decision variable, was determined by the subject either based on calculation or judgment.
When all the players submitted their decisions, the host computer sums up the productions, determines the market price, calculates the profit of each player, and added the profits to the total capital to all the players.
For all the experiments, the demand function P equals 80 minus the total production enters the market. Therefore, if all the players are aggressive and produce more products, the transaction price may become lower than the production cost C and everyone loses money.
The demand function remains the same for all the trading periods.
At the end of each experiment, each subject was interviewed by one graduate student for the decision model or rules, how he or she predicts or estimates the market movement, and any special strategy, tricks or tactics been used. The subjects had to write down the decision model on a piece of paper. A questionnaire was designed to find out what subject think that he or she has done in the experiment. The first four questions were used to find out the background of the subjects (see Appendix I). The next seven questions asked the subjects what models, such as a simple Coumot model (which assumes all the competitors will not change their production levels) or a extrapolative model (which assume the decision is based on what happened in the past few time periods) have been used [IO] . There were three possible choice: used in most trading periods, used in some trading periods, and seldom used it. The next five questions were to search for the uses of long-term strategies or special tactics, such as, be aggressive in the beginning to occupy greater market share or punish competitors.
Second Set of Experiment
Each of the first three experiments in the second set has fifty trading periods. They were divided into two parts: the first thirty trading periods played by the subjects and the last twenty played by software agents. When the first part finished, each subject wrote down herhis strategy and instructed a graduate assistant to create a software agent. Assistants cannot inject any personal preference into the development of software agents.
They simply created agents according to the rules or heuristics designed by the subjects. Then assistant entered the rules and heuristics in "C". In order to motivate the subjects to transmit their best strategy, the monetary payoffs for the second part were doubled.
System intentionally put a delay in each trading period to simulate the real-world situation. At the end of experiment, each subject was interviewed by one graduate students for how he or she felt about the differences between humans and software agents. It was also extremely important for the subjects to tell us what limitations they felt about software agents in making decisions for humans. We also asked the subjects to answer a simple questionnaire for their background, such as, their experience with computer as well as their opinion about human agents and software agents (See Appendix 11).
During these three experiments, we have identified that subjects were able to constantly improve the rules or strategies. Most of these subjects were unhappy about the decision rules or heuristics they created for the software agents. They thought they could significantly made their software agents much more ''intelligence'' if we could extend the experiment for another twenty trading periods. When we looked at the rules or heuristics they wrote down on the questionnaires, they were much more complicated or complete than what the software agents had. Therefore, we decided to run two more experiments, which divided the experiment into three parts to further explore the learning behavior.
These two experiments had seventy trading periods and divided into three parts: thirty for the first part, and twenty for the second and third parts. Similar to the first three experiments, subjects had to quickly learn to develop their rules and strategies for the agents. During the second phase, each subject continued improving his or her decision rules or create new heuristics to make software agent more "intelligent". At the end of the second part, with the assistance from a graduate student, each subject quickly coded the new decision rules or heuristics into his or her software agent.
Data Analysis 5.1 Data Analysis of the First Set of Experiments
The data sets collected from the five experiments show there is wide range of variations in the subjects' behavior and knowledge in the market competition. Also, there is a significant gap between what subjects thought they did and what they really did. From the questionnaires, we knew that subjects were aware that they used some decision rules. However, it was very interesting to see that most subjects did more than what they could answer in the questionnaires. From statistical analysis, we have identified that some have developed prediction schemes or decision models, some generated good long-term strategies, and some were able to use However, some of the subjects did not mark them in the beginning, we hav questionnaires or write them down in their decision production level is models.
Many of the compl analysis to search for the strategies, models or rules. If the level of significance is lower than 0.05, the methodologies such but lower than 0.1, then our conclusion is tha the subject used the particular strategy in some trading periods. For the long-term strategies we could not rely on the statistical analysis. For example, if a subject used long-term strat intemal reliabil 0.8 as recommen Table 2 . Data analysis for using strategies and tac Table 3 . Summary of first set of experiments
We compared the results of the statistical analysis with the answers that the subjects wrote down on the questionnaires, we have the results in Table 1 . For the second, third and fourth columns, the number on the left shows how many been identified from the statistical analysis and the number on the right is how many subject chose on the questionnaire. The fifth and sixth columns indicate how many matches and mismatches in the statistical analysis and subjects' selections. Table 1 indicates that about fifty percent of the subjects failed in identifying some of the rules or models they used. Over eighty percent of the subjects constantly use data on the screen to make their decision. However, in predicting the movement of the market, majority of the subjects did not do as well as they expected. For questions 10 to 13, the uses of long-term strategies or particular tactics, more subjects were able to correctly identify what particular strategy they used as shown in Table 2 .
What we learned from the first set of experiments are:
1. In order to win in the competitions, subjects need to develop and use models, rules, strategies and tactics.
For use of models, some subjects did not aware that they used certain models or prediction schemes in making decisions. For long-term strategies and tactics, most subjects were able to tell whether they use them or not.
2.

3.
From the experiments, we also identified that those subjects who were able to quickly learn and develop prediction schemes or models, or be able to use longterm strategies and tactics earned higher profits than those who did not. The following is the table that shows what were the models or strategies been used by the subjects and their total profits. Profits were fictitious money and from which monetary rewards were determined. For data analysis, whenever the level of significance is lower than 0. I, we consider a particular strategy was used.
From Table 3 , it is interesting to see that those people who have used models, strategies or tactics out performed those who did not, for example, subject 2 in experiment 3 and subject 4 in experiment 4.
As a summary, winners were those who were able to learn quickly and develop rules or heuristics to help them predict the movement of the market or behavior of competitors. Similarly, subjects were able to play some psychological tricks or developed long-term strategies also earned higher profits. The question and also the major challenge to our research is how much can subjects transfer their knowledge to their software agents and let agents make decision (play the games) for them.
From the first set of experiments, we identified that there are four levels of knowledge or capabilities been used by some subjects:
1.
2.
3.
4.
Perceive the changes in the market and the behavior of competitors. Use simple decision rules or models. In the second set of experiments, we would like to study the differences between the human agents and software agents by identifying how much of these knowledge can be transferred to software agents.
Data Analysis of the Second Set of Experiments
As mentioned in the previous subsection that the abilities or knowledge needed for a winner in a dynamic market can be divided into four levels. The major purpose of the second set of experiments was to explore how much can humans transfer their knowledge to the software agents. These experiments asked the subjects to develop strategies or rules for competing in the dynamic market. Then, with the assistance from a graduate assistant, each subject developed a software agent to play for him. The monetary reward for the trading periods played by software agents was doubled to give subjects a stronger incentive to develop "intelligent" software agents.
Twenty five subjects were divided into two groups: fifteen for the first three experiments where each has fifty trading periods and ten for the last two experiments where each has seventy trading periods. We used the combination of statistical analysis of subjects' and software agents' decisions, questionnaires and interviews to identify the differences of behavior between the human subjects and software agents as well as the limits of software agents.
The First Three Experiments
In each experiment, the subjects played the first thirty trading periods. They had to quickly learn and develop the rules and heuristics for software agents in the next twenty periods. As mentioned earlier, the monetary reward for the last twenty time periods was doubled. The first step the subjects needed to do was to write down their strategies in terms of rules or heuristics, such as the following:
"'Estimate that each player (subject) produces 9 orI0 units, some of them may send more into the market. However, ifthere is any one who is too greedy, I would punish him by sending a surprisingly high production into the market. I expect there are 39-40 units fiom the other players. Based on the total production level in the previous time period, I set my production level at which I may have highest profit. I set my production level between 8 and 10 i f the total productivity from my competitors is lower than 45. r f the total productivity from the rest of the market is higher than 45, then I The next step, with assistant from a graduate assistant, is to code the rules or heuristics into a simple 'C' program. The graduate assistant spent another half of an hour or so to finish up the program, compiled it and made it ready for the competition. The input that the software agents received were six arrays of numbers: the past decisions of the competitors (four arrays), the total inputs to the market (one array), and the transaction price (one array). The only output from the software agent is the production level.
However, it was not always the case that all the rules or heuristics could be coded. For example, statement like I ' . . . i j I sense that my competitors will reduce their production level,.. '' was very subjective and judgmental, and was very difficult for the subjects and graduate assistants to transfer such knowledge into rules or heuristics. Let's look at another case, in which the subject moved the competition into psychological and strategic level: Table 4 , we can see that most subjects were able to develop simple rules and heuristics. About one third of the subjects used long-term strategies or special tactics in the first thirty time periods. However, for the last twenty time periods, only five occasions (out of sixty) that both experimenters agreed that such strategies or special tactics been used by software agents and most of them (four out of five) were either used in occupying greater market share or punish the greedy opponents. From this analysis, it is clear that software agents were good in following direction or doing the repeating tasks. However, tasks that require judgment or experience, such as, playing tricks, sending test signals or punish the greedy ones, were difficult and complicated to the software agents.
From the questionnaires, it is even more clear that subjects felt that software agents had so many limitations. For question 8, 12 out of 15 subjects indicate that they could set up rules q d heuristics after they completing the first thirty time periods. However, for question 9, only 4 subject felt that they have transferred all the heuristics or rules to the software agents. For question 10, 14 out of 15 said they could do better than the software agents. However, it is interesting to see that there still 5 subjects who received higher average profits in the last twenty periods. For question 11, 13 subjects agreed that some of the strategies or tactics could not be modeled or coded. For last question, the limitations of software agents, 14 subjects selected learning, 11 selected emotion, 12 selected prediction, and 12 selected exceptions handling.
As a summary, among the four types of knowledge, only the first two, perceive the changes and use simple models, been observed in the behavior of the software agents. However, set up strategies, use tricks, and predict or foresee transitions of market were rarely been observed.
The Last Two Experiments
In response to the requests from the subjects who participated in the first three experiments, we ran two more experiments which has more trading periods. Each experiment has seventy trading periods. Subjects played the first thirty trading periods. Similar to the first three experiments, subjects had to quickly leam to develop their rules and strategies for the agents. The monetary reward for the next twenty trading periods was doubled. During the second phase, each subject continued improving his or her decision rules or create new heuristics to make software agent more "intelligent". At the end of the second part, with the assistance from a graduate student, each subject spent another half of an hour to cod or add the new decision rules or heuristics into the software agent.
From these two experiments, we have observed that the results for the first two phases were very similar to the first three experiments. However, the complexity of the strategies and rules of software agents was significantly increased. One measurement we used to measure the complexity of model is by the number of lines of the program. For the second phase, the average was 32.1 lines, and 46.7 lines for the third phase.
Each experiment took about three hours and over one and a half hours were spent in the development of software agents. We conducted a statistical analysis for the decisions made in all the three stages the same as we did for the first three experiments. The results are shown in Table 5 . In each column, the data on the left is for the first phase, data in the middle is for the second phase, and the data on the right is for the last twenty trading periods.
It is interesting to see that the average profit per trading period for phase I is 89.55, for phase 2 is 88.11, and for phase 3 is 95.14. It seemed that software agents played better than human subjects. However, if we look at the standard deviations in all the three phases: 27.4, 23.1 and 22.8, as well as the highest and lowest unit profit, we know that the differences in the performance are smaller when the game was played by the software agents. It seemed that some of the good tactics or strategies developed by subjects disappeared when the software agents took over. However, for subjects who did not play well in the first phase, as long as they come out with reasonably well strategies or rules, they could significantly improved their earnings, The conclusion is that use of software agents make competition less competitive and more mechanical. Table 5 . Summary of the last two experiments in the second set The questionnaires gave us similar results as in the first three experiments. For question 8, 9 out of 10 subjects indicate that they could set up rules and heuristics after they completing the first thirty time periods. However, for question 9, 5 subject felt that they have transferred all the heuristics or rules to the software agents. For question 10, 8 out of 10 said they could do better than the software agents. For question 11, 8 subjects agreed that some strategies or tactics could not be modeled or coded. For question 12, the limitations of software agents, 8 subjects selected learning, 7 selected emotion, 8 selected prediction, and 9 selected exceptions handling.
We added two additional questions to identify the improvement of software agents from phase 2 to phase 3. There were 9 subjects felt that they either strongly agree or agree that they have improved the model of their software agents. However, only 7 subjects strongly agree or agree that their systems did better in phase 3.
Conclusions and Future Research
In this research we used an experimental approach to explore the differences of the behavior between human subjects and software agents. In the first set of experiments, we have identified four different types of lities from the decisions made by a simulated market competition. They are perception, follow simple models, use psychological tricks, and forecasting or prediction. However, in the second set of experiments, we found that the first two were not easy to be transferred to the software agents. With strong incentive from monetary reward, the subjects did tried their best to create "intelligent" software agents. However, most subjects still felt software agents will never do as good as cisions which require the last two
The results confirmed the statements made by the earlier researchers, such as, software agents have limited learning capabilities, software agents have difficulties in handling exceptions, software agents do not have emotion or the emotion. Even though the rules of the simulated dynamic market are simple. However, the behavior of human subjects, for example, some were very aggressive, some were conservative, and some were tricky, made the game very complicated and unstructured.
It is possible to guess the movement of your competitors. However, just like a stock market, in most cases your guess was wrong. We do not think, at this moment or in the near future, that software agents will replace humans in making investment decisions. This was the major reason why we paid the subjects to participate in these exp s. Top subjects could easily earn 50 to 60 US in two hours. The best subject in the last two experiments of the second set earned about 80 dollars. Such incentive made these experiments extremely exciting and subjects worked extremely hard to design the best software agents. 
