A Brooks-like result for graph powers by Pierron, Théo
ar
X
iv
:1
91
2.
11
18
1v
1 
 [c
s.D
M
]  
24
 D
ec
 20
19
A Brooks-like result for graph powers✩
Théo Pierrona,b
aFaculty of Informatics, Masaryk University, Botanická 68A, 602 00 Brno, Czech Republic.
bFormer affiliation: Univ. Bordeaux, Bordeaux INP, CNRS, LaBRI, UMR5800, F-33400 Talence, France
Abstract
Coloring a graph G consists in finding an assignment of colors c : V (G) → {1, . . . , p} such
that any pair of adjacent vertices receives different colors. The minimum integer p such that
a coloring exists is called the chromatic number of G, denoted by χ(G). We investigate the
chromatic number of powers of graphs, i.e. the graphs obtained from a graph G by adding an
edge between every pair of vertices at distance at most k. For k = 1, Brooks’ theorem states
that every connected graph of maximum degree ∆ > 3 excepted the clique on ∆+1 vertices can
be colored using ∆ colors (i.e. one color less than the naive upper bound). For k > 2, a similar
result holds: excepted for Moore graphs, the naive upper bound can be lowered by 2. We prove
that for k > 3 and for every ∆, we can actually spare k − 2 colors, excepted for a finite number
of graphs. We then improve this value to Θ((∆− 1)
k
12 ).
1. Introduction
Coloring a graph G consists in finding an assignment of colors c : V (G) → {1, . . . , p} such
that any pair of adjacent vertices receive different colors. The minimum integer p such that a
coloring exists is called the chromatic number of G, denoted by χ(G). We denote by ∆(G) the
maximum degree of the graph G. Using a greedy algorithm, it is easy to show that every graph
G can be colored with ∆(G) + 1 colors. A seminal result from Brooks characterizes the cases
when this bound is tight:
Theorem 1 ([2]). Every connected graph G satisfies χ(G) 6 ∆(G) excepted when G = K∆(G)+1
or ∆(G) = 2 and G is an odd cycle.
Given an integer k > 1 and a graph G, the k-th power of G is the graph obtained from G by
adding an edge between vertices at distance at most k in G. In this paper, we are interested in
bounding the chromatic number χ(Gk) by a function of the integer k and the maximum degree
∆(G).
Up to replacing any graph by each of its connected components, we may assume that all
the graphs we consider are connected. Moreover, coloring powers of paths and cycles is already
settled by the following result.
Proposition 2 ([6]). Let n and k be two integers. Then
• χ(P kn ) = min(n, k + 1)
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• If n > k + 1, then χ(Ckn) = k + 1 + ⌈
r
q
⌉ where n = q(k + 1) + r and r 6 k.
• χ(Ckn) = n otherwise.
Therefore, we may only consider graphs with maximum degree at least 3, so that in particular,
none of the graphs we consider in this paper is a cycle.
For the case of squares of graphs (i.e. k = 2), we have ∆(G2) 6 ∆(G)2 (and this can be tight).
Therefore, applying Brooks’ theorem on G2 states that ∆(G)2 colors are sufficient excepted when
G2 is a clique on ∆(G)2 + 1 vertices. Such graphs are called Moore graphs, and Hoffman and
Singleton [4] proved that only finitely many of them exist. For all the other graphs, the ∆(G)2
bound can actually be improved, as shown by the following result.
Theorem 3 ([3]). If G is not a Moore graph, then χ(G2) 6 ∆(G)2 − 1.
These results have been generalized for higher powers of graphs. Assume that k > 3. Then,
the maximum possible value of ∆(Gk) is f(k,∆(G)), where
f(k,∆) = ∆
k−1∑
i=0
(∆− 1)i = ∆
(∆− 1)k − 1
∆− 2
is the number of nodes of a ∆-ary tree of height k, without its root (see Figure 1).
Figure 1: A 4-ary tree of height 3, with f(4, 3) = 52 non-root nodes.
Brooks’ theorem gives that f(k,∆) colors are sufficient to color every graph G with maximum
degree ∆, as soon as it is not a generalized Moore graph, i.e. Gk is not a clique on f(k,∆) + 1
vertices. However, no such graph exists when k > 3 (see [4]). Therefore, the bound χ(Gk) 6
f(k,∆) always holds. Moreover, this bound is improved by the following result.
Theorem 4 ([1]). For k > 3 and every graph G, we have χ(Gk) 6 f(k,∆)− 1.
When k = 2, note that f(2,∆) = ∆2. Hence, together with Theorem 3, this result settles a
conjecture of [5], stating that two colors can be spared from the naive upper bound f(k,∆)+ 1,
excepted when k = 2 and G is a Moore graph.
Bonamy and Bousquet conjecture in [1] that we can improve this result, by sparing k colors
for higher values of k, excepted for a finite number of graphs.
Conjecture 5 ([1]). For every k > 2, only finitely many graphs G satisfy χ(Gk) > f(k,∆)+1−k.
To study how far χ(Gk) can be from f(k,∆) + 1, we introduce the following parameter.
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Definition 6. For every integer k, the k-gap of a graph G, denoted by gk(G), is the difference
f(k,∆(G)) + 1− χ(Gk).
The aforementioned results can then be rephrased in terms of gap: for every integer k > 2
and every graph G, we have gk(G) < 2 if and only if k = 2 and G is a Moore graph. Moreover,
Conjecture 5 actually expresses finiteness of the class of graphs satisfying gk < k. In Section 2,
we prove the following generic result towards this conjecture.
Theorem 7. Let k and ∆ be two integers with ∆ > 3. Then, there are only finitely many
graphs G of maximum degree ∆ such that gk(G) < k − 2.
Observe that Brooks’ theorem gives an infinite list of graphs such that g1 < 1, but for every
∆ > 3, this list contains only one graph of given maximum degree ∆. From that perspective,
Theorem 7 can be seen as a generalization of Brooks’ theorem for powers of graphs. However,
note that the bound we obtain for k 6 2 is worse than the one given by Brooks’ theorem.
In Section 3, we present the following extension of Theorem 7.
Theorem 8. There exists a function h(k,∆) = Θ((∆ − 1)
k
12 ) when k → ∞ such that for all
integers ∆ and k, only finitely many graphs of maximum degree ∆ satisfy gk(G) < h(k,∆).
Observe that when k and ∆ are large enough, this improved version implies that there are
finitely many graphs with maximum degree ∆ and satisfying gk < k. However, this does not
imply Conjecture 5, since the finiteness result is only valid when ∆ is fixed.
2. Proof of Theorem 7
In this section, we give a proof of Theorem 7. First note that the cases k = 1, 2 are con-
sequences of Brooks’ theorem and Theorem 3. Thus, we only consider the case k > 3. In the
following, we fix two integers k and ∆ greater or equal to 3, and denote by G a graph of maximum
degree ∆. The proof of Theorem 7 relies on the following proposition.
Proposition 9. If gk(G) < k − 2, then the diameter of G is at most 2k − 3.
Indeed, this ensures that if gk(G) < k − 2, then G has at most f(2k − 3,∆) vertices. In
particular, there are only finitely many choices for G, which concludes the proof of Theorem 7.
It now remains to prove Proposition 9. The structure of the proof is as follows: we assume
by contrapositive that G contains two vertices a and b at distance 2k − 2, and we design an
ordering of the vertices such that the associated greedy procedure gives a valid coloring of Gk
with f(k,∆) + 3 − k colors. As we will see, this ordering roughly consists in considering the
vertices by decreasing distance to the middle of a fixed shortest path between a and b. This
shows that gk(G) > k − 2, and proves Proposition 9.
This section is organized as follows. In a first subsection, we explain how we count the number
of available colors for a given vertex v when it is considered in the greedy procedure. Then, in
the second subsection, we present the ordering of the vertices and show that each time a vertex is
considered, it has at least an available color. This ensures that we obtain a valid coloring of Gk
when the procedure terminates.
2.1. A framework for counting available colors
To check whether the coloring procedure we will describe later yields a valid coloring of Gk
with f(k,∆) + 3 − k colors, we need to count the number of available colors for every vertex v
at the moment it is considered by the procedure. Let NkG(v) be the closed neighborhood of v at
distance k in G, i.e. {u ∈ V (G) | d(u, v) 6 k}.
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Observe that when NkG(v) induces a ∆-ary tree of height k in G, the number of uncolored
vertices in NkG(v) minus k− 3 is a lower bound on the number of available colors for v. However,
NkG(v) does not necessarily have this nice structure. In particular, there may be cycles or vertices
of degree less than ∆ in NkG(v), and the resulting lower bound is not strong enough to conclude.
We now explain how to deal with this issue.
First, let T be a tree of height k, where each node at height less than k has ∆−1 children. We
define Ĝ as the graph obtained from G by adding an edge between each vertex v ∈ V (G) and the
root of ∆− dG(v) copies of T . In particular, observe that for every v ∈ V (G), the neighborhood
Nk
Ĝ
(v) contains only vertices of degree ∆.
Remark 10. In many proofs about graph colorings, we usually remove elements of G, and use
some minimality argument to obtain a coloring to extend. In this case, we instead add some
vertices. This is not related to some inductive argument (we do not even color all of these
new vertices). The goal of this modification is to obtain a better lower bound on the number of
available colors for v. Indeed, we can refine the previous bound by considering the number of
uncolored vertices in Nk
Ĝ
(v) minus k−3, which is always an improvement since Gk is an induced
subgraph of Ĝk.
Observe that the number of available colors for v also depends on whether some colors appear
several times in Nk
Ĝ
(v), or similarly if this neighborhood contains cycles. To capture these cases,
instead of counting uncolored vertices, we will consider (in any fixed order) all the f(k,∆) non-
empty non-backtracking walks of length at most k in Ĝ starting from v (meaning that we allow
the same edge to be used twice, but not in a row). In the following, each walk is implicitly
assumed to be non-backtracking. The number of available colors for v thus depends on the
number of such walks ending on an uncolored vertex, or ending with vertices with the same color
(possibly the same vertices).
We say that such a walk is nice if its endpoint (possibly v) either is in V (Ĝ) \ V (G), or
is uncolored, or is the endpoint of an already considered walk. Each time we find a nice walk
starting at v, we say that v saves a color. The number of forbidden colors is the number of non-
nice walks. Therefore, the number of available colors for v is the number of nice walks starting
from v, minus k − 3.
Remark 11. When NkG(v) is a ∆-ary tree of height k, then each non-empty walk corresponds
to a unique vertex in NkG(v) \ {v}. In particular, the nice walks are the ones ending at uncol-
ored vertices or at vertices whose color appears at the endpoint of an already considered walk.
Therefore, counting nice walks is actually a generalization of counting uncolored vertices.
2.2. The coloring procedure
We may now give the coloring procedure we consider, and show that it yields a valid coloring
of Gk. Since G has diameter at least 2k− 2, there is a shortest path P = u2 · · ·ukxv1 · · · vk−1 of
length 2k− 2 between two vertices u2 and vk−1. First, we set the color of each ui (resp. vi) as i.
Note that this is a proper partial coloring of Gk: if d(ui, vi) = k, there is a path from u2 to vk−1
of length 2k − 3, contradicting the hypothesis.
We fix the following ordering of the vertices of P : u2 > vk−1 > · · · > uk > v1 > x. Let w be
a vertex of Ĝ. We define the root rw of w as the largest vertex in P on a shortest path from w
to x.
Let N = {v ∈ V (Ĝ) | rv = x and d(x, v) 6 k}. We first color the vertices of V (G) \ N by
decreasing distance to x, then color the vertices of V (G) ∩ N , also by decreasing distance to x
(so x will be the last vertex to be colored).
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Let v be an uncolored vertex of G outside of N . Let d = d(v, rv) and d
′ = d(rv, x). Denote
by Q = q0, q1, . . . , qd a shortest path from v = q0 to rv = qd. We now consider several types of
nice walks in Nk
Ĝ
(v), ending on vertices shown in Figure 2:
1. The subpaths of Q ending at some internal vertex w of Q. By construction, we have
d(w, x) 6 d(w, rv) + d(rv, x) < d(v, rv) + d(rv, x) = d(v, x),
hence w is uncolored when we consider v, and the corresponding walk is nice. Note that
for j ∈ [1, d− 1], there is such a walk of length j.
2. For each internal vertex qj of Q with j > 0, the walk q0, . . . , qj , w
′, where w′ is a neighbor
of qj different from qj−1 and qj+1 (which exists since qj has degree ∆ > 3 in Ĝ). Indeed,
we have
d(w′, x) 6 1 + d(qj , x) 6 d(qj−1, x) < d(v, x),
hence w′ is uncolored when we consider v. For every j ∈ [3, d], there is at least one such
walk of length j.
3. If rv = ui, the walks q0, . . . , qd−1, ui, . . . , uj , u
′, where j ∈ [i+ 1, k] and u′ is a neighbor of
uj in Ĝ different from uj+1 and uj−1. Indeed, we have
d(u′, x) 6 1 + d(uj , x) 6 d(ui, x) < d(v, x),
hence u′ is uncolored when we consider v. For j ∈ [d + 2, d + d′], there is such a walk of
length j.
4. If rv = ui (hence v /∈ N), the walks obtained by concatenating Q with the subpath of
P between ui and x, and ending at vertices in N (which are uncolored by construction).
There is at least one such walk of length j for every j ∈ [d+ d′, d+ d′ + k].
5. If rv = x and j ∈ [2, k−1], the two walks q0, . . . , qd−1, x, uk, . . . , uj and q0, . . . , qd−1, x, v1, . . . , vj
end with vertices sharing the same color, hence one of them is nice.
6. If rv = x and v 6= x, then Q is a nice walk since x is the last vertex to be colored.
xuk
3
uk−1
3
ui+1
3
rv = uiu1 v1 v2 vk
v
N
Type 4
2
2
1
1
1
Figure 2: Global picture of the situation when considering v with rv 6= x: black vertices are already colored,
white ones are uncolored. Integers inside vertices represent types of walks ending there.
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We now have to make sure that at least k−2 such walks have length at most k. First consider
the case where v /∈ N . Among the nice walks of length at most k starting at v, the previous
counting ensures that there are:
• min(d− 1, k) walks of type 1.
• min(d, k)− 2 walks of type 2 if d > 2, and 0 otherwise.
• min(d+ d′, k)− d− 1 walks of type 3.
• max(k − d− d′ + 1, 0) walks of type 4.
If d > k, there are at least k−1+k−2 = 2k−3 > k−2 walks of type 1 and 2, hence we may
assume that d < k. We separate four cases depending on whether d = 1, and whether d+d′ > k.
• If d = 1 and d+ d′ > k, then there are at least k − 2 walks of type 3.
• If d = 1 and d+ d′ < k, then there are at least (d′ − 1) + (k − d′) > k − 2 walks of type 3
and 4.
• If d > 1 and d+ d′ > k, then there are at least
(d− 1) + (d− 2) + (k − d− 1) = k + d− 4 > k − 2
walks of type 1, 2, or 3.
• If d > 1 and d+ d′ < k, then there are at least
(d− 1) + (d− 2) + (d′ − 1) + (k − d− d′ + 1) = k + d− 3 > k − 2
walks of type 1, 2, 3 or 4.
It now remains to consider the case when v ∈ N . We consider several cases depending on the
value of d.
• If d > k, there are (k − 1) + (k − 2) = 2k − 3 > k − 2 nice walks of type 1 and 2.
• If k2 6 d < k, there are (d− 1) + (d− 2) + 1 = 2d− 2 > k − 2 walks of type 1, 2 and 6.
• If d < k2 , observe that there are at least k − 2d nice walks of type 5 and length at most k
(ending either at uj or vj for each j ∈ [d + 1, k − d]). Therefore, there are
(d− 1) + (d− 2) + (k − 2d) + 1 = k − 2
nice walks of type 1, 2, 5 and 6.
Therefore, when considering a vertex v, we can always find k − 2 nice walks of length at
most k starting from v. This implies that there is always an available color for v in the greedy
procedure, and χ(Gk) 6 f(k,∆) + 3− k. This concludes the proof of Proposition 9 and thus of
Theorem 7.
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3. Improving the gap bound
This section is devoted to the proof of Theorem 8. We thus take two integers k and ∆ greater
or equal to three, and G a graph of maximum degree ∆. We again show that if G has a small
k-gap, then it should have a small diameter, which ensures that G can take only finitely many
values. More precisely, Theorem 8 relies on the following statement.
Proposition 12. For every integer s 6 k−512 , if gk(G) < f(s,∆) + 1, then G has diameter at
most k + 2s.
To obtain Theorem 8, we apply the proposition with s = ⌊k−512 ⌋, and observe that f(s,∆)+1 =
Θ((∆− 1)s) = Θ((∆− 1)
k
12 ).
Remark 13. When k > 17, we can take s = 1 in Proposition 12, an obtain that graphs of
maximum degree ∆ satisfying gk(G) < ∆+ 1 have diameter at most k + 2. In particular, when
∆ > k − 3, this strengthens Proposition 9 by giving more insight on the structure of graphs
satisfying gk(G) < k − 2. Moreover, when ∆ > k − 1, this also implies a weak version of
Conjecture 5: for every ∆ > k > 17, there are only finitely many graphs of maximum degree ∆
such that gk < k. This is actually valid when k > 12, using some slight optimizations in the
upcoming proof.
The end of this section is devoted to the proof of Proposition 12. We use similar ideas as
for Proposition 9. Indeed, we assume again that G contains two vertices u1 and v1 at distance
k + 2s + 1 for some s 6 k−512 , and describe a greedy-like procedure allowing to color G
k with
f(k,∆) − f(s,∆) colors. The ordering we choose is very similar: we again color vertices by
decreasing distance to the middle of a shortest path, excepted for the vertices whose root is in
the middle, that we color last. The difference comes from the fact that we do not assign colors
to the vertices of the path beforehand, but only to the endpoints of the path and their neighbors
in Gs.
We also reuse part of the framework introduced in the previous section. More precisely, we
construct a graph Ĝ containing G such that the neighborhood Nk
Ĝ
(v) of every vertex v ∈ V (G)
contains only vertices of degree ∆. We also count the number of nice walks in order to show that
the greedy procedure does not use more than f(k,∆)− f(s,∆) colors.
Let t = ⌊k+2s+12 ⌋ and u2, . . . , ut, vt, . . . , v2 be the internal vertices of a shortest path P
between u1 and v1 (with ut = vt if k is odd).
We first precolor all vertices in Ns
Ĝ
(u1) ∪N
s
Ĝ
(v1) with colors in [1, f(s,∆) + 1]. To this end,
let γ1, . . . , γf(s,∆)+1 be the walks of length at most s starting at u1, and color each vertex w in
Ns
Ĝ
(u1) with the smallest index i such that γi ends in w. We apply the same procedure to color
Ns
Ĝ
(v1). The resulting coloring is a proper partial coloring of Ĝ
k since otherwise there would be
a path of length at most k + 2s between u1 and v1, which is impossible by hypothesis.
First note that every vertex v satisfying Ns
Ĝ
(u1) ∪N
s
Ĝ
(v1) ⊂ N
k
Ĝ
(v) saves f(s,∆) + 1 colors.
Indeed, for each color c ∈ [1, f(s,∆) + 1], we have two cases:
• Either the color c appears in both Ns
Ĝ
(u1) and N
s
Ĝ
(v1), hence there are two walks starting
at v and ending on vertices colored with c (one going through u1 and the other through
v1). This ensures that at least one of these walks is nice.
• Or, by symmetry, the color c does not appear in Ns
Ĝ
(u1). Then the endpoint of γc is also
the endpoint of some γd for d < c. In particular, γ ∪ γc is a nice walk starting at v.
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Therefore, there are at least f(s,∆) + 1 nice walks starting at v, i.e. v saves f(s,∆) + 1 colors.
Observe that every vertex in NsG(ut) ∪N
s
G(vt) is at distance at most 2s + t 6 k from every
vertex in Ns
Ĝ
(u1)∪N
s
Ĝ
(v1). In particular, the vertices in N
s
G(ut)∪N
s
G(vt) always save f(s,∆)+1
colors even if they are the last ones to be colored. We may thus focus on the vertices of G outside
of NsG(ut) ∪N
s
G(vt). We color them greedily by decreasing distance to ut.
Let v be a vertex of G not in NsG(ut) ∪ N
s
G(vt). We may assume that rv = ui for some
i ∈ [1, t] since the case rv = vi is similar. We consider two cases depending on whether the
distance d = d(v, rv) is small or large.
• Assume that d > 3s + t + 1. Let Q = q0, . . . , qd be a shortest path between q0 = v and
qd = ui, and let w ∈ N
s
Ĝ
(qs+1). Then
d(w, ut) 6 d(w, qs+1)+d(qs+1, ui)+d(ui, ut) 6 s+d−s−1+d(ui, ut) < d+d(ui, ut) = d(v, ut),
hence w is uncolored when we consider v, unless w ∈ NsG(u1) ∪N
s
G(v1).
In that case, there is a path of length at most 3s+ t+ 1 between v and ut (going through
qs+1, w and u1 or v1). This is impossible since
d(v, ut) = d+ t− i > 3s+ 2t+ 1− i > 3s+ t+ 1.
Therefore, all vertices in Ns
Ĝ
(qs+1) are uncolored when we consider v. In particular, there
are f(s,∆) + 1 nice walks of length at most 2s+ 1 6 k starting at v.
• Assume that d 6 3s+ t+1. Let ℓ = max(2s+2, i+ s+1) and w ∈ Ns
Ĝ
(umin(ℓ,t)). If ℓ > t,
the vertex w is uncolored by construction. We may thus assume that ℓ < t. In that case,
since i < ℓ− s, we have
d(w, ut) 6 s+ d(uℓ, ut) = d(uℓ−s, ut) < d(ui, ut) = d(v, ut),
hence again w is uncolored when we consider v, unless w ∈ NsG(u1) ∪N
s
G(v1).
In that case, observe that there is a path of length at most 2s from u1 (or v1) to uℓ. However,
by hypothesis, we have d(u1, uℓ) = ℓ− 1 > 2s and d(v1, uℓ) > t > 2s, a contradiction.
Therefore, all vertices in Ns
Ĝ
(umin(ℓ,t)) are uncolored when we consider v. In particular,
there are f(s,∆) + 1 nice walks of length at most
d+min(t, ℓ)− i 6 d+ ℓ− i 6 max(5s+ t+ 3− i, 4s+ t+ 2) 6 5s+ t+ 2 6 k
starting at v.
In both cases, we can find f(s,∆)+1 nice walks of length at most k starting at v, i.e. v saves
f(s,∆)+1 colors. This implies that gk(G) > f(s,∆)+1, which ends the proofs of Proposition 12
and Theorem 8.
4. Conclusion
Theorem 7 is a first step towards Conjecture 5. A very similar proof allows us to replace
k − 2 by k − 1 when ∆ > 4. However, even for large ∆, the current proof cannot yield any
better bound on gk (say, k). Indeed, the bottleneck is reached by vertices in NG(x)\V (P ) whose
neighbors in Gk (excepted x) are all colored and only the colors [2, k − 1] appear twice in their
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neighborhood at distance k. Therefore, these vertices can save at most k− 1 colors in the worst
case regardless of the value of ∆.
Observe also that while bounding the diameter of graphs with gk < k − 2 is sufficient to
obtain Theorem 7, we would need more insight on their structure to prove Conjecture 5. It is
not hard to extend the previous methods to show that such graphs are ∆-regular, and that their
girth is at least k + 2.
Regarding Theorem 8, there is no reason to believe that Θ((∆− 1)
k
12 ) is the largest possible
value of g such that for every integers k and ∆, there are only finitely many graphs of maximum
degree ∆ such that gk < g. Indeed, it may be possible to improve this value by considering a
more involved coloring procedure. For example, trying to merge the procedures we presented in
Propositions 9 and 12 may lead to a better bound. However, no generic upper bound seem to
be known. This leads to the following question.
Question 14. For all integers k and ∆, what is the smallest g such that infinitely many graphs
of maximum degree ∆ satisfy gk(G) = g?
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