It is well-known that respiratory activity influences electrocardiographic (ECG) morphology. In this article we present a new algorithm for the extraction of respiratory rate from either intracardiac or body surface electrograms. The algorithm optimizes selection of ECG leads for respiratory analysis, as validated in a swine model. The algorithm estimates the respiratory rate from any two ECG leads by finding the power spectral peak of the derived ratio of the estimated root-mean-squared amplitude of the QRS complexes on a beat-by-beat basis across a 32-beat window and automatically selects the lead combination with the highest power spectral signal-to-noise ratio. In 12 mechanically ventilated swine, we collected intracardiac electrograms from catheters in the right ventricle, coronary sinus, left ventricle, and epicardial surface, as well as body surface electrograms, while the ventilation rate was varied between 7 and 13 breaths/min at tidal volumes of 500 and 750 ml. We found excellent agreement between the estimated and true respiratory rate for right ventricular (R 2 ϭ 0.97), coronary sinus (R 2 ϭ 0.96), left ventricular (R 2 ϭ 0.96), and epicardial (R 2 ϭ 0.97) intracardiac leads referenced to surface lead ECGII. When applied to intracardiac right ventricular-coronary sinus bipolar leads, the algorithm exhibited an accuracy of 99.1% (R 2 ϭ 0.97). When applied to 12-lead body surface ECGs collected in 4 swine, the algorithm exhibited an accuracy of 100% (R 2 ϭ 0.93). In conclusion, the proposed algorithm provides an accurate estimation of the respiratory rate using either intracardiac or body surface signals without the need for additional hardware.
MEASUREMENT OF RESPIRATORY RATE (RR) is an integral component of patient monitoring and disease management in a number of clinical settings including ambulatory care (8, 23) , emergency rooms (10) , postoperative care (1, 9) , and intensive care units (5) .
For patients in a hospital setting, measurement of RR can be accomplished either directly or indirectly, using a number of different methods. Nasal thermocouples (12, 15) and spirometers (4) directly measure air flow into and out of the lungs. Pulse oximetry (14, 28) , transthoracic inductance (30) , impedance plethysmographs (2, 13) , pneumatic respiration transducers (19) , and whole body plethysmographs (6, 23, 24, 28, 29) indirectly monitor RR by measuring body volume changes.
Common to all of these methods is the use of specialized hardware that is dedicated to RR monitoring, a feature that is not often practical and convenient in an emergency setting or for the free-moving, ambulatory patient. Assessment of the RR is important in the ambulatory monitoring of many diseases, including chronic obstructive pulmonary disease (7) , sudden infant death syndrome (26) , and Cheyne-Stokes respiration (CSR) in heart failure (25) . In particular, CSR is a form of sleep-disordered breathing in which crescendo-decrescendo alterations in tidal volume are separated by periods of apnea and hypopnea (25) . CSR has been identified in up to 40% of patients with chronic heart failure and has been associated with cardiac dysrhythmias including atrioventricular block (11) and ventricular ectopy (18) . Additionally, CSR is a marker of worse prognosis and increased mortality in patients with heart failure and improvements in CSR might serve as a positive marker of response to heart failure medical therapy (25) . These clinical observations exemplify the complex interplay among the respiratory, cardiovascular, and autonomic systems and highlight the need for tools to monitor respiratory and cardiovascular parameters in ambulatory patients with heart failure.
Previous studies have estimated the RR by extracting parameters of the respiratory signal from ECG signals (3, 19, 21, 22) . These studies utilized signal processing techniques to assess the impact of changes in air flow or body volume on the ECG signal and estimate the RR. Such an approach could be highly desirable in situations when the respiratory activity is impractical to monitor but the ECG is recorded, e.g., during a 24-h Holter ambulatory recording. However, these studies reported a 6% error in the estimated vs. measured RR, using spirometery as a gold standard (3) or an average correlation of 80% between the estimated respiration signal and a chest-belt respiration sensor (22) . An additional limitation of these methods is that they require a priori selection of the ECG leads to be used for estimation of RR and these selections cannot change once the estimation has started. This issue becomes especially problematic in the case of an implantable device (i.e., pacemaker or defibrillator) where the intracardiac electrograms (EGMs) could be used to estimate RR but it is often unclear which EGM configurations will provide the most accurate estimation of the RR.
Therefore, we present a novel ECG-derived algorithm that automatically selects the optimal lead configuration to optimize the RR estimation. We use a porcine model to test the hypoth-esis that this novel algorithm can be used to reliably estimate RR from both intracardiac EGMs and body surface ECGs. The findings of this study have important implications for monitoring respiratory parameters in patients with implantable cardiac devices and ambulatory patients during routine cardiac monitoring. Anesthesia was induced with telazol (4.4 mg/kg im) and xylazine (2.2 mg/kg im). Each animal was intubated and placed on a mechanical ventilator, and anesthesia was maintained with isoflurane (1.5-5%).
METHODS

Animal
Percutaneous access was achieved by inserting standard angiographic sheaths into the femoral arteries and veins using Seldinger technique (27, 32) . Decapolar catheters were placed under fluoroscopic guidance in the right ventricle (RV; the distal lead being in the RV apex), coronary sinus (CS; the distal lead being in the distal CS), left ventricle (LV; the proximal lead being in the LV apex), and the ventricular epicardial space (EPI). Epicardial access was achieved utilizing a standard subxyphoid percutaneous approach (as it is typically clinically performed in humans) (31) . Briefly, a sheath was placed into the pericardial space using a Tuohy needle. Then, the catheter was maneuvered into the space through this sheath. Finally, an inferior vena cava catheter was inserted as a reference electrode for unipolar signals and the actual locations of the catheters were verified by 2D X-ray views of the heart. Standard electrocardiographic (ECG) electrodes were placed on the animal's limbs and chest.
Data recording equipment. Body surface ECG and intracardiac EGM signals were recorded through a Prucka Cardiolab (Generic Electric) electrophysiology system that provided 16 high-fidelity analog output signals and front-end signal conditioning. Body surface signals were band-pass filtered 0.05-100 Hz, with a 60-Hz notch filter and gain 2,500 V/V, and intracardiac signals were band-pass filtered 0.05-500 Hz, with 60-Hz notch filter and gain 250 V/V.
We have recently developed a state-of-the-art signal acquisition, display, and processing system that supports the acquisition, display, and real-time analysis of all 16 Prucka output signals, sampled at 1,000 Hz by a multichannel 16-bit data acquisition card (National Instruments M-Series PCI6255, Austin, TX). This system consists of custom software written in LabView 8.5 (National Instruments) and MATLAB 7.6 (MathWorks, Natick, MA). This system was modified to estimate and display the RR in real-time using either body surface ECG and/or intracardiac EGM signals.
A respiratory monitor (Surgivet V9004) was used as the gold standard to measure the RR throughout each respiratory intervention. This monitor has an accuracy of Ϯ1 breath/min and functions as follows: each respiration event is detected at the leading edge (upswing) of the CO 2 waveform; next, each set of four consecutive breaths is averaged using box-car averaging; finally, the RR is rounded down and displayed by the unit.
Data collection. For each mechanically ventilated animal, body surface, and intracardiac EGMs were recorded while the ventilation rate was stepped from 13 to 7 breaths/min at tidal volumes of 500 and 750 ml. Each ventilation rate was maintained for a minimum of 90 s.
In the intracardiac recording configuration, EGM signals were recorded from two body surface leads (lead II and V4) and 12 intracardiac unipolar leads, including three leads from the RV catheter (RV1, RV2, and RV7, where "1" is the most distal electrode), three leads from the CS catheter (CS1, CS2, and CS7), three leads from the LV catheter (LV1, LV2, and LV9), and three leads from the EPI catheter (EPI1, EPI2, and EPI9). All unipolar leads were referenced to the same lead in the inferior vena cava catheter. Bipolar intracardiac leads were reconstructed by subtracting pairs of unipolar leads, including four far-field bipolar leads (RV71, CS71, LV91, and EPI91), four near-field bipolar leads (RV21, CS21, LV21, and EPI21), and two intercatheter bipolar leads (RV1CS1 and RV1CS7). A set of intracardiac recordings was collected in 8 animals, and a set of 12-lead body surface ECG recordings was collected in 4 animals.
Development of an ECG-derived respiration surrogate. The mean cardiac axis represents the net direction and magnitude of electromechanical contraction force produced by the depolarization and repolarization of cardiac tissue. The apex of the heart is stretched towards the abdomen during inspiration and compressed towards the breast during expiration. These movements during the respiratory cycle together with the movement of the chest and the changes in thorax impedance due to filling and empting of the lungs contribute to a rotation of the cardiac electrical axis, which affects heartbeat morphology. We proposed to estimate the mean cardiac axis on a beat-by-beat basis and derive the RR from this signal as the mean cardiac axis changes throughout the respiratory cycle (19) .
To obtain the angle of the mean cardiac axis with respect to one of the lead axes, the arctangent of the ratio of QRS amplitudes from two orthogonal ECG leads should be calculated. However, it is impractical to select orthogonal intracardiac leads, both because the identification of orthogonal leads is very difficult, even under fluoroscopy, and because lead motion may cause the angle between two leads to change as a function of respiration or posture. In addition, not only the mean cardiac axis but also the thoracic impedance changes as a function of respiration, such that the angle of the mean cardiac axis is not perfectly described by the arctangent of the ratios of orthogonal leads. Therefore, we attempted to develop a method that could accurately and reliably estimate the respiration rate from an optimal lead combination without first verifying the orthogonality of the lead combination and without calculating the arctangent of the QRS ratios.
ECG-derived RR. We obtained preliminary R-wave annotations by applying a software-based QRS detection algorithm to surface EGM lead V4. Then, preliminary QRS detections were refined and abnormal beats, e.g., premature ventricular complexes and aberrantly conducted beats, were identified using a template-matching QRS alignment algorithm (30) .
Briefly, for each ECG beat, an 80-ms window centered at the peak of the QRS complex was formed from the preliminary R-wave detection. An isoelectric PR segment was subtracted as a zero amplitude reference point (by estimating the mean voltage in a 10-ms window preceding the start of each QRS complex). Then, a median QRS template was generated from the previous 7 "normal" QRS complexes, and the current beat was time aligned to the QRS template using cross-correlation. Cross-correlation was repeated twice for each new QRS complex to ensure the refined R-wave is found at the peak of the QRS complex. A beat was considered "abnormal" if its correlation coefficient was less than a threshold value of 0.95 or if the preceding R-to-R interval changed (either shortened or prolonged) Ͼ10% of the mean R-to-R interval of the previous seven beats (31) .
Next, we calculated the root-mean-squared (RMS) amplitude of each normal (determined by cross-correlation and the R-to-R interval criteria) beat for all leads on a beat-by-beat basis using an 80-ms window centered at the QRS complex. The RMS amplitudes for all abnormal beats were generated from neighboring RMS amplitudes using cubic-spline interpolation. By replacing aberrant beats with interpolated points, rather than the RMS values of the average good beats, we minimized discontinuities in the RMS ratio sequence before spectral analysis. Next, we selected a lead pair combination and calculated the respirophasic signal as the RMS signal ratio on a beat-by-beat basis. Each lead pair combination consisted of a test lead (the numerator) and a reference lead (the denominator).
Thereafter, we estimated the power spectrum in a window (with a predefined number of beats ranging from 16 to 512 beats) of RMS ratio data using a 512-length Fourier transform to improve the frequency-domain resolution. The resulting frequency axis, in respiration cycles/beat (range: 0 -0.5 cycles/beat), was converted to respirations per minute by scaling the axis by the average heart rate across the predefined beat-number window. The dominant power spectral peak between 5 and 35 breaths/min was detected, corresponding to the detected RR.
Optimized RR estimation. When determining the optimal lead combination for RR detection, we identified the lead combination with the largest spectral signal-to-noise ratio (SNR), which we defined as the spectral peak power divided by the median of the power spectrum from 0 to 0.5 cycles/beat, expressed in decibels:
This method provides one sample of the ECG-derived respiration per cardiac cycle. Given that the heart rate is almost always greater than twice the RR, the RR can be measured well from this limited set of samples.
RESULTS
Results are reported as means Ϯ SD, unless it is noted otherwise.
Determination of the optimal beat window length. We first sought to determine the optimal number of beats on which to perform Fourier transform analysis (the beat window) that would maximize the accuracy and minimize the latency required to estimate the RR.
In Fig. 1A , we show the heart rate and respiration rate of a recording in which the ventilator's rate was changed from 7 to 10 breaths/min, 489 s after the beginning of the recording (the dotted line indicates the timing of the change in the ventilator rate). We estimated the RR using a 16-, 32-, 64-, 128-, 256-, and 512-beat window. In 32-, 64-, 128-, 256-and 512-beat windows to reach a new rate (window length in beats ϫ 60/heart rate in beats/min/2). Given that at 489 s the instantaneous heart rate was 104 beats/min, the theoretical transition times were 4.6, 9.2, 18.5, 36.9, 73.8, and 147.7 s, respectively (the dotted vertical line indicates 104 beats/min). In Fig. 1C , we present the estimated RR plotted as a function of time; the data are fitted with the Boltzmann
where A 1 and A 2 represent the minimum and maximum RR, respectively; x o represents the time to half maximum RR; and dx represents the slope of the exponential function) to obtain the experimental transition times (at x o ϩ 4dx) of 8.9, 18.1, 36.6, 38.8, 79.0, and 152.4 s, respectively. We observe that the theoretical transition times predicted in Fig. 1B are in excellent agreement with the estimated values of Fig. 1C . In Fig. 1D , we show the standard deviation of the RR estimates using a 16-, 32-, 64-, 128-, 256-, and 512-beat window (left axis); we also show the window length (in time). We observe that for RR estimation error of Ͻ1 breath/min, the 32-beat window provides an uncertainty that is Ͻ0.5 beats/min; Thus, although the RR estimation error is smaller with a larger size window, the benefit of the increased accuracy is not substantial enough to justify the more than doubling of the number of beats required to correctly estimate the RR. Therefore, in the remainder of this study we use a 32-beat window.
Algorithm demonstration. To examine the ability of our algorithm (without the optimization step) to accurately estimate the RR, we performed a series of experiments in which the ventilator rate was adjusted in either a step-down or step-up fashion from 7 to 13 breaths/min. The respiratory monitor output (as displayed on the monitor screen) was recorded throughout each experiment to serve as the gold standard to evaluate our algorithm's accuracy during time intervals at which the RR was held constant.
In Fig. 2A , we show a representative example of this process, in which the ventilator was stepped down from 13 to 7 breaths/min. The blue line indicates the estimated RR (here using the most distal CS lead, CS1, referenced to ECG lead II) throughout the time course of the recording, while the red lines show the RR reported by the respiratory monitor during the time intervals at which the RR is held steady and the algorithm reports a constant RR. This process was repeated for all leads in each study.
In Fig. 2B , we show the normalized power spectrum (in cycles/beat) as a function of time during the step down transition of the ventilator's rate from 13 to 7 breaths/min. We see that there is a clear peak at 0.128 cycles/beat (at a heart rate of 104 beats/min) in the spectrum corresponding to 13 breaths/ min, which progressively moves with every new ventilator RR setting to a final peak of 0.067 cycles/beat at 860 s, corresponding to an RR of 7 breaths/min.
Estimation of RR using intracardiac leads. We next examined the ability of the algorithm (without the optimization step) to estimate the RR using unipolar, far-field bipolar, near-field bipolar, and RV-CS intracardiac leads. For this analysis, each intracardiac lead (numerator) was referenced to body surface ECG lead II (denominator) to maximize the potential for ratiometric lead orthogonality. The absolute error and percentage of missed detections using each intracardiac lead configuration were calculated for each animal across all ventilation rates, from 13 to 7 breaths/min, at tidal volumes of 500 and 750 ml.
The absolute error was calculated as the average absolute difference between the estimated and true RR. A missed detection was defined as an RR detection in which the estimated RR differed from the true RR by Ͼ1 breath/min (the accuracy of the respiration monitor), that is, Έestimated RR Ϫ true RRΈ Ͼ 1.
Because the respiratory monitor rounds each RR down to the nearest integer, each estimated RR was also rounded down to the nearest integer before absolute error and missed detection calculation. The nonparametric Friedman's test was used to compare the differences between the tidal volumes of 500 and 750 ml across leads (P Ͻ 0.05 indicated statistical significance).
In Fig. 3 , we show the absolute error for each lead at tidal volumes of 500 and 750 ml, averaged across all animals, for unipolar leads (Fig. 3A) , far-field bipolar leads (Fig. 3B) , near-field bipolar leads (Fig. 3C) , and RV-CS intercatheter leads (Fig. 3D) . No statistically significant difference of the error was found between tidal volumes of 500 and 750 ml for any intracardiac lead, and no statistically significant difference Fig. 2 . A: an example of the RR detection, using the root-mean-squared (RMS) signal ratio of coronary sinus lead 1 and electrocardiographic lead II (CS1/ ECG II). The blue curve represents the estimated RR using our algorithm through the time course of this study. The red lines represent the RR reported by the respiratory monitor during each interval (indicated by the length of the red line) employed for the estimation of the RR. B: normalized power spectrum (in cycles/beat) as a function of time during the step down transition of the ventilation rate, from 13 to 7 breaths/min, for the data from A. There is a clear peak in the spectrum at a rate that decreases as a function of time as the ventilation rate decreases from 13 to 7 breaths/min.
was found between any two far-field bipolar, any two nearfield bipolar, or any two RV-CS leads, respectively.
In Fig. 3A , we observe that the absolute error for unipolar leads has a range of 0.09 -1.22 breaths/min, with a mean of 0.26 breaths/min. In Fig. 3B , we observe that the absolute error for far-field bipolar leads has a range of 0.13-1.13 breaths/min, with a mean of 0.44 breaths/min. Figure 3C demonstrates that the absolute error for near-field bipolar leads has a range of 0.09 -1.47 breaths/min, with a mean of 0.66 breaths/min, and Fig. 3D demonstrates an absolute error of 0.11-0.87 breaths/ min, with a mean of 0.40 breaths/min for RV-CS bipolar leads. As shown by the small absolute errors in all intracardiac lead configurations, the algorithm closely tracks the true RR across a wide range of intracardiac leads.
In Fig. 4 , we show the percentage of missed detections for each lead at tidal volumes of 500 and 750 ml, averaged across all animals, for unipolar leads (Fig. 4A) , far-field bipolar leads (Fig. 4B) , near-field bipolar leads (Fig. 4C) , and RV-CS leads (Fig. 4D) . No statistically significant difference was found for the percentage of missed detections between tidal volumes of 500 and 750 ml for any intracardiac lead, and no statistically significant difference was found between any two unipolar, any two far-field bipolar, any two near-field bipolar, or any two RV-CS leads, respectively.
In Fig. 4A , we observe that the percentage of missed detections for unipolar leads has a range of 0.0 -9.2%, with a mean of 1.7%. In Fig. 4B , the percentage of missed detections for far-field bipolar leads also has a range of 0.0 -9.2%, with a mean of 1.7%. Figure 4C demonstrates that the percentage of missed detections for near-field bipolar leads has a range of 0.0 -12.9%, with a mean of 5.7%, and finally, Fig. 4D demonstrates that the percentage of missed detections for RV-CS bipolar leads has a range of 0.0 -6.3%, with a mean of 2.8%. While the average percentage of missed detections in all intracardiac lead configurations is low, the maximum percentage of missed detections on select leads is higher than desired for a robust RR detection algorithm.
Lead optimization. To examine the conditions leading to the failure of the proposed algorithm to accurately estimate RR, we compared the spectral SNR of all accurate vs. missed RR detections for all unipolar, far-field bipolar, near-field bipolar, and RV-CS intracardiac leads, referenced to surface ECG lead II. The spectral SNR using each intracardiac lead configuration was compiled across all animals, tidal volumes, and ventilation rates. The SNR of all accurate vs. missed RR detections was then compared across all intracardiac leads using a two-factor Friedman's test.
In Fig. 5A , we plot the means Ϯ SD of the spectral SNR for every intracardiac lead combination for all accurate and missed detections. We found that the accurate detection SNR is significantly larger than the missed detection SNR (P Ͻ 0.001). Across all lead types, the average accurate detection SNR is 11.0 dB, and the average missed detection SNR is 8.2 dB.
We next grouped all intracardiac leads by catheter type (RV, CS, LV, EPI, or RV-CS, grouping all unipolar, far-field bipolar, and near-field bipolar leads from the same catheter) and reanalyzed the data using our optimized algorithm. For each catheter, the lead combination with the highest SNR at each ventilation rate was used to estimate the RR. In Fig. 5B , we plot the absolute error for each catheter at tidal volumes of 500 and 750 ml, averaged across all animals. The absolute error using our optimized algorithm has a range of 0.09 -0.16 breaths/min, with a mean of 0.13 breaths/min. In Fig. 5C , we plot the percentage of missed detections for each catheter at tidal volumes of 500 and 750 ml, averaged across all animals. The percentage of missed detections using our optimized algorithm has a range of 0.0 -2.1%, with a mean of 0.2%. There were no missed detections using the RV, CS, EPI, and RV-CS leads. Notably, the only missed detection came from a single RR measurement in a single animal at a tidal volume of 750 ml in which the maximum SNR was Ͻ7 dB for the LV lead grouping.
We further characterized the performance of our optimized algorithm by calculating the goodness-of-fit between the estimated and true RR across all ventilation rates. In Fig.  6 , we plot the estimated vs. the true RR for RV (Fig. 6A) , CS (Fig. 6B), LV (Fig. 6C) , and EPI lead ( . No statistically significant difference was found between tidal volume 500 and 750 ml for any intracardiac lead, and no statistically significant difference was found between any 2 unipolar, any 2 far-field bipolar, any 2 near-field bipolar, or any 2 RV-CS leads, respectively. A: unipolar missed detection percent ranges from 0.0 to 9.2% with mean of 1.7%. B: far-field bipolar missed detection percent also ranges from 0.0 to 9.2% with mean of 1.7%. C: near-field bipolar missed detection percent ranges from 0.0 to 12.9% with mean of 5.7%. D: RV-CS bipolar missed detection percent ranges from 0.0 to 6.3% with a mean of 2.8%. As shown, the average percentage of missed detections in all intracardiac lead configurations is low.
EPI, and RV-CS estimates, respectively (RV-CS data not shown).
Optimized intracardiac RR estimation using RV-CS bipolar leads. To develop an RR estimation method that could be deployed in an intracardiac device and that does not rely on the use of any surface ECG lead, we evaluated the performance of our optimized algorithm using ratiometric combinations of bipolar leads RV1CS1, RV1CS7, and CS1CS7.
In Fig. 7A , we show the absolute error and percentage of missed detections at tidal volumes of 500 and 750 ml, averaged across all animals. This method is highly accurate when applied to intracardiac-only RV-CS bipolar leads, with an average absolute error of 0.09 and 0.39 breaths/min, respectively, at tidal volumes of 500 and 750 ml, and a missed detection percentage of 0 and 1.78%, respectively, at tidal volumes of 500 and 750 ml. Only one RR intervention was improperly detected. In Fig. 7B , we plot the estimated vs. true RR across all ventilation rates for both nonrounded and downrounded RR estimates, compiled across all animals and tidal volumes. The rounded RR estimates closely track the true RR, with goodness-of-fit R 2 statistic of 0.97. In Fig. 7C , we plot the average SNR of the six RV-CS lead combinations. While no statistically significant difference was found between any pair of lead combinations (using a nonparametric Friedman's test), the CS71/RV1CS1 lead combinations trended higher than the RV1CS1/CS71 lead combinations, which trended higher than the CS71/RV1CS7 lead combinations.
Indeed, 42.86% of the optimized lead configurations use a combination of the CS71 and RV1CS1 leads, 32.38% of the optimized lead configurations use a combination of the RV1CS1 and CS71 leads, and 24.76% of the optimized lead configurations use a combination of the CS71 and RV1CS7 leads. With only one missed detection, the overall accuracy of this intracardiac algorithm is 99.1%. A: signal-to-noise ratio (SNR) estimates for every intracardiac lead type, compiled across all animals, at tidal volumes, and ventilation rates, for all accurate (white) and missed (black) detections. The accurate detection SNR is significantly larger than the missed detection SNR for every lead type (*P Ͻ 0.001). Across all lead types, the average accurate detection SNR is 11.0 dB, and the average missed detection SNR is 8.2 dB. B: absolute error (means Ϯ SD) for RV, CS, LV, EPI, and RV-CS lead groupings using our optimized algorithm, at tidal volumes of 500 and 750 ml, averaged across all animals. All intracardiac leads are grouped by catheter type, and for each group, the lead combination with the highest SNR at each ventilation rate was used to estimate the RR. The absolute error ranges from 0.09 to 0.16 breaths/min with mean 0.13 breaths/min. C: percentage of missed detections (means Ϯ SD) for each lead group, at tidal volumes of 500 and 750 ml, averaged across all animals. The percentage of missed detections ranges from 0.0 to 2.1%, with mean 0.2%. There were no missed detections using the RV, CS, EPI, and RV-CS leads, while the only missed detection came from a single RR measurement in a single animal at tidal volume of 750 ml in which the maximum SNR was Ͻ7 dB for the LV lead grouping.
Estimation of the RR from body surface signals.
To further evaluate this method in estimating the RR, we applied this method on 12-lead ECG recordings in 4 animals. We estimated the RR by obtaining for each 32-beat sequence the ratio of any two body surface leads that provided the highest SNR. We found that this method provided 100% accurate estimation of the RR, with no missed detections.
In Fig. 8A , we show the absolute error at tidal volumes of 500 and 750 ml, averaged across all animals. This method exhibits an average absolute error of 0.25 and 0.25 breaths/ min, respectively, at tidal volumes of 500 and 750 ml. In Fig.  8B , we plot the estimated vs. true RR across all ventilation rates for both nonrounded and downrounded RR estimates, compiled across all animals and tidal volumes. The rounded RR estimates closely track the true RR, with goodness-of-fit R 2 statistic of 0.93. In Fig. 8C , we identify the seven most-used lead configurations by the optimized algorithm. Ratiometric configurations V1/V2 and V5/ECGIII were each used 16.1% of the time, followed by ECGIII/V4 (10.7%), V5/V3 (8.9%), aVL/V5 (5.4%), ECGIII/V5 (5.4%), and V5/V2 (3.6%). Of note, the pairing of ECGIII and V5 was the most commonly selected pairing, accounting for 19.6% of all optimized pairings.
DISCUSSION
The ability to accurately monitor RR in ambulatory patients holds significant promise for improving the management of a number of different disease processes. For instance, abnormal respiratory patterns are prevalent in patients with heart failure and preliminary data suggest that treatment of sleep-disordered breathing improves LV function (17) . Since many heart failure patients already have implantable cardiac devices and others can be monitored with ambulatory telemetry monitors, the identification and treatment of periodic sleep-disordered breathing in patients with heart failure hold significant promise for improving outcomes (7, 26) .
However, currently available tools for diagnosing sleepdisordered breathing require nocturnal polysomnography, usually mandating an overnight stay in a clinical facility, thus generating substantial cost for the healthcare system and creating significant inconvenience for the patient. In light of the rapidly growing number of patients with class III and IV heart failure who have implantable devices in place for rhythm monitoring or cardiac resynchronization, the opportunity to capitalize on these devices for the added benefit of respiratory monitoring would represent a signifi- cant advance in the diagnosis and treatment of sleep-disordered breathing.
In this study we propose a novel algorithm to accurately and efficiently estimate the RR from either intracardiac or body Fig. 7 . Intracardiac-only RR estimation, using RV1CS1, RV1CS7, and CS1CS7 bipolar leads. A: absolute error and percentage of missed detections (means Ϯ SD) at tidal volumes of 500 and 750 ml, averaged across all animals. Only 1 RR intervention was improperly detected, resulting in an overall accuracy of 99.1%. B: estimated vs. true RR employing either nonrounded () or rounded () RR estimates (means Ϯ SD), compiled across all animals and tidal volumes. The rounded respiration estimates closely track the true RR, with goodness-of-fit R 2 statistic of 0.97. C: average SNR of the 6 RV-CS lead combinations. The CS71/RV1CS1 lead combinations trended higher than the RV1CS1/CS71 lead combinations, which trended higher than the CS71/ RV1CS7 lead combinations. Indeed, 42.86% of the optimized lead configurations use a combination of the CS71 and RV1CS1 leads, 32.38% of the optimized lead configurations use a combination of the RV1CS1 and CS71 leads, and 24.76% of the optimized lead configurations use a combination of the CS71 and RV1CS7 leads. surface leads. Overall, we have shown that the presented method first, does not require specialized hardware to measure the RR but rather uses only standard ECG signals; second, estimates RR with high accuracy utilizing either intracardiac or body surface ECG signals; and third, automatically optimizes the lead choice for real-time RR estimation without requiring any a priori knowledge of lead orthogonality.
For intracardiac RR estimation we present a method that uses ratiometric combinations of bipolar leads RV1CS1, RV1CS7, and CS1CS7. RV and CS catheters are commonly implanted with cardiac-resynchronization therapy devices in heart failure patients, and these bipolar lead configurations form a triangle, ensuring a range of angles between ratiometric lead pairs to optimize RR estimation. We found the overall accuracy of this intracardiac method to be 99.1%.
Previous studies have reported 6% error of the RR (3, 19, 21, 22) and a high correlation (R 2 ϭ 0.8) with the respiration signal acquired with a chest-belt respiration sensor (3, 20 -22) . Our method demonstrated 100% accuracy for RR estimation using 12-lead ECGs (R 2 ϭ 0.93), which shows a significant improvement over previously reported results. The most commonly selected leads for ratiometric RR estimation include frontal ECG lead III and precordial lead V5, at least one of which was automatically selected by our algorithm in six of the seven most-used ratiometric lead combinations and together were used 19.6% of the time. This finding supports the possibility that only a subset of ECG leads is required for high-fidelity ambulatory ECG-based RR estimation, including only leads III and V5. Finally, the use of 32-beat window makes this algorithm suitable to respond to faster RR changes, as may be found with CSR. The trade-off for reducing the beat window length for insignificantly reduced accuracy is not expected to affect the performance of this method (Fig. 1) .
Finally, it should be noted that for the short-duration ECG data obtained from a 32-beat window, the heart rate is likely to remain relatively constant such that one can assume that the ECG-derived respiratory signal is consisted of evenly sampled data; thus the conventional Fourier transform may be reliably applied to such short-duration data sequences (also confirmed by the small error rates of Ͻ0.16 breaths/min). For longer ECG sequences where the changes in heart rate may be substantial, the spectral estimation may be accomplished using Lomb's method for unequally spaced data (16) .
In conclusion, the proposed highly accurate and efficient algorithm takes advantage of simple hardware that is readily available as part of ECG patient monitoring to provide the RR as an additional physiological parameter that in conjunction with estimation of the tidal volume [see companion article (25a)] may help improve diagnosis, treatment, and outcomes across a variety of clinical settings. Since the proposed method to estimate RR is based on morphological analysis of ECG data, the algorithm is also expected to work on human ECG data. However, due to the anatomical differences between the swine and human chest as well as differences in the thoracic impedance during breathing, further evaluation of the proposed method should be performed in human model. 
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