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Privacy and surveillance are pervasive words not only in higher education but also in 
many areas in our life. We use and hear them often while shopping online, reading the news, or 
checking the policies and terms of websites. At the same time, data science has grown rapidly 
with advanced data collection and surveillance technologies. Moreover, security breaches have 
drastically increased in all areas in the last decade. 
At first glance, the impression might be that only particular individuals are affected by 
privacy breaches. However, these cases have implications for all of society because they can 
cause fear and anxiety in all communities. At this point, education, as a microcosm of society, is 
one of the areas severely affected by privacy and security breaches. Therefore, protecting the 
privacy of students has become challenging in education.  
In this study, I highlight the challenges of data collection and surveillance in education, 
specifically, in online learning environments in higher education. While data collection and 
surveillance may have potential benefits to education, they may also have threats to educational 
values when they are not used properly. I present potential threats of data collection and 
surveillance to education and reveal what educational values are conversely affected by them. I 
also give information about the data techniques such as aggregation, profiling, classification, etc. 
and explore their potential risks to education.  
This is a qualitative study which employs a case study design. Moodle, a learning 
management system, is the primary setting of this study. In this study, I collected data from three 
main groups of students, instructors, and full-time employees (FTE) at the University of Illinois 
Urbana-Champaign. I conducted interviews with each participant in the spring and summer 
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semesters of 2019. I utilized data analysis and looked for answers to my research questions. 
Lastly, I reviewed policy documents and guidelines to identify the shortcomings of policies and 
looked for the answers to the question: Why are so few people reading and engaging in privacy 
policies? 
In concluding this study, I argue for the obligations of online learning stakeholders such 
as students, instructors, and IT staff. In this sense, every participant in education needs to act 
according to their obligations to contribute to the creation of secure online learning 
environments. Furthermore, I argue that we need better policies. For this reason, we need 
paradigm shifts in the policies to keep up with advanced data collection technologies. Finally, I 
claim that data collection is beneficial for education, and it is possible to benefit from the 
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CHAPTER 1: INTRODUCTION 
 
Defining “Privacy” 
Privacy is one of the most important concepts in our lives; however, it is difficult to 
define. The meaning of privacy is variable because it depends on the context in which it is 
defined. Numbers of theoretical and practical privacy studies are largely done by lawyers, 
political scientists, philosophers, and sociologists. This dissertation attempts to elevate the 
concept of privacy to a central place in educational environments. In my arguments, I benefit 
from the ideas of researchers from different fields. To telegraph my discussion, I believe that 
hearing of privacy features from different researchers matters. 
At first glance, privacy can be interpreted as “control over something.” This is the most 
fundamental and predominant historical meaning of privacy. In Privacy and Freedom, Alan 
Westin (1967) defined privacy as “the claim of individuals, groups, or institutions to determine 
for themselves when, how, and to what extent information about them is communicated to 
others” (p.7). This definition also refers to the ability of an individual to control information 
circulation about him/her and determine which data can be transferred to others. According to 
this definition, when people lose control over their information, others can access it. As a result 
of this, invasion occurs.  
In The Environment and Social Behavior: Privacy, Personal Space, Territory, Crowding, 
a famous book about privacy, Irwin Altman (1975) explained the meaning of privacy from the 
outlook of behavioral science. Altman (1975) saw privacy as an interpersonal boundary control 
process. Similar to Westin’s theory, mentioned above, interactions among individuals are at the 
center of this theory. Because of human nature, individuals are in contact with other individuals 
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and groups in society. In these interactions, they receive outside inputs and also send reactions to 
the outside environment. Altman (1975) said that interpersonal boundary-control process paces 
and regulates interaction with others so that privacy regulation by persons and groups has the 
somewhat shifting permeability of a cell membrane. This means that while individuals 
sometimes prefer to be alone and close off communications to others, they might also seek ways 
to contact them other times. As Altman (1975) explained, these conditions involve both a 
restriction of interaction and a seeking of interaction. In this way, privacy might be used for 
adjusting the level of openness-closedness to find a certain level of communication according to 
different people. Altman (1975) named this feature as a dynamic process that has forces pushing 
toward a certain level of openness-closedness or accessibility-inaccessibility, with the relative 
strength of opposing forces shifting over time and with different circumstances. That means 
humans can find an optimal degree of access to others in different moments. 
In addition to the social and behavioral perspectives, Daniel Solove, a professor in the 
department of law at Washington University, in his book, Understanding Privacy (2008), 
developed an alternative, pragmatic approach to mapping privacy’s every day changing 
characteristics. Solove (2008) said: “Privacy is a concept in disarray. Nobody can articulate what 
it means. Currently, privacy is a sweeping concept. Encompassing freedom of thought, control 
over one's body, solitude in one's home, control over personal information, freedom from 
surveillance, protection of one's reputation, and protection from searches and interrogations" (p. 
1). Solove’s approach is applicable to the analyisis of privacy and to solving privacy issues in 
daily life because of his pluralistic vision that views privacy as "an umbrella term that refers to a 
wide and disparate group of related things" (2008, p. 45). In this sense, he employed Ludwig 
Wittgenstein’s family resemblances theory to explain that certain concepts do not have a central 
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defining characteristic; rather, they draw from a pool of similar, and at times overlapping, 
"family" characteristics (as cited in Solove, 2002, p. 1091). This means the definition of privacy 
gains meaning from other phonemena that we use as part of the definition of privacy. Solove 
(2002) contended that privacy is such a concept, for which the meaning cannot be reduced to any 
single thing because, in practice, it describes a cluster of related things. In adopting 
Wittgenstein's method, Solove suggests that we categorize "something as involving 'privacy' 
when it bears a resemblance to other things we classify in the same way" (2008, p.46). This 
analogical reasoning helps us categorize the privacy threats and risks in the situations we 
encounter in daily life. In brief, as Solove argued, it reflects the way we actually talk about 
privacy, that is, as a family of interrelated yet distinct things (2008). 
The pluralistic concept of privacy reveals and defines different threats and problems in 
particular groups of activities. Privacy problems and threats can occur in any activity in daily 
life. Based on various groups of activities in daily life, data collection can be defined as a 
potential activity that possibly causes privacy problems and threats. At the same time, data 
collection is one of the main ways to understand and analyze privacy problems under the privacy 
concept. Although data collection has potential benefits for any social context, in some cases, it 
threatens particular values. The problems in data collection arise from accessing and gathering 
information about individuals. Even if no information is shared publicly by individuals, the fact 
is that pervasiveness of data collection methods can create harm. Data collection has different 






Surveillance and Privacy 
Surveillance is systematic data collection, analysis, and interpretation by using various 
methods such as monitoring, listening to, or recording an individual. In addition to being 
systematic, surveillance methods are also applied for specific purposes, and surveillance can 
switch across contexts. For example, a student who monitors the course instructor’s actions on an 
online course for a specific purpose can maintain this surveillance behavior by stalking the 
instructor's information on the web or closely monitoring the instructor’s actions wherever they 
run into each other in a real-life context. While some surveillance activities are visible and 
people are aware of the surveillance, such as recording a supermarket with a video camera for 
security purposes, these activities might also be invisible. No matter if visible or not, the fact that 
surveillance can be systematic and purposeful distinguishes it from other data collection 
activities not implemented for a purpose. 
The surveillance society is a popular term in our daily life. Although surveillance has 
some benefits for society, such as being a deterrent to crime (Rosen, 2001), it is also a threat that 
results in problems such as behavior change or skewed decision making in some contexts. 
Solove (2008) said: “not only can direct awareness of surveillance make a person feel extremely 
uncomfortable, but it can also cause that person to alter her behavior” (p. 108). That is to say, 
regardless of being aware of being surveilled, people may feel uncomfortable with the possibility 
of surveillance. Furthermore, this situation reveals the restriction on some behaviors; thus, some 
values such as creativity and intellectual development are impacted by these restrictions. 
Surveillance is a dominant construct organizing the logic of modern institutions, shaping 
all their operations (Lyon, 2007). When we review the logics of modern systems, especially the 
online ones, it is easily seen that structures and operations are solely based on data collection, 
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surveillance, and practical usage of surveilled data. Many concepts define surveillance as more 
comprehensive because different activities such as watching, monitoring, tracking, or data 
analyzing for different purposes become part of the definition. Therefore, surveillance refers not 
only to the act of collecting data but also to the analysis of collected data for different purposes, 
such as generating knowledge about individuals. In this sense, a sharp separation between data 
usage and data collection is not possible, and on the contrary, these two concepts have several 
overlapping points. Overall, increased interest in data collection and surveillance causes privacy 
problems and threatens the value of using collected data. 
Societal Value of Privacy  
Dangers of losing privacy. It is crucial to examine these theories' reflections and 
concepts to see how privacy is practiced in society in practical ways. One can say there are 
crucial benefits of protecting privacy for individuals and society. Thus, it is necessary to 
emphasize the role of privacy in social relations and interactions in daily life to explain its value.  
There is an ongoing debate about how to assess the value of privacy in various contexts. 
Based on the theory of conceptualizing privacy in this dissertation, which has roots in pragmatist 
philosophy, it is appropriate to assess the value of privacy by focusing the value of what it 
protects. In this sense, it is significant to emphasize why privacy is good, beneficial, and how 
people live a good life because of it. This approach is linked to the fundamentals of pragmatist 
philosophy, which requires embracing privacy from practical perspectives. As Solove (2008) 
points out: “When it comes to [a] pragmatist view of privacy, the focus should on outcome and 
benefits of privacy to the society… Protecting individual privacy need not be at society’s 
expense—in fact, the value of safeguarding people’s privacy should be justified by its social 
benefits…” (p. 91). 
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Privacy is a common value that is mutually shared at the expense of individuals, and, in a 
broad sense, at the expense of society. The rivacy perception ransforms society into a better 
place. According to this approach, privacy is a value requiring individuals to protect it to 
eliminate possible threats and risks of breaches. This is necessary because the adverse results of 
privacy invasions such as embarrassment, injured feelings, or psychological issues, which are 
perceived at the individual level, are also related to society’s larger well-being. In this way, 
Solove (2008) proposed that privacy protects aspects of individuality that have a high social 
value; it protects individuals not merely for their sake but for the sake of society. Regarding the 
relationship between individual and society, Mill said "we cannot think of ourselves save as to 
some extent social beings. Hence we cannot separate the idea of ourselves and our own good 
from our idea of others and of their good” (as cited in Dewey & Tufts, 1908, p. 294). Mill 
articulates the interrelation of individuals and society as utilitarian morality: society shapes 
individuals by the way it develops. In this sense, one can say what makes a society a good place 
also makes individuals good people. Dewey approached this interrelation from a similar 
perspective and said, "because the self found its good in the good of others; an act that harmed 
the others harmed the agent as well" (as cited in Westbrook, 2015, p. 158). From these points of 
view, even though a privacy invasion has an impact on particular individuals in society, it does 
not mean that other individuals are not harmed. On the contrary, a privacy invasion ultimately 
affects all individuals in society because the human self is inherently social and bound to others 
with intrinsic motivational factors. As Westbrok (2015) pointed out, a “human being is bound to 
other selves by instinctive social affections, and these sympathetic affections made the well-
being of others the direct object of desires and endeavors” (p. 158). In this sense, to design 
society in a way that makes individuals comfortable by protecting them from harmful effects of 
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surveillance is not only advantageous for individuals but also for society, since this makes 
society a place worth living. For example, information from particular individuals is lost as a 
result of privacy breaches. At first glance, it can be thought that only particular individuals are 
affected by these privacy breaches. However, these cases can cause fear and anxiety for others in 
society as well. Therefore, the whole of society is affected by these cases. 
Positive dimensions of privacy. Privacy promotes human relations by giving an 
opportunity to an individual to adjust levels of intimacy in social relations. Privacy performs this 
role by enabling us to form different sorts of relationships with different levels of intimacy 
(Hughes, 2015). In a general manner, Altman (1975) argued that “privacy is not solely a ‘keep 
out’ or ‘let in’ process; it involves a synthesis of being in contact with others and being out of 
contact with others" (p. 23). We build our barriers with privacy so that we can restrict who can 
and cannot access us. In doing so, individuals can create their own environment with the people 
that they communicate easily with. The autonomy of the individual is at the heart of this 
argument. Individuals can autonomously limit and stop others’ access to them. Thus, as time and 
location change, individuals adjust the levels of boundaries concerning these variables. About the 
dialectic nature of privacy, Altman (1975) said:  
The desire for social interaction or non-intrusion changes over time and with 
different circumstances. The idea of privacy as a dialectic process, therefore, 
means that there is a balancing of opposing forces - to be open and accessible to 
others and to be shut off or closed to others- and that the net strength of these 
competing forces changes over time (p. 23).   
 
At this point, invasion of privacy occurs when others that are not permitted access are in the 
personal space of an individual. Ruth Gavison (1980) defined privacy as a limitation of others’ 
access to an individual and that the loss of an individual experience of privacy is when others 
obtain information about her, pay attention to her, or gain access to her. 
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As discussed above, the social interaction approach is a broad argument, and it has 
implications for how to manage boundaries for further interactions. Solove (2008) said that 
understanding the value of privacy for society requires that we demonstrate the benefits of 
privacy to society in remedying certain harms to individuals. In this regard, privacy appears as a 
remedy for people’s injured feelings, reputations, or embarrassment. Healthy social connections 
are possible with the elimination of such negative feelings. Social relations are important in 
human well-being, happiness, and a generally healthy psychological stance. Social connections 
that help humans for psychological and social well-being are possible with the privacy that 
enables us to establish different relationships with different levels of intimacy. In this sense, 
individuals establish social connections that should not contain chaos and conflict, so that 
individuals may benefit from them at optimum levels. Otherwise, individuals can't benefit from 
social connections in society. With this function, privacy is a concept that offers the mental and 
physical space for plurality, tolerance, and interactions with others (Hughes, 2015). Healthy 
social relations are also crucial for society, in a broader sense, ensuring social harmony, which is 
a benefit for society. The value of privacy for society is this: privacy facilitates social 
interactions and alleviates chaos, conflicts, or problems in society arising from social disorders. 
In Social Dimensions of Privacy, Kristy Hughes (2015) said, “privacy cultivates the 
intellectual development of society by providing the emotional and physical space in which ideas 
can be formed, developed and explored” (p. 226). This reveals how privacy is beneficial to 
society via personal space. In this argument, the main role of privacy is to promote autonomous 
individuals that can develop ideas and thoughts in their personal space in society. Neil Richards, 
a professor in the department of law at Washington University at St. Louis, is the writer of the 
Dangers of the Surveillance and Intellectual Privacy: Rethinking Civil Liberties in Digital Age, 
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approaching intellectual development from the privacy perspective and diving into a concept of 
intellectual privacy. In this book, Richards (2015) revealed the fundamentals of intellectual 
privacy and also points out how autonomy is affected by surveillance and privacy: 
Intellectual theory suggests that new ideas often develop best away from the 
intense scrutiny of public exposure; that people should be able to make up their 
minds at times and places of their own choosing; and that a meaningful guarantee 
of privacy — protection from surveillance or interference — is necessary to 
promote this kind of intellectual freedom (pp. 1945-1946). 
 
Richards (2015) underlined the importance of autonomy in intellectual development. Individuals 
make their own choices and minds up in these spaces that are free from interference, intrusion, or 
surveillance. Here, Richards is not necessarily certain that intellectual capacities grow in an 
environment that supports the intellectual development of individuals. Rather, he recommends 
the provision of an environment without the scrutiny of public exposure for individuals to foster 
autonomy and to receive time to experiment with intellectual work. In this way, individuals can 
experiment with new, controversial, or maybe deviant ideas within the environment provided by 
privacy. The basis of this thought is human development because, as Solove (2008) pointed out, 
growth and development require experimentation and the opportunity to alter one’s opinions 
before making them public. 
This also reveals a contradiction between surveillance and creativity. Surveillance can be 
challenging in the wrong hands and prevent individuals from thinking and generating new 
thoughts. A high level of social development can be achieved in a society where individuals are 
encouraged to develop artistic, scientific, technological, or political ideas without intervention. 





Privacy Theories and Approaches to Diagnose and Solve the Issues 
Because of the complex structure of privacy, scholars and experts have struggled to 
define it and articulate privacy problems arising from privacy violations through the years. As a 
result of insufficient elaboration, it is quite challenging to understand how privacy threats are 
developed and who are affected by them. The reflection of this situation in the context of privacy 
laws is that the laws used to illuminate privacy cases have become ineffective and useless. 
Solove (2008) believed that conceptualizing privacy is significant to elaborating on privacy 
cases; however, the discourse about conceptualizing privacy remains deeply unsatisfying. In this 
regard, this dissertation aims to bring clarity to privacy, its related concepts, and their conceptual 
meaning, primarily, privacy’s meaning in the educational context. Hence, this study develops a 
new understanding of challenges and threats arising from privacy violations, and it brings 
solutions to privacy problems to protect people from their vulnerabilities. 
Privacy violations cause harmful and dangerous results. As opposed to these results, the 
Family Educational Rights and Privacy Act (FERPA) provides limited protection for students 
and educational stakeholders. However, some educators may not adequately understand the 
concept of privacy and may fail to resolve educational activities that violate privacy. The 
situation is not much different for courts and policymakers. “Although these violations are not 
the same, courts and policymakers frequently have a singular view of privacy in mind when they 
assess whether an activity violates privacy. As a result, they either conflate distinct privacy 
problems despite significant differences or fail to recognize a problem entirely” (Solove, 2008, 




According to Solove, to begin to solve some of the problems of privacy, we must develop 
a pragmatic approach to conceptualizing privacy (2008). This pragmatic approach is an 
alternative to traditional methods of conceptualizing privacy and is different from them. Solove 
said, “traditional methods of conceptualizing privacy, which attempt to locate a common set of 
necessary and sufficient elements that distinguish privacy from other categories, will always 
come up short” (as cited in Citron & Henry, 2010, p.1110). Consequently, a pragmatic approach 
requires an understanding of privacy in a meaningful way rather than drawing precise and one-
sided conclusions about privacy. 
Expanding on Wittgenstein’s notion, Solove (2002) developed an approach to 
conceptualize privacy drawn from a few recurring ideas of pragmatism: a recognition of context 
and contingency, a rejection of a priori knowledge, and a focus on concrete practices. In this 
regard, Solove (2008) claims that John Dewey’s philosophy is useful to conceptualizing privacy 
and says the philosophical inquiry must be experimental, beginning with problems in experience, 
making generalizations based on one’s encounters with these problems, and then testing these 
generalizations by examining consequences in other contexts. This means a pragmatic approach 
to privacy should focus on understanding privacy in specific contextual situations instead of 
illuminating the abstract conception of privacy. It requires understanding the nature of problems 
and related concepts in different contexts, rather than describing privacy. This helps us create a 
useful framework to identify and analyze privacy in a variety of cases. Without a meaningful 
framework for understanding privacy and the various contexts in which privacy problems arise, 
decision-makers will have great difficulty identifying, defining, and protecting against socially 
detrimental incursions on privacy (Citron & Henry, 2010). Therefore, a workable conception of 
privacy must fit changing norms and attitudes to remain stable and provide a meaningful guide. 
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 In addition to Solove’s pragmatic approach, another privacy scholar, Helen Nissenbaum 
of New York University, approached privacy as contextual integrity. Nissenbaum’s development 
of contextual integrity was published as an article, Privacy as Contexual Integrity in 2004. 
Nissenbaum (2004) explained the gaps in old privacy theories and suggests a new theory by 
considering the drawbacks of the old theories. Nissenbaum (2004) stated, “contextual integrity 
ties adequate protection for privacy to norms of specific contexts, demanding that information 
gathering and dissemination be appropriate to that context and obey the governing norms of 
distribution within it” (p. 101). Contextual integrity theory claims that data ought to be 
distributed and protected according to the norms governing distinct social contexts—whether 
they be workplaces, health care institutions, schools, or among family and friends. 
As Nissenbaum stated, “contextual integrity [is] posed as a universal account of what 
does and does not warrant restrictive, privacy-motivated measures. As a conceptual framework, 
it is not conditioned on dimensions of time, location, and so forth” (2004, p. 118). The universal 
account of the contextual integrity principle arises from the flexibility of theory in different 
social contexts such as health, education, or business. The characteristics of this theory that are 
independent of time and location make the theory fit in any circumstances and contexts at any 
time. Another strength of contextual integrity is that it expresses a right to privacy in terms of 
dichotomies and clarifies the separation of concepts. For example, separations like sensitive and 
non-sensitive or private and the public can clearly be realized and identified in theory. Such clear 
separations of these terms give us a useful guide for detecting privacy violations because of the 
changeable and flexible face of the privacy concept.  
Solove and Nissenbaum place their approaches in context by emphasizing the pluralistic 
structure of privacy. According to the theory of contextual integrity, Nissenbaum contended, “it 
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is crucial to know the context—who is gathering the information, who is analyzing it, who is 
disseminating it and to whom, the nature of the information, the relationships among the various 
parties, and even larger institutional and social circumstances” (2004, p.137). Similarly, Solove’s 
pluralistic approach to conceptualizing privacy, which urges decision-makers to assess privacy 
problems in context, indicates that meaningful choices about privacy depend on an appreciation 
of how privacy benefits society as a whole. Moreover, this theory is based on the idea that 
privacy is a cluster of related things; it does not refer to only one thing. In short, Nissenbaum’s 
approach respects the contextual norms of information flow, and Solove’s approach respects the 
pluralistic context rather than a single unitarian concept. These two are helpful theories in 
defining and analyzing the contexts in which privacy problems occur. They are also helpful for 
understanding privacy in a pluralistic and contextual manner. The guidance provided by these 
theories is useful for researchers to systematically approach privacy issues. 
All philosophers point out that it is not possible to solve privacy problems without 
understanding and conceptualizing them. To find meaningful solutions, the issues that arise from 
privacy should firstly be well-defined. As Dewey (1938) said, a problem well-put is half-solved. 
A good diagnosis of a problem is important to finding a solution. One cannot solve a problem 
until knowing the harm it causes. While theorizing and examining the privacy concepts 
efficiently, starting an analysis at the social level is crucial for identifying the meanings of these 
concepts on a broad level. Then, narrowing this context down to education, a subset of society, 
allows a researcher to see distinctions and similarities of privacy concepts in these two contexts. 
Then the investigation of special and distinctive privacy problems within the education domain is 
necessary. Solove (2002) said that privacy is better understood as drawing from a common pool 
of similar characteristics rather than searching for an overarching concept. Drawing from a 
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common pool of similar characteristics and seeing some overlapping and distinctive 
characteristics of privacy issues in social contexts is helpful for researchers. This approach is 
effective in investigating threats to educational values in online education in higher education 
institutions (HEIs). 
In the field of education, to investigate these threats, the first step should be to define the 
privacy problems arising from surveillance and data collection to address them in meaningful 
ways. Potential threats to education values are not often well-articulated because the efforts to 
conceptualize privacy and its associated concepts are not enough. As a result, education 
stakeholders are in chaos because of an inability to figure out how to approach these problems. 
In this regard, philosophical approaches to privacy issues provide a functional guide for 
researchers to conceptualize and diagnose these issues in different domains. For example, 
contextual integrity theory can be helpful for researchers to analyze how data is collected, how 
students perceive this data collection, what kind of data is collected, and how data collection 
affects educational values in their specific context. Overall, these theories provide convenience 
for researchers as they define, elaborate, and approach the issues.   
Thesis Statement 
This study focuses on the challenges of protecting students’ privacy in higher education 
institutions' online learning environments. In this sense, I aim to explore the challenges of data 
collection, use, and surveillance in education, specifically, online learning in the higher 
education context. Through this dissertation, I investigate the consequences of data collection 
and surveillance on educational values. Following this purpose, I claim that while data collection 
and surveillance may have potential benefits to education, they may also have threats to students’ 
privacy and educational values when they are not used properly. These threats may not only be 
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limited to students but may also include faculty and instructors that are not the focus of this 
study. In addition to this, using data properly within the privacy policies' scope to enhance 
security in the environment brings new responsibilities and commitments not only for students 
but also for instructors and IT staff. Thus, in this study, I argue the obligations of educational 
stakeholders such as students, instructors, and IT staff to eliminate privacy breaches and create 
secure educational environments. Furthermore, specifying the responsibilities of students, 
teachers, and IT staff is not enough merely to create secure educational environments. It is also 
essential to determine where policies currently stand in privacy violations. For his purpose, I 
claim that the main shortcomings of policies are originated from running behind in the face of 
rapid developments in advanced data collection methods. Therefore, I assert that we need 
paradigm shifts in the policies to keep up with advanced data collection technologies.  
Outline of the Present Study 
This study includes seven chapters. In this section, I give a brief overview of my chapters.  
Chapter 1 gives introductory-level information about the concept of privacy and current 
privacy theories, such as contextual integrity and Solove’s pragmatic approach. I discuss the 
societal value of privacy and emphasize why privacy is beneficial for an individual, and, in a 
broader sense, for society. In the introduction, I mention the positive dimensions of privacy, as 
well as the dangers of losing privacy. At the end of this section, I share my thesis statement. 
In Chapter 2, I start by explaining the benefits of privacy for education. Here, I consider 
education a microcosm of society and show the advantages of protecting privacy for education. I 
divide education’s components into psychological and sociological. On the psychological side of 
education, I argue how privacy is effective in protecting intellectual aspects of education. On the 
sociological side of education, I argue how privacy is effective in protecting social relationships 
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in the community. While I am arguing these sides, I mention why privacy is crucial in protecting 
autonomy and freedom of experience.  
Chapter 3 emphasizes the challenges of protecting privacy in higher education 
institutions' online learning environments. Specifically, I highlight the challenges of data 
collection, surveillance, and ata processing. I reveal the dangers and risks of these activities in 
online learning environments. In arguing about dangers, I give brief information about 
surveillance technics such as aggregation, profiling, classification, etc. The essential point in this 
chapter is to reveal how data surveillance poses privacy threats. 
In Chapter 4, I explain the methodological design of my study. This chapter includes the 
following parts: site and participant selection, procedures for data collection and data analysis, 
and the researcher's role. I also mention my research methodology, which is a qualitative study 
with a case study design. I explain several factors in selecting this methodology for my study. At 
the end of this chapter, I reveal the study's expected contributions to the literature and its 
limitations. 
In Chapter 5, I report my research findings under particular themes. I have four research 
questions for this study, and these research questions shape my themes. In addition to themes, I 
reveal my assertions in this chapter of my study.  
In Chapter 6, I discuss the findings of my research. I support my discussions by making 
recommendations for topics for further study. After addressing the challenges of data collection 
and surveillance in online environments, I explain how student priacy and educational values are 
affected by collecting and surveilling data inappropriately. In the last part of this section, I 
discuss obligations of online education stakeholders such as students, instructors, and IT staff. 
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Overall, I hope to show the possibility of benefiting from the advantages of data collection 
without violating students' privacy under the scope of policies. 
In Chapter 7, I argue about data science’s challenges to policies. In my argument, I 
mention the shortcomings of critical points, such as consent and anonymity. I touch on how these 
shortcomings affect user behaviors. Then, I ask this question: Why are so few people reading and 
engaging in privacy policies? In the last part of this section, I look for the answers to this 



















CHAPTER 2: PRIVACY IN EDUCATION 
 
Education as a Microcosm of Society  
Arguing the value of privacy for society in the introduction was helpful in terms of 
understanding privacy’s benefits in a broad sense. The roles of privacy in society, which are 
intellectual development and fostering human relations, have significant resemblances to the 
purposes of privacy in education. Now I will narrow my context and specifically focus on the 
value of privacy in education. In my argument, I benefit from the educational philosophy account 
of John Dewey, whose pragmatist theory is used to conceptualize privacy in the literature. John 
Dewey’s philosophical account for evaluating privacy and investigating its value in education 
helped me develop my ideas based on thoughtful infrastructure. 
The prominent benefit of privacy in education, in light of John Dewey’s philosophical 
account, is gaining experience in hypothetical personal spaces. In this discussion, since 
experience is associated with autonomy, the relationship between these terms is worth arguing. 
Additionally, it is necessary to investigate the social and psychological sides of privacy in 
education to explain how surveillance and data collection affect both sides. Finally, I will 
connect my argument to students' continuous development and emphasize the necessity of 
privacy for gaining experience. 
In transitioning from the of value of privacy in society to its value in education, it can be 
helpful to to recall Solove’s pragmatic approach. According to this approach, it is necessary to 
understand the benefits and challenges related to privacy in different settings to study privacy 
efficiently in a particular context. Although any privacy issue occurs in a specific context, it can 
have resemblances to another issue in a different context that has a similar structure. Likewise, as 
Solove (2008) said:  
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We should understand privacy as a set of protections against a plurality of distinct 
but related problems. These problems are not related by a common denominator 
or core element. Instead, each problem has elements in common with others, yet 
not necessarily the same element—they share family resemblances with each 
other. We label the whole cluster privacy, but this term is useful primarily as a 
shorthand way of describing the cluster (pp. 171-172). 
 
Since society is a big cluster and education is a sub-cluster of it, the benefits and challenges of 
privacy in society are similar to those in education. For example, the benefit of privacy in terms 
of fostering social relations in society resembles the benefits of fostering social relationships in 
education. Rather than using cause-effect connections in approaching privacy issues, shifting the 
focus to plurality and similarities of problems in different contexts would be more beneficial to 
understand the nature of privacy problems in specific settings. Since privacy is a pluralistic 
concept, it should be understood pluralistically as well. Thus, the structure of privacy requires 
using a pluralistic approach. 
Producing and Sharing Knowledge in Education 
To underline the relationship between education and society, in My Pedagogic Creed, 
Dewey (1897) said, “all education proceeds by the individual's participation in the social 
consciousness of the race. This process is continually shaping the individual's powers, saturating 
his consciousness, forming his habits, training his ideas, and arousing his emotions” (p. 3). 
According to this quote, the race represents humanity, mankind. The aim of education is that 
humans gain awareness in thought about social improvements. These improvements are    
discoveries, inventions, or any individual work that contributes to humankind's development. 
This process starts with birth and ends with death, and it is a continuous motion. Through 
education, individuals gradually come to share their intellectual and moral resources with the 
public for the sake of society. In this dynamic structure, social interaction is in the center because 
individuals contact each other to share these resources. That means that once individuals want to 
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share their intellectual and moral capacities, they have to be in interaction with others in different 
ways. This is a back and forth process; as a result of this, learning takes place. While individuals 
share resources, they give meaning to what they share. Learning occurs while individuals are 
interpreting and making inferences from the reactions that they receive from others. “Through 
the responses which others make to his own activities he comes to know what these mean in 
social terms” (Dewey, 1897, p. 3). This means that humans come to know in this response-
making process. Learning is a process that requires interpretation and meaning-making; through 
this process, humans apply their cognitive actions and structure it. 
In learning, a human is benefited from terms around him, and then he understands what 
objects, feelings and emotions mean in the world by interpreting these terms. Lastly, humans set 
social relations to convey their message to others, and, in a broader sense, to society. Thus, 
humans share this meaning that is created during the meaning-making process with the public. In 
social terms, we use other people to help label our feelings and define our perceptions (Westin, 
1967). Since this idea points out the ability of humans to define and label perception, gaining 
awareness of knowledge through perceptions is the first step of knowing. The help of society and 
social interaction cannot be ignored in this process. 
Festinger (1954) said the “coming to know” process comes true by interacting with the 
environment as social comparison and considering this process as a self-evaluation function of 
privacy. Self-evaluation, which is a function of privacy, could be a part of rationality and 
learning. Since individuals need to evaluate themselves, others, and situations to understand at 
what point they themselves are, they find a chance to compare their ideas and situations with 
others. This evaluation is necessary for ambiguous situations in which people are inexperienced 
or uncertain for an instant (Altman, 1975). Thus, social comparison is beneficial for individuals 
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in terms of gaining experience on unexperienced points. The process of gaining experience ends 
up not only as a way to share knowledge activity but also to share attitudes, emotional states, 
new situations, and even strange conditions. Ambiguous circumstances are ever-present in our 
lives, and social comparison theory hypothesizes that we seek other people out to help us define 
situations, interpret uncertainty, and check our views and opinions (Altman, 1975). That means 
we use other people to help label our feelings and define our perceptions. The function of 
privacy here is to allow the social-comparison process to take place. As such, privacy regulation 
may allow the person to decide on courses of action, apply meaning to various interpersonal 
events, and build a set of norms or standards for interpreting self/other relations. For these 
purposes, privacy protects humans from possible interventions by providing hypothetical spaces. 
These spaces encourage the human will to learn and keep enthusiasm active, which are 
psychological sides of learning. In addition, these spaces protect social communication and 
interaction, which are social sides of learning.  
The Psychological Side of Privacy in Education 
This brief description of the learning process, consisting of producing knowledge and 
sharing it with the public, is necessary to investigate where privacy stands in this process. 
Intellectual privacy, mentioned above, protects cognitive and social operations in the learning 
process. Richards (2015) defined the intellectual privacy as: 
It is a zone of protection that guards our ability to make up our minds freely. 
More formally, intellectual privacy is the protection from surveillance or 
unwanted interference by others when we are engaged in the processes of 
generating ideas and forming beliefs—when we’re thinking, reading, and 
speaking with confidants before our ideas are ready for public consumption (p.  
95).  
 
Intellectual privacy protects the personal zones of humans when they create ideas and establish 
social relations to the distribution of created ideas. In this way, privacy provides an appropriate 
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environment for individuals to develop their mind autonomously. Thus, students can engage 
actively in generating ideas and forming beliefs without the interference of others. In this sense, 
privacy protects the students' ideas and intellectual possession as well as the basis for generating 
and building beliefs. Additionally, a function of privacy is to assist individuals in the social-
comparison process that takes place in the self and others. This means that individuals have to 
interact with others to receive and share ideas in the meaning-making process so that they have 
to compare their meaning with the others that they receive to create a fuller meaning. In this 
context, privacy protects the comparison process. In terms of the role of privacy in this process, 
Altman (1975) said, “privacy regulation may enable the person to decide on courses of action, to 
apply meanings to various interpersonal events, and to build a set of norms or standards for 
interpreting self/other relations” (p. 47). 
Richards (2015) started the intellectual privacy argument with this question: Where do 
new ideas come from? And he gave an excellent example from Henry David Thoreau to 
articulate his argument. Henry David Thoreau, a famous author, retreated to Walden Pond to 
think and to learn. In this case, Thoreau wanted to experience life's essentials and meaning by 
living at the simplest level. For this purpose, he lived in a cabin he built near Walden Pond, 
amidst woodland in Massachusetts. In Walden Pond, he made scientific observations of nature as 
well as metaphorical and poetic use of natural phenomena. He freed up time for actually 
enjoying his life for learning and experiencing and developing himself. As Thoreau put it: “I 
went to the woods because I wished to live deliberately, to front only the essential facts of life, 
and see if I could not learn what it had to teach, and not, when I came to die, discover that I had 
not lived” (as cited in Richards, 2015, p. 96). By quoting Thoreau's story, Richards wants to 
underline the importance of contemplation and solutide that help humans make sense of the 
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world and our beliefs about it. While we are alone and free up our time, we can spend time 
thinking about existing and new ideas. As a result, we need spaces (real and virtual) to read, 
think, and explore. In addition to thinking, while alone, we can reach different conclusions and 
judgments about opinions. Since trial and error is a part of the education process, in these free 
spaces, individuals have an opportunity to apply this method. The crucial point here is that 
individuals gain and perform these abilities in a space with privacy. 
This outlook overlaps, at some points, with Dewey's argument. According to Dewey 
(1897), “the educational process has two sides—one psychological and one sociological; and that 
neither can be subordinated to the other or neglected without evil results following” (p. 4). These 
sides are related to each other, and the psychological process is internal, while the sociological 
process is external. Psychological comfort and proper social relations increase learners’ 
enthusiasm for discovering the environment so that learners gain experience. Humans perform 
this activity with curiosity and instinct, which are inner values. It is necessary to be reminded of 
something at this point: having psychological comfort and proper social relations does not 
always mean that humans generate new ideas or thoughts. Some experiences that are gained in 
this way might be miseducative. In addition to this, humans may not generate ideas because of 
different reasons, even in provided appropriate conditions. So, the main idea behind this 
argument is that providing a proper environment for learners is an opportunity to make him 
ready to generate ideas. From the psychological side of education, human's instinct and curiosity 
lead him to discover nature. I believe this is the starting point of learning. The role of privacy 
here is to keep human curiosity active because it protects humans from the harmful effects of any 
interventions and intrusions, such as surveillance. This is also related to engagement and 
motivation for learning. 
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In Democracy and Education, Dewey (1916) emphasized that attitudes are defined by 
concerns and interests: 
These words suggest that a person is bound up with the possibilities inhering in 
objects; that he is accordingly on the lookout for what they are likely to do to him; 
and that, on the basis of his expectation or foresight, he is eager to act so as to 
give things one turn rather than another. Interest and aims, concern and purpose, 
are necessarily connected (p. 146).  
 
The function of privacy here is to allow contemplation and listening to the inner voice, which is 
similar to the role of privacy for Thoreau. Humans can find space to think and decide on 
opinions. In this sort of time, it is possible to reach different conclusions and develop different 
ways of life in this space. These conclusions might be about what to like and what one is eager to 
do as well as conclusions about other opinions. Here, in terms of learning, humans can exercise 
eagerness and curiosity. Words such as interest, affection, concern, and motivation emphasize 
the bearing of what is foreseen upon the individual's fortunes and his active desire to act to 
secure a possible result (Dewey, 1916). Privacy reifies these words so they end up embodied. 
This means that with privacy, the reflection of these words in real life can be seen concretely. 
Therefore, with privacy, these words become more meaningful because they become more 
applicable. Overall, privacy protects not only learners’ spaces but also their inner values such as 
motivation, curiosity, concerns, and affection. The learner is protected from others' intrusiveness 
so that their situation preserves motivation and eagerness active to discover and explore the 
world. A chilling effect might occur if the appropriate conditions are not provided to learners to 
generate ideas and think freely. Some factors inhibit humans from engaging in certain activities 
if personal spaces are ignored. The chilling effect harms individuals because it diminishes 
motivation, curiosity, or concern about activities. It does not harm only the individual but also 
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society because, among other things, learners reduce the range of viewpoints expressed and limit 
the degree of freedom in which they engage in any activity (Solove, 2008). 
In addition to Thoreau's romantic individualism, we have to interact and engage others to 
develop and improve our opinions. Therefore, social relationships are essential to applying trial 
and error methods and hearing what others think and contemplate. In this sense, it is vital to 
emphasize social aspects of idea development. Richards (2015) said that reaching others' ideas 
and keeping our interest in them is a way of generating new ideas in any field. To test or examine 
ideas, he repeats that we turn to other people— our friends and confidants, our family, and 
colleagues. Thus, we again seek relationships with other people. This is a back and forth process. 
As Altman (1975) said: 
A person may want to be alone for a while to think through a problem, to organize 
thoughts, or to ponder an important incident. But after having been alone for a 
while, the desire to seek stimulation may grow. Thus in the normal course of 
events the dialectic quality of needs for high interaction and needs for low 
interaction will vary, and interpersonal boundaries will cycle between being open 
and closed (p. 43).  
 
Privacy is crucial to regulating the boundaries that change over time. When needs and desires for 
social interaction and being alone change, privacy opens, closes, and regulates interpersonal 
boundaries.  
The Social Side of Privacy in Education 
Protection of social relations. Social relations enable students to test, reevaluate, and 
modify their ideas in an environment. Students give meaning to their behaviors, thoughts, and 
opinions as a result of their social reactions to others. In this way, they have the opportunity to 




The communication which insures participation in a common understanding is 
one which secures similar emotional and intellectual dispositions — like ways of 
responding to expectations and requirements. This education consists primarily in 
transmission through communication. Communication is a process of sharing 
experience till it becomes a common possession. It modifies the disposition of 
both the parties who partake in it (p. 5). 
 
In the communication process, privacy protects established relationships in education. 
The dialectic nature of privacy is the starting point of balancing the relationship between social 
interaction and individuals. Students find opportunities to alter the degree of openness to other 
students by adjusting the personal boundaries of their free zones provided by privacy. Cohen 
(2012) defined privacy in this way and says that it is a dynamic interplay and bidirectional 
process that enables individuals to control openness and closedness of their interpersonal 
relationships. In this way, in the educational environment, students may set their own rules and 
the boundaries of their mental distances to others. The other advantages of these boundaries are 
that they gain autonomy by mental distances and learn how to control their relations with others. 
In social interactions, privacy provides a dynamic environment for individuals to pursue 
communication. In this regard, Altman (1975) redefined privacy as:  
[a]n interpersonal boundary process by which a person or a group regulates 
interaction with others. By altering the degree of openness of the self to others, a 
hypothetical personal boundary is more or less receptive to social interaction with 
others. Privacy is, therefore, a dynamic process involving selective control over a 
self-boundary, either by an individual or a group (p.6).  
 
Since social and cultural practices give human development direction, privacy enables human 
development by protecting cultural and social practices and disposition. The ideas mentioned 
above explain the process of establishing hypothetical personal boundaries and their positive 
impact on healthy relationships. However, these boundaries are not so functional on their own. 




Students should learn how to manage these hypothetical boundaries to maintain social 
relations and enjoy some privacy for human activities without the fear of being ridiculed or 
censured. Otherwise, social disorders, such as isolation, might occur in education, or, in a broad 
sense, in social life. As a result, managing boundaries effectively is an essential step to creating 
healthy social connections. People should learn how to behave in these spaces for the sake of 
other individuals and for society's sake. The personal zone created by effective boundary 
management is related to people’s well-being; at the same time, it is tolerant and plural. 
Therefore, this analysis suggests that privacy is necessary to enable the individual to perform 
particular intellectual actions and establish healthy social relations and personal well-being; 
privacy may therefore both indicate the existence of and contribute to a more pluralistic, tolerant 
and democratic society (Gavison, 1980). To be tolerable and pluralistic are achievements gained 
as a result of successfully managing hypothetical personal boundaries. Furthermore, these are the 
first conditions for remedying people’s injured feelings, reputations, and embarrassment. At the 
societal level, being tolerable and pluralistic are the foundations of a democratic society. As a 
result, this is a social achievement that is gained by managing boundaries effectively. 
There are main benefits of protecting social relations and personal space with privacy. 
These benefits are crucial achievements for education and should be kept for improving 
education. I will explain them in detail in the following topics. 
Rationality. Moshman (1990) defined rationality as the use and coordination of 
appropriate and intentional reasons in the production and justification of beliefs and behaviors. 
Students' behaviors, problem-solving, in particular, sometimes are not different than machine 
behaviors in terms of approaching and solving issues. Conversely, “rational thinkers purposely 
decide to think, know they are thinking, know why they are thinking, and can even reflect on the 
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adequacy and effectiveness of their own thought process” (Moshman, 1990, p. 342). In this 
sense, rationality is a sense of being aware of thoughts, reasons for thoughts, and thinking 
processes. Before taking a rational action or making choices, individuals create and use reason to 
make selections, as long as they are not affected by external sources. This fact points out that 
rationality mainly depends on not only creating reasons but also using reasons as a basis for 
generating new actions and ideas, as well as justifying previous ones.  
The ability to make these choices without being influenced by external effects and 
intrusions is the signifier of autonomy and freedom. Choosing what to believe and having 
reasons for those choices without the invasion of others are the signifiers of rationality. If 
arbitrary and external forces affect ideas or actions, there is a lack of rationality (Moshman, 
1990). The role of privacy is to protect the individual against interference and prevent an 
individual’s ideas and actions from being arbitrary. Otherwise, these ideas and actions fall under 
the influence of external forces, so human rationality is diminished. As long as individuals 
maintain rationality in their actions and ideas, they can generate and create new rational ones. 
Also, they can connect new ideas to existing ones. When communication among students is 
protected by privacy, they have the opportunity to test their actions, beliefs, and behaviors, so 
they can see their results in real life. Examining social interactions and making meaning teach 
students rationality in practice. 
Moshman (1990) claimed, “philosophically, rationality is a justifiable goal of education, 
not only because it is a means to worthwhile ends but because it is an essential end in itself and 
can be promoted via non-indoctrinated means” (p. 335). So, the promotion of rationality is 
necessary for a non-indoctrinated approach to education. Therefore, constructing autonomy is 
essential here, because autonomy without rationality is meaningless; and rationality without 
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autonomy is not possible either. Since rationality requires individuals to evaluate reason, make 
choices, and formulate action on their own with self-reflection, the education environment has to 
be democratic to enable these actions. Additionally, in educational environments, there can be 
people with different, sometimes eccentric ideas. Rationalism serves the intellectual development 
of students, as it allows students to criticize others' ideas voluntarily and form their own 
conceptions (Moshman, 1990). Thus, educational environments should promote rationality and 
intellectual freedom to enable students to question themselves and others and generate 
intellectual accumulation. In such an environment, students have chances to question their 
commitments, even their commitments to rationality itself. In doing so, students gain a critical 
outlook. This critical outlook helps students to discover their self-observation and self-identity. 
At this point, self-observation provides an excellent advantage for the learner trying to be 
rational. Self-observation involves the opportunity for persons or groups to see, describe, and 
evaluate themselves, usually when they are out of the presence of others. People remove various 
types of social masks that they wear every day to try out new behaviors and then watch the self-
exhibition of those behaviors (Altman, 1975). In this way, self-observation enables individuals to 
gain an ability to curb unreasonable behaviors that might involve vulnerable aspects before they 
exhibit them to society. For example, some drama artists practice a role in front of the mirror 
before they perform. In this way, artists can find a chance to practice different moods, emotions, 
and facial interactions, and apply a self-evaluation to these. In terms of self-identity, Altman 
(1975) defined it as a person or group's cognitive, psychological, and emotional definitions and 
understanding of themselves as beings. Self-identity can be considered not only a part of 
autonomy but also a part of rationality. Since individuals gain a chance to know where they are 
and where they end, which aspects of physical world are parts of the self, and which aspects are 
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parts of others (Altman, 1975), they can evaluate themselves by their critical outlook to can 
figure out negative-positive or strong-weak sides. In this sense, self-identity is the recognition of 
the individual's abilities and qualities, or, in a broader sense, himself. Altman (1975) mentioned 
that self-identity encompasses self-understanding of one's capabilities and limitations, strengths, 
weaknesses, emotions, cognitions, beliefs, and disbeliefs. It is not possible to listen to oneself 
while interference exists in the environment. Therefore, privacy is necessary to provide an 
environment where the individual can apply self-observation and self-assessment to discover his 
self-identity.   
Autonomy. Gaining autonomy can be considered as discovering self-identity, self-
observation, and critical judgment on a personal level and promoting plurality at a societal level. 
Personal autonomy can be described as the desire to avoid being manipulated or dominated by 
others (Westin, 1967). An individual feels a sense of integrity at the social level by representing 
himself with autonomy; at the same time, he feels independence when reaching his individual 
goals. Rosen (2001) said, “respecting the privacy of the backstage, therefore, spares individuals 
from the pressure to justify their differences and allows them to arrange their lives in a way that 
differs from social expectations” (p. 15). In this way, autonomy increases individuals’ ability to 
maintain a sphere of immunity from social norms and regulations and differences of selfhood 
rather than similarities to a relevant community. Reiman described the notion of privacy “as 
autonomy as conferring title to one’s existence, and this is as a precondition of personhood” 
(1976, p.39). Privacy limits society's access to individuals so that individuals can claim 
ownership of their thoughts and represent their personality in the community. 
The role of privacy here is to define the boundaries of self, and, as a result, protect the 
core self of an individual. Since a human knows their core self by developing a personality and 
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selfhood, they are aware of the feelings and behaviors that distinguish individuals from one 
another. Besides, they control their boundaries to the extent that they are aware of them. When 
they manage boundaries successfully, individuals can feel their differences of self that they 
represent in the community. The regulation of interpersonal boundaries and management of self-
identity in these boundaries are obviously tied to autonomy. For Altman (1975), identity is the 
central experience of being human, so long as one can control “what is me” and “what is not 
me,” then one can come to understand and define who and what one is. This can be called self-
discovery of identity, and in the social development of a human, he firstly comes to know 
himself, which is self-discovery. Therefore, individuals learn and discover themselves and know 
the limitations of their selfhood. Altman (1975) said: 
A child is born not knowing where it begins and where it ends. It does not 
discriminate between itself and the environment. It behaves as if the world 
revolves around it; only gradually does the child learn to separate itself from other 
persons. It may even be said that the beginnings of becoming a person occur when 
a child learns to distinguish between itself and other persons. This happens as a 
result of interaction with others, when mutual contact is controlled and regulated, 
when one's own behavior is separable from other's behavior, and when contacts 
with others are paced and regulated (p. 46). 
 
If an individual does not realize the boundaries of his self, he cannot achieve his selfhood. In this 
way, the individual realizes his selfhood within interactions with others in the community. As a 
result, any attempt to manipulate the selfhood of humans is a threat to autonomy. Since privacy 
protects human selfhood and regulates social interactions, a threat to autonomy is also a privacy 
violation. Taking control of a person's life destroys human autonomy. To control someone’s 
selfhood means taking control a human being. Regardless of how much information is disclosed, 
this is against human dignity. 
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Therefore, selfhood should be protected from manipulation and domination. Westin 
(1967) pictured the core self as an inner circle surrounded by a series of larger concentric circles 
and said:  
The inner circle shelters the individual’s “ultimate secrets” – those hopes, fears, 
and prayers that are beyond sharing with anyone unless the individual comes 
under such stress that he must pour out these ultimate secrets to secure emotional 
relief... the series continues until it reaches outer circle consists of casual 
conversation and physical expression that are open to all observers (p. 33).  
 
An individual can lose his autonomy if the inner zone which carries ultimate secrets is invaded 
by others. Since this zone carries ultimate secrets about personhood, this invasion may cause 
psychological harm to an individual. Autonomy is also threatened by those who penetrate the 
core self because they do not recognize the importance of ultimate privacy or think that the 
casual and uninvited help they may be rendering compensates for the violation (Altman, 1975). 
  Promoting autonomy in hypothetical zones is a crucial benefit of privacy for education. 
As students gain abilities to manage boundaries, it is essential to encourage them to discover, 
explore, and gain experience by enhancing their curiosity. In this process, students learn how to 
generate and justify beliefs and behaviors rationally to gain a critical outlook. Additionally, they 
know themselves, their personality and selfhood. Students can know their own differences 
because of the critical outlook that is gained by comprehension of others’ opinions and the 
generation of personal beliefs which requires students to be aware of their own traits. At the 
heart of this argument, as Richards (2015) mentioned, there is a possibility that the surveillance 
of the activities of belief formation and idea generation can affect those activities profoundly and 
for the worse. This can be considered a threat to autonomy because it is an intervention into 
personal zones, and, in a broad sense, the invasion of a personality. As a result of this 
intervention, students are unable to pursue intellectual activities. Since students are unable to 
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pursue intellectual activities such as making up their minds or creating a new idea, one can say 
that any intervention to autonomy has adverse effects on students. Thus, in classrooms where 
privacy is protected and there are no interventions, students can claim ownership of their 
opinions and actions. Since students can limit others’ access to their core selves, they act 
autonomously. Following this line of reasoning, Richards (2015) believed that we need to protect 
private reading, thinking, private spaces, and confidential communications, as these are 
prerequisites to the development of ideas and beliefs. Also, Hughes (2015) added that these ideas 
and beliefs need to be developed away from the interference of others so that one can confidently 
develop ideas worth expressing. In this sense, privacy is crucial in terms of protecting autonomy 
in all intellectual activities such as the development, thinking process, and making sense of the 
world. Performing these activities is not possible without intellectual privacy. 
In connection to interventions to identity, since social entities are a part of identity, it is 
essential to underline diversity and the plurality of the classroom here. Creating diverse 
environments is possible as long as students represent the cultures, social practices, and 
dispositions that are part of their identities. Since social and cultural practices give human 
development a direction, privacy enables human development by protecting autonomy. To the 
extent that privacy protects students’ autonomy, students can present their cultural and social 
practices and disposition. Autonomy makes it possible for all of these processes to occur. Here, I 
aim to explain the significance of autonomy in the learning process and underline the role of 
privacy in maintaining autonomy. Additionally, it is necessary to mention the relationship 
between autonomy and gaining freedom in private spaces. Overall, promoting curiosity, 
exploring the environment autonomously, and as a result, gaining freedom and experience could 
be counted as values of privacy to education. 
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Freedom and Experience. Intellectual privacy is associated with the democratic 
argument for privacy. Democracy impacts education environments by increasing the range of 
opinions so that participants can have chances to defend different views in classrooms. This 
argument rests on the idea that free minds are the foundation of a free society. In a community, 
participating in social interactions freely enables the practicing of freedom and rationality. In this 
way, a human practices his freedom and rationality by defining the limits of his boundaries. This 
also reveals the relationship between freedom and rationality. A human understands and 
perceives the boundaries of his freedom by his rationality. In a broader sense, the intellectual 
development argument is related to free speech because individuals can find an opportunity to 
develop their ideas in environments where they can freely express and discuss opinions. There, 
privacy protects the constitution of an opinion before it is shared with the public. People have the 
opportunity to adequately improve their views on various topics with privacy. In this way, beliefs 
and thoughts are protected from spreading without improvement and disappearing in the face of 
possible criticism (Ramage, 2007). Similarly, Hughes (2015) underlined that for any meaningful 
form of democracy we need the freedom to develop ideas and opinions. Without privacy’s 
protection against the disclosure of views, individuals cannot have the proper environment to 
develop their views. In addition to this, after individuals generate ideas, they still need freedom 
when they disclose their opinions to the public. The fear of the disclosure of their opinions may 
prohibit individuals’ concentratation on the contemplation that enables them to develop their 
minds. For this reason, as Ramage (2007) mentioned, individuals have the chance to participate 
in political debates, create a counter-culture, and criticize society in a meaningful way. Thus, 
people grow their minds and contribute to the development of society in science and the arts. As 
long as individuals live freely, they can generate and share their opinions. 
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Students need freedom and the right to privacy to generate and express their ideas and 
thoughts in classrooms. As long as students have a right to perform these actions, then one can 
talk about democracy in classrooms. “By shielding people from social opprobrium for their 
activities, privacy enables expressions of selfhood that conflict with prevailing social norms” 
(Solove, 2008, p.79). Thus, people find an opportunity to represent themselves in society with 
privacy. In this representation, some characteristic features of selfhood might be in contradiction 
with some social norms. If this is the case, privacy protects the features of selfhood and ensures 
that they are represented. As a result of this, “with privacy, people can be more eccentric and 
unique, candid, and uninhibited, and less guarded about their words and deeds” (Solove, 2008, p. 
79). Likewise, sociologist Arnold Simmel observed, “In privacy we can develop, over time, a 
firmer, better constructed, and more integrated position in opposition to the dominant social 
pressures” (as cited in Solove, 2008, p. 79). Therefore, one can say that privacy promotes 
students chance to create unique ideas and defend them against mainstream ones so that students 
engage in critical dialogue with others in an educational environment. Simmel saw "critical 
dialogue as a contribution to the development and points out that this is surely one of its central 
contributions to the development of individuality, of distinct and independent selves. But conflict 
is an inevitable part of that contribution" (as cited in Solove, 2008, p. 79). Critical dialogue 
enables students to develop their minds and opinions. 
From this point of view, freedom is understood as an availability of options, at least for 
an agent who is considered potentially selective. Regarding education, students are free to 
choose opinions from the various views available to them in that environment. Each of the views 
created by students’ involvement in classroom discussions and arguments can be considered a 
chance to exercise a new opportunity and choice. Besides providing a free environment for 
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students to generate and express their opinions, making different opinions and thoughts available 
to students is also regarded as one of the contributions of privacy. In this sense, it is necessary to 
respect different ideas rather than intrude upon them. Since interference with students' choices 
narrows plurality and diversity of opinions, interference is considered a privacy violation and 
limitation of their freedom. 
For this reason, it is essential that a classroom environment enables students to perform 
actions without fear of judgment and community pressure. This is possible with tolerance and 
respect for the privacy of students. As long as selfhood is respected for the sake of tolerance, 
plurality will be alive in the community. Here, plurality refers to representing selfhood and the 
eccentricity of each individual in social life. At this point, I do not argue whether privacy is 
socially detrimental or not; on the contrary, privacy violation is a threat to society's solidarity by 
distinguishing eccentric personhood. 
Next, underlining the relationships between freedom, autonomy, and experience is 
required. Humans controls the objects around him and benefits from them as much as their 
agency. There are numerous impulses and instincts behind individuals’ acts. Humans gain 
experience and knowledge through acts and attempts. This also means that a human experiences 
freedom to the extent that he can interact in an environment and share resources with others. By 
sharing and receiving intellectual resources freely in certain settings, individuals learn how to 
connect their knowledge and experiences to meaningful social patterns. These cognitive actions 
enhance their control over events; thus, individuals gain experience. This also represents the 
social side of learning. In this regard, freedom depends on being free to use cognitive capacities 
such as thinking and desiring, so freedom is considered an inner activity. At the same time, this 
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inner freedom reflects to external actions and movements and is also an external activity. Dewey 
(1938) said: 
The commonest mistake made about freedom is, I think, to identify it with 
freedom of movement, or with the external or physical side of activity. Now, this 
external and physical side of activity cannot be separated from the internal side of 
activity; from freedom of thought, desire, and purpose (p. 26). 
 
Freedom of movement and thinking signify being open to gain individual experience. Since a 
human is an active participant in nature, he has the opportunity to develop his mind and gain 
experience by activities and social interactions. In this regard, Dewey (1938) defined the 
environment as it is whatever conditions interact with personal needs, desires, purposes, and 
capacities to create the experience which is had. In light of this definition, we define education as 
the accumulation and reconstruction of experience and the development of attitudes and 
interests. In a certain sense, as Dewey (1938) underlined, every experience should do something 
to prepare a person for later experiences of a deeper and more expansive quality. That is the very 
meaning of growth, continuity, and reconstruction of experience. It is crucial to underline that 
continuity of experience is necessary for continuity of education. Since education is the 
continuous development of all capacities and adaptation to different conditions of life, as long as 
a human lives, he may gain experience and learn something. One experience leads to another and 
then to many others. In terms of the continuity of education, the educational theory continues to 
service all the processes of living that contribute to an individual’s fullest possible growth, which 
is unlimited and inevitable. As a human lives, his surroundings and environment change or 
expand with him. According to Dewey (1922), “we have laid it down that the educative process 
is a continuous process of growth, having as its aim at every stage an added capacity of growth” 
(p. 63). Thus, the aim of education is the person's continuous growth and the preparation of the 
person for the responsibilities and privileges of adult life. So, privacy is always necessary to 
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protect an individual, his relations, and intellectual resources in continually expanding and 
changing his environment. In this protected environment, learners accumulate not only infinite 
experience but also develop limitless intellectual abilities. This is a signification of progress and 
























CHAPTER 3: DANGERS AND RISKS OF DATA COLLECTION 
AND SURVEILLANCE IN EDUCATION 
 
In this chapter, I focus on the challenges of protecting privacy in higher education 
institutions' online learning environments. Specifically, I will emphasize the challenges of data 
collection, surveillance, and, partly, of data processing. Afterward, I will reveal the dangers and 
risks of these activities. 
The taxonomy of Solove (2008) will shed light on this investigation. Solove’s privacy 
taxonomy consists of four main groups of activities. These activities are information collection, 
information processing, information dissemination, and invasion. In this taxonomy, each of the 
four activities holds different components. By using this taxonomy, Solove wanted to group the 
activities that cause harm. This taxonomy does not indicate that these activities are entirely 
harmful; they also have beneficial aspects. These activities are grouped according to their 
harmful aspects because such a taxonomy is necessary to investigate privacy problems in a 
pluralistic and contextual manner. In this taxonomy, Solove (2008) focused on the activities that 
pose privacy problems and socially recognized privacy violations. In terms of the reflection of 
this taxonomy on policies, Solove (2008) said, “this taxonomy will enable courts and 
policymakers to better balance privacy against countervailing interests. Ultimately, the purpose 
of this taxonomy is to aid the development of the body of law that addresses privacy” (p. 10). In 
addition to pluralistic and contextual approaches, with this taxonomy, it is possible to address 
privacy issues in privacy policies. 
In this regard, information collection, which is the first group of activities, consists of 
harmful privacy activities. Information collection signifies the problems of gathering data about 
individuals. It has benefits in addition to challenges. Information collection is a form of 
surveillance; it has severe effects on participants in educational environments. Information 
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collection and surveillance are the main topics this study focuses on. I believe it is also essential 
to mention data surveillance and information processing techniques because collected data is 
analyzed and used for different purposes. To generate new data is one of these purposes, and new 
data can be evaluated as a part of the data collection process. In addition, processing methods of 
collected data give a complete idea of how data is used so that the whole data evaluation process 
can be understood completely.  
In this study, I identify the privacy problems students experience in online learning 
environments. Identification of students’ privacy problems helps me to understand why and how 
these online activities cause issues in systems. The purpose of identification is not only to see 
what constitutes privacy problems but also to see where policies currently stand in these 
violations. Therefore, this investigation is a guide for me to find gaps in policies and develop the 
policies by approaching privacy problems conceptually so that challenges in privacy laws can be 
better addressed by the end of the study. Therefore, it is essential to analyze the online 
classroom's panoptic qualities and surveillance techniques to understand the nature of privacy 
problems. 
Panoptic Qualities of the Online Classrooms 
It is necessary to mention the online classroom's panoptic qualities to see how 
surveillance works in online classes. Analysis of online classrooms shows us how the 
technological structure behind the online classroom enhances surveillance. Monitoring 
components of online learning systems such as classroom logs, databases, or profile pages enable 
utilization of surveillance; however, these systems are not designed for surveillance purposes. In 
addition, when surveillance is combined with the technological capabilities of tools and different 
roles such as student, instructor, grader, or observer in the online classroom, it differs from its 
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traditional perception. Most types of surveillance can be seen in online learning environments. 
As mentioned above, this arises from the various technological capabilities of this type of 
environment. In terms of their variety, Clarke and Greenlaf (2017) said: 
Physical online learning environments contain observation, including audio and 
video streaming to another location, communications surveillance (e.g. 'wire-taps', 
where messages are intercepted), location surveillance (where geographical 
coordinates are streamed to another location), experience surveillance (e.g. where 
a person's reading patterns are observed, or streamed to another location), and 
bodily surveillance (where measures of a human are displayed, or streamed to 
another location) (pp. 3-4).  
 
Even if all of these types of surveillance cannot be distinguished prima facie, their applications 
and derivatives can be easily discerned in online learning environments. 
Panoptic Surveillance. In the traditional sense, Foucault said that the panopticon can be 
used in different ways, such as carrying out pedagogical experiments, altering behaviors, or 
correcting individuals, so it is not mainly a control technique (as cited in Kitto, 2003). 
Nowadays, surveillance is already integrated into machines to perform these pedagogical 
experiments, and its role varies across different contexts. In education, broadly, the purpose of 
surveillance is to evaluate students so that it is used to improve educational outcomes. In addition 
to this, its role is regarded as both to train and correct individuals’ behaviors to stop the 
occurrence of undesired behaviors; thus, it inculcates students proper behavior. Therefore, online 
learning systems, similar to other technological systems, can serve functionalities of the 
panopticon in different ways. In online systems, educators design online course pages using tools 
such as exams, quizzes, discussion forums, and other online tools. These systems can track 
students’ logs, which shows how many times students post, how much time they spend on 
particular pages, or when they log in and out of the system. Kitto (2003) said that these 
functionalities and tools contain the capacity to carry out the operation of the three main 
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instruments of disciplinary power: hierarchical observation, normalizing judgment, and 
examination. 
In Discipline and Punish, Foucault (1977) said, “hierarchical observation, which is the 
exercise of discipline, presupposes a mechanism that coerces by means of observation; an 
apparatus in which the techniques that make it possible to see induce effects of power, and in 
which, conversely, the means of coercion make those on whom they are applied clearly visible” 
(p. 170). Hierarchical observation depends on exercising power by observation to discipline the 
actions of individuals. An online course is an environment where participants can easily see each 
other and their works. Students voluntarily, and sometimes involuntarily, share information 
(thoughts, works, posts) with other peers. Regardless of if they know potential risks and benefits 
of sharing their intellectual materials or information, they perform these activities for various 
reasons, such as getting graded or for intellectual knowledge sharing. Therefore, instructors and 
students regularly monitor each others' behaviors, ideas, and posts online. As a result of being 
watched in online courses, students and instructors tend to regulate their behaviors. Foucault says 
that being under observation is sufficient to achieve social control because the surveilled tend to 
control their actions (as cited in Guittar & Carter, 2014). This status simultaneously constructs 
hierarchies in online environments. Hierarchies in an online environment are produced based on 
various criteria. For example, hierarchies are created by instructors’ course manager role, the 
time that a student spends on a particular assignment, several posts that a student makes, the 
quality of students’ posts to the discussion forum, etc. In terms of establishing hierarchies, 
Guittar and Carter (2014) said: 
Due to the anonymity of an online environments, some traditional status lines are 
blurred. Therefore, individuals work to establish hierarchies to validate their own 
opinions and knowledge and invalidate those that were contradictory. One-way 
hierarchies were created was through the establishment of oneself as an “expert”. 
 
 43 
Previous researchers have observed that the status of “expert” is an interactional 
achievement assigned and negotiated in social situation (p. 142). 
 
On the contrary, even if anonymity is possible to some extent in online courses, it is not entirely 
possible because instructors have to know students for grading. In addition, students have to 
know each other because they may be assigned to the same group work or discussions. As a 
result, maintaining anonymity in online education is not possible as much as in other online 
environments. In addition to anonymity, the structure of surveillance in online learning 
environments is different than traditional surveillance. While only the powerful has the chance to 
observe others in traditional surveillance, in online systems, the powerful one can also be 
observed by others. In this regard, as instructors can see students, students can simultaneously 
see instructors; also, students can observe students. Since all participants have chances to find 
others within the impossibility of anonymity, hierarchical observation lines are not so sharp as 
they are in traditional surveillance. As a result, instructors may not fully exercise their power 
because of this complex hierarchical structure. Hierarchical lines are more explicit in online 
education than other online environments. The profile page information such as students’ names 
and surnames that indicate their races, genders, or maybe religions are the most effective factors 
in forming hierarchies and hierarchical lines in online courses. It can be observed, from the 
perspective of online tools, that some students are more knowledgeable than others on specific 
topics in discussion forums. The difference in terms of knowledge might create hierarchies 
among students, which is similar to the definition of “expert” above. A student that posts good 
ideas to the discussion forums or gets a high score can be assumed to be successful and 
knowledgeable because of their achievement. This situation contributes to forming hierarchies in 
the online classroom. 
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Furthermore, course logs kept by the system are only available for instructors' usage; this 
leverages hierarchical observation from the instructors’ end. Instructors can use records for 
different purposes, such as evaluation of courses or students. Foucault (1977) said that marking 
skills and reward-punishment are the results of the distribution of ranks or grades. Overall, data 
generated from students' profiles, quality of intellectual work, or online components such as 
course logs effectively form hierarchies that depend on different online course criteria. 
Furthermore, with evaluations, differences among students become sharper and more 
distinguished. 
Normalizing judgment, which is one of the essential characteristics of the panopticon, 
depends on the comparison and classification of individuals based on conformity to standards 
(Guittar & Carter, 2014). Evaluative standards are set up for assessing students' opinions and 
thoughts in their intellectual work. Beyond those, ethical standards (code of ethics, netiquette, 
etc.) are set up by instructors for the smooth running of online courses and the benefit of 
participants. In the case of violation of ethical rules, minor punishments, consisting of “a whole 
series of subtle procedures … from light physical punishment to minor deprivations and petty 
humiliations,” are enacted to correct slight deviations (as cited in Guittar & Carter, 2014, p. 136). 
The primary purpose of these punishments is corrective and also carries the intention of training 
individuals to behave in accordance with some norms. As a result, who follows the rules and 
who does not can be distinguished. Then, the punishment's role is normalizing, after deciding 
who does not follow the rules by comparison and differentiation. In this way, normalization is an 
instrument of power. Here, I want to draw attention to the point that even though students follow 
the rules and ethical codes of courses, particular students might be outsiders in the online 
classroom. Since their opinions are out of the mainstream on particular topics, they can receive 
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various reactions, critiques, and judgments from other students or instructors. In these cases, 
instructors and students should be fair in judging ideas and open to different opinions in the 
classroom so that all opinions can take place in the educational environment. Otherwise, because 
of possible mistakes in judgment and refusal to welcome different opinions, student populations 
become increasingly homogeneous so that only particular opinions accepted by the broad 
segment of the classroom remain. This is one of the possible risks for education because 
diversity disappears. Foucault said, “the power of normalization imposes homogeneity, but it 
individualizes by making it possible to measure gaps, to determine levels, to fix specialties and 
to render the differences useful by fitting them one to another” (as cited in Godfrey & Lilley & 
Brewis, 2012). In this case, homogeneity is maintained by curbing specialties and differences in 
education.   
One of the ways of regulating students’ behaviors in online education environments is to 
evaluate students’ intellectual materials. Students' intellectual materials such as discussion posts, 
exams or assignments are measured and evaluated by standards and rubrics. Additionally, 
students' scores are compared with each other according to different criteria. All of these 
measuring and evaluation processes have effects on behavior regulation because they carry and 
exercise and disciplinary power characteristics as instructors use their power capabilities by 
measuring and evaluating works of students. While all these measuring and evaluation processes 
bear similar characteristics to conventional learning environments, tools in online learning 
environments provide major convenience and complex measurement opportunities for 
instructors. Technology-enhanced tools enable many measuring and evaluation actions in more 
effective ways and support instructors’ exercising of power on their students. In evaluation and 
measurement processes, online tools provide convenience for instructors. This convenience 
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encourages instructors to use these tools. Selective displays of individual student records such as 
live logs can be generated for the lecturer to view, and/or all student records can be displayed in 
a spreadsheet format to allow comparison. In addition to this, the system enables the tracking of 
pages’ “hits” and the tracking of students’ overall movements interdependently to enable the 
continual observation of the students-as-objects in “real time” and through data stored in online 
environments’ databases. Instructors can use these functions to effectively evaluate students. 
Furthermore, students’ awareness of monitoring and tracking functions results in the regulation 
of the students’ behaviors. 
Rhizomatic and Liquid Surveillance. The rhizomatic structure is brought up by Deleuze and 
Guattari (1972) to explain the structure of surveillance systems. They call this surveillance type 
rhizomatic surveillance because of its more complex direction structure than Foucault’s theory. 
Although this surveillance type is not adequate to explain the structure of surveillance in online 
learning systems itself, it helps explain some characteristic panoptic features of the surveillance 
in online systems and Foucault’s surveillance theory. Cabrera (2014) said that “rhizomatic 
attempts to explain knowledge using the comparison of a rhizome and a tree. While the tree is 
ruled by hierarchy, linearity, and a meaningful pattern, the rhizome is an unbounded, distributed, 
semiotic and interconnected scaffold” (para. 3). From another aspect, Deleuze and Guattari 
(1988) emphasized bounded and unbounded characteristics by saying that rhizomatic means 
there are no spatial and time limits. In terms of online learning environments, bounded refers to 
the activities that are subject to restriction. An assignment activity can be an excellent example 
of bounded activity. Students have to submit assignments to be graded regardless of their 
willingness to complete them or not. Furthermore, a typical assignment has a deadline and 
particular rules. Similar to assignments, a discussion forum is also an example of bounded 
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activity. Students have to post something to be graded, and they also have to obey ethical rules in 
their postings. On the other hand, structurally, online courses can be considered unbounded. In 
this sense, online learning has particular characteristics that do not exist in traditional schools 
and classrooms. There is no physical and time limitation in an online course as opposed to 
conventional learning.  
Ericson and Haggerty (2000) argued that contemporary surveillance is rhizomatic, like a 
plant that grows by surface extensions through interconnected vertical root systems. The rhizome 
lacks a centralized structure like a trunk, and so does contemporary surveillance. From another 
aspect, as Ericson and Haggerty (2000) said, the rhizomatic structure decreases the effect of 
hierarchies so that hierarchies become blurred. As mentioned before, although instructors have 
an opportunity to exercise power over students with some abilities such as grading or accessing 
logs of courses, the instructor is not the only one that observes. Students also find chances to see 
instructors and even other students in the classroom. This model is quite different than 
Foucauldian and Orwellian style surveillance, in which hierarchies are sharp and distinct and 
work in one direction. In addition to these differences, in rhizomatic surveillance, power does not 
flow through a single channel; thus, the state is not the only one who exercises the control of 
surveillance systems (Lyon, 1994). When we interpret this situation for online education, 
students gain power with bi-directional type observation, which reduces the power of the teacher 
at the same time. 
Panoptic characteristics of online learning environments are used not only in 
relationships between teacher and student but also in relations between administrative staff and 
students. In this sense, panoptic characteristics bring convenience in managing schools for 
administrative staff. Selena Nemorin (2017) applied an ethnographic study to see how 
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educational stakeholders encountered surveillance in public schools. In this study, she (2017) 
found features of rhizomatic surveillance structures in a school comprised of online monitoring 
techniques pinned to strategies of data collection. The increasing use of digital teaching activities 
included the implementation of e-learning and content management platforms. Since online 
learning environments are popular learning tools now, and data collection is mainly associated 
with online monitoring, and, in a broader sense, surveillance, these are the expected results. 
Nemorin (2017) added that “an enormous amount of student data is calculated and crunched 
behind the scenes… it was seen by staff as a boon for school management” (p. 245). In addition 
to the advantages of these technologies for effective teaching, the interesting result is that these 
environments are seen as powerful tools for school management. The widespread use of these 
environments as a school’s management tools is because of the convenience of using the 
surveillance features of devices such as timetables, reports, attendance, or grade books. Since 
these systems work as a deterrent to misbehavior, and, specifically, truancy (Nemorin, 2017), the 
tools are highly preferable for administrative staff to bring convenience in school management. 
Although such technologies seem to work to normalize disciplining strategies, I need to say, in 
the online environment, that surveillance works to not only normalize discipline but also improve 
educational quality, make a profit, get information for different purposes, etc. Furthermore, a 
considerable number of instructors in Nemorin’s study declared (2017) that tools in these 
systems provide convenience in communication for instructors. For example, it is so easy to 
report a student’s absenteeism to his parents via the email function in this system. In this way, 




Foucault’s panopticon theory and Deleuze’s rhizome theory have dominated 
contemporary discussion about surveillance in online contexts. In the world of mobile devices, it 
is necessary to mention the mobile feature of surveillance that is encapsulated in rhizomatic 
surveillance. The mobile features also enables the surveillant to observe the surveilled at any 
time and anywhere. Therefore, while in Foucault’s panopticism, prisoners could not move 
anywhere, and their locations are fixed, in today’s surveillance, such fixity disappears and is not 
possible with advanced technological devices. To explain this phenomenon better, Bauman and 
Lyon (2013) used the term “liquid” in their book Liquid Surveillance. The book combines two 
researchers' works: Lyon’s studies about surveillance and Bauman’s compositions about 
evaluating todays’ “liquid” world. Lyon (2007) defined surveillance as “the focused, systematic 
and routine attention to personal details for influence, management, protection or direction” (p. 
14). Liquid represents today’s life in motion and progress, and, in their theory, surveillance 
penetrates every point of life. Thus, Bauman and Lyon (2013) synthesized their theses to define 
“liquid” as “less a complete way of specifying surveillance and more an orientation, a way of 
situating surveillance development in the fluid and unsettling modernity of today” (p. 9). This 
means they emphasize how surveillance is situated in our lives rather than the structure of 
surveillance. Since data of individuals and groups flow through various systems and data points, 
surveillance is absorbed into each so that it becomes mobile and pervasive. In education, this 
noticeable change was evident in the new modes of student/teacher dataveillance that moved 
from fixed and tangible to more mobile and invisible. Intensive mobile device usage, online 
courses, and videoconferencing are prominent indicators of the spreading of surveillance 
mobility in the education field. Nemorin (2017) compared the teacher's computer with a mobile 
watchtower, which the student can watch anytime and anywhere. With panoptic features of 
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electronic devices, physical walls and windows no longer work and spread the observation to the 
environment and time (Bauman & Lyon, 2013). In addition to computers, mobile education 
characteristics enhance the mobility, pervasiveness, and liquidity of surveillance so that 
education has surpassed classroom walls, and surveillance becomes more pervasive with the 
ubiquitous characteristics of mobile devices. In this diffusion, not only surveillance but also 
components of surveillance such as power and hierarchies have changed shapes; as a result, their 
layers become more uncertain. Most technological devices such as virtual life platforms, mobile, 
and augmented reality devices can be integrated into online learning environments. Every 
technological device, as well as e-learning platforms, is widely used in schools for different 
purposes. Thus, Nemorin (2017) said “the power of e-learning and content management 
platforms as tools for liquid surveillance—through dataveillance—is becoming increasingly 
foundational to the school as an institution of discipline and control and merits attention” (p. 
249).  
Data Collection as a Form of Surveillance 
The data processing step, structurally, is about using collected data. Solove (2008) said 
usage, storage, and manipulation of data that has been collected are the steps of data processing. 
Particular features of data processing still bear traces of surveillance, and data collection overlaps 
with data processing at some points. The data processing step depends on the active processing 
of collected data in databases so it can be considered data surveillance. In addition to this, since 
it is possible to generate new data with advanced data processing techniques, the data process 
can be regarded as a part of data collection and surveillance in terms of accessing new data about 
individuals or groups. Therefore, processing data might pose risks for individuals and society. 
Primarily, connecting and linking already collected data to people might reveal the identity of the 
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owner of data; in this case, privacy is eliminated and violated. Furthermore, data processing 
might require transferring data among record systems and consolidation of data. In this data 
flow, there is a possibility that data is transferred out of context; as a result, users' privacy might 
be violated. 
This part will reveal the characteristics of data processing activities of aggregation, 
identification, classification, and profiling and how these activities cause challenges at different 
points in higher education. Regarding the consequences of active usage of advanced data 
collection methods, statistical data, which is collected for analyzing, has become an important 
part of the constant and automated surveillance of people. I use “constant” and “automated” 
surveillance to define this phenomenon because data surveillance has different characteristics 
than active surveillance at some points. According to Clarke, “the difference between modern 
"dataveillance" and the pervasive observation of the Orwellian and Panopticon worlds is that we 
are "watched" not through a camera or guard tower, but by a computer collecting facts and data” 
(as cited in Nehf, 2003, p. 12). This means that improved monitoring tools such as logs or video 
cameras enable the active monitoring of people, and constant and automated surveillance is 
possible with useful data analysis.  
“By extending Michel Foucault’s arguments regarding the role of data and 
statistical analysis in the identification, classification and representation of social 
reality in terms of what we have come to acknowledge as “data doubles,” profiles 
or shadows, Clarke and those who followed his lead have dramatically altered the 
meaning and significance of remote sensing, or surveillance from afar” (Gandy, 
2008, p. 125).  
On the other hand, profiling and the widespread collection, aggregation, and mining of data 
increase social injustice and generate even further discrimination against traditionally 
disadvantaged ethnic groups. Reviewing these data collection and processing activities and their 
active applications to governing data are crucial in terms of investigating their possible 
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challenges and harms. The techniques explained below are aggregation and identification, and, 
secondarily, are about the data processing component of privacy. When surveillance is combined 
with these data processing techniques, it might pose some risks for individuals. These are the 
advanced dangers that pose risks at high levels, and even current policies do not suggest any 
remedies for these risks. To explain how data processing diverges from data collection in terms 
of creating problems, Solove (2008) said processing creates problems through the consolidation 
and use of information, not through the means by which it is gathered. Thus, to analyze data 
surveillance and its usage, it is crucial to see how databases where information is kept work. 
Surveillance in Databases. In The Mode of Information, Mark Poster (1990) explained 
the power of technological devices' capabilities and their emerging forms in social life. In this 
work, he mentioned database surveillance and claims that databases represent different types of 
surveillance. The main idea of a database is to organize data stored, accessed, and filtered by 
database managers with computer codes for various purposes. All online learning management 
systems have running databases, which store users’ data digitally behind the interfaces of 
systems. User data, which reveals users’ behaviors, is systematically stored in database systems 
with different technical structures. This creates an unusual situation: quantitative data gives 
qualitative outcomes through various techniques and interpretations. In addition to this, all data 
can be retrieved, transmitted, reproduced, and stored in databases. 
Poster (1990) underlined that today’s database systems generate and constitute a system 
of surveillance with no walls, windows, towers, and guards, which means they are a 
superpanopticon. In this regard, surveillance in databases is one-way because only systems 
admins, or in some cases, teachers, are allowed to see the records. Surveillance of subjects can be 
extended beyond keeping their files because those who can access databases can interpret data at 
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the same time. The interesting point that Poster (1990) made, which is beyond the purpose of this 
study but is necessary to mention and explore under the category of the biases and discriminative 
effect of database surveillance, is that in addition to advanced technology and a disciplined self-
surveillant populace, the superpanopticon imposes a new language situation that has unique, 
disturbing features. Digital encoding of data into databases requires a binary reduction of users’ 
information. This means that data records as ones and zeros into databases. For example, in a 
higher education database, students can be coded by their race into the race column. In this 
database, each race is represented by the number. In this way, “Asian” would be “1,” “White” 
would be “2,” “African American” would be “3,” “Middle-eastern” would be “4,” etc. Since the 
capacity of digital encoding is limited with numbers and letters, this example indicates that the 
structure or grammar of the database creates relationships among pieces of information that do 
not exist in those relationships outside of the database. In this sense, Poster (1990) contended 
that the database imposes a new language which is different from those existing languages, and 
this is a limited and insufficient language used to constitute individuals and define deviants.  
Structurally, databases store information in categories and fields. When one wants to 
view and retrieve data in a database, since all data is recorded into columns and rows, data is 
called from these fields. A typical column in a database can be consist of the following fields: a 
student’s first name, last name, department, race, age, gender, address, zip code, GPA, courses 
taken, academic standing, etc. One writes queries to access data, and filtered data is generated 
based on queries to retrieve data from these fields. Speed and efficiency of recalling data from a 
database mainly depend on the specificity of query that an admin writes and the stability of the 
form in which the data is coded. Thus, the capacity to pull information from this database 
constitutes individuals according to parameters. Poster (1990) pointed out the insufficiency of 
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database fields and queries functionality as the efficiency of databases contradicts the mechanical 
bulkiness of systems, the specificity of codes, and in a broader sense, a human’s cognitive 
factors. In addition to this, Poster (1990) continued and said that an essential point about 
database systems is “extreme” fields, for example, “subscriptions to communist periodicals.” The 
reason for using extreme fields can usually be labeling, in most cases. Furthermore, this indicates 
how field names are given discursively in databases. Concerning this issue, another problem is 
how data is entered into a field. This might be summary values from 1 to 4, as mentioned above. 
Although the relation between students' race and value is arbitrary in this example, the number in 
the field of the database contains no ambiguity. So the value entered in the field can be arbitrary 
since it will vary with the person performing the data entry task (Poster, 1990). In such a 
situation, a full and correct understanding of the circumstances generally requires additional data 
but also depends on common sense and abstract ideas like received wisdom, public opinion, and 
morality (Roszak, 1986). Thus, the value in the field varies with the people entering data into the 
database. This sort of example indicates that giving appropriate names to database fields is 
essential in terms of representing the values in fields correctly. Representations should not 
contain any ambiguity so that they can be clear and understandable. In addition to name fields, 
data should be properly coded into fields named appropriately to avoid manipulation. Because of 
the possibility of manipulations in databases, they should be controlled by professionals.  
Poster (1990) pointed out: 
The structure or grammar of the databases creates relationships among pieces of 
information that do not exist in those relationships outside of the database. In this 
sense databases constitute individuals by manipulating relationships between bits 
of information. But anyone may scribble away or type out this sort of information. 
What gives databases their effectiveness is not only their non-ambiguous 
grammatical structure but also their electronic coding and computerized storage 




The databases are used not only to control mass information about subjects by holding a lot of 
data about them but also to manipulate data to the extent that it causes harmful results such as 
bias, discrimination, or generalization. Nehf (2003) pointed out this problem and says that 
storing a tremendous amount of data is only part of this possible issue; in addition, we have little 
control over how stored information is used, shared, and manipulated. It is necessary to indicate 
that databases are not harmful or cause privacy violations themselves; on the contrary, they are 
helpful in terms of keeping and accessing data of the masses. However, if databases are used for 
different actions such as the multiplication of an individual or the constitution of an additional 
self, which are different actions from their instrumental actions, they can be harmful. As Poster 
(1990) mentioned: 
We see databases not as an invasion of privacy, as a threat to a centered 
individual, but as the multiplication of the individual, the constitution of an 
additional self, one that may be acted upon to the detriment of the “real” self 
without that “real” self ever being aware of what is happening (p. 90) 
 
Self-constitution, profile making, or any other big data processing techniques arise from merging 
different databases to generate vast knowledge creation mechanisms. Knowledge generation 
occurs not only based on our data in the classroom but also on a combination of our classroom 
data with other data that we may leave any place such as the supermarket, bank, or home. In this 
topic, I analyzed databases that are a part of online learning environments in terms of panoptic 
perspectives. In the following topics, I mention the potential threats of databases by applying 
various data surveillance methods such as profiling, identification, or sorting. As Nehf (2003) 
said, even if the information in a database is accurate and complete in all relevant respects, it can 
still harm us if it falls into the wrong hands or if it is used for a purpose we did not envision 
when we disclosed it. Hence, introducing data surveillance methods is helpful in terms of 
understanding how data usage might pose risks. 
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Data Surveillance Activities. Aggregation is one of the most popular techniques to 
acquire information about people. Aggregation reveals detailed individuals’ data, which is more 
than they share in online systems. Revealing data by aggregation methods is new and 
unexpected. In terms of generating new data, aggregation is a less direct form of data acquisition 
than surveillance and data collection. Although data is not collected directly in the information 
processing term, new data can be generated by aggregation of old data, so this is an indirect way 
to collect data. Gathered data can be processed and surveilled with different techniques; thus, the 
data can be connected to individuals for various purposes, which means it is identified. Since the 
identification process can bring out sensitive data about individuals, it may pose harm and 
dangers such as prejudice, racism towards specific groups, bias, and discrimination. On the other 
hand, aggregation has some benefits for people. Specifically, most web sites aggregate 
information about their users to provide them better service. For example, Netflix collects and 
combines data based on what users watch and like in the system. Then, Netflix analyzes the 
watching and liking the history of users and recommend movies and TV series that users might 
find interesting. This is a benefit of aggregation because users both do not miss the movies that 
they might be interested in and also do not spend a lot of time finding what they will watch. 
Identification, an expected result of aggregation, reveals the identity of the owner of data 
by linking information to a designated person. One can access the owner of the account or 
records with identification methods; thus, this is an attempt to verify identity (Solove, 2008). 
Identification can be regarded as a form of surveillance. In this regard, Solove continued and said 
that identification facilitates the detection and monitoring of a person and enables surveillance 
data to be categorized according to the individuals to which they pertain. Identification systems' 
ability to link names and other unique identifiers of individuals constitutes a vast capacity of 
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modern surveillance systems (Gandy, 2012). Hence, the proper classification of gathered data is 
crucial for identification. After a useful classification representing all social entities, the 
identifier can link data to the correct individual. This is a type of knowledge building that 
consists of the profiling that predicts future behaviors of individuals. Gandy (2012) referred to 
this action as statistical surveillance, which means that statistically-analyzed data enables 
institutions to apply “actionable intelligence” that underpins their decision-making, 
determination, and choices. Actionable intelligence refers to institutions’ ability to use analyzed 
data in different actions, such as decision-making, choice, or individual determination. It is 
crucial to link data to people accurately so that determinations and decisions taken based on 
statistical surveillance are correct. 
Sorting and classification are other types of data surveillance activities that potentially 
threaten when not used appropriately. Panoptic sorting, as a term, is conceptually opposite of 
generalization because panoptic sorting means treating all individuals differently based on triage. 
Panoptic sorting was first raised by Gandy in 1993, and he defines it as by demonstrating “how 
consumers are filtered through a triage that distinguishes and treats those of more and less worth 
to the corporation differently” (Lyon, 2007, p. 6). In recent studies, privacy scholars have built 
on Gandy’s work to demonstrate how software and applications are increasingly used to sort 
citizens and consumers. There are different reasons for sorting, such as how governments sort 
profiles for criminal risks, and companies sort to catch commercial opportunities. Panoptic 
sorting enables this intervention by mainly depending on classification. Gandy (2012) 
approached classification more specifically by underlining risks, hazards, and potential losses. 
Classification enables organizations to make predictions about the future by determining paths in 
their fields. For example, in the health industry, Bowker and Star (1999) investigated that 
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“through such classifications, persons with a disease, like tuberculosis, can be assigned a 
trajectory reflecting the usual ‘course’ of the disease, and the prognosis for the sort of life such a 
person might enjoy” (p. 170). In education, this concept is beginning to be used widely in 
predicting the academic future of students. As a result of advanced data collection and 
processing techniques, if the system determines that a student tends to be disadvantaged, the 
system notifies advisors and teachers. After algorithms alert advisers and teachers, if a student 
possibly falls behind in class, teachers and advisors encourage students differently to help him 
pass a class. In this way, schools seek profiles of students that may fail and intervene in the 
situation. Gandy (2012) contended that “the goal of classification is achieved through the 
simultaneous maximization of similarities and differences between analytically determined 
groups rather than governing them primarily by the pursuit of distinction or uniqueness” (p.126). 
Therefore, one can say classification mainly depends on the determination to identify an 
individual's place among strategically defined groups. 
Profiling is a final step of data processing. Profiling is a way of exploring personality 
with a combination of data collection and processing. From another aspect, Maturana and Varela 
say that “profiling is the interplay between monitoring and adaptation: to survive and to celebrate 
life any organism must continuously adapt itself to changes in its surroundings, while it may also 
manage to adapt its surroundings to its own preferences” (as cited in Hildebrant, 2008). This is 
an inclusive definition of profiling because profiling consists of different concepts such as 
identification, classification, and pattern recognition. In the profiling process, data outcome, 
which is created by the aggregation and identification of patterns, is interpreted to profiling so 
that results can go beyond what can be obtained from original data. There are two types of data 
here. The first is gathered data, which can be defined as original data, and the second is the 
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additional information that is formed by the interpretation of collected data. This additional 
information is based on conclusions drawn from the linking of the data. Profiling techniques are 
usually used by police departments to detect crimes in large populations. Furthermore, the 
benefits of profiling can be easily discerned with the youngsters who have an inclination for 
particular artistic or sporting skills, as well as helping to find students with diseases, disorders, 
drug addiction, suicidal and homicidal tendencies (Clarke, 1988). 
Dangers and Risks of Surveillance for Education 
Risks of Errors and Generalizations. This brief introduction of techniques was 
necessary to help readers analyze and understand the problems arising from data surveillance. I 
will discuss the dangers and risks of data surveillance in light of these techniques. Errors are one 
of the common dangers of data surveillance. In different surveillance types such as active or 
constant-automated surveillance, errors play an active role in constructing challenges regardless 
of the purpose of surveillance. In Transparent Lives, Bennett, Haggerty, Lyon, and Steeves 
(2014) underlined the increasing possibilities for systematic and consequential errors with the 
expansion of surveillance. They said that all surveillance systems contain routine glitches and 
errors, although it is claimed that they work perfectly by surveillance proponents. Furthermore, 
much organizational effort goes into trying to and reducing these errors. Even if organizations 
introduce their systems with a zero percent error, surveillance systems may involve software or 
hardware glitches because of their structure. For this reason, the possibility of errors should 
always be kept in mind. Gandy (2006) addressed the same point and says that it is essential to 
consider that perfection is not possible; all devices operate with some degree of error. The crucial 
point is that system administrators have to think about the cost of these errors. These 
considerations signify the necessary remedies to compensate for the cost of the errors and take 
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appropriate precautions. However, the costs of those errors are rarely considered, and the 
distribution of those costs is most severely distracted (Gandy, 2006). 
From another aspect, Gina Schouten (2017) evaluates errors as moral worries. Schouten 
(2017) said that if the inferences we draw about them are inaccurate, they might be harmful. 
These types of errors usually arise from the inaccurate interpretation and generalization of data 
aggregation results; in this sense, they are different than technical errors. Schouten (2017) added 
that "interpretational problems and aggregated data, which are the risks of big data, inform 
teaching and advising in higher education could lead us astray" (p. 325). Aggregation techniques 
through data mining are often used to make inferences. These inferences help lead teaching and 
advising in higher education. This makes approaching students logical, so that the advisor or 
teacher knows the level of the student. Although this seems entirely unproblematic in many 
cases, there is always a possibility that is the evidence can mislead. Schouten (2017) underlined 
the risk of application of inferences to all students:  
Even when the data are reliable and our interpretation of them is apt, we can go 
wrong. Inferences based on aggregates will not apply to every student. The 
student profiles that data mining generates offer probabilistic predictions about 
where students with a certain set of measured characteristics are likely to be and 
what they are likely to need in order to learn best (p. 325). 
 
Although aggregated data that is analyzed correctly for making inferences, as a result of the 
implementation of probabilistic predictions to all students, assuming what all students’ needs are 
the same can cause errors. As a result, to give guidance depends on generalization can be 
misleading for particular groups of students. In addition to this, the reason behind generalization 
might be irrational prejudice. In this way, although a small number of people in a particular 
group have specific characteristics, all group members are classified in the same category. 
Sunstein suggests that people would act on the basis of irrational prejudice:  
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If they acted on a belief that members of a group have characteristics that they in 
fact do not; for example, a belief that many or most of the members of the group 
have those characteristics, when only a relatively small number actually do, or 
even using ‘fairly accurate group-based generalizations when more accurate 
classifying devices are relatively inexpensive and available (as cited in Gandy, 
p.323). 
 
There is a close relationship between the arbitrariness of stereotypical categorization and 
legitimization. So, one can say that using stereotypes is not only arbitrary but also legitimate. 
Since using stereotypes costs less than using individualized inquiry, it is easy and preferable to 
use stereotypes for categorization. Nehf (2003) said the objective is to place people, groups, or 
other subjects in specific categories that can give us some measure of confidence that judgments 
based on the categorization will be well-founded. Therefore, rather than spending money on high 
tech devices that make sharper categorizations based on individuals’ characteristics, group-based 
generalization is used for these purposes. As opposed to described errors, Schouten (2017) said, 
this is why teaching well is a skill that must be honed and practiced. Teachers must exercise 
good judgment in seeking out and trusting reliable data, and they must exercise good judgment in 
calibrating their use of those data to their confidence that the data apply in the circumstances at 
hand. 
Risks of Statistical Surveillance. Errors in linking data to people and applying 
probabilistic predictions to all crowds are common mistakes in the classification and 
identification of surveilled data. In addition to stereotypical categorization, as Selwyn (2015) 
argued, predictive determination could lead to a variety of statistical discrimination, where 
individuals are reclassified in terms of their associations and linkages with others and then 
included/excluded based on attributes of the groups and data “segments” that they belong to. 
Although one of the main advantages of classification in different fields is to make people’s lives 
easier, the primary reality of classification, as mentioned above, is that it reveals distinctions and 
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attributes among groups of people. Since these particular distinctions and attributes are usually 
sharp and identical, it is challenging to reveal them. Gandy (2006) argued that “we continually 
expand the classes and categories of persons as we learn more and more about what sets us apart, 
some distinctions tend to remain” (p. 323). 
Classification by race is one of those distinctions that seem to resist attempts to replace 
them. The reason for challenging the remaining distinctions is that they transform differences 
into statistical language, statement, or graphic representations to generate a rationale for 
decisions. For example, Cornell, Hartman and Dolgin say that statistical software that makes 
racial identification may give different results than how people traditionally identify themselves 
as members of that racial and ethnic groups. (as cited in Gandy, 2006). The issue arises from a 
difference between a category in which individuals put themselves and a category in which the 
institution puts them, since the individual does not determine group membership at this point but 
the institution does. Thus, there would be differences between in-groups memberships that were 
defined by individuals and institutions. While individuals identify themselves in “group A,” 
institutions can identify them in “group B.” Indeed, individuals may never know the names or 
even the existence of the groups to which they have been assigned. 
Furthermore, classification causes differential treatment of objects, including persons, 
based on their membership in disfavored groups (Gandy, 2012). While discrimination can be 
made in favor of a particular group, it can also be made to a group that can suffer from the 
discriminated choice. For example, in education, some students of color might be perceived to 
more likely to have failings, crime, or cyberbullying because of statistical surveillance of data. 
Besides, race-linked statistics, which are generated as a result of classroom failings, can be used 
to justify even more intensive surveillance on these populations. That said, administrators and 
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educators can focus on and monitor specific student groups because of past statistics. Therefore, 
students in these particular groups may suffer from a high level of discomfort compared to other 
groups. In addition to this result, Westin (1967) said that there are degrees of observation in 
various groups which will prevent the particular groups' members from performing effectively. 
That means surveillance based on statistical results causes concentrated monitoring on specific 
groups; thus, people in particular groups may avoid some activities.  
In the digital age, how companies use statistical surveillance in evaluating their 
customers’ behaviors is an excellent example of digital discrimination in surveillance. Data 
mining and internet cookie technologies are commonly used for consumer profiling and market 
segmentation and raise concerns about privacy and the possibilities of computer-enhanced 
discriminatory techniques. When profiling individuals’ web browsing activities, information is 
then used to provide (or deny) e-commerce services and transactions in a discriminatory manner 
(Gandy, 2006). This practice falls under the rubric of what David Lyon calls digital 
discrimination, “marking the differential application of surveillance technologies where flows of 
personal data—abstracted information—are sifted and channeled in the process of risk 
assessment, to privilege some and disadvantage others, to accept some as legitimately present 
and to reject others” (as cited in Browne, 2012, p. 76). 
Risks of Knowledge Discovery. In data surveillance, the most significant challenge is 
generating new data by combining various collected pieces of information from different record 
systems. Then, this data is connected to a person to whom it pertains. While aggregation is the 
way of gathering information about a person, a piece of information itself is not very telling. 
Still, when combined, bits and pieces of data begin to form a portrait of a person. The whole 
becomes greater than the parts, so that generated data may reveal facts about a person that they 
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do not want others to know. To generate new knowledge is not a new trend; however, it is easy 
and numerous in the information age because of the power of technological devices and big data. 
Solove (2008) mentioned the power and scope of data processing in the information age and says 
that the data gathered about people is significantly more extensive, the process of combining it is 
much easier, and the technologies to analyze it are more sophisticated and powerful. In this 
regard, generating new knowledge is an unexpected result of data processing for users. People 
may share a limited amount of information to control how much data others access about 
themselves. In this sense, knowledge generation disrupts people’s plans by enabling others to 
access more data than the data owner shares. Although people share a small amount of 
information about themselves in different contexts, when these pieces are combined, aggregators 
acquire a lot of details beyond data owner shares. 
In Who is profiling Who? Invisible Visibility, Mireille Hildebrandt (2009) explained the 
possible challenges of knowledge discovery in databases in terms of data type and human 
autonomy. With knowledge generation, the debate about sensitive and non-sensitive information 
disappears, and the autonomy of users with their data decreases. Hildebrant (2009) found out: 
“the debate about data and sensitive data is no longer important because profiling techniques can 
infer highly sensitive information (even knowledge) out of seemingly trivial and anonymous 
data” (p. 240). This argument is crucial for privacy literature because it is possible to access 
sensitive information by using insensitive information of individuals with big data techniques. 
From this aspect, profiling can be understood as knowledge discovery in databases (KDD). KDD 
requires detecting whether data make a difference or not. About the technical background, 
Hildebrandt (2009) said: 
Profiling, defined as the process of knowledge discovery in data bases (KDD), 
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seems the only technology capable of detecting which data make a difference. It 
achieves such salience by means of pattern recognition: instead of mining data on 
the basis of predefined classes (which would produce a query that does not 
provide what one does not already know), profiling uses algorithms to locate 
unexpected correlations and patterns. These patterns emerge in the process of data 
mining and after interpretation, application and testing they can be used for 
matching with new data (p. 241).  
 
In data processing, it is possible to generate sensitive data with the combination of different 
information and linking to a person. In this way, the data aggregator or processor may discover 
information that an individual never shares. In this process, using algorithms and mathematical 
techniques in profiling allows the discovery of patterns and correlations in large quantities. This 
situation triggers knowledge asymmetry between users and organizations so that the knowledge 
gap between individuals and organizations deepens day by day. The amount of data that an 
individual shares is less than the amount of data that organizations access, so an individual is not 
aware of an organization's intervention in accessing more data. Knowledge asymmetry enhances 
the power of organizations over individuals and also threats individuals’ right to information 
self-determination. Regarding power, Solove (2008) says the dossier created by aggregating a 
person’s data is often used as a way to judge her so that aggregations increase the power of the 
aggregator in terms of acquiring more knowledge about an individual. From another aspect, the 
power of a company comes from the ability to reproduce communication. In this regard, the 
United States Senate (1967) said that the special character of this surveillance is that it gives the 
person who conducted the surveillance the power to reproduce, at will, the subject's speech or 
acts. This means that data of people’s activities kept in databases can be reproduced many times. 
With the maintenance of such detailed daily and cumulative records of various individuals’ 
personal transactions, computerized systems can reconstruct one’s acts and use such data for 
social control even without direct physical surveillance (Westin, 1967). Aggregators gain the 
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capability to control individuals by reproducing data of individuals and making judgments about 
them. As a result of the judgment, the authority, school, bank, etc. make important decisions 
about individuals. For example, developmental reports of students can give important 
information about students’ educational interests, so students are directed in line with their 
interests. Regarding autonomy, since individuals cannot manage their information, they cannot 
decide which and to what extent information about them is in circulation. This situation excludes 
individuals from management and governs their data so that individuals lose his/her autonomy 
with data. 
The Simulation of Surveillance. “The simulation of surveillance” is the term put 
forward by William Bogard in 1996. In his book, The Simulation of Surveillance: Hypercontrol 
in Telematic Societies, Bogard (1996) explored the relationship between Foucault's surveillance 
theory and Baudrillard's simulation theory. According to Bogard’s theory, the latest technologies 
that we associated with the information age simulate surveillance by predominating and doubling 
it. Bogard (1996) gave an example and said, “Computer profiling, for instance, is understood 
best not just as a technology of surveillance, but as a kind of surveillance in advance of 
surveillance, a technology of "observation before the fact"” (p. 27). At this point, it is not 
important how profiling gives us images. What's important is how the profile is drawn and that it 
operates in accordance with the parameters around which it was designed. As a result of this, 
false images, which are created by biased parameters that were already designed, provide us 
advanced-partial surveillance before actual profiling technology provides us with an accurate 
profiling opportunity. 
           The simulation of surveillance can be described as a result of errors or misusing of the 
techniques described above and drawing conclusions from biased samples derived with these 
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techniques. This means data surveillance techniques and interventions are potentially used for 
creating surveillance simulation in some cases, resulting in copies of reality or substitutes for the 
real. Rigakos (2006) underlines this reproduction very well:  
From Baudrillard (1983), Bogard borrows the philosophical tenet that everything 
in postmodernity is a simulation or, more specifically, that the very definition of 
real becomes that of which it is possible to produce an equivalent likeness; thus 
reality not only is that which can be copied, but already is always reproduced: the 
hyperreal (p. 568).  
 
In this context, I could say that the common surveillance interventions such as inaccurate 
interpretation, profiling methods, or generalization of data aggregation results are the parts that 
enable surveillance simulation. Even if these interventions don't directly affect individuals, they 
are still used for attempting to surveil models and simulations of individuals. When we examine 
the results of surveillance simulations, over-representation or under-representation of certain 
groups based on biased data are the main consequences. Thus, simulation is the result that is 
created by all these interventions, and it is hyperreal.  
In the field of education, educators may use data aggregation and profiling techniques to 
adjust their course content to specific populations of students. In this way, they may give more 
effective instruction by considering certain populations’ needs. At this point, profiling aims to 
analyze and identify students for various educational strategies and methods; at the same time, it 
is for defining particular disadvantages of various student populations. Up to this point, there is 
no objection. Afterward, students coming from certain countries might be perceived as more 
likely to fail in particular courses because of biased statistical surveillance of data, although their 
numbers are very few. Therefore, all students coming from certain countries can be perceived as 
all likely to fail in these courses. This situation can be counted as a simulation because statistical 
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surveillance of data overrepresents all international students from particular countries. As Bogard 
(2006) concluded,  
Unlike stereotypes, however, profiles are not merely "false images” that are used to 
justify differences in power. Diagnostic profiles exist rather at the intersection of actual 
and virtual worlds, and come to have more “reality," more "truth and significance," than 
the cases to which they are compared. Rather than the profiles resembling the cases, 
increasingly the cases start to resemble the profiles (p. 27).  
 
In this section, contrary to other dangers of surveillance for education, I discuss a 
developing situation after biased or incorrect data analysis techniques is applied. Overall, all 
techniques and technologies run for the apparatus of surveillance of simulation, and it is 
necessary to reduce its impact on education by using these techniques correctly and unbiasedly. 
Predetermined Futures 
Not only the active surveillance process but also the data surveillance process, which is 
the next step of data collection and refers to the processing of the collected data, affects human 
behaviors and decision making. Administrators, teachers, or companies make predictions about 
students by aggregating their collected data. Students’ awareness of this data aggregation may 
affect their thinking and decision-making mechanisms. Although HEIs collect data stripped from 
personally identifiable information because of the FERPA regulations, it is still possible to 
portray a general user profile with collected data; as a result, administrators, teachers or 
companies can determine the ways to use the data accordingly. Furthermore, identification is 
always a potential case because of big data analytics. Data that is pulled from the system can still 
be identified with big data analytics, although identifiers are removed from pulled data. Since the 
vendors’ involvement in the education market, which is a result of partnerships between higher 
education and vendors, this case is not unusual nowadays. In one of The Atlantic's articles, “Are 
Colleges Invade Students’ Privacy?” Matt Pittinsky, the technology entrepreneur who cofounded 
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the learning-management system Blackboard and currently serves as the CEO of Parchment, said 
“the back and forth of classroom inquiry might be stifled if faculty and students knew every 
keystroke they made—even every word they spoke—was being recorded and used to make 
predictions about them” (2015, para. 11). Since there is much communication and inquiry 
occuring in the classroom, all conversations are recorded by an online system. Participants may 
not maintain their original opinions in these conversations and inquiries might not be maintained 
if students and faculty know that they are recorded. Behavioral change in students and instructors 
can be caused by being aware of the possibility of being surveilled and awareness of the 
possibility that various decisions based on the evaluation of their inputs in online systems may be 
made on their behalf. As a result, this situation affects their decision making. In this sense, 
collected data is used to make suggestions and guide individuals in determining their educational 
future. Although the data collection apparatus is not used actively in this process, the effects of 
data collection and surveillance can still be observed. Using collected data efficiently is crucial 
to making decent suggestions to individuals. While predictions are actively used for this purpose, 
data collection and aggregation apparati pose risks to students’ behavior change. Predictions 
based on data may convince educators and students that the academic future is predetermined, or 
that placing students into “honors” or “regular” grade-school classes can end up defining them 
(Pittinsky, 2015). Since the system already analyzes student data in the past and today, when 
students use systems, the systems predict whether the students will be successful or unsuccessful. 
This also means that the system predetermines their future because the system will aggregate the 




Hildebrant (2009) said that precisely because a person is not aware of the profiles that are 
applied to her, she may be seduced to act in ways she would not have chosen otherwise. Imagine 
that a student’s online behavior is profiled by a system and matched with a group profile that 
predicts that the chance of failing for a student who is on the verge of failing is 80%. A system or 
software generates this decision, and it influences a student’s behavior. In this decision, pattern 
recognition is used to anticipate the behavior of subjects whose profile is being recognized. It is 
not easy to see patterns with the naked eye; however, it is possible to see them with mathematical 
computations and techniques. In this regard, pattern recognition can change the invisible to 
visible, so pattern recognition is used to discover information in the information. Based on 
patterns, as Kosinski, Stillwell and Graepel revealed, private traits and attributes are predictable 
from digital records of human behavior. In this regard, they give the Facebook example: 
Facebook likes were used to “automatically and accurately predict a range of highly sensitive 
personal attributes including: sexual orientation, ethnicity, religious and political views, 
personality traits, intelligence, happiness, use of addictive substances, parental separation, age, 
and gender” (as cited in Van Dijck, 2013, p.200). Due to the possibility of abusing pattern 
recognition, some students can think that surveillance specifically targets them because of their 
skin color, race, gender, or ethnicity. Therefore, these students may not feel comfortable under 
the surveillance. In case of the potential abuse of pattern recognition, these students might feel 
that the other considers them most likely to commit trouble or difference. The reason behind this 
anxiety is also the possibility of the manipulation of surveillance. Hildebrandt (2009) said 
manipulation such as this would be based on the refined and dynamic categorizations produced 




From the aspect of the harm arising from data surveillance, as mentioned above, 
algorithms or applications determine students’ academic futures. Even at the beginning of 
instruction, potential failure and success are detected, and necessary interventions are made 
ready with sorting algorithms. These systems have a lot of advantages for students. However, at 
the cost of freedom, students’ choices can be ignored in these systems. Rather than a student’s 
choices for their future, academic decisions based on predictions and processed data are enabled. 
Cohen underlined the importance of autonomy and says we must learn to process information 
and to draw our conclusions about the world around us; we must learn to choose and must learn 
something before we can choose anything (2000). Therefore, users have to be informed about 
how their data will be processed in order to eliminate the ambiguousness of information 
processing. This is a necessary step that should be taken to ensure that data is used by the right 
people for the right purposes. Nehf (2003) said: 
There is a real and justified concern about how even this seemingly innocent 
information might be used in ways we would not prefer. We hope that our data 
will be accurate, complete, relevant, and current in every database in which it 
resides. We want the data used only for the right purposes (those to which we 
consent or would consent if asked), and which are permitted by law. We want it 
used by the right people (those who need to use the data for permissible 
purposes), and by no others (p. 15).   
 
However, users can't develop autonomy and freedom while algorithms and predictive 
systems make predictions for futures and information shapes our behavior and agency. To the 
extent that information shapes our behavior, companies make our choices for us. In this context, 
students make their own choices about their academic future to the extent that information 
enables them to make these choices. Cohen said that autonomy in a contingent world requires a 
zone of relative insulation from outside scrutiny and interference—a field of operation within 
which to engage in the conscious construction of the self (2000). Autonomous choices promote 
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diversity of ideas, behaviors, and speeches. Even if students make wrong choices, they should 
have the opportunity to make their own choices with the guidance of education stakeholders. 
Algorithms or applications are helpful for education stakeholders in terms of making decisions 
about students. 
One more idea before summing up is that the services provided by companies can be seen 
as helpful in supporting students to choose the right academic career. Students can think that they 
have reliable information so that they are ready to make better choices. This is anticipated by 
companies and also consistent with companies’ wider practices. Students can gain freedom to the 
extent of options provided to them. Zuboff defined these companies’ wider practice: “it’s great to 
empower people, but not too much, lest they notice the pilfering of their decision rights and try 
to reclaim them” (2019, p. 141). Firms want to enable people to make better choices to the extent 
that those choices enhance companies’ precedence and do not impede companies’ imperatives. 
Zuboff continued with saying that this situation idealizes people who are informed but only in 
the ways that the corporation chooses. It means for us to be docile, harmonious, and, above all, 
grateful (2019). To sum up, Professor Cohen argued, instead, the debate about data privacy 
protection should be grounded in light of the conditions necessary for individuals to develop and 
exercise autonomy because meaningful autonomy requires a degree of freedom from monitoring, 
scrutiny, and categorization by others (2000). 
Overall, in this section, I reveal the dangers of data collection, surveillance, and data 
surveillance, which can be regarded as dataveillance. I believe that these are parts of the whole 
process and must be explored together in terms of analyzing the dangers and risks of data 
collection. Dangers and risks of data collection and surveillance might not only arise from 
activities depending on direct data collection and surveillance but also indirect activities such as 
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dataveillance. Thus, exploring privacy violations requires examination of all data collection and 
























CHAPTER 4: METHODOLOGY 
 
In this chapter, I explain the methodological design of my study. This chapter includes 
the site and participant selection, the procedures for data collection, and analysis. 
This qualitative study aims to investigate the consequences of data collection and 
surveillance on student privacy and educational values. A more profound understanding of 
privacy perceptions of students and the strategies of instructors and IT professionals to protect 
students’ data gave me insight into how online participants perceive data collection. 
Furthermore, this approach helped me to elaborate on how participants govern their data in an 
online context and what education stakeholders should do to ensure online environments are safe 
for participants. I also aimed to understand the meanings of privacy and surveillance phenomena 
from students’ perspectives, so I explored their enactments while using the tools (discussion 
forums, assignments, peer feedback) of online systems. To understand and explain students’ 
privacy perceptions, I believe it is necessary to investigate forces and values behind their 
perceptions and attitudes towards data collection, surveillance, and in a broad sense, the privacy 
concept. These forces and values are the major factors in shaping their perceptions in online 
environments. For example, practices involving sharing personal information with the public 
require a critical understanding of the reasons behind students’ sharing preferences. Ethnicity, 
cultural norms, and personal experience are crucial in shaping online participants’ preferences 
for sharing information in public spaces. 
This is a qualitative study and employs a case study design. In selecting this 
methodology, I considered several factors. First, and most significant, I wanted to learn about the 
participants’ (students, instructors, and IT professionals) experiences of online learning systems. 
The Moodle context in this study is an online social environment where students engage in 
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educational activities such as doing homework, giving peer feedback, and interacting with each 
other. As Dyson and Genishi (2005) said, qualitative researchers are interested in the meaning 
people make of their lives in very particular contexts. In this sense, I first asked for online course 
participants’ enactments and then gave meaning to their behaviors and ideas while performing 
these activities. I did so to explore forces that lead them to think and behave in those ways. 
Secondly, the reason I prefer the qualitative approach is that this approach is based on 
thinking “practically.” As Sherry Ortner (2006) explained, practice theory seeks to explain the 
relationship(s) developed between human action, on one hand, and some global entity we call 
“the system” on the other. For this reason, my aim for this study is to reveal the relationship 
between a social structure (Moodle) and human actors in the sense of social practice. As a result, 
this study gave me an opportunity to understand how humans make and transform an online 
context in the way they perceive and act with agency. 
Thirdly, the qualitative approach seems “practical” for me and provides convenience in 
terms of accomplishing my purposes for this research. At a research site, researchers analyze 
details of behaviors and meaning in everyday social interactions within situational contexts, and 
their actions may embody larger societal forces (Erickson, 1986). 
Thus, finding a convenient research site where I could explore behaviors and social 
interactions was an essential condition for successfully applying methods. Many different online 
learning systems are used globally, and millions of people take courses from these systems. 
Since the quantitative approach is a good choice for bigger populations and analyzing the 
variables among different groups, and because those groups are scattered around the world, it 
was difficult to access them and find comparable samples. Consequently, applying quantitative 
methods to scattered populations on different online learning systems did not make sense to me. 
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However, there is a course management system (Moodle) that is used at the University of Illinois 
at Urbana-Champaign (UIUC), where I work and study, so it was reasonable to conduct my 
research on this system. Therefore, a qualitative approach to the UIUC Moodle population 
seemed reasonable for me. 
Human Behaviors, Personal Territories, and Privacy 
In this study, I conduct research on human social actions in personal territories that are 
protected by privacy. In previous chapters, I consider the meaning of the concept of human 
territory—breathing zones—and its relationship to privacy, personal space, and crowding. As 
Altman (1975) underlined, the idea of territory is present in everyday language; examples 
include “my turf,” “my place,” “keep out,” “no trespassing,” “members and guests only,” and “a 
man’s home is his castle.” The concept of territory has its roots in the sociological analyses of 
urban life beginning in the 1920s. Researchers studied social groups’ functioning in different 
places, such as restaurants, bars, and neighborhoods. In these research studies, they examined 
how people behaved in their territories and reacted against intrusions or violations of their 
territories. For example, Bilge Yesil (2010) conducted research in a public park and public 
school to understand how individuals make sense of video surveillance and public settings. In 
this sense, Altman (1975) said: “many more examples of human territorial behavior illustrate that 
territoriality involving ownership or possession and occasional active defense can be readily 
observed in human groups, and territorial behavior is not a simple “it’s mine-keep out” process" 
(p. 79). As a result, territorial behavior is a complex process that changes with time and 
circumstances.   
In my theoretical framework, territorial behavior is one of the several interpersonal-
boundary mechanisms that act as a means toward the end of some desired level of privacy. 
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Students regulate their social interactions by their territorial behaviors due to different reasons, 
such as avoiding social conflicts and miscommunications. They decide how much information 
they share about themselves and their work within the framework of these territorial boundaries. 
In this way, while the examples above examine the territorial behaviors of humans in parks or 
restaurants, my study examines students’ territorial behaviors in an online learning environment, 
Moodle. This means territorial behaviors can be exhibited in not only a geographical area but 
also in an online environment where students share knowledge. In addition to this, territorial 
intrusion, a violation of human territorial spaces, means not only physically trespassing the other 
person’s territory but also online activities such as surveillance or data collection without 
consent. In this sense, one can say that territories convey ownership of people and 
individualization. Thus, the movements by outsiders across these boundaries should be done with 
permission or consent so that trespassing these boundaries is not considered invasion or 
violation. As a result, opinions of online learning participants on the violation of territorial space 
and consent are also concepts I explore.    
Sites and Participants  
Moodle, a learning management system, is the primary setting of this study. Moodle is an 
open-source tool used to teach students from different locations and create a collaborative 
learning environment for them. Also, Moodle provides a space for asynchronous discussions 
between peers and gives students a chance to create peer-reviewing multimodal works, including 
text, image, video, audio, dataset, and many other options for representing what they know. I 
chose the Moodle environment for this study because I have been working as a course designer 
for four years. Furthermore, I took several online courses in Moodle. I observed many 
interactions in online classes and used different tools in this environment. According to my 
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experience and observations, Moodle is a suitable environment to conduct investigations on 
privacy, data collection, and surveillance concepts because students participate in different 
educational activities such as doing assignments, posting discussion topics, or taking exams. 
In this study, data were collected from three main groups: students, instructors, and full-
time employees (FTE). All students were attending UIUC as undergraduate students. Of the 
twenty-two student participants, ten of them were international and twelve of them were 
domestic students. The demographic backgrounds of the students were varied. While some 
international students had solid economic backgrounds, some domestic students grew up in 
shelters without their parents. Such diversity helped me understand how privacy perceptions 
differ in terms of culture and socio-economic status. 
Furthermore, students were studying in different departments, so I reached out to students 
taking courses from different fields. Departmental differences among students allowed them to 
interpret the privacy phenomenon from different perspectives. For example, a computer 
engineering student already knew how companies extensively collect and evaluate users’ data, so 
this knowledge shaped his online privacy behaviors. A student from the psychology department 
was very knowledgeable about investigated concepts such as behavior change, autonomy, 
agency, and enactments, so she gave satisfactory answers to my questions from these aspects. 
My conversation with this senior student also helped me distinguish differences among these 
concepts. Thus, conducting in-person interviews with students from these diverse groups helped 
me to see and evaluate privacy from different angles. 
The instructor participants were my second group. All instructors in this study were 
working at UIUC. My data were collected from nine instructors. Of these participants, two were 
professors, two were associate professors, three were assistant professors, and two were teaching 
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assistants. I did not set any departmental limits because I believed that data protection strategies 
vary in their fields. That means that instructors apply their data protection strategies depending 
on their course content. For example, instructors in social sciences might encounter sensitive 
topics in their courses; however, this is not the case for instructors in engineering. On the other 
hand, instructors in engineering might handle technical challenges (such as hacking accounts or 
different software) to protect the security of their students because their students may be more 
knowledgeable about hacking software than social science students. Thus, my conversations with 
instructors focused on their strategies and approaches to protect their students. 
Lastly, the third participant group of my study were the members of a technology support 
group which provides service for administrative staff and faculty to integrate technology into 
their courses. There are different units in this group. I explain the duties of the units in detail in 
the next part of this section. My conversations with full-time employees (FTE) were about the 
technical aspects of student privacy. I asked them what strategies they apply to protect students’ 
privacy. Since they are the practitioners who use these methods in a real-life context, my 
interviews are precious for their benefits to people working in the online learning field because 
they can hear their colleagues’ strategies to protect students. Furthermore, my conversations with 
different units were helpful in that I learned how teams approach student privacy from different 
philosophies.   
Selection of Participants 
I considered several factors while selecting my student participants for this research. The 
key and obvious criterion was that of taking at least one online course in Moodle. To recruit 
students, I prepared brochures and hung them on the boards of different buildings in the campus. 
Students who were interested in participating in my study sent an email or a text message by 
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taking my email address and phone number from these brochures. I was aware that I was going 
to select participants from different social and ethnic backgrounds. In this line, I conducted 
interviews with domestic and international undergraduate students. Since most graduate students 
work as a TA in online classes, I would rather evaluate them in the instructor category. For this 
reason, I did not want to expand the study to involve graduate students. While this criterion cuts 
down the potential of having more students participate in the study, the qualitative approach still 
enabled me to draw out enough information from undergraduate students. In addition, I believe 
that the diversity of the student population gave me good insight into the investigation of the 
forces that shape students’ privacy perceptions. In this study, I reveal that students from different 
backgrounds have various data collection and surveillance enactments. In this sense, twelve of 
my participants were international students, while ten of them were domestic. In terms of gender, 
twelve students were female, and ten students were male. In terms of their departments, four 
students were from the department of psychology, four were from the department of electrical 
engineering, three were from the department of social work, three were from the department of 
economics, two were from the political science department, one student was from the department 
of math, one student was from the department of computer science, one student was from the 
department of civil engineering, one was from mechanical engineering, and one was from the 
department of physics.  
For recruiting the instructors, I designed Moodle workshops catering to various 
departments. These instructors were teaching online courses in Moodle, so they had chances to 
get information about the usage of tools in these Moodle workshops. At the end of the 
workshops, I verbally informed the participants about the nature of my study and shared my 
email with them. Also, my Moodle office has a twitter account to inform instructors about 
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developments in Moodle. I used this twitter account to invite instructors to my study. Like the 
students, recruiting instructors from different fields allowed me to explore the various strategies 
that instructors apply to protect students. For example, an instructor in the English as a Second 
Language department gives an assignment covering sensitive topics since they might want 
students to write argumentative essays; however, this might not be the case for instructors in 
Computer Science because computer science courses might not contain sensitive topics. Thus, 
these two groups of instructors might have different strategies to protect students’ data proving 
that strategies, enactments, and reactions may differ in terms of fields of instructors. In terms of 
gender, six instructors were female, and three instructors were male. In terms of their 
departments, three instructors were from the department of English as a Second Language; two 
instructors were from the department of psychology, two instructors were from the department of 
sociology, one instructor was from the department of computer science, one instructor was from 
the electronic engineering department, and one instructor as from the department of math. 
To recruit full-time employees (FTE), I obtained permission from the leadership of the 
technology support group that I mentioned above. In addition to IRB (Institutional Review 
Board), I wrote a statement of purpose and gave it to my team leader. In the statement of 
purpose, I explained the purpose of this study and the expected number of participants. The team 
leader shared this letter at the weekly leadership group meeting. The leadership of the group 
approved it, so I reached out to the staff. I sent invitation emails and also reminder emails to 
FTEs. My criterion for recruiting FTEs was their duties were related to student data. For this 
reason, I selected FTEs from the following units in the technology group: 
• Data Reporting Unit: three people from this group participated in my study. They 
generate data reports about classes in Moodle. 
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• Application Developers: two people from this group participated in my study. They 
customize and code Moodle applications. Some of the tools that they create are to protect 
security and privacy of students.   
• Database Security: three people from this team participated in my study. This group 
works behind the scenes to maintain a large variety of servers needed to support the 
operational and research needs of the College of LAS.  
• Teaching and Learning with Technology: three people from this team participated in my 
study. This group consults with faculty to integrate technology in their courses. They also 
help faculty and students who have issues with Moodle.  
 
On the whole, my data was collected from forty-one participants. Of these participants, twenty-
two were undergraduate students, nine were instructors, and ten were staff. All participants were 
affiliated with UIUC. 
Data Collection Design and Procedures 
I started working on this study at the end of September 2016. I was taking a research 
methods course during that fall semester and conducted my pilot study there. My initial research 
design incorporated two main methods of collecting data: interviews and observations. After 
observing students in an online class in my pilot study, I felt that I could not get enough 
information to use. Since students’ behaviors are very implicit and latent while they protect their 
privacy, it was difficult to make inferences about their privacy perceptions by observation. 
Nevertheless, since I was working as a course designer, I had chances to observe and monitor a 
lot of classes. In line with these observations, my interviews made more sense, and, also, my 
observations helped me interpret students’ ideas and enactments. In brief, although I did not 
include an active observation in my main study, I reviewed policies and policy guides to evaluate 
the FERPA policy in my seventh chapter.  
Interviews 
I conducted an interview with each participant, and each interview lasted about one to 
one-and-a-half hours. This process yielded an approximate number of fifty interview hours 
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between all participants. All the interviews were conducted at the interviewee’s place of choice. 
For this reason, my interviews with students took place in the study space of the libraries around 
the campus. For the instructors and staff, I met each at their offices. I selected interview 
questions to illuminate the points that I am investigating. For students and instructors, my 
questions are about:   
• Knowledge and experience of the Moodle system 
• Feelings when sharing data 
• Feelings about being tracked and surveilled 
• Perceptions about data sharing and data collection 
• Opinions about tools and concepts (consent, surveillance, online etc.) in terms of 
information privacy 
• Evaluation of Moodle in terms of information privacy 
• Expectations from privacy policies 
• Main strategies to protect themselves (students only) 
• Main strategies to protect students’ privacy in online courses (instructors only) 
• Position of instructor in creating safe online environments (instrutors only) 
• Position of instructor in creating safe online environments (asked only instructors) 
 
For IT staff, my questions are about:  
• Roles in the IT office and how roles are related to privacy and security 
• The strategies and methods applied to protect students and instructors  
• Ideas about FERPA and the consent process 
• Recommendations for teachers and students in terms of data privacy 
• Shortcomings of Moodle in terms of protecting privacy and how to overcome these 
shortcomings 
 
I asked ten questions in each interview. I had an interview protocol with me; however, I 
did not follow the protocol in order. For example, at times, one question led the interviewee to 
also respond to a different question even before I asked. All interviews were tape-recorded, but I 
also took some notes in between the interviews. Such notes were helpful because I can read my 
notes when taped records do not make sense to me at certain points. After interviews, I went 
through my notes and filled in the unclear points in transcriptions. For security reasons, I stored 
all the tapes in an Illinois Box that is a UIUC FERPA-protected online environment. 
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I conducted interviews with students during the spring of 2019. I completed them before 
they left in May. I believed that I could find more instructors in summer 2019 since a lot of 
online courses opened. So I conducted interviews with instructors during summer 2019. The 
flow of my conversations with IT staff were different from with students and instructors. IT staff 
are not the participants in online courses, but they are behind Moodle. Therefore, my 
conversations with them were mostly about professional and technical topics such as personally 
identifiable information, Moodle’s features, or database security. Unlike my interviews with the 
IT staff, in my interviews with the instructors and students, I framed my questions to cover their 
feelings and enactments as participants in online courses. They use the tools and can evaluate the 
system from their own perspectives. As a researcher in this study, I believe my advantage is that 
I am both a student and an IT staff member, so I can develop empathy with all participants. This 
gives me an opportunity to walk in their shoes. 
Data Analysis Procedures 
Before I started my analysis, I asked myself what I aimed to investigate. Then, I thought 
about my purpose to see if it made sense to me and if it was answering my research questions. 
During this process, I also figured out what themes and assertions could emerge. Then, I started 
to apply open coding for my analysis. For this reason, I organized my data chronologically, read 
my notes, and listened to my audio recordings from the first interview to the last one. In the 
coding process, I was taking a seminar class. In this class, I had a chance to present my study to 
my peers. I shared my proposal before the presentation. My peers and the course instructor 
brought up questions and comments that led me to think about my topic further. In this sense, I 
asked myself what I intend to do with this study. Furthermore, the discussions I had with my 
peers and course instructor helped me to see different aspects of my research.  
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While I was developing analytical themes, I needed to go back and forth between my 
data, research questions, and theories to find coherence, relevance, and justification. While I read 
and listened to collected data, I tried to catch repeated patterns, and then I took notes of these 
patterns, such as: 
• Students and instructors do not read privacy policies because the policies are too long.  
• Students change their behaviors before they post something to a discussion forum 
because they are mindful of how they might be tracked by others.  
 
While I was looking for patterns, I made comments and reflections about them. I 
interpreted the meaning of patterns and looked for relationships between them to connect similar 
patterns. After taking essential notes of the repeated patterns, I developed a set of pertinent 
themes based on my notes. Furthermore, I quoted the vital parts of my conversations to support 
my philosophical investigations. I tried to keep my research questions in mind as I constructed 
thematic categories from the data. I finally organized my data under the thematic categories. 
Each thematic category contained at least one assertion. Interview transcripts support each 
thematic category and its accompanying assertion(s). In the following table, I reiterate my 
research questions and summarize my data collection and analysis procedure. 
 
Table 1 
Data Collection Summary 
Research Question Subsets of Questions Sources of Data Data Analysis 
1. What are the 
challenges of 
surveillance and data 




1.a. What does 
information privacy 
mean to you in online 
education from a 






with open coding 
of the raw data to 
the final 
categorization of 
emergent themes.                
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Table 1 (cont.) 





do you feel when you
use online learning
management




do you feel when
online learning
management systems
keep logs of your
activities?
1.c.1. How does your
trust in the university
affect your sharing?
1.d. How do you feel
if you know that
others can see and
track your class
activities in an online
classroom?





1.e. How do you feel
when you share your
idea or work in an
online classroom?
and topics (applied in 
all cases below) 
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2. Which educational 
values are adversely 
affected by 
surveillance and data 




2.a. What strategies 
did you develop to 








2.a.1. Can you 
indicate the reasons 
for applying these 
strategies? 
 
2.a.2. At what points 
did the concerns you 
have in online 
learning systems 
affect your learning? 
 
2.b. If you could, 
what would you 
change in online 




2.b.1. How would 
these changes 






with open coding 






and topics (applied in 
all cases below) 
3. What are the 
obligations of 
instructors and IT 







3.a. What do you 
expect from 
instructors to keep 
participants' data 




3.a.1. How do the 
points you mentioned  
Interviews Inductive, starting 
with open coding 




and topics (applied in 
all cases below) 
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Table 1 (cont.) 
4. What are the
shortcomings of






3.b. What do you 
expect from online 
learning professionals 
to improve online 
learning systems?
3.b.1. How do the 
points you mentioned 
improve your 
learning process (or 
educational values)?
4.a. What do you 
think about the 
consent process in 
online environments 
as a student or 
instructor?
4.b. What are the 
major challenges of 
privacy policies as a 
student or instructor?
4.c. If you could, what 
would you change in 
privacy policies for 
better privacy 





Researcher Role: Who am I and How Will I be Seen? 
For me, defining my role as researcher requires that I reflect deeply on who I am in 
relation to my participants and other people in the field. First of all, a qualitative study was 
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chosen because of the fact that, as a researcher and part of the Moodle team, I wanted to have 
conversations with online participants and people behind Moodle in order to understand the 
reasons behind their reactions and enactments. As a researcher in the College of Education, and 
as staff working in the IT office, I investigated how students’ online behaviors affect educational 
values. In my conversations, I wanted to be seen and remembered as warm and kind. However, I 
was mindful that I was doing research, so I also had to keep my distance. I did not want to keep 
asking questions to participants for an hour. This came so mechanically to me. Thus, in some of 
my interviews, I was not a researcher; I was a learner. A psychology student explained the 
difference between “autonomy” and “agency,” and my conversation with her helped me to clear 
up confusion between those concepts. In another conversation, a student from the College of 
Business used the word “ostracize.” I did not know the meaning of this word, but then I learned 
it. I tried to take advantage of everything: all the words and all the conversations in my 
interviews. I was not only a transmitter; I was a receiver at the same time. 
The whole process taught me that I have to locate myself in the research appropriately. 
Thus, sometimes I was an outsider to think about interviewees behaviors objectively. Sometimes, 
I was an insider to develop empathy for students from different cultures since I am an 
international student. I think my roles were changed: outsider, insider, researcher, and IT staff. I 
tried to look at the case from the lenses of these roles. Overall, the most important thing I 
grasped was that I too must be “locating appropriately.” 
Expected Contributions of the Study 
When I started searching for materials for the literature review of this study, I could not 
find adequate numbers of articles about privacy in the field of education. I found privacy articles 
on law, sociology, business, and psychology, so I benefited from those articles in my research. I 
 
 90 
expected that the findings from this research would be significant and make positive 
contributions to the field of education. I hope that this research will inspire other researchers to 
pay more attention to privacy in education; thus, the number of articles in the field of education 
will increase. 
This study targeted students, instructors, and IT staff. In terms of instructors, I believe 
that they have some obligations as a teacher in courses. One of the primary commitments of 
instructors is to inform students about data collection and surveillance. In online learning 
environments, the fact is that information is being collected, although the main aim of these 
systems is not the information collection. Therefore, one of the critical implications of this study 
is to remind instructors that data and logs are collected and kept in the systems. Furthermore, I 
hope that this research informs them about the expectations of students. In this way, instructors 
can apply the necessary strategies to protect their students in online classes by considering 
students’ opinions. In addition to this, they should believe privacy policies and use them in their 
online courses. Overall, they should become more sensitive to the needs of students so that they 
can create a better educational environment that elevates learning outcomes. 
 In terms of IT staff, I believe that IT people behind Moodle have obligations to increase 
system safety as opposed to privacy and security issues. The necessary system modifications to 
make systems more secure will eliminate privacy threats and contribute to protecting educational 
values in online classes. The strategies that IT people recommend for students and instructors 
will help them figure out how to defend themselves online. Furthermore, demonstrating how IT 
people work and handle privacy issues to protect student and instructor security will be an 
excellent example for other IT people working in the online education context in higher 
education. With valuable suggestions from the full-time employees, their colleagues who work in 
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these roles can improve their system and eliminate possible shortcomings. They could be 
mindful of their obligations since students expect staff to secure them online.  
In terms of students, this study will suggest ways for them to become more mindful of 
giving rational consent to online systems. Additionally, this study offers strategies such as 
sharing data according to context. For example, sharing only academic data in an academic 
context would be a way for students to protect their privacy, as well as being mindful that 
everything is recorded online. Overall, I hope this study will inform students about strategies to 
protect themselves, raise their awareness of surveillance and data collection, and suggest that 
they should act according to the reality that everything is recorded online. Since there are 
different kinds of students who are affected differently from surveillance, it is essential to 
emphasize the variety of strategies. 
Limitations of the Study 
My study was limited in several ways. As indicated above, I selected only undergraduate 
students at UIUC. By restricting my participant selection in this way, I left out a lot of graduate 
students at the school. In this way, I reduced the potential number of participants that I could 
include in the study. The restriction was necessary because most graduate students work as 
teaching assistants at the university. Furthermore, they are mindful of netiquette and ongoing 
surveillance in online systems. Another reason is that the number of graduate online courses is 
less than that of online classes for undergraduate students. 
Another limitation, which also resulted in the restriction of the number of participants 
enrolled, was the concentration of students who attend UIUC. Online learning is a worldwide 
concept, and millions of students take online classes every day. I only selected the undergraduate 
students at UIUC; therefore, the findings were limited to the category of UIUC students. For a 
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further understanding of the privacy behaviors of students, reaching a broader and bigger online 
























CHAPTER 5: OVERVIEW OF THE RESEARCH FINDINGS 
 
Overview of the Themes in the Chapter 
In the section that follows, I report my findings of this research under particular themes. 
This chapter focuses on findings relating to my research questions about the challenges and 
benefits of surveillance and data collection in online learning environments, the educational 
values adversely affected by surveillance and data collection, and the obligations of instructors 
and IT staff to protect students’ privacy in online learning environments.  
The first core theme is named “Factors Behind Students’ Privacy Perceptions.” Since I 
specifically work on the effects of surveillance and data collection on educational values, I 
believe that exploring the factors behind students’ privacy perceptions is the initial step to 
understanding the nature of the privacy phenomena. My first assertion based on my findings was 
that socioeconomic factors are behind students’ privacy perceptions. In other words, ethnicity, 
income, and culture have impacts on developing privacy perceptions of students. Under the same 
theme, I also assert that social media and advertisements are other factors behind students’ 
privacy perceptions. Although I did not expect such an assertion to appear in my research at the 
beginning, the increasing influence of social media in our lives was effective in bringing about 
this result. 
The second core theme is “Meanings of Privacy” and is accompanied by two assertions. 
There are different meanings of privacy in the literature. With this theme, I aim to explore the 
meanings of privacy from students’ perspectives. Within this theme, I conclude that “privacy is a 
right to control information.” The first group of students approached the meaning of privacy 
from the perspective of rights, so that I named the assertion similarly. As the second claim of this 
theme, I conclude that “privacy is limiting others’ access to information.” A significant number 
 
 94 
of students emphasized limiting actors’ (teachers, students, IT staff, etc.) access to their 
information rather than control of information.  
Under the third core theme, “Risks and Benefits of Surveillance and Data Collection,” I 
make three assertions. First, I assert that surveillance in online learning causes students’ 
behavioral change, and second, that surveillance of students causes anxiety. In the third 
assertion, I emphasize the benefits of surveillance and data collection and assert that surveillance 
and data collection led students to learn and perform better.  
The fourth core theme is “Obligations of Instructors and IT Staff.” Based on this theme, I 
assert, first, that instructors have obligations to protect students. I created this assertion because 
most students think that instructors’ major obligation is to create safe learning environments for 
students. Thus, I compiled instructors’ views on teacher roles, sensitive topics, surveillance, and 
obligations as parts of this assertion. Under this theme, I also place an IT staff-based assertion, 
claiming that IT staff's obligation is to protect students’ privacy. I thought the ability of faculty 
members to protect their privacy in the online classroom was limited, as they could not interfere 
with the systems’ technical backgrounds. Therefore, IT personnel are charged with the security 
of the technical infrastructure of the systems, so it ends up being their most significant 
obligation. 
 In the final core theme called “Trust in Organization and Peers,” I view trust as an 
important factor in informational relationships. From my findings, I created two assertions, with 
the first stating that students’ trust in the university is an essential factor because they feel 
comfortable sharing information as long as they trust the university. Intuition and accreditation 
are factors which build trust in the university. A second assertion states, based on my interview 
findings, that students’ trust in their peers is part of a reliable environment because they feel 
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comfortable with sharing when they trust their peers. Under this assertion, I was interested in 
seeing what factors influence students’ confidence in their peers and learned that affiliation and 
familiarity are the factors behind trust in peers. 
 In summary, the collection of themes and assertions in this chapter is intended to create a 
portrait that captures the students’, teachers’, and IT staff’s opinions on the online learning 
environment with focus on privacy and security. Together, the themes and assertions in this 
chapter hope to provide the reader with a clear picture of the challenges of data collection and 
surveillance, how these challenges affect educational values, and the obligations of instructors 
and IT staff in creating safe learning environments. The themes, in detail, are presented below.   
Core Theme: Factors Behind Students’ Privacy Perceptions 
Under this theme, I reported findings that demonstrated the factors behind students’ 
privacy perceptions. 
Assertion 1: Socioeconomical factors are behind the students’ privacy perceptions. 
The students participating in this study had different economic, cultural, racial, and religious 
backgrounds that have impacts on shaping their privacy perceptions. I grouped all these various 
factors in constructing the assertion. A student from Peoria that grew up in a shelter told me, 
when I asked her the elements shaping her privacy perceptions: 
Since I grow up in a shelter with a lot of kids, when I grow up, privacy was not 
my priority. Some of my other friends, they would be more like I’m not gonna 
give them this information because who knows what they can do with it. It was 
not priority? It was not on my mind. It was not something I would really thinking 
about.  
 
This student grew up in a shelter with crowded units. According to her, her privacy limits 
are “low,” so she became a person who shares her opinions comfortably with the public. 
Furthermore, telephone numbers and personal emails, which are considered private information 
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by most students, are, for her, appropriate to share online. She added that “I would like to know 
people and get connections. Sharing personal sometimes is a good way to make connections.” 
She described herself as “extroverted” and considered sharing personal information as a way of 
making connections. While growing up, she shared her living and sleeping areas with other 
children, so I believe she is comfortable with sharing information. 
In terms of conditional factors, a Chinese American student, below the average poverty 
level, from a suburb of Chicago, declared that growing up in a democratic environment is a 
major impact on her privacy perceptions: 
In high school, I did debate. Sometimes, we had to separate and people who 
believe one thing on the one side of the room, and people believe other on the 
other side, and sometimes I was the only one who disagree with everyone else. 
And, I was comfortable with disagreeing. Because of my experience in high 
school, I guess still know I feel it is okay with the disagree because it is academic.  
 
She described her environment as a “democratic environment.” At her home, all family members 
had the right to “say something” in their family decisions. Furthermore, in her school, her teacher 
often divided them as a group and asked them to discuss a topic of their choice. Therefore, her 
school was also democratic, so that she considered herself “lucky.”  Due to these factors, she 
admitted herself as very comfortable in the online discussions, and said that expressing her ideas 
to others is easy for her. 
Some other student participants in my research expressed similar sentiments when I 
presented my question to them. An international student who studies computer science and has 
high-level computer literacy skills established a relationship between poor economic conditions 
and privacy perceptions. He said: 
In terms of economic status, if somebody has more money, on computers you can 
get software like protect your information everything on that computer. So, you 
have to pay for that. So, maybe they are able to get to best kind. But, people that 
do not have enough money for that specific program or software, they do not get 
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that. So, their computer has more to chance to getting breaches or attacks by 
viruses. So, economic status definitely can help in that sense.  
 
For this student, privacy is a “luxury” concept, which means that people should use paid 
software and mobile applications if they want full protection. As long as people pay for them, 
they can claim their privacy. According to this student, complete privacy is not possible with free 
software and mobile applications because there is a “cost” to use these free software and 
applications. For this reason, this student thinks that they aggregate and evaluate the personal 
data of users. Following these ideas, if users pay for these types of software, they do not have to 
worry about their privacy. However, the ones who do not pay anything for software and 
applications have to be careful about using them because this situation creates a kind of 
doubtfulness. As a result, one can say that economic background is a factor behind developing 
privacy perceptions, and these two groups of users develop different privacy perceptions. Thanks 
to this student, I had a chance to declare students’ ideas on a popular topic: “if it is free, you are 
the product.” This student revealed a relationship between financial situations and privacy very 
well.  
In terms of the impact of culture on privacy perceptions, conducting interviews with 
domestic students and international students from different cultures makes it possible to compare 
these two groups’ privacy perceptions. In one of my interviews, an international student told me 
that she should be careful about what she does and shares online as well as real life. She said: 
I grew up in Korea. Sometimes it is not good to share of your address and phone 
number with strangers because some people want to make lie and get money from 
you. In Korea, I observed how these examples occurred. Fraud is a lot in Korea, 
that’s why I pay attention my security.  That is so terrible. Also, my parents told 
me not to share my information with strangers. Because my closure background is 





She added that there would be some negative consequences for her. She said, “Due to the being 
foreigner, I don’t wanna get any crime, even little one. I don’t want to live trouble in U.S.”  
It looks like her country and parents are the two big factors behind this student’s privacy 
perceptions. Furthermore, living as a foreigner in another country makes her a little cautious 
because she thinks she should not want to get in any trouble. Another international student had 
the same idea:  
I grew up in China. Sometimes it is not good to share of your address and 
phone number with strangers because some people want to make lie and get 
money from you. That is so terrible.  
 
I asked what he meant by terrible. He said, “In China, there are a lot of criminals, who wants 
money by telephone and address.” So, similar to the previous student, this student developed his 
privacy perceptions based on his country’s privacy cases. While these students tend to pay 
attention to online actions, I did not see this protective inclination over the domestic student I 
interviewed. This domestic student from Northern Illinois is pretty comfortable with data 
sharing, and, for him, there is nothing to be afraid of. He said: 
I’m a U.S. citizen and that is not something I really thought about but when you 
mentioned that I feel like I do kinda have an idea that maybe international 
students may share less than U.S. citizen because of the whole situation like our 
president. Maybe they are less inclined to share things because they don’t wanna 
feel attack or invite racist comments.  
 
I listened to similar sentiments from most other domestic students. On the contrary to 
international students, domestic students appeared more comfortable in sharing information 
about them. Also, this domestic student touched on a very important point: racism. According to 




           In a nutshell, there are several factors behind the development of privacy perceptions in 
terms of cultural and socio-economic conditions. These all have impacts on the students’ privacy 
perceptions in online environments. That was the starting point of my study because I observed 
different privacy behaviors in different students coming from different cultures, so I was curious 
to learn the factors behind these differences. 
Assertion 2: Social media and advertisements are the factors behind the students’ 
privacy perceptions. When I started to conduct my interviews, I did not anticipate that this 
assertion would come up. With this assertion, I reveal social media’s didactic side, as it can teach 
how to protect users. For this reason, I claim that privacy breaches in popular social media 
websites that students run into every day are another factor shaping their perceptions because 
students experience these violations in real-life practice. A student in the business department 
underlined that working on privacy settings of social media accounts influences students’ privacy 
perceptions. He told me: 
When I was young, there were a lot of chatrooms. Then, we grow up and often 
saw the news every day that people are catfishing (lure (someone) into a 
relationship by means of a fictional online persona). Thirteen-year-old girl 
speaking with forty-year-old man, and forty-year-old man acting like younger. 
That kind of things. So, people are more vary. I think privacy settings become 
more common. 
 
Another student had a similar sentiment. She thinks she is good at navigating her privacy in 
social media. This helps her figure out what to do to protect herself online. She said:  
Obviously, comparing to my mom using Facebook, I will probably have a better 
sense of online literacy. I will be able to set my posts in such a way that my mom 
would not know that I am drunk at 3 am. On the other hand, my mom even does 
not know how to set up her account for privacy.  
 
Compared to the older generation, the younger generation is better at protecting their online 
privacy. I would not have thought that navigating social media privacy settings helps them figure 
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out how to protect themselves in an educational environment. I got interested in such responses 
and wanted to know how privacy violations affect their perception of privacy. Most students 
were mindful of the negative consequences of breaches in major social media companies. The 
violations in social media companies made them cautious about privacy and led them to take 
some precautions to protect themselves. A student said: 
I did not really think about privacy when I went to college. I did not feel like I 
need privacy and protecting privacy. Then, I heard about Facebook breach and 
hearing about people’s information was stolen and shared, so now I take more 
measures to make sure my password is up to date.  
 
In addition to breaches, advertisements are a big part of social media. There are various 
advertisements on the internet and social media. Due to the interconnection of devices, people 
encounter advertisements for their purchased products on different devices, even if they did not 
use a device to buy products. A student described these advertisements as “annoying and scary.” 
She said: 
If you search something and type something, next minute you will get an 
advertisement what you just search. Knowing things like that it is little scary and 
annoying, almost like the companies following you, even though companies don’t 
see you physically. I think just knowing what people can do with the information 
that you share and post shape my perceptions. 
 
I can describe this situation as “ambiguous” as well as “annoying and scary” because 
students do not understand “what is happening.” Such ambiguousnesses is one of the factors 
that scares students and shapes their behaviors and perceptions online. Another student had a 
similar sentiment and also felt more precise about this topic than the previous one. He said: 
Sometimes when I search online, like plane tickets for spring break or fall break, 
then I close web site. When I watch a video in YouTube, I see ads of the United 
Airlines. I know that my private information is known by web sites or Google. 
 
When I do a quick search in the literature to check the benefits of these advertisements for users, 
I run into a significant advantage, “to help users in accessing the product according to their 
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interests.” According to this benefit, I could say that people who like to wear different watches 
can encounter more watch advertisements than others that are not interested. While this sounds 
like a normal case at first, a student shared an interesting example about these sorts of cases:  
It has some benefits, but it could go wrong. I know someone who is pregnant, and 
she was looking up baby stuff, and then, afterwards she lost her baby. But Google 
kept suggesting all these baby stuff to her. So, in some of the cases it does not 
really seem like benefit, it seems more than it could. It could be used against us.  
 
At this point, this student considers the negative consequences of these advertisements and 
expresses that this situation as “could be used against us.” Due to being bothered by these 
advertisements, ads have an impact on students’ privacy perceptions even if they do not see them 
in their educational environments.  
           It can be concluded that socioeconomic conditions, culture, social media, and 
advertisements are the factors that affect the privacy perceptions of students. Students from 
different cultures and countries have different perceptions that were shaped in that culture. 
Socioeconomic conditions such as growing up in a low-income family can be considered another 
factor. In terms of social media and advertisements, navigating settings of social media accounts 
helps students to figure out what they can do to protect themselves online. The ads that they run 
into on the internet and social media cause them to be more mindful of their sharing. 
           After exploring the theme of factors behind privacy perception, I sought to find out 
meanings of privacy from students’ attitudes. The following theme provides the findings on 
different meanings of privacy from students’ perspectives. 
Core theme: Meanings of Privacy From Students’ Perspectives 
The claims and assertions made below are based on interviews about how students 
comprehend the meaning of privacy. While working on this theme, I decided to make two main 
assertions: privacy is the right to control information, and privacy is limiting others’ access to 
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information. There are different approaches to the meanings of privacy in the literature. It was 
also lovely to hear students’ approaches. These ideas helped me to find the meaning of privacy in 
the field of education. 
Assertion 1: Privacy is the right to control over information. The first group of 
students approached the meaning of privacy in terms of rights and freedoms. They think that 
privacy is the “right to control over information.” A student from the psychology department 
expressed privacy as: 
Having a right to what kind of information you choose to share, personal 
information or information like outsource sources you need for a class having 
control over what you share or what you choose not to share.  
 
In online courses, students share various resources such as assignments, discussion posts, 
PowerPoint slides, etc. In addition to resources, they create profiles in the Moodle system and 
write their information in the fields on their profile pages. From the aspect of the “right to control 
information,” students do not want to share information by being forced by others. In this sense, 
although teachers sometimes force students to share information (for different purposes such as 
grading, etc.), they may not feel comfortable sharing any information; as a result, they want to 
control what they share. On this topic, a student with a physical disability said: “I think privacy 
is the right to protect your information, your body, your body information and medical records, 
your personal history.”  In her definition, she emphasized maintaining medical and body records. 
From the above quote, one can say that she was deeply committed to protecting her body 
information. Although this student was quite comfortable with sharing information in an online 
classroom, she has strict control over her body information. She said: “I have a disability. I 
probably would not post a disability letter that I received from the University of Illinois in a 
discussion post or write my disability into my profile. Except for this, I am pretty open to sharing 
something. I do not really care.” 
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 When I asked other students the question of the meanings of privacy, I received 
responses that were mainly built on the ownership and management of knowledge. For example, 
a student told me that “We have a right to privacy. We should have control over it. It should be 
up to us if we want to share information. It should not be shared out of our information, I would 
say.”  Similarly, another student said, “Some information I do not wanna share with people. 
There is some information that I do not easily share with other people because I value this 
information, so this is my privacy.” Similar to the provided sentiments before, students’ ideas are 
centralized on “rights” and “ownership.” These concepts pushed me to think about why students 
use them. I felt that students focused on having control over their information because they were 
not comfortable with something. Afterward, when I asked a student why she tends to control her 
information, she said, “Some companies might aggregate and sell my data. I believe that they 
make a profit from these. I do not trust them completely. If they want to use my data, they would 
ask me first.”  I found out that the main reason behind these responses would be a fear of current 
advanced technologies and ambiguities in how they use users’ data. Users enter their data into a 
lot of devices and do not know how these devices aggregate their information. Therefore, some 
students considered the widespread technological devices' excessive data flow in today’s online 
environment in their answers. At first, I did not anticipate getting these answers when I asked 
about the meaning of privacy. The reason for my surprise is that I was expecting to hear ideas 
about controlling information cautiously or sharing information wisely, not ambiguities about 
future use. A student in economics said: 
People did not have cell phones 30 years ago. When my father was child, he used 
to live in a village. People only was interacting with other family members. He 
did not need to send data to other people or search something in online. So, the 





This student compared today’s situation with the time of his father 30 years ago. What he means 
is that technological devices have been spread widely over 30 years; as a result of this, there is 
vast information circulation online. The point I want to emphasize is that this student has a 
“tendency to protect and control his data” in this excessive amount of data circulation. In other 
words, “everything relying on technology” is the reason he is more mindful and protective in 
controlling his information. After our conversation about advanced technologies and data 
circulation, the student touched on a different point and added: “Right now, I think our privacy is 
not as important as before. And, it is not as protected as before. Because we rely on our 
technology for convenience, so we need to sacrifice some of our privacy in order to get 
convenience and security.” 
Thanks to this student, he brought up one of the main arguments in the privacy literature: 
“We must be willing to give up some privacy if it makes us more secure.” Solove asserted that 
these arguments are flawed and framed incorrectly; thus, the balance between privacy and 
security is a false tradeoff (2011). When the concepts of privacy, security, and comfort are well 
evaluated, we can see that nothing needs to be sacrificed to achieve anything else. Solove 
constructed his argument on why privacy should be protected rather than how it should be 
protected (2011). Therefore, we need to use these devices without sacrificing anything, so the 
critical point is that technological tools should be created in a way that protects the safety of the 
user. This means that privacy protection must be part of the nature of these devices locally. 
 These findings easily fit in with the writings of Charles Fried and Alan Westin. Charles 
Fried (1984) defined privacy as the control we have over information about ourselves; it is not 
merely an absence of information about us in others’ minds. Besides, as Westin (1967) argues, 
privacy is the claim of individuals, groups, or institutions to determine when, how, and to what 
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extent information about them is communicated to others. Most students’ definitions were in the 
same line: privacy is the right to control information. That means they want to be the only person 
who manages and navigates their data online. 
           I sought to find out other meanings of privacy from the perspective of students. The 
following section provides the findings of another definition of privacy from the students’ 
perspectives. 
Assertion 2: Privacy is limiting others’ access to information. A significant amount of 
research points out that privacy is limiting others’ access to information. Miller described 
privacy as “the individual’s ability to control the circulation of information relating to him” (as 
cited in Solove, 2004, p. 240). Gavison also embraced a variation of this theory when she 
described privacy as a “limitation of others’ access to information about individuals” (1980, p. 
428). In my interviews, I felt that some students emphasized limiting access of actors to their 
information more than control over information. That means their ideas are focused on 
controlling who can access their information and to what extent rather than “rights” and 
“ownership” based arguments. From this aspect, the essence of limitation recognizes the 
importance of establishing contexts or “private zones” to limit the access of others to data or 
persons, as mentioned earlier in this study. A student interpreted limiting others’ access and said: 
Data privacy means account information, writing important papers, final papers 
like that, because before we upload final paper, we have some sort of section that 
we post our idea online. I will be kind of worry about that if someone look at my 
topic and interesting as well, copy my topic… I try to avoid that… 
 
Uploading assignments to Moodle or posting an idea to a discussion forum are two of the most 
common activities in online learning environments. This student does not want other students to 
see her papers because she thinks that other students might be interested in or copy her ideas.  
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When a student from the social work department told me the quote above, I asked her whether 
she still feels the same when the instructor sees and accesses her artifacts. In this way, I tried to 
understand the factors that make instructors different than students in terms of access. On asking 
her this question, she told me:  
I feel I would feel more comfortable if teacher can see it. I think because of the 
authority and trust that we give the professor. I know they need to know us to 
measure how I am doing in the class. I am putting in trust they will not do 
anything bad to me. 
 
Her response revealed that she sees the instructor as an authority in the class. Furthermore, the 
instructor is the only authorized person to grade students, so she must trust the instructor. Thus, 
the instructor role in the classroom places the instructor in a different position than the students, 
so I can say that the role is a factor that students use to set limits of access to their information. 
 As I mentioned at the beginning of this study, contexts are essential when limiting others’ 
access. Information and roles vary considerably in settings. This requires me to mention 
Nissenbaum’s theory again: “Contextual integrity ties adequate protection for privacy to norms 
of specific contexts, demanding that information gathering and dissemination be appropriate to 
that context and obey the governing norms of distribution within it” (Nissenbaum, 2004, p. 1). 
Information flows in a certain way in different situations and contexts; when it does not, privacy 
concerns may arise. While information is sensitive in one context, it might not be sensitive in 
another context. Similarly, while a teacher figure represents an authority in one context, they 
might not represent an authority in another context. Based on this theory, this student’s response 
reveals that boundaries among the contexts are effective in determining the limits of access. She 
said: 
The information I share with one department won’t share another department. If I 
talk with financial office, I do not want them to share my information with 
teacher. If they ask my grades, they are not gonna share with my parents. If I go to 
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McKinley, they are not gonna share my medical history with anyone. In this 
classroom, the things that I said are not gonna follow me, like what we posted has 
to be stay in the classroom. Stays where I put it! 
 
For the sake of protecting information, it should remain in entitled units and not be shared 
with other people or units that are not entitled. If information is shared or accessed by others who 
are not entitled, it might influence somebody to have unfair and unreasonable opinions about 
somebody else. In this situation, trust in units and people is essential. When one gives access to 
another for information, one does this by trusting. When I asked the meaning of privacy to a 
senior psychology student, he mentioned the relationship between privacy and trust in his 
definition: 
I believe that privacy is a concept for yourself, but trust is also related to other people and 
you can lower the wall of privacy that you might internally possess in order to trust with 
set of information. 
 
Therefore, I can say trust is another factor in limiting others’ access to the information. I will be 
detailing information about trust in informational relationships in the last theme. 
 In summary, the findings above reveal that there are two main definitions of privacy for 
the students. The first one is having control over information, and the second is to limit others’ 
access to information. Below, I focused on the effects of surveillance and data collection on 
students.  
Core Theme: Risks and Benefits of Surveillance and Data Collection 
 The findings below surround the risks and benefits of surveillance and data collection in 
online learning environments from the students’ outlooks. Before I started to conduct my 
interviews, I did not anticipate the benefits of surveillance would come up. I never looked at 
surveillance from the benefits side. Students’ responses attracted my attention, and then I added 
benefits as my third assertion and risks. 
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Assertion 1: Surveillance in online learning causes for behavior change in students. 
The challenges of surveillance and data collection in online learning environments is the main 
part of this study. A significant number of students said they tend to change their minds, ideas, or 
artifacts before they post them because of being aware that they are being surveilled. Various 
reasons, such as the possibility of screenshots taken of their posts, wanting to not offensive to 
others, or to not be outsiders, cause behavior change. 
When I asked how surveillance and data collection affect her, a student from the psychology 
department had a lot to say. She said: 
I just feel a little bit more worried to be honest just knowing that what I post in 
discussions, it can be circulated around the internet. It is a little concerning. If I 
keep on remembering that someone can take a screenshot, it would make me 
cautious of what I write and post in online discussions. I might give less throw 
answers, so that people don’t have a chance to take all that information instead 
they only see part of the answer. That would be less concern over than giving 
whole answer. 
 
From the comments above, one can easily say that “capturing” and “sharing it on a different 
platform” would be the worst scenario for users. This applies not only to online learning 
environments but also to all online platforms. Furthermore, this is one of the common risks of 
these online systems. When I asked the student how this possibility affects her learning, she said: 
That would inhibit my learning because If I know that people are tracking or 
surveilling, then I would not give throw answers and I would not be as invested in 
what I am saying because I am more focused on what other might do with my 
responses. Instead of being focus on course material, I am more focus on what 
other people might do with my responses.  
 
I anticipated receiving this response. I guessed that students focus more on what other people do 
or say rather than their work. There might be different reasons for not focusing on their 
materials, such as being curious to see others’ works, cheating, or getting some impression from 
profiles. In terms of the effect of surveillance on learning, another student said, “Being watched 
just makes me wanna do my minimum. I do not wanna be an outlier; it is not too bad. But also, 
not to be an outlier as in too good.” From this perspective, being surveilled prevents this student 
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from using her full capacity. For the sake of being a part of the mainstream, she said she does 
“the minimum.” When I asked her whether this affects her autonomy, she gave me a satisfactory 
response as a psychology student. She said: 
It would change my behavior in terms of controlling how much I post or how 
much I share. I think that it is different from autonomy because in controlling my 
behavior, that is still me having ownership what I do. My autonomy still there but 
subsequent actions would change. 
 
I asked her to elaborate her response: 
 
I think autonomy that them having say and control over what they do and what 
they think. I think behavior can be a component of autonomy. I guess they do not 
need have to be tied together. Autonomy is you having control what you say and 
do. You are choosing the act differently in the settings. 
 
The student elaborated on her response very well. She means that while surveillance causes 
behavior changes such as how much she posts and shares, she is still the owner of her postings. 
From this aspect, I can say that awareness of surveillance and data collection might increase or 
decrease the number of students’ posts, although students are still the owners of their posts.  
Another student approached the issue from the aspect of offensiveness. According to her, 
students have to be cautious about not being offensive to others. She said: 
I think grades are what I strive for. But, monitoring and surveillance change my 
behavior because you don’t want to attack anybody, or you don’t want anybody 
attack you after you post some opinions something like that. You have to think 
more about what you said anything. Because you can’t delete something. You just 
say something. If you say something wrong, people can hurt you I guess.  
 
This student underlined not hurting anybody. After I thought about this quote, I came up with the 
idea that students may limit themselves in online due to these reasons: not to hurt others and not 
to be attacked by others.  Like this student, another student touched a similar point by saying, 
“not being bad to others.” He said: 
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Online, you can change it to make more sense whatever you prefer. Since people 
look at you, you don’t wanna have bad later on you. You want people to be okay 
with you in the online.  
 
In summary, most students suffer from behavior change as one of the consequences of 
surveillance and data collection. In the following assertion, I seek to find out how being 
surveilled causes anxiety in students.   
Assertion 2: Being surveilled causes anxiety in students. Being aware of surveillance, 
even if surveillance is not practiced, causes anxiety in people. Bilge Yesil (2009), the author of 
the Video Surveillance, conducted interviews with watchers (police officers, school 
administrators) and the watched (park visitors, students). She applied for her study in a public 
park and public school. In one of her interviews, the interviewee said: 
It’s kind of a creepy feeling to think that maybe some guy, wherever…you don’t 
even know who it is…can be sitting there watching you. Looking at you like he’s 
not supposed to. It’s kind of an eerie feeling. It doesn’t affect the way that I do 
things, or change what I am doing. But it’s just that same kind of thing where it’s 
always in the back of your mind (p.110). 
 
The point I want to draw attention to is that the effects of the possibility of surveillance or the 
feeling of being watched by others leads to feeling anxious or uncomfortable. In the education 
field, being an outlier or eccentric causes students to think in this way. A student from the 
suburbs of Chicago said: 
If we have some sort of long essay, that might be returned in, then I think most 
people would believe that it is gonna read by at least one person, or maybe entire 
faculty.  It does not matter how many people, but at least one person. When I have 
an opinion and feel strongly about it, I’m okay with standing by that opinion, even 
if it is not the popular opinion. Knowing I’m the outlier and then just also with 
knowing they can see and, my name is attached to it, so they know I’m the outlier, 
so just a self-consciousness about it, makes me uncomfortable.  
 
When I asked him if he could describe what kind of feeling it is, the student said: “If a student is 
an outlier, student may feel little ostracized. I think it depends on person. It depends on the 
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person’s culture and beliefs and background.” As a result of this conversation, I came up with the 
idea that “feeling ostracized” is one of the factors that makes students anxious. This means they 
may feel excluded from society or the classroom due to their ideas. Additionally, when I asked 
him if this applies to the case of “sensitive topics,” he said: 
If it is not sensitive topic, it still bothers me. But, only to the extent that I may be 
secure my writing itself. But not because of my information is available, but what 
I wrote is available. 
 
Another student responded similarly and said, “instead of focusing on learning material, it makes 
students focus on what other people might do with my responses and what might happen to me.” 
Therefore, I would like to highlight that even if it is not a sensitive topic, students tend to protect 
their intellectual works; that is, they protect their intellectual privacy. Besides, students know 
that at least one person in the class is reading or watching them. Students are not sure what 
others can do with their data in the case of access. For this reason, “ambiguousness” of future use 
is also one of the factors that make students anxious. 
 In online environments, people only see their names and surnames. As a student said, “In 
online, there is not really face to a name. There is just a name. Two names get together. That’s 
it!” Students are presented with their names, surnames, and profile pictures in online learning 
systems. As a result of this, making a post is a crucial action in terms of introducing and 
representing students in online. This situation causes anxiety as well as cautiousness. According 
to a student: 
It gives you anxiety, just to know that. Because people do not know you, only 
thing they see of you is this work. So, knowing that if you do not post something 
good, they are gonna think you are dump because it is only opinion they have of 
you and also give you anxiety. They may feel that you are stupid because none of 
these people know you. All they see is what you post. So, if you post really like 




With responses like these, under this assertion, I found out that students might feel 
anxious and uncomfortable for different reasons such as being an outlier, the sense of being 
surveilled, or the sense that their intellectual work would be copied. In the next assertion, I will 
reveal how surveillance could be beneficial for students’ learning. 
Assertion 3: Surveillance and data collection cause learning and push students to 
perform better. I decided to create this assertion to not make impressions such as “surveillance 
is bad” or “surveillance has only risks and threats,” but rather to point out the benefits of 
surveillance. 
 When I asked the effects of surveillance on learning, a student from Department of 
Business said: 
If I were to be extremely catholic, and we would take a course human sexuality 
and the topic would be abortion. Everybody can say “it is for choice”. And, I say 
“pro-life”. I would feel a little ostracize. Mix between ostracize and learning.  
 
I asked what he means by “mixed between ostracized and learning.” 
I would feel I really feel different than all of these people. That makes me feel 
bad. But also, it puts me in situation of learning, why I am so different. I would 
ask questions myself. Are they right and am I wrong? Is it time for me to change 
my view completely or go little more center? 
The student revealed how feeling isolated pushes him to ask questions of himself. This can be 
counted as the benefits of surveillance. The student feels he thinks differently when his ideas are 
different than the ideas of others. Thus, he can ask questions of himself to find out why he thinks 
differently from others. As another result of this, students might show empathy to each other’s 
ideas, no matter if the responses are correct or incorrect. In terms of the relationship between 
eccentricity and learning, as I asked a student to elaborate how eccentricity affects her learning. 
She said: “Being eccentric sometimes makes me to think about different views. I may grasp 
others’ beliefs or think their beliefs in second time. They can be wrong. But at least, I can see 
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their perspectives in discussion. I think this is a positive thing for learning.” This student talks 
about empathy as putting herself into someone’s shoes. Encouraging students to empathize with 
others is a feature of surveillance, which is to have a chance to observe others. Students cannot 
get these chances if they cannot see others’ posts or assignments.  
While the possibility of surveillance causes anxiety or uneasiness, as explained in the 
previous assertions, “being surveilled by others” also helps students perform better. A student 
from the department of special education said: 
I think it would make me try to perform better because I know people are looking 
at me. I would say it would just kind of push me. I know people are looking at 
me, so I wanted to be a good and best in the class.  
 
This seemed interesting to me because I was expecting that surveillance and tracking discourage 
students from participating in class activities. However, this student said, “it pushes me.” 
Another student said: 
I would like to see what others do in their papers. This way, I would learn my 
mistakes. Then, I would think how I can improve my paper. This is a benefit to 
see others’ papers. Certainly! 
 
As a result, some students believe that surveillance helps them perform better. They think they 
can see their mistakes in their assignments. Some students believe that this is a massive 
advantage for them because, as a student concluded: “I can learn best from my peers.” 
           In summary, there is a nice dilemma here. People can be more eccentric and unique with 
privacy. From another point of view, gaining eccentricity in privacy might push some learning 
outcomes in education by having students feel that their opinions are different and unique. Thus, 





Core theme: Obligations of Instructors and Staff 
Under this theme, I report findings that demonstrate the obligations of teachers and staff 
to protect students’ privacy in the online classroom. I describe online learning systems as a 
tripod. In these systems, students are the major actors, but they are not alone. Instructors and 
staff are the other actors in online learning systems. Among these actors, students and instructors 
are the visible ones; staff is hidden because they work behind the scenes. To construct this 
theme, first, I listened to the students’ expectations of teachers and staff in terms of protecting 
students’ privacy. Second, I listened to the instructors to learn what strategies they apply to 
protect their students. Afterward, I listened to staff to obtain information about what they do to 
protect students. In summary, I heard all the actors in the system and had a chance to match their 
opinions. 
Assertion 1: Instructors have obligations to protect students. Instructors have several 
obligations to protect students’ privacy in online systems. Students trust their instructors and see 
them as the main responsible actor in protecting their data. Excessive amounts of data streaming 
online complicate the teacher-student relationship in the online system. Therefore, it is necessary 
to draw boundaries and determine their roles. I started my conversations by asking about the 
limits of the teacher role in the classroom. An instructor from the linguistics department said, 
“Distance of teacher should be relevant to topic that we talk about. It should be appropriate. 
Sometimes, I mention where I went to school. Just a very brief. For example, if somebody asks, 
“What did you do in your break?” I would share that during the break, we went to vacation.” 
Another instructor responded to my question in terms of the data cycle in online learning 
environments. She said, “At the level of student, I do not have access to all the stuff students do. 
But I just have access to whatever level of interaction there is required as me as instructor. From 
this aspect, privacy is to receive information that is needed for my course and not like see 
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anything there is no my business.” Both instructors believe in the existence of boundaries in 
communication in the classroom, so they adjust the level of distance to the extent the instructor's 
role requires.   
 In the interviews, most students expressed their discomfort if their instructors give 
information that reveals their identity to the classroom. About these sorts of cases, some students 
said below:  
For me, I have a disability, so instructor should not share my disability info with 
others. In the discussion forum for example “Heyy, like my name and my 
disability[…]” 
 
I expect them not to share my first and last name or talk about me to other 
teachers or post my work somewhere 
 
When instructor mentions somebodies in the class, he never mentions our names. 
He says like “some students, x y z”. in those ways, he tries to keep himself 
impartial by not having his opinions out and he protects names of the students 
 
Professor should encourage anonymity online so that students would feel safe 
when they share opinions. If students are not comfortable with posting, for 
example, videos of themselves, instructor should not push it at all 
 
They should use general language – no proper nouns, my name not mentioned. No 
individualizing students, just general, good and bad 
 
My instructor interviewees were mindful of students’ concerns over disclosing their identities. 
An instructor from the psychology department said:  
If students do not do well in my class. I would like to contact that student via 
email, to protect student, I only can communicate that student. Or, students might 
have some disability and would like to talk about his needs with only instructors 
of the class. These are part of privacy and also confidentiality and protecting 
student. 
 
Another instructor from a different field, which is the department of electronics, approached the 
issue from the context of his course. He said: 
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We do not see who wrote which codes in the classroom. Students debug each 
other’s codes. Everything is anonymous. They do not know whose code they are 
debugging. If a student could not accomplish to write a right code, we help this 
student in online but we do not say who the student is. Only we can see the 
identity in the class.  
 
Not only students’ identities but also their intellectual work should be secured and protected. 
Students stressed the importance of the security of their intellectual works in interviews. In terms 
of their intellectual works, students said:  
Not share any info or if they want to use sample of my work, they would ask me 
before they use it. It does not have to be even written down thing, personally, 
instructor can say can I use it? 
 
To not release anything without consent. Consent should be given for explicit 
need to release my information. I need to know why. Why it is necessary. Name 
and surname are private, not related to teaching or anything. The important thing 
is who is behind the writing.  
 
For particular courses such as English as a Second Language (ESL), instructors use readings 
from the past as examples, so students can figure out what kind of papers their instructors expect 
them to write. As a student, while I was taking the ESL class, the instructor shared an example 
paper written by another student in a past year. Reading that paper was quite helpful for me, so I 
could figure out how I to write mine. Thus, I planned to ask one of the ESL instructors a question 
about example papers to obtain information about how they protect students’ privacy when they 
share example papers from previous years. This ESL instructor explained their system to me: 
 
In our department (ESL), we have a very strict procedure. We put the link in the 
Moodle website. This link goes to the university website. So, they can consent to 
share their writing with ESL writing program. In that link, we inform them that 
their writing will be used as a writing sample for future students and also be used 
for research purposes. That writing will only be used in ESL writing department. 
We don’t have access to this web site. So, instructors cannot find out who 
consented until instructors uploaded graded and everything. Then, the instructors 
are responsible to collect writing samples from that class and put it into UofI Box 
of the shared folder of this program. Student information, grades and instructor 




Beyond the ESL course strategy, another instructor mentioned her strategies to protect students’ 
intellectual work: 
All major student records are kept in Moodle. When I want to grade their papers, I 
download those papers to my computer. Actually, I should download them to the 
U of I Box. I don’t download students’ work into private spaces such as 
Googledrive. I don’t not use USB stick. After I am done grading students, I just 
delete them from my computer. When I grade my students’ paper, I do it in my 
office or my home. Make sure other people do not see my students’ name, UIN or 
their grades. I think it is very important that do not show student information to 
other people.  
 
In addition to assignments, students’ posts in discussion forums are also part of their intellectual 
work. The discussion forum is a widely used online tool and a big part of online classes. I shared 
students’ opinions about sensitive topics in the previous chapter. Students mentioned their 
anxiety or discomfort in certain topics in the classroom discussions. Regarding discussion 
forums and sensitive topics, I asked how instructors handle controversial topics in online 
discussion forums. An instructor from the sociology department said: 
Being connected to other students’ post, it might depend on course and field 
dependent. The questions are asked in discussion forums always should take an 
account of student diversity and where they come from. That is the point. If you 
respect the fact that they are from different ethnicities, religions and genders. 
Instructors might try to make question fit in a way that it does not distract. 
Otherwise, the question would be provocative. It is good always try to keep in 
mind that people are from different communities and they would have different 
sensitivities. Instructor has to take this into account. Otherwise, some students can 
get hurt.  
 
To the same question, a psychology instructor said: 
 
We have a sexuality class. If you do not consider of different gender, opinions, 
views and cultures, and throw a question to discussion forum, if students feel 
okay about sharing, you can also inhibit people. You know, it is about how people 
feel confident and express themselves.  
 
I asked what you do if student is not comfortable with responding to a question on a sensitive 
topic. She said:  
 
 118 
It really depends on question. If the question is sensitive topics, being on that 
form might be inhibiting and people might not want to talk about it. In this case, 
students might send me a private email. That could be an option.  
 
In ESL courses, asking questions about “controversial topics” are necessary because they teach 
how to write argumentative style essays in the courses. I asked how they handle this challenge. 
An instructor said: 
Ideally, in class, we should avoid controversial topics such as gun control and 
abortion. Those two topics are really topics in US. So, we try to avoid those two 
topics in the class. But, this semester, in one of our courses, we want our students 
to express their ideas of gun control. So, we took an article from newspaper. This 
article was supporting gun control. And, another article was about anti-gun 
control. We asked students to analyze these two articles to see whether these 
articles successfully persuading articles indented audiences. We are evaluating the 
argument itself. And, we do not ask students to impress their ideas on these 
topics. 
 
I asked what the other options are to encourage students to share ideas and protect students’ 
privacy in online discussion forums. She said: 
Instructor should offer an additional space for the students who have different 
opinions. They can also start feeling they are not alone and supported by 
instructor. Also, an instructor might say feel free to reach out if you want to have 
a more personal discussion. (in this case, instructor does not want students to be in 
trouble. Student has to be graded, so student has to post something. At the same 
time, if topic is sensitive, student might not want to post something). Offer them 
possibilities for chatting and exchanging information about these topics. 
Basically, offering more spaces for students. 
 
In relation to the discussion forums, in the previous theme, I asked students how surveillance 
affects their learning processes. This time, I asked the same questions to the instructors. An 
instructor responded:  
That is the problem with forums that are open to public. Sometimes, people might 
get inhibited and be outlier because of their personality. Others do not care that, 
they just throw whatever comes to their mind. Also, it is part of class and they 
know these people mostly, and they are gonna see them in the next couple of 
years. They might not want to be judged so they might not express what they 





Therefore, I can say that an instructor has an obligation to create a safe environment for students. 
They should make students feel better and comfortable in the class. Most of the students 
mentioned responsibility of instructors in creating safe learning environments for students. A 
student said: 
This should be obligation of all instructors. because it is not so often, that should 
become a new standard. They should tell me my information is being protected. 
But they should not do this so often that it has come to not expected. Ethically, 
they should tell this at least once. And it should not be after I asked. It should be 
before the class, before I posted anything. Don’t tell me at the half of semester 
when I have been posting because then I would be crap what about the postings 
that I did before. 
 
I asked if “protecting students” is an obligation of instructors in order to find out if they agree 
with students. An instructor said: 
Instructor is responsible for creating a respectful environment. We need to be 
aware of the fact that people are coming from different cultures, races and 
religious beliefs. We are talking about somethings in online class, but they are not 
in the sense of politics or economics. 
 
Another instructor said: 
 
Instructor has to create an respectful environment where students get respect . 
Students should feel comfortable in the class. Students should know that they will 
not be judged by me. They should be respected.  
 
For this question, I received different responses that focus on comfortability of students. 
Instructors said: 
 
What you can do is varies the context and topic that you teach I guess. Instructors 
have to find ways to diminish the effect of surveillance because they are expert in 
their topics. They should find ways to formulate the questions in the way that 
people can express themselves. 
 
The way that instructor asks question could help students to turn response to less 
personal. So, the response from students should provide solution. That means, 
instead of asking what you think about that, you could say what could be done. 
You can try to find positive outcome that everyone can contribute to it. Instead of 
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judgement like what you think, you can just turn question like something helpful. 
So, the question is how can we improve this?  
 
If you ask them what you think, maybe nobody wants to talk, because sometimes 
they do not want to talk. So, discussion should turn to something that everybody 
can contribute. If you have sensitive topics, you could try to turn discussion into 
what can be done. It should not be just about what you think. It should not ask 
you to express what you think. So, in this way, it is not personal, or it is less 
personal. It should become less related to their own beliefs, even if they still use 
their own beliefs. 
 
In this assertion, I compile instructors’ opinions about the boundaries of teacher roles, 
sensitive topics, surveillance, and their obligations. In the next assertion, I will share the 
strategies that staff apply to protect students’ privacy. 
 
Assertion 2: Staff have obligations to protect students. Compared to the instructors, 
the staff work in the background of Moodle. They have several duties that they have to 
overcome. Although students do not interact with them, they believe that staff is a part of the 
trust that they put in the university. In terms of using students’ data that left on the system, a 
student said: 
After they take my consent, it is okay. Since it is my coursework, so I would 
assume that it would be used to improve course. Also, it depends on where this 
information going. If it goes to advertisers, that would be bad. 
 
The data service team is charged with the student data. They provide administrative data to units 
and LAS (Liberal Arts & Sciences) for operational, instructional, and research purposes. I asked 
the leader of the data service team of Moodle how they secure data in their processes. She said: 
We remove any associated sensitive information. When we look to the datasets 
for retention, we remove all of that information such as NetID, names, UIN. We 
create a new column with hashcodes and give random ID. It is not possible to 
identify students. For research projects, we do that a lot too. Data is always 
deidentified data. Deidentification is basically to remove all sensitive information 
and assign random ID. Security takes it very seriously.  
 




For example, if somebody wants to work with data with certain patterns, data 
team consult with campus data office, they allow or not allow… if it is not 
allowed, they point this person an external source instead utilize the university 
data… 
 
The data service team has different report types such as departmental data reports, course reports, 
general reports, and financial reports. I asked the reasons for the various reports; she said, “Each 
report type’s different level security depends on operational needs, the purpose of the instructor.” 
These sentences helped me to figure out how they secure data in their reports.  
 After I obtained information about different report types, I wanted to learn how the report 
process works. Her team member explained: 
When someone send request to access to any data, first thing I do is to look at 
their IRB and their role. See what they are, see what their job is. Just make sure 
that their requests make sense to me. Think logically, what their job is. Do they 
really need access? Does it make sense to them see that data? Logical connections 
between person and data. 
 
I asked about the second step of the process. He said: 
 
Second thing I do, I have a FERPA verification application. I log in to verify if 
the person has passed FERPA training and get FERPA certification, which is a 
campus requirement. Even if they don’t want student data, they want any data 
from us, we ask them FERPA certificate. Then, I go and grant their access. That is 
basically what we do.  
 
He also mentioned a collaborative spirit among team members and university units. He said: 
 
If I have any questions, I go to leadership. I say “hey, this person is asking this 
kind of report. Does it seem to make sense that they have access to that? Is there a 
reason that they are requesting that?  
 
Their team leader mentioned to me that they have partnerships with different offices on the 
campus—the registrar’s office and campus data units. Furthermore, they do the “peer review” 
process before they share data. Such kind of collaborative teamwork sounds professional to me. 




If they need detailed information, we deidentify the information. We provide 
random thirty-six-character string for in place of student name, or UIN. But, there 
can be sensitive information in the file. A lot of studies involve race, ethnicity, or 
GPA. Normally, we do not provide instructors because tried to avoid academic 
bias.  
Excel file, big warning label at the top, this data is intended solely for project with IRB 
approval number. Parties named in approval letter.  
 
I wanted to learn the technical meanings of some terms because I would like to hear, specifically, 
their meanings from staff. Although I ran into these meanings in the literature, I believed that 
hearing these meanings from staff working in the education field should contribute to the 
education literature. I was curious to hear the meanings of “aggregated data” and “deidentified.” 
He responded: 
Aggregated data: aggregated data involves things like counts and averages as 
opposed to detailed information. If a department is looking at how many students 
are coming into the program and leaving the program, we have counts of these 
many students are new at the program, many students are graduate the program or 
transferred to different majors. Aggregated means here is that we do not need 
student “John Smith” …  
 
I asked about the meaning of “deidentified.”  
 
Deidentified means we take out student identifiers UIN, NETID, Email... we 
removed that and replacing with basically random thirty-six-character string. I 
know that is not a complete measure because if we have, for example, a native 
American in the class, and race and ethnicity are recorded, then, it is very easy to 
identify. So, we take out the student name, UIN and NetID. Also, no address. So, 
what is left tends to eager demographic information or performance information 
or majors or programs of study. That is the most part that people interested in. 
 
 As I wrote about my conversations with the data team, data usage and these technical 
terms reminded me of the words of one of the student participants in this research. When I asked 
him how they feel when they leave their data on the system, this student from the Department of 
Social Work said: 
We leave a lot of information to system. They are recorded. Also, I put a lot of 
trust. I would trust them not to use it. But in Coursera, I don’t know them. They 
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could be like anybody from anywhere. University is academic place. I trust none 
use my information wrong way. 
 
“Leaving a lot of data” and “recording” ideas directed me to the infrastructure team. The 
infrastructure team is another team that works to secure web servers and databases where the 
Moodle system and all student data are kept. In particular, this team is charged with servers 
where the system is physically located, how people access it, who is going to send and receive 
data from the database, and firewall restrictions. In terms of securing the system, a staff from 
infrastructure team said:  
We backup the system twice a day, it goes to backup server, it is protected by 
different firewalls and protocols. We keep first name, last name, username, email 
address, profile files, UIN... in the user tables. But no SSN. 
  
Then, I asked, what should people do to access to the server? He said:  
Database team make some modifications if necessary, then data report team 
generate data out of our data reporting team, nobody can access database, and for 
the our data reporting team, they have only a read-only access. 
 
I wanted to learn how they can make sure that our database is secure. He said, “Moodle provides 
functions to database people to check in for accesses; we are pretty much guaranteed that as long 
as you keep updated, you can keep the database updated and secure it can be.” I asked about the 
access types they have. He said, “Read-only, that means you cannot modify data. We can give 
some of the privileges to read data but not write, so nobody can accidentally change the grades. 
You do not want people to change data, but they can read it.” Lastly, I was curious to learn if 
they can see suspicious activities. He said, “If someone accesses the machines, we get a 
notification. Notifications are run to alert us in case of any suspicious activity.” Therefore, I have 
obtained basic information about the Moodle database from the infrastructure team in terms of 
protecting data.  
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 During my interviews, a student said, “a big responsibility belongs to the Moodle people 
because they are the ones that write code to secure the platform. Teachers may not know what to 
do to secure the platform.” A team called the Development Team behind Moodle is charged with 
the codes, plug-ins, and tools, which the student referred to. I wanted to obtain information about 
what kind of tools they coded and developed for Moodle. The ICard photo block is a good 
example of the tools that this team developed and integrated into Moodle. The ICard photo block 
pulls identity data from university’s data pool so that instructors can make sure who is in the 
class. This tool helps instructors get to know students better, as instructors don't see students 
physically in the online classroom. The team member of the development team said: 
For example, I made a ICard Photo viewer. We had to be very careful with a who 
access of students’ photos. Originally, we made a tool for instructor. It turns on 
and turn off and show a list of students. We realized that we need to make it. That, 
it never comes up by default because instructor can have. They can open up their 
laptop in class and plug in to projector. People can get name, NetID and photos 
right there. We added extra couple things, for example, are you sure you wanna 
display? They have to opt in every single time to display the blocks. There are a 
lot of legal requirements such as cross server.  
 
I asked him how that tool works. He said: 
 
It pulls data from campus database, so, if you are instructor, you can view the 
photos of the students in the course. So, we have to be careful to make sure that it 
just instructor can see photos. (there are some different teacher roles in Moodle, 
teacher, non-editing teacher etc.) there is a FERPA warning there, it goes to 
registrar’s office.  
 
Since Moodle is an open-source system, they use many plug-ins to increase the functionality of 
the system. While they use these plug-ins, they have to be careful because there is always a risk 
that a plug-in outsources data to third party providers. Therefore, the development team people 




There is a data flow that I have to be careful on. I have to review plugins and 
outsource services-tools very carefully. To make sure that they are up to our 
standards. They turned down few services because they are unreasonable in terms 
of level of access they want to (full names, last names), they don’t really need to.  
 
I asked him what he pays attention most when he integrates plug-ins into Moodle. He said: 
 
We look at what kind of information they are collecting. We make sure that the 
way that they transform information is secure. We want them not to be collecting 
first names, last names. We only allow what they really really need. We prefer 
just UIN. There are several ways to identify students. We have to evaluate the 
tools make sure that what kind of information they collect. It potentially increases 
liability in university.  
 
As a last question for our conversation, I asked what kind of mentality they have in coding tools. 
What are the philosophies behind creating Moodle tools? Another team member said: 
We do like create small baskets as possible. If you can see everyone in your 
group, instead of everyone in your class, it is a lot better. Because you are only 
seeing ten people, instead of five hundred people in giant lecture being able to see 
email, first name and last name. There is gonna be information to be released 
inevitably, just part of being in a society, we can reduce at least, profile. We like 
to go most granular permission in smallest group as we can. That is another good 
way to segmenting everything in a group.  
  
Under this theme, I sought to found out what instructors and staff do to protect students 
in the Moodle system. I revealed some students’ expectations and then presented instructors’ and 
staff strategies to protect students’ privacy. 
Core theme: Students’ Trust in Organization and Peers 
 Trust is an essential factor in informational relationships. The reason is that people 
disclose more when they trust. When users believe that the other party is trustworthy, they are 
more likely to share (Richards & Hartzog, 2016). Students feel comfortable sharing information 
in the field of education as long as they trust universities and people in the setting. This is also 
beneficial for educational outcomes because participants will see diverse opinions if the majority 
of participants feel it is safe to share. As Bergström (2015) said, the more people trust others, the 
less concern they have for the misuse of personal information because trust reduces the risks of 
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providing information to online systems. Trust in other students and organizations are important 
factors explaining privacy concerns when using tools in online learning environments. Therefore, 
under this theme, I was interested to see which factors effectively develop students’ trust in 
university and peers. 
Assertion 1: Trust in the university comes from institutionalism and accreditation.  
University affiliated modules. I know it is affiliated with university. It has some 
procedures that instructors have to follow. On a broad scale, it is the same in term 
of people coming different background. Being in university, I know they are 
affiliated so I trust more than Coursera. 
 
I received this response from a student in the linguistics department when I asked what makes 
her trust in the university’s Moodle system. In her response above, she was referring to 
“affiliation” with the university. According to her, instructors have to follow some procedures 
because of their affiliations to the university. The interesting point is that she compared the 
university’s Moodle with private learning management systems that belong to companies. For 
this reason, I asked another question to learn more about her ideas. I wondered which points she 
trusts in the university’s Moodle system compared to other private learning management 
systems. She said: 
I put a lot of trust. I would trust them not to use my information. But in Coursera, 
I don’t know them. They could be like anybody from anywhere. University is 
academic place. I trust none use my information wrong way. 
 
Of course, private companies have privacy and security policies to protect their users. On the 
other hand, most students do not even read privacy policies and FERPA when they take courses 
from their university’s Moodle. The points that I would like to draw attention to are that they 
trust in their university because of their affiliation, and they think that companies’ possible harm 
is that their information would be used in the wrong way. Her response echoed what Richards 
and Hertzog (2016) mentioned, that “when trusters intentionally or unintentionally disclose 
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entrusted information to others, entrustees can be manipulated, user profiles can be 
impersonated, reputations can be destroyed, and bank accounts can be cleaned out” (p. 451). This 
student’s response is a good example that demonstrated that misusing information is one of the 
issues that students are concerned about a lot. When I asked students what other factors 
encourage them to trust in their university in terms of protecting their data, most students 
mentioned that they pay for the university so that the university protects their privacy. A student 
said, “I think our information safe in the school. But in private ones, unless you pay for it, I 
would not trust it completely.” Another student had similar sentiments. She said: 
I pay for university, I am trusting them.  In my mind, there is more trust attached 
on university, an established one, vs online server-based website. So, compare an 
institution vs website. I would trust university more.  
 
The central tendency of students is that if they don’t pay, which means it is free, they don’t trust 
it. This response took me back to an argument that I mentioned above. This argument was “If it 
is free, you are the product.” For most students, paying for a university is their source of trust. 
About this argument, another student touched on a different point and mentioned the reputation 
of the university. He said: 
If university does not protect our information, it would be risky for them since 
university loses a lot of money. Just little things result in disaster. Students in 
university may transfer to other university. It is all about market. If any university 
does not protect our information, it will be notorious. 
 
We have been reading about and watching a lot of privacy breaches in companies, organizations, 
or schools. Today, these violations affect organizations negatively and cause financial losses as 
well as reputational losses. Goel and Shawky (2009) said that security breaches damage the 
firms’ reputation and cause a financial loss because they lead to fines by US government 
agencies. Therefore, such damages in the field of education are considered protective factors for 
students’ data, because companies and higher education institutions pay attention to their 
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students’ safety to avoid financial and reputational costs. Another point I draw attention to is the 
difference between the “established one” and an “online server-based” website brought up by the 
student above. From this response, it is evident that students put trust more in the “established” 
than the “online server-based website.” Since the university is concrete and its units are 
physically apparent compared to companies’ learning management systems that can be called 
abstract, students tend to trust more concrete things that are physically present. Students can 
reach out to the authorized staff in schools in case of a security breach, while they may not 
access a help desk and authorized agents of companies. Because of this difference, accessibility 
accessible and access to help are factors behind students’ trust. 
 Talking to students about the factors behind trust produced a conversation on 
accreditation. I believe that these functions (giving credit, diploma, etc.) are parts of the 
university's institutional identity. Furthermore, these functions are also building students’ trust. A 
student said: 
In university, I know that If I were to take a course here, I’m getting something 
from it, I’m getting credit, I’m getting another semester head, to do what I need to 
do. There is an active goal to be well towards. I have to trust. With another LMSs, 
there is just personal need for courses. There are some benefits, but not quite same 
benefits as being as four-year university.  
 
As this student explained, the impression other learning management systems leave on students 
is that profit-based LMSs are for personal development. On the other hand, “four-year college” 
gives them credit, allows them to head to further semesters, and provides benefits such as jobs 
and careers. In this aspect, the university is “functional” since the university helps them achieve 
their goals. When I asked if they have any criteria when they take courses, a student said, “before 
I take a class from any online system, I definitely try to look at the institution on Google and see 
what kind of school it is. So, popularity is important to me. This is a huge university, famous. 
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We should have trust.” Another student responded to the same question: “Probably, Coursera 
does not go over its teachers and its applicants. But I’m sure there is a more extensive process in 
our university finding its professors than Coursera. The university’s system seems more 
legitimate to me.” Throughout our conversations about trust, students mentioned being legal and 
legitimate. As one of them said, “This university is big and popular, so they have extensive 
criteria to select their students and teachers.” Another student said, “If it is too small of an 
institute, I choose not take courses. I trust this university, their systems. I trust this university; 
they are not doing something illegal.” Thus, it can be said that students consider their university 
a prestigious institution and believe that it protects their privacy. For students, being accredited, 
serving them in accomplishing their targets, and being affiliated with this university are the 
factors behind their trust in courses. These points revealed that being an institution is important 
in terms of building the trust of students.   
 Below, I continue to discuss the factors behind students’ trust. Since trust in an institution 
is not enough to fully explore the concept of trust, in the next assertion, I discuss the factors 
behind trust in peers.  
Assertion 2: Trust in peers comes from affiliation and familiarity. In the context of 
information relationships, trust means the willingness to become vulnerable to a person or 
organization by disclosing personal information (Richards & Hartzog, 2016). By disclosing data, 
we become vulnerable not only to an organization but also to a person. People in the same 
environment are also part of our trust in the organization since an organization is a whole 
together with the people in it. Furthermore, people must also be able to trust recipients with 
possibly controversial ideas that are not yet fully formed (Richards, 2015). This point is essential 
for the field of education because trust is a factor that enables the development of controversial 
ideas and increases the number of them in the classroom. For this reason, it is necessary to 
increase confidence in the environment so that students can share their opinions comfortably. I 
wanted to explore how confidence in an environment increases, so I asked a question about the 
 
 130 
construction periods of trust. I asked students how they construct trust with their peers. A student 
told me: 
I probably be more limited on sharing. Just because, these students are base from Illinois. 
I feel comfortable when I share my opinion with someone in other online learning 
environments, although people in online learning environments are stranger than the 
students in at the university.  
 
I followed up on the “students are based in Illinois” comment to find out how this affects her 
trust. She responded as follows: 
Specifically, I keep my distance away from bunch of strangers even the professor. 
I only post for get points. I don’t really care about arguing about going against 
with the green anything like that. But at the same time, since they are strangers 
that I would never interact with again after this and also never met them again. It 
is kind of anonymous even though you have a name on the course page. It is more 
anonymous than the course in college. Because, in college course, there is a 
chance you might meet these people again and there is a chance you might take 
classes with them. Also, you might have a chance to see this professor again as a 
student or TA. Moodle is intertwined community. But, Coursera, everything is 
more disconnected.  
 
Honestly, I did not anticipate receiving this answer. For this question, I thought students would 
be inclined to share more information in the university’s Moodle classes because they trust in 
students in their university more than the ones in other learning management systems. Most 
students approached this question in this way. I think “being anonymous” is the most critical 
concept for students. Although they trust in their university, they believe that they might see the 
students and instructors again, so they are not comfortable sharing a lot of information. Another 
interesting point is that they responded to my question focusing on “being anonymous” despite 
the fact that my question was about the factors behind the trust. This situation indicates that 
protecting data comes first for students regardless of how much they trust others in systems. That 
means students tend to protect data and do not trust anyone online, no matter what platform it is. 
Another student said:  
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In terms of course material, it does not matter. If the conversation had drifted 
towards sensitive topic, then I would feel more secure about my information is 
being protected in a more anonymous environment. If it is about religion, 
ethnicity, gender, LGBT issues anything like that, then I would feel more anxious 
about how they are going to respond, who is reading this, how is everyone else. 
Then, I would not prefer to be in Illinois setting.  
 
When I asked why she felt anxious in Illinois’ setting, she said it was the “behind screen 
effect. Because of being anonymous online, people behave more relaxed than in real life. Doing 
something would be easier. This is relatively hard in Illinois setting.” I understand that students 
do not want to be “distinguishable” with their opinions on particular topics in the community. 
They feel more secure when other participants come from different locations. Furthermore, they 
have to use their real names and surnames in Moodle. This might make them a little bit worried 
about their posts. 
 A few numbers of participants responded that they share information comfortably if they 
take courses from Moodle because they know that they are students in the university. A student 
said, “they are from all around the world in Coursera. I like U of I students. But I don’t know 
where people in Coursera come from. I do not know their intentions.” When I asked the factor 
behind, they develop trust in other students in Moodle, a student from the department of 
Psychology department said that “I have trust my classmates that they would not do these things.  
I trust that my answer will only be read by people in online class. We are all students in this 
university.”  Another student approached this question with a similar sentiment. She said that “I 
trust in students in this university. We take courses together. They would not do bad things. I 
know some of them when I take class. Although there are more strangers in online class than 
traditional class, that is fine. They are students at the end.” This quote led to my expected 
conclusions that students share comfortably if they are in UIUC class because they know that the 
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actors in the classroom have the same affiliation and parts of the UIUC. They are like a family 
and able to find some common ground. 
           It can be concluded that being anonymous is essential for students. They tend to protect 
their information no matter what platform they take a course from. Richards and Hertzog (2016) 
say that the disclosure of personal data leaves people vulnerable, and trust is the glue that 
virtually holds every information relationship. Thus, enhancing trust is necessary for online 
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CHAPTER 6: DISCUSSIONS ON CHALLENGES OF DATA COLLECTION 
AND OBLIGATIONS 
The primary purpose of this research is to investigate the effects of data collection and 
surveillance on students’ privacy and educational values. In this chapter, I discuss my findings in 
light of my research questions. Additionally, I make recommendations for topics for further 
study. For this purpose, I first address the challenges of data collection and surveillance in online 
environments. While discussing this subject, I reveal which educational values are adversely 
affected by collecting data in inappropriate ways. Finally, I explain the obligations of students, 
instructors, and IT staff to eliminate the adverse effects of data collection and surveillance.  
My suggestions for their obligations will also be considered as the implications of this 
study for online education stakeholders. In line with my findings of this study, I will strive to 
help them to create secure and trustful online settings where all participants enjoy sharing their 
ideas. Besides, I will show how organizations and instructors can benefit from the advantages of 
data collection without violating students’ privacy. 
Challenges of Data Collection and Surveillance 
Behavior Change and Range of Opinions. The findings of this study revealed that one 
of the major risks that arises from data collection, and its form, surveillance, is behavior change, 
so students change their behavior to comply with the classroom. Regardless of if they are aware 
of being surveilled or not, students are inclined to change their behaviors in case of surveillance 
and data collection. The convergence of students’ behaviors to the mainstream is one of the 
results of surveillance, as a result of this, surveillance narrows the diversity of ideas in the 
classroom. The narrowing in the variety of ideas in the class can be considered the effects of 
behavioral change on education values. 
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Privacy encourages individuals to create a counterculture against mainstream beliefs and 
norms in society. With the protection of privacy, people can be unique and eccentric. However, 
surveillance that brings along pervasive monitoring narrows the spectrum of choices that 
individuals make. Eccentric ideas and thoughts about particular topics in courses, which can be 
counter to mainstream ideas and beliefs, might disappear under surveillance. For example, online 
discussion platforms are the tools where students come up with different opinions, and the 
disappearance of ideas can be easily observed in online discussion platforms. Surveillance is 
always a possible case in discussion forums, even though this surveillance is not systematic. In 
addition to surveillance, as some students mentioned in the interview recordings, there is a 
possibility for students’ intellectual work to be taken out of the classroom (taking a screenshot is 
the most popular way of doing this) in online platforms. This reveals surveillance continues 
outside of the platform as well by disclosing opinions to others outside of the community. As a 
result of these reasons, students might avoid sharing their ideas, especially those that are beyond 
mainstream opinions. 
When I researched behavior change in the literature to compare with previous studies, I 
ran into Shane Dawson (2006), who explored the impact of surveillance technologies on 
students’ behaviors in online environments. Dawson (2006) applied qualitative analysis to 
investigate information exchange online and its relation to a sense of community in the 
classroom. The findings of this study indicated that both administrative surveillance and 
teachers’ academic monitoring of student online discussions did not influence students’ user 
behaviors in online systems. In the study, students said that browsing behavior, range of topics, 
and writing style are influenced by the various modes of surveillance. Furthermore, an 
interesting result of Dawson’s study is the knowledge that that not understanding the technology 
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of surveillance but knowing it is in place adds to a disciplining effect, leading to self-constraint. 
The reflection of this finding in the educational environments is that even if students do not 
know what kind of technologies are used in the systems, knowing that these technologies exist 
causes a discipline effect.  
At this point, one can say that privacy is key to protect speakers and ideas out of the 
mainstream. People protect their connections with others with privacy even if others think 
differently than them. Regardless of being mindful or not about surveillance technologies, 
students are inclined to restrict their behaviors. Even a subject is not surveilled, the possibility of 
surveillance can make a subject feel surveilled. Therefore, this restriction narrows down the 
diversity of opinions in the classroom, which is an unwanted result for educational values. 
According to Solove (2008), “Monitoring constrains the acceptable spectrum of belief and 
behavior,” and it results in a subtle yet fundamental shift in the content of our character, a 
blunting and blurring of rough edges and sharp lines” (p. 108). 
Monitoring changes the spectrum of choices, beliefs, and behaviors to approach the 
mainstream. Uniqueness and eccentricity disappear so that sharp lines among people’s 
characteristics become blurry. As a result, people become ordinary; the number of interactions 
and inspirations are diminished. The surveillance effect and invasion of intellectual privacy are 
the results of constant monitoring of students’ online activities. Besides, such continuous 
monitoring may limit creativity, free speech, and free thought (as cited in Har Carmel, 2016). 
Students are compelled to choose ideas from a limited range of opinions with limited freedom 
with the effect of surveillance. From this aspect, one can say that surveillance and monitoring 
degrade range and diversity of choices and abilities toward the mainstream. The individual that 
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does not have the opportunity to write and speak unique ideas under surveillance writes and 
speaks from thoughts of a limited range.  
From the aspect of behavior change, as mentioned before, students change their ideas or 
thoughts not to be the outlier in the classroom. In this sense, they may not share what they 
believe because the possibility of surveillance and data aggregation exists in the background of 
systems. The critical point here is that eccentricity, freedom, and student autonomy disappear in 
education. Cohen underlined eccentricity as a value of privacy and said, “surveillance thus 
threatens not only to chill the expression of eccentric individuality but also, gradually, to dampen 
the force of our aspirations to it” (as cited in Solove, 2008, p. 108). With privacy, people can be 
more eccentric and unique, candid and uninhibited, and less guarded about their words and 
deeds. The interpretation of this idea for the education field is that privacy enables students and 
their thoughts to be eccentric and unique, as mentioned previously. Since ideas and thoughts are 
unique, with privacy, students can share them freely without worrying. All these situations cause 
the promotion of individual freedom and encourage individuals to participate in the educational 
community. Participants can share their real thoughts freely and take a more active role in their 
future in an environment where their privacy is respected. 
Behavior change under surveillance does not only occur as hiding selfhood and self-
censorship but also as discouragement of action, which is to deter a whole population from 
engaging in certain activities (as cited in Yesil, 2009). While this is beneficial at some points—
for example, surveillance can deter some students from being offensive to others—others can 




In her investigations, Yesil focused on the institutional power of surveillance that was 
exercised on individuals in terms of permitting their activities and deterring them from engaging 
daily activities. Yesil dove into historical roots of surveillance phenomena to elaborate 
Bentham’s argument and said, “the power of observation had to be visible in the sense that the 
prisoner would assume the inspector in the central watchtower was always watching him; 
unverifiable in the sense that the prisoner did not know if or when he was being watched. He 
would, therefore, assume that observation is constant and would exert self-control over his 
behaviors” (2009, p. 10). This is the panoptic effect of surveillance, where individuals hesitate to 
do any particular activities because the existence of surveillance is not verifiable. 
The unverifiability of surveillance in a setting causes a chilling effect on people. Neil 
Richards also elaborated on the harms of the chilling effect on intellectual privacy. Richards’ 
claim about surveillance chilling intellectual experimentation contained a factual assertion as 
well—that “intellectual surveillance deprives people of the privacy they need to make up their 
minds autonomously” (2015, p. 106). Similar results may also be encountered in educational 
environments. When students’ intellectual activities are surveilled, their information 
experimentation and belief formation are deterred and affected for the worse. In this regard, 
surveillance could have a substantial chilling effect on free thought, reading habits, and private 
speech (Richards & Hartzog, 2016). Learners worry about the future consequences of their 
actions in an online class. The chilling effect has the highest impact on classroom activities and 
political activism often found in higher education, which reduces learner participation and 
expression. (Zeide & Nissenbaum, 2018). While the chilling effect has particular results for 
societies such as disturbing daily routines of everyday life, in education, its effects are usually in 
relation to self-censorship. At this point, Richards claimed that mainstream and innocuous 
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behaviors are the ones that are shown by individuals under surveillance (2015). The reason for 
this problem is the desire to not to be an outlier in the community, which often results in 
exhibiting less experimental and eccentric behaviors. Furthermore, as Zeide (2017) said, this 
constant monitoring has documented chilling effects on student expression, risk-taking, and 
diversity of opinion. The reduction in the number of risk-taking, student expression, and 
eccentric behaviors is considered part of the conforming effect. Through a desire to publicly 
conform, students may choose not to express their conflicting views. Conforming effects occur 
when students aware of being under observation change their viewpoints to reflect what they 
consider to be a mainstream opinion. In this way, students feel mentally comfortable rather than 
feeling anxious by posting something that is out of the mainstream.  
Overall, I argue that unverifiability and constantcy are the reasons behind the deterrent 
effect of surveillance. In addition to these factors, the pervasiveness that comes with advanced 
technologies is one of the other reasons for deterrence. In this regard, Richards (2015) said that 
surveillance has a role in disrupting individuals’ intellectual activities, as it depends on two 
primary constructs: subjects being watched and the subjects knowing or fearing that they are 
being watched. As Solove (2008) mentioned, the widespread chilling effect increases when 
individuals are aware of the possibility of surveillance in a setting but are never sure if they are 
being watched at any particular moment. Since these effects are concentrated on the surveilled, 
the resistance of the surveilled not to be mainstream is broken. So, the only rational option for a 
surveillant might be to confirm to the rules of the community and approach the mainstream. This 





Trust as an Educational Value 
 The relationship between trust and information disclosure is crucial to emphasize. In this 
sense, privacy is a protection of selfhood, and it is progressively diminished as trust is increased. 
In personal relationships, love and intimacy are facilitated by trust so that people are willing to 
share their emotions or intellectual properties when they trust a person or system. Similarly, in 
online systems, students are inclined to share their intellectual work as long as they trust their 
peers in the classroom, staff working behind the systems, and the institutions who own the 
system. The findings of this study reveal that trusting peers and institutions is essential for 
creating an online classroom, which gives room for the diversity of ideas. In this sense, trust is an 
educational value that should be protected by educational stakeholders. 
Charles Fried said that “controlling who has access to personal information about 
ourselves is necessary for friendship, intimacy, and trust” (as cited in Nissenbaum, 2004, p.131). 
Individuals decide to what extent to disclose facts about themselves by their levels of trust. From 
this perspective, Steeves (2009) said:  
Privacy is no longer asocial—it is antisocial. Because disclosure is dependent 
on the trustworthiness of intimate others and the sensitivity of the general 
public to respect the individual’s reserve, any social interaction poses a risk to 
privacy, and privacy can only be fully protected by a withdrawal from others  
(p. 201).  
 
The sense of trust arises from the degree of control over information and the ability of people to 
manage it. When the degree of control over information is enhanced, people are more sure about 
their ability to manage it; as a result, their trust in the whole online social network system 
increases (Joinson et al., 2010). 
In connection to the degree of control over information, Dinev and Hart (2006) found that 
providing personal information to systems is closely associated with personal internet privacy 
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concerns, internet trust, and private internet interest. They (2006) also found that when 
individuals felt an extreme amount of internet risk, they had a higher level of internet privacy 
concerns and, conversely, lower levels of the tendency to provide personal information to 
systems. In these findings, it is seen that perceived risk is an effective factor in information 
disclosure. Users tend to adjust how much information they disclose based on a consideration of 
perceived risks and trust (Joinson et al., 2010; Krasnova et al., 2010). The point I want to 
underline is that trust is crucial in mitigating the risks and anxiety that arise from surveillance so 
that trust can encourage people to share personal information. Trust is crucial in education 
because it helps students share their intellectual works and ideas; as a result, it contributes to 
creating a productive online education environment. Without trust, people are not eager to share 
intellectual works and ideas, and it is impossible to create an effective, participatory, and 
democratic educational environment.  
Anderson and Agarwal (2011) said that information sharing is a decision-making process 
in which individuals weigh the costs and benefits associated with disclosing information. Other 
research suggested that “individuals can be encouraged to disclose information to an 
organization when higher levels of benevolent trust (trustee caring and motivation to act in 
consumer’s best interest) and integrity (trustee honesty) exist, as well as when the individual is 
aware of the organization’s use of fair procedures for managing personal information” (as cited 
in Anderson and Agarwal, 2011, p.471). Thus, before individuals share information, they 
consider the possible results of this information sharing by making a cost-benefit analysis. In this 
cost-benefit analysis, transparency of procedures in the system affects individuals’ decision-
making processes on whether they share or not.  
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According to the findings of this study, the UIUC affiliation of instructors and IT staff 
behind Moodle are the significant components of cost-benefits analysis. Students declared that 
they tend to share data comfortably when instructors and IT staff have UIUC affiliation. 
Affiliation gives a sense of community where participants trust each other. Besides, institutional 
factors such as paying tuition for the school, being a state-public university, and accreditation 
have a big impact on students’ weighing of costs and benefits. The interesting point I want to 
draw attention to is that some of the students compared UIUC online courses with private 
vendors’ courses in terms of their trustfulness. They declared that they trust UIUC online courses 
significantly more than the courses provided by private vendors. I claim that having a sense of 
community that consists of people with the same affiliation outweighs the settings in which 
people with different affiliations come together. Thus, students are convinced that their data 
might not be misused in the community of which they feel they are a part. If students do not 
share or hesitate to share data due to lack of trust in the systems, it might be observed that spaces 
of shared opinions in educational environments are deprived of the opinions of particular 
students that have ideas out of the mainstream. For this reason, seeing fairness is an important 
factor in terms of weighing the costs and benefits of sharing information. Individuals should trust 
systems to feel comfortable in these environments; trust is possible with fair and transparent 
policies behind the systems. As a result, fairness enhances the building of trust when individuals 
interact and give information to systems. The learning process is obviously affected by 
surveillance and its effects on fair and transparent policies in positive or negative ways. This 
creates an impetus for institutions to make students aware of data practices, benefits, potential 
concerns, and the like. In doing so, the institution would create a sense of transparency about the 
learning environment and develop trust among the student body. The first necessity and 
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importance of trust is transparency about the system. With this transparency, people in the 
systems can overcome their anxiety that arises from surveillance.  
Whether online or in a physical classroom, the sense of being tracked and monitored in 
each activity increases distrust in educational environments. While this sense reaches high levels 
in schools that are equipped with video cameras, it is relatively lower in online learning. One of 
the reasons for this difference is that online learning systems originally come with integrated 
surveillance equipment (logs), while surveillance equipment is integrated into schools later. 
Regardless of the environment, the existence of surveillance tools ruins trust itself, even if the 
purpose of administrators or instructors is not monitoring students. Clarke (1988) said that 
personal dataveillance, investigation, and monitoring typically take place after a sensible reason 
for suspicion emerges. While Clarke underlined the construction of reasonable grounds for 
suspicion, some surveillance types such as mass surveillance do not necessarily require any 
suspicion for starting. Usually, in education, administrators or teachers monitor students 
purposefully. The purpose might be to monitor specific scores and achievements for the 
application of some remedies if these scores are low. Regardless of its purpose, the possibility of 
surveillance causes a suspicious environment, even if it is not used to discipline students and 
teachers. From this aspect, the sense of monitoring might disrupt organizational trust, dialogue, 
and achievement. Therefore, if an institution makes people aware of the reason for data 
collection and explains it with appropriate and fair privacy policies, reasonable grounds for 
suspicion can be eliminated. The critical point here is to inform users about the purposes and 
intentions of surveillance and to have transparent privacy policies. 
Knox pointed out how automated surveillance and heightened visibility implicit in online 
learning environments in higher education lead to a form of coded suspicion between academic 
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staff, administrators, and students (as cited in Selywn, 2016). This can result in turn, Knox 
contended, to the corrosion of organizational trust, which impacts negatively areas such as work 
effort, quality of dialogue, academic achievement, and intellectual risk-taking (as cited in 
Selywn, 2016). On the other hand, the reason for surveillance may be benign. An administrative 
apparatus with data available to it from a wide variety of sources tends to make decisions on the 
person’s behalf (Clarke, 1988). In terms of organizational decision-making, HEIs might use data 
results to make decisions on administrative mechanisms, such as the employment of instructors. 
Clarke said that “an investigation would usually have the intention of disqualifying the person 
from the employment or service they seek. However, the organization may still consider whether 
the person may qualify for extra assistance, say, because of aboriginal ancestry” (1988, p.502). 
Another class of reasons for investigation is suspicion that the person has committed a crime or 
misdemeanor. This investigation takes place by searching existing records about persons or 
reviewing information that is transferred from outside resources. In this case, data collection and 
surveillance depend on identifying people. Clarke (1988) pointed out a different result of 
surveillance in terms of autonomy. To make decisions on a person’s behalf causes a reduction in 
the meaningfulness of individual actions and self-reliance and self-responsibility. Although this 
may be efficient and even fair, it involves a change in humanity’s image of itself and risks sullen 
acceptance by the masses and the stultification of the independent spirit needed to meet the 
challenges of the future (Clarke, 1988). This means that surveillance dataveillance tends to 
subvert individualism and the meaningfulness of human decisions and actions and assert the 
primacy of the state. While I conclude this part, it is necessary to allocate room for the effect of 
surveillance on activities which require organizational decision making, such as hiring new staff. 
Since I focus on surveillance in online courses in the study, I did not investigate surveillance in 
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the organization-staff member relations. While this topic can be a future study for me, it would 
be an excellent research topic for human resources researchers.   
Up to this point, in line with the findings of this research, I have explained how data 
collection and surveillance are challenging and affect educational values adversely. In the 
remaining part of the chapter, I will discuss the obligations of teachers, IT staff, and students to 
eliminate the adverse effects of data collection and surveillance on educational values and to 
spread the trust to the whole online environment. In this discussion, I will benefit from the 
obligations of instructors and staff theme I used in the findings section, which is also one of the 
research questions in this study. 
Instructors: How Close to Students? 
Certainly, online learning environments have facilitated instruction with easy 
administration of online learning tools to reach many learners around the world. Their essential 
role in education draws researchers’ attention to the excessive amount of information circulation 
in these systems. In terms of policies, as will be revealed in the next chapter of this study, they 
do not provide full protection for students’ and instructors’ data because the actors in education 
do not read policies well and most policies fall behind current technological concepts such as big 
data. For this reason, I claim that protecting participants’ information and making online 
environments more secure brings new responsibilities not only for students but also for 
instructors and IT staff. 
I argue for the obligations of instructors and IT staff in data protection in online systems. 
Although privacy policies and security terms protect online learning participants to a particular 
extent, all stakeholders have different obligations and responsibilities to make learning more 
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secure. In the sections below, I briefly discuss the commitments and responsibilities of these 
three actors from my own experience. 
 Instructors manage classrooms. As part of their management, significant activities are 
facilitating discussions, grading students’ artifacts, examining students, and evaluating them 
during the semester. As I reveal in the findings of this study, students have different expectations 
from their teachers. These expectations place instructors in a responsible position when they deal 
with different educational cases. Students should trust their instructors because they see them as 
the main responsible actor in protecting their data. Furthermore, instructors should create a 
trustful environment for students to make them focus on course goals.  Excessive amounts of 
data flow in online learning environments and bidirectional surveillance complicates the teacher-
student relationship in the online system. Therefore, it is necessary to draw boundaries and 
determine their roles. In these cases, instructors should be careful to respect students’ privacy 
when it comes to protecting students’ sensitive information. 
 First and foremost, instructors should know how to draw borders between themselves and 
students. In Moodle, they can see all students data including netIDs, pictures, grades, or how 
much time a student has spent on the exam. However, having such access does not mean that the 
course instructor has to be interested in and or use it all. As a psychology instructor remarked 
very well, “I just have access to whatever level of interaction there is required as me as an 
instructor. From this aspect, privacy is receiving information that is needed for my course and 
not like seeing anything there is no business.” For this reason, instructors should be careful to 
draw an imaginary line between students and themselves, and not cross the line, causing a 




 Student-instructor relations have been affected by the latest developments and the spread 
of new communication technologies such as Facebook and WhatsApp. In a new networked 
world, it is difficult to determine the limits of communication. In some classes, instructors set up 
WhatsApp or Facebook groups to post or answer students’ questions. Aside from discussing how 
useful these apps are in terms of educational values, such initiatives can lead to serious privacy 
violations in education. Since these apps are not FERPA protected, there is nothing to do to 
resolve the case in potential privacy violations. Such violations in social media groups have 
caused ethical and pedagogical issues, which are widely discussed by experts, parents, and 
students. These debates should have us asking and reconsidering the limits of the positions of 
education stakeholders. 
How close should instructors be to students? What are the boundaries of teachers in 
teacher-student relations? How do teachers know which borders to determine? These questions 
contribute to understanding and evaluating the role of instructors in online classrooms. 
Instructors should pay attention to their positions. There is no doubt that they should be friendly 
and warm to students to encourage them to join the class. However, this does not mean “being 
friends" on social media. The instructors have to maintain relationships with the students without 
entering their personal zones. In some cases, instructors share their own stories to activate 
students’ prior knowledge or encourage them to participate in the course. When I evaluated these 
“stories” according to the contextual integrity theory, these stories should be “consistent, 
purposeful and appropriate” to the content of the discussion. In general, all the information flow 
in the classroom should be appropriate to the course content. 
Another essential obligation of instructors is to create a respectful and trustful learning 
environment where students can discuss and learn comfortably. In the findings of this study, I 
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revealed the relationship between trust and data sharing. When students trust the instructors and 
their peers, they share their ideas comfortably in the environment. Considering that higher 
education institutions are cosmopolitan environments with many students from different cultures, 
the instructor's attention to this fact will help provide comfortable areas for all course 
participants. This attitude also enhances the spread of trust to whole classroom and makes course 
participants focus on educational goals instead of worrying about situations such as prejudices or 
bullying. Of course, some topics may contain discussions and controversies. There will be 
quizzes or discussion papers about these topics to which students have to attend and share their 
opinions. At this point, instructors should take into account the diversity of the students and 
respect students of different ethnic origins, religions, etc. Instructors might try to create questions 
with appropriate wording in such a way that students’ personal views are less expressed. 
Otherwise, topics or questions could be more provocative, and students could get hurt. 
In terms of appropriate wording in designing course materials, choosing passive and 
collective tones will be more efficient than direct and personal tones. A student’s response to my 
question of how they would prefer to respond if the instructor asks questions in a personal way, 
was: “My post is very general. I would try not to talk too much about myself. I would say “if one 
does this, or a person does this, one may feel this way.” I never really said “I this like that, I view 
sex as this…” From this response, I can say that instructors may ask questions in a way that 
students can contribute comfortably. Questions could be asked as “What could be done?” rather 
than “What you think about that?” When a question is asked in a personal way, students may 
hesitate to discuss it because they may think it is related to their beliefs. They might anticipate 
and predict possible judgment from others. The instructor in this situation must find a way to 
 
 148 
encourage students to contribute to the discussion. As a result, the discussion should be 
transformed so that everyone can contribute with correct expressions and without personal tones. 
A positive attitude that respects diversity can also be offered to students by providing 
additional areas where they can comfortably think and share their ideas. As Richards (2015) 
claimed, intellectual privacy is the zone of protection that guards our ability to make up our 
minds freely. Instructors can provide additional areas not only by posting questions to account 
for diversity but also by increasing the number of ways of communicating with students. For 
example, if the student does not feel comfortable in the class while sharing ideas or participating 
in the discussion, the instructor can be reached and respond by email. At this stage, students can 
send ideas to the instructor via email. In this way, when students produce belief-building ideas, 
they are protected against the oversight or undesirable interference of others. Furthermore, 
students feel motivated by feeling that their instructors are supportive and they are not alone. In 
general, there should be ways and formulas created by the instructor to reduce the impact of 
surveillance and to simultaneously increase educational values. 
One last obligations of the instructor from the findings of this study is to inform students 
about the systems’ data collection. Online learning environments inherently come with data 
collection features such as logs or classroom session recordings. The data students leave on the 
system tools is recorded instantly for different purposes. One of the instructors’ main 
responsibilities must be to inform students that the system is keeping their records. As a person 
who works in the IT office, my peers and I always remind instructors about this commitment. 
For example, instructors use online video conferencing tools for their live classroom. Some 
instructors want to record the sessions and upload them to the course website. This is a beneficial 
idea because students who missed the class or want to listen to the class again can find the 
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recorded class on the course web site. We always remind instructors to make sure students read 
the consent form and give consent to be recorded. For this reason, we suggest they make reading 
the document and giving consent part of an orientation quiz inside Moodle. Besides doing this, 
we recommend that they first send their students an email telling them that the sessions will be 
recorded and that if they have any questions or concerns about it, they should get in touch with 
them via email; second, write a message in the LMS to tell them the same; and third, remind 
them at the beginning of every online session that the session will be recorded. While working 
on the meanings of privacy in the findings chapter, students’ approaches to definitions of privacy 
were grouped in two main constructs: privacy is the right to control one’s own information, and 
privacy is limiting others’ access to information. Students want to have ownership of their data 
and know who will access it. Furthermore, some students uttered that they do not want to be 
compelled to share their opinions and data in an online classroom, and they want to share on the 
discussion topic when they feel comfortable. In terms of consent, most instructors are mindful of 
asking the students if instructors can share their homework anonymously with other students. 
The students expect their instructors to get consent from them. In light of these findings, 
instructors are required to inform students about data collection and get the students’ consent to 
record the lecture or share their work. I claim that this obligation is necessary because students 
gain the right to control their information as long as their instructors ask them for their 
permission. In this way, students also limit others accessing their information because the 
information is not shared unless they give consent. Thus, instructors’ response to this demand of 





IT Staff: Protecting Privacy Behind the Screens 
As a graduate assistant and instructional designer, I spent time creating online courses 
and editing online tools that students use extensively in their courses. In my work, the critical 
point I realized is that even if instructors and students are mindful of sharing appropriate data in 
the academic context, they can only secure their privacy to a particular extent. They cannot do 
anything else to protect their security, except for not sharing personal information in online 
courses. For example, they cannot access the system database to protect their information or use 
hexadecimal codes to protect their data on the system. 
For this reason, beyond the point where they cannot secure their data, all responsibility 
for protecting the participants’ data rests on the shoulders of IT staff. At this point, the power of 
the IT team is much more than the power of instructors and students in terms of protecting data, 
so IT staff should be careful about securing personal information. Furthermore, the obligations of 
IT staff can be assessed together with the obligations of organizations because IT staff is part of 
organizations, and the obligations they have to fulfill are tasks assigned by their organizations. 
An essential obligation is for institutions to provide FERPA and other necessary policy 
trainings to their IT staff. Whoever works directly or indirectly with student data should receive 
these trainings to be informed about policies. Today, FERPA training includes quizzes, feasible 
situations, and informative slides to broaden the horizons of employees. Another important point 
in terms of this training is that IT personnel have a variety of special training according to their 
duties. For example, people in the data reporting office can receive training on how to secure 
data in reporting. As Marcum and Perry (2010) said, the staff who interact with students at the 
post-secondary level face many expected lawful difficulties in their collaborations. All members 
of the academic community should be familiar with the more common legal issues and plan 
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accordingly to avoid future problems. This training is effective not only to solve legal issues but 
also to avoid future problems. As a person working in IT, I can say that encountering legal 
problems is inherent in our business. While any mistake in student data can cause a legal 
problem, the best defense is to become familiar with all policy documents written in the field and 
follow them when there is a legal problem. Furthermore, it is crucial to be in touch with the 
experts and lawyers in the school and get professional support whenever necessary. Proper 
preparation and decision making based on policies can help individuals avoid lengthy future 
meetings, investigations, and potential litigation (Marcum & Perry, 2010). The task of colleges 
and universities is to think about how best to ensure professional development so that their 
registrars and admissions officers—as well as faculty—are informed about common legal issues. 
Therefore, they should provide annual professional development seminars for professional staff. 
At most points in this study, I describe IT staff as the people working behind the scenes. 
The reason for my definition is that they handle technical problems behind the systems so that 
most users do not communicate them directly. Although much of their work is behind the screen, 
communication between IT staff and users is necessary to bridge the gap between users’ needs 
and IT staff’s understandings of those needs. Users may encounter various errors or inadequacies 
while using system tools. Since no system works perfectly in the IT field, updates and fixes are 
essential to reach a reliable and powerful system that works with the least shortcomings. Users’ 
perceptions and evaluations provide a good way for IT staff to design and develop systems that 
work accurately. When being sensitive to users’ needs and complaints becomes one of the 
primary obligations of IT staff, they might fulfill users’ needs and fix privacy and security bugs 
quickly in the systems. In one of my interviews, an IT staff member told me a story behind the 
IDcard block, one of the primary tools integrated into the Moodle system to protect students’ 
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security. This idea was brought up a few years ago by a mathematics teacher. The instructor 
needed this type of block because he was not sure of the identity of the students in the online 
classroom. Students’ connections to the classroom with real identities is a question of 
authenticity, so a block showing the identities of students is functional and helpful. This block 
was integrated two years ago and is the product of collaborative work between the trainer and IT 
staff. If the IT staff were not responsive to users’ needs, this would not have happened. In 2015, 
Eikey et al. applied a qualitative study to identify the gaps between hospital IT staff members’ 
perceptions of how the electronic health record (EHR) protects the privacy of patient information 
and how users actually protected patients’ private information in their daily collaborative 
activities. According to them (2015), since the IT staff’s role is essential in implementing and 
maintaining the EHR, any gaps that exist between the IT staff’s perceptions of user work 
practices and the users’ actual work practices can result in several problems in the configuration, 
implementation, or customization of the EHR, which can lead to collaboration challenges, 
interrupted workflow, and privacy breaches. Researchers (2015) identified gaps in IT staff's 
understandings of users’ work activities, and they concluded that increasing communication 
should be sought between IT staff and users because IT staff must have a clear understanding of 
their users’ practices. Overall, being sensitive to users’ needs should be an obligation for IT staff. 
Although they work behind the screen, they should look for a way to improve communication 
with their users. 
The importance and popularity of the Chief Privacy Officer (CPO) position grows day by 
day, especially now, when information security has come to the forefront. Higher education 
institutions as well as companies hire chief privacy officers. In higher education institutions, the 
duties of the chief privacy officer are to lead and oversee the execution of the university’s 
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privacy, information security, and HIPAA programs, focusing on policy, risk, compliance 
management, training and awareness, and cybersecurity operations. Among the obligations of the 
institution, hiring a CPO is necessary to maintain the functionality of privacy policies and 
regulations against rapidly developing technologies, as well as, in the case of breaches, develop 
strategies to prevent users from harm and make professional emergency action plans. The CPO 
position also has a beneficial impact on IT staff in terms of increasing their privacy-related 
awareness and training. This way, all IT staff in an institution will be ready for a privacy breach 
that may occur anytime. Furthermore, the preferred technological equipment of the IT staff is 
checked by the CPO for compliance purposes; thus, privacy-related risks arising from existing 
products and services are measured to avoid any failure. One last advantage is conducting 
privacy assessments regularly to identify the privacy risks of the services and mitigate the risk of 
privacy breaches. We are witnessing that many higher education institutions and companies lose 
money and reputation due to privacy violations. Thus, it is very useful for all staff to act with the 
CPO to eliminate possible privacy problems and violations. 
Students: Most Vulnerable Actors 
 Students are the most vulnerable actors in the case of privacy breaches in the field of 
education. Although instructors and IT teams do their best to protect students’ privacy and keep 
their systems as secure as possible, they cannot do much if students disclose private information 
in online courses and on social media platforms. Besides, the number of students is higher than 
the number of other actors in education, so it is very difficult for instructors and IT staff to 
quickly patch students’ private disclosing. For these reasons, students should have obligations to 
keep themselves and their information safe in online systems. 
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 Mindfulness is the primary responsibility for students to keep their data safe online. I 
believe mindfulness is a multidimensional concept that covers various components. Primarily, it 
would be useful for students to think that the system keeps all records and that these records 
remain forever. It is a fact that most online learning systems keep records of all student activities 
and inform students that their records are kept. This means that everything the students share and 
post is kept by the system and used for different purposes, such as assessment or cheating 
prevention. My findings section revealed that students worry about the possibility that content is 
exported outside the classroom. As a result, when students carelessly post something today, they 
may be bothered and can regret such a post tomorrow. Also, since they can edit or delete posts 
only within a certain period in most online learning environments, they cannot take any action to 
correct posts if they exceed the time limit. Because of this, students should be mindful of sharing 
academic and professional information about the course content in online learning environments. 
Some students declared that they consider the classroom a socializing environment. 
Furthermore, they do not consider that sharing private information with others in the course 
causes harm, and, conversely, that sharing personal information sometimes is an excellent way to 
make connections. I expected to hear these opinions while I conducted my study. The reason is 
that students come from different geographical locations, economic situations, and cultures. 
Thus, their privacy perceptions and intimacy levels differ from each other. However, it is not 
possible to customize the systems and policies according to the different needs and perceptions. 
Although the universal applicability of some privacy policies, for example, GDPR, enforced by 
European Union, applies in UIUC’s Moodle because of students who came from European 
Union countries, the main precautions and constructs are still the same for all privacy policies. 
Students should avoid doing the activities that most likely cause privacy violations, such as 
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sharing private information. Although IT teams work and instructors give reminders to keep the 
system secure by protecting students’ information, other participants in the class can access all 
posts if they are published publicly. Since posts are accessible by everyone, they might be taken 
out of the online environment and shared on different platforms. We often encounter such cases 
these days. Students are severely harmed and their futures are negatively affected as a result of 
privacy breaches. Therefore, it will be another primary responsibility for students to be aware 
that they are surveilled and watched by others. The information shared in the class might be 
shared with malicious intention outside the classroom. “What happens here stays here” is a 
beautiful statement that indicates that information should be kept in context, but, unfortunately, it 
does not apply to online environments. 
In addition, students should be mindful of what they share not only in the learning 
management system but also on any social media platforms. Since surveillance is a “liquid” 
concept across all platforms, information posted on social media can be used to track where one 
is and what one does. Also, the behavior of some students can be predicted by watching their 
posts or speeches on social media. For example, even if a student tries to hide which courses she 
is taking one semester, such information might be shared carelessly on social media discussion 
platforms such as “Reddit XX course takers group” or “Facebook XX course group.” According 
to the Data Breach Report published by IBM in 2019, more than half of security breaches occur 
as a result of social engineering. With this method, users are manipulated psychologically to 
disclose their password, or they receive phishing emails which they steal their password if the fill 
the boxes in the email have their passwords. In general, students should pay attention to their 
posts on social media, should not fall for its friendly face, and should not disclose private 
information. They should keep their private information secure while they are on social media 
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platforms. I want to draw attention to an interesting point about social media. While these 
platforms are the ones on which most of the privacy breaches occur, where the highest number of 
users are affected, breaches in social media platforms raise the awareness of the users in terms of 
privacy. This is an interesting dilemma that some students reflected in the conversations. Since 
these breaches have extensive coverage in media, most users are informed about these breaches. 
As some students said, these violations led them to take the necessary precautions to protect their 
data. 
In addition to the share-based obligations described above, there are other technical-based 
obligations for students. These technical obligations do not require students to be experts in the 
field of information technology. These precautions are the basic ones of which all users should 
be mindful. Students are informed about technical software and hardware usage through the 
workshops and training videos provided by IT support. Students can access these materials and 
precautions in their schools’ IT documentations or through a basic internet search. The most 
important measure is that students need to create strong passwords for their learning 
management system accounts. Essential tips for creating passwords can be found in their school 
documents. Strong passwords that can be created with different character types are difficult to 
guess or hack by others. Furthermore, using the same passwords for all websites would be 
harmful. For example, a Facebook password should not be used for a school email because one 
hacked account could compromise all your accounts. In terms of passwords, UIUC requires all 
members to use two-factor authentication. For this, students need to identify their phone numbers 
to the system. Students receive a notification for authentication when they try to log in to the 
online learning system. Thus, others cannot log in to the system even if they learn the student’s 
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password. All organizations should highly recommend this type of password protection for its 
users. 
The University of Illinois provides this software, media space, and storage system and 
lets students and staff use these FERPA-protected tools at no additional cost. Illinois Media 
Space is a media hosting platform that allows students, faculty, and staff to share multimedia in a 
safe campus environment. Students upload and view media related to their classes, and all these 
media are counted as academic records and FERPA protected. To upload videos, students need 
to log into the system with their NetID and secure their videos with privacy settings. Similar to 
this tool, BOX is a secure cloud-based storage service that can be used by all students, faculty, 
and staff. Box's built-in features allow files to be easily stored, organized, and shared from any 
device with a web browser. Students can store their academic files in this online storage area and 
use it when they need it. The university strongly recommends instructors and students to use 
these tools in online courses instead of responding to other third-party tools. These tools are 
FERPA compliant, thus providing comprehensive security for students’ data. 
One last thing for students to be mindful of is to use computer labs carefully. These 
obligations are also the same for students who use any public resources. Higher education 
institutions offer computers with specialized applications for students in their courses for 
coursework and research. Students that do not have computers and software use computer labs. 
Besides, students whose computers do not have enough hardware also benefit from the 
advantages of computer labs such as high-speed connection and free software. Since computer 
labs are public places, students should be careful about using these public computers. I 
interviewed a full-time employee who is charged with computer labs asking necessary security 
precautions to protect students. The first precautions that they take are to have students log in 
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with their NetIDs. Students logged with their NetIDs see a customized desktop they are 
explicitly allowed to use. This is the main precaution that is currently taken by most IT staff. 
However, the main problem I noticed is that students sometimes forgot to log out of their 
accounts when they are done using the computers. As a result, the personal information that they 
keep in these computers might be stolen by anyone. In this case, to touch on the same point I 
mentioned above, even if all necessary precautions are taken by IT staff to protect students, 
students’ privacy is violated if students are not mindful of following what they were told. To 
solve this problem, IT staff should prepare the necessary flyers that remind students that they 
should log out of computers. Furthermore, IT staff should check the computer seats on a regular 
basis and log out of the accounts if nobody is sitting. Finally, of course, students should keep 
their eye on the guides for using the computers.  
Overall, I conclude that the IT staff's measures are efficient to the extent that students 
comply with them. Thus, students must comply with professional precautions and warnings to 












CHAPTER 7: NEED FOR BETTER DATA POLICIES 
 
Data science has grown rapidly with advanced technologies. Additionally, the number of 
surveillance technologies and security breaches have drastically increased in the last decade. 
In Privacy Self-Management and the Consent Dilemma, Solove (2013) mentioned technological 
changes, and as opposed to these, he underlined steady approaches in policies to protect users’ 
privacy. Solove (2013) said: 
During the past decade, the problems involving information privacy — the 
ascendance of Big Data and fusion centers, the tsunami of data security breaches, 
the rise of Web 2.0, the growth of behavioral marketing, and the proliferation of 
tracking technologies — have become thornier (p. 1). 
 
Nowadays, most regulations provide users a set of rights about notice, access, and 
consent to data collection and disclosure. These rights enable people to manage their data more 
effectively in online environments. Solove (2013) defined this approach of combined various 
rights to support users in governing their data as privacy self-management. These rights aim to 
help users weigh the costs and benefits of data disclosure; thus, they can opt in or opt out of data 
collection. Although users have a chance to manage their data with these sorts of rights, it is 
impossible to provide people meaningful control of their data. The manipulation of data with the 
advanced technical capability of data science is one of the first reasons that prevents people from 
managing their data meaningfully. In addition, structural and cognitive problems in privacy 
policies are the main challenges that prevent users from making rational choices. 
In this chapter, I argue that policies, especially FERPA, are challenged by data science. 
Consent and anonymity, two critical points, are significant shortcomings of policies. In the sense 
of consent, not reading privacy policies and incomprehension prevent users from giving 
meaningful consent. In terms of anonymity, PII (personally identifiable information) and de-
identified data create critical problems. Overall, I look for answers to this question: Why are so 
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few people reading and engaging with privacy policies? Afterward, I investigate ways to enhance 
understanding and reading of privacy policies. The discussion that consists of the critical points 
above is crucial in terms of benefiting the advantageous aspects of data collection and data 
processing in education while protecting students’ privacy and security at the same time. Hence, 
I aim to reveal how data collection and processing can be utilized by protecting participants’ 
data. That being said, this chapter will reveal how we can ensure data protection while enabling 
societal benefits of using data. 
Policy Documents 
While I was working on this chapter, I benefited from following policies, reports, and 
guidelines: 
1. Family Educational Rights and Privacy Act (FERPA): The Family Educational Rights 
and Privacy Act of 1974 is a United States federal law that governs the access to educational 
information and records by public entities such as potential employers, publicly funded 
educational institutions, and foreign governments. 
2. President’s Council of Advisors on Science and Technology (PCAST) Report 2014: an 
advisory group of the nation’s leading scientists and engineers. PCAST is consulted about and 
often makes policy recommendations concerning the full range of issues where understandings 
from the domains of science, technology, and innovation bear potentially on the policy choices 
before the president (PCAST, 2014). 
3. OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal 
Data: an international consensus on general guidance concerning the collection and management 
of personal information (OECD, 2002).  
 
 161 
4. General Data Protection Regulation (GDPR): a legal framework that sets guidelines for 
the collection and processing of personal information from individuals who live in the European 
Union (EU) (Frankenfield, 2019). 
5. Other policy resources in the literature. 
 
 
Problems in Policies 
 
Cognitive Problems. Cate et al. (2014) revised the OECD Guidelines and adapted its 
principles to the 21st Century. They (2014) underlined the challenge of giving consent at this age 
and said: 
In most cases, the collection of personal data not only requires the consent of the 
data subject but is also limited to the minimum amount of data necessary to 
achieve the purpose identified in the notice used to solicit consent, and that data 
may not be used for other, unrelated purposes without new consent. While this 
approach may have been feasible in 1980, it does little to protect individuals today 
or support the valuable new uses of personal data (p. 6).   
 
In the 1980s, individuals’ online interactions were at minimum levels, and the number of data 
collectors and users was lower than today. Besides, Cate et al. (2014) mentioned businesses and 
governments were not sharing personal data with third parties; instead, they used more direct 
manners to utilize it, often for a single, well-defined reason. On the contrary, today, collected 
data is used for multiple purposes; it is shared with third parties and is usually taken out of the 
context in which the information is collected. Furthermore, data surveillance and processing 
methods have been much improved so that understanding their working principles is difficult for 
most users. Therefore, creating straightforward and concise policies that are easy to read and 
comprehend was necessary so that users would be likely to comprehend how policies work. 
Notice-consent is one of the mechanisms behind policies. This structure still constitutes 
the infrastructure of today’s policies and regulations to keep individuals informed of how their 
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data is used. However, with the proliferation of new information technologies, applications, and 
data uses, individual consent is rarely exercised as a meaningful choice (Cate et al., 2014). Some 
reasons make choices meaningless. Solove (2013) elaborated on the notice-consent problem by 
explaining policies in terms of humanistic perspectives. Humanistic explanations are necessary 
for finding out policy problems because policies are designed to secure users’ security, and 
policies have to make sense to be read. According to Solove (2013), despite the comprehension 
of notice and choice, people do not seem to be engaging in much privacy self-management 
because they do not read privacy notices regularly. The reason behind not reading privacy 
policies is that privacy policies are long and consist of a lot of technical information that mostly 
does not address mainstream users. This reality cannot be denied because policies contain a lot of 
technical information due to the improved data technologies. Hence, individuals are 
overwhelmed with many long, technical, and complex privacy policies to access the desired 
resource (Cate et al., 2014). As a result of this, users are compelled to consent to long and 
complicated policies in order to be eligible to use systems. 
Another reason for being unable to consent meaningfully is the binary choices provided 
by the system during the consenting. Cate and Mayer-Schönberger (2013) said that users are 
presented with long and complicated privacy notices containing technical terminology when they 
use the systems. These privacy notices request either “consent” or abandonment of the desired 
service. Since they provide only binary options for users, choosing between consenting or 
abandoning the system is quite limited. Even if users read privacy policies, this does not make 
sense, since they are aware that they are not allowed to use the system without consent. While 
policies were solely based on binary choice four decades ago, the binary option is not an optimal 
practice in the digital age, where information flow is intense. Therefore, privacy policies 
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generally do not give individuals the chance to choose among varying degrees of disclosure or 
third-party use of their data (Cate et al., 2014). Associated with this issue that can also be defined 
as “opt-in or opt-out,” privacy scholars emphasized lack of a meaningful opt-out option and said, 
“few people opt-out of the collection, use, or disclosure of their data when presented with the 
choice to do so, and most of them do not even bother to change the default privacy settings on 
websites” (Janger & Schwartz, 2002; Acquisti & Grossklags as cited in Solove, 2013, p. 1884). 
As a result of a lack of meaningful opt-out options in the systems, individuals do not have a 
chance to use the systems, even partially, so they are compelled either to consent to the privacy 
policy or to abandon the use of the service they are attempting to access. 
In Student Data: Trust, Transparency and the Role of the Consent, Polonetsky and 
Jerome (2014) mentioned the difficulty of consenting data collection in educational 
environments. They said, “on the surface, a notice and choice regime has an intuitive appeal: Just 
ask parents, and if they say ‘no,’ don’t collect the data! But upon further reflection, this only 
raises additional challenges" (p. 1). From another aspect, as the President’s Council of Advisors 
on Science and Technology (PCAST) remarked in the 2014 report:  
The conceptual problem with notice and consent is that it fundamentally places 
the burden of privacy protection on the individual. Notice and consent creates a 
non‐level playing field in the implicit privacy negotiation between provider and 
user. The provider offers a complex, take‐it‐or‐leave‐it set of terms, while the 
user, in practice, can allocate only a few seconds to evaluating the offer. This is a 
kind of market failure (p. 12). 
 
As a result, providing notice and consent options for parents or eligible students does not mean 
full protection. According to Tonsager and Skeath (2017), although FERPA allows the school to 
disclose student PII with the prior written consent of a parent or eligible student, this written 
consent must be signed and dated, and it must include the records to be disclosed, the purpose of 
the disclosure, and the party or class of parties to whom the disclosure may be made. Since 
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parents and eligible students are not experts and usually do not read privacy policies, they may 
not know what is being collected about them, what is being done with that data, or who has 
access to it, so they may have difficulties in consenting data collection. As underlined in the 
PCAST report (2014), “Only in some fantasy world do users actually read these notices and 
understand their implications before clicking to indicate their consent” (p. 11). Therefore, parents 
or eligible students unintentionally exclude themselves or their children from critical educational 
services or allow them to be in data collection systems. This situation might cause a bigger 
problem. According to Polonetsky and Tene (2014), unintentional exclusion of students would 
prevent some children from accessing essential services that others receive, and, as a result of 
this situation, new concerns about equity may arise. Hence, consenting that children be involved 
in data collection is complex and requires reading privacy policies and understanding them. 
Solove (2013) concluded: 
People do not read privacy policies. If they read them, they do not understand 
them. If people read and understand them, they often lack enough background 
knowledge to make an informed choice; and if people read them, understand 
them, and can make an informed choice, their choice might be skewed by various 
decision-making difficulties (p. 1888). 
 
There could be initiatives to increase the effectiveness of eligible students or parents in terms of 
managing their privacy options in education. Offering additional opportunities for parents and 
students would be efficient for addressing several different privacy concerns. However, there are 
many players and entities in the education field, so data flow in education is complicated and 
hard to understand. As a result of this, students and parents have lacked enough background and 
knowledge to make an informed choice. Polonetsky and Jerome (2014) mentioned that offering 
additional opportunities for parental choice attempts to address a number of different but related 
concerns about data generated by new technologies and data collected by schools. However, 
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many of these choice proposals may not bring parents and students into the decision-making 
process and meaningfully improve student privacy because of complex data flow and the 
excessive number of players. In Ellis Booker’s interview with Professor Joel Reidenberg, who 
sharply critizes how schools have handled student privacy issues, Reidenberg said that the 
normal parent can not recognize what they are consenting to because providing opt-out 
mechanisms will not tackle the issue in light of the fact that the unpredictability and complexity 
of the future information uses would make it hard for them to assess pros and cons of consenting 
(as cited in Polonetsky & Jerome, 2014). 
Solove (2013) defined cognitive problems as the problems that impair individuals’ 
abilities to make informed, rational choices about the costs and benefits of consenting to the 
collection, use, and disclosure of their data. Cognitive problems impair humans’ understanding 
of policies because users cannot consent reasonably. At some point, even if humans read and 
understand policies, they have difficulty in decision-making because of the excessive number of 
entities in policies. In daily life, people visit a lot of websites and leave their data to these 
websites. While some of these websites provide clear guidelines for users to manage their data 
meaningfully, some do not. Solove (2013) said, “even if every entity provided people with an 
easy and clear way to manage their privacy, there are simply too many entities that collect, use, 
and disclose people’s data for the rational person to handle” (p. 1888). Many privacy notices are 
vague about future uses of data, so individuals are not sure how their data will be used in the 
following steps. Therefore, it is not easy to handle such a high amount of entities for users, so 
they struggle to manage their data. As a result, privacy frameworks that heavily depend on notice 
and consent are not desirable because of the issues arising from handling a lot of information. 
Cate and Mayer-Schönberger (2013) said: 
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There is broad general agreement that privacy frameworks that rely heavily on 
individual notice and consent are neither sustainable in the face of dramatic 
increases in the volume and velocity of information flows nor desirable because 
of the burden they place on individuals to understand the issues, make choices, 
and then engage in oversight and enforcement (p. 69).  
 
Although policies and the structures inside were designed to empower individuals to govern their 
personal data, individuals’ power over their data management has weakened because of the 
problems in policies. Young (2015) said that the existing consent regime is effectively illusory 
with the rapid evaluation of technologies’ spaces; even if users read terms of service explaining 
what personal data will be gathered, they cannot give consent on purpose because users do not 
have enough knowledge to make a choice. Therefore, while notice and consent may provide 
meaningful privacy protection in appropriate contexts, this approach is increasingly ineffective 
as the primary mechanism for ensuring information privacy. To enable a person to make a 
rational decision about sharing data, that person would need to understand the range of possible 
harms and benefits to do a cost-benefit analysis. Comprehension and meaningful assessment of 
privacy policies requires an understanding of processes and technical words in the policies. 
Furthermore, people need a deeper understanding and background to make informed choices. 
Structural Problems. Personally identifiable information (PII) is one of the most central 
concepts in privacy laws and regulations. The National Institute of Standards and Technology 
defined PII as: 
any information about an individual maintained by an agency, including (1) any 
information that can be used to distinguish or trace an individual’s identity, such 
as name, social security number, date and place of birth, mother’s maiden name, 
or biometric records; and (2) any other information that is linked or linkable to an 
individual, such as medical, educational, financial, and employment information 
(McCallister et al., 2010, pp. 1-2). 
 
Privacy breaches occur not only when PII is collected, used, and disclosed to the public 
but also when non-PII is aggregated and linked to PII to reveal the identity of a user. In this part, 
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I will explain why PII is a challenging concept in framing privacy policies in terms of 
anonymity. For this purpose, I emphasize the effect of technological developments and context 
on the transition of non-PII to PII. In my discussion, I mention the importance of anonymity and 
de-identified data in terms of protecting individuals in data surveillance and processing. Since 
PII and data surveillance techniques are the central mechanisms of structures of privacy policies, 
I call this part as structural problems. 
It is necessary to start the analysis of the structure of big data by exploring harms that 
arise from using PII. Big Data is defined as “extremely large data sets that may be analyzed 
computationally to reveal patterns, trends, and associations, especially relating to human 
behavior and interactions” (Prindle & Loos, 2017, p. 1). Significantly, big data analytics can use 
predictive inferences to generate new PII from an anonymized dataset. In this sense, big data has 
two significant components: vast quantities of varied data and large-scale analytics (Young, 
2015). Educational institutions in the United States have embarked upon the “Era of Big Data” 
(Prindle & Loos, 2017). The characteristics of big data pose challenges to the collection and 
storage of data in higher education institutions. Common threads among big data harms are the 
discovery of profiles, destruction of anonymity, and exploitation of PII. The reasons behind these 
harms are the collection of massive information from different sources and aggregation of 
collected data with developed techniques. The crucial point here is that the power of big data 
comes from collecting data from many sources, such as information volunteered on Facebook, 
cookies on websites, metadata from phone calls and emails, and supermarket discount cards 
(Young, 2015). Ohm (2010) used the term “accretion” problem to define this continuously 
growing structure of databases and said that the data from all the databases in the world is 
together in one giant database. In education, preferable online tools such as social media, 
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educational apps, software, etc. are integrated into educational strategies for different purposes. 
There are different databases in higher education due to this integration, and many different 
types of PII and non-PII are stored in them. Computing power can link data in these different 
datasets and thus uncover identity or sensitive data of students. That said, a person's identity can 
be revealed by combining data from various sources and contexts. While this is not possible with 
only one database, big data makes it possible to combine several different databases 
simultaneously. When two anonymized databases are linked, one can add new data to the 
information collection and use it to help unlock other anonymized databases (Ohm, 2010).      
Big data reveals unexpected correlations that may disclose not only someone’s identity 
but also some “new fact” about that person. In this regard, big data can create personally 
identifiable information without affirmative action on the part of the user whose data was 
collected. Put differently, big data analytics can generate new information by linking information 
among different databases so that new PII is generated from anonymized datasets. Solove said, 
“generating PII without an individual’s affirmative action in providing the data creates a privacy 
problem because it bypasses traditional direct information collection methods (which are, at least 
in some areas, regulated) and thus eviscerates a basic privacy protection: an individual’s ability 
to consent” (as cited in Young, 2015, p. 554). This dynamic of big data may violate certain 
statutory privacy protections. Some studies reveal different methods to connect databases to turn 
deidentified data to reidentified data. Narayanan and Shmatikov (2008) compared the Netflix 
rating data to similar data from the Internet Movie Database (IMDb), a movie-related website 
that also gives users the chance to rate movies. Narayanan and Shmatikov reidentified 
anonymized users of an online social network by linking data between two different databases. 
Narayanan and Shmatikov explained that “once any piece of data has been linked to a person’s 
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real identity, any association between this data and a virtual identity broke the anonymity of the 
latter.” In different research, Sweeney (1997) revealed that medical data stripped of identifying 
information such as names, addresses, phone numbers, and social security numbers is not really 
anonymized because “the remaining data can be used to re-identify individuals by linking or 
matching the data to other databases or by looking at unique characteristics found in the fields 
and records of the database itself” (as cited in Schwartz & Solove, p. 1845). As a result, it is 
possible to create a new fact about a person by connecting data in databases so that deidentified 
data is used to reidentify data. 
Because of the problems created by big data, users have difficulty giving consent for data 
collection. At this point, the ambiguity of future uses of data is the problem that prevents people 
from weighing the costs and benefits of consenting. Young (2015) said that although data from 
individual sources seems pretty innocent alone, when these data are aggregated and combined 
with other data sets, they can reveal and generate unexpected information about the individuals, 
such as whether someone is pregnant or has a gambling addiction. That said, when people 
provide data to systems, they cannot determine how their data will be aggregated in the future. In 
terms of the relationship between consent and uncertainty, Cate and Mayer-Schönberger (2013) 
said that when notice and consent are given to data collection, one cannot know the value of the 
personal information that he gives the system. Because of this uncertain situation, companies 
may think that providing adequate notice is impossible because they do not (and cannot) know in 
advance what they may discover (Rubinstein, 2013). Solove (2013) explained this process as 
“suppose a person gives out an innocuous piece of data at one point in time, thinking that he or 
she is not revealing anything sensitive. At other points in time, the person reveals equally non-
sensitive data. Unexpectedly, this data might be combined and analyzed to reveal sensitive facts 
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about the person” (p. 1898). In the past, there are a lot of examples of this transformation from 
innocuous to sensitive data. For example, using the history of buying patterns of other customers, 
Target predicted a teenager’s pregnancy from her vitamin purchases (Duhigg, 2012), and the 
ride-share firm Uber claimed to be able to discern one-night stands from the usage patterns of 
rider pick-up and drop-off data (Voytek, 2012). In this way, constituting sensitive data is 
possible with modern big data systems, and it is impossible to figure out how much data can be 
coming out. Since users cannot determine the extent of the data they share, it is hard to manage 
data. Cate and Mayer-Schönberger (2013) underlined this challenge in their research. The 
processors or users of personal data often become complicated as datasets are combined, and 
data processors and users change. That also makes it harder for individuals to comprehend this 
relationship and take action. Solove (2013) said that the aggregation effect shows that privacy 
requires long-term information management, while most decisions to consent to the collection, 
use, or disclosure of data are requested in a short time. This is a challenging point because while 
people are compelled to proceed with this analysis in a short time they cannot assess possible 
harms and risks properly at that short time. In terms of the time aspect of this problem, two 
researchers from Carnegie Mellon University, McDonald and Cranor (2008) responded to how 
much time they would spend if they read the privacy policies of each website they visit once a 
year. According to this study, reading the privacy policies of websites that are visited once a year 
would take an individual 244 hours—or more than 30 full working days—each year. Although 
this is an old study, it is still a good reference point to consider how long reading this process 
would take nowadays. 
Ohm (2010) evaluated the challenges of applying existing privacy legislation to big data 
practices rooted in antiquated conceptions of data records, varying definitions of what counts as 
 
 171 
identifying information, and a tendency to equate protecting privacy with achieving anonymity. 
There are challenges of applying FERPA legislation to big data practices and new technologies; 
as a result, the statute practically breaks down. Young (2015) said that “These issues are not 
limited to FERPA; rather, they reflect a twentieth-century codification of privacy 
incommensurate with the dramatic changes created by advances in computing” (p. 553). The 
primary goal of FERPA is to protect the PII of students and prevent any attempt to reveal 
students’ identities by combining PII. FERPA defines de-identified data as the process of 
removing or obscuring any personally identifiable information from student records in a way that 
minimizes the risk of unintended disclosure of the identity of individuals and information about 
them. Schwartz and Solove criticized this attitude and underlined the problematic point by saying 
that equating privacy protection to appropriate handling of PII implies that any data that is not 
PII does not create a risk of individual identification (as cited in Young, 2015). When it comes to 
sharing data, FERPA does not require the consent of parents or eligible students. De-identified 
data may be shared without the consent required by FERPA (34 CFR §99.30) with any party for 
any purpose, including parents, the general public, and researchers (34 CFR §99.31(b)(1)). 
Tonsager and Skeath (2017) interpreted this attitude as:  
Under FERPA, a parent’s or eligible student’s prior consent to the disclosure of 
student records is not required if the school removes “all personally identifiable 
information” from the records and makes a reasonable determination that the 
student’s identity is not personally identifiable, whether through single or multiple 
releases of information, taking into account other reasonably available 
information (p. 92).  
 
In other words, the current statutory approach tends to overlook indirect identifiers to 
remove PII from personal data and share it without consent. The crucial point here is that 
while indirect identifiers do not explicitly identify a person, they can reveal one’s identity 
when combined with other data. In this regard, Narayanan and Felten said,  “indirect 
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identifiers lie at the heart of the privacy problems raised by big data: sufficient quantities 
of innocuous, non-PII information can yield detailed and targeted information about an 
individual because they ultimately function as quasi-identifiers” (as cited in Young, 
2015). Schwartz and Solove (2011) said that technology increasingly enables the 
combination of various pieces of non-PII to produce PII. At this point, it is important to 
underline the attitude of FERPA regarding directory information. Tonsager and Skeath 
(2017) said:  
Under FERPA, directory information can include data elements such as a 
student’s name; address; email address; telephone number; photograph; date and 
place of birth; major or field of study; grade level; enrollment status; dates of 
attendance; participation in officially recognized activities and sports; weight and 
height (for members of athletic teams); degrees, honors, and awards received; and 
the most recent educational agency or institution attended (p. 93).  
 
In this regard, FERPA also allows schools to disclose “directory information” without consent. 
FERPA defines directory information to include information that, although it may constitute PII, 
is not generally “considered harmful or an invasion of privacy if disclosed” (as cited in Tonsager 
and Skeath, 2017). According to a study done by computer science professor Latanya Sweeney, 
the combination of a ZIP code, birth date, and gender will be sufficient to identify 87% of 
individuals in the United States (as cited in Schwartz & Solove, 2011). In this sense, it is possible 
to gather a lot of directory information and process it with developed technology. Therefore, 
combining non-PII reveals the majority of users’ identifiable information in systems. True 
anonymization is not possible by the removal of direct and indirect identifiers. Although 
deidentification stands for data cleaned from its identifiers, according to the PTAC Report, “de-
identification is considered successful when there is no reasonable basis to believe that the 
remaining information in the records can be used to identify an individual” (2013, p. 31). So, 
deidentification does not provide perfect anonymity, as it is seen. From the aspects of these 
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shortcomings, FERPA seems to have missed the revolution that advance technologies have made 
with improvements to investigate, analyze and manipulate data sets (Schwartz & Solove, 2011). 
In this sense, the challenges of applying existing privacy legislation to big data practices are 
ambiguous definitions of PII, anonymity, and antiquated conceptions of consents. These issues 
are not limited to FERPA; rather, they reflect a twentieth-century codification of privacy 
incommensurate with the dramatic changes created by advances in computing. 
In the analysis above, I argued about how cognitive and structural issues in traditional 
privacy policies centralize PII and anonymity. Furthermore, I revealed reflections of these 
problems for FERPA. This analysis shows how these kinds of policies deal with the shifting 
nature of PII and big data analytics systems. In the solution, I discuss necessary reforms to 
modify core conceptions of privacy statues, including FERPA. 
Policy Proposals 
In Big Data’s End Run Around Anonymity and Consent, Barocas and Nissenbaum (2014) 
explained that two main constructs of privacy regulations were significantly changed by 
developed techniques of data science: consent and anonymity. In this sense, current big data 
mechanisms create information asymmetry between users and system providers; thus, consent 
and anonymity become meaningless. The current consent structure and impossibility of 
anonymity pose threats for users by forcing them to make complex decisions with limited 
information and under ambiguous data processing. Despite these challenges, we do not abandon 
using consent and anonymity mechanisms in the structure of policies; however, we can update 
them to make policies more effective. “Consent and anonymity can no longer be counted on for 
the critical functions they had previously performed—consent as privacy’s gatekeeper and 
anonymity as a boundary for privacy remit” (Nissenbaum, 2017, p.1)—it is necessary to review 
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these constructs to find out their shortcomings and update them by considering the necessities of 
the big data age. These challenges are necessary and require a reasonable reassessment of the 
current privacy mechanisms to protect information privacy in a world that is beginning to 
centralize the potential value of big data (Cate & Schönberger, 2013). 
In a report entitled, “Big Data: The Next Frontier for Innovation, Competition, and 
Productivity,” McKinsey & Company, a global management consulting firm, predicted that Big 
Data would become an essential basis of competition and growth for individual firms (2011). 
Therefore, the debate about the drawbacks of policies due to big data has to evolve along the 
lines of benefits of it and the privacy of people. This means that people need privacy and security 
in using online systems, but they also need the benefits of big data. Besides, big data is a benefit 
for companies in terms of improving their products for better service. In the previous sections, I 
mentioned the challenges of privacy policies and reflected on critical points. In the solution 
section, I will frame my solutions on the axis of the benefits of big data, meaningful involvement 
of users in privacy, and transparency of policies. 
Attention to knowledge protection and data usage. The PCAST report (2014) 
emphasized that policy attention should focus more on the actual uses of big data and less on its 
collection and analysis. Similarly, as Nissenbaum (2017) mentioned, insofar as policies 
restricting information collection are untenable, attention should focus, instead, on how 
information is used. This view is focused on the protection of knowledge generated as a result of 
various operations applied to data. In this view, it is not the data that causes harm to individuals 
but the inappropriate use of generated knowledge. Since the inevitable effects of big data 
especially have changed traditional data collection, storage, and analysis methods, this point of 
view is preferable to use in policies. 
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About this argument, Hildebrant (2009) said that as long as our purpose is to the 
protection of privacy, transparency, and flow of information, we need a shift from data to 
knowledge. Focusing on knowledge provides advantages for policies. As mentioned in previous 
paragraphs, socially beneficial data in one context could cause harm in another context. 
Likewise, when multiple pieces of useful data are combined, the final product that is generated 
data, or, put in a different way, “knowledge,” might pose threats for users. As a result of using 
developed big data and profiling techniques, it is easy to access knowledge about an individual. 
In addition to knowledge discovery, some harmful activities such as profiling, social sorting, or 
discrimination are based on both interpretation of generated knowledge and also application of 
techniques on it. At this point, it is necessary to shift the paradigm from data collection policies 
to knowledge protection policies because the protection of knowledge provides more complex 
protection as opposed to data protection. Policies should evolve from data collection into 
protecting knowledge to prevent knowledge from harmful activities, and as a result, disclose it 
from data collection purposes. One of the most important advantages is that this point of view 
can prevent harms that arise from contextual changes. Today's non-PII might be tomorrow's PII 
(Schwartz & Solove, 2011). Whether data is PII or non-PII is context dependent. In this process, 
the power of big data cannot be denied. The context problem is central here because raw data 
turns into information, and information turns into knowledge in certain contexts. In this way, not 
only data but also all processes of the transformation from data to knowledge are protected. 
As a result of this, the sensitive versus non-sensitive data collection debate disappears; 
rather, policies are shaped with the principles of protection of knowledge and responsible use of 
knowledge. Since purpose and context gain importance, transparency and fairness of data 
processes are emphasized in this paradigm shift. This requires users to be informed about the 
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steps after the data collection. Yet I need to mention a detail here. In the PCAST report (2014), it 
was said that focusing more attention on responsible use does not mean ignoring the context of 
the collection. In this sense, using data and knowledge responsibly means respecting the data 
collection circumstances, transparency of data, and openness of knowledge usage. For example, 
student data collected for analyzing the student's success in a particular class should not be used 
to evaluate this person's credit card application. In other words, the knowledge produced as a 
result of analyzing the success of students in a particular assignment should not be taken out of 
but should stay in context. Focusing on data use means focusing on regulations that specify the 
purpose of data usage in different contexts. In OECD Guidelines Governing the Protection of 
Privacy and Transborder Flows of Personal Data (2014), this is mentioned as the “purpose 
specification principle.” According to this principle: 
The purposes for which personal data are collected should be specified not later 
than at the time of data collection and the subsequent use limited to the fulfilment 
of those purposes or such others as are not incompatible with those purposes and 
as are specified on each occasion of change of purpose (p. 14). 
 
Thus, the purpose of data collection should be specified at the time of collection. In this regard, 
the purpose of data usage should be consistent with the purpose of collection. Overall, regulation 
of data collection in policies is not meaningful with advance technologies since accessing 
sensitive data about an individual is possible even with a few data. Rather, regulation of data 
usage in policies provides meaningful knowledge protection since it prevents data and 
knowledge use from beyond the collection purposes. 
Transparency of techniques and policies. At this point, it is necessary to argue for 
determining standards of data uses. Cate and Mayer-Schönberger (2013) invited people to 
discuss what constitutes a “use” of personal data, what uses should be permitted or prohibited (or 
should require some greater form of authorization, like, for example, specific affirmative 
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consent), and by what standards these determinations should be made. One key element of data 
standards is the need for better security to protect personal data against unintended access, loss, 
alteration, or disclosure. Therefore, any new data protection model must ensure a high degree of 
confidence that personal data will be appropriately protected. A high degree of confidence can be 
maintained by transparency, which means opening up data usage procedures to the public. 
Organizations that open up their data usage procedures ensure users transparency and fairness of 
data usage. This is also a step in determining data use standards because the public is informed 
about procedures and methods applied to data. In addition to this requirement, new surveillance 
techniques also require organizations to be transparent in their policies. This is especially 
necessary for the age of advanced technologies since users do not figure out what kind of 
operations are applied to their data. Lyon and Bauman (2013) said: 
New surveillance practices, based on information processing rather than the 
discourses that Foucault had in mind, permit a new transparency in which not just 
citizens but all of us, across the range of roles we play in everyday life, are 
constantly checked, monitored, tested, assessed, valued and judged. But the 
converse is clearly not true. As the details of our daily lives become more 
transparent to the organizations surveilling us, their own activities become less 
and less easy to discern (p. 17). 
 
Data usage requirements bring new limitations to an organization in terms of their 
interoperability. Mentioning standards of data usage explicitly to the public means that 
participation of users is essential in determining these standards. According to Seemann, new 
capabilities call for an original orientation towards data regulation:  
In the Old Game, it was often purposeful to enforce data control in order to limit 
existing powers. … Privacy was intended to shield civilians from the control 
exerted by institutions. In the New Game, however, this approach no longer 
works, and in fact, it may produce exactly the opposite effects…Data protection 
requirements give platforms reason to shut themselves off, limiting their 





So, instead of demanding more privacy and data control from companies, requesting them to 
open up their data will be more reasonable in terms of unveiling their methods and sharing their 
power. For example, in FERPA’s case, in terms of processing and storing data, FERPA does not 
regulate how institutions retain or process information instead of focusing on third party access 
to data collection. On the administration level, companies must ensure that their practices are 
more transparent, so school officials can make better judgments to assess whether they comply 
with FERPA requirements and contractual obligations (Polonetsky & Tene, 2014). At the same 
time, transparency allows administrators to intervene in and contribute to policies to asses their 
missing points and correct them for better functioning. Hereby, administrators may make sure 
that students are protected and companies are accountable. 
Transparency can also be considered as a step in diminishing the ambiguity of future uses 
of data, which causes the consent process to become difficult. Due to the ambiguity of future 
uses of data, various methods depend on enhancing individual control over personal data, which 
does not seem a realistic target in policies. That being said, it cannot be reassured that policies 
are helpful for individuals in managing their data meaningfully in online settings. Even if users 
are provided the right to modify their data in systems, these rights give them agency only to a 
certain point. Since users cannot intervene in information processing in the background of the 
systems, they do not consent in meaningful ways. To ensure users’ manage their data adequately 
and protect themselves from data abuse, users should be informed about how data is collected, 
surveilled, and processed afterward. That being said, policies should be straightforward and 
transparent so that people can understand and engage them easily. This type of transparency is 
also required for user rights. When big data analytics are increasingly used in systems to make 
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decisions about people, those people have a right to know the basis of those decisions (Richards 
& King, 2016). Therefore, this requires openness of techniques in platforms.  
Enhancing users’ control of data. Data surveillance consists of a variety of techniques 
applied to users’ data, usually without informing users. It is necessary to empower users with 
some rights on surveilled data to diminish the harms of data surveillance techniques. This is also 
highlighted in the OECD report: the right of individuals to access and challenge personal data is 
generally regarded as perhaps the most important privacy protection safeguard (2013). If these 
rights become more centralized in policies, people can be adequately protected from the harmful 
effects of data surveillance techniques and gain more control over their data governance. 
Hildebrandt (2009) mentioned these two primary rights; the first is to give right of access to 
profiles that may be applied to them. The second is the right to contest the validity or fairness of 
the application of a profile. Although these primary rights will not solve all problems related to 
implicit data techniques, they are an efficient start to redesigning technological infrastructures in 
terms of protecting profiles and also to improving policies that need to combine with these rights. 
Additionally, at the individual level, when users find chances to check and correct applications 
that are applied to them, they can be aware of wrong applications and intervene in them to make 
necessary corrections. 
There are different purposes of data usage in education since the involvement of different 
actors in the education field. In this way, parents or students should have the right to review and 
inspect records stored in their institutions. On May 25th, 2018, the European Union (EU) 
enforced the General Data Protection Regulation (GDPR), a directive establishing one set of data 
protection rules for all companies operating in the EU. GDPR provided various rights to users, 
including additional rights to erasure and rectification. Article 16 of the GDPR contains 
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information about the right to rectification. According to Article 16, the data subject shall have 
the right to obtain from the controller without undue delay the rectification of inaccurate personal 
data concerning him or her. In this way, the GDPR expanded the control data subjects have over 
their information by rectifying and erasing. Similarly, in the OECD report that was released in 
2013, this right was called the “individual participation principle,” which means an individual 
should have the right to confirm whether or not data relates to him; in addition to this, an 
individual should have the right to challenge data relating to him and, if the challenge is 
successful, have the data erased, rectified, completed, or amended. The main ideas behind these 
rights are to give individuals access to check the accuracy of the data relating to them, and if data 
needs rectified, to provide the right to rectification to an individual. In FERPA, this rule is 
underlined as it is on the GDPR or OECD. FERPA (34 CFR § 99.31) said: 
Parents or eligible students have the right to request that a school correct records 
which they believe to be inaccurate or misleading. If the school decides not to 
amend the record, the parent or eligible student then has the right to a formal 
hearing. After the hearing, if the school still decides not to amend the record, the 
parent or eligible student has the right to place a statement with the record setting 
forth his or her view about the contested information. 
 
FERPA gives students and parents to inspect and review records in their institution. If they 
believe their educational records are inaccurate, misleading, or a violation of privacy, they may 
seek to amend these records. Therefore, this right is necessary and should be promoted in all 
policies.  
In terms of gaining more control over data, Cate and Mayer-Schönberger (2013) said that 
new approaches must shift responsibility away from data subjects towards data users, and 
towards a focus on accountability rather than mere compliance while ensuring that expectations 
and protection of privacy are preserved. These approaches underline a participatory and 
collaborative structure in which roles and responsibilities are clearly defined. In this mechanism, 
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users are defined as participants that entrust their data. Companies are charged with the 
protection of data and accountability when necessary. In this regard, companies are responsible 
for demonstrating the appropriateness of their privacy management program in the case of 
request. The OECD report emphasized the accountability principle: a data controller should 
include plans for responding to inquiries and incidents, be prepared to demonstrate its privacy 
management programme as appropriate, and provide notice, as appropriate, to privacy 
enforcement authorities or other relevant authorities where there has been a significant security 
breach affecting personal data. This approach seems reasonable in the age of big data wherein 
data collection penetrates into individuals’ actions in their lives. Cate and Mayer-Schönberger 
(2013) said that one of the most widely discussed alternatives was focusing more attention on the 
“use” of personal information rather than on its “collection,” given the increasingly pervasive 
nature of data collection and surveillance, inexpensive data storage and sharing, and the 
development of valuable new uses for personal data. Similarly, as mentioned above, this shift 
should not mean that precautions that are taken in data collection will be abandoned or that the 
responsibilities of users and organizations in data collection will disappear. Rather, in most 
situations, a more practical and sensitive balancing of valuable data flows and more effective 
privacy protection is likely to be obtained by focusing more attention on appropriate, accountable 
use (Cate & Mayer-Schönberger, 2013). In this sense, accountability is proof of compliance with 
policies in a world equipped with advance-pervasive technologies. This is also key for the 
responsible data stewardship that is necessary to protect data flow against unintended access or 
disclosure. This approach brings practicality and functionality to privacy policies by surpassing 




Collaboration for reducing asymmetry. Polonetsky and Tene (2014) took the 
participation of users one step further, beyond the transparency of policies and giving necessary 
rights to users, and offered collaboration in the policymaking process. They suggested parents 
and students be involved in all stages of the policymaking process and take a role in shaping the 
goals of the education system and the tools used at all stages of data processes in schools. This 
would contribute to parents’ and students’ meaningful involvement in policies. The benefit of 
users’ collaborative involvement in policies is that it reduces knowledge asymmetry between 
users and systems that gather lots of knowledge with profiling (Hildebrant, 2009). The main 
reason behind knowledge asymmetry is to gather more information than users provide. Users can 
gain meaningful knowledge to their profiles and the techniques that are applied to them; as a 
result, they can govern their data with these rights of access. In Information Technology and 
Dataveillence, Clarke (1988) said:  
Where consent is sought, the wording is often such that the person has no 
appreciation of the import of the consent that is being given, or the bargaining 
position is so disproportionately weighted in favor of the organization that the 
data subject has no real option but to comply. Effective subject knowledge and 
consent mechanisms are necessary, both as a means of improving data quality, 
and to avoid unnecessary distrust between individuals and organization (p. 506). 
 
Reducing asymmetry gives users autonomy to control and manage their profiles and generated 
knowledge. Users can gain subject knowledge about data usage and might have a chance to 
modify the wording. These are important attempts in making policies understandable for users. 
In addition to these, participants can reconstruct themselves in meaningful ways online, which 
means they can represent themselves better. Another advantage of user involvement is that it 
reduces the harmful effect of secondary use. A secondary use is one of the most common harms 
of abusing collected data. Solove (2009) said that the potential for secondary use generates fear 
and uncertainty over how one’s information will be used in the future. This uncertainty causes a 
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sense of powerlessness and vulnerability. The aim of companies in secondary use is usually 
marketing and advertisement, making a profit from data in a broader sense. Consent and user 
involvement are important at this point to stop the secondary use of data. In this way, privacy 
policies should specify necessary punishments, and users can have the right to control their data 
in case of secondary use.  
Overall, focusing on data use is a reality of the era of big data to protect individuals from 
the harmful effects of data breaches. While today’s laws and regulations focus primarily on 
controlling the collection and retention of personal data, this approach is becoming impractical 
for individuals because it cuts off future uses of data that could benefit society (Nissenbaum, 
2017). The time has come for a new approach: shifting the focus from limiting the collection and 
retention of data to controlling when data is used. Most important of all, a fundamental change is 
needed for a greater focus on responsible uses of data in an online world where everything is 
increasingly based on big data. In this way, players of the data process focus on how they collect 
data for the benefits of society without violating users at the same time. A final word is that the 
users, the most vulnerable in the data process, should be mindful of sharing their data 
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APPENDIX B: RESEARCH PARTICIPATION FLYER FOR STUDENTS 
Participants for Online Education Research Needed! 
Aim of Research: The purpose of this research is to investigate how 
students share and govern their information in online learning 
environments.  
Place: Student Lounge in Foreign Languages Building 
Tasks: Responding 10 questions 
Participant Qualifications: 
1. Older than 18
2. UIUC student
3. At least taking one online class from any online learning
management platform.
Interested: If you are interested in to be a participant for this research, 
please email ilci2@illinois.edu 
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APPENDIX C: CONSENT FORM FOR INTERVIEW 
Consent Form for Interview 
You are cordially invited to participate in a research study of data practice in online learning. This 
study is conducted by Prof. Dr. Nicholas Burbules, Professor in the Education Policy, Organization 
and Leadership, and Ahmet Ilci, graduate student in Department of Education Policy. 
This study will take approximately 45- 60 minutes of your time. You will be answering questions 
regarding online education.  
Your decision to participate or decline participation in this study is completely voluntary and you 
have the right to terminate your participation at any time without penalty. 
Your participation in this research will be completely confidential and data will be averaged and 
reported in aggregate. Possible outlets of dissemination may be academic journals or research 
conferences. When this research is discussed or published, no one will know that you were in the 
study. However, laws and university rules might require us to disclose information about you. For 
example, if required by laws or University Policy, study information you supply may be seen or 
copied by the following people or groups: a) The university committee and office that reviews and 
approves research studies, the Institutional Review Board (IRB) and Office for Protection of 
Research Subjects; and b) University and state auditors, and Departments of the university 
responsible for oversight of research. 
There are no risks to individuals participating in this study beyond those that exist in daily life. 
If you have questions about this project, you may contact: 
Ahmet Ilci 
Grad. Student 
University of Illinois at Urbana-Champaign 
Phone: (217) 607-4428 
Email: ilci2@illinois.edu 
If you feel you have not been treated according to the descriptions in this form, or if you 
have any questions about your rights as a research subject, including questions, concerns, 
complaints, or to offer input, you may call the Office for the Protection of Research Subjects 
(OPRS) at 217-333-2670 or e-mail OPRS at irb@illinois.edu. 
Please print a copy of this consent form for your records, if you so desire. 
I have read and understand the above consent form, I certify that I am 18 years old or 
older and I voluntarily agree take part in the study. 
Signature Date Submit 
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APPENDIX D: INTERVIEW QUESTIONS FOR STUDENTS 
1. What does information privacy mean to you in online education from a student's
perspective?
2. How confident do you feel when you use online learning management systems? If
you do not feel confident, why not?
3. How do you feel if you know that others can see and track your class activities in an
online classroom?
4. How do you feel when you share your idea or work in an online classroom?
5. What do you think about the consent process in online learning environments?
6. What strategies do you develop to protect your personal information when
participating in online learning environments?
7. What do you expect from instructors to keep participants' data secure in online
learning environments?
8. What do you expect from online learning professionals to improve online learning
systems?
9. If you could, what would you change in online learning systems for better data
protection?
10. If you could, what would you change in privacy policies for better data protection?
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APPENDIX E: INTERVIEW QUESTIONS FOR INSTRUCTORS 
 
1. What does information privacy mean to you in online education from an instructor's 
perspective? 
  
2. How confident do you feel when you use online learning management systems? If 
you do not feel confident, why not? 
  
3. How do you feel if you know that others can see and track your class activities in an 
online classroom? 
  
4. What do you think about the consent process in online learning environments?   
  
5. What do you think about your FERPA policy? What would you change in FERPA 
for better data protection? 
  
6. What position do you think an instructor should have in terms of creating safe 
online environments? 
  
7. What strategies do you develop to protect your students' data in online learning 
environments? 
  
8. What would you recommend your students do to keep themselves secure in online 
learning environments? 
  
9. What do you expect from IT professionals to improve student privacy and security 
in online learning environments? 
  
















APPENDIX F: INTERVIEW QUESTIONS FOR STAFF MEMBERS 
 
 
1. Please describe your role in this technology support group. How is your role 
associated with student data privacy? 
  
2. What does information privacy mean to you in online education from an IT 
professional's perspective? 
  
3. What kind of role should an IT professional play in terms of creating safe online 
environments? 
  
4. What do you think about FERPA policy as an IT professional? 
  
5. What do you think about consent process in online learning environments?  
  
6. What kind of privacy and security problems do you often solve in online learning?  
 
7. How do you overcome these privacy and security problems?  
 
8. What kind of strategies do you recommend for instructors to apply to protect 
themselves and their students in online learning environments? 
 
9. What kind of strategies do you recommend for students to apply to protect 
themselves in online learning environments? 
 
10. What is your future plan or project in terms of improving privacy & security in 
online learning environments? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
