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ALGORITHMS FOR CHECKING ZERO-DIMENSIONAL
COMPLETE INTERSECTIONS
MARTIN KREUZER, LE NGOC LONG AND LORENZO ROBBIANO
ABSTRACT. Given a 0-dimensional affine K -algebra
R = K[x1, . . . , xn]/I , where I is an ideal in a polynomial
ring K[x1, . . . , xn] over a field K , or, equivalently, given
a 0-dimensional affine scheme, we construct effective algo-
rithms for checking whether R is a complete intersection at
a maximal ideal, whether R is locally a complete intersec-
tion, and whether R is a strict complete intersection. These
algorithms are based on Wiebe’s characterization of 0-dimen-
sional local complete intersections via the 0-th Fitting ideal
of the maximal ideal. They allow us to detect which gen-
erators of I form a regular sequence resp. a strict regular
sequence, and they work over an arbitrary base field K .
Using degree filtered border bases, we can detect strict com-
plete intersections in certain families of 0-dimensional ideals.
1. Introduction. Regular sequences and complete intersections play
a fundamental role in Commutative Algebra and Algebraic Geometry.
Given an ideal I in a polynomial ring P = K[x1, . . . , xn] over a field K ,
e.g., the vanishing ideal of an affine or projective scheme, it is there-
fore an important algorithmic task to check whether I is a complete
intersection ideal, that is, whether I can be generated by ht(I) poly-
nomials. Equivalently, we call R = P/I a complete intersection ring
in this case. Several approaches have been developed to tackle this
problem effectively for special classes of ideals.
For instance, if the ring R = P/I is local, based on a description
of the structure of the R -algebra TorR(K,K) in [18], characteriza-
tions of the complete intersection property using the Hilbert series of
TorR(K,K) were developed in [3] and [7]. However, this approach
requires the calculation of the Hilbert series of a non-commutative al-
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gebra. Furthermore, in the local setting, complete intersections were
characterized in [19] using the freeness of the conormal module I/I2
and the finiteness of the projective dimension of I . Again, these con-
ditions are not easy to check algorithmically. In a similar vein, if the
base field K has characteristic zero, one can use techniques based on
the Ka¨hler differential module Ω1R/K , as in [4], or on Ka¨hler differ-
ents, as in [9], but they are neither general enough for our purposes
nor do they lend themselves to a generalization for families of ideals.
Finally, let us mention that effective algorithms have been developed
in [5] for checking the complete intersection property of toric ideals
defining affine semigroup rings.
In this paper we are interested in algorithms for checking the locally
complete intersection property and the strict complete intersection
property for a 0-dimensional ideal I in P = K[x1, . . . , xn] , where
K is an arbitrary field. In other words, we want to check these
properties for a 0-dimensional affine K -algebra of the form P/I . In the
language of Algebraic Geometry, the scheme X = Spec(P/I) is then a
0-dimensional affine scheme, and R = P/I is its affine coordinate ring.
Notice that every 0-dimensional projective scheme can be embedded
into a basic affine open subset of Pn after possibly extending the field K
slightly. Then we can readily move between the languages of affine and
projective geometry by using homogenization and dehomogenization.
For reasons which will become clear shortly, we prefer the affine setting
in this paper. In any case, 0-dimensional affine K -algebras R = P/I
have been used in many areas besides Algebraic Geometry, for instance
in algebraic statistics, algebraic biology, etc.
Our main algorithms check whether a 0-dimensional affine K -alge-
bra R = P/I is locally a complete intersection or a strict complete
intersection. They are based on a characterization of local complete in-
tersections by H. Wiebe in [20], where it is shown that a 0-dimensional
local ring is a complete intersection if and only if the 0-th Fitting
ideal of its maximal ideal is non-zero. Given a 0-dimensional affine
K -algebra R = P/I whose defining ideal I has a primary decomposi-
tion I = Q1∩· · ·∩Qs , this characterization can be applied right off the
bat, because the localizations are of the form P/Qi , and hence again
0-dimensional local affine K -algebras. For checking the strict complete
intersection property, we use the graded ring grF (R) with respect to the
degree filtration F instead. It has a presentation grF (R) = P/DF(I),
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where the degree form ideal DF(I) is homogeneous and 0-dimensional
(see [13], Def. 4.2.13).
Now let us describe the contents of this paper in detail. In Section 2
we start by recalling some basic properties of a 0-dimensional scheme X
embedded in an affine space AnK , where K is an arbitrary field. In
particular, besides recalling the degree filtration and the affine Hilbert
function of the affine coordinate ring RX = P/IX of X , where IX is the
vanishing ideal of X in P = K[x1, . . . , xn] and K is a field, we recall
the degree form ideal DF(IX), the associated graded ring grF (RX), and
mention their connection to the Rees algebra RF (RX) and to Macaulay
bases of IX .
Then the main part of the paper starts in Section 3. After defining
what we mean by a complete intersection at a maximal ideal and by
the property of being locallly a complete intersection, we recall Wiebe’s
characterization mentioned above (see [20], Satz 3). The central tool
for computing the 0-th Fitting ideal needed in this characterization is
given in Proposition 3.3. For a maximal ideal M of P and an M-
primary ideal Q , it suffices to write the generators of Q in terms
of a regular sequence generating M and to compute the maximal
minors of the coefficient matrix. As an immediate consequence, we
obtain Algorithm 3.4 for checking if a 0-dimensional affine K -algebra
RX = P/IX is a complete intersection at a maximal ideal, and by
combining this with the computation of a primary decomposition
of IX , we get an algorithm for checking whether RX is locally a
complete intersection. Moreover, the non-zero minors provide us with
regular sequences generating QPM , as Proposition 3.7 shows. Suitable
examples at the end of the section illustrate the merits and some hidden
features of these algorithms.
In Section 4 further notions are recalled. More precisely, strict regu-
lar sequences, strict Gorenstein rings, and strict complete intersections
enter the game. In particular, the ideal IX is called a strict complete
intersection if its degree form ideal DF(IX) is generated by a homoge-
neous regular sequence. Since the graded ring grF (RX) = P/DF(IX)
is 0-dimensional and local, we can use Proposition 3.3 and Wiebe’s re-
sult again to construct Algorithm 4.4 for checking the strict complete
intersection property. Moreover, we also get a description of which
generators of IX form a strict regular sequence (see Corollary 4.5) and
illustrate everything via some explicit examples.
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In the last section of the paper, we present a second algorithm for
checking the strict complete intersection property via border bases
which generalizes to certain families of 0-dimensional ideals. Based
on the notion of a degree filtered K -basis of RX , we define degree
filtered O -border bases. They have several nice characterizations,
the most useful one here being the property that the degree forms of
the border basis polynomials form an O -border basis of the degree
form ideal (see Proposition 5.3). Then we obtain Algorithm 5.4
which checks for the strict complete intersection property using a
degree filtered border basis. This version allows us to detect all strict
complete intersections within certain families of 0-dimensional ideals,
as illustrated by Example 5.5 and applied further in [11]. Finally, in
Remark 5.6, we compare the algorithms of this paper with the methods
based on Jacobian matrices, Ka¨hler differentials, and Ka¨hler differents
mentioned above.
All examples in this paper were computed using the computer
algebra system CoCoA (see [2]). Unless explicitly stated otherwise, we
adhere to the notation and definitions provided in [12], [13], and [14].
2. Zero-Dimensional Affine Schemes. In the following we al-
ways work over an arbitrary field K and let AnK be the affine n-space
over K . We fix a coordinate system, so that the affine coordinate ring
of AnK is given by the polynomial ring P = K[x1, . . . , xn] . Thus a 0-
dimensional subscheme X of AnK is defined by a 0-dimensional ideal IX
in P, and its affine coordinate ring is RX = P/IX . Consequently, the
vector space dimension µ = dimK(RX) is finite and equal to the length
of the scheme X .
Since we are keeping the coordinate system fixed at all times, we
have further invariants of X . Recall that the degree filtration
F˜ = (FiP )i∈Z on P is given by FiP = {f ∈ P \{0} | deg(f) ≤ i}∪{0}
for all i ∈ Z . Then the induced filtration F = (FiRX)i∈Z , where
FiRX = FiP/(FiP ∩ IX), is called the degree filtration on RX . It is
easy to see that the degree filtration on RX is increasing, exhaustive
and orderly in the sense that every element f ∈ RX\{0} has an order
ordF (f) = min{i ∈ Z | f ∈ FiRX \ Fi−1RX} .
Definition 2.1. Let X be a 0-dimensional subscheme of AnK as above.
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(a) The map HFa
X
: Z −→ Z given by i 7→ dimK(FiRX) is called
the affine Hilbert function of X .
(b) The number ri(RX) = min{i ∈ Z | HF
a
X
(j) = µ for all j ≥ i}
is called the regularity index of X .
(c) The first difference function ∆HFa
X
(i) = HFa
X
(i)− HFa
X
(i − 1)
of HFa
X
is called the Castelnuovo function of X , and the
number ∆X = ∆HF
a
X
(ri(RX)) is the last difference of X .
It is well-known that HFa
X
satisfies HFa
X
(i) = 0 for i < 0 and
1 = HFa
X
(0) < HFa
X
(1) < · · · < HFa
X
(ri(RX)) = µ
as well as HFa
X
(i) = µ for i ≥ ri(RX). The affine Hilbert function of X
is related to the following objects.
Definition 2.2. Let X be a 0-dimensional subscheme of AnK as above.
(a) For every polynomial f ∈ P \{0} , its homogeneous component
of highest degree is called the degree form of f and is denoted
by DF(f).
(b) The ideal DF(IX) = 〈DF(f) | f ∈ IX\{0}〉 is called the degree
form ideal of IX .
(c) The ring gr
F˜
(P ) =
⊕
i∈Z FiP/Fi−1P is called the associated
graded ring of P with respect to F˜ .
(d) The ring grF(RX) =
⊕
i∈Z FiRX/Fi−1RX is called the associ-
ated graded ring of RX with respect to F .
(e) For an element f ∈ RX \ {0} of order d = ordF(f), the residue
class LF(f) = f + Fd−1RX in grF (RX) is called the leading
form of f with respect to F .
We observe that in our setting the associated graded ring grF(RX)
is a 0-dimensional local ring whose maximal ideal is generated by the
residue classes of the indeterminates. Its K -vector space dimension is
given by
dimK(grF (RX) =
∞∑
i=0
dimK(FiRX/Fi−1RX) = dimK(RX)
For actual computations involving the associated graded ring and
leading forms, we can use the following observations.
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Remark 2.3. Notice that there is a canonical isomorphism of graded
K -algebras gr
F˜
(P ) ∼= P which allows us to identify grF (RX)
∼=
P/DF(IX) (see [13], Props. 6.5.8 and 6.5.9).
In order to represent the leading form of a non-zero element f ∈ RX
as a residue class in P/DF(IX), we first have to represent f by a
polynomial F ∈ P with deg(F ) = ordF (f). This can, for instance, be
achieved by taking any representative F˜ ∈ P of f and computing the
normal form F = NFσ,IX(F˜ ) with respect to a degree compatible term
ordering σ . Then the degree form DF(F ) represents the leading form
LFF (f) with respect to the isomorphism grF (RX)
∼= P/DF(IX).
The affine Hilbert function of X and the (usual) Hilbert function
of grF(RX) are connected by
HFa
X
(i) =
i∑
j=0
HFgr
F
(RX)(j) and ∆HF
a
X
(i) = HFgr
F
(RX)(i)
for all i ≥ 0. Since the Hilbert function of grF (RX) can be calculated
using a suitable Gro¨bner basis of IX (see [13], Section 4.3), this formula
allows us to compute the affine Hilbert function of X .
The ring RX and its graded ring grF (RX) are connected by the
following flat family. (For further details and proofs, see [13], Section
4.3.B.)
Remark 2.4. Let x0 be a further indeterminate.
(a) The ring R
F˜
(P ) =
⊕
i∈Z FiP · x
i
0 is called the Rees algebra
of P with respect to F˜ . Every non-zero homogeneous element
of the Rees algebra is of the form f · xd+j0 with d = deg(f)
and j ≥ 0. By identifying it with the polynomial fhom · xj0 ,
we obtain an isomorphism of graded K[x0] -algebras RF˜ (P )
∼=
K[x0, x1, . . . , xn] =: P . Here f
hom is the usual homogenization
fhom = x
deg(f)
0 · f(
x1
x0
, . . . , xnx0 ).
(b) Similarly, using the degree filtration F on RX , we have the
Rees algebra RF (RX) =
⊕
i∈Z FiRX · x
i
0 . Now we let
Ihom
X
= 〈fhom | f ∈ IX \ {0}〉 be the homogenization of IX .
Then the above isomorphism induces an isomorphism of graded
K[x0] -algebras RF (RX) ∼= P/I
hom
X
=: Rhom
X
.
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Geometrically speaking, the ring Rhom
X
is the homogeneous
coordinate ring of the 0-dimensional scheme obtained by em-
bedding X = Spec(P/IX) ⊂ A
n
K into the projective n-space
via AnK
∼= D+(x0) ⊂ P
n .
(c) The ring Rhom
X
is a free (and hence flat) K[x0] -module. The
elements x0 and x0− 1 are non-zerodivisors for R
hom
X
, and we
have canonical isomorphisms
Rhom
X
/〈x0 − 1〉 ∼= RX and R
hom
X
/〈x0〉 ∼= grF (RX)
In other words, the algebra homomorphism K[x0] −→ R
hom
X
defines a flat family whose special fiber is grF (RX) and whose
general fiber is RX .
(d) A set {f1, . . . , fs} ⊆ IX with DF(IX) = 〈DF(f1), . . . ,DF(fs)〉
is called aMacaulay basis of IX . In this case the polynomials
generate IX and we have I
hom
X
= 〈fhom1 , . . . , f
hom
s 〉 (see [13],
Thm. 4.3.19).
3. Locally Complete Intersections. In this section we analyse a
property of a 0-dimensional subscheme X of AnK , namely the property
of being locally a complete intersection. For this purpose, we continue
to use the definitions and notation introduced in the preceding section.
Recall that a 0-dimensional local ring of the form PM/I with a field K ,
a maximal ideal M , and a 0-dimensional ideal I , is called a complete
intersection if I can be generated by a regular sequence of length n
in PM . In our setting, the following versions of this notion will be
considered.
Definition 3.1. Let X be a 0-dimensional subscheme of AnK as above,
let IX = Q1 ∩ · · · ∩ Qs be the primary decomposition of IX , and let
m1, . . . ,ms be the maximal ideals of RX .
(a) The scheme X is called a complete intersection at mi if the
local ring (RX)mi
∼= P/Qi is a complete intersection.
(b) We say that X is a locally complete intersection scheme
if it is a complete intersection at mi for each i ∈ {1, . . . , s} .
In the following we are looking for characterizations of 0-dimensional
locally complete intersection schemes which can be checked algorithmi-
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cally. Our approach is inspired by the following result of H. Wiebe
(cf. [20], Satz 3). Here the i -th Fitting ideal of a module M is de-
noted by Fitti(M). (For a definition and basic properties of Fitting
ideals, see [16], Appendix D.)
Proposition 3.2. Let R be a local ring with maximal ideal m . Then
the following conditions are equivalent.
(a) The ring R is a 0-dimensional complete intersection.
(b) We have Fitt0(m) 6= 〈0〉 .
Now we turn this characterization into an algorithm by specifying
a way to compute the 0-th Fitting ideal of the maximal ideal in the
setting of this paper. The next proposition provides the central tool
for this algorithm. Recall that a maximal ideal in the polynomial ring
can always be generated by a regular sequence of length n (see [14],
Cor. 5.3.14).
Proposition 3.3. Let P = K[x1, . . . , xn] , let M be a maximal ideal
of P , and let {g1, . . . , gn} be a regular sequence which generates M .
Then let Q ⊂ P be an M-primary ideal, let {f1, . . . , fr} be a system of
generators of Q , let R = P/Q , and let m = M/Q . For j = 1, . . . , r ,
write fj =
∑n
i=1 aijgi , and form the matrix W ∈ Matn,r(P ) of size
n × r whose columns are given by
∑n
i=1 aijei for j = 1, . . . , r . Then
the 0-th Fitting ideal Fitt0(m) is generated by the residue classes in R
of the minors of order n of the matrix W .
Proof. Notice that we have r ≥ n , since the height of Q is n . A
presentation of the P -module m is given by ε : Pn −→ m with
ε(ei) = g¯i for i = 1, . . . , n . Let us first show that the kernel of ε is
generated by the elements in the set
{giej − gjei | 1 ≤ i < j ≤ n} ∪ {
∑n
i=1aijei | j = 1, . . . , r} (∗)
It is clear that all these elements are contained in Ker(ε). Conversely,
let
∑n
i=1 biei ∈ Ker(ε). Then
∑n
i=1 bigi ∈ Q implies that there exist
polynomials ck ∈ P such that
∑n
i=1 bigi =
∑r
k=1 ckfk . Then we have
the equality
∑n
i=1(bi−
∑r
k=1 ckaik) gi = 0, and the fact that the syzygy
module of a regular sequence is generated by the trivial syzygies implies
that the element
∑n
i=1(bi −
∑r
k=1 ckaik) ei is contained in the module
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generated by the first set in (∗). Therefore
∑n
i=1 biei is in the module
generated by the two sets in (∗).
It follows that the ideal Fitt0(m) is generated by the residue classes
in R = P/Q of the minors of order n of the matrix V whose columns
are given by the tuples in (∗). It remains to show that all minors of V
which involve a column corresponding to a trivial syzygy belong to Q .
For this, we may assume that there exist a number k ∈ {1, . . . , n− 1}
and indices 1 ≤ j1 < · · · < jk ≤ n such that the columns of
type (a1j , . . . , anj)
tr involved in the minor are exactly the columns
j1, . . . , jk , and the remaining columns correspond to trivial syzygies.
W.l.o.g. let the last column correspond to the trivial syzygy gλeκ−gκeλ
with 1 ≤ κ < λ ≤ n . Then the tuple (g1, . . . , gn) is a solution of the
linear system

a1j1 · · · · · · · · · · · · · · · anj1
...
...
...
a1jk · · · · · · · · · · · · · · · anjk
0 gλ′ · · · −gκ′ · · · · · · 0
...
...
...
0 · · · gλ · · · −gκ · · · 0


·


z1
...
zn

 =


fj1
...
fjk
0
...
0


where the rows of the left-hand side matrix are the columns of V
corresponding to the chosen minor. If the determinant of the matrix
M on the left-hand side is zero, there is nothing to show. Hence we
may assume that it is non-zero, and since P is an integral domain, the
system has a unique solution (g1, . . . , gn) given by Cramer’s Rule. In
particular, we have
det(M) · gλ = det


a1j1 · · · · · · · · · fj1 · · · anj1
...
...
...
...
a1jk · · · · · · · · · fjk · · · anjk
0 gλ′ · · · −gκ′ 0 · · · 0
...
...
...
...
0 · · · gλ · · · 0 · · · 0


Developing the determinant on the right-hand side first via the last row
and then via the λ-th column yields det(M) · gλ ∈ gλ · 〈fj1 , . . . , fjk〉 .
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Since gλ is a non-zerodivisor in P , we can cancel it. Then we obtain
det(M) ∈ 〈fj1 , . . . , fjk〉 ⊆ Q , and this finishes the proof. 
By applying this proposition to a local ring P/Q , we can formulate
an algorithm to check whether P/Q is a complete intersection.
Algorithm 3.4. (Checking a Complete Intersection at m)
Let P = K[x1, . . . , xn] , let M be a maximal ideal of P , and let
{g1, . . . , gn} be a regular sequence which generates M . Then let Q ⊂ P
be an M-primary ideal, and let {f1, . . . , fr} be a system of generators
of Q . The following instructions define an algorithm which checks
whether QPM is generated by a regular sequence and returns the
corresponding Boolean value.
(1) For j = 1, . . . , r , write fj =
∑n
k=1 akjgk .
(2) Form the matrix W of size n× r whose columns are given by∑n
k=1 akjek .
(3) Calculate the tuple of residue classes in P/Q of the minors of
order n of W. If the result is different from (0, . . . , 0) , return
TRUE. Otherwise, return FALSE and stop.
Proof. In view of Proposition 3.2, it suffices to show that Steps (2)
and (3) calculate the ideal Fitt0(M/Q). This follows from Proposi-
tion 3.3. 
Remark 3.5. For checking if an ideal in P is maximal, and if this is
the case, to compute a regular sequence which generates it, we refer
the reader to the algorithms in [14], Ch. 5 and [1].
A solution for the task of checking whether a 0-dimensional scheme
is locally a complete intersection scheme follows easily.
Algorithm 3.6. (Checking Locally Complete Intersections)
Let X be a 0-dimensional scheme in AnK , and let P/IX be the affine
coordinate ring of X . The following instructions define an algorithm
which checks whether X is locally a complete intersection and returns
the corresponding Boolean value.
(1) Compute the primary decomposition IX = Q1 ∩ · · · ∩ Qs of the
ideal IX .
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(2) For i = 1, . . . , s , check whether P/Qi is a complete intersection
ring using Algorithm 3.4. If the answer is TRUE for every i ∈ {1, . . . s} ,
return TRUE. Otherwise, return FALSE.
If the result of Algorithm 3.4 is TRUE, then a more careful examina-
tion of Step (4) produces the following extra information.
Proposition 3.7. In the setting of Algorithm 3.4, the following con-
ditions are equivalent.
(a) The residue class in P/Q of the minor involving columns
(j1, . . . , jn) of the matrix W is non-zero.
(b) The polynomials fj1 , . . . , fjn form a regular sequence in PM
which generates QPM .
Moreover, if fj1 , . . . , fjn satisfy the equivalent conditions above, and if
we have Rad(〈fj1 , . . . , fjn〉) = M , then 〈fj1 , . . . , fjn〉 = Q .
Proof. Since (b)⇒(a) follows immediately from Algorithm 3.4, let
us prove that (a)⇒(b). First, we show that QPM is generated by
{fj1 , . . . , fjn} . By Algorithm 3.4, we know that there exist polynomials
h1, . . . , hn ∈ P such that (h1, . . . , hn) is a regular sequence in PM
which generates QPM . For k = 1, . . . , n , we write hk =
∑n
ℓ=1 bℓkgℓ
and fjk =
∑n
ℓ=1
cℓk
ak
hℓ with some polynomials ak, bℓk, cℓk ∈ P such that
ak /∈ M . Then det(b¯ℓk) is a non-zero element of the ring P/Q which
generates the socle of this ring (cf. [20], Satz 3). Moreover, we have the
equality fjk =
∑n
m=1(
∑n
ℓ=1 bmℓ
cℓk
ak
) gm . By the hypothesis, also the
residue class of the element det((
∑n
ℓ=1 bmℓ
cℓk
ak
)m,k) = det(bℓk) ·det(
cℓk
ak
)
is non-zero in P/Q . Since we know that det(b¯ℓk) generates the socle
of P/Q , the element det( c¯ℓka¯k ) is invertible in this ring. Hence we
have det( cℓkak ) /∈ MPM , and thus the matrix (
cℓk
ak
)ℓ,k is invertible
over PM . Consequently, also {fj1 , . . . , fjn} generates QPM , and the
fact that (fj1 , . . . , fjn) is a regular sequence in PM follows from [6],
Theorem 2.1.2.
To prove the last claim, we let Q′ = 〈fj1 , . . . , fjn〉 . If the two
equivalent conditions are satisfied, we have Q′PM = QPM . Then
Rad(〈fj1 , . . . , fjn〉)= M means that Q
′ is an M-primary ideal, and we
conclude that Q′ = Q . 
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Let us see some examples which illustrate Algorithm 3.4 and Propo-
sition 3.7.
Example 3.8. Let P = Q[x] , M = 〈x〉 , and Q = 〈x(x−1), x(x−2)〉 .
Let us apply Algorithm 3.4 to check whether the ring R = P/Q is a
local complete intersection at M .
The residue classes modulo Q of the 1-minors of W are −1 and
−2. Hence we deduce that QPM is generated by a regular sequence.
Since Q = M , it is clear that both x(x − 1) and x(x − 2) generate
QPM . However, neither of these polynomials generates Q . Moreover,
observe that 〈x(x − 1)〉 = Q ∩ 〈x− 1〉 and 〈x(x − 2)〉 = Q ∩ 〈x− 2〉 .
Example 3.9. Let K = Q , let P = K[x, y, z] , and let X be the
0-dimensional subscheme of A2K defined by the ideal IX = 〈f1, . . . , f4〉 ,
where f1 = z
2−y , f2 = x
2−2xz+y , f3 = yz−z−1, and f4 = y
2−y−z .
The calculation of the primary decomposition of IX yields that IX is
a primary ideal and its radical is the maximal ideal M = 〈x−z, y−z2,
z3 − z − 1〉 . Here the polynomials g1 = x − z , g2 = y − z
2 , and
g3 = z
3−z−1 form a regular sequence which generates M . Let us use
Algorithm 3.4 to check whether X is a complete intersection scheme.
Thus we represent f1, . . . , f4 as required by Step (2) of the algorithm
and get the matrix
W =

 0 x− z 0 0−1 1 z z2 + y − 1
0 0 1 z


The tuple of residue classes in the ring P/IX of the minors of order 3
of W is (x¯ − z¯, x¯z¯ − y¯, 0, −x¯y¯ + x¯ + 1). Therefore we deduce from
Algorithm 3.4 that the scheme X is locally a complete intersection.
By Proposition 3.7, there are three triples of polynomials {f1, f2, f3} ,
{f1, f2, f4} , {f2, f3, f4} with the property that each triple forms a reg-
ular sequence in PM which generates IXPM , since the residue classes
of the corresponding minors are non-zero in P/IX .
It is interesting to observe that the two triples {f1, f2, f3} and
{f2, f3, f4} generate ideals whose radical is M , hence they generate
IX according to the last claim of Proposition 3.7. On the other hand,
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the triple {f1, f2, f4} does not generate IX , since we have the equality
〈f1, f2, f4〉 = IX ∩ 〈z, y, x
2〉 .
Example 3.10. Let K = Q , let P = K[x, y] , and let Q = 〈f1, f2, f3〉 ,
where f1 = y
3 − x2 , f2 = x
3 − x2y , and f3 = x
2y2 . It turns out
that the ideal Q is a 0-dimensional M-primary ideal for the maximal
ideal M = 〈x, y〉 . We represent f1, f2, f3 as required by Step (2) of
Algorithm 3.4 and get the matrix
W =
(
0 x2 − xy xy2
−y2 0 0
)
The tuple of residue classes in the ring P/Q of the minors of order 2
of W is (−x¯2y¯, 0, 0). Therefore (f1, f2) is a regular sequence in PM
which generates QPM . Notice that {f1, f2} does not generate Q ,
since we have the equality 〈f1, f2〉 = Q ∩ 〈x− 1, y − 1〉 .
4. Strict Complete Intersections via Macaulay Bases. As in
the preceding sections, we work over an arbitrary field K , we let X be
a 0-dimensional subscheme of AnK , and we denote the vanishing ideal
of X in P by IX . Recall that a 0-dimensional local ring S is said to
be Gorenstein if its socle, i.e., the annihilator of its maximal ideal n ,
is a 1-dimensional S/n-vector space. In this setting, we consider the
following properties of X .
Definition 4.1. Let X be a 0-dimensional subscheme of AnK .
(a) The scheme X is called a strict Gorenstein scheme if the
associated graded ring grF(RX)
∼= P/DF(IX) is Gorenstein.
(b) The scheme X is called a strict complete intersection
scheme if the degree form ideal DF(IX) is generated by a
homogeneous regular sequence.
Notice that in our setting the associated graded ring grF (RX) is a
0-dimensional local ring with maximal ideal 〈x¯1, . . . , x¯n〉 . The following
definition is useful to describe the vanishing ideal of a strict complete
intersection.
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Definition 4.2. Let f1, . . . , fr ∈ P \K . Then (f1, . . . , fr) is said to be
a strict regular sequence if (DF(f1), . . . ,DF(fr)) is a homogeneous
regular sequence.
Let us collect some basic properties of 0-dimensional strict complete
intersection schemes.
Proposition 4.3. Let X be a 0-dimensional subscheme of AnK .
(a) If X is a strict complete intersection scheme, then there exist
f1, . . . , fn ∈ IX such that DF(IX) = 〈DF(f1), . . . ,DF(fn)〉 .
(b) Let f1, . . . , fn ∈ IX be a strict regular sequence such that we
have DF(IX) = 〈DF(f1), . . . ,DF(fn)〉 . Then (f1, . . . , fn) is
a regular sequence which generates IX . In particular, every
strict complete intersection scheme X is locally a complete
intersection scheme.
(c) Every strict complete intersection scheme X is a strict Goren-
stein scheme, and every locally complete intersection scheme X
is a locally Gorenstein scheme.
Proof. First we show (a). Since every non-zero homogeneous element
of DF(IX) is a degree form, it follows that DF(IX) can be generated
by a regular sequence of the form (DF(f1), . . . ,DF(fn)).
The first claim in (b) is, for instance, shown in [8], Lemma 1.8 and
Prop. 1.9. The second claim is then a consequence of the observation
that RX is semi-local and its local rings satisfy P/Qi ∼= (RX)mi
∼=
PMi/〈f1, . . . , fn〉PMi .
Finally, to prove (c), we note that every 0-dimensional local complete
intersection ring is Gorenstein (see for instance [6], Prop. 3.1.20). 
Recall that the Castelnuovo function of X is said to be symmetric
if we have ∆HFa
X
(ri(RX) − i) = ∆HF
a
X
(i) for all i ∈ Z . Now we are
ready to formulate the following algorithm.
Algorithm 4.4. (Checking Strict Complete Intersections, I)
Let X be a 0-dimensional scheme in AnK , and let RX = P/IX be
the affine coordinate ring of X . The following instructions define an
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algorithm which checks whether X is a strict complete intersection
scheme and returns the corresponding Boolean value.
(1) Compute a Macaulay basis of IX , i.e., compute polynomials
{f1, . . . , fr} in IX whose degree forms generate the degree form
ideal DF(IX) .
(2) Check if the Castelnuovo function of grF(RX)
∼= P/DF(IX) is
symmetric. If this is not the case, return FALSE and stop.
(3) For j = 1, . . . , r , write DF(fj) =
∑n
i=1 aijxi . Form the
matrix W of size n×r whose columns are given by
∑n
i=1 aijei
for j = 1, . . . , r .
(4) Calculate the tuple of the residue classes in P/DF(IX) of the
minors of order n of W . If one of these residue classes is
non-zero, return TRUE. Otherwise, return FALSE.
Proof. As every strict complete intersection is a strict Gorenstein
scheme, Step (2) produces the correct answer if the affine Hilbert
function of X is not symmetric. By the preceding proposition, Steps (3)
and (4) compute a tuple of elements of P/DF(IX) whose entries
generate the 0-th Fitting ideal of the maximal ideal 〈x¯1, . . . , x¯n〉 of
that ring. Thus the correctness of the answer in Step (4) follows from
Proposition 3.3. 
In Proposition 3.7 we described a condition under which we can
obtain a regular sequence which generates QPM . Here we can do
better.
Corollary 4.5. In the setting of Algorithm 4.4, the following condi-
tions are equivalent.
(a) The residue class of the minor involving columns (j1, . . . , jn)
of the matrix W is non-zero.
(b) The polynomials (fj1 , . . . , fjn) form a strict regular sequence
which generates the ideal IX .
Proof. The proof is analogous to the proof of Proposition 3.7. The
main difference is that in the proof of (a)⇒(b) of that proposition we
show that det(cℓk) is not contained in MPM . On the other hand, in the
current setting the determinant det(cℓk) is a homogeneous polynomial,
16 M. KREUZER, L.N. LONG AND L. ROBBIANO
and M is the ideal generated by the indeterminates. Consequently,
det(cℓk) is a non-zero constant, and hence invertible in P . 
The next examples show Algorithm 4.4 and Corollary 4.5 at work.
Example 4.6. Let K = Q , let P = K[x, y, z] , and let X be the
reduced subscheme of A3K consisting of the eight points p1 = (0, 0, 0),
p2 = (1, 1, 1), p3 = (−1, 1,−1), p4 = (2, 4, 8), p5 = (−2, 4,−8),
p6 = (3, 9, 27), p7 = (−3, 9,−27), and p8 = (4, 16, 64) on the twisted
cubic curve T = {(t, t2, t3) ∈ A3K | t ∈ K} . The reduced DegRevLex -
Gro¨bner basis of the vanishing ideal IX is
{y2 − xz, xy − z, x2 − y,
yz2 − 215z
3 + 49xz + 985 yz − 14z
2 + 3365 x− 36y −
260
3 z,
xz2 − 130z
3 − 9110yz −
96
5 x+
82
3 z,
z4 − 4185 z
3 + 6699xz + 614465 yz −1408z
2+ 2106725 x−5292y−54340z}
and hence DF(IX) = 〈y
2 − xz, xy, x2, yz2 − 215z
3, xz2 − 130z
3, z4〉 .
In Step (2) we calculate the Castelnuovo function (1, 3, 3, 1) and
notice that it is symmetric.
Next we write the generators of DF(IX) in the form y
2 − xz =
(−z)x+ (y)y + (0)z , etc., and get the matrix
W =

 −z y x 0 0 0y 0 0 0 0 0
0 0 0 yz − 215z
2 xz − 130z
2 z3


Since the residue classes of all maximal minors of W are zero in
P/DF(IX), we conclude that X is not a strict complete intersection
scheme. Notice, however, that we can use [10], Algorithm 4.6 and
Theorem 6.8 to check that X is a strict Gorenstein scheme.
A positive answer is obtained in the following case.
Example 4.7. Let K = Q , let P = K[x, y] , let f1 = x
3 − x −
2y5 + 4y4 − 2y3 + 4y2 − 1, f2 = xy − y
5 + 2y4 − y3 + 2y2 , and
f3 = y
7 − 4y6 + 5y5 − 4y4 + 4y3 − y , and let X be the 0-dimensional
subscheme of A2K defined by IX = 〈f1, f2, f3〉 . Then the reduced
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DegRevLex-Gro¨bner basis of IX turns out to be
G = (y5−2y4+y3−xy−2y2, x3−2xy−x−1, xy3−2xy2−y, x2y−y3−y)
and hence we have DF(IX) = 〈y
5, x3, xy3, x2y − y3〉 .
In Step (2) we get the Castelnuovo function (1, 2, 3, 2, 1) which is
symmetric. Next we write y5 = (0)x+ (y4)y , etc., and get the matrix
W =
(
0 x2 y3 0
y4 0 0 x2 − y2
)
Here the tuple of residue classes in P/DF(IX) of the minors of order 2
of W is given by (0, 0, 0, 0, −y¯4, 0), and therefore X is a strict
complete intersection scheme.
Notice that the non-zero minor of order 2 is obtained by selecting the
second and the fourth column of W . The corresponding polynomials
satisfy DF(g2) = x
3 and DF(g4) = x
2y − y3 . They form a regular
sequence which generates DF(IX). In particular, note that we have
y5 = (xy)x3+(−x2−y2)(x2y−y3) and xy3 = (y)x3+(−x)(x2y−y3).
Hence the polynomials g2 = x
3− 2xy−x− 1 and g4 = x
2y− y3− y
form a strict regular sequence. It turns out that
f1 = (−2xy + 1) g2 + (2x
2 + 2y2 − 4y) g4
f2 = (−xy) g2 + (x
2 + y2 − 2y) g4
f3 = (xy
3 − 2xy2 + y) g2 + (−x
2y2 − y4 + 2x2y + 4y3 − 4y2 − x) g4
5. Strict Complete Intersections via Border Bases. In this
section we continue to work in the setting defined at the beginning of
Section 2. Our goal is to construct another algorithm for checking the
strict complete intersection property which is based on the computation
of a degree filtered border basis of IX . This algorithm has the advantage
of allowing us to check which ideals in certain families of ideals are
strict complete intersections (see Example 5.5 and [11]). First of all,
we define the following useful kind of vector space bases of RX .
Definition 5.1. A tuple B = (b1, . . . , bµ) ∈ R
µ
X
is said to be a degree
filtered K -basis of RX if the set FiB = B ∩ FiRX is a K -basis
of FiRX for every i ∈ Z and if ordF (b1) ≤ · · · ≤ ordF(bµ).
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In addition to these properties, we may (and shall) assume that
b1 = 1 in each degree filtered K -basis of RX . For a discussion of
this notion, we refer to [10], Remark 2.10 and Example 2.11. Degree
filtered bases of RX can be characterized as follows.
Proposition 5.2. Let X be a 0-dimensional subscheme of AnK as
above, and let B = (b1, . . . , bµ) ∈ R
µ
X
with ordF (b1) ≤ · · · ≤ ordF (bµ) .
Then the following conditions are equivalent.
(a) The tuple B is a degree filtered K -basis of RX .
(b) The leading form tuple LF(b1), . . . ,LF(bµ) is a K -basis of the
graded ring grF (RX)
∼= P/DF(IX) .
(c) There exist polynomials f1, . . . , fµ ∈ P such that bi = fi + IX
for i = 1, . . . , µ and Bhom = (fhom1 + I
hom
X
, . . . , fhomµ + I
hom
X
)
is a K[x0]-module basis of R
hom
X
.
Proof. To show that (a) implies (b), we note that dimK(grF(RX)) =
dimK(RX) implies that it suffices to prove linear independence. As-
sume that there exists a tuple (a1, . . . , aµ) ∈ K
µ \ {0} such that
we have a1 LF(b1) + · · · + aµ LF(bµ)= 0. Since the elements LF(bi)
are homogeneous in the graded ring grF (RX), we may assume that
there is a degree d such that ai = 0 for ordF (bi) 6= d . Let
k, k + 1, . . . , ℓ ∈ {1, . . . , µ} be the indices for which ordF(bi) = d .
Then ak LF(bk) + · · · + aℓ LF(bℓ) = 0 implies akbk + · · · + aℓbℓ ∈
Fd−1RX = 〈b1, . . . , bk−1〉K , in contradiction to the linear independence
of FdB = (b1, . . . , bℓ).
To prove that (b) implies (c), we choose fi ∈ P such that bi = fi+IX
and deg(fi) = ordF(bi) for i = 1, . . . , µ . (If fi does not satisfy the
second condition, replace it by NFσ,IX(fi) for some degree compatible
term ordering σ .) Then we have LF(bi) = DF(fi) + DF(IX) for
i = 1, . . . , µ . Now the claim is a consequence of Remark 2.4.c and
DF(fi) = f
hom
i (0, x1, . . . , xn) for i = 1, . . . , µ .
Finally we show that (c) implies (a). In view of the isomorphisms
in Remark 2.4.c, the elements bi = fi + IX = f
hom
i (1, x1, . . . , xn) + IX
with i ∈ {1, . . . , µ} form a K -basis of RX , and the elements
LF(bi) = DF(fi) + DF(IX) = f
hom
i (0, x1, . . . , xn) + DF(IX)
with i ∈ {1, . . . , µ} form a K -basis of grF(RX). From the latter
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property and the formula HFa
X
(i) =
∑i
j=0HFgrF (RX)(j) we deduce that
the number of elements in FiB equals HF
a
X
(i) for all i ≥ 0. Hence
FiB is a K -basis of FiRX for all i ≥ 0, and the proof is complete. 
An even more useful type of degree-filtered K -bases is described in
the following proposition. We recall that Tn = {xα11 · · ·x
αn
n | αi ≥ 0}
is the monoid of terms in P .
Proposition 5.3. Let O = {t1, . . . , tµ} be an order ideal of terms
in Tn such that deg(t1) ≤ · · · ≤ deg(tµ) . Let ∂O = {b1, . . . , bν} be the
border of O , and let G = {g1, . . . , gν} be an O -border prebasis of the
ideal IX , where we have gj = bj−
∑µ
i=1 γijti with γ1j , . . . , γµj ∈ K for
j = 1, . . . , ν . Then the following conditions are equivalent.
(a) The terms in O form a degree filtered K -basis of RX .
(b) The terms in O form a K -basis of grF (RX)
∼= P/DF(IX) .
(c) The ideal IX has an O -border basis and for all i ≥ 0 we have
HFa
X
(i) = #{j ∈ {1, . . . , µ} | deg(tj) = i} .
(d) The ideal IX has an O -border basis and we have bj ∈ DF(gj)
for j = 1, . . . , ν .
(e) The polynomials in DF(G) = {DF(g1), . . . ,DF(gν)} form an
O -border basis of DF(IX) , hence they generate DF(IX) .
If these conditions are satisfied, we say that G is a degree filtered
O -border basis of IX .
Proof. The equivalence of (a) and (b) was shown in Proposition 5.2.
The equivalence of (a) and (c) follows immediately from the definitions.
The equivalence of (b) and (d) follows from [15], Thm. 2.4. The
implication (b)⇒(e) was also shown in [15], Thm. 2.4, and (e)⇒(b)
holds by definition. 
Using a degree filtered border basis as described in the above propo-
sition, we can formulate another version of Algorithm 4.4 for checking
the strict complete intersection property.
Algorithm 5.4. (Checking Strict Complete Intersections, II)
Let X be a 0-dimensional scheme in AnK , let RX = P/IX be the
affine coordinate ring of X , and let µ = dimK(RX) . The following
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instructions define an algorithm which checks whether X is a strict
complete intersection and returns the corresponding Boolean value.
(1) Compute an order ideal O = (t1, . . . , tµ) in T
n such that IX
has a degree filtered O -border basis. Let ̺ = deg(tµ) .
(2) For i = 0, . . . , ̺ , find hi = #{j ∈ {1, . . . , µ} | deg(tj) = i} .
(3) For i = 0, . . . , ⌊̺ /2⌋ , check whether h̺−i = hi . If this is not
the case, return FALSE and stop.
(4) Let G = {g1, . . . , gν} be the O -border basis of IX . For
j = 1, . . . , ν , write DF(gj) =
∑n
i=1 hijxi with homogeneous
polynomials hij ∈ P .
(5) Form the matrix W of size n× ν whose columns are given by∑n
i=1 hijei for j = 1, . . . , ν .
(6) Calculate the tuple of residue classes in P/DF(IX) of the
minors of order n of W .
(7) If the result is different from (0, . . . , 0) , return TRUE. Otherwise
return FALSE.
Proof. By Step (1), the residue classes of the elements of O form a
K -basis of the ring P/DF(IX). Since every strict complete intersection
is a strict Gorenstein ring, we can stop in Step (3) if the Castelnuovo
function (h0, . . . , h̺ ) of this ring is not symmetric.
Now we use Algorithm 4.4 for the ring P/DF(IX). Notice that
the degree forms DF(g1), . . . ,DF(gν) generate DF(IX) by Propo-
sition 5.3.e. In Step (4) we write them as linear combinations
of x1, . . . , xn . Hence the correctness follows from Algorithm 4.4. 
Next example shows how the methods described in this paper allow
us to detect strict complete intersections within certain families of
0-dimensional schemes. For a more detailed discussion of this topic
see [11].
Example 5.5. Let K be a field, let P = K[x, y] , and let O be the
order ideal O = {1, y, x, xy} . According to [15], Example 3.8, the ideal
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I = 〈f1, f2, f3, f4〉 where
f1 = y
2 − (−c23c41c42 + c21c42c43 − c21c44 + c23)
−c21x− (−c21c42 − c41c44 + c43)y − c41xy,
f2 = x
2 − (−c34c41c42 + c32c41c44 − c32c43 + c34)
−(−c32c41 − c42c43 + c44)x− c32y − c42xy,
f3 = xy
2 − (c23c32c41 − c21c32c43 + c21c34)
−c23x− (c21c32 + c34c41)y − c43xy,
f4 = x
2y − (c21c34c42 − c21c32c44 + c23c32)
−(c21c32 + c23c42)x− c34y − c44xy,
is the defining ideal of the universal family of all subschemes of length
four of the affine plane which have the property that their coordinate
ring admits O as a vector space basis. The parameters c21 , c23 , c32 ,
c34 , c41 , c42 , c43 , and c44 are free. In other words, the family is
parametrized by an 8-dimensional affine space. Since the degree form
ideal DF(I) is generated by the degree forms of f1, f2, f3, f4 , we have
DF(I) = 〈y2 − c41xy, x
2 − c42xy, xy
2, x2y〉 . To compute the locus of
strict complete intersections in A8K , we write the generators of DF(I)
in the form
(−c41y)x+ (y)y, (x)x + (−c42x)y, (y
2)x+ (0)y, (xy)x + (0)y
We get the matrix
W =
(
−c41y x y
2 xy
y c42x 0 0
)
Then the only non-zero maximal minor of W modulo DF(I) is given by
(1− c41c42)xy . In conclusion, outside the hypersurface in A
8
K defined
by 1−c41c42 = 0, all ideals define a strict complete intersection scheme.
Finally, we note that one can also use the Ka¨hler different of RX
to check whether this ring is a strict complete intersection or locally a
complete intersection. However, this approach introduces constraints
on the characteristic of the base field. Let us formulate the characteri-
zations underlying the algorithms using Ka¨hler differents and leave the
details to the interested reader.
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Remark 5.6. Let X be a 0-dimensional subscheme of AnK , and let
RX = P/IX be the affine coordinate ring of X .
(a) The module of Ka¨hler differentials Ω1RX/K is given by the
presentation
Ω1RX/K
∼=
⊕n
i=1Pdxi/ (IX ·
⊕n
i=1Pdxi + 〈
∑n
i=1∂f/∂xi dxi | f ∈ IX〉)
(b) The Ka¨hler different ϑRX of the K -algebra RX is the ideal
in RX generated by residue classes of the maximal minors of
the Jacobian matrix Jac(f1, . . . , fr) = (∂fi/∂xj)i,j , where
{f1, . . . , fr} is a system of generators of IX . For further details
about Ka¨hler differents, see [16], § 10.
(c) The Ka¨hler different ϑgrF (RX) of the associated graded ring
grF(RX)
∼= P/DF(IX) is defined similarly.
(d) Suppose that char(K) does not divide µ . Then X is a strict
complete intersection if and only if ϑgrF (RX) is non-zero.
(e) Again, suppose that char(K) does not divide µ . Then X is
locally a complete intersection if and only if the image of ϑRX
in every local ring of RX is non-zero. (For instance, if we know
the principal idempotents f1, . . . , fs of RX , it suffices to check
that fi · ϑRX 6= 〈0〉 for i = 1, . . . , s .)
The following easy example shows that the assumption on the
characteristic of K is necessary for the approach via Ka¨hler differents to
work, while the approach based on Wiebe’s result (see Proposition 3.2)
works in general.
Example 5.7. Let p be a prime number, let K = Fp , let P = K[x] ,
and let X be the 0-dimensional subscheme of A1K defined by IX = 〈x
p〉 .
When we use Algorithm 4.4 to check whether X is a strict complete
intersection, we find the matrix W = (xp−1) whose determinant yields
the relation x¯p−1 ∈ grF (RX) \ {0} . Hence we conclude that X is a
strict complete intersection.
However, the Jacobian matrix is Jac(xp) = (0) and therefore we
have ϑgr
F
(RX) = 〈0〉 . Thus the Ka¨hler different does not yield the
correct answer.
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