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In this article, we present a concise and self-contained introduction to nonequilibrium
statistical mechanics with quantum field theory by considering an ensemble of interacting
identical bosons or fermions as an example. Readers are assumed to be familiar with the
Matsubara formalism of equilibrium statistical mechanics such as Feynman diagrams, the
proper self-energy, and Dyson’s equation. The aims are threefold: (i) to explain the fun-
damentals of nonequilibrium quantum field theory as simple as possible on the basis of
the knowledge of the equilibrium counterpart; (ii) to elucidate the hierarchy in describing
nonequilibrium systems from Dyson’s equation on the Keldysh contour to the Navier-Stokes
equation in fluid mechanics via quantum transport equations and the Boltzmann equation;
(iii) to derive an expression of nonequilibrium entropy that evolves with time. In stage (i),
we introduce nonequilibrium Green’s function and the self-energy uniquely on the round-
trip Keldysh contour, thereby avoiding possible confusions that may arise from defining
multiple Green’s functions at the very beginning. We try to present the Feynman rules
for the perturbation expansion as simple as possible. In particular, we focus on the self-
consistent perturbation expansion with the Luttinger-Ward thermodynamic functional, i.e.,
Baym’s Φ-derivable approximation, which has a crucial property for nonequilibrium sys-
tems of obeying various conservation laws automatically. We also show how the two-particle
correlations can be calculated within the Φ-derivable approximation, i.e., an issue of how to
handle the “Bogoliubov-Born-Green-Kirkwood-Yvons (BBGKY) hierarchy”. Aim (ii) is per-
formed through successive reductions of relevant variables with the Wigner transformation,
the gradient expansion based on the Groenewold-Moyal product, and Enskog’s expansion
from local equilibrium. This part may be helpful for convincing readers that nonequilibrium
systems can be handled microscopically with quantum field theory, including fluctuations.
We also discuss a derivation of the quantum transport equations for electrons in electromag-
netic fields based on the gauge-invariant Wigner transformation so that the Lorentz force
is reproduced naturally. As for (iii), the Gibbs entropy of equilibrium statistical mechanics
suffers from the flaw that it does not evolve in time. We show here that a microscopic ex-
pression of nonequilibrium dynamical entropy can be derived from the quantum transport
equations so as to be compatible with the law of increase in entropy as well as equilibrium
statistical mechanics.
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§1. Introduction
Nonequilibrium quantum field theory on the real-time Keldysh contour1) has
been used extensively in recent years to describe a wide range of dynamical phe-
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nomena in condensed matter physics, nuclear matter, and high-energy physics.2)–4)
The method enables us to handle a wide range of many-body systems with quan-
tum effects and/or strong correlations microscopically from first principles. There
are already excellent review articles5)–9) and textbooks10), 11) on the topic. The ap-
proach is also explained briefly in some standard textbooks on statistical many-body
theory.12), 13) Thus, adding another review here on the topic may require some jus-
tifications for doing so. The distinct features of this article may be summarized as
follows.
(i) Considering specifically a system of identical bosons or fermions with a two-
body interaction, we try to explain the basics of nonequilibrium quantum field theory
concisely and clearly on the basis of the knowledge of the equilibrium counterpart.
For example, Green’s function and the self-energy are introduced uniquely on the
round-trip Keldysh contour in exactly the same way as those on the imaginary-time
Matsubara contour. We thereby avoid defining multiple real-time Green’s functions
at the very beginning so as not to cause confusion. We also try to present Feynman
rules for the perturbation expansion as simple as possible. One of the extra factors
here is how to carry out the summations over the forward and backward paths of
the Keldysh contour. Several variant rules have been proposed for it such as the one
by Keldysh1) and another by Langreth (i.e., the Langreth theorem).5) We present
here an alternative rule for the summation, which we think is the simplest possible.
It is worth pointing out that the consideration here can be extended easily to other
systems, e.g., electrons in solids with a periodic potential, impurities, phonons, etc.
Indeed, we only need to modify the basic Hamiltonian to incorporate those effects.
This may be realized by looking at the variety of applications of the method ranging
from condensed matter physics to high-energy physics.2)–4)
(ii) We specifically focus on the self-consistent perturbation expansion with
the Luttinger-Ward thermodynamic functional,14) which reproduces the Hartree-
Fock theory as the lowest-order approximation.15) Its essence lies in determining
Green’s function G and the self-energy Σ self-consistently using Dyson’s equation
(G−10 −Σ)G = 1 and the relation Σ ∝ δΦ/δG based on a given functional Φ = Φ[G].
As shown by Baym,16) the approximation scheme has a unique property of obeying
various conservation laws automatically, i.e., a property indispensable for describ-
ing nonequilibrium systems but not satisfied by the simple perturbation expansion.
Despite this crucial feature, the self-consistent perturbation expansion has not been
paid sufficient attention in those review articles and textbooks. We give it a full
account together with a complete proof of the conservation laws. We also derive
the Bethe-Salpeter equation for two-particle correlation functions in the Φ-derivable
approximation; thus, choosing a definite Φ = Φ[G] will be shown to amount to deter-
mining the whole Bogoliubov-Born-Green-Kirkwood-Yvons (BBGKY) hierarchy.17)
(iii) We try to elucidate the hierarchy in describing nonequilibrium systems from
the microscopic Dyson’s equation on the Keldysh contour to the macroscopic Navier-
Stokes equation; the latter is shown to be reached from the former by successive
reductions of relevant variables through quantum transport equations and the Boltz-
mann equation. The Navier-Stokes equation is an archetype of nonlinear evolution
equations on which a wide variety of nonequilibrium phenomena (e.g., turbulence,
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chaos, and pattern formation) have been discussed extensively.18), 19) A manifest
derivation of it from Dyson’s equation may convince readers that those phenomena
can be handled microscopically from first principles and enable them to incorporate
effects beyond the phenomenological approach such as fluctuations.
(iv) We derive a microscopic expression of nonequilibrium entropy, which evolves
with time. Entropy S is the central quantity in thermodynamics as embodied in the
Clausius inequality dS ≥ TdQ, where T and Q denote temperature and heat, respec-
tively. It tells us that entropy for any isolated system should increase monotonically
with time. On the other hand, it was shown by Jaynes20) that every equilibrium
statistical ensemble can be identified as the maximum of the Gibbs (or information)
entropy
S = −kB
∑
ν
pν ln pν ,
{
kB : Boltzmann constant
pν : probability of the state ν
, (1.1)
under some constraints. However, the Gibbs entropy suffers from the lack of dynam-
ics, i.e., it cannot describe the law of increase in entropy.21) Except for the Boltz-
mann entropy for dilute classical gases17), 22) and its extensions to classical denser
systems,23), 24) we do not have a widely accepted statistical-mechanical expression
for nonequilibrium entropy to represent the Clausius inequality microscopically. Fol-
lowing Ivanov et al.,25) we show here that such an expression can be derived from
the quantum transport equations mentioned above so as to be compatible with the
law of increase in entropy and also to embrace the Boltzmann entropy as a limit.
(v) We extend the derivation of quantum transport equations to electrons in
electromagnetic fields, where special care is necessary for the gauge invariance of the
equation to reproduce the Lorentz force adequately.
(vi) To supplement contents above, we include in Appendix A a full account of
the second quantization method as an equivalent alternative to the description with
many-body wave functions in the configuration space. We also describe the equilib-
rium self-consistent perturbation expansion with Φ in Appendix B, the Luttinger-
Ward thermodynamic functional in Appendix C, and a derivation of an expression
of equilibrium entropy in Appendix D.
Now, we briefly summarize the relevant history of quantum field theory in statis-
tical mechanics. The application of the method to equilibrium many-body phenom-
ena was pioneered by Matsubara in 1955 based on the simple perturbation expan-
sion with the imaginary-time Matsubara Green’s function.26) The finite-temperature
version of Wick’s theorem,27) which forms the basis for the perturbation expansion
with the Matsubara Green’s function, was first proved by Bloch and de Domini-
cis28) in 1959 and refined by Gaudin29) shortly. In 1960, Luttinger and Ward14)
provided a formally exact expression of the thermodynamic potential as a func-
tional of the fully renormalized Green’s function G, which contains the functional
Φ[G] mentioned above in the form of the skeleton diagram expansion. It was subse-
quently used by Luttinger15) to clarify some general properties of interacting normal
fermions, e.g., the Fermi-surface sum rule anticipated by Landau in his Fermi-liquid
theory.30) Luttinger15) also noted that the skeleton diagram expansion forms a ba-
sis for a self-consistent perturbation expansion where the Hartree-Fock theory is
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reproduced as the lowest-order approximation. Shortly, equilibrium quantum field
theory was made quite popular among theorists through the well-known textbook
by Abrikosov, Gor’kov, and Dzyaloshinski,31) which even contains its applications
to superconductivity and Bose-Einstein condensation as well as a microscopic justi-
fication of the Landau Fermi-liquid theory. Meanwhile, the method had been used
fairly extensively for describing nonequilibrium transport phenomena by tracing the
time evolution of the density matrix.32) A crucial step was made along this line
by Kadanoff and Baym in 1962,33) who pioneered the use of Green’s function for
this purpose. However, their treatment was still based on the analytic continuation
from the imaginary-time Matsubara Green’s function. Baym16) successively clari-
fied a sufficient condition for various conservation laws to be satisfied automatically
in terms of Φ[G] and called it “Φ-derivable approximation”. The approximation
scheme is essentially identical in content with the self-consistent approximation of
Luttinger but superior to the latter in its explicit usage of Φ.15) On the other hand,
Schwinger34) introduced Green’s functions on a closed time-path contour in 1961 to
calculate time-dependent expectation values of physical quantities for a Brownian
motion. In 1964, Keldysh1), 35) clearly recognized that quantum field theory with
Green’s function can treat general nonequilibrium phenomena in the same way as
equilibrium phenomena to develop a perturbation expansion with respect to the in-
teraction on the real-time round-trip contour of −∞ ≤ t ≤ ∞. The theory made an
epoch in nonequilibrium statistical mechanics with quantum field theory. However,
its great potential for describing nonequilibrium phenomena seems to have been ap-
preciated rather slowly. Some of its earliest applications include: a calculation of
the tunneling current through a metal-insulator-metal junction by Caroli et al.;36) a
derivation of a transport equation for a superconductor by Aronov and Grevich;37) a
derivation of nonequilibrium quasiclassical equations of superconductivity by Larkin
and Ovchinnikov.38) Later developments may be found in Refs. 2)–11).
§2. Representations and expectation value
We first introduce the Schro¨dinger, Heisenberg, and interaction representations
for a time-dependent Hamiltonian. We then derive an expression for expectation
values of physical quantities in terms of the latter two representations.
2.1. Schro¨dinger and Heisenberg representations
The Schro¨dinger and Heisenberg representations are usually introduced in terms
of a time-independent Hamiltonian. Since we treat nonequilibrium dynamical phe-
nomena, we start by defining those representations explicitly for a time-dependent
Hamiltonian.
We consider a many-body system described with a time-dependent Hamiltonian
Hˆ(t). By adopting the second quantization metnod, the Schro¨dinger equation reads
i~
d|Ψν(t)〉
dt
= Hˆ(t)|Ψν(t)〉, (2.1)
where |Ψν(t)〉 denotes a many-body wave function specified by quantum number ν
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with 〈Ψν(t)|Ψν(t)〉 = 1. See Appendix A for the notations of second quantization as
well as for a proof that the method is completely equivalent to the description with
many-body wave functions in the configuration space. Equation (2.1) has the formal
solution:
|Ψν(t)〉 = Uˆ(t, t0)|Ψν(t0)〉, (2.2)
where t0 is some initial time and Uˆ(t, t0) is defined by
Uˆ(t, t0) ≡ 1 +
∞∑
n=1
(
− i
~
)n ∫ t
t0
dtn · · ·
∫ t3
t0
dt2
∫ t2
t0
dt1Hˆ(tn) · · · Hˆ(t2)Hˆ(t1). (2.3a)
It is seen easily that Eq. (2.2) with Eq. (2.3a) satisfies Eq. (2.1). Although t ≥ t0
may have been assumed implicitly, definition (2.3) is also effective for t < t0. We
then observe that, for t > t0 (t < t0), the Hamiltonians on the right-hand side are
arranged in chronological order from right to left (left to right). Hence, it follows
that the operator Uˆ(t, t0) can also be put into an exponential form as
Uˆ(t, t0) =


T exp
[
− i
~
∫ t
t0
Hˆ(t1)dt1
]
: t ≥ t0
T˜ exp
[
− i
~
∫ t
t0
Hˆ(t1)dt1
]
: t < t0
, (2.3b)
where T (T˜ ) is the time-ordering (anti-time-ordering) operator to arrange the Hamil-
tonians into the chronological order from right to left (left to right) with an extra
sign change upon every transposition of fermion field operators;10), 31), 39) this sign
change is irrelevant here as Hˆ(t) is usually composed of an even number of field
operators. See, e.g., p. 57 of Ref. 39) for the equivalence between Eq. (2.3a) and Eq.
(2.3b).
One can show easily that Uˆ(t, t0) obeys the equation of motion:
i~
∂Uˆ(t, t0)
∂t
= Hˆ(t)Uˆ(t, t0). (2.4a)
Expressing the integrals in Eq. (2.3) as
∫ t
t0
dt1
∫ t
t1
dt2 · · ·
∫ t
tn−1
dtn, we also obtain
i~
∂Uˆ(t, t0)
∂t0
= −Uˆ(t, t0)Hˆ(t0). (2.4b)
The operator has the properties:
Uˆ(t, t1)Uˆ(t1, t0) = Uˆ(t, t0), (2.5a)
Uˆ(t0, t0) = 1. (2.5b)
Equation (2.5b) is obvious from Eq. (2.3a), whereas Eq. (2.5a) can be proved as
follows. We first observe that Vˆ(t, t0) ≡ Uˆ(t, t1)Uˆ(t1, t0) satisfies the same first-
order differential equation with respect to t as Uˆ(t, t0). We also notice with Eq.
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t
Fig. 1. Integration contour of Eq. (2.7). Both the forward and backward paths are actually on the
real axis but shifted slightly upwards and downwards, respectively, to distinguish them clearly.
(2.5b) that the initial values at t = t1 are the same between the two operators, i.e.,
Vˆ(t, t0) = Uˆ(t, t0). Hence, we arrive at Eq. (2.5a).
Setting t = t0 in Eq. (2.5a) enables us to identify Uˆ−1(t, t0) = Uˆ(t0, t). Moreover,
taking the Hermitian conjugate of Eq. (2.4a) and comparing the result with Eq.
(2.4b), we obtain Uˆ†(t, t0) = Uˆ(t0, t). These results are summarized as
Uˆ−1(t, t0) = Uˆ†(t, t0) = Uˆ(t0, t). (2.6)
With Uˆ , the expectation value of an Hermitian operator Oˆ(t) in terms of wave
function (2.2) can be expressed alternatively as
〈Ψν(t)|Oˆ(t)|Ψν(t)〉 = 〈Ψν(t0)|OˆH(t)|Ψν(t0)〉, (2.7)
where OˆH(t) denotes the Heisenberg representation:
OˆH(t) ≡ Uˆ†(t, t0)Oˆ(t) Uˆ(t, t0). (2.8)
Note that OˆH(t) is Hermitian with t0 dependence through Uˆ ; the latter dependence
is dropped here for convenience. The left (right) side of Eq. (2.7) corresponds to
the Schro¨dinger (Heisenberg) picture. We realize with Uˆ†(t, t0) = Uˆ(t0, t) that the
evaluation of Eq. (2.7) in the Heisenberg picture proceeds along the closed time path
of Fig. 1.
2.2. Interaction representation
We now consider those cases where Hˆ(t) can be split into two parts as Hˆ(t) =
Hˆ0(t) + Hˆ′(t). Following Eq. (2.3), we first define a time-evolution operator with
Hˆ0(t) by
Uˆ0(t, t0) ≡ 1 +
∞∑
n=1
(
− i
~
)n ∫ t
t0
dtn · · ·
∫ t3
t0
dt2
∫ t2
t0
dt1Hˆ0(tn) · · · Hˆ0(t2)Hˆ0(t1), (2.9)
which clearly has the same properties in terms of Hˆ0 as Eqs. (2.4)–(2.6) of Uˆ with
Hˆ. We next introduce the so-called scattering matrix:
Sˆ(t, t0) ≡ Uˆ0(t0, t)Uˆ(t, t0). (2.10)
Its inverse and Hermitian conjugate are easily identified with Eq. (2.6) as
Sˆ−1(t, t0) = Sˆ†(t, t0) = Uˆ(t0, t)Uˆ0(t, t0). (2.11)
Note that Sˆ−1(t, t0) 6= Sˆ(t0, t) generally. Using Eqs. (2.4) and (2.5), one can show
easily that Sˆ(t, t0) satisfies
i~
∂Sˆ(t, t0)
∂t
= Hˆ′I(t)Sˆ(t, t0), (2.12)
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where Hˆ′I(t) denotes the interaction representation of Hˆ′(t); the interaction repre-
sentation is defined for an arbitrary Hermitian operator Oˆ(t) by
OˆI(t) ≡ Uˆ0(t0, t)Oˆ(t)Uˆ0(t, t0). (2.13)
Note that OˆI(t) is also Hermitian with t0 dependence through Uˆ0; the latter depen-
dence is also dropped here for convenience. Noting Eqs. (2.3a) and (2.4a), we can
immediately write down the solution to Eq. (2.12) as
Sˆ(t, t0) = 1 +
∞∑
n=1
(
− i
~
)n ∫ t
t0
dtn · · ·
∫ t3
t0
dt2
∫ t2
t0
dt1Hˆ′I(tn) · · · Hˆ′I(t2)Hˆ′I(t1). (2.14)
It may also be put into an exponential form as Eq. (2.3b).
Let us substitute Uˆ(t, t0) = Uˆ0(t, t0)Sˆ(t, t0) from Eq. (2.10) into Eq. (2.7). We
thereby obtain an alternative expression for the expectation value in terms of Eqs.
(2.13) and (2.14) as
〈Ψν(t)|Oˆ(t)|Ψν(t)〉 = 〈Ψν(t0)|Sˆ†(t, t0)OˆI(t)Sˆ(t, t0)|Ψν(t0)〉. (2.15)
2.3. Keldysh contour
From now on, we set t0=−∞. Using Sˆ†(∞, t)Sˆ(∞, t) = 1 and Sˆ(t2, t1)Sˆ(t1, t0)=
Sˆ(t2, t0), we can transform Eq. (2.15) as
〈Ψν(t)|Oˆ|Ψν(t)〉 = 〈Ψν(−∞)|Sˆ†(t,−∞)OˆI(t)Sˆ(t,−∞)|Ψν(−∞)〉
= 〈Ψν(−∞)|Sˆ†(∞,−∞)Sˆ(∞, t)OˆI(t)Sˆ(t,−∞)|Ψν(−∞)〉
= 〈Ψν(−∞)|Sˆ†(t,−∞)OˆI(t)Sˆ†(∞, t)Sˆ(∞,−∞)|Ψν(−∞)〉. (2.16)
We also notice that Eq. (2.14) with t0 = −∞ is equivalent to
Sˆ(t,−∞) = T exp
[
− i
~
∫ t
−∞
Hˆ′I(t1)dt1
]
. (2.17a)
The Hermitian conjugate of Eq. (2.14) can be expressed with the anti-time-ordering
operator T˜ as
Sˆ†(t,−∞) = T˜ exp
[
− i
~
∫ −∞
t
Hˆ′I(t1)dt1
]
. (2.17b)
Substituting these expressions into it, we realize that the evaluation of Eq. (2.16)
proceeds on the round-trip Keldysh contour C of Fig. 2 starting from t0 = −∞
towards t = ∞, and OˆI(t) can be evaluated on either of the forward or backward
path equivalently.
t
C
Fig. 2. Keldysh contour.
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The fact just mentioned enables us to provide a concise expression to Eq. (2.16).
Let us introduce the operator SˆC on C by
SˆC = TC exp
[
− i
~
∫
C
Hˆ′I(tC)dtC
]
, (2.18)
where tC denotes a point on C, and TC arranges operators according to their chrono-
logical order on C from right to left. By using SˆC , Eq. (2.16) can be expressed as
〈Ψν(t)|Oˆ|Ψν(t)〉 = 〈Ψν(−∞)|TC SˆCOˆI(t)|Ψν(−∞)〉 = 〈Ψν(−∞)|TC SˆCOˆI(t)|Ψν(−∞)〉〈Ψν(−∞)|SˆC |Ψν(−∞)〉
,
(2.19)
where OˆI(t) can be on either the forward or backward path, and we have used
〈Ψν(−∞)|SˆC |Ψν(−∞)〉 = 1 in the last equality. One can see clearly from the last
expression that only those diagrams that are connected with OˆI contribute to the
expectation value.
§3. Nonequilibrium perturbation expansion
With the above preliminaries, we now embark on formulating nonequilibrium
statistical mechanics for an ensemble of identical bosons or fermions with quantum
field theory. There have been basically two approaches regarding the initial condi-
tions at t0 = −∞. The first one is that of Keldysh,1) where the initial state is void of
interaction to switch it on adiabatically together with external fields. The second one
is the grand canonical ensemble with full interaction; however, the initial correlations
along the imaginary-time path are neglected subsequently.8), 10) We adopt here the
approach by Keldysh as it is free from any approximations and, hence, transparent.
Indeed, the effect of the initial correlations may be handled using Keldysh’s approach
by waiting thermalization due to interaction before applying external fields.
3.1. Hamiltonian, density matrix, and expectation value
We consider a system of identical noninteracting bosons or fermions at t0 = −∞.
Let us apply an external field U(r, t) for t > −∞ and also introduce the interaction
Hˆint adiabatically. Thus, the total Hamiltonian at time t is given by
Hˆ(t) = Hˆ0(t) + Hˆinta(t). (3.1)
Here, Hˆ0 denotes noninteracting Hamiltonian including U , Hˆint describes the two-
body interaction, and a(t) is some adiabatic factor. The last quantity may be ex-
pressed with the step function θ(t) as a(t) ≡ θ(−t)e0+t+θ(t), for example, with
0+ denoting an infinitesimal positive constant. By neglecting the spin degrees of
freedom for a while, Hˆ0 and Hˆint can be expressed as
Hˆ0 =
∫
ψˆ†(r1)Kˆ1ψˆ(r1) d
3r1, (3.2a)
Hˆint = 1
2
∫
d3r1
∫
d3r′1 ψˆ
†(r1)ψˆ
†(r′1)V (r1−r′1)ψˆ(r′1)ψˆ(r1). (3.2b)
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Here, Kˆ1 denotes
Kˆ1 ≡ − ~
2
2m
∇21 + U(r1t1)− µ, (3.3)
with m and µ as the particle mass and chemical potential, respectively; the field
operators ψˆ and ψˆ† satisfy
ψˆ(r1)ψˆ
†(r2)∓ ψˆ†(r2)ψˆ(r1) = δ(r1 − r2), (3.4a)
ψˆ(r1)ψˆ(r2)∓ ψˆ(r2)ψˆ(r1) = 0, (3.4b)
with the upper (lower) sign corresponding to bosons (fermions), and V (r1 − r′1) is
the interaction potential with V (−r) = V (r), which may be expanded as
V (r) =
∫
d3p
(2pi~)3
Vp e
ip·r/~, (3.5)
with V−p = Vp.
Let us assume that the system at t0 = −∞ is in thermodynamic equilibrium
described with the grand canonical ensemble. The corresponding density matrix
ρˆ0 can be expressed with the eigenvalue Eν(−∞) and the eigenstate |Ψν(−∞)〉 of
Hˆ0(−∞) as
ρˆ0 =
1
Z0
∑
ν
e−Eν(−∞)/kBT0 |Ψν(−∞)〉〈Ψν(−∞)|, Z0 ≡
∑
ν
e−Eν(−∞)/kBT0 ,
(3.6)
where T0 and kB are the initial temperature and Boltzmann constant, respectively.
We now average Eq. (2.7) over the initial probability distribution Z−10 e
−Eν(−∞)/kBT0 .
Then, the expectation value of OˆH(t) can be expressed as
〈OˆH(t)〉 ≡ Trρˆ0OˆH(t) = 〈TC SˆCOˆI(t)〉〈SˆC〉
, (3.7)
where we have used Eq. (2.19) in the second equality. Since the initial state is a
noninteracting grand canonical ensemble, we can use the Bloch-de Dominicis theo-
rem,28), 29) i.e., the finite-temperature version of Wick’s theorem,27) to evaluate the
second expression of Eq. (3.7) perturbatively in terms of Hˆint. It then follows that
only those Feynman diagrams connected with OˆI(t) contribute to the expectation
value due to the denominator in Eq. (3.7).
A few comments are in order. First, the original postulate of the noninteracting
grand canonical ensemble in proving the Bloch-de Dominicis theorem can be relaxed,
as already pointed out by Danielewicz.6) To be specific, the Wick decomposition is
justified for any density matrix of the form:
ρˆ0 =
∏
k
∑
nk
|nk〉pnkk 〈nk|, |nk〉 =
(cˆ†k)
nk
√
nk!
|0〉k, (3.8)
where pk denotes the probability that there is a particle in the single-particle state
k, nk is the number of particles occupying k, cˆ
†
k is the creation operator, and |0〉k is
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the vacuum of k; see also Appendix A.9 for the equilibrium density matrix. This ρˆ0
is easily shown to satisfy
cˆkρˆ0 = pkρˆ0cˆk, cˆ
†
kρˆ0 =
1
pk
ρˆ0cˆ
†
k. (3
.9)
Using these relations, one may repeat the concise proof by Gaudin29), 39) to convince
oneself that the Bloch-de Dominicis theorem holds even for pk 6= e−(k−µ)/kBT0 , where
k is the single-particle energy of the state k. Thus, we can evolve the system also
from noninteracting nonequilibrium states of a wide class.
Second, the effects of so-called “initial correlations” may be incorporated into
the formalism by waiting for thermalization due to interaction before applying exter-
nal fields. Indeed, thermalization is achieved in this formalism by considering terms
of the second (and higher) order in the perturbation expansion, which describe colli-
sions between particles. In this context, it may seem puzzling why thermalization is
achieved only by evolving the system mechanically. Equivalently, what is the origin
of the arrow of time in this formalism? It is instructive for answering the question to
see the results of a molecular dynamics simulation on a classical dilute hard-sphere
gas by Orban and Bellemans.40) They show that the entropy of the system (i.e.,
the Boltzmann entropy that is applicable here) does increase for the overwhelming
majority of initial conditions without any contradictions to the time-reversal sym-
metry in the mechanical laws. Suggested by the results and following the viewpoint
of Boltzmann,41) we trace the origin of the arrow of time in many-body systems to
the overwhelmingness of those initial conditions. The equation of motion for the
nonequilibrium Green’s function below will be regarded as corresponding to those
overwhelming majority of initial conditions. Thermalization will also be achieved
for systems in contact with thermal baths. The concept of temperature is not nec-
essary at all in this formalism; it naturally emerges as one of the properties in the
thermalized distribution function.
3.2. Green’s function
We now consider the effects of the interaction
Hˆ′(t) ≡ Hˆinta(t) (3.10)
perturbatively. A key quantity to this end is Green’s function:
G(1C , 2C) ≡ − i
~
〈TCψˆH(1C)ψˆ†H(2C)〉 = −
i
~
〈TC SˆCψˆI(1C)ψˆ†I (2C)〉c. (3.11)
Here, the superscript C in 1C ≡ r1tC1 distinguishes the forward and backward paths
of the Keldysh contour, and the subscript c in the last expression denotes retaining
only connected diagrams. We drop the subscript I in ψˆI and ψˆ
†
I below; we also omit
the superscript C whenever it is unnecessary such as those in the argument of V .
The perturbation expansion on C can be carried out in the same manner as
that of the equilibrium Matsubara formalism on the imaginary-time contour t ∈
[0,−i~/kBT ] with the difference lying only in the contours; see Appendix B for the
12 Takafumi Kita
Matsubara formalism. Hence, it follows that Eq. (3.11) satisfies Dyson’s equation:(
i~
∂
∂tC1
− Kˆ1
)
G(1C , 2C)−
∫
Σ(1C , 3C)G(3C , 2C) d3C = δ(1C , 2C), (3.12)
where Kˆ1 is given by Eq. (3.3).
Following Keldysh,1) we next transform every integration on C into that of the
ordinary time t ∈ [−∞,∞]. To this end, we express C as a sum of the forward path
C1 and the backward path C2 as∫
C
dtC =
∫
C1
dt1 +
∫
C2
dt2 =
∫ ∞
−∞(C1)
dt1 −
∫ ∞
−∞(C2)
dt2. (3.13)
We next introduce 1i ≡ r1ti1 (i = 1, 2) to distinguish times on C1 and C2 clearly. We
then define Gij(1, 2) ≡ G(1i, 2j) to provide them with the matrix representation:
Gˇ(1, 2) ≡
[
G11(1, 2) G12(1, 2)
G21(1, 2) G22(1, 2)
]
. (3.14)
We express every 2× 2 matrix due to the path decomposition with ˇ on top of it like
Eq. (3.14). Explicit expressions of Gij are given by
G21(1, 2) = − i
~
〈ψˆH(1)ψˆ†H(2)〉, (3.15a)
G12(1, 2) = ∓ i
~
〈ψˆ†H(2)ψˆH(1)〉, (3.15b)
G11(1, 2) = − i
~
[
θ(t1−t2)〈ψˆH(1)ψˆ†H(2)〉 ± θ(t2−t1)〈ψˆ†H(2)ψˆH(1)〉
]
= θ(t1−t2)G21(1, 2) + θ(t2−t1)G12(1, 2), (3.15c)
G22(1, 2) = − i
~
[
θ(t2−t1)〈ψˆH(1)ψˆ†H(2)〉 ± θ(t1−t2)〈ψˆ†H(2)ψˆH(1)〉
]
= θ(t2−t1)G21(1, 2) + θ(t1−t2)G12(1, 2), (3.15d)
with
θ(t) ≡
{
1 : t ≥ 0
0 : t < 0
. (3.16)
The off-diagonal elements G12 and G21 correspond to G< and G> of Kadanoff and
Baym,33) respectively. The four elements have the properties:
[G12(1, 2)]∗ = −G12(2, 1), [G21(1, 2)]∗ = −G21(2, 1), [G11(1, 2)]∗ = −G22(2, 1),
(3.17a)
G11(1, 2) +G22(1, 2) = G12(1, 2) +G21(1, 2). (3.17b)
Equation (3.17) can be expressed concisely in terms of Gˇ as
Gˇ(1, 2) = −τˇ1Gˇ†(2, 1)τˇ1, Tr Gˇ(1, 2) = Tr τˇ1Gˇ(1, 2), (3.18)
where τˇi (i = 1, 2, 3) are the Pauli matrices. It is also convenient to define the
self-energy matrix:
Σˇ(1, 2) ≡
[
Σ11(1, 2) Σ12(1, 2)
Σ21(1, 2) Σ22(1, 2)
]
. (3.19)
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Now, we can express Dyson’s equation (3.12) in terms of Gˇ and Σˇ as(
i~
∂
∂t1
− Kˆ1
)
Gˇ(1, 2) −
∫
Σˇ(1, 3)τˇ3Gˇ(3, 2) d3 = τˇ3δ(1, 2). (3.20)
Here, τˇ3 between Gˇ and Σˇ results from the transformation:∫
C
Σ(1i, 3C)G(3C , 2j) d3C =
∫
d3
[
Σi1(1, 3)G1j (3, 2) −Σi2(1, 3)G2j (3, 2)] ,
and τˇ3 on the right-hand side of Eq. (3.20) originates from the opposite signs in the
arguments of θ in Eqs. (3.15c) and (3.15d).
Let us introduce
Gˇ(0)(1, 2) ≡
(
i~
∂
∂t1
− Kˆ1
)−1
τˇ3δ(1, 2), (3.21)
which is the solution to Eq. (3.20) without Σˇ, i.e., Green’s function without inter-
action. Multiplying it by Gˇ(0)τˇ3 from the right, Eq. (3.20) can also be put into an
integral form as
Gˇ(1, 2) = Gˇ(0)(1, 2) +
∫
d3
∫
d4 Gˇ(0)(1, 3)τˇ3Σˇ(3, 4)τˇ3Gˇ(4, 2). (3.22)
3.3. Perturbation expansion of Gˇ
Let us write down the Feynman rules for the perturbation expansion of Gˇ to
see how they can be obtained from those of the equilibrium Matsubara formalism.
Using Eq. (3.13), we first express SˆC of Eq. (2.18) as
SˆC = TC exp
[
− i
~
2∑
i=1
(−1)i−1
∫ ∞
−∞
dti1 Hˆ′I(ti1)
]
= TC exp
[
− i
2~
∫
d1
∫
d2
2∑
i=1
(−1)i−1V¯ (1− 2)ψˆ†(1i)ψˆ†(2i)ψˆ(2i)ψˆ(1i)
]
, (3.23)
where V¯ is defined by
V¯ (1− 2) ≡ δ(t1 − t2)V (r1 − r2). (3.24)
This interaction can be expressed graphically as Fig. 3, where the wavy line denotes
(−1)i−1V¯ and the two incoming (outgoing) arrows signify ψˆ (ψˆ†).
1 2
i i
Fig. 3. Feynman diagram for the two-body interaction.
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Let us compare Eq. (3.23) with the corresponding S-matrix of the equilibrium
Matsubara formalism:33)
SˆM(β, 0) ≡ Tτ exp
[
− i
2~
∫
d1
∫
d2 V¯ (1− 2)ψˆ†(1)ψˆ†(2)ψˆ(2)ψˆ(1)
]
, (3.25)
where β ≡ 1/kBT with T the temperature, every time integration extends over t ∈
[0,−i~β] with the periodic (antiperiodic) boundary condition for bosons (fermions),
and Tτ denotes the “time”-ordering operator on the imaginary contour; see also Eq.
(B.3) of Appendix B for the derivation of Eq. (3.25). We then notice that, besides the
difference in the integration contours, Eq. (3.23) contains an additional summation
over the paths i = 1, 2 with the potential (−1)i−1V¯ (1− 2).
This observation enables us to obtain the Feynman rules for the nth-order con-
tribution (n = 1, 2, · · · ) to Gˇ straightforwardly from those of the Matsubara formal-
ism.14), 31), 33), 39) They are summarized as follows:
(a) Draw all possible nth-order connected diagrams.
(b) With each such diagram, associate a factor
(i~)n(±1)n`
2nn!
, (3.26)
where n` denotes the number of closed particle loops, and the factor (i~)
n results
from multiplying (−i/~)n from the expansion of Eq. (3.23) by (i~)2n; the latter
cancels each −i/~ in definition (3.11) of Green’s function.
(c) For an interaction line on the contour Ci (i = 1, 2), associate the potential
(−1)i−1V¯ .
(d) With a particle line arriving at 1i from 2j , associate Gij(0)(1, 2). If the line
enters and leaves the same interaction line with i = j, associate G11(0)(1, 1+)
and G22(0)(1+, 1) for i = 1, 2, respectively, where the subscript + denotes the
presence of an extra infinitesimal positive constant in the relevant time argu-
ment. This rule works to recover the operator arrangement of Eq. (3.2b) that
ψˆ† lies to the left of ψˆ. Note that G11(0)(1, 1+) = G
22(0)(1+, 1) = G
12(0)(1, 1),
as seen from Eq. (3.15).
(e) Integrate or sum over all the internal arguments.
(f) Spin degrees of freedom may be incorporated by multiplying the contribution
of each closed particle line by 2S+1, where S denotes the magnitude of spin.
It is worth pointing out that the factor (2nn!)−1 in Eq. (3.26) is canceled eventually
by the number of topologically identical diagrams in the perturbation expansion for
Gˇ.
Thus, one of the features inherent in the real-time nonequilibrium formalism lies
in the additional summation over the paths C1 and C2. Several alternative versions
of the Feynman rules have been presented for carrying out this extra summation.
The Langreth theorem5), 10) is among such alternatives. However, this rule with the
path decomposition C → C1 + C2 may be the most natural, straightforward, and
simple.
As an example of these rules, let us consider the first-order contributions, where
topologically distinct Feynman diagrams are given in Fig. 4. Those obtained with
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1 1 1’1’2 2’2
2’
Fig. 4. Topologically distinct first-order diagrams for Gˇ. Path indices are omitted. Those obtained
from above with 2↔ 2′ yield the same contribution.
the replacement 2 ↔ 2′ yield the same contribution to cancel the factor 1/(211!)
in rule (b). Performing the summation over the paths Ci (i = 1, 2), we obtain an
analytic expression for the first-order Green’s function as
Gii
′(1)(1, 1′) = i~
2∑
j=1
∫
d2
∫
d2′ (−1)j−1V¯ (2−2′)[±Gij(0)(1, 2)Gjj(0)(2′, 2′)
×Gji′(0)(2, 1′) +Gij(0)(1, 2)Gjj(0)(2, 2′)Gji′(0)(2′, 1′)]
=
∑
jj′
∫
d2
∫
d2′Gij(0)(1, 2)δjj′(−1)j−1i~
[
±δ(2, 2′)
∫
d3 V¯ (2−3)
×Gjj(0)(3, 3) + V¯ (2−2′)Gjj(0)(2, 2′)
]
Gj
′i′(0)(2′, 1′), (3.27)
where, in the second expression, we have factored out the two Green’s functions
connected with the external lines. A comparison of Eq. (3.27) with Eq. (3.22) leads
to the expression of the first-order self-energy:
Σij(s1)(1, 2) = δij(−1)i−1i~
[
±δ(1, 2)
∫
d1′ V¯ (1−1′)Gii(0)(1′, 1′)+ V¯ (1−2)Gii(0)(1, 2)
]
,
(3.28a)
where the superscript s1 signifies that the expression belongs to the “simple” first-
order perturbation expansion. Thus, the first-order self-energy is diagonal in the
Keldysh space. We further consider the Feynman rule (d) above to make the replace-
ments: G11(0)(1, 1′)→G11(0)(1, 1′+)=G12(0)(1, 1′) and G22(0)(1, 1′)→G22(0)(1+, 1′)=
G12(0)(1, 1′). We thereby obtain an expression for the first-order self-energy matrix
Σˇ(s1) as
Σˇ(s1)(1, 2) = τˇ3Σ
sHF(1, 2), (3.28b)
with
ΣsHF(1, 2) ≡ ±δ(1, 2)
∫
d1′ V¯ (1−1′)i~G12(0)(1′, 1′) + V¯ (1−2)i~G12(0)(1, 2). (3.29)
We present further examples of the perturbation expansion with the Feynman rules
in the next subsection.
3.4. Self-consistent perturbation expansion for Gˇ
The procedure described in §3.3 enables us to carry out the simple (bare) per-
turbation expansion concisely up to a desired order or to sum up some partial series.
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There is another category in the perturbation expansion, i.e., the self-consistent
perturbation expansion, which is characterized by a unique property for describing
nonequilibrium dynamical phenomena, i.e., various conservation laws are satisfied
automatically. It was pioneered for a normal Fermi system by Luttinger and Ward14)
in their effort to write down its thermodynamic potential rigorously as a functional
of the exact self-energy Σ. Luttinger15) subsequently pointed out that the expansion
reproduces the Hartree-Fock approximation as the lowest-order approximation and
may be used as a general approximation scheme. Baym16) later presented a sufficient
condition for various conservation laws to be obeyed automatically and showed that
the self-consistent perturbation expansion based on the Luttinger-Ward functional
meets the condition. The practical approximation scheme Baym presented there is
the same as the one suggested by Luttinger15) but superior to the latter in that it
is given explicitly in terms of the functional Φ. Indeed, it is with Φ that the conser-
vation laws are proved; see §8 on this point. Moreover, the functional enables us to
calculate two-particle and higher-order correlations systematically, as shown in §7.
It is more convenient to express the Luttinger-Ward thermodynamic potential as
a functional of Green’s function G.16) Its key ingredient is the functional Φ = Φ[G]
given as a power series in terms of the interaction potential, i.e., the so-called “skele-
ton diagram expansion”. Using Φ, we can also construct self-consistent approxi-
mations systematically up to a desired order. We now explain this approximation
scheme in detail with its advantages together with further examples of the pertur-
bation expansion with the Feynman rules. See Appendices B and C for the self-
consistent perturbation expansion and the Luttinger-Ward functional, respectively,
in the equilibrium Matsubara formalism. Although we limit our consideration below
to normal phases, it is worth pointing out that the Luttinger-Ward functional was ex-
tended also for superconductors,42), 43) Bose-Einstein condensates,44) and relativistic
nonequilibrium phenomena in high-energy physics.9), 45)
Let us introduce a nonequilibrium extension of the functional, i.e., Φ = Φ[Gij],
in terms of S-matrix (3.23) by
Φ ≡ [ln〈SˆC〉]skeleton,Gij(0)→Gij = [〈SˆC〉c − 1]skeleton,Gij(0)→Gij . (3.30)
Here, the subscript “skeleton” denotes retaining only skeleton diagrams without the
self-energy insertion in the perturbation expansion for 〈SˆC〉c − 1, and Gij(0) → Gij
signifies replacing every Gij(0) by the renormalized one Gij . See, e.g., Ref. 31) for the
proof of the second equality that taking the logarithm of 〈SˆC〉 amounts to retaining
only connected diagrams of 〈SˆC〉 − 1. Note Φ∗ = Φ.
The Feynman rules for Φ are identical with those of Green’s function above. It
turns out that the exact self-energy is obtained from this Φ by14)
Σij(1, 2) = ±(−1)i+j δΦ
δGji(2, 1)
. (3.31)
This functional differentiation graphically amounts to removing a Green’s function
line from every Feynman diagram for Φ in all possible ways. The factor ± originates
from a reduction of a closed particle, and the factor (−1)i+j reflects two τˇ3’s in Eq.
Introduction to Nonequilibrium Statistical Mechanics 17
(3.22). It follows from Eq. (3.18), Φ∗ = Φ, and Eq. (3.31) that Σˇ obeys
Σˇ(1, 2) = −τˇ1Σˇ†(2, 1)τˇ1. (3.32)
Now, our self-consistent perturbation expansion denotes: (i) carrying out the
expansion of Eq. (3.30) up to some order or retain some partial infinite series, and
(ii) determining Gˇ and Σˇ self-consistently using Dyson’s equation (3.20) and relation
(3.31). In this procedure, Gˇ is determined with Σˇ using Eq. (3.20), whereas Σˇ is
given in terms of Gˇ as Eq. (3.31); hence, the word “self-consistent”. The advantages
of the approach are summarized as follows.
(a) It becomes exact when all the Feynman diagrams are retained, thus having the
same structure as the exact theory.
(b) It satisfies various conservation laws, as shown by Baym.16) Indeed, it is clearly
in the category of Φ-derivable approximation.
(c) Vertex corrections are taken into account automatically.
(d) Two-particle and higher-order correlations can be calculated from any approxi-
mate Φ, i.e., providing some Φ amounts to determining the BBGKY hierarchy17)
completely.
Point (b) makes the approximation quite suitable for describing dynamical phenom-
ena. Indeed, no other systematic approximation scheme with the property seems to
have been known to date within quantum field theory. It is worth pointing out that
the Boltzmann equation can be derived by the approach with further approximations
such as the quasiparticle approximation for the spectral function;33) see §5.1 below
on this point.
We now consider the first few series for Φ and write down the corresponding Σˇ
explicitly. As already mentioned, Feynman rules for Φ are identical with those of
Green’s function given around Eq. (3.26).
To begin with, we consider the first-order contribution to Φ. Topologically dis-
tinct diagrams are given in Fig. 5, where thick lines denote Gˇ; arrows, space-time
arguments, and path indices have all been omitted. The corresponding analytic
expression is given by
Φ(1) =
i~
2
2∑
i=1
∫
d1
∫
d1′ (−1)i−1V¯ (1−1′) [Gii(1, 1)Gii(1′, 1′)±Gii(1, 1′)Gii(1′, 1)] .
(3.33)
It should be noted that there is an extra factor 1/2 in Eq. (3.33) compared with Eq.
(3.27). In general, the factor 1/2n remains uncanceled in the nth-order contribution
to Φ due to the fact that diagrams of Φ are closed so that the 2n Green’s functions
are equivalent there.14)
The first-order self-energy is obtained from Φ(1) using Eq. (3.31). Noting the
Fig. 5. Topologically distinct first-order diagrams for Φ.
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Fig. 6. Topologically distinct second-order diagrams for Φ.
rule (d) below Eq. (3.26), we can put the result into the concise form:
Σˇ(1)(1, 2) = τˇ3Σ
HF(1, 2), (3.34)
with
ΣHF(1, 2) ≡ ±δ(1, 2)
∫
d1′ V¯ (1−1′)i~G12(1′, 1′) + V¯ (1−2)i~G12(1, 2). (3.35)
Except for the difference between G12(0) and G12, Eq. (3.34) coincides with Eq.
(3.28), as it should.
We next consider the second-order contribution to Φ. Topologically distinct
diagrams are enumerated in Fig. 6. The corresponding analytic expression is given
by
Φ(2) =
(i~)2
4
2∑
i,j=1
(−1)i+j
∫
d1
∫
d1′
∫
d2
∫
d2′ V¯ (1−1′)V¯ (2−2′)[Gij(1, 2)Gji(2, 1)
×Gij(1′, 2′)Gji(2′, 1′)±Gij(1, 2)Gji(2, 1′)Gij(1′, 2′)Gji(2′, 1)]. (3.36)
The second-order self-energy is obtained from Φ(2) using Eq. (3.31) as
Σij(2)(1, 2) = (i~)2
∫
d1′
∫
d2′ V¯ (1−1′)V¯ (2−2′)[±Gij(1, 2)Gij(1′, 2′)Gji(2′, 1′)
+Gij(1, 2′)Gji(2′, 1′)Gij(1′, 2)
]
. (3.37)
Let us substitute Eqs. (3.15c) and (3.15d) into Eq. (3.37) with i = j = 1 and compare
the result with the expressions of Σ12(2) and Σ21(2). We thereby obtain
Σ11(2)(1, 2) = (i~)2
∫
d1′
∫
d2′ V¯ (1−1′)V¯ (2−2′){θ(t1 − t2)[±G21(1, 2)G21(1′, 2′)
×G12(2′, 1′) +G21(1, 2′)G12(2′, 1′)G21(1′, 2)] + θ(t2 − t1)[±G12(1, 2)
×G12(1′, 2′)G21(2′, 1′) +G12(1, 2′)G21(2′, 1′)G12(1′, 2)]
= θ(t1 − t2)Σ21(2)(1, 2) + θ(t2 − t1)Σ12(2)(1, 2). (3.38)
Similarly, we have
Σ22(2)(1, 2) = θ(t2 − t1)Σ21(2)(1, 2) + θ(t1 − t2)Σ12(2)(1, 2). (3.39)
Thus, we realize that the relations (3.15c) and (3.15d) between the diagonal and
off-diagonal elements of Gˇ also hold among the elements of Σˇ(2). They are also
satisfied generally among the elements of Σˇ(n) (n = 3, 4, · · · ), as may be checked by
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inspecting higher-order contributions. Combining this fact with the first-order result
(3.34), we conclude that the diagonal elements of Σˇ can be expressed generally as
Σ11(1, 2) = ΣHF(1, 2) + θ(t2−t1)Σ12(1, 2) + θ(t1−t2)Σ21(1, 2), (3.40a)
Σ22(1, 2) = −ΣHF(1, 2) + θ(t1−t2)Σ12(1, 2) + θ(t2−t1)Σ21(1, 2). (3.40b)
Hence, it follows that, besides Eq. (3.32), Σˇ also satisfies
TrΣˇ(1, 2) = Tr τˇ1Σˇ(1, 2). (3.41)
Thus, Σˇ carries the same symmetry as Eq. (3.18) of Green’s function. Equation
(3.40) tells us that we only need to calculate Σ12 and Σ21 of Σˇ for n ≥ 2.
3.5. Keldysh rotation
To see the structures of nonequilibrium Green’s function (3.14) and Dyson’s
equation (3.20) more clearly, it is sometimes convenient to perform the following
“Keldysh rotation” to τˇ3Gˇ:
1), 8), 38)
GˇK ≡ Lˇτˇ3GˇLˇ† =
[
GR GK
0 GA
]
, Lˇ ≡ 1√
2
[
1 −1
1 1
]
. (3.42)
By using Eqs. (3.15) and (3.17b), the new elements GR,A,K can be expressed explicitly
in terms of G21 and G12 as
GR(1, 2) = θ(t1 − t2)
[
G21(1, 2) −G12(1, 2)], (3.43a)
GA(1, 2) = −θ(t2 − t1)
[
G21(1, 2) −G12(1, 2)], (3.43b)
GK(1, 2) = G21(1, 2) +G12(1, 2) = − i
~
〈ψˆH(1)ψˆ†H(2) ± ψˆ†H(2)ψˆH(1)〉. (3.43c)
The functions GR and GA thus introduced are the retarded and advanced Green’s
functions, respectively.31) Using Eq. (3.17a), one may check that GR,A,K satisfies
[GR(1, 2)]∗ = GA(2, 1), [GK(1, 2)]∗ = −GK(2, 1), (3.44)
which is expressed alternatively in terms of GˇK as
GˇK(1, 2) = τˇ2[Gˇ
K(2, 1)]† τˇ2. (3.45)
It is convenient to carry out the same transformation for Σˇ as
ΣˇK(1, 2) ≡ Lˇτˇ3Σˇ(1, 2)Lˇ† =
[
ΣR(1, 2) ΣK(1, 2)
0 ΣA(1, 2)
]
. (3.46)
Equation (3.40) enables us to write down the elements of ΣˇK as
ΣR(1, 2) = ΣHF(1, 2) + θ(t1 − t2)
[
Σ21(1, 2) −Σ12(1, 2)], (3.47a)
ΣA(1, 2) = ΣHF(1, 2) − θ(t2 − t1)
[
Σ21(1, 2) −Σ12(1, 2)], (3.47b)
ΣK(1, 2) = Σ12(1, 2) +Σ21(1, 2). (3.47c)
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It follows from Eq. (3.32) that ΣˇK also satisfies
ΣˇK(1, 2) = τˇ2[Σˇ
K(2, 1)]† τˇ2. (3.48)
With these preliminaries, we perform the Keldysh rotation to Dyson’s equation
(3.20). Let us multiply Eq. (3.20) by Lˇτˇ3 and Lˇ
† from the left and right, respectively,
and use LˇLˇ†=1ˇ with 1ˇ the unit matrix. We thereby obtain Dyson’s equation for GˇK
as (
i~
∂
∂t1
− Kˆ1
)
GˇK(1, 2) −
∫
ΣˇK(1, 3)GˇK(3, 2) d3 = 1ˇδ(1, 2). (3.49)
It follows from Eqs. (3.42) and (3.46) that: (i) the (2, 1) element of this equation
vanishes identically, and (ii) the equation satisfies a symmetry relation corresponding
to Eqs. (3.45) and (3.48). Thus, the Keldysh rotation makes Dyson’s equation more
transparent. It should be noted at the same time that the perturbation expansion
for Gˇ or Σˇ is performed more conveniently in terms of Gij .
The transformation (3.42) adopted here is due to Larkin and Ovchinnikov38) and
different in form from the original one by Keldysh.1) However, the physical contents
are the same between the two transformations; moreover, the one by Larkin and
Ovchinnikov has been used more frequently in condensed matter physics, especially
in the field of superconductivity.8)
§4. Quantum transport equations and nonequilibrium entropy
Dyson’s equation (3.20) and Eq. (3.31) for the self-energy form a closed set of
self-consistent equations for Green’s function Gˇ. Solving them, we can trace the
nonequilibrium time evolution of the system. Over the last decade, active investiga-
tions have been performed in the field of high-energy physics to solve those equations
numerically for several approximate Φ’s without any further approximations.47)–55)
Here, we reduce those equations further to obtain quantum transport equations
in the phase space based on the standard prescriptions of the Wigner transformation
and a subsequent gradient expansion. We thereby remove some variables of Dyson’s
equations, which are irrelevant in many cases. The approximation was numerically
checked to hold excellently over a wide range except for an initial time interval
much shorter than the time scale for thermalization.55) The resultant transport
equation will be shown to contain information of entropy flow, i.e., it enables us to
define nonequilibrium entropy that evolves with time so as to be compatible with
an equilibrium expression. Thus, we will be able to clarify on what conditions the
concept of entropy holds. The derivation below will be based on Ref. 25) by Ivanov
et al. and Ref. 46).
4.1. Wigner representation
The Wigner representation was introduced by Wigner in 1932 to consider quan-
tum corrections to classical statistical mechanics.56), 57) The representation enables
us to extend the concept of “phase space’ in classical statistical mechanics to quantum
statistical mechanics. It also has a close connection with the Weyl quantization58)
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and was used by Moyal in 1949 in his statistical formulation of quantum mechan-
ics in phase space.59) Thus, the Wigner representation has had quite an impact in
clarifying the foundation of quantum mechanics as well as its connection to classical
mechanics. Moreover, it provides us with an indispensable tool for deriving quantum
transport equations.
To be specific, the Wigner transformation to Gˇ(1, 2) is defined by
Gˇ(pε, r12t12) ≡
∫
d3r¯12 dt¯12 Gˇ(1, 2) e
−i(p ·r¯12−εt¯12)/~, (4.1a)
where r12 ≡ (r1 + r2)/2, t12 ≡ (t1 + t2)/2, r¯12 ≡ r1 − r2, and t¯12 ≡ t1 − t2.
Equation (4.1a) is nothing but the Fourier transform of Gˇ(1, 2) in terms of the
“relative” coordinates (r¯12, t¯12). The quantity Gˇ(pε, r12t12) thus introduced is called
the Wigner representation. The inverse transformation of Eq. (4.1a) is given by
Gˇ(1, 2) =
∫
d3p dε
(2pi~)4
Gˇ(pε, r12t12) e
i(p·r¯12−εt¯12)/~. (4.1b)
The function Wigner introduced in 1932 corresponds to the case with no time depen-
dence.56) It is sometimes called the Wigner quasi-probability distribution with only
(p, r) as arguments. Note that Gˇ(pε, rt) is different in form from Gˇ(1, 2); using the
same symbol may not cause any confusion. Below every Gˇ given without arguments
will denote Gˇ(pε, rt).
Equation (3.15) tells us that the independent components of Gˇ are G12 and G21.
It is useful for later purposes to express their Wigner representations in terms of two
alternative functions. Let us first define the spectral function A by
A(1, 2) ≡ i [G21(1, 2) −G12(1, 2)] = 1
~
〈ψˆH(1)ψˆ†H(2)∓ψˆ†H(2)ψˆH(1)〉, (4.2)
which satisfies A∗(1, 2) = A(2, 1), as shown with Eq. (3.17a). It follows from this
symmetry and Eq. (3.4a) at equal times that the Wigner representation of A(1, 2)
has the following properties:
A∗(pε, rt) = A(pε, rt),
∫ ∞
−∞
dε
2pi
A(pε, rt) = 1. (4.3)
Equation (4.2) extends the equilibrium spectral function in the Matsubara formal-
ism31), 39) to nonequilibrium cases. We next introduce the distribution φ directly in
the Wigner representation as
φ(pε, r12t12) ≡
∫ ∞
−∞
dt¯12
∫
d3r¯12
1
~
〈ψˆ†H(2)ψˆH(1)〉e−i(p·r¯12−εt¯12)/~
A(pε, r12t12)
= φ∗(pε, r12t12).
(4.4)
As will be seen later, φ(pε, rt) in equilibrium reduces to the Bose or Fermi distribu-
tion function f(ε) = (eε/kBT ∓1)−1. The two functions A and φ form an independent
pair of functions in Gˇ alternative to G12 and G21. Thus, in nonequilibrium cases, we
also need to determine the distribution function besides the spectral function.
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In the conventional study of transport equations,33) one almost immediately
integrates A out completely with some approximations such as the quasiparticle
and quasiclassical approximations. One thereby obtains a simplified equation for φ
alone. However, there may be cases where the approximations are not appropriate,
such as those where the energy-level spacing is large or the density of states changes
substantially. We proceed here by retaining A as it is, which also helps us to clarify
the structure of the equations to be solved and its connection with the equilibrium
formalism.
The two quantities A and φ completely determine Gˇ. Indeed, it follows from
Eqs. (3.15), (4.2), and (4.4) that G12 and G21 are expressed as
G12(pε, rt) = ∓iA(pε, rt)φ(pε, rt), (4.5a)
G21(pε, rt) = −iA(pε, rt)[1 ± φ(pε, rt)]. (4.5b)
Moreover, the Wigner representation of Eq. (3.43) can also be written in terms of A
and φ as
GR(pε, rt) = [GA(pε, rt)]∗ =
∫ ∞
−∞
dε′
2pi
A(pε′, rt)
ε+ − ε′ , (4
.6a)
GK(pε, rt) = −iA(pε, rt)[1 ± 2φ(pε, rt)], (4.6b)
with ε+ ≡ ε+ i0+. Note that Eq. (4.6a) is a convolution of A and ε−1+ , where ε−1+ is
the Fourier transform of step function (3.16). Thus, GK contains information on the
distribution function, whereas GR,A can be expressed solely in terms of the spectral
function.
The same transformation is also possible for the self-energy matrix Σˇ, whose
diagonal elements can be expressed in terms of the off-diagonal elements as Eq.
(3.40). Let us write Σ12 and Σ21 as
Σ12(pε, rt) = ∓iAΣ(pε, rt)φΣ(pε, rt), (4.7a)
Σ21(pε, rt) = −iAΣ(pε, rt)[1 ± φΣ(pε, rt)], (4.7b)
where AΣ and φΣ are two alternative independent functions. It then follows from
Eqs. (3.35) and (3.47) that the elements of ΣˇK are expressed as
ΣR(pε, rt) = [ΣA(pε, rt)]∗ = ΣHF(p, rt) +
∫ ∞
−∞
dε′
2pi
AΣ(pε
′, rt)
ε+ − ε′ , (4
.8a)
ΣK(pε, rt) = −iAΣ(pε, rt)[1± 2φΣ(pε, rt)]. (4.8b)
Finally, it is worth pointing out that the operator:
G−10 (1, 3) ≡
(
i~
∂
∂t1
− Kˆ1
)
δ(1, 3), (4.9)
where Kˆ1 is defined by Eq. (3.3), can also be transformed into the Wigner represen-
tation as
G−10 (pε, rt) ≡ ε−
p2
2m
− U(rt) + µ. (4.10)
Equation (4.10) is useful when converting Eq. (3.49) into the Wigner representation.
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4.2. Groenewold-Moyal product and gradient expansion
We have introduced the Wigner representation as Eq. (4.1a), where Gˇ(1, 2) can
be regarded as a matrix with the arguments 1 and 2. With this viewpoint, the
self-energy term in Dyson’s equation (3.49) is a matrix product. Hence, we need
to clarify how a matrix product changes through the Wigner transformation before
expressing Eq. (3.49) in the Wigner representation. The answer to this question is
given in terms of two arbitrary matrices C(1, 2) and D(1, 2) by∫
C(1, 3)D(3, 2) d3 =
∫
d3p dε
(2pi~)4
C(pε, r12t12) ∗D(pε, r12t12) ei(p·r¯12−εt¯12)/~. (4.11)
Here, the operator ∗ is defined in terms of ∂r≡∂/∂r and ∂t≡∂/∂t by
C(pε, rt) ∗D(pε, rt) ≡ C(pε, rt) exp
[
i~
2
(←−
∂ r ·−→∂ p −←−∂ t−→∂ ε −←−∂ p ·−→∂ r +←−∂ ε−→∂ t
)]
×D(pε, rt), (4.12)
where the left (right) arrow on each differential operator denotes that it works on
the left (right) function. Equation (4.11) was derived independently by Groenewold
in 194660) and by Moyal in 1949.59) We call it the Groenewold-Moyal product.
By considering only the space coordinates for simplicity, Eq. (4.11) is proved
as follows. Let us express C(r1, r3) and D(r3, r2) on the left-hand side as Eq.
(4.1b). We next expand the “center-of-mass” coordinates r13 = r12+
1
2 r¯32 and r32 =
r12 − 12 r¯13 in Taylor series from r12 as C(p, r12 + 12 r¯32) = exp
[
1
2 r¯32 · ∂r12
]
C(p, r12)
and D(p′, r12 − 12 r¯13) = exp
[−12 r¯13 · ∂r12]D(p′, r12). We then remove the relative
coordinates r¯32 and r¯13 in the expansions as e
ip·r¯13/~ exp
[−12 r¯13 · ∂r12]D(p′, r12) =
exp
[
i~
2 ∂p ·∂r12
]
eip·r¯13/~D(p′, r12), and subsequently perform partial integrations over
p and p′ as C(p, r12) exp
[
i~
2 ∂p·∂r12
]
eip·r¯13/~ −→ C(p, r12) exp
[− i~2←−∂ p ·∂r12]eip·r¯13/~.
Finally, we carry out the integration over r3 with only plane waves in the integrand
to obtain the factor δpp′e
ip·r¯12 .
Retaining up to the first order in the gradient expansion of Eq. (4.12) yields
C∗D ≈ CD + i~
2
{C,D}, (4.13)
where {C,D} denotes the generalized Poisson bracket:
{C,D} ≡ ∂C
∂r
· ∂D
∂p
− ∂C
∂t
∂D
∂ε
− ∂C
∂p
· ∂D
∂r
+
∂C
∂ε
∂D
∂t
. (4.14)
This approximation will be called the first-order gradient expansion. It will hold
excellently when the microscopic length scale lm and time scale tm of the system
are much smaller than the macroscopic length lM and time tM characterizing the
inhomogeneity of the system. For a system of low-temperature fermions with the
Fermi wave length kF and Fermi energy εF, for example, the microscopic length
and time are given by lm ∼ 1/kF and tm ∼ ~/εF, and those in a classical gas
are the mean spacing between two particles and ~/kBT
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space-time variations of the system occur over scales much longer than them, Eq.
(4.13) will hold excellently. This condition is certainly met over a wide range of
nonequilibrium systems. Indeed, the approximation was numerically checked to hold
over a wide range except for an initial time interval much shorter than the time scale
for thermalization.55)
4.3. Quantum transport equations
With these preliminaries, we now derive quantum transport equations from
Dyson’s equation (3.49). It is useful for this purpose to write its first term as a
matrix product with Eq. (4.9). Then, we can use Eq. (4.11) to obtain the Wigner
representation of Eq. (3.49) as
(G−10 1ˇ− ΣˇK) ∗ GˇK = 1ˇ, (4.15)
where G−10 is defined by Eq. (4
.10).
We next adopt approximation (4.13) for Eq. (4.15). By noting Eqs. (3.42) and
(3.46), the (1,1) element of the resultant equation can be written down explicitly as
(G−10 −ΣR)GR +
i~
2
{G−10 −ΣR, GR} = 1. (4.16a)
The (2,2) element is obtained from the above with the replacement R→A in the
superscripts. Taking its complex conjugate subsequently with GA∗ = GR in mind,
we have
(G−10 −ΣR)GR −
i~
2
{G−10 −ΣR, GR} = 1. (4.16b)
This equation can also be derived directly from the (1,1) element of the right-hand
Dyson’s equation: GˇK ∗ (G−10 1ˇ− ΣˇK) = 1ˇ. Let us add the above two equations. We
then obtain
GR = (G−10 −ΣR)−1. (4.17)
Noting Eq. (4.6a), we realize that this equation determines the spectral function A
for a given ΣR.
Equation (4.17) has been derived by adding Eqs. (4.16a) and (4.16b). However,
the (1,1) and (2,2) elements of original Eq. (3.49) are complex conjugates to each
other so that they are equivalent mathematically. Hence, one may ask whether this
equivalence is still kept between Eqs. (4.16a) and (4.16b) obtained with the first-
order gradient expansion. To answer this question raised by Ivanov et al.,25) we
alternatively subtract Eq. (4.16b) from Eq. (4.16a) and subsequently substitute Eq.
(4.17). It yields
0 = {(GR)−1, GR} = −(GR)−2{GR, GR},
which is just the identity {GR, GR} = 0. Thus, Eqs. (4.16a) and (4.16b) have
been checked to be identical also within the first-order gradient expansion. This
consideration shows that GR from Eq. (4.17) is correct up to the first order.
We next focus on the (1,2) element of Eq. (4.15). Noting Eqs. (3.42) and (3.46)
and adopting first-order gradient expansion (4.13), we obtain
(G−10 −ΣR)GK −ΣKGA +
i~
2
{G−10 −ΣR, GK} −
i~
2
{ΣK, GA} = 0. (4.18a)
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Its complex conjugate can be expressed with Eqs. (4.6) and (4.8) as
− (G−10 −ΣA)GK +ΣKGR +
i~
2
{G−10 −ΣA, GK} −
i~
2
{ΣK, GR} = 0. (4.18b)
Equation (4.18b) may also be derived directly from the (1,2) element of the right-
hand Dyson’s equation GˇK ∗ (G−10 1ˇ− ΣˇK) = 1ˇ.
Let us add Eqs. (4.18a) and (4.18b) and make use of Im{G−10 −ΣR, GR} = 0 as
well as Eqs. (4.6) and (4.8). We thereby obtain
{G−10 − ReΣR, Aφ} − {AΣφΣ ,ReGR} =
AAΣ(φΣ − φ)
~
.
The left-hand side of this equation consists only of space-time derivatives, which are
first-order in the gradient expansion. Hence, it follows that the term φΣ − φ on
the right-hand side is also of first-order; as seen below in §4.6, the right-hand side
may be identified as the collision integral in the transport theory, which vanishes in
equilibrium. Hence, it follows that we may replace φΣ by φ on the left-hand side as
adopted by Botermans and Malfliet.25), 61) The approximation yields
{G−10 −ReΣR, Aφ} − {AΣφ,ReGR} = C, (4.19)
where C is the collision integral defined by
C ≡ AAΣ(φΣ − φ)
~
= ∓G
21Σ12 −G12Σ21
~
. (4.20)
Equation (4.19) determines the distribution function φ for given A and Σˇ.
Alternatively, one may subtract Eq. (4.18b) from Eq. (4.18a). Then, a procedure
similar to that for deriving Eq. (4.19) yields
{AΣφ,A} − {AΣ , Aφ}
4
=
AΣφΣReG
R − (G−10 −ReΣR)Aφ
~
. (4.21)
This equation is nothing but Eq. (4.19) in disguise. Indeed, multiplying Eq. (4.21)
by AΣ/(G
−1
0 −ReΣR) reproduces Eq. (4.19). This can be checked with Eq. (4.17) by
expressing ReGR and A = −2ImGR in terms of M≡G−10 −ReΣR and AΣ≡−2ImΣR
as
ReGR =
M
M2 + (AΣ/2)2
, A =
AΣ
M2 + (AΣ/2)2
,
and substituting them into the two apparently different equations. Thus, we have
seen that the equivalence between Eqs. (4.18a) and (4.18b) is recovered appropriately
with the replacement φΣ→φ in the space-time derivatives.
Equations (4.17) and (4.19) form a closed set of equations for the two unknown
functions A and φ. Moreover, the replacement φ → f(ε) ≡ (eε/kBT ∓ 1)−1 in those
equations transforms: (i) Eq. (4.17) into Dyson’s equation for the retarded Green’s
function in equilibrium; and (ii) Eq. (4.19) into the trivial relation 0 = 0, i.e., both the
space-time derivatives and collision integral become null with the replacement (see
§4.6 below). Thus, Eqs. (4.17) and (4.19) form a natural extension of the equilibrium
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Dyson’s equation into nonequilibrium cases, where we also have to determine the
distribution function φ with Eq. (4.19).
Finally, it is worth pointing out that a Wigner representation may not be positive
definite in general. However, the following argument suggests that the spectral
function A and distribution function φ obtained using Eqs. (4.17) and (4.19) are
both positive. First, they are real, as Eqs. (4.3) and (4.4) show. Second, it follows
from the retarded nature of GR(1, 2) in Eq. (3.43a) that all the singularities of
GR(pε, rt) in Eq. (4.17) lie on the lower half of the complex ε plane. This implies
that ImΣR(pε, rt) ≤ 0 and, hence, ImGR(pε, rt) ≤ 0. By using Eq. (4.6a), the latter
condition can be written alternatively as
A(pε, rt) ≥ 0. (4.22)
As for φ, it reduces in equilibrium to the Bose/Fermi distribution function, which
is definitely positive. Noting that it obeys Eq. (4.19) of the first-order gradient
expansion so that its deviation from the equilibrium form will not be substantial, φ
is also expected to be positive.
4.4. Approximation for the self-energies
We now discuss how to calculate the self-energies within the first-order gradient
expansion of the self-consistent Φ-derivable approximation. In brief, they should
be estimated with the local approximation of neglecting the space-time derivatives.
This may be realized by noting: (i) Eq. (4.17) is correct up to the first order in the
gradient expansion even with ΣR of the local approximation, as pointed out in the
paragraph just below Eq. (4.17); (ii) Eq. (4.19), which is composed of space-time
derivatives and the collision integral, is first order by itself so that we should make
use of the zeroth-order self-energies in the equation.
We now write down the self-energies in the local approximation up to the second
order in the perturbation expansion. Using Eq. (3.5), we can transform Eq. (3.35)
in the Hartree-Fock approximation into the Wigner representation as
ΣHF(p, rt) = ±i~
∫
d3p′dε′
(2pi~)4
(V0 ± Vp−p′)G12(p′ε′, rt). (4.23)
Similarly, second-order self-energy (3.37) may be expressed with Eq. (4.11) in the
Wigner representation. Adopting the local approximation subsequently, we obtain
Σij(2)(pε, rt) = ∓(~)2
∫ [ 4∏
k=2
d3pkdεk
(2pi~)4
]
1
2
|Vp−p3 ± Vp−p4 |2(2pi~)4δ(p+p2−p3−p4)
×δ(ε+ε2−ε3−ε4)Gji(p2ε2, rt)Gij(p3ε3, rt)Gij(p4ε4, rt). (4.24)
By writing G12=∓iG<, G21=−iG>, Σ12=∓iΣ<, and Σ21=−iΣ>, this expression
acquires exactly the same expression as Eq. (4-16) of Kadanoff and Baym.33)
Having given the self-energies as a functional of Gij in the Wigner representation,
we can solve Eqs. (4.17) and (4.19) self-consistently to trace their time evolutions.
The exact procedure is summarized as follows: (i) With φ(pε, rt) given at a certain
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time t, we calculate the spectral function A(pε, rt) self-consistently using Eq. (4.17)
and ΣR = ΣR(pε, rt;A,φ) of the local Φ-derivable approximation. (ii) The distri-
bution function φ at t + dt is determined subsequently with Eq. (4.19). Hence, it
follows that the explicit time dependence in the procedure originates from φ.
4.5. Expression of entropy density
Equation (4.19), which describes the time evolution of the distribution function,
also contains information on the heat flow. Indeed, it enables us to derive an ex-
pression of nonequilibrium entropy density and its continuity equation. To see this,
let us multiply Eq. (4.19) by ~kB(2pi~)
−4 ln[(1±φ)/φ], carry out an integration over
pε, and make use of Im{G−10 −ΣR, GR}=0 and ln[(1± φ)/φ]dφ=dσ with
σ[φ] ≡ −φ lnφ± (1± φ) ln(1± φ). (4.25)
We thereby obtain
∂s
∂t
+∇ · js = ∂scoll
∂t
, (4.26)
where s=s(rt), js=js(rt), and ∂scoll/∂t are defined by
s ≡ ~kB
∫
d3p dε
(2pi~)4
σ
[
A
∂(G−10 −ReΣR)
∂ε
+AΣ
∂ReGR
∂ε
]
, (4.27)
js ≡ ~kB
∫
d3p dε
(2pi~)4
σ
[
−A∂(G
−1
0 −ReΣR)
∂p
−AΣ ∂ReG
R
∂p
]
, (4.28)
∂scoll
∂t
≡ ~kB
∫
d3p dε
(2pi~)4
C ln 1± φ
φ
. (4.29)
Equations (4.27) and (4.28) may be identified as entropy density and entropy flux
density. Indeed, if we put φ → f(ε) ≡ (eε/kBT ∓ 1)−1 in Eq. (4.27) and perform an
integration over r, we reproduce an expression of equilibrium entropy derived in Ref.
62); see also Appendix D for the equilibrium expression. On the other hand, Eq.
(4.29) denotes entropy production per unit time and unit volume due to collisions; see
the next subsection on this point. Thus, we have been able to define nonequilibrium
entropy density so as to be compatible with equilibrium statistical mechanics. As
will be shown in §5.1, it also embraces Boltzmann’s nonequilibrium entropy density
as the dilute high-temperature limit.
Expression (4.27) is different from the one obtained earlier by Ivanov et al.25)
which contains extra terms stemming from space-time derivatives in the self-energies,
i.e., terms due to memory effects. The corresponding expression of nonequilib-
rium entropy density does not reduce adequately to the entropy density in equi-
librium46), 62) as φ → f(ε) ≡ (eε/kBT ∓ 1)−1. It was derived so as to be compatible
with the equilibrium entropy by Carneiro and Pethick.63) However, the derivation
of Carneiro and Pethick was based on the zero-temperature perturbation expansion
technique of Goldstone39) and suffers from an inappropriate treatment of energy de-
nominators, as pointed out in Ref. 46). Thus, it is Eq. (4.27) that is compatible with
equilibrium statistical mechanics.
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4.6. H-theorem and thermodynamic equilibrium
Here, we show that Eq. (4.26) satisfies the H-theorem, i.e., the law of increase
in entropy, within the second-order perturbation expansion.
Let us substitute Eq. (4.24) into Eq. (4.20) and the corresponding expression
of C subsequently into Eq. (4.29). Using Eq. (4.5), we further express the result in
terms of A and φ and symmetrize the formula with respect to integration variables.
The second-order quantity ∂s
(2)
coll/∂t is thereby transformed into
∂s
(2)
coll
∂t
=
kB~
2
8
4∏
j=1
∫
d3pj dεj |Vp1−p3±Vp1−p4 |2δ(p1+p2−p3−p4)δ(ε1+ε2−ε3−ε4)
×A1A2A3A4
[
(1±φ1)(1 ± φ2)φ3φ4−φ1φ2(1± φ3)(1 ± φ4)
]
× ln (1± φ1)(1 ± φ2)φ3φ4
φ1φ2(1± φ3)(1 ± φ4) , (4
.30)
with Aj = A(pjεj , rt), etc. Noting (x− y) ln(x/y) ≥ 0, which holds for any positive
x and y, we conclude ∂s
(2)
coll/∂t ≥ 0. This is nothing but a quantum-mechanical
extension of Boltzmann’s H-theorem.17), 22) The equality in Eq. (4.30) holds when
ln
1± φ1
φ1
+ ln
1± φ2
φ2
− ln 1± φ3
φ3
− ln 1± φ4
φ4
= 0
is satisfied. Noting the delta functions in Eq. (4.30), we realize that ln[(1±φ1)/φ1]
must have linear p1 and ε1 dependences as
ln
1± φ1
φ1
= α+ β(ε1 − v · p1), (4.31)
where α, β and v are arbitrary functions of rt. We thereby obtain, for φ = φ(le) that
makes the collision integral vanish, the expression:
φ(le)(pε, rt) =
1
eβ(rt)[ ε− v(rt) ·p ]+α(rt) ∓ 1 , (4
.32)
which is exactly the local equilibrium distribution.
Thus, we have proved the H-theorem within the second-order perturbation and
also provided an expression for the distribution function φ(le) that makes entropy
production vanish. It can also be shown easily within the second-order perturbation
that this φ(le) makes the collision integral (4.20) vanish.
It still remains to be clarified whether ∂scoll/∂t ≥ 0 does hold up to the infinite
order. However, it seems quite natural physically to expect it.
§5. Quasiparticle and quasiclassical approximations
In many cases, quantum transport equations (4.17) and (4.19) are further sim-
plified by integrating out the spectral function A completely. There are a couple
of standard approximations to carry it out, i.e., the quasiparticle and quasiclassi-
cal approximations. We explain them here in detail using second-order self-energy
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(4.24). It is thereby shown that quantum transport equations embrace the Boltz-
mann equation as a limit. It will also become clear under what conditions the concept
of “distribution function in the phase space”, which is frequently assumed to exist
from the very beginning in the classical transport theory,17) is justified.
5.1. Quasiparticle approximation
This approximation becomes excellent whenever there is a sharp δ-function-
like peak in the spectral function A. We first consider the weak-coupling limit as
a typical example. Here, we may drop the self-energy in Eq. (4.17). Hence, the
spectral function A = −2ImGR is obtained from Eq. (4.10) as
A(pε, rt) ≈ 2piδ (ε− ξp) , ξp(rt) ≡ p
2
2m
+ U(rt)− µ. (5.1)
As for Eq. (4.19), we can neglect terms with ΣR on its left-hand side to the same
order of approximation. By noting Eqs. (4.10) and (4.14), the resultant equation
can be written down explicitly as
∂(Aφ)
∂t
+
p
m
· ∂(Aφ)
∂r
+
∂U
∂t
∂(Aφ)
∂ε
− ∂U
∂r
· ∂(Aφ)
∂p
= C. (5.2)
We next divide Eq. (5.2) by 2pi and perform an integration over −∞ ≤ ε ≤ ∞.
The corresponding equation can be expressed concisely in terms of the distribution
function in the phase space:
f(p, r, t) ≡
∫ ∞
−∞
dε
2pi
A(pε, rt)φ(pε, rt) = φ(pξp, rt), (5.3)
as
∂f
∂t
+
p
m
· ∂f
∂r
− ∂U
∂r
· ∂f
∂p
= Ip[f ]. (5.4a)
The collision integral Ip[f ] can be written down by substituting Eqs. (4.5), (4.24),
and (5.1) into Eq. (4.20) and carrying out the integration over ε as
Ip[f ] ≡ ~
2
2
4∏
j=2
∫
d3pj
(2pi~)3
|Vp−p3 ± Vp−p4 |2(2pi)4δ(p + p2 − p3 − p4)
×δ(ξp + ξp2 − ξp3 − ξp4)
[
(1± f)(1± f2)f3f4 − ff2(1± f3)(1 ± f4)
]
, (5.4b)
with fj = f(pj, r, t). Equation (5.4) may be regarded as the Boltzmann equa-
tion with quantum effects. Indeed, if we neglect quantum effects in Eq. (5.4b) as
±Vp−p3V ∗p−p4 → 0 and (1 ± f) → 1, we obtain the standard Boltzmann equation
in the dilute classical limit.17) Note that the function f here is dimensionless and
normalized so as to reproduce (eβξp ∓ 1)−1 in equilibrium.
The corresponding expressions of entropy density, entropy flux density, and en-
tropy production are obtained by adopting the same approximation in Eqs. (4.27),
(4.28), and (4.30), respectively. They are given in terms of Eq. (4.25) by
s ≡ kB
∫
d3p
(2pi~)3
σ[f ], (5.5)
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js ≡ kB
∫
d3p
(2pi~)3
p
m
σ[f ], (5.6)
∂s
(2)
coll
∂t
=
kB~
2
8
4∏
j=1
∫
d3pj
(2pi~)3
|Vp1−p3 ± Vp1−p4 |2(2pi)4δ(p1 + p2 − p3 − p4)
×δ(ξp + ξp2 − ξp3 − ξp4)
[
(1± f1)(1± f2)f3f4 − f1f2(1± f3)(1± f4)
]
× ln (1± f1)(1± f2)f3f4
f1f2(1± f3)(1± f4) . (5
.7)
Equation (5.5) is the familiar entropy density for noninteracting systems.21) These
expressions can be obtained alternatively by multiplying Eq. (5.4) by kB ln[(1± f)/f ]
and performing an integration over p. Boltzmann’s entropy and H-theorem are
reproduced from the above with ±Vp−p3V ∗p−p4 → 0 and 1± f → 1.
Thus, we have seen that a transport equation for the distribution function f
in the phase space results naturally as the weak-coupling limit of quantum trans-
port equations (4.17) and (4.19). It should also be noted that the weakness of the
interaction is not essential for the quasiparticle approximation. To be specific, it
is sufficient for the approximation to hold that the imaginary part of ΣR, i.e., the
lifetime of quasiparticles responsible for the excitation, is sufficiently small in the
relevant energy range. Thus, the quasiparticle approximation can also be applied
excellently for normal Fermi liquids at low temperatures.31) We will discuss it in
detail below.
First, let us neglect terms with AΣ = −2ImΣR on the left-hand side of Eq.
(4.19). We also expand G−10 − ReΣR up to the first order from ε = 0 and p = pF
(pF: Fermi momentum) as
G−10 − ReΣR ≈
ε− ξp
a
. (5.8)
Here, a and ξp are the renormalization constant and quasiparticle energy:
1
a
≡ 1− ∂ReΣ
R
∂ε
∣∣∣∣
ε=0,p=pF
, (5.9a)
ξp ≡ a
[
p2F
2m
+ U +ReΣR(0, 0) − µ
]
+ vF · (p− pF), (5.9b)
respectively, with the Fermi velocity vF defined by
vF ≡ a
(
pF
m
+
∂ReΣR
∂p
∣∣∣∣
ε=0,p=pF
)
. (5.9c)
The spectral function A = −2ImGR in this approximation is obtained from Eq.
(4.17) as A(pε, rt) ≈ 2piaδ (ε− ξp). Let us introduce the distribution function f as
f(p, r, t) ≡
∫ ∞
−∞
dε
2pia
A(pε, rt)φ(pε, rt). (5.10)
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We then obtain Eq. (5.4) from Eq. (4.19) using exactly the same procedure as above
for the weak interaction. However, the factor Vp−p3 ± Vp−p4 in Eq. (5.4b) is to be
replaced by the effective interaction between quasiparticles, as described in detail in
Ref. 31), for example.
5.2. Quasiclassical approximation
For Fermi systems at low temperatures, there is an alternative approximation
called “quasiclassical approximation”. It holds excellently even when the lifetime of
quasiparticles is substantial, as for electrons in metals with strong impurity poten-
tials or electron-phonon interactions. The approximation was introduced by Prange
and Kadanoff for the case of electron-phonon interactions,64) and extended sub-
sequently to describe superconductors and superfluids in equilibrium65), 66) and in
nonequilibrium.38), 66)–68) In the case of conventional superconductors, for example,
the impurity scattering plays a crucial role in changing their properties in magnetic
fields from type I to type II,70) and the lifetime may not be negligible in the lat-
ter cases. It was Eilenberger65) who first adopted the approximation to integrate
out an irrelevant variable from the Gor’kov equations in equilibrium. He thereby
obtained quasiclassical equations of superconductivity, i.e., Eilenberger equations,
which extend the Ginzburg-Landau equations70) over whole temperatures and mag-
netic fields. Those equations have been used extensively to clarify and understand
the properties of inhomogeneous superconductors and superfluids.66), 67)
In the quasiclassical approximation, one carries out an integration over ξp defined
by Eq. (5.9b) instead of an integration over ε in the quasiparticle approximation.
To be specific, proceed here as follows. Let us write down Eq. (4.19) explicitly with
Eqs. (4.14), (5.8), and (5.9b) as
1
a
∂(Aφ)
∂t
+
vF
a
· ∂(Aφ)
∂r
+
∂(U+ReΣR)
∂t
∂(Aφ)
∂ε
− ∂(U+ReΣ
R)
∂r
· ∂(Aφ)
∂p
+i{Σ12,ReGR} = C, (5.11)
where we have approximated AΣφ ≈ −iΣ12 on the left-hand side. The term
∂Σˇ(pε, rt)/∂p is expected to be of the order of |Σˇ(pε, rt)|/pF so that we may neglect
the |p| dependence in Σˇ as
Σˇ(pε, rt) ≈ Σˇ(pFε, rt). (5.12)
By noting ImΣR = −12AΣ and Eq. (5.8), the corresponding spectral function A =
−2ImGR is obtained as
A(pε, rt) ≈ a
2AΣ(pFε, rt)
(ε− ξp)2 +
[
1
2aAΣ(pFε, rt)
]2 . (5.13)
The |p| dependence in Eq. (5.13) lies only in ξp and may be approximated excel-
lently using a Lorentzian in terms of ξp with the width
1
2aAΣ and the area 2pia.
With this observation, we introduce the distribution function in the quasiclassical
approximation as
fqc(pFε, rt) ≡ lim
ξc→∞
∫ ξc
−ξc
dξp
2pia
A(pε, rt)φ(pε, rt). (5.14)
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Thus, the distribution function here has ε as an argument instead of |p| in the
quasiparticle approximation, and the momentum has only the angular dependence
on the Fermi surface. We next perform an integration over ξp in Eq. (5.11) in the
same way as in Eq. (5.14). It then follows that the fourth term on the left-hand
side vanishes upon the integration. Moreover, the ξp integration of ReG
R may be
estimated with Eqs. (4.6a) and (5.13) as
lim
ξc→∞
∫ ξc
−ξc
dξp
2pia
ReGR(pε, rt) = P
∫ ∞
−∞
dε′
2pi
1
ε− ε′ . (5
.15)
Hence, it follows that the fifth term with derivatives of ReGR vanishes after the ξp
integration. As for the collision integral C obtained by substituting Eqs. (4.5) and
(4.24) into Eq. (4.20), let us introduce the density of states by N(ξ) ≡ ∫ d3p
(2pi~)3
δ(ξ −
ξp) and subsequently approximate it as N(ξ) ≈ N(0) to carry out the ξ integration.
We thereby obtain the quasiclassical transport equation as
∂fqc
∂t
+ vF · ∂f
qc
∂r
+ a
∂(U+ReΣR)
∂t
∂fqc
∂ε
= Iqcp [f
qc], (5.16)
with
Iqcp [f
qc] ≡ ~
2
2
[N(0)]3(2pia)4
4∏
j=2
∫
dεjdΩj
4pi
|VpF−pF3−VpF−pF4 |2
×δ(pF+pF2−pF3−pF4)δ(ε+ε2−ε3−ε4)
×[(1− fqc)(1−fqc2 )fqc3 fqc4 −fqcfqc2 (1−fqc3 )(1−fqc4 )], (5.17)
where dΩj denotes an infinitesimal solid angle along pFj .
Thus, we have obtained a transport equation in the quasiclassical approximation.
As already pointed out at the beginning of this subsection, it has an advantage of
being applicable even for cases with short lifetimes. The derivation here has been
carried out with second-order self-energy (4.24) of a weak interaction. However, the
approximation is justified even for low temperature Fermi liquids with considerable
interactions, and also applicable to superconductors and superfluids. See Ref. 66)
for details.
§6. Transport equations for electrons in electromagnetic fields
We next focus on electrons in electromagnetic fields, where special consideration
of the gauge invariance is necessary for deriving quantum transport equations appro-
priately. To be specific, we should modify Eq. (4.1) to introduce a gauge-covariant
Wigner transformation in terms of the “center-of-mass” coordinate and make use
of the corresponding Groenewold-Moyal product. We will discuss it below following
Ref. 68).
We consider the following one-particle operator in place of Eq. (3.3):
Kˆ1 ≡ 1
2m
[
−i~∇1 − e
c
A(1)
]2
+ eA4(1) − µ, (6.1)
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where A(1) and A4(1) are the vector and scalar potentials of electromagnetism,
respectively. The corresponding Dyson’s equation is still given by Eq. (3.49); it is
invariant through the gauge transformation:
A(1)→ A(1) +∇1χ(1), A4(1)→ A4(1) − 1
c
∂χ(1)
∂t1
, (6.2a)
Gˇ(1, 2)→ exp
{
i
e
~c
[χ(1) − χ(2)]
}
Gˇ(1, 2), (6.2b)
with e < 0 and χ(1) denoting an arbitrary scalar function.
To discuss transport phenomena of electrons in solids under electromagnetic
fields, we also need to incorporate interactions with phonons, impurities, etc., to
obtain a finite conductivity. However, Dyson’s equation for the electronic part is
still given by Eq. (3.49) with modified self-energies. We will proceed by assuming
that such effects have already been taken into account into the self-energy matrix of
Eq. (3.49). See also Ref. 69) on how to incorporate the periodic potential.
Following the standard prescription to derive quantum transport equations, we
first transform Eq. (3.49) into a Wigner representation. If we adopt Eq. (4.1) for this
purpose, however, the resultant equation suffers from the flaws that: (i) the gauge
invariance of the equation is not retained adequately; (ii) the magnetic Lorentz force
of deflecting electrons is absent from the equation. This is because the transformation
(4.1) breaks the gauge covariance with respect to the “center-of-mass” coordinate.
To remove these drawbacks, we adopt the “gauge-invariant Wigner transforma-
tion” introduced by Stratonovich in 1956.71) It is defined in place of Eq. (4.1) by
Gˇ(pε, r12t12) ≡
∫
d3r¯12 dt¯12 Gˇ(1, 2) e
−iI(1,2) e−i(p ·r¯12−εt¯12)/~, (6.3a)
Gˇ(1, 2) = eiI(1,2)
∫
d3p dε
(2pi~)4
Gˇ(pε, r12t12) e
i(p·r¯12−εt¯12)/~, (6.3b)
where I(1, 2) is given in terms of the four vectors ~A ≡ (A,−cA4) and ~r1 = (r1, t1)
by
I(1, 2) ≡ e
~c
∫ ~r1
~r2
~A(~s) · d~s, (6.4)
with ~s denoting the straight-line path from ~r2 to ~r1. Equation (6.3) was also derived
by Fujita elegantly on the basis of the Weyl transformation.72)
The role of the extra phase factor in Eq. (6.2b) may be realized from its change
under the gauge transformation (6.2a):
eiI(1,2) −→ exp
{
i
e
~c
[χ(1) − χ(2)]
}
eiI(1,2). (6.5)
Thus, it transforms in exactly the same way as Gˇ in Eq. (6.2b), thereby making
Gˇ(1, 2)e−iI(1,2) in Eq. (6.3a) gauge invariant. It is worth looking at Eq. (6.3) from
a more general viewpoint for its extension to superconductors. Setting 1 = 2 in
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C
123
Fig. 7. Closed contour C123.
Eq. (6.2b) tells us that Gˇ(1, 2) is gauge invariant with respect to the “center-of-
mass” coordinate. Thus, the gauge dependence of Gˇ(1, 2) lies solely in the relative
coordinate, which should be removed before the Wigner transformation. The factor
e−iI(1,2) of Gˇ(1, 2)e−iI(1,2) exactly performs this task. It has been shown68) that
this idea can be applied to superconductors so as to describe appropriately that the
pair potential behaves like an effective wave function of charge 2e with the gauge
covariance in terms of the center-of-mass coordinate; see the last paragraph of this
section for more details.
We now modify the Groenewold-Moyal product (4.11) so as to be compatible
with Eq. (6.3). We carry it out here for the simplest case of static electromagnetic
fields; see Ref. 68) for a more general treatment. We first express C(1, 3) and D(3, 2)
on the left-hand side of Eq. (4.11) as Eq. (6.3b). We then have the extra phase factor
eiI(1,3)+iI(3,2) in the integrand on its right-hand side. Let us express it as a product
of eiI(1,2) and the other factor as
eiI(1,3)+iI(3,2) = eiI(1,2)eiφ123 , φ123 ≡ e
~c
∮
C123
~A(~s ) · d~s, (6.6)
where the contour C123 is given in Fig. 7. Using Stokes’ theorem, we can express φ123
in terms of the electric field E ≡ −∇A4− 1c∂tA and the magnetic field B ≡∇×A
as
φ123 =
e
2~c
[−cE · (r¯13t¯32 − t¯13r¯32)−B · (r¯13 × r¯32)]. (6.7)
The extra phase factor in Eq. (6.6) modifies Eq. (4.11) into∫
C(1, 3)D(3, 2) d3 = eiI(1,2)
∫
d3pdε
(2pi~)4
C(pε, r12t12) ∗D(pε, r12t12) ei(p·r¯12−εt¯12)/~,
(6.8)
where the Groenewold-Moyal product is now defined by
C(pε, rt) ∗D(pε, rt) ≡ C(pε, rt) exp
[
i~
2
(←−
∂ r ·−→∂ p−←−∂ t−→∂ ε−←−∂ p ·−→∂ r+←−∂ ε−→∂ t
)]
× exp
{
i~
2
[
−eE ·
(←−
∂ p
−→
∂ ε−←−∂ ε−→∂ p
)
+
e
c
B ·
(←−
∂ p×−→∂ p
)]}
×D(pε, rt). (6.9)
This modified Groenewold-Moyal product was derived independently in Refs. 68)
and 73). Its expansion up to the first order in the differential operators can also be
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expressed as Eq. (4.13) with the generalized Poisson bracket:
{C,D} ≡ ∂C
∂r
· ∂D
∂p
− ∂C
∂t
∂D
∂ε
− ∂C
∂p
· ∂D
∂r
+
∂C
∂ε
∂D
∂t
−eE ·
(
∂C
∂p
∂D
∂ε
− ∂C
∂ε
∂D
∂p
)
+
e
c
B ·
(
∂C
∂p
× ∂D
∂p
)
. (6.10)
With these preliminaries, we now express Dyson’s equation (3.49) with Eq. (6.1)
in the Wigner representation. Let us substitute Wigner representation (6.3b) into
Eq. (3.49). We then have space-time derivatives of I(1, 2). To estimate them, we
express the straight-line path ~s in Eq. (6.4) in terms of ~R ≡ 12(~r1+~r2) and ~r ≡ ~r1−~r2
as ~s = ~R + η~r (−12 ≤ η ≤ 12). We also expand ~A(~s) in a Taylor series from ~s = ~R
and subsequently perform the integration over η order by order. We thereby obtain
an alternative expression of I(1, 2) as
I(1, 2) =
e
~c
g
(
~r · ~∂~R
)
~r · ~A(~R), g(x) ≡ sinh(x/2)
x/2
. (6.11)
We next operate ∂~r1 = ∂~r +
1
2∂~R on I(1, 2) and make use of the identities rν∂µAν =
rν∂νAµ+ rν(∂µAν − ∂νAµ) (µ, ν = 1, 2, 3, 4) and g(x)+ [g′(x)+ 12g(x)]x = ex/2. The
derivative ∂I(1, 2)/∂r1µ is thereby transformed as
∂I(1, 2)
∂r1µ
=
e
~c
{
Aµ(1) +
[
g′(~r · ~∂~R) +
1
2
g(~r · ~∂~R)
]∑
ν
rν
[
∂Aν(~R)
∂Rµ
− ∂Aµ(
~R)
∂Rν
]}
=


e
~c
[
A(1) +
1
2
(ct¯12E + r¯12 ×B)
]
µ
: µ = 1, 2, 3
− e
~
[
A4(1) +
1
2
r¯12 ·E
]
: µ = 4
. (6.12)
Here, the first equality is an identity, whereas the second one holds only for static
electromagnetic fields.
We now substitute Eqs. (6.1) and (6.3b) into the first term in Eq. (3.49) and
follow the procedure of deriving Eq. (4.11). Comparing the resultant expressions
with the definition of the ∗ product in Eq. (6.9), we obtain the simple expressions:[
−i~∇1 − e
c
A(1)
]
GˇK(1, 2) = eiI(1,2)
∫
d3p dε
(2pi~)4
p ∗ GˇK(pε, r12t12) ei(p·r¯12−εt¯12)/~,
(6.13a)[
i~
∂
∂t1
− eA4(1)
]
GˇK(1, 2) = eiI(1,2)
∫
d3p dε
(2pi~)4
ε ∗ GˇK(pε, r12t12) ei(p·r¯12−εt¯12)/~.
(6.13b)
They show clearly that the gauge-invariant Wigner representations of −i~∇1− ecA(1)
and i~ ∂∂t1 − eA4(1) are given respectively by p and ε.
Using Eqs. (6.8) and (6.13), we can express the Wigner representation of Eq.
(3.49) in a concise form as[(
ε− p
2
2m
+ µ
)
1ˇ− ΣˇK(pε, rt)
]
∗ GˇK(pε, rt) = 1ˇ, (6.14)
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where the Groenewold-Moyal product is defined now by Eq. (6.9).
From this point, we can directly follow the procedure described in §4.3. Partic-
ularly for the weak interaction case, we can adopt the transformation shown in §5.1
to an excellent approximation. We thereby obtain the Boltzmann equation in static
electromagnetic fields as
∂f
∂t
+ v · ∂f
∂r
+ e
(
E +
1
c
v ×B
)
· ∂f
∂p
= Ip[f ], (6.15)
where v ≡ p/m, and f is defined by Eq. (5.3). It is worth noting once again
that, for discussing the electronic conductivity, we must incorporate the impurity
scattering or electron-phonon interactions besides the two-body interaction in the
collision integral Ip[f ].
We finally comment on an alternative method that has been used frequently
for deriving gauge-invariant transport equations.1), 74), 75) It consists of adopting the
ordinary Wigner transformation (4.1a) followed by the change of variables:
p −→ pi ≡ p− e
c
A, ε −→ pi4 ≡ ε− eA4, (6.16)
in the integrand. In the case of static electromagnetic fields, the corresponding
Groenewold-Moyal product has been shown to be identical with Eq. (6.9).75) There
seem at least two difficulties in this change-of-variables method. First, it does not
retain gauge invariance for electromagnetic fields with space-time variations. This
may be realized by looking at the corresponding Wigner representation:
Gˇ(pε, r12t12) =
∫
d3r¯12dt¯12 Gˇ(1, 2) e
i{[p−(e/c)A]·r¯12−(ε−eA4)t¯12}/~. (6.17)
If we compare this expression with Eq. (6.3a), we realize that the phase I(1, 2) in the
latter is replaced here by (e/c)A · r¯12− eA4t¯12. However, this transformation breaks
gauge invariance through Eq. (6.2), except those cases where χ(1) has linear depen-
dence in (r1, t1). Moreover, it is unclear which space-time point we should adopt
as the argument of electromagnetic potentials in Eq. (6.17). An exceptional case is
when electromagnetic fields are static, where Eq. (6.17) yields the same result as Eq.
(6.3). This difficulty was already pointed out by Stratonovich71) and also discussed
in detail by Serimaa et al.76) Second, the change-of-variables method is apparently
not applicable to superconductors where we have new types of functions, such as the
pair potential ∆(1, 2) and the anomalous Green’s function F (1, 2).31) The pair po-
tential ∆(1, 2), for example, transforms as ∆(1, 2) → exp{i e
~c [χ(1) + χ(2)]
}
∆(1, 2)
for Eq. (6.2), thus behaving like a wave function of charge 2e for 2 = 1. If one han-
dles the product ∆(1, 3)F ∗(3, 2) using the change-of-variables method, one will end
up having the operators ∂/∂r and ∂/∂t in front of ∆(pε, rt), thus failing to describe
the fact that ∆(pε, rt) behaves like an effective wave function of charge 2e.
In contrast, the transformation of Eq. (6.3) is free from such difficulties and
can be extended straightforwardly to superconductors.68) For the pair potential, for
example, we only need to make use of the phase factor exp[−iI(~r1, ~R) − iI(~r2, ~R)]
[~R ≡ 12(~r1+~r2)] instead of e−iI(1,2) in Eq. (6.3b). The resultant Wigner representation
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∆(pε, rt) can be shown to transform as ∆(pε, rt) → exp[i2e
~cχ(rt)
]
∆(pε, rt) for
Eq. (6.2). Moreover, the differential operators ∂/∂r − i(2e/~c)A(rt) and ∂/∂t +
i(2e/~)A4(rt) naturally appear in front of ∆(pε, rt).
§7. Two-body correlations
Here, we show that, with the self-consistent approximation considered in §3.4,
we can also calculate two-body and higher-order correlations for a given Φ. Thus,
choosing a definite Φ amounts to determining the whole BBGKY hierarchy17) in the
Φ-derivable approximation.
To be specific, we consider the following two-body correlation:
Kij,kl(12, 34) ≡
(
− i
~
)2
〈TCψˆH(1i)ψˆH(3k)ψˆ†H(4l)ψˆ†H(2j)〉 −Gij(1, 2)Gkl(3, 4). (7.1)
The equation for K is obtained by introducing an extra nonlocal potentialW (1C , 2C)
on the Keldysh contour.77), 78) Let us regard Hˆ(t) in Eq. (3.1) as the unperturbed
Hamiltonian. Then, the argument of §2.2 tells us that all the effects of W (1C , 2C)
can be incorporated into the S-matrix:
Sˆ ′C ≡ TC exp

− i
~
2∑
i,j=1
(−1)i+j
∫
d1
∫
d2 ψˆ†H(1
i)W ij(1, 2)ψˆH(2
j)

 , (7.2)
where the factor (−1)i+j stems from the transformation of Eq. (3.13), and the sub-
script H signifies the representation defined by Eq. (2.8). Looking back at the second
expression of Eq. (3.11), we also realize that Green’s function with the extra potential
W ij(1, 2) ≡W (1i, 2j) can be defined by
Gij(1, 2; Wˇ ) = − i
~
〈TC Sˆ ′CψˆH(1i)ψˆ †H(2j)〉
〈Sˆ ′C〉
. (7.3)
Now, it is easy to see that correlation function (7.1) is obtained from this Green’s
function as
Kii′,jj′(11′, 22′) = ±(−1)j+j′ δG
ii′(1, 1′; Wˇ )
δW j′j(2′, 2)
∣∣∣∣∣
Wˇ=0ˇ
. (7.4)
Here, the factor ± is due to the permutation between ψˆH(2j) and ψˆ †H(2′j
′
), and
(−1)j+j′ cancels the factor (−1)i+j in Eq. (7.2). Equation (7.4) may also be written
concisely as ˇˇK = ±δGˇ/δ(τˇ3Wˇ τˇ3).
The connection (7.4) enables us to derive the equation for ˇˇK, i.e., the Bethe-
Salpeter equation,79) from Dyson’s equation for Gˇ as follows. First, Dyson’s equation
is obtained from Eq. (3.20) by adding an extra contribution of Wˇ . It may be written
symbolically as
Gˇ−1Gˇ = 1ˇ, (7.5a)
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Gˇ−1 ≡
(
i~
∂
∂t
− Kˆ
)
τˇ3 − τˇ3(Wˇ + Σˇ)τˇ3. (7.5b)
Hence, it follows that the first-order change δGˇ satisfies Gˇ−1δGˇ + δGˇ−1Gˇ = 0ˇ, or
equivalently,
δGˇ = Gˇ(−δGˇ−1)Gˇ. (7.6)
We also obtain
−δGˇ−1 = τˇ3(δWˇ + δΣˇ)τˇ3 = δ(τˇ3Wˇ τˇ3) + δ(τˇ3Σˇτˇ3)
δGˇ
δGˇ
δ(τˇ3Wˇ τˇ3)
δ(τˇ3Wˇ τˇ3)
from Eq. (7.5b). Let us substitute this −δGˇ−1 into Eq. (7.6), divide the resultant
equation by δ(τˇ3Wˇ τˇ3), and set Wˇ = 0ˇ. We then express it in terms of Eq. (7.4) and
the vertex:
Γ i
′i,j′j(1′1, 2′2) ≡ ∓ i
~
(−1)i+i′ δΣ
i′i(1′, 1)
δGjj′(2, 2′)
= − i
~
δ2Φ
δGii′(1, 1′)δGjj′(2, 2′)
, (7.7)
where Eq. (3.31) has been used in the second equality. We thereby obtain the Bethe-
Salpeter equation as
Kii′,jj′(11′, 22′) = ±Gij′(1, 2′)Gji′(2, 1′)± i~
∑
kk′ll′
∫
d3
∫
d3′
∫
d4
∫
d4′Gik
′
(1, 3′)
×Gki′(3, 1′)Γ k′k,l′l(3′3, 4′4)Kll′,jj′(44′, 22′), (7.8)
which determines ˇˇK for given Gˇ and ˇˇΓ .
We now realize from Eqs. (3.20), (3.31), (7.7), and (7.8) that the functional
Φ = Φ[Gˇ] enables us to calculate one-particle, two-particle, and also higher-order
correlations in a unified way. To put it another way, Φ specifies the approxima-
tion definitely from one-particle to higher-order levels. This simple structure of the
approximation is among the advantages of the self-consistent Φ-derivable approxi-
mation.
The integral equation (7.8) can be solved formally as
ˇˇK = ±( ˇˇ1∓ i~GˇGˇ ˇˇΓ )−1GˇGˇ, (7.9)
where ˇˇ1 and GˇGˇ are defined by
(ˇˇ1)ii
′,jj′(11′, 22′) ≡ δijδi′j′δ(1, 2)δ(1′ , 2′), (7.10a)
(GˇGˇ)ii
′,jj′(11′, 22′) ≡ Gij′(1, 2′)Gji′(2, 1′). (7.10b)
It follows from Eq. (7.7) that the vertex ˇˇΓ has the symmetry:
Γ ii
′,jj′(11′, 22′) = Γ jj
′,ii′(22′, 11′). (7.11a)
It also satisfies
Γ ii
′,jj′(11′, 22′) = −
∑
kk′ll′
(τˇ1)ik(τˇ1)k′i′(τˇ1)jl(τˇ1)l′j′ [Γ
k′k,l′l(1′1, 2′2)]∗, (7.11b)
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which results from Eq. (3.18). These symmetries are useful in solving the Bethe-
Salpeter equation.
In §4.4, we have adopted the local approximation for the self-energy. This local
approximation may also be useful when calculating two-body correlations. Hence,
we write down the Bethe-Salpeter equation in the local approximation. First, the
vertex function is expanded as
Γ i
′i,j′j(1′1, 2′2) =
∫
d3p1dε1
(2pi~)4
∫
d3p2dε2
(2pi~)4
∫
d3q dω
(2pi~)4
Γ i
′i,j′j(p1ε1,p2ε2; qω, rt)
×ei[(p1−·r′1−ε1−t′1)−(p1+·r1−ε1+t1)+(p2+·r′2−ε2+t′2)−(p2−·r2−ε2−t2)]/~,
(7.12)
where pj± ≡ pj ± q/2, εj± ≡ εj ± ω/2, and rt is some space-time point around
1, 1′, 2, 2′. Let us substitute Eqs. (4.1b) and (7.12) into Eq. (7.8). It then turns out
that ˇˇK in the local approximation can also be expanded as
Kii′,jj′(11′, 22′) =
∫
d3p1dε1
(2pi~)4
∫
d3p2dε2
(2pi~)4
∫
d3q dω
(2pi~)4
Kii′,jj′(p1ε1,p2ε2; qω, rt)
×ei[(p1−·r1−ε1−t1)−(p1+·r′1−ε1+t′1)+(p2+·r2−ε2+t2)−(p2−·r′2−ε2−t′2)]/~.
(7.13)
The equation for the Fourier coefficient Kii′,jj′(p1ε1,p2ε2; qω, rt) is formally the
same as Eq. (7.9) with the modifications: (i) Every matrix such as ˇˇK has the indices
(p1ε1,p2ε2) to distinguish rows and columns. (ii) Integrations over internal variables
are now given by
∫
d3p dε/(2pi~)4. (iii) The quantities ˇˇ1 and GˇGˇ are defined as
(ˇˇ1)ii
′,jj′(pε,p′ε′) ≡ (2pi~)4δ(p − p′)δ(ε − ε′)δijδi′j′, (7.14a)
(GˇGˇ)ii
′,jj′(pε,p′ε′; qω, rt) ≡ (2pi~)4δ(p − p′)δ(ε − ε′)Gij′(p−ε−, rt)Gji′(p+ε+, rt).
(7.14b)
§8. Φ-derivable approximation and conservation laws
Careful consideration of conservation laws is necessary when tackling dynamical
problems. For example, if an approximation you have adopted for a closed sys-
tem does not conserve particle number, you will end up obtaining results that are
completely nonsense. Thus, of crucial importance here is to find a general criterion
with which conservation laws are satisfied. It is Baym16) who presented a sufficient
condition on this fundamental issue. To be more specific, Baym proved that con-
servation laws are obeyed automatically in the Φ-derivable approximation described
in §3.4, which still seems to be the only systematic approximation scheme with the
essential property. In this section, we will provide a detailed proof of it, modifying
Baym’s original one with the equilibrium Matsubara formalism16) onto the Keldysh
contour.46)
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8.1. Identities
As preliminaries, we first derive various identities that are obeyed within the
Φ-derivable approximation. Since this approximation becomes exact when all the
terms in Eq. (3.30) are incorporated, those identities are also satisfied in the exact
theory.
First, we consider the following gauge transformation:
Gˇ(2, 1) −→ eiχˇ(2)Gˇ(2, 1)e−iχˇ(1), χˇ(1) ≡
[
χ(1) 0
0 0
]
. (8.1)
Since it is composed of closed particle lines, the functional Φ of Eq. (3.30) is invariant
through Eq. (8.1), including any approximate one with a partial summation. Thus,
there is no change in Φ also at first order in χ as δΦ = 0. By noting that Φ is a
functional of Gˇ with the property (3.31), the condition δΦ = 0 reads∫
d1
∫
d2Tr τˇ3Σˇ(1, 2)τˇ3δGˇ(2, 1) = 0. (8.2)
On the other hand, δGˇ can be written down explicitly from Eq. (8.1) as
δGˇ(2, 1) = i
[
χˇ(2)Gˇ(2, 1) − Gˇ(2, 1)χˇ(1)] . (8.3)
Substituting Eq. (8.3) into Eq. (8.2) and noting that χ(1) is arbitrary, we obtain∫
d2Tr
1ˇ+τˇ3
2
[
τˇ3Σˇ(1, 2)τˇ3Gˇ(2, 1) − Gˇ(1, 2)τˇ3Σˇ(2, 1)τˇ3
]
= 0. (8.4a)
It is further transformed into∫
d2
[
ΣR(1, 2)G12(2, 1) +Σ12(1, 2)GA(2, 1)
−GR(1, 2)Σ12(2, 1) −G12(1, 2)ΣA(2, 1)] = 0, (8.4b)
where we have used Eqs. (3.14), (3.15), and (3.43) to express Σ11G11 − Σ12G21 =
ΣRG12+Σ12GA. Equation (8.4b) is what results from the gauge degree of freedom.
Second, we consider the following Galilean transformation:
Gˇ(2, 1) −→ exp
[
Rˇ(t2)·−→∇2
]
Gˇ(2, 1) exp
[←−
∇1 ·Rˇ(t1)
]
, Rˇ(t) ≡
[
R(t) 0
0 0
]
.
(8.5)
Since the transformation only shifts the boundary of the system by R(t), Φ is in-
variant through Eq. (8.5). Hence, Eq. (8.2) also holds here. The first-order change
of Gˇ is now given by
δGˇ(2, 1) = Rˇ(t2)·∇2Gˇ(2, 1) + Rˇ(t1)·∇1Gˇ(2, 1). (8.6)
Substituting Eq. (8.6) into Eq. (8.2) and noting that R(t) is arbitrary, we obtain∫
Q(1) d3r1 = 0, (8.7)
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with
Q(1) ≡ ∓i~∇1−∇1′
2
∫
d2
[
ΣR(1, 2)G12(2, 1′) +Σ12(1, 2)GA(2, 1′)
−GR(1, 2)Σ12(2, 1′)−G12(1, 2)ΣA(2, 1′)]
1′=1
, (8.8)
where terms with derivatives of self-energies are due to partial integrations.
Third, we consider a change of variables on C1 given by t → θ(t) ≡ t + ϕ(t).
Green’s function is transformed accordingly as
Gˇ(2, 1) −→ Uˇ(t2)Gˇ(r2θ2, r1θ1)Uˇ(t1), Uˇ(t) ≡
[
(dθ/dt)1/4 0
0 0
]
, (8.9)
where the factor (dθ/dt)1/4 is introduced to cancel dt/dθ in Eq. (3.23) upon the
change of variables, thereby keeping Φ invariant through the transformation. Hence,
it follows that Eq. (8.2) also holds in this case. The corresponding δGˇ is given by
δGji(2, 1) =
{
δj1
[
ϕ′(t2)
4
+ϕ(t2)
∂
∂t2
]
+δi1
[
ϕ′(t1)
4
+ ϕ(t1)
∂
∂t1
]}
Gji(2, 1). (8.10)
Substituting Eq. (8.10) into Eq. (8.2) and noting that ϕ(t) is arbitrary, we obtain
d〈Hˆint(t1)〉
dt1
= −
∫
Qε(1) d
3r1, (8.11)
where 〈Hˆint(t1)〉 and Qε(1) are defined by
〈Hˆint(t1)〉 ≡ ± i~
4
∫
d3r1
∫
d2
[
ΣR(1, 2)G12(2, 1) +Σ12(1, 2)GA(2, 1)
+GR(1, 2)Σ12(2, 1) +G12(1, 2)ΣA(2, 1)
]
, (8.12)
Qε(1) ≡ ∓i~ ∂
∂t1
∫
d2
[
ΣR(1′, 2)G12(2, 1) +Σ12(1′, 2)GA(2, 1)
+GR(1, 2)Σ12(2, 1′) +G12(1, 2)ΣA(2, 1′)
]
1′=1
. (8.13)
Equation (8.11) is what results from Eq. (8.9).
The quantity 〈Hˆint(t1)〉 of Eq. (8.12) is the interaction energy of the system. To
see this, let us write down the (1,2) component of Eq. (3.20):(
i~
∂
∂t1
− Kˆ1
)
G12(1, 2)−
∫ [
ΣR(1, 3)G12(3, 2) +Σ12(1, 3)GA(3, 2)
]
d3 = 0, (8.14)
where we have used Eqs. (3.14), (3.15), and (3.43) to express Σ11G12 − Σ12G22 =
ΣRG12 + Σ12GA. There is an alternative method of deriving the equation for G12.
It is based on
i~
∂
∂t1
ψˆH(1) = Uˆ†(t1,−∞)[ψˆ(r1), Hˆ(t1)]Uˆ(t1,−∞),
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which stems from ψˆH(1) ≡ Uˆ†(t1,−∞)ψˆ(r1)Uˆ(t1,−∞) and Eq. (2.4). By calculating
the commutation relation with Eq. (3.1), this equation of motion is transformed into(
i~
∂
∂t1
− Kˆ1
)
ψˆH(1)−
∫
V¯ (1− 1′)ψˆ†H(1′)ψˆH(1′)ψˆH(1) = 0. (8.15)
Let us multiply Eq. (8.15) by ∓(i/~)ψˆ†H(2) from the left, take the thermodynamic
average with density matrix (3.8), and use Eq. (3.15b). Comparing the resultant
equation with Eq. (8.14), we obtain the identity:
1
2
∫
d1′ V¯ (1−1′)〈ψˆ†H(2)ψˆ†H(1′)ψˆH(1′)ψˆH(1)〉 = ±
i~
2
∫ [
ΣR(1, 3)G12(3, 2)
+Σ12(1, 3)GA(3, 2)
]
d3. (8.16)
Setting 2 = 1 and performing an integration over r1 in Eq. (8.16), we obtain an
expression of the interaction energy in terms of the self-energies. We further take its
complex conjugate to average the resultant expression and the original one. Noting
Eqs. (3.17a) and (3.44), we conclude that Eq. (8.12) is indeed the interaction energy.
8.2. Conservation laws
We now show that conservation laws are automatically obeyed in the Φ-derivable
approximation. First, taking complex conjugate of Eq. (8.14) and using Eqs. (3.17a)
and (3.44), we obtain(
−i~ ∂
∂t2
− Kˆ2
)
G12(1, 2) −
∫ [
GR(1, 3)Σ12(3, 2) +G12(1, 3)ΣA(3, 2)
]
d3 = 0.
(8.17)
We then subtract Eq. (8.17) from Eq. (8.14) with Eq. (3.3) in mind, set 2=1, and
make use of Eq. (8.4b). We thereby arrive at the particle conservation law:
∂n(1)
∂t1
+∇1 · j(1) = 0, (8.18)
where n(1) and j(1) are the particle density and the flux density, respectively, defined
by
n(1) ≡ ±i~G12(1, 1), (8.19a)
j(1) ≡ ±~2∇1−∇2
2m
G12(1, 2)
∣∣∣∣
2=1
. (8.19b)
Second, let us operate ∓i~(∇1−∇2)/2m on Eqs. (8.14) and (8.17), subtract the
latter from the former, and set 2 = 1. It then turns out that the flux density j(1)
satisfies
∂
∂t1
j(1) +
1
m
∇1Θ
K(1) +
n(1)
m
∇1U(1) =
1
m
Q(1), (8.20)
where Q(1) is given by Eq. (8.8), and the tensor ΘK(1) is defined by
ΘKij(1) = ∓
i~3
4m
(∇1i−∇2i)(∇1j−∇2j)G12(1, 2)
∣∣
2=1
. (8.21)
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We further integrate Eq. (8.20) over the whole space of the system and make use of
Eq. (8.7). We thereby obtain
∂
∂t1
∫
j(1) d3r1 = −
∫
n(1)
m
∇1U(1) d
3r1. (8.22)
Multiplying Eq. (8.22) by m yields the total momentum conservation law.
We finally focus on the energy conservation law. Let us operate ∓i~ ∂∂t2 and
∓i~ ∂∂t1 on Eqs. (8.14) and (8.17), respectively, add the two equations subsequently,
and set 2=1. We then obtain
∂EK(1)
∂t1
+∇1 · j ′ε(1) + U(1)
∂n(1)
∂t1
= Qε(1), (8.23)
where Qε(1) is given by Eq. (8.13), and EK(1) and j ′ε(1) are defined by
EK(1) ≡ ± i~
3
2m
∇1 ·∇2G12(1, 2)
∣∣∣∣
2=1
, (8.24)
j ′ε(1) ≡ ∓
i~3
2m
(
∂
∂t1
∇2+
∂
∂t2
∇1
)
G12(1, 2)
∣∣∣∣
2=1
. (8.25)
The quantity EK(1) above signifies the kinetic energy density. We further integrate
Eq. (8.23) over the whole space of the system and make use of Eqs. (8.11) and (8.18).
We thereby arrive at the total energy conservation law as
d
dt1
[∫
EK(1) d3r1+〈Hˆint(t1)〉
]
= −
∫
j(1) ·∇1U(1) d3r1. (8.26)
Equations (8.18), (8.22), and (8.26) are the main results of this subsection. They
clearly show that conservation laws are obeyed in the Φ-derivable approximation.
8.3. Sum rule for the spectral function
The spectral function A defined by Eq. (4.2) satisfies sum rule (4.3), which
stands for the equal-time commutation relation of ψˆ and ψˆ†. Although obvious
intuitively, it may be worth showing that this property holds true in the dynamics
of the Φ-derivable approximation.
Besides Eq. (8.14), we make use of the (2,1) component of Eq. (3.20) for this
purpose, which reads as(
i~
∂
∂t1
− Kˆ1
)
G21(1, 2)−
∫ [
ΣR(1, 3)G21(3, 2) +Σ21(1, 3)GA(3, 2)
]
d3 = 0, (8.27)
where we have used Eqs. (3.14), (3.15), and (3.43) to express Σ21G11 − Σ22G21 =
ΣRG21 + Σ21GA. Let us subtract Eq. (8.14) from Eq. (8.27) and set t2 = t1 subse-
quently. It then follows that the self-energy terms cancel in the resultant equation,
which can be expressed with Eqs. (3.3) and (4.2) as[
i~
∂
∂t1
+
~
2∇21
2m
− U(1) + µ
]
A(1, 2)
∣∣∣∣
t2=t1
= 0. (8.28)
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Let us take complex conjugate of Eq. (8.28) with A∗(1, 2) = A(2, 1) in mind, subse-
quently exchange arguments as r1 ↔ r2, and subtract the resultant equation from
Eq. (8.28). We thereby obtain an equation of motion for A(r1t1, r2t1) as
∂A(r1t1, r2t1)
∂t1
+
~(∇21 −∇22)
2mi
A(r1t1, r2t1)− U(r1t1)− U(r2t1)
i~
A(r1t1, r2t1) = 0.
(8.29)
Now, suppose A(r1t1, r2t1) = δ(r1 − r2) at t1. Then, one may see easily that the
second and third terms in Eq. (8.29) vanish, so that ∂A(r1t1, r2t1)/∂t1 = 0 at t1.
Hence, we conclude that sum rule (4.3) holds at any t ≥ t1.
8.4. Conservation laws in the local approximation
Equations (8.18), (8.20), and (8.23), which describe time evolutions of the par-
ticle, momentum, and energy densities, respectively, are of fundamental importance.
We express them here in the Wigner representation with the first-order gradient
expansion so as to be compatible with the transport Eqs. (4.17) and (4.19).
Substituting Eqs. (4.1b) and (4.5a) into Eq. (8.19), we can express n(rt) and
j(rt) in terms of A and φ. Those expressions are free from approximations and
satisfy Eq. (8.18). To be more specific, the particle density n(rt) and the fluid
velocity v(rt)≡j(rt)/n(rt) are given by
n(rt) = ~
∫
d3p dε
(2pi~)4
A(pε, rt)φ(pε, rt), (8.30a)
v(rt) =
~
n(rt)
∫
d3p dε
(2pi~)4
p
m
A(pε, rt)φ(pε, rt). (8.30b)
Equation (8.18) is expressed in terms of these quantities as
∂n
∂t
+∇(nv) = 0. (8.31)
We next consider Eq. (8.20). By substituting Eqs. (4.1b) and (4.5a) into it, Eq.
(8.21) is transformed into
ΘKij(rt) = ~
∫
d3p dε
(2pi~)4
pipj
m
A(pε, rt)φ(pε, rt) = mn(rt)vi(rt)vj(rt) +Π
K
ij (rt),
(8.32)
where ΠKij (rt) signifies the kinetic-energy part of the momentum flux density tensor
in the coordinate system moving with the local fluid velocity, given explicitly by
ΠKij (rt) ≡ ~
∫
d3p dε
(2pi~)4
p¯ip¯j
m
A(pε, rt)φ(pε, rt), p¯ ≡ p−mv. (8.33)
We next consider Q(1) in Eq. (8.20). Substituting Eq. (8.16) and its complex con-
jugate into Eq. (8.8), we obtain
Q(1)= −
∫
d3r′1
∂V (r1−r′1)
∂r1
〈ψˆ†H(1)ψˆ†H(1′)ψˆH(1′)ψˆH(1)〉,
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with 1′ = r′1t1 in this expression. We next express 〈ψˆ†H(1)ψˆ†H(1′)ψˆH(1′)ψˆH(1)〉 =
ρ2
(
r1−r′1, r1+r
′
1
2 , t1
)
and expand
r1+r′1
2 from r1 up to the first order in the Taylor
series. We thereby obtain
Q(1) = −∇1ΠP(1), (8.34)
where ΠPij(1) is defined by
ΠPij(1) ≡ −
1
2
∫
d3r¯ r¯i
∂V (r¯)
∂r¯j
〈ψˆ†H(1+)ψˆ†H(1−)ψˆH(1−)ψˆH(1+)〉, (8.35)
with 1±≡ (r1±r¯/2, t1). Noting Eq. (8.34), we realize that ΠPij should be estimated
with the local approximation in the first-order gradient expansion scheme. Hence,
we express ΠPij with
ˇˇK in Eq. (7.1) and substitute Eqs. (3.5), (4.1b), and (7.13) into
the resultant expression. Carrying out a partial integration over r¯ subsequently, we
obtain
ΠPij(rt) =
(i~)2
2
∫
d3q dω
(2pi~)4
∫
d3p dε
(2pi~)4
∫
d3p′dε′
(2pi~)4
(
Vqδij+
qiqj
q
dVq
dq
)
×[K12,12(pε,p′ε′; qω, rt) + (2pi~)4δ(q)δ(ω)G12(pε, rt)G12(p′ε′, rt)].(8.36)
Now, let us substitute j = nv, Eq. (8.32), and Eq. (8.34) into Eq. (8.20) and make
use of Eq. (8.31). We thereby arrive at
∂v
∂t
+ v ·∇v + 1
mn
∇Π +
∇U
m
= 0, (8.37)
where Πij ≡ ΠKij + ΠPij. By using Eqs. (8.33) and (8.36), the tensor Πij can be
written explicitly as
Πij(rt) ≡ ~
∫
d3p dε
(2pi~)4
p¯ip¯j
m
A(pε, rt)φ(pε, rt)
+
(i~)2
2
∫
d3q dω
(2pi~)4
∫
d3p dε
(2pi~)4
∫
d3p′dε′
(2pi~)4
(
Vqδij+
qiqj
q
dVq
dq
)
×[K12,12(pε,p′ε′; qω, rt) + (2pi~)4δ(q)δ(ω)G12(pε, rt)G12(p′ε′, rt)], (8.38)
where p¯ = p −mv, G12 is given by Eq. (4.5a), and ˇˇK is the solution of the Bethe-
Salpeter equation (7.9) in the local approximation. Note Π is symmetric.
We finally derive the differential energy conservation law. Instead of Eq. (8.23),
it is convenient for this purpose to start from the expression of the energy density:
E(1) ≡ ~
2
2m
∇′1·∇1〈ψˆ†H(1′)ψˆH(1)〉
∣∣
1′=1
+
1
2
∫
d3r′1 V (r1−r′1)〈ψˆ†H(1)ψˆ†H(1′)ψˆH(1′)ψˆH(1)〉,
(8.39)
where t′1 = t1 is implied. Let us differentiate Eq. (8.39) with respect to t1 and
remove the time derivatives of the field operators in the resultant expression with
Eq. (8.15). We also carry out the first-order gradient expansion for the interaction
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term by the procedure of deriving Eq. (8.34). We thereby obtain the differential
energy conservation law:
∂E(rt)
∂t
+∇ · jε(rt) = −j(rt) ·∇U(rt). (8.40)
Here, jε denotes the energy flux density defined in terms of the operator
jˆ(rt) ≡ ~
2mi
(∇−∇′)ψˆ†H(r′t)ψˆH(rt)
∣∣
r′=r
, (8.41)
by
jε(rt) ≡ ± ~
4
4m2
(∇−∇′)∇·∇′G12(rt, r′t)
∣∣∣∣
r′=r
+
1
2
∫
dr¯ V (r¯)〈ψˆ†H(r−t)jˆ(r+t)
×ψˆH(r−t)〉 − 1
4
∫
d3r¯ r¯
∂V (r¯)
∂r¯
· [〈ψˆ†H(r−t)jˆ(r+t)ψˆH(r−t)〉+ 〈ψˆ†H(r+t)
×jˆ(r−t)ψˆH(r+t)〉
]
. (8.42)
Noting Eq. (8.40), we realize that Eqs. (8.39) and (8.42) should be estimated with
the local approximation in the first-order gradient expansion scheme. It is carried
out by the procedure of deriving Eqs. (8.32) and (8.36). We thereby obtain
E = 1
2
mnv2 + Ei, (8.43a)
jε =
1
2
mnv2v + Eiv +Πv + jQ. (8.43b)
Here, Π is given by Eq. (8.38), and Ei and jQ are defined in terms of p¯=p−mv by
Ei(rt) ≡ ~
∫
d3p dε
(2pi~)4
p¯2
2m
A(pε, rt)φ(pε, rt)
± i~
2
∫
d3p dε
(2pi~)4
[ΣR(pε, rt)G12(pε, rt) +Σ12(pε, rt)GA(pε, rt)], (8.44a)
jQ(rt) ≡ ~
∫
d3p dε
(2pi~)4
p¯2
2m2
p¯A(pε, rt)φ(pε, rt)
+
(i~)2
2
∫
d3q dω
(2pi~)4
∫
d3p dε
(2pi~)4
∫
d3p′dε′
(2pi~)4
1
m
(
2p¯Vq + q
q · p¯
q
dVq
dq
)
×[K12,12(pε,p′ε′; qω, rt) + (2pi~)4δ(q)δ(ω)G12(pε, rt)G12(p′ε′, rt)],(8.44b)
respectively. In deriving Eq. (8.44a), we have used Eq. (8.16). The quantity Ei
signifies the internal-energy density in the coordinate system moving with the local
fluid velocity v, and jQ denotes the heat flux density.
Let us substitute Eq. (8.43) into Eq. (8.40) and transform the resultant ex-
pression with Eqs. (8.31) and (8.37). We thereby obtain the differential energy
conservation law as
∂Ei
∂t
+∇ · (Eiv + jQ) +
∑
ij
Πij
∂vj
∂ri
= 0, (8.45)
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which for v = 0 reduces to the heat equation.
Equations (8.31), (8.37), and (8.45) are the differential particle, momentum,
and energy conservation laws in the first-order gradient expansion, respectively. The
quantities in those equations are defined by Eqs. (8.30), (8.38), and (8.44). They
can be calculated microscopically with the solutions of Eqs. (4.17), (4.19), and (7.9)
in the local approximation.
§9. Transport equation and fluid mechanics
In most cases, fluid mechanics is constructed phenomenologically on the basis of
the local conservation laws of particle number, momentum, and energy80) without
recourse to statistical mechanics. The Navier-Stokes equation thereby obtained is an
archetype of nonlinear evolution equations embracing a wide range of nonequilibrium
phenomena such as turbulence, chaos, and pattern formation. Since it consists of
many particles, however, fluids should be described on a microscopic ground in a
statistical mechanical manner, including its fluctuations.
Taking a dilute classical monatomic gas as an example, we show here that the
basic equations of fluid mechanics can be derived microscopically from the transport
equation. To be specific, we start from the Boltzmann equation and subsequently
adopt Enskog’s expansion from local equilibrium81), 82) to derive equations of fluid
mechanics appropriate for dilute classical gases. The consideration here enables us (i)
to provide a microscopic basis of those equations, (ii) to calculate various transport
coefficients such as the viscosity coefficient from first principles, and also (iii) to
determine the form of the nonequilibrium distribution function. The distribution
function thus obtained may be used with the method of §7 to calculate two-body
correlations and fluctuations in nonequilibrium fluids. Thus, nonequilibrium systems
are not mysterious at all, but can be handled in a statistical mechanical manner with
the transport equation. One may also convince oneself after reading this section that
typical nonequilibrium phenomena such as turbulence, chaos, and pattern formation
in fluid mechanics lie fairly close to equilibrium.
The contents of this section are described in detail in the classic textbooks by
Chapman and Cowling81) and by Hirschfelder et al.82) It may be useful, however, to
include them here in the general framework of nonequilibrium quantum field theory,
which can describe quantum effects and strong correlations far beyond the Boltzmann
equation, to elucidate its great potential. Moreover, we proceed here by regarding
Enskog’s expansion as an approximate method to determine the distribution func-
tion, i.e., the key quantity in statistical mechanics, rather than jumping directly onto
calculations of transport coefficients.81) The derivation here follows that in Ref. 83).
Our consideration starts from the Boltzmann Eq. (5.4), i.e.,
∂f
∂t
+
p
m
· ∂f
∂r
− ∂U
∂r
· ∂f
∂p
= Ip[f ]. (9.1)
The collision integral Ip[f ] in the dilute classical limit is obtained from Eq. (5.4b)
by neglecting the exchange effect as ±Vp−p3V ∗p−p4 → 0 and taking the classical limit
as (1 ± f) → 1. Performing a change of variables p2 = p + q, p3 = P − q′/2, and
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p4 = P + q
′/2 subsequently, we obtain Ip[f ] as
Ip[f ] =
∫
d3q
(2pi~)3
q
m
∫
dσ [fp+(q−q′)/2fp+(q+q′)/2 − fpfp+q]. (9.2)
Here, dσ ≡ dΩq′
∫
dq′δ(q′ − q) [m|V(q′−q)/2|/4pi~2]2 is the differential cross section
in the coordinate system moving with the mass center84) and dΩq′ signifies the
infinitesimal solid angle along q′. In the special case of the contact potential with
Vq = const, the differential cross section can be expressed concisely in terms of the
scattering length a≡m|V |/4pi~2 by
dσ = a2dΩq′
∫
dq′δ(q′ − q). (9.3)
The expression corresponds to the scattering of two rigid particles with radius a.84)
We will adopt Eq. (9.3) below for the differential cross section.
We next write down the conservation laws obtained from the Boltzmann equa-
tion. Relevant quantities for this purpose are the particle density n(r, t), fluid ve-
locity v(r, t), local temperature T (r, t), momentum flux density tensor Π(r, t) in
the coordinate system moving with v(r, t), and heat flux density jQ(r, t). They are
defined by
n(r, t) ≡
∫
d3p
(2pi~)3
f(p, r, t), (9.4a)
v(r, t) ≡ 1
n(r, t)
∫
d3p
(2pi~)3
p
m
f(p, r, t), (9.4b)
T (r, t) ≡ 2
3kBn(r, t)
∫
d3p
(2pi~)3
p¯2
2m
f(p, r, t), (9.4c)
Π(r, t) ≡
∫
d3p
(2pi~)3
p¯p¯
m
f(p, r, t), (9.4d)
jQ(r, t) ≡
∫
d3p
(2pi~)3
p¯2
2m
p¯
m
f(p, r, t), (9.4e)
with p¯ ≡ p − mv. These can also be obtained from general expressions (8.30a),
(8.30b), (8.44a), (8.38), and (8.44b) by neglecting the interaction, rewriting the
resultant expressions with f in Eq. (5.3), and approximating the internal energy
density by Ei= 32nkBT for ideal monatomic gases.
With these preliminaries, we now derive particle number, momentum, and en-
ergy conservation laws. Let us multiply Eq. (9.1) by 1, p/m, and p¯2/2m, and carry
out an integration over p. It then turns out that the contributions of collision inte-
gral (9.2) vanish in the resultant equations due to particle number, momentum, and
energy conservations in the two-particle collision. Thus, the conservation laws are
expressed with the quantities in Eq. (9.4) as
∂n
∂t
+∇(nv) = 0, (9.5a)
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∂v
∂t
+ v ·∇v + 1
mn
∇Π +
∇U
m
= 0, (9.5b)
3
2
nkB
(
∂T
∂t
+ v ·∇T
)
+∇· jQ +Π :∇v = 0, (9.5c)
where A :B denotes the tensor product:
A :B≡
∑
ij
AijBji. (9.6)
Equations (9.5a)–(9.5c) are the classical-gas versions of the general conservation laws
(8.31), (8.37), and (8.45) in the local approximation, respectively. Indeed, Eqs. (9.5a)
and (9.5b) are exactly identical with Eqs. (8.31) and (8.37), respectively, and Eq.
(9.5c) can be derived from Eq. (8.45) by setting Ei= 32nkBT .
On the basis of Enskog’s expansion from the local equilibrium,81), 82) we now
reduce the Boltzmann Eq. (9.1), which is nonlinear with the variables (p, r, t), to
the problem of solving Eq. (9.5) with the variables (r, t). Let us expand f as
f(p, r, t) = f (le)(p, r, t)
[
1+ϕ(1)(p, r, t) + · · ·
]
, (9.7)
where f (le) denotes the local-equilibrium distribution:
f (le) =
(2pi~)3n
(2pimkBT )3/2
exp
(
− p¯
2
2mkBT
)
, (9.8)
with p¯ ≡ p − mv. This form of f (le) has been chosen to satisfy:81), 82) (i) the
local-equilibrium condition that Ip[f ] vanishes, and (ii) Eqs. (9.4a)–(9.4c) by itself.
Hence, it follows that the higher-order corrections ϕ(j) (j = 1, 2, · · · ) in Eq. (9.7)
should satisfy ∫
d3p
(2pi~)3
p¯nf (le)ϕ(j) = 0. (n = 0, 1, 2) (9.9)
There are five unknown functions in f (le), i.e., n(r, t), v(r, t), and T (r, t), which are
the same in number as Eq. (9.5). However, the latter still contains two unknown
functions Π and jQ.
We now express Π and jQ in terms of (n,v, T ) so that Eq. (9.5) becomes a
closed equation for (n,v, T ). Let us substitute Eq. (9.7) into Eq. (9.1) and regard
the differential operators on the left-hand side as the first-order quantities in Enskog’s
expansion. Also noting Ip[f
(le)] = 0, we obtain the following first-order equation:
∂f (le)
∂t
+
p
m
· ∂f
(le)
∂r
+∇U · p¯
mkBT
f (le) = I
(1)
p [ϕ
(1)], (9.10)
where I
(1)
p [ϕ
(1)] is given with Eqs. (9.2) and (9.7) by
I
(1)
p [ϕ
(1)] =
∫
d3q
(2pi~)3
q
m
∫
dσ f
(le)
p f
(le)
p+q
(
ϕ
(1)
p+(q−q′)/2 + ϕ
(1)
p+(q+q′)/2 − ϕ
(1)
p − ϕ(1)p+q
)
.
(9.11)
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Using Eq. (9.8), we next express derivatives of f (le) in Eq. (9.10) with respect to those
of (n,v, T ). We further remove resultant time derivatives with the conservation laws
(9.5) in the local approximation. To this end, we make use of the following relations:
Π(le)=P1, j
(le)
Q =0, (9
.12)
with P ≡nkBT and 1 as the unit tensor, which are obtained by substituting f = f (le)
into Eq. (9.4). The left-hand side of Eq. (9.10) is thereby transformed into
∂f (le)
∂t
+
p
m
· ∂f
(le)
∂r
+
p¯ ·∇U
mkBT
f (le) =
[
2
(
kk− k
2
3
1
)
:∇v +
(
k2− 5
2
)
p¯
m
·∇ lnT
]
f (le),
(9.13)
where k is a dimensionless vector defined by
k ≡ p¯/
√
2mkBT . (9.14a)
We now introduce a couple of additional dimensionless quantities:
vˆ ≡
√
2kBT
m
v, rˆ ≡ n−1/3r, (9.14b)
and the mean-free path:
l ≡ 1
4
√
2pia2n
. (9.15)
Let us rewrite Eqs. (9.3) and (9.8) in terms of these dimensionless quantities, put
the resultant expressions into Eq. (9.11), and substitute it together with Eq. (9.13)
into Eq. (9.10). We thereby obtain
2
√
2√
piln1/3
∫
d3q
4pi
∫
d3q′
4pi
δ(q′−q)
q
e−k
2−(k+q)2
[
ϕ
(1)
k+(q−q′)/2 + ϕ
(1)
k+(q+q′)/2−ϕ
(1)
k −ϕ(1)k+q
]
= e−k
2
[
2
(
kk− k
2
3
1
)
:∇ˆvˆ +
(
k2− 5
2
)
k·∇ˆ lnT
]
, (9.16)
where ∇ˆ ≡ ∂/∂rˆ, and we have redefined ϕ(1) as a function of k ≡ p¯/√2mkBT .
Similarly, Eq. (9.9) is transformed into∫
d3k e−k
2
knϕ
(1)
k = 0. (n = 0, 1, 2) (9
.17)
Equation (9.16) may be regarded as an integral equation for ϕ
(1)
k with condition
(9.17).
The right-hand side of Eq. (9.16) suggests that we may solve the equation by
adopting the expression:81), 82)
ϕ
(1)
k = −ln1/3
[
A5/2(k2)
(
kk− k
2
3
1
)
: ∇ˆvˆ +A3/2(k2)k·∇ˆ lnT
]
, (9.18)
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Table I. Definitions of tensors in Eq. (9.19), where Sα0 (ε) = 1 and S
α
1 (ε) = 1+α−ε are Sonine’s
polynomials.81), 82)
α Wαk R
α
k T
α
k
5/2 kk−(k2/3)1 2Sα0 (k
2)Wαk A
α(k2)Wαk
3/2 k −Sα1 (k
2)Wαk A
α(k2)Wαk
where A5/2 and A3/2 are two unknown functions; they are distinguished here by the
superscripts α=5/2, 3/2 for the reason that will be clear shortly. Substituting Eq.
(9.18) into Eq. (9.16), we obtain a couple of separate equations for Aα as
2
√
2√
pi
∫
d3q
4pi
∫
d3q′
4pi
δ(q′−q)
q
e−k
2−(k+q)2
[
Tαk + T
α
k+q − Tαk+(q−q′)/2 − Tαk+(q+q′)/2
]
= e−k
2Rαk, (9.19)
whereRαk and Tαk are tensors given in Table I. The factor e−k
2
on the right-hand side
is identical as a function of k2 with the weight function of Sonine’s polynomial.81), 82)
Hence, we solve Eq. (9.19) by expanding Aα(ε) in terms of Sonine’s polynomials
{Sα` (ε)} as
Aα(ε) =
∞∑
`=0
aα` S
α
` (ε). (9.20)
By using the orthogonality of Sα` (ε) as well as Eqs. (9
.18) and (9.20), constraint
(9.17) is then transformed into
a
3/2
0 = 0. (9
.21)
Hence, we will remove the ` = 0 term in expansion (9.20) for α=3/2 hereafter. Next,
we take the tensor (α = 5/2) or the vector (α = 3/2) product of Eq. (9.19) with
Sα` (k
2)Wαk /4pi and subsequently perform the integration over k. Equation (9.19) is
thereby transformed into a set of linear algebraic equations for aα` as∑
`′
Tα``′a
α
`′ = Rα` . (9.22)
Here, Rα` is given by
Rα` ≡
∫
d3k
4pi
e−k
2
Sα` (k
2) (Wαk ,Rαk) =


5
4
√
pi δ`0 : α = 5/2
−15
16
√
pi δ`1 : α = 3/2
, (9.23)
with (Wαk ,Rαk) denoting Wαk : Rαk and Wαk · Rαk for α= 5/2 and 3/2, respectively.
Besides, Tα``′ can be expressed with a change of variables k→ k − q/2 as
Tα``′ =
2
√
2√
pi
∫ ∞
0
dk e−2k
2
k2
∫ ∞
0
dq e−q
2/2q3
∫ ∞
0
dq′ δ(q′−q)
×[Iα``′(k, q, q)+Iα``′(k, q,−q)− 2Iα``′(k, q, q′)], (9.24)
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Table II. Values of aα` obtained by solving Eq. (9.22).
α aα0 a
α
1 a
α
2 a
α
3 a
α
4
5/2 2.2511 0.1390 0.0233 0.0058 0.0018
3/2 0 −1.7036 −0.1626 −0.0371 −0.0117
where Iα``′(k, q, q
′) is defined by
Iα``′(k, q, q
′) ≡
∫
dΩq
4pi
∫
dΩq′
4pi
Sα` (|k − q/2|2)Sα`′(|k − q′/2|2)(Wαk−q/2,Wαk−q′/2),
(9.25)
and Iα``′(k, q,±q) is obtained from Eq. (9.25) by the replacement k−q′/2→ k∓q/2.
It is easy to calculate the first few elements of Eq. (9.24) analytically; we obtain
T
5/2
00 = T
3/2
11 = 1, T
5/2
01 = T
3/2
12 = −1/4, T 5/211 = 205/48, and T 3/222 = 45/16. Besides,
those for a general ``′ may be evaluated numerically without difficulty. Now, we can
solve Eq. (9.22) approximately using T
(α)
``′ and R
(α)
` of `, `
′ ≤ `c, and the errors can
be estimated by increasing the cutoff `c. Table II shows the values of a
α
` thereby
obtained. The convergence in terms of `c turns out to be quite rapid: for example,
the values of a
5/2
0 and a
3/2
1 listed in Table II are different from their lowest-order
values 5
√
pi/4 (`c=0) and −15
√
pi/16 (`c=1), respectively, by only ∼ 2%. Thus, the
expansion in Sonine’s polynomial is quite efficient in obtaining the solution.
Let us substitute Eqs. (9.7), (9.8), and (9.18) into Eqs. (9.4d) and (9.4e). We
then obtain expressions of the momentum flux density tensor and the heat flux
density as
Πij = Pδij −mnν
(
∂vi
∂rj
+
∂vj
∂ri
− δij 2
3
∇·v
)
, (9.26a)
jQ = −ncpκ∂T
∂r
. (9.26b)
Here, P = nkBT denotes the pressure for the monatomic gas, cp =
5
2kB is the specific
heat per particle under constant pressure, and ν and κ are the kinematic viscosity
and thermal diffusivity, respectively. The latter two quantities are defined in terms
of the mean-free path l in Eq. (9.15) as well as a
5/2
0 and a
3/2
1 in Table II as
ν =
1
4
l
√
2kBT
m
a
5/2
0 , (9
.27a)
κ = −1
2
l
√
2kBT
m
a
3/2
1 , (9
.27b)
which clearly have the same dimension. Their ratio Pr ≡ ν/κ constitutes the Prandtl
number,81) i.e., one of the fundamental dimensionless quantities of fluid mechanics.
Our theoretical estimate Pr = 0.66 from Table II and Eq. (9.27) agrees excellently
with the experimental value 0.67 of Ar at T = 273 K and P = 1 atm, and also those
of many monatomic gases.82)
Thus, we have succeeded in expressing Π and jQ in terms of (n,v, T ) as Eq.
(9.26). With these expressions, Eq. (9.5) now forms a closed set of equations for
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(n,v, T ). Among them, Eq. (9.5b) is the standard Navier-Stokes equation,80) and
Eq. (9.5c) with v = 0 is the heat equation. It is worth emphasizing once again that
these equations have been obtained by carrying out Enskog’s expansion from local
equilibrium up to the first order. Hence, it follows that, within their applicable range,
the deviation of any solution to Eqs. (9.5) and (9.26) from the local equilibrium
should be small to be expressed as Eq. (9.7) with Eqs. (9.8), (9.18), (9.20), and
Table II. Noting that those nonequilibrium phenomena are well described using
the equations of fluid mechanics, one may realize that most of the energy in the
turbulence, pattern formation, etc., is still dominated by heat, which can be described
appropriately by equilibrium statistical mechanics. We finally point out once again
that, using Eq. (9.7) thereby obtained, we can calculate fluctuations in the fluid with
the method described in §7.
§10. Summary and future problems
We have described the fundamentals of nonequilibrium quantum field theory on
the basis of a many-body perturbation expansion with the Keldysh Green’s function
in a self-contained manner. The time-evolution operator and S-matrix were intro-
duced concisely in §2; using the latter, we can calculate an expectation value of an
arbitrary operator perturbatively with Eq. (2.19). It was shown in §§3.1– 3.3 that
the perturbation expansion can be carried out with slight modifications of the equi-
librium Matsubara formalism, specifically in the integration contour and Feynman
rules. The formulation given here for a nonrelativistic two-body interaction can be
applied easily to other many-body systems by merely changing the starting Hamil-
tonian so as to be suitable for the relevant problem. A special consideration was
given in §3.4 to the self-consistent perturbation expansion, i.e., Baym’s Φ-derivable
approximation, of satisfying various conservation laws. It consists of solving Eqs.
(3.20) and (3.31) self-consistently for an appropriately chosen functional Φ. These
equations form a firm microscopic basis for tracing nonequilibrium time evolutions
of various many-body systems. Indeed, active investigations in high-energy physics
have been carried out over the last decade to solve those equations numerically with-
out any further approximations.47)–55)
On the other hand, coupled equations (3.20) and (3.31) may be simplified fur-
ther into first-order differential equations in the phase space, i.e., quantum transport
equations (§§4.1– 4.4), by transforming them into Wigner representations and trun-
cating the resultant gradient expansion at the first order. The procedure may be
justified if the space-time inhomogeneity occurs over a length or time much larger
than the microscopic length or time characteristic of the relevant system, e.g., average
interparticle spacing. Indeed, this condition is met in a wide range of nonequilib-
rium phenomena. A wide applicability of transport equations was also confirmed by
a numerical simulation.55) Thus, quantum transport equations (4.17) and (4.19) in
the phase space may be used as a convenient alternative to Eqs. (3.20) and (3.31)
in the full coordinate space. The reduced equations in the phase space also enabled
us to obtain an expression of nonequilibrium entropy as Eq. (4.27), which evolves
as Eq. (4.26) and also embraces the Boltzmann entropy for dilute classical gases
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as a high-temperature weak-coupling limit (§5.1). This may be regarded as a defi-
nite contribution to the basic issue of how and in what circumstances we can define
nonequilibrium entropy. We also showed that the expression satisfies the law of in-
crease in entropy within the self-consistent second-order perturbation expansion; it
remains to be clarified whether the proof can be extended beyond the second order.
Concerning the law of increase in entropy, we presented an argument at the end of
§3.1 on why thermalization is achieved in this formalism by only evolving the system
mechanically.
In §5, we performed further reductions of relevant variables with a couple of
different approximation schemes, i.e., the quasiparticle and quasiclassical approxi-
mations. The quasiparticle approximation was shown to reproduce the Boltzmann
equation. Sections 6–8 were devoted to quantum transport equations for a charged
system in electromagnetic fields, a derivation of the Bethe-Salpeter equation for
two-body correlation functions in the Φ-derivable approximation, and a proof of
conservation laws in the Φ-derivable approximation, respectively. Finally, in §9, we
presented a derivation of the Navier-Stokes equation for a dilute classical gas from
the Boltzmann equation described in §5.1.
Thus, readers may have been convinced that the nonequilibrium quantum field
theory provides us with a powerful theoretical tool for describing general nonequi-
librium phenomena based on Hamiltonians. Particularly, the Φ-derivable approxi-
mation enables us to handle one-particle, two-particle, and higher-order correlation
functions on an equal footing for a given Φ so as to satisfy conservation laws. To put
it another way, choosing an appropriate Φ amounts to fixing the whole BBGKY hier-
archy.17) Moreover, higher-order correlations and collisions beyond the two-particle
ones can be incorporated systematically in the self-consistent perturbation expan-
sion. These clear and simple structures of the approximation scheme are among
the definite advantages of the Φ-derivable approximation. Since no such schemes
seem available in classical statistical mechanics, it may be used even for describing
classical phenomena as a starting point to take the high-temperature limit even-
tually. Note also that the Boltzmann equation and Navier-Stokes equation can be
derived from Eqs. (3.20) and (3.31) with successive reductions of relevant variables.
Thus, those phenomena that have been discussed traditionally using the Boltzmann
or Navier-Stokes equation can be handled microscopically and systematically by
the Φ-derivable approximation of nonequilibrium quantum field theory. They in-
clude two-body correlations of nonequilibrium fluids, especially near nonequilibrium
phase transitions,18), 19) which are clearly beyond the scope of the Navier-Stokes
equation.80) Thus, typical nonequilibrium phenomena such as pattern formations,
which have been discussed conventionally on the basis of deterministic evolution
equations for averaged quantities (e.g., the Navier-Stokes equation for the average
velocity),18), 19) can also be treated using this approach so as to incorporate fluctu-
ation effects with the Bethe-Salpeter equation. It also enables us to improve the
Boltzmann equation systematically so as to include higher-order collisions and/or
quantum effects. It is interesting to see how Enskog’s expansion described in §9 may
be extended to systems with strong correlations and/or quantum effects.
The approach may also be applied to superfluid phases,66) especially to Bose-
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Einstein condensates which have been actively investigated85)–87) since the realization
of Bose-Einstein condensation on an atomic gas in 1995.88) In this context, it is worth
pointing out that an extension of the Φ-derivable approximation to Bose-Einstein
condensates has met a particular difficulty89)–92) of not being able to reproduce
the gapless Nambu-Goldstone boson93)–95) of broken U(1) symmetry, which is the
Bogoliubov mode in the weak-coupling regime.96) It is only very recently that the
task has been successfully carried out.44) Thus, applications of this approach to
Bose-Einstein condensates remain mostly unexplored. They include a microscopic
derivation of the two-fluid equations80) with a definite temperature dependence of
the viscosity coefficient, etc. See Ref. 87) for the present status of the issue.
Having derived an expression of nonequilibrium entropy in §4, it is also in-
teresting to seek its possible roles in nonequilibrium phenomena. Much effort has
been directed towards extending equilibrium statistical mechanics to nonequilibrium
situations.18), 19), 97)–106) One of its central issues has been whether there are any
universal probability distributions in nonequilibrium systems corresponding to the
microcanonical, canonical, and grand canonical ensembles of equilibrium statistical
mechanics, or to put it another way, whether there are any thermodynamic functions
that take minimum in nonequilibrium steady states. Various proposals have been
presented on this issue, but no definite answer seems to have been obtained yet.
In this context, it may be worth pointing out that entropy is the key quantity in
equilibrium statistical mechanics. Indeed, every equilibrium statistical ensemble can
be identified as the maximum of the Gibbs entropy (1.1) under some constraints, as
shown by Jaynes.20) Thus, it may be worth asking (i) how entropy changes as we
drive the system out of equilibrium and (ii) how far into the nonequilibrium region
the maximum property of entropy holds true in the space of steady states. It should
be noted at the same time that investigations of nonequilibrium states may be car-
ried out by solving some evolution equations, e.g., Eqs. (3.20) and (3.31) in this
paper, without recourse to any thermodynamic function such as entropy. However,
a thermodynamic function, if it does exist and takes minimum in nonequilibrium
steady states, will be useful in clarifying and classifying nonequilibrium phase tran-
sitions.18), 19)
The above questions (i) and (ii) on entropy were investigated using the Rayleigh-
Be´nard transition of a dilute classical monatomic gas.83) It was shown that entropy
as a function of mechanical variables becomes smaller under a heat flow than without
it, in accordance with equilibrium statistical mechanics. Further, entropy was shown
to be larger with convection than that without it in the region where the convection
is stabilized. Thus, entropy as a function of mechanical variables apparently takes
its largest possible value in the example, implying that the principle of maximum
entropy may hold even in steady states beyond equilibrium.∗) More investigations
∗) It is worth pointing out that this consideration of nonequilibrium entropy differs substantially
from that of extended irreversible thermodynamics developed by Jou et al.102) in that: (i) we
adopt an expression of nonequilibrium entropy with interaction; and (ii) we focus only on those
steady states that are solutions to the Boltzmann equation (or more generally, Dyson’s equation
on the Keldysh contour). On the other hand, extended irreversible thermodynamics makes use
of noninteracting entropy, adds variables characteristic of nonequilibrium to entropy, and directly
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are required to establish the above conjecture, however.
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Appendix A
Second Quantization
The second quantization method enables us to handle many-particle systems
concisely and conveniently. It is completely equivalent to the description with many-
body wave functions in the configuration space. However, this equivalence has not
been explained adequately in the literature, thereby leaving students who want to
learn many-body physics in an awkward situation. We explain here the above equiv-
alence as concisely and clearly as possible starting from the symmetry in identical
particles under permutation. This will be carried out without assuming that the N -
body wave function can be expressed as a superposition of products of N one-particle
wave functions.
A.1. Permutation
We first explain the permutation in the group theory.107) A permutation signifies
an action that N persons sitting on N chairs in a circle exchange their positions. It
can be expressed by the operator:
Pˆ =
(
1 2 3 · · · N
p1 p2 p3 · · · pN
)
, (A.1)
where 1 ≤ pi ≤ N with no duplication among pi’s. Thus, the person previously
on chair i has moved onto chair pi. The number of distinct permutations is easily
identified to be N !.
Among the permutations, there is a special class called cyclic permutation. It
corresponds to each person moving onto an adjacent chair systematically as
Cˆ =
(
1 2 3 · · · k − 1 k
2 3 4 · · · k 1
)
≡ (1 2 3 · · · k). (A.2)
A cyclic permutation of 2 elements is called transposition, which is expressed as
Pˆ12 ≡
(
1 2
2 1
)
≡ (1 2). (A.3)
We now summarize theorems on the permutation. See, e.g., Ref. 107) for the
proofs. First, every permutation can be expressed as a product of cyclic permuta-
maximizes the entropy in terms of those variables without asking whether the solution satisfies the
Boltzmann equation. Thus, states identified with their procedure may not correspond to real steady
states in nature.
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tions. For example,
Pˆa ≡
(
1 2 3 4 5 6
2 5 6 4 1 3
)
= (4) (3 6) (1 2 5) ≡ (3 6) (1 2 5). (A.4)
The identity permutation is often dropped as (4) above. Second, every cyclic per-
mutation can be expressed as a product of transpositions as(
1 2 · · · k−2 k−1 k
2 3 · · · k−1 k 1
)
= (1 2) (1 3) · · · (1 k−1)(1 k),
where operations on the right-hand side proceed from right to left. Combining the
two statements, we realize that every permutation can be expressed as a product of
transpositions. For example, Eq. (A.4) may be expressed as
Pˆa = (3 6) (1 2) (1 5).
Another example is given by
Pˆb ≡
(
1 2 3 4 5 6
2 5 6 3 1 4
)
= (3 6 4) (1 2 5) = (3 6) (3 4) (1 2) (1 5).
An odd (even) permutation is a permutation that can be expressed as a product of
an odd (even) number of transpositions as Pˆa (Pˆb) above. It can be shown that every
permutation is either odd or even.
A.2. Permutation symmetry in systems of identical particles
Many-particle systems composed of identical particles have a special symmetry
under permutations. Consider an N -particle system described by the Hamiltonian:
Hˆ =
N∑
j=1
[
pˆ2j
2m
+ U(rj)
]
+
∑
i<j
V (|ri − rj|) ≡
N∑
j=1
hˆ
(1)
j +
∑
i<j
hˆ
(2)
ij , (A
.5)
where pˆj is the momentum operator, and U and V denote the one-body and two-
body potentials, respectively. This Hamiltonian commutes with Eq. (A.1) as
Pˆ HˆPˆ−1 = Hˆ, (A.6)
which is exemplified for the case of N = 2 as follows:
Pˆ12HˆPˆ
−1
12 =
[
pˆ22
2m
+
pˆ21
2m
+ U(r2) + U(r1) + V (|r2 − r1|)
]
Pˆ12Pˆ
−1
12 = Hˆ.
Thus, any permutation upon Hˆ only changes the order of summation to keep Hˆ
itself invariant. It follows from Eq. (A.6) that Pˆ and Hˆ can be diagonalized simul-
taneously.108) In cases where Hˆ has no time dependence, the expectation value of Pˆ
does not change in time.
To begin with, let us determine eigenvalues of transposition (A.3). Noting that
Pˆ 212 is the identity permutation, we conclude that an eigenvalue εP12 of Pˆ12 satisfies
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ε2P12 = 1. Hence, it follows that εP12 can be either 1 or −1. To put it another way, a
wave function of identical particles either remains invariant or changes its sign upon
a transposition. It was Pauli in 1940, who identified the connection between the
eigenvalue εP12 and the spin, which is summarized as
εP12 =
{
+1 (boson)
−1 (fermion) ←→ spin:


0, 1, 2, · · · (integer)
1
2
,
3
2
,
5
2
, · · · (half integer)
.
For example, the electron, proton, and neutron are all fermions with spin 1/2,
whereas the photon is a boson with spin 1. The rule applies also to composite
particles. Thus, the hydrogen composed of one electron and one proton, whose total
spin can be either 0 or 1, behaves as a boson.
The above consideration can be generalized easily to the case of general per-
mutations. Remembering “every permutation can be expressed as a product of
transpositions” and “every permutation is either odd or even” in §A.1, we obtain
the eigenvalue εP ≡ (±1)P of a permutation Pˆ as
(±1)P =
{
1 : even permutation
±1 : odd permutation , (A.7)
where the upper (lower) sign corresponds to bosons (fermions).
We finally write down explicitly how Pˆ operates on an N -body wave function in
the configuration space. Let us express the wave function as
Ψν(x1, x2, · · · , xN ), (A.8)
where ν signifies a set of quantum numbers to specify the N -body wave function,
and xj ≡ (rj , αj) (j = 1, 2, · · · , N) with rj and αj denoting the space and spin
coordinates, respectively. The operation of Eq. (A.1) on ΨN is defined by
PˆΨν(x1, x2, · · · , xN ) ≡ Ψν(xp1 , xp2 , · · · , xpN ). (A.9a)
On the other hand, the fact of Ψν being an eigenfunction of Pˆ with the eigenvalue
(±1)P is expressed as
PˆΨν(x1, x2, · · · , xN ) = (±1)PΨν(x1, x2, · · · , xN ). (A.9b)
A.3. Constructing the eigenspace of permutation
Equation (A.9) tells us that an eigenfunction of identical particles should be an
eigenstate of every permutation Pˆ , i.e., it should be either symmetrized (bosons) or
antisymmetrized (fermions). We construct here the eigenspace of Pˆ where many-
body wave functions of identical particles belong to.
Following the creation and annihilation operators of the harmonic oscillator,108)
we first introduce the operators ψˆ and ψˆ†, which satisfy the commutation relations:
[ψˆ(x), ψˆ†(x′)]∓ ≡ ψˆ(x)ψˆ†(x′)∓ ψˆ†(x′)ψˆ(x) = δ(x, x′), (A.10a)
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[ψˆ(x), ψˆ(x′)]∓ = [ψˆ
†(x), ψˆ†(x′)]∓ = 0, (A.10b)
with δ(x, x′) ≡ δ(r − r′)δαα′ . We next define the brackets |0〉 and 〈0| through
ψˆ(x)|0〉 = 0, 0 = (ψˆ(x)|0〉)† = 〈0|ψˆ†(x), 〈0|0〉 = 1. (A.11)
These are basic ingredients to construct the eigenspace of Pˆ .
We next introduce the state vector |x1x2 · · · xN 〉 and its Hermitian conjugate as
|x1x2 · · · xN 〉 ≡ 1√
N !
ψˆ†(x1)ψˆ
†(x2) · · · ψˆ†(xN )|0〉, (A.12a)
〈x1x2 · · · xN | ≡ |x1x2 · · · xN 〉† = 1√
N !
〈0|ψˆ(xN ) · · · ψˆ(x2)ψˆ(x1). (A.12b)
The space spanned by Eq. (A.12a) naturally forms the eigenspace of Pˆ . Indeed, using
ψˆ†(x2)ψˆ
†(x1) = ±ψˆ†(x1)ψˆ†(x2), one can show |x2x1x3 · · · xN 〉 = ±|x1x2x3 · · · xN 〉
easily. The commutation relation may be used repeatedly to prove
|xp1xp2 · · · xpN 〉 = (±1)P |x1x2 · · · xN 〉. (A.13)
The vector |x1x2 · · · xN 〉 satisfies the normalization condition:
〈x′1x′2 · · · x′N ′ |x1x2 · · · xN 〉 =
δN ′N
N !
∑
Pˆ
(±1)P δ(x′1, xp1)δ(x′2, xp2) · · · δ(x′N , xpN ).
(A.14)
To prove it, we make use of the identity:
ψˆ(x′1)ψˆ
†(x1)ψˆ
†(x2) · · · ψˆ†(xN ) = δ(x′1, x1)ψˆ†(x2) · · · ψˆ†(xN )
+(±1)1δ(x′1, x2)ψˆ†(x1)ψˆ†(x3) · · · ψˆ†(xN )
+ · · ·
+(±1)N−1δ(x′1, xN )ψˆ†(x1) · · · ψˆ†(xN−1)
+(±1)N ψˆ†(x1)ψˆ†(x2) · · · ψˆ†(xN )ψˆ(x′1), (A.15)
to place the annihilation operator ψˆ(x′j) to the left of |0〉 and subsequently use
ψˆ(x′j)|0〉 = 0. For example, Eq. (A.14) in the case of N = N ′ = 2 is shown as
〈x′1x′2|x1x2〉 =
1
2!
〈0|ψˆ(x′2)ψˆ(x′1)ψˆ†(x1)ψˆ†(x2)|0〉
=
1
2!
〈0|ψˆ(x′2)
[
δ(x′1, x1)ψˆ
†(x2)± δ(x′1, x2)ψˆ†(x1)
+(±1)2ψˆ†(x1)ψˆ†(x2)ψˆ(x′1)
]|0〉
=
1
2!
[
δ(x′1, x1)δ(x
′
2, x2)± δ(x′1, x2)δ(x′2, x1)
]
.
Thus, we have constructed the eigenspace of Pˆ .
60 Takafumi Kita
A.4. Bracket vectors for many-body wave functions
We now introduce the bracket vector for wave function (A.8) with symmetry
(A.9) by
|Ψν〉 ≡
∫
dx1
∫
dx2 · · ·
∫
dxN |x1x2 · · · xN 〉Ψν(x1, x2, · · · , xN ), (A.16a)
〈Ψν | ≡
∫
dx1
∫
dx2 · · ·
∫
dxN 〈x1x2 · · · xN |Ψ∗ν (x1, x2, · · · , xN ) = |Ψν〉†, (A.16b)
where the integration over xj = (rj , αj) is composed of that over rj and the sum-
mation over αj. The bracket vector has the properties:
ψˆ(x1)|Ψν〉 =
√
N
∫
dx′2 · · ·
∫
dx′N |x′2 · · · x′N 〉Ψν(x1, x′2, · · · , x′N ), (A.17a)
ψˆ(x2)ψˆ(x1)|Ψν〉 =
√
N(N − 1)
∫
dx′3 · · ·
∫
dx′N |x′3 · · · x′N 〉Ψν(x1, x2, x′3, · · · , x′N ),
(A.17b)
ψˆ(xN ) · · · ψˆ(x2)ψˆ(x1)|Ψν〉 =
√
N ! |0〉Ψν(x1, x2, · · · , xN ). (A.17c)
Thus, an operation of ψˆ(x) on |Ψν〉 has the effect of extracting the argument x
from |Ψν〉. The proof of Eq. (A.17) may be carried out straightforwardly using Eqs.
(A.9) and (A.15) together with changes of integration variables. It follows from Eqs.
(A.11), (A.12b), and (A.17c) that
〈x1x2 · · · xN |Ψν〉 = Ψν(x1, x2, · · · , xN ) . (A.18)
Substituting Eq. (A.18) into Eq. (A.16a), we obtain
|Ψν〉 ≡
∫
dx1
∫
dx2 · · ·
∫
dxN |x1x2 · · · xN 〉〈x1x2 · · · xN |Ψν〉,
which is equivalent to∫
dx1
∫
dx2 · · ·
∫
dxN |x1x2 · · · xN 〉〈x1x2 · · · xN | = 1. (A.19)
Thus, the vectors {|x1x2 · · · xN 〉} form a complete set for the eigenspace of Pˆ .
Equation (A.16) can also be used to symmetrize or antisymmetrize any wave
function Ψ˜(x1, x2, · · · , xN ) which is not an eigenstate of Pˆ . Indeed, we only need to
construct
|Ψ〉 = AN
∫
dx′1
∫
dx′2 · · ·
∫
dx′N |x′1x′2 · · · x′N 〉Ψ˜(x′1, x′2, · · · , x′N ), (A.20)
with AN denoting some normalization constant. Then, it follows from Eq. (A.13)
that integrations over x′1, · · · , x′N in Eq. (A.20) with |x′1x′2 · · · x′N 〉 in the integrand
extracts from Ψ˜(x′1, x
′
2, · · · , x′N ) only the symmetric or antisymmetric contribution.
Equation (A.20) may be regarded as projecting Ψ˜(x1, x2, · · · , xN ) onto the eigenspace
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of Pˆ . The wave function of Eq. (A.20) in the configuration space is obtained with
Eqs. (A.14) and (A.18) as
Ψ(x1, x2, · · · , xN ) ≡ 〈x1, x2, · · · , xN |Ψ〉 = AN
N !
∑
Pˆ
(±1)P Ψ˜(xp1 , xp2 , · · · , xpN ),
(A.21)
which indeed satisfies Eq. (A.9).
A.5. Orthonormality and completeness of bracket vectors
Let us assume that the wave function Ψν(x1, x2, · · · , xN ) with symmetry (A.9)
satisfies the orthonormality and completeness given by∫
dx1
∫
dx2 · · ·
∫
dxNΨ
∗
ν′(x1, x2, · · · , xN )Ψν(x1, x2, · · · , xN ) = δν′ν , (A.22a)
∑
ν
Ψν(x1, x2, · · · , xN )Ψ∗ν (x′1, x′2, · · · , x′N ) =
1
N !
∑
Pˆ
(±1)P δ(x′1, xp1)δ(x′2, xp2) · · ·
×δ(x′N , xpN ), (A.22b)
respectively. These relations can be expressed alternatively in terms of the bracket
vectors in Eq. (A.16) as
〈Ψν′ |Ψν〉 = δν′ν ,
∑
ν
|Ψν〉〈Ψν | = 1. (A.23)
The proof proceeds straightforwardly by substituting Eq. (A.16) into Eq. (A.23) and
making use of Eqs. (A.9), (A.14), (A.19), and (A.22).
A.6. Matrix elements of operators
We now see that matrix elements of operators for identical particles can be
expressed concisely in terms of |Ψν〉 and ψˆ(x).
Equation (A.5) exemplifies that every one-operator Hˆ(1) and two-particle oper-
ator Hˆ(2) for systems of identical particles may be expressed generally as
Hˆ(1) ≡
N∑
j=1
hˆ
(1)
j , Hˆ
(2) ≡
∑
i<j
hˆ
(2)
ij . (A
.24)
The matrix elements of these operators between Ψ∗ν′ and Ψν can be expressed equiv-
alently with 〈Ψν′ | and |Ψν〉 as∫
dx1 · · ·
∫
dxNΨ
∗
ν′(x1, · · · , xN )Hˆ(1)Ψν(x1, · · · , xN )
=
∫
dx1〈Ψν′ |ψˆ†(x1)hˆ(1)1 ψˆ(x1)|Ψν〉, (A.25a)∫
dx1 · · ·
∫
dxNΨ
∗
ν′(x1, · · · , xN )Hˆ(2)Ψν(x1, · · · , xN )
=
1
2
∫
dx1
∫
dx2〈Ψν′ |ψˆ†(x1)ψˆ†(x2)hˆ(2)12 ψˆ(x2)ψˆ(x1)|Ψν〉. (A.25b)
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The equalities can be shown to hold in an elementary way by substituting Eq. (A.17)
into the right-hand sides of Eqs. (A.25a) and (A.25b) and using Eqs. (A.9) and
(A.14).
A.7. Second quantization as an equivalent alternative to first quantization
The preceding consideration has clarified that there are a couple of equivalent
descriptions for many-body systems composed of identical particles.
The first one is called the method of first quantization that makes use of Hamil-
tonian (A.5) and the wave function (A.8) in the configuration space. Wave functions
have to be symmetrized or antisymmetrized as Eq. (A.9). They may be constructed
so as to satisfy Eq. (A.22).
An alternative description is called the second quantization method, where the
Hamiltonian is expressed concisely as
Hˆ =
∫
dx1ψˆ
†(x1)
[
pˆ21
2m
+ U(r1)
]
ψˆ(x1)
+
1
2
∫
dx1
∫
dx2ψˆ
†(x1)ψˆ
†(x2)V (|r1 − r2|)ψˆ(x2)ψˆ(x1). (A.26a)
The corresponding state vector is given in terms of Eq. (A.12) by
|Ψν〉 =
∫
dx1 · · ·
∫
dxN |x1 · · · xN 〉Ψν(x1, · · · , xN ), (A.26b)
which satisfies Eq. (A.23). It follows from Eq. (A.25) that Eq. (A.26) of second
quantization is equivalent to the description of first quantization.
A.8. Second quantization in the absence of interaction
We now express the Hamiltonian and brackets of noninteracting systems in terms
of one-particle eigenstates. They also form a convenient starting point for a pertur-
bation expansion with respect to the interaction.
Consider the Hamiltonian:
Hˆ0 ≡
∫
ψˆ†(x1)
[
pˆ21
2m
+ U(r1)
]
ψˆ(x1)dx1, (A.27)
and assume that the following one-particle eigenvalue problem has been solved:[
pˆ21
2m
+ U(r1)
]
ϕk(x1) = kϕk(x1), (A.28)
where k specifies the one-particle eigenstate and k is the eigenvalue. We also assume
that the eigenfunctions ϕk(x) = 〈x|k〉 satisfy the orthonormality relations:
〈k|k′〉 ≡
∫
ϕ∗k(x1)ϕk′(x1)dx1 = δkk′ , (A.29a)
∑
k
ϕk(x1)ϕ
∗
k(x2) = δ(x1, x2). (A.29b)
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We next expand the operator ψˆ(x) in terms of ϕk(x1) as
ψˆ(x) =
∑
k
cˆkϕk(x), ψˆ
†(x) =
∑
k
cˆ†kϕ
∗
k(x). (A.30)
Using Eqs. (A.10) and (A.29), one can show easily that cˆk and cˆ
†
k above obey the
commutation relations:
[cˆk, cˆ
†
k′ ]∓ = δkk′ , [cˆk, cˆk′ ]∓ = [cˆ
†
k, cˆ
†
k′ ]∓ = 0. (A
.31)
Let us substitute Eq. (A.30) into Eq. (A.27) and take Eqs. (A.28) and (A.29a) into
account. Then, Eq. (A.27) is transformed into
Hˆ0 =
∑
k
k cˆ
†
k cˆk. (A
.32)
Thus, we have obtained the diagonalized expression of Hˆ0.
We next express bracket vectors for Hˆ0 in the same representation. To this
end, we first derive an N -particle eigenfunction of Hˆ0 in the configuration space. It
may be constructed from a product of N one-particle wave functions
∏N
j=1〈xj |kj〉 ≡
Ψ˜ν(x1, x2, · · · , xN ) by Eq. (A.21), i.e.,
Ψν(x1, x2, · · · , xN ) = AN
N !
∑
Pˆ
(±1)P 〈x1|kp1〉〈x2|kp2〉 · · · 〈xN |kpN 〉, (A.33)
where ν denotes ν = (k1, k2, · · · , kN ). In the case of fermions with the factor (−1)P ,
the summation over permutations in Eq. (A.33) is equivalently expressed as109)
Ψ (F)ν (x1, x2, · · · , xN ) =
A
(F)
N
N !
det

 〈x1|k1〉 · · · 〈x1|kN 〉... ...
〈xN |k1〉 · · · 〈xN |kN 〉

 , (A.34)
which is known as the Slater determinant. It follows from the properties of the de-
terminant that Ψ
(F)
ν vanishes when two of the columns or rows are identical. We
thereby arrive at the Pauli exclusion principle that no two identical fermions can oc-
cupy the same one-particle state or the same coordinate (including spin). Thus, the
Pauli exclusion principle naturally results from the permutation symmetry of iden-
tical particles. By noting that all the kj ’s are different, the normalization condition
is transformed as
1 =
∫
dx1 · · ·
∫
dxN |Ψ (F)ν (x1, · · · , xN )|2 =
(
A
(F)
N
)2
(N !)2
∑
Pˆ
∑
Pˆ ′
(−1)P ′+P
N∏
j=1
〈kp′j |kpj〉
=
(
A
(F)
N
)2
(N !)2
∑
Pˆ
∑
Pˆ ′
(−1)P ′+P
N∏
j=1
δp′jpj =
(
A
(F)
N
)2
(N !)2
∑
Pˆ
∑
Pˆ ′
(−1)P ′+P δPˆ ′Pˆ =
(
A
(F)
N
)2
N !
.
Hence, we obtain A
(F)
N as
A
(F)
N =
√
N !. (A.35)
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For bosons, on the other hand, every state kj can accommodate multiple par-
ticles. Consider specifically the case where there are nj particles in the state kj
(j = 1, 2, · · · , `; ` ≤ N), i.e.,
ν = ( k1, · · · , k1︸ ︷︷ ︸
n1
, k2, · · · , k2︸ ︷︷ ︸
n2
, · · · , k`, · · · , k`︸ ︷︷ ︸
n`
),
∑`
j=1
nj = N. (A.36)
The corresponding wave function is given by Eq. (A.33) with the upper sign, where
kpj denotes a permutation of ν in Eq. (A.36). The normalization condition is trans-
formed as
1 =
∫
dx1 · · ·
∫
dxN |Ψ (B)ν (x1, · · · , xN )|2 =
(
A
(B)
N
)2
(N !)2
∑
Pˆ ′
∑
Pˆ
N∏
j=1
〈kp′j |kpj 〉
=
(
A
(B)
N
)2
(N !)2
N !
∑
Pˆ
N∏
j=1
〈kj |kpj〉 =
(
A
(B)
N
)2
N !
n1!n2! · · · n`!,
where the third equality originates from multiplying the result for Pˆ ′ =(identity
permutation) by N !. Hence, we obtain the normalization constant as
A
(B)
N =
√
N !√
n1!n2! · · · n`!
. (A.37)
Now that we have obtained N -body wave functions in the configuration space,
we write down the corresponding bra-vector |Ψν〉. Consider first the case of fermions.
Let us substitute Eq. (A.35) into Eq. (A.33) with the sign (−1)P , put the resultant
expression into Eq. (A.26b), and transform it further with Eqs. (A.29)–(A.31). We
thereby obtain |Ψ (F)ν 〉 as
|Ψ (F)ν 〉 = cˆ†k1 cˆ
†
k2
· · · cˆ†kN |0〉. (A.38a)
This expression is much simpler than Eq. (A.34) in the configuration space, and
the sign change of the latter upon the exchange of columns ki ↔ kj is algebraically
realized in |Ψ (F)ν 〉 through the exchange of positions between cˆ†ki and cˆ
†
kj
with Eq.
(A.31). Specifically, the N -body ground state corresponds to the state composed of
N lowest one-particle-energy states, which is sometimes called Fermi vacuum.
As for the case of bosons, we substitute Eq. (A.37) into Eq. (A.33) with the
sign (+1)P and transform the resultant expression in the same way as the case of
fermions above. We thereby obtain |Ψ (B)ν 〉 corresponding to ν in Eq. (A.36) as
|Ψ (B)ν 〉 =
(cˆ†k1)
n1
√
n1!
· · · (cˆ
†
k`
)n`√
n`!
|0〉. (A.38b)
This state is identical in expression to that of a harmonic oscillator with multiple
frequencies.108)
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It follows from Eq. (A.31) that cˆ2k|0〉 = 0 holds for fermions. Taking this fact
into account, we can put Eqs. (A.38a) and (A.38b) into a single expression as
|Ψν〉 =
(cˆ†k1)
n1
√
n1!
· · · (cˆ
†
k`
)n`√
n`!
|0〉. (A.39)
One may now realize that the second quantization method enables us to describe
many-particle systems with identical particles concisely and conveniently.
A.9. Density matrix in second quantization
The density matrix is undoubtedly one of the most fundamental concepts in
quantum statistical mechanics. We express here equilibrium density matrices in
second quantization.
Consider first the canonical ensemble. Its density matrix can be expressed in
terms of Hamiltonian (A.26a), its eigenstate (A.26b), and the eigenvalue Eν as
ρˆ =
∑
ν
eβ(F−Hˆ)|Ψν〉〈Ψν |, F ≡ − 1
β
ln
∑
ν
e−βEν , (A.40)
where β ≡ 1/kBT with kB denoting the Boltzmann constant and T the temperature.
By using Eq. (A.40), the expectation value of an Hermitian operator Oˆ is evaluated
as
〈Oˆ〉 ≡
∑
ν
eβ(F−Eν)〈Ψν |Oˆ|Ψν〉 = Tr ρˆ Oˆ. (A.41)
For example, the expectation value of the density operator nˆ(x) = ψˆ†(x)ψˆ(x) is
expressed as
〈nˆ(x)〉 =
∑
ν
eβ(F−Eν)〈Ψν |ψˆ†(x)ψˆ(x)|Ψν〉 = Tr ρˆ ψˆ†(x)ψˆ(x). (A.42)
Next, the density matrix of the grand canonical ensemble is given by
ρˆ =
∑
νN
eβ(Ω−Hˆ+µNˆ)|ΨνN 〉〈ΨνN |, Ω ≡ − 1
β
ln
∑
νN
e−β(Eν−µN), (A.43)
where µ is the chemical potential, and
Nˆ ≡
∫
ψˆ†(x)ψˆ(x) dx =
∑
k
cˆ†k cˆk (A
.44)
denotes the particle-number operator. The second expression of Eq. (A.44) is ob-
tained by making use of Eqs. (A.29a) and (A.30). We now focus specifically on
the noninteracting case with Hamiltonian (A.32). Substituting Eqs. (A.32), (A.39),
and (A.44) into Eq. (A.43), we obtain the grand canonical density matrix without
interaction as
ρˆ0 =
∏
k
∑
n
e−β(k−µ)n|n〉k k〈n|∑
n
e−β(k−µ)n
, |n〉k ≡
(cˆ†k)
n
√
n!
|0〉k, (A.45)
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where |0〉k denotes the vacuum of the one-particle state k defined by cˆk|0〉k = 0, and
the n summation runs over n = 0, 1, 2, · · · (n = 0, 1) for bosons (fermions).
Equation (A.26a) tells us that it may be useful to introduce
ρ(1)(x1, x
′
1) ≡ Tr ρˆ ψˆ†(x′1)ψˆ(x1) = 〈ψˆ†(x′1)ψˆ(x1)〉, (A.46a)
ρ(2)(x1, x2;x
′
1, x
′
2) ≡ 〈ψˆ†(x′1)ψˆ†(x′2)ψˆ(x2)ψˆ(x1)〉, (A.46b)
which are called reduced density matrices. These expressions apply to both the
canonical and grand canonical ensembles with either Eq. (A.40) or (A.43) used as
the density matrix. The expectation value of every one-body (two-body) operator
can be expressed with ρ(1) (ρ(2)). For example, the statistical average of Eq. (A.26a)
can be written in terms of Eq. (A.46) as
〈Hˆ〉 =
∫
dx1
[
pˆ21
2m
+ U(r1)
]
ρ(1)(x1, x
′
1)
∣∣∣∣
x′1=x1
+
1
2
∫
dx1
∫
dx2V (|r1 − r2|)ρ(2)(x1, x2;x1, x2). (A.47)
It is worth pointing out that Eq. (A.46) can also be expressed with Eqs. (A.17) and
(A.40) or (A.43) in terms of wave functions in the configuration space. In the case
of the canonical ensemble, for example, they are given by
ρ(1)(x1, x
′
1) =
∑
ν
eβ(F−Eν)N
∫
dx2 · · ·
∫
dxNΨν(x1, x2, · · · , xN )Ψ∗ν (x′1, x2, · · · , xN ),
(A.48a)
ρ(2)(x1, x2;x
′
1, x
′
2) =
∑
ν
eβ(F−Eν)N(N − 1)
∫
dx3 · · ·
∫
dxNΨν(x1, x2, x3, · · · , xN )
×Ψ∗ν (x′1, x′2, x3, · · · , xN ). (A.48b)
These reduced density matrices were used by Yang110) to discuss the concept of
off-diagonal long-range order in superfluids and superconductors.
Appendix B
Self-Consistent Perturbation Expansion
We explain here the self-consistent perturbation expansion in the equilibrium
Matsubara formalism. Its advantages are summarized below Eq. (3.32). The con-
tents here also form the basis to understand nonequilibrium quantum field theory
developed in §§2 and 3.
B.1. Thermodynamic potential and Green’s function
We consider a system described by the Hamiltonian:
Hˆ = Hˆ0 + Hˆint, (B.1)
where Hˆ0 and Hˆint are defined by Eqs. (3.2a) and (3.2b), respectively, with no time
dependence in U of Eq. (3.3). Note that Eq. (3.3) includes the chemical potential. We
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drop here the spin degrees of freedom for simplicity once again. The thermodynamic
potential is given by14), 31), 39)
Ω = − 1
β
ln Tr e−βHˆ, (B.2)
with β ≡ 1/kBT . To calculate Ω perturbatively in terms of Hˆint, let us introduce
the scattering matrix Sˆ(β) as
Sˆ(β) ≡ eβHˆ0e−βHˆ. (B.3)
It obeys the equation of motion:
dSˆ(β)
dβ
= −Hˆint(β)Sˆ(β), Sˆ(0) = 1, (B.4)
with
Hˆint(β) ≡ eβHˆ0Hˆinte−βHˆ0 . (B.5)
Looking back at Eqs. (2.3) and (2.4a), we can solve Eq. (B.4) as
Sˆ(β) = 1 +
∞∑
n=1
(−1)n
∫ β
0
dτn · · ·
∫ β
0
dτ1Hˆint(τn) · · · Hˆint(τ1)
= Tτ exp
[
−
∫ β
0
dτ Hˆint(τ)
]
, (B.6)
where Tτ orders the Hamiltonians into the ascending sequence of the arguments
from right to left with an extra sign change upon every permutation for fermion field
operators.31), 39) One may easily see that this expression with Eq. (3.2b) is equivalent
to Eq. (3.25). We next introduce the noninteracting Matsubara Green’s function:
G0(1, 2) = −〈Tτ ψˆ(1)ψˆ†(2)〉0, (B.7)
where ψˆ(1) ≡ eτ1Hˆ0ψˆ(r1)e−τ1Hˆ0 and ψˆ†(1) ≡ eτ1Hˆ0ψˆ†(r1)e−τ1Hˆ0 with 1 ≡ r1τ1, and
〈· · · 〉0 denotes the average in terms of the density matrix ρˆ0 ≡ e−βHˆ0/Tre−βHˆ0 .
Note that ψˆ†(1) is not a Hermitian conjugate of ψˆ(1) in the equilibrium Matsubara
formalism.31), 39) Writing Eq. (B.3) as e−βHˆ = e−βHˆ0 Sˆ(β), we can transform Eq.
(B.2) into
Ω = Ω0 − 1
β
ln〈Sˆ(β)〉0 = Ω0 − 1
β
[〈Sˆ(β)〉0c − 1], (B.8)
where Ω0 is the noninteracting thermodynamic potential, and the subscript c denotes
retaining only connected Feynman diagrams in the expansion of 〈Sˆ(β)〉0 with G0.
See, e.g., Ref. 31) for the proof of the second equality that taking the logarithm of
〈Sˆ(β)〉0 amounts to retaining only connected diagrams of 〈Sˆ(β)〉0 − 1.
We focus next on the one-particle properties. They can be evaluated with the
Matsubara Green’s function:
G(1, 2) = −〈Tτ ψˆH(1)ψˆ†H(2)〉, (B.9a)
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where ψˆH(1) ≡ eτ1Hˆψˆ(r1)e−τ1Hˆ, ψˆ†H(1) ≡ eτ1Hˆψˆ†(r1)e−τ1Hˆ, and 〈· · · 〉 denotes the
average in terms of the density matrix ρˆ ≡ e−βHˆ/Tre−βHˆ. Indeed, Eq. (B.9a) is a
direct extension of the one-particle density matrix (A.46a) to incorporate the τ de-
pendence. The Matsubara Green’s function can also be expressed with Sˆ(β) as31), 39)
G(1, 2) = −〈Tτ Sˆ(β)ψˆ(1)ψˆ†(2)〉0c, (B.9b)
which can be calculated perturbatively with G0.
31), 39)
To derive an equation of motion for G, we differentiate ψˆH(1) ≡ eτ1Hˆψˆ(r1)e−τ1Hˆ
in terms of τ1 to obtain
∂ψˆH(1)
∂τ1
= −eτ1Hˆ[ψˆ(r1)Hˆ − Hˆψˆ(r1)]e−τ1Hˆ.
We then substitute Eq. (B.1) with Eqs. (3.2a) and (3.2b) into the above equation
and calculate the commutator. The result can be expressed as
∂ψˆH(1)
∂τ1
= −Kˆ1ψˆH(1)−
∫
d2 V¯ (1− 2)ψˆ†H(2)ψˆH(2)ψˆH(1), (B.10)
where Kˆ1 is defined by Eq. (3.3) with no time dependence in U , and V¯ (1 − 2) ≡
δ(τ1 − τ2)V (r1 − r2). Let us multiply Eq. (B.10) by −ψˆ†H(1′) from the right, op-
erate Tτ , average the resultant expression with ρˆ ≡ e−βHˆ/Tr e−βHˆ, and make use
of 〈Tτ ∂ψˆH(1)∂τ1 ψˆ
†
H(1
′)〉 = ∂〈Tτ ψˆH(1)ψˆ
†
H(1
′)〉
∂τ1
− δ(1, 1′). The final result can be written in
terms of Eq. (B.9) as(
− ∂
∂τ1
− Kˆ1
)
G(1, 1′) +
∫
d2 V¯ (1− 2)〈Tτ ψˆ†H(2)ψˆH(2)ψˆH(1)ψˆ†H(1′)〉 = δ(1, 1′).
(B.11)
The equation of motion for G0 is obtained from above by setting V¯ = 0, which may
be expressed alternatively as
G−10 (1, 1
′) =
(
− ∂
∂τ1
− Kˆ1
)
δ(1, 1′). (B.12)
On the other hand, inspection of the perturbation expansion of Eq. (B.9b) shows
that G(1, 2) satisfies Dyson’s equation:14), 31), 39)
G(1, 1′) = G0(1, 1
′) +
∫
d2
∫
d2′G0(1, 2)Σ(2, 2
′)G(2′, 1′), (B.13a)
where Σ(2, 2′) is the (proper) self-energy, which cannot be separated by cutting any
single-particle line. The first few Feynman diagrams in the perturbation expansion
for Σ are given in Fig. 8, where straight and wavy lines denoteG0 and V¯ , respectively.
Let us multiply Eq. (B.13a) by G−10 (3, 1), carry out an integration over 1, and make
use of Eq. (B.12). We thereby obtain an alternative expression of Eq. (B.13a) as(
− ∂
∂τ1
− Kˆ1
)
G(1, 1′)−
∫
Σ(1, 2)G(2, 1′) d2 = δ(1, 1′). (B.13b)
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Σ = + + .....+ + + + + +
Fig. 8. First few Feynman diagrams for the proper self-energy.
Comparing Eq. (B.13b) with Eq. (B.11), we arrive at the identity:∫
d2Σ(1, 2)G(2, 1′) = −
∫
d2 V¯ (1− 2)〈Tτ ψˆ†H(2)ψˆH(2)ψˆH(1)ψˆ†H(1′)〉. (B.14)
We now set 1′ = 1+ in Eq. (B.14), where the subscript + denotes the presence of an
extra infinitesimal positive constant in τ1 to place the creation operator ψˆ
†
H(1
′) to
the left of the annihilation operators. We then multiply the resultant equation by
∓1/2β and perform an integration over 1. The result can be expressed in terms of
Eq. (3.2b) as
〈Hˆint〉 = ∓ 1
2β
∫
d1
∫
d2Σ(1, 2)G(2, 1′)
∣∣
1′=1+
, (B.15)
which will play an important role below.
B.2. Renormalization of self-energy
Let us focus on the last four diagrams of the second order in Fig. 8. We then
notice that the parts enclosed by squares below have the effect of inserting the first-
order self-energy into G0 to renormalize G0 → G (G is denoted by a thick line).
+ +
The observation suggests an alternative way to obtain the self-energy: consider only
skeleton diagrams, i.e., diagrams without self-energy insertions, in the expansion for
the self-energy and put G0 → G. We call this expansion the renormalized skeleton
diagram expansion for the self-energy, which can be expressed graphically as follows.
Σ = + + + + .....
The corresponding analytic expression is given by
Σ(1, 1′) = ∓δ(1, 1′)
∫
d2 V¯ (1− 2)G(2, 2) − V¯ (1− 1′)G(1, 1′)
+
∫
d2
∫
d2′ V¯ (1− 2)V¯ (1′ − 2′)[±G(1, 1′)G(2, 2′)G(2′, 2)
+G(1, 2′)G(2′, 2)G(2, 1′)] + · · · , (B.16)
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where G(1, 1′) for τ1 = τ
′
1 means G(1, 1
′
+).
The renormalized skeleton diagram expansion is a self-consistent perturbation
expansion. Indeed, Σ here is given as a functional of G as Σ = Σ[G], whereas G
obeys Dyson’s equation:
= + Σ
so that it necessarily depends on Σ. Hence, it follows that G and Σ have to be
determined self-consistently in the renormalized skeleton diagram expansion. The
first-order self-energy, denoted by ΣHF, is expressed graphically as follows.
Σ = +HF
Using ΣHF in Dyson’s equation (B.13) reproduces the self-consistent Hartree-Fock
approximation, as first pointed out by Luttinger.15) He also suggested more general
approximations of incorporating higher-order contributions in Eq. (B.16) into the
self-energy of Dyson’s equation (B.13).15)
B.3. Self-energy as a functional derivative of Φ
The renormalized self-energy in Eq. (B.16) can also be obtained as follows. Let
us introduce the functional Φ = Φ[G] as the contribution of the skeleton diagrams
in the perturbation expansion for Ω with the replacement G0 → G. It may be
expressed graphically as follows.
+ + + + ...Φ = 
The corresponding analytic expression is obtained from Eq. (B.8) as
Φ ≡ − 1
β
[〈Sˆ(β)〉0c − 1]skeleton,G0→G
=
1
2β
∫
d1
∫
d1′ V¯ (1− 1′)[G(1, 1)G(1′ , 1′)±G(1, 1′)G(1′, 1)]
− 1
4β
∫
d1
∫
d1′
∫
d2
∫
d2′ V¯ (1− 1′)V¯ (2− 2′)[G(1, 2)G(2, 1)
×G(1′, 2′)G(2′, 1′)±G(1, 2)G(2, 1′)G(1′, 2′)G(2′, 1)] + · · · . (B.17)
Comparing Eq. (B.17) with Eq. (B.16), we notice that there is an additional G in
each order with an extra factor −(±1)/2nβ in the nth-order terms. The factor 1/2n
reflects the fact that 2n G’s are equivalent in the nth-order closed diagrams for Φ,
and ±1 originates from the fact that there is an extra closed particle line. With
these observations, one may convince oneself order by order that the self-energy of
Eq. (B.16) is also obtained from Φ above by
Σ(1, 1′) = ∓β δΦ
δG(1′, 1)
. (B.18)
This is an exact relation with Φ defined by Eq. (B.17). Equation (B.18) also pro-
vides us with a systematic self-consistent approximation scheme called “Φ-derivable
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approximation” by Baym.16) It consists of (i) retaining only part of the series in
Eq. (B.17) and (ii) determining G and Σ self-consistently using Eqs. (B.13) and
(B.18). Although it is equivalent to considering some partial series in Eq. (B.16),
the Φ-derivable approximation has a clear advantage that giving Φ also enables us to
calculate two-particle and higher-order correlations, as shown in §7. It is also with
Φ that one can prove conservation laws concisely; see §8 on this point.
Appendix C
Luttinger-Ward Functional
The thermodynamic potential is defined by Eq. (B.2), which can also be ex-
pressed as Eq. (B.8). Below, we provide it with a couple of alternative expressions.
The latter expression, i.e., the Luttinger-Ward expression,14) is quite useful for clar-
ifying its general properties as well as for carrying out practical calculations.
Let us introduce a parameter λ′ into Hˆ = Hˆ0 + Hˆint of Eq. (B.2) as Ωλ′ =
−β−1 ln Tr e−β(Hˆ0+λ′Hˆint). We next differentiate Ωλ′ in terms of λ′ to obtain
∂Ωλ′
∂λ′
=
Tr e−βHˆλ′ Hˆint
Tr e−βHˆλ′
=
〈λ′Hˆint〉λ′
λ′
,
where 〈· · · 〉λ′ denotes the grand canonical average with respect to Hˆλ′ ≡ Hˆ0+λ′Hˆint.
Let us integrate the above equation in terms of λ′ from 0 to λ with Hˆλ′=0 = Hˆ0 in
mind. We thereby obtain
Ωλ = Ω0 +
∫ λ
0
〈λ′Hˆint〉λ′
λ′
dλ′. (C.1)
We finally substitute Eq. (B.15) into Eq. (C.1) to arrive at
Ωλ = Ω0 ∓ 1
2β
∫ λ
0
dλ′
λ′
∫
d1
∫
d2Σλ′(1, 2)Gλ′ (2, 1+). (C.2)
We need Σλ and Gλ over 0 ≤ λ ≤ 1 before using this expression.
Luttinger and Ward14) found an alternative expression for Ω as a functional of
the self-energy Σ. It is more convenient16) to rewrite their result as a functional of
G as
Ω = ± 1
β
Tr[ln(−G−10 +Σ) +ΣG] + Φ. (C.3)
Here, G denotes the matrix with the element G(1, 1′), the symbol Tr signifies
TrA ≡
∫
A(1, 1+)d1, (C.4)
and Φ is defined by Eq. (B.17). This expression enables us to calculate Ω directly
from G and Σ, and also to obtain some exact results on thermodynamic quantities.
Expression (C.3) has an important property of being stationary with respect to
a variation of G as
δΩ
δG(1′, 1)
= ± 1
β
Tr
[
− δΣ
δG(1′, 1)
(G−10 −Σ)−1 +
δΣ
δG(1′, 1)
G+Σ
δG
δG(1′, 1)
]
+
δΦ
δG(1′, 1)
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= 0, (C.5)
where we have made use of Eq. (B.13b), i.e. G−1 = G−10 −Σ, and Eq. (B.18). Thus,
Ω is invariant through an infinitesimal variation in G. See Ref. 42) by de Dominicis
and Martin for a more general proof of the stationarity as well as its extensions to
the superfluid phase.
Using Eq. (C.5), we can prove the equivalence of Eq. (C.3) with Eq. (C.2) for
λ = 1. To this end, we express as Ω˜λ the quantity obtained from the right-hand side
of Eq. (C.3) by the replacement Hˆint → λHˆint, i.e.,
Ω˜λ ≡ ± 1
β
Tr[ln(−G−10 +Σλ) +ΣλGλ] + Φλ. (C.6)
There are two types of λ dependences in Ω˜λ. The first one originates from the n
interaction lines in the nth-order contribution to Φλ, and the other from the implicit
dependence through Gλ. Let us differentiate Ω˜λ with respect to λ. Due to Eq. (C.5),
however, we need not consider the latter dependence in the differentiation. Noting
dλn/dλ = nλn/λ in the explicit dependence as well as Eqs. (B.18) and (C.2), we
obtain
∂Ω˜λ
∂λ
= ∓ 1
2βλ
TrΣλGλ =
∂Ωλ
∂λ
. (C.7)
Thus, Ω˜λ and Ωλ satisfy the same first-order differential equation in terms of λ.
To complete our proof of Ω˜λ = Ωλ, we now show that the initial value Ω˜0 =
±β−1Tr ln(−G−10 ) satisfies Ω˜0 = Ω0. To this end, we adopt the representation of
diagonalizing Eq. (B.12) to expand it as
G−10 (1, 1
′) =
1
β
∞∑
`=−∞
∑
k
(iε` − ξk)ϕk(r1)ϕ∗k(r′1)e−iε`(τ1−τ
′
1),
where ε` denotes 2`pi/β and (2`+1)pi/β for bosons and fermions, and ξk and ϕk(r1)
are the eigenvalue and eigenfunction of the operator Kˆ1 ≡ −(~2/2m)∇21+U(r1)−µ,
respectively. Then, Ω˜0 is expressed as
Ω˜0 = ± 1
β
∑
`
∑
k
eiε`0+ ln(ξk − iε`). (C.8)
The factor eiε`0+ originates from the subscript + in Eq. (C.4). By noting that iε` is
a pole of the function
f(z) =
1
eβz ∓ 1 , (C
.9)
with the residue ±β−1, the summation over ` can be transformed into an integration
on the complex z plane as
Ω˜0 =
∫
C
dz
2pii
∑
k
ez0+
eβz ∓ 1 ln(ξk − z),
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Fig. 9. Contours on the complex z plane.
where C denotes the contour in Fig. 9. With the factor ez0+ , we can further make
use of Jordan’s lemma to deform C into C ′ in Fig. 9. We then perform an integration
by parts with (eβz∓1)−1 = ±β−1 ddz ln(1∓ e−βz). It then turns out that there is null
contribution from the edges of C ′. Finally, using the residue theorem, we obtain
Ω˜0 = ± 1
β
∑
k
ln(1∓ e−βξk) = Ω0. (C.10)
Equations (C.7) and (C.10) enable us to conclude Ω˜λ = Ωλ; setting λ = 1, we arrive
at Eq. (C.3).
Appendix D
Expression of Equilibrium Entropy
We derive here an exact expression of equilibrium entropy S = −∂Ω/∂T from
Eq. (C.3).46), 62)
Let us expand Green’s function and the self-energy as
G(1, 2) =
1
β
∞∑
`=−∞
G(r1, r2; iε`) e
−iε`(τ1−τ2), (D.1a)
Σ(1, 2) =
1
β
∞∑
`=−∞
Σ(r1, r2; iε`) e
−iε`(τ1−τ2), (D.1b)
where ε` = 2`pi/β and (2`+1)pi/β for bosons and fermions, respectively. Substituting
these expressions into it and carrying out Tr over τ , we can transform Eq. (C.3) into
Ω = ± 1
β
∑
`
Tr
{
ln
[
K +Σ(iε`)− iε`1
]
+Σ(iε`)G(iε`)
}
eiε`0+ + Φ. (D.2)
Here, K, G(iε`), and Σ(iε`) signify matrices with the elements
K(r1, r
′
1) ≡
[−(~2/2m)∇21 + U(r1)− µ] δ(r1 − r′1),
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G(r1, r
′
1; iε`), and Σ(r1, r
′
1; iε`), respectively, and the symbol Tr is defined by Eq.
(C.4) without the integration over τ1. We then express G(iε`) in the Lehmann
representation31), 39) as
G(r1, r
′
1; iε`) =
1
2pi
∫ ∞
−∞
A(r1, r
′
1; ε)
iε` − ε dε, (D
.3)
where A(r1, r
′
1; ε) is the spectral function. Substituting Eq. (D.3) into it, we may
regard Eq. (D.2) as a functional of A(ε) with the property:
δΩ
δA(r′1, r1; ε)
= 0, (D.4)
which originates from Eq. (C.5). Using the procedure to obtain Eq. (C.10) from Eq.
(C.8), we further transform Eq. (D.2) into
Ω = −P
∫ ∞
−∞
dε
pi
f(ε)Tr
{
Im ln
[
K +Σ(ε−)− ε−1
]
+ImΣ(ε−)ReG(ε−) + ReΣ(ε−)ImG(ε−)
}
+ Φ, (D.5)
where P denotes Cauchy principal value to remove the pole of the Bose distribution
function in Eq. (C.9) at z = 0, ε± ≡ ε ± i0+ with 0+ as an infinitesimal positive
constant, and ReG(ε−) and ImG(ε−) are defined generally as
ReG(ε−) ≡ G(ε−) +G(ε+)
2
, ImG(ε−) ≡ G(ε−)−G(ε+)
2i
, (D.6)
respectively. Note ImG(ε−) =
1
2A(ε) from Eq. (D
.3).
We next express Φ of Eq. (B.17) with A and f . Let us substitute Eq. (D.1a)
with Eq. (D.3) into the first-order term of Eq. (B.17) and carry out integrations over
τ ’s and summations over `’s with Eq. (C.9). We thereby obtain an expression of the
Hartree-Fock contribution to Φ as
Φ(HF) =
1
2
∫
dr1
∫
dr′1V (r1 − r′1)
∫ ∞
−∞
dε
2pi
∫ ∞
−∞
dε′
2pi
f(ε)f(ε′)
×[A(r1, r1; ε)A(r′1, r′1; ε′)±A(r1, r′1; ε)A(r′1, r1; ε′)]. (D.7)
Similarly, the second-order contribution in Eq. (B.17) is transformed into
Φ(2) = −1
4
∫
dr1
∫
dr′1
∫
dr2
∫
dr′2 V (r1 − r′1)V (r2 − r′2)
∫ ∞
−∞
dε1
2pi
∫ ∞
−∞
dε′1
2pi
×
∫ ∞
−∞
dε2
2pi
∫ ∞
−∞
dε′2
2pi
[
A(r1, r2; ε1)A(r2, r1; ε2)A(r
′
1, r
′
2; ε
′
1)A(r
′
2, r
′
1; ε
′
2)
±A(r1, r2; ε1)A(r2, r′1; ε2)A(r′1, r′2; ε′1)A(r′2, r1; ε′2)
]
J(ε1, ε
′
1, ε2, ε
′
2), (D.8)
where J(ε1, ε
′
1, ε2, ε
′
2) signifies
J(ε1, ε
′
1, ε2, ε
′
2) ≡
(1± f1)(1± f ′1)f2f ′2
β
∫ β
0
dτ1
∫ τ1
0
dτ2 e
−(τ1−τ2)(ε1+ε′1−ε2−ε
′
2)
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+(1↔ 2)
=
(1± f1)(1± f ′1)f2f ′2
ε1 + ε′1 − ε2 − ε′2
[
1 +
e−β(ε1+ε
′
1−ε2−ε
′
2) − 1
β(ε1 + ε′1 − ε2 − ε′2)
]
+ (1↔ 2)
=
(1± f1)(1± f ′1)f2f ′2 − f1f ′1(1± f2)(1 ± f ′2)
ε1 + ε′1 − ε2 − ε′2
, (D.9a)
with f1 = f(ε1), f
′
1 = f(ε
′
1), etc. The final expression of Eq. (D.9a) has been
obtained with
(1± f1)(1 ± f ′1)f2f ′2e−β(ε1+ε
′
1−ε2−ε
′
2) = f1f
′
1(1± f2)(1± f ′2).
Note that J(ε1, ε
′
1, ε2, ε
′
2) is analytic at ε1 + ε
′
1 − ε2 − ε′2 = 0, as is evident from the
first expression. Hence, it follows that J can be expressed alternatively as
J(ε1, ε
′
1, ε2, ε
′
2) = P
(1± f1)(1± f ′1)f2f ′2
ε1 + ε′1 − ε2 − ε′2
− Pf1f
′
1(1± f2)(1± f ′2)
ε1 + ε′1 − ε2 − ε′2
, (D.9b)
with P denoting the principal value.
Let us differentiate Φ(HF) and Φ(2) above in terms of f(ε) and compare the
resultant expressions with Eq. (B.16) in the same representation. We then observe
that the following relation holds order by order:
δΦ
δf(ε)
=
1
2pi
TrA(ε)ReΣ(ε−), (D.10)
which apparently originates from Eq. (B.18).46), 62)
With these preliminaries, we now carry out the differentiation of S = −∂Ω/∂T .
Equation (D.4) tells us that we only need to consider the T dependence of f(ε) for
this purpose. It then follows from Eq. (D.10) that the contribution from Φ exactly
cancels the one from the third term in the curly brackets of Eq. (D.5). Hence, we
obtain
S = P
∫ ∞
−∞
dε
pi
∂f
∂T
Tr
{
Im ln
[
K+Σ(ε−)−ε−1
]
+ ImΣ(ε)ReGR(ε)
}
.
Next, we express ∂f/∂T = −(∂/∂ε)kB[−f ln f ± (1± f) ln(1± f)] and subsequently
carry out an integration by parts. We thereby obtain
S = kB
∫ ∞
−∞
dε
2pi
σ[f(ε)] Tr
[
A(ε)
(
1− ∂ReΣ(ε−)
∂ε
)
+ 2ImΣ(ε−)
∂ReG(ε−)
∂ε
]
,
(D.11)
where σ and f are defined by Eqs. (4.25) and (C.9), respectively, and we have
removed P from the integration based on the observation that σ[f(ε)] only has a
logarithmic singularity at ε = 0 for the relevant Bose distribution function.
We now consider the case U(r) = 0 in Eq. (3.2a). It then follows that every
matrix such as A(r1, r
′
1; ε) can be expanded in plane waves as
A(r1, r
′
1; ε) =
1
V
∑
p
Ap(ε)e
ip·(r1−r′1)/~,
76 Takafumi Kita
with V the volume. Substituting it into Eq. (D.11) and carrying out an integration
over r, we obtain
S
V = ~kB
∫
d3pdε
(2pi~)4
σ[f(ε)]
{
Ap(ε)
[
1− ∂ReΣp(ε−)
∂ε
]
+ 2ImΣp(ε−)
∂ReGp(ε−)
∂ε
}
.
(D.12)
Noting ReGp(ε−) = ReG
A(pε) = ReGR(pε) and 2ImΣp(ε−) = AΣ(pε), we realize
that this expression is also obtained from Eq. (4.27) with φ → f . Thus, we have
confirmed that Eq. (4.27) is compatible with equilibrium entropy.
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