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Resumen
Este art´ıculo presenta el disen˜o de un efector final
ta´ctil y la aplicacio´n de te´cnicas de inteligencia ar-
tificial para la deteccio´n de personas mediante un
brazo manipulador ligero de 6 grados de libertad.
Este efector esta´ compuesto por un sensor ta´ctil
de alta resolucio´n que permite obtener ima´genes
de presio´n. El sistema extrae informacio´n ha´pti-
ca en situaciones de cata´strofe en las que, gene-
ralmente, existe baja visibilidad, con el propo´sito
de evaluar el estado de las v´ıctimas en funcio´n
de la urgencia de atencio´n (triaje). Se han im-
plementado dos me´todos de inteligencia artificial
para clasificar ima´genes obtenidas por el sensor
ta´ctil, distinguiendo los contactos con personas de
objetos inertes en escenarios de desastre. Cada
me´todo dispone de un extractor de caracter´ısticas
de ima´genes de presio´n y un clasificador, obteni-
do por aprendizaje supervisado. Para validar los
me´todos se han realizado experimentos de clasi-
ficacio´n en clases Humano y No humano. Final-
mente, se ha realizado una comparacio´n de ambos
me´todos en te´rminos de porcentaje de acierto y
tiempo empleado para la clasificacio´n, en base a
los resultados de los experimentos.
Palabras clave: Sensores ta´ctiles, robo´tica de
rescate, reconocimiento de objetos, aprendizaje
automa´tico.
1. INTRODUCCIO´N
La teleoperacio´n supone un elemento fundamental
en el campo de la robo´tica de rescate, debido a la
complejidad de las operaciones a realizar en un en-
torno no estructurado [7]. Experiencias previas en
situaciones reales han evidenciado la problema´ti-
ca de los sistemas basados en percepcio´n visual.
En entornos con escasa iluminacio´n, polvo o hu-
mo, los sistemas con percepcio´n ha´ptica aportan
informacio´n adicional que puede compensar las li-
mitaciones visuales [13].
Una de las primeras tareas de la robo´tica de res-
cate consiste en clasificar el estado de las v´ıcti-
mas, una vez localizadas, en funcio´n de la urgen-
cia de atencio´n (triaje). Esta tarea presenta retos
tecnolo´gicos como la interaccio´n robot-humano o
Human-Robot Interaction (HRI), considerado uno
de los mayores desaf´ıos de la robo´tica de rescate
[12]. Un primer enfoque a la resolucio´n del proble-
ma supondr´ıa el reconocimiento de v´ıctimas y de
las distintas partes del cuerpo, de cara a poder rea-
lizar mediciones posteriormente. Utiliza´ndose para
ello percepcio´n ta´ctil u´nicamente.
En este sentido, existen diversos trabajos cuyo ob-
jeto consiste en reconocer objetos utilizando sen-
sores ta´ctiles. La mayor´ıa de estos trabajos esta´n
basados en el uso de algoritmos de inteligencia ar-
tificial. Algunos sugieren el uso de herramientas
de aprendizaje profundo o Deep Learning. As´ı, en
[14] se presenta el uso de aprendizaje profundo
con te´cnicas de dropout para la reduccio´n del so-
breajuste (overfitting), y se presentan las mejoras
obtenidas al mezclar informacio´n ta´ctil y la posi-
cio´n del robot para el reconocimiento. En [1], por
el contrario, se aplican herramientas de aprendiza-
je profundo para la clasificacio´n de los materiales
en contacto.
Por otro lado, en [10, 9] se presenta el uso de he-
rramientas de aprendizaje automa´tico o machine
learning para el reconocimiento de objetos utili-
zando el descriptor SIFT (Scale-Invariant Feature
Transform) [8] y me´todos de clasificacio´n basa-
dos en bolsas de palabras o Bag of Words (BoW).
Un trabajo posterior incorpora informacio´n de la
posicio´n del objeto para crear un algoritmo de cla-
sificacio´n ma´s robusto y eficiente [11].
El Departamento de Ingenier´ıa de Sistemas de la
Universidad de Ma´laga ha contribuido a la apli-
cacio´n de sensores ta´ctiles a la robo´tica de rescate
[15], mediante un sensor de presio´n que proporcio-
na una imagen de las fuerzas de contacto con el
entorno, o las v´ıctimas, instalado en la pinza del
brazo hidra´ulico de un robot de rescate [4].
Este art´ıculo presenta una aplicacio´n de los sen-
sores ta´ctiles al campo de la robo´tica de resca-
te, consistente en el desarrollo de un efector final
de un manipulador ligero de 6 grados de libertad,
en el que se ha dispuesto un sensor ta´ctil con el
objetivo de obtener ima´genes de presio´n del en-
(a) (b)
Figura 1: Desarrollo del sensor. (a) Recubrimiento del sensor con caucho de silicona. (b) Montaje del
sensor en el brazo manipulador.
torno. Asimismo, se presentan y comparan dos
me´todos de inteligencia artificial para la clasifi-
cacio´n de ima´genes de presio´n. El primer me´to-
do esta´ compuesto por el descriptor Speeded-Up
Robust Features (SURF) [2], un modelo Bag of
Words (BoW) y una Supported Vector Machine
(SVM) [3]. Mientras que el segundo me´todo se
basa en el uso de una Deep Convolutional Neu-
ral Network (CNN AlexNet) [6] y una SVM. De
esta forma, un clasificador mediante aprendizaje
supervisado, identifica si el contacto se realiza con
un humano o con objetos. Finalmente, se evalu´an
ambos me´todos comparando sus porcentajes de
aciertos y tiempos de co´mputo empleados.
El resto del art´ıculo se organiza de la siguiente ma-
nera. En la seccio´n 2 se resume la aplicacio´n junto
con el efector ta´ctil desarrollado. En la seccio´n 3
se describen las implementaciones realizadas de los
me´todos de clasificacio´n utilizados. Posteriormen-
te, en la seccio´n 4 se describen los experimentos
y se discuten los resultados obtenidos. Finalmen-
te, se incluyen conclusiones y se plantean trabajos
futuros.
2. SENSOR TA´CTIL PARA
ROBO´TICA DE RESCATE
Los escenarios de desastre suelen caracterizarse
por la limitada percepcio´n visual debido a la pre-
sencia de humo o polvo, tanto en suspensio´n como
en superficie. La informacio´n ta´ctil puede ser cru-
cial para la identificacio´n de v´ıctimas potenciales.
En este sentido, un primer enfoque consistir´ıa en
saber con que´ clase de objeto se va a interactuar.
Esta primera aproximacio´n permite conocer, de
forma automa´tica, si se esta´ tratando con una
v´ıctima o no, utilizando u´nicamente informacio´n
ta´ctil en forma de mapas de presio´n. De manera
que se pretende obtener una distincio´n de estos
mapas en dos clases, Humano o No humano. Para
lo que se han desarrollado dos me´todos de aprendi-
zaje automa´tico, cuyas caracter´ısticas se detallan
en el apartado 3.
El sistema que se presenta pretende dotar de ca-
pacidad ta´ctil a un brazo manipulador de 6 grados
de libertad, el modelo OUR-i5 de la familia AU-
BO. En las ima´genes de la figura 1 se presenta
el desarrollo del sensor ta´ctil que se ha acoplado
al robot. El sensor esta´ dispuesto sobre una base
de PVC y recubierto de una capa protectora de
caucho de silicona que permite la percepcio´n de
fuerzas externas.Todo el conjunto se ha disen˜ado
en SolidWorks y se han utilizado te´cnicas de fa-
bricacio´n aditivas de prototipado ra´pido para la
construccio´n de los soportes y el acoplamiento al
brazo.
3. IMPLEMENTACIO´N DE LOS
CLASIFICADORES
Se han implementado dos algoritmos de inteligen-
cia artificial. Ambos me´todos se basan en un ex-
tractor de caracter´ısticas de las ima´genes de pre-
sio´n y en la obtencio´n de un clasificador aplicando
me´todos de aprendizaje automa´tico.
3.1. Extraccio´n de caracter´ısticas con
SURF, agrupamiento con k-means y
BoW y clasificacio´n con SVM
El esquema de la figura 2 representa las fases de
implementacio´n de este me´todo, que consta de dos
fases: entrenamiento y prueba. En la fase de en-
trenamiento se extraen las caracter´ısticas de las
ima´genes del conjunto de entrenamiento median-
te el algoritmo de visio´n por computador SURF,
que proporciona un detector y descriptor invarian-
te a escala y rotacio´n convirtie´ndolo en un me´todo
ra´pido y robusto para describir ima´genes.
Posteriormente, basa´ndonos en un modelo BoW,
se genera un diccionario en el que las palabras se
corresponden con las caracter´ısticas previamente
extra´ıdas, de manera que los descriptores de las
ima´genes se agrupan en funcio´n de las similitu-
des encontradas por el me´todo de agrupamiento
k-means no supervisado. Finalmente, se obtiene
un clasificador utilizando un me´todo de aprendi-
zaje supervisado, que se basa en el entrenamien-
to de una SVM. Cabe aclarar que las ima´genes
pertenecientes al conjunto de entrenamiento son
distintas a las del conjunto de prueba.
BoW
SVM
Clasificador
Conjunto de
entrenamiento
SURF
K-means
etiqueta
Clasificador
Conjunto de 
prueba
SURF
etiqueta
Matriz de
confusión
Comprobación
etiqueta
E
xt
ra
cc
ió
n 
de
 c
ar
ac
te
rí
st
ic
as
A
pr
en
di
za
je
 n
o 
su
pe
rv
is
ad
o
A
pr
en
di
za
je
 s
up
er
vi
sa
do
Figura 2: Esquema del me´todo 1. Extraccio´n de
caracter´ısticas con SURF, agrupamiento con k-
means y BoW y clasificacio´n con SVM.
Este clasificador permite identificar ima´genes de
presio´n dentro de unas clases pre-determinadas
durante la fase de entrenamiento. Para evaluar
el clasificador, en la fase de prueba se obtienen
los descriptores de las ima´genes del conjunto de
pruebas mediante el descriptor SURF y se evalu´a
el me´todo comparando la clase obtenida de cada
imagen con la clase real que le corresponde, de for-
ma que se puede obtener la matriz de confusio´n y
el porcentaje de acierto.
Una vez evaluado el funcionamiento del me´todo,
se pueden identificar nuevas ima´genes de presio´n,
cuya clase es desconocida a priori, obteniendo los
descriptores mediante SURF y utilizando el cla-
sificador obtenido en la fase de entrenamiento y
evaluado en la fase de pruebas. As´ı, se puede cal-
cular el tiempo que se emplea en clasificar una
nueva imagen, lo que sirve tambie´n como herra-
mienta para evaluar el rendimiento.
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Figura 3: Esquema del me´todo 2. Extraccio´n de
caracter´ısticas con la CNN AlexNet y clasificacio´n
con SVM
3.2. Extraccio´n de caracter´ısticas con la
CNN AlexNet y clasificacio´n con
SVM
Por otro lado, el segundo me´todo emplea una red
neuronal convolucional profunda (CNN), conoci-
da como AlexNet [6]. La red se ha importado del
repositorio de caffe [5], y posee 650000 neuronas
distribuidas en 8 capas, de forma que las 5 prime-
ras son convolucionales y las 3 u´ltimas son com-
pletamente conectadas. La red importada ha si-
do entrenada previamente con el fin de clasificar
ima´genes dentro de 1000 clases diferentes.
En concreto, el me´todo desarrollado implementa
una variante de esta red, aprovechando el concepto
utilizado en [16]. Esta idea consiste en utilizar una
red neuronal como extractor de caracter´ısticas en
lugar de como me´todo de clasificacio´n. De forma
que se toman las activaciones de la u´ltima capa
previa a la clasificacio´n, para entrenar una SVM.
En este sentido, se puede elaborar un esquema si-
milar al del me´todo 1 que describa el flujo de tra-
bajo desarrollado. Este esquema se encuentra en
la figura 3 y sigue las dos mismas fases del me´todo
1: entrenamiento y prueba.
En la fase de entrenamiento se obtienen las activa-
ciones de la capa 7 de la red neuronal, llamada fc7.
Estas activaciones se corresponden con las activa-
ciones de la u´ltima capa previa a la clasificacio´n, y
se utilizan para realizar un entrenamiento super-
visado con una SVM que genera un clasificador.
Este clasificador se evalu´a extrayendo las carac-
ter´ısticas de las ima´genes del conjunto de prueba y
comparando las clases generadas con las clases co-
nocidas. De manera que se puede obtener la matriz
de confusio´n y el porcentaje de acierto del clasifi-
cador. Finalmente, el clasificador se puede utilizar
para identificar nuevas ima´genes de presio´n cuya
clase es desconocida a priori.
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Figura 4: Matriz de confusio´n resultante de la eva-
luacio´n del me´todo 1 para clasificar ima´genes de
presio´n en las 2 clases Humano y No humano
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Figura 5: Matriz de confusio´n resultante de la eva-
luacio´n del me´todo 2 para clasificar ima´genes de
presio´n en las 2 clases Humano y No humano
4. EXPERIMENTOS Y
RESULTADOS
4.1. Descripcio´n
Para llevar a cabo los experimentos se ha utiliza-
do el sensor ta´ctil modelo 6077 de Tekscan. Este
sensor posee un total de 1400 sensels resistivos de
presio´n distribuidos en una matriz de 28 filas por
50 columnas con un taman˜o de 53.3 mm x 95.3
mm y una densidad de 27,6 sensels/cm2. Adema´s,
la presio´n ma´xima admitida es de 34kPa y el ran-
go de temperatura de trabajo es -40oC a 60oC.
El sensor esta´ cubierto por una capa de caucho
de silicona que sirve como elemento protector y
conductor de fuerzas externas.
Para evaluar los me´todos desarrollados para la
aplicacio´n de deteccio´n de personas en situacio-
nes de cata´strofe, se han utilizado 300 ima´genes
etiquetadas en las clase Humano(150) y No hu-
mano(150). De las cuales 120 se han utilizado pa-
ra la fase de entrenamiento, y 180 para la fase
de pruebas, siendo la mitad de cada conjunto de
una clase diferente. Hay que aclarar que las ima´ge-
nes incluidas en la clase Humano se han escogido
de las partes: mano, brazo y dedos, debido a que
en una situacio´n de cata´strofe ser´ıan las ma´s pro-
pensas a encontrarse desnudas. Por tanto, ser´ıan
accesibles al robot para realizar la identificacio´n.
Adema´s, todas las ima´genes de presio´n etiqueta-
das en la clase Humano se han tomado de una
misma persona. Por otro lado, los objetos utiliza-
dos en la clase No humano han sido un bol´ıgrafo,
unos alicates y unas tijeras.
En las ima´genes de la figura 6 se pueden ver al-
gunas de las ima´genes de presio´n utilizadas, y eti-
quetadas en sus correspondientes clases.
4.2. Resultados
En la figura 4 se muestra la matriz de confusio´n
resultante de la fase de evaluacio´n del me´todo 1.
A partir de la cual se obtiene un ı´ndice de acierto
del 96.67 %. Por otro lado, el tiempo que se tarda
en clasificar una nueva imagen de presio´n es del
orden de 10ms.
En cuanto al segundo me´todo, se puede observar
la matriz de confusio´n resultante en la figura 5. A
partir de la cual se determina un ı´ndice de acierto
del 99.44 %. El tiempo de clasificacio´n es del orden
de 700ms.
En resumen, se ha obtenido una mejora del segun-
do me´todo con respecto al primero del 2.77 % en la
clasificacio´n Humano - No humano. Sin embargo,
el tiempo empleado es, aproximadamente, 70 veces
mayor en el segundo. En la tabla 1 se recogen los
resultados de tiempo y porcentaje de acierto de
cada me´todo, as´ı como el porcentaje de mejora,
tomando el primer me´todo como referencia.
5. CONCLUSIONES Y
TRABAJO FUTURO
Se ha presentado el desarrollo de un sensor ta´ctil
y su aplicacio´n al campo de la robo´tica de rescate.
Para ello, el sensor se ha instalado en un brazo ma-
nipulador ligero, con objeto de identificar el estado
de v´ıctimas potenciales en funcio´n de la urgencia
de atencio´n (triaje). Adema´s, se han implementa-
do dos me´todos de inteligencia artificial para cla-
sificar ima´genes de presio´n. Cada me´todo dispone
de un extractor de caracter´ısticas y un clasificador.
El clasificador, en ambos me´todos, se ha obtenido
mediante aprendizaje supervisado utilizando una
(a) Brazo (b) Dedos (c) Mano
(d) Bol´ıgrafo (e) Alicates (f) Tijeras
Figura 6: Ejemplos de ima´genes de presio´n. Las ima´genes superiores (a), (b) y (c) pertenecen a la clase
Humano y las inferiores (d), (e) y (f) pertenecen a clase No humano
Me´todo Acierto ( %) Mejora ( %) Tiempo (s)
SURF + SVM 96.67 - 0.01
CNN + SVM 99.44 2.77 0.7
Tabla 1: Resumen de los resultados de los experimentos
SVM (Supported Vector Machine). En cuanto al
extractor de caracter´ısticas, el primer me´todo in-
corpora el descriptor SURF (Speeded-Up Robust
Features), mientras que el segundo me´todo utiliza
una variante de la red neuronal convolucional co-
nocida comu´nmente como AlexNet. Para validar
los me´todos se han realizado experimentos de cla-
sificacio´n en las clases Humano y No-humano, y
en subclases de estas. Finalmente, se han realiza-
do los experimentos que sirven como comparativa
de ambos me´todos.
En este sentido, se ha comprobado que el me´to-
do 2 obtiene una mejora del 2.77 % con respecto
al me´todo 1. Sin embargo, el tiempo empleado en
la clasificacio´n de una nueva imagen de presio´n es
mayor de un orden de magnitud en el me´todo 2
(del orden de 0.7s) que en el primero (del orden
de 0.01s). Es decir, pese a que el me´todo 2 obtiene
un ı´ndice de aciertos mayor que el primero, esta
diferencia no resulta significativa en comparacio´n
la diferencia de tiempo de ejecucio´n de ambos cla-
sificadores. Por lo tanto, se puede concluir que,
para llevar a cabo la clasificacio´n entre humanos y
objetos, resulta ma´s apropiado el uso del me´todo
1.
Actualmente se esta´n llevando a cabo nuevos ex-
perimentos que permitan, no so´lo distinguir si el
contacto se realiza con un humano o no, si no ser
capaces de detectar, en el caso de que el contac-
to se realice con un humano, la parte del cuer-
po concreta que se esta´ tocando. Futuros trabajos
consistira´n en utilizar algoritmos basados en gra-
dientes de presio´n y palpacio´n activa. Asimismo,
se pretende observar el comportamiento de ambos
me´todos en un entorno de desastre simulado en
el que las subclases de objetos sean las t´ıpicas de
estas situaciones, como piedras o ramas por ejem-
plo.
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