Phase diagram of the two-dimensional Hubbard-Holstein model: enhancement
  of $s$-wave pairing between charge and magnetic orders by Costa, Natanael C. et al.
Phase diagram of the two-dimensional Hubbard-Holstein model: enhancement of
s-wave pairing between charge and magnetic orders
Natanael C. Costa,1, ∗ Kazuhiro Seki,2 Seiji Yunoki,2, 3, 4 and Sandro Sorella1
1International School for Advanced Studies (SISSA), Via Bonomea 265, 34136, Trieste, Italy
2Computational Quantum Matter Research Team, RIKEN,
Center for Emergent Matter Science (CEMS), Saitama 351-0198, Japan
3Computational Materials Science Research Team,
RIKEN Center for Computational Science (R-CCS),Kobe, Hyogo 650-0047, Japan
4Computational Condensed Matter Physics Laboratory,
RIKEN Cluster for Pioneering Research (CPR),Wako, Saitama 351-0198, Japan
We investigate the role of electron-electron and electron-phonon interactions in strongly correlated
systems by performing unbiased quantum Monte Carlo simulations in the square lattice Hubbard-
Holstein model at half-filling. We study the competition and interplay between antiferromagnetism
(AFM) and charge-density wave (CDW), establishing its very rich phase diagram. In the region
between AFM and CDW phases, we have found an enhancement of superconducting pairing
correlations, favouring (nonlocal) s-wave pairs. Our study sheds light over past inconsistencies
in the literature, in particular the emergence of CDW in the pure Holstein model case.
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Introduction: The electron-phonon (e-ph) interaction is
a central issue in condensed matter, in particular when
discussing properties of conventional superconductivity
(SC) and charge ordering [1]. While Bardeen, Cooper
and Schrieffer used this interaction in their seminal work
to explain pairing [2], Peierls took it into account to
provide a mechanism, based on Fermi surface nesting
(FSN), that leads to charge-density wave (CDW) [3].
Recently, the debate about the role of the e-ph
coupling has been intensified due to the occurrence
of unconventional (non Peierls-like) CDW phases, and
their competition with SC, in some classes of materials,
such as transition-metal dichalcogenides [4–9]. Even
for cuprates, materials known by their strong electron-
electron (e-e) interactions, recent findings provided
evidence for the occurrence of CDW in the doped region,
with competing effects with SC [9–14], e.g., on doped
LBCO and YBCO [15–21]. These results have suggested
that the phase diagram of high-Tc superconductors [22]
is far more complex than previously supposed, and have
raised issues about the relevance of the e-ph coupling for
correlated materials, rather than just e-e interactions.
From a theoretical point of view, a simplified
Hamiltonian that captures the interplay between
antiferromagnetism (AFM), CDW, and SC is the single-
band Hubbard-Holstein model (HHM) [23]. It exhibits
Coulomb repulsion between electrons, leading to spin
fluctuations; and also electron-ion interactions, which
enhance charge/pairing correlations. The emergence of
long-range order depends on the competition between
these tendencies. This model was vastly studied in one-
dimensional systems, with well-known phase diagrams
presenting spin-density wave, bond-order-wave, CDW,
and also metallic or phase separation behavior [24–33].
A remarkable feature in 1D systems is the occurrence of a
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Figure 1. Ground state phase diagram of the Hubbard-
Holstein model at the half-filling of the square lattice, and
adiabaticity ratio ω0/t = 1. The hatched region exhibits
a correlated metallic (or superconducting) behavior. The
dashed line defines U = λ, while the solid lines are guide
to the eyes. Here, and in all subsequent figures, when not
shown, error bars are smaller than symbol size.
quantum phase transition from a metallic Luther-Emery
liquid phase to a CDW insulator at a finite critical e-ph
coupling, in the limit case of the pure Holstein model
(U = 0), despite of the FSN [34, 35]. By contrast,
the properties of the HHM in two-dimensional systems
are not entirely clear, even for simple geometries, such
as the square lattice. For instance, the existence of
such a metal-CDW quantum critical point (QCP) is
matter of controversies for the pure Holstein model in
2D lattices [36–41]. The scenario is much less clear in
presence of a repulsive Hubbard term (U 6= 0), in spite
of the large effort to characterize the model [23, 39–
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251], since no unbiased results are available for quantum
AFM/CDW transitions, to the best of our knowledge.
In view of these open issues, and as a step towards
a better understanding of the role of e-ph interactions
in strongly interacting systems, we investigate in this
Letter the competition between AFM and CDW in the
square lattice HHM at half-filling, as well as its pairing
response, using unbiased quantum Monte Carlo (QMC)
simulations. We determine precise critical points for the
HHM at intermediate interaction strengths, presenting
benchmarks for lattices with linear size up to L = 64
(i.e., 4096 sites) in some cases. Our main results are
summarized in the ground state phase diagram displayed
in Fig. 1. Here we highlight [i] the absence of a finite
critical e-ph coupling for the pure Holstein model, i.e.,
the CDW phase sets in for any λ > 0 (and U = 0); [ii] the
existence of a finite AFM critical point on the line U = λ,
which is strongly dependent on the phonon frequency;
and [iii] an enhancement of nonlocal s-wave pairing in the
region between the AFM and CDW phases. These results
are also compared with other methodological approaches,
such as variational QMC.
Methodology: The Hubbard-Holstein Hamiltonian reads
H =− t
∑
〈i,j〉,σ
(
d†iσdjσ + h.c.
)− µ∑
i,σ
ni,σ + U
∑
i
ni↑ni↓
+
∑
i
(
Pˆ 2i
2M
+
Mω20
2
Xˆ2i
)
− g
∑
i,σ
niσXˆi, (1)
where d†iσ (diσ) is a creation (annihilation) operator
of electrons with spin σ (=↑, ↓) at a given site i on a
two-dimensional square lattice under periodic boundary
conditions, with 〈i, j〉 denoting nearest-neighbors, and
niσ ≡ d†iσdiσ being number operators. The first two terms
on the right hand side of Eq. (1) correspond to the kinetic
energy of electrons, and their chemical potential (µ)
term, respectively, while the on-site Coulomb repulsion
between electrons is included by the third term. The
ions’ phonon modes are described in the fourth term, in
which Pˆi and Xˆi are momentum and position operators,
respectively, of local quantum harmonic oscillators with
frequency ω0. The last term corresponds to local
electron-ion interactions, with strength g. Hereafter, we
define the mass of the ions (M) and the lattice constant
as unity.
It is also worth to introduce additional parameters,
due to the effects of the phonon fields to the electronic
interactions. From a second order perturbation theory
on the e-ph term [23], one obtains an effective dynamic
e-e interaction, Ueff(ω) = U − g
2/ω20
1−(ω/ω0)2 , with g
2/ω20 ≡
λ being the energy scale for polaron formation. The
appearance of such a retarded attractive interaction,
depending on the phonon frequency, leads us to define
ω0/t as the adiabaticity ratio, and λ/t as the strength
of the e-ph interaction. To facilitate the following
discussion, we also define Ueff ≡ U − λ, which gives us
information about the local effective e-e interaction, and
is also an important parameter to our methodological
approaches. Furthermore, we set the electron density at
half-filling, i.e., 〈niσ〉 = 1/2.
We investigate the properties of Eq. (1) by performing
two different unbiased auxiliary-field QMC approaches:
the projective ground state auxiliary-field (AFQMC) [52,
53], and the finite temperature determinant quantum
Monte Carlo (DQMC) methods [53–56]. Briefly, the
DQMC (AFQMC) approach is based on the decoupling
of the non-commuting terms of the Hamiltonian in
the partition function (projection operator) by Trotter-
Suzuki decomposition, which discretizes the imaginary-
time coordinate τ in small intervals ∆τ , with the inverse
of temperature T (projection time) being β = M∆τ .
Throughout this Letter, we choose ∆τt = 0.1, with β in
unit of t. Detailed introduction for these methodologies
can be found, e.g., in Refs. 57–59.
Following the procedures described in Ref. 60, we
implemented a sign-free AFQMC approach to the half-
filling of the HHM, allowing us to analyze large lattice
sizes, but, conversely, being restricted to the Ueff ≥ 0
region. The properties of the Ueff < 0 region, forbidden
to our AFQMC method, are investigated by DQMC
simulations. We recall that the DQMC method may
exhibit sign problem for the HHM, depending on the
strength of parameters. However, the average sign is
less affected when U < λ, in particular to intermediate
interaction strengths, allowing us to obtain the physical
quantities of interest, in some cases up to L = 14
and β = 28. In fact, the DQMC average sign is
strongly suppressed just around U ≈ λ, where our sign-
free AFQMC approach works. Thus, our AFQMC and
DQMC simulations are used complementarily.
The charge and magnetic responses are
quantified by their respective structure factors,
i.e., Scdw(q) =
1
N
∑
i,j e
−iq·(i−j)〈ninj〉, and
Safm(q) =
1
N
∑
i,j e
−iq·(i−j)〈Szi Szj 〉, with ni = ni↑ + ni↓,
Szi = ni↑ − ni↓, and N = L × L being the number of
sites. This allows us to probe their critical behavior by
means of the correlation ratio
Rν(L) = 1− Sν(q + δq)
Sν(q)
, (2)
with |δq| = 2pi/L, q = (pi, pi), and ν ≡ cdw or afm.
According to well established finite size scaling analysis,
the critical region is determined by the crossing points
of Rν(L) for different lattice sizes (see, e.g., Refs. 61–65).
Finally, the pairing properties are investigated by the
finite temperature superconducting pair susceptibility
χαsc(β) =
1
N
∫ β
0
dτ 〈∆α(τ)∆†α(0) + H.c.〉, with ∆α(τ) =
1
2
∑
i,a fα(a)ci↓(τ)ci+a↑(τ), ciσ(τ) = e
τHciσe−τH and
fα(a) being the pairing form factor for a given symmetry.
Here, we consider on-site, nearest-neighbors (NN),
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Figure 2. DQMC results for the CDW correlation ratio,
Eq.(2), as function of λ/t, for different lattice sizes, and by
fixing β = 2L, ω0/t = 1, and U = 0. The solid lines are
just guide to the eyes. Inset: λc(L,L − ∆L) as a function
of 1/L; the solid (dashed) curve corresponds to its power law
(polynomial) scaling.
and next-nearest-neighbors (NNN) spin-singlet pairing
operators for the s-wave symmetry, which are denoted
by α ≡ s, s∗, and s∗∗, respectively [66]; and also consider
the dx2−y2-wave symmetry, α ≡ d (see, e.g., Ref. 67).
Results: We first discuss the limit case of U = 0 in
Eq. (1), i.e., the pure Holstein model. While the Peierls’
argument [68] suggests an insulating charge ordered
ground state for any λ > 0, one-dimensional systems
exhibit a metal-CDW transition for a finite critical
λc, despite the perfect FSN. In two dimensions, the
occurrence of a finite critical λc in the square lattice is
controversial: while variational QMC approaches provide
evidence for λc/t ≈ 0.8 [40, 41], unbiased QMC results
suggest the nonexistence of a finite critical point [38, 39].
Here, we address this controversy by analyzing the
critical behavior given by the CDW correlation ratio,
Eq. (2), by means of DQMC simulations [69].
The quantum critical region may be estimated by the
crossing of Rcdw(L) as function of λ/t, as displayed in
Fig. 2 for several lattice sizes. Here we investigate the
ground state behavior by assuming β ∼ Lz, with z = 1
being the dynamic critical exponent. Notice that, the
correlation ratio increases monotonically as a function of
the lattice size starting from λ/t = 0.8, clearly supporting
long-range CDW ordering at this interaction strength
and above. Furthermore, as showed in the inset of
Fig. 2, the λc(L,L − ∆L), i.e. the values of λ/t for the
crossing points between Rcdw(L) and Rcdw(L − ∆L),
are reduced when L increases, suggesting that, whether
a metal-insulator transition exists, it should occur at
smaller coupling strengths. A thorough determination
of the existence of a critical point is given by a finite
size scaling analysis of λc(L,L − ∆L). Following the
procedure adopted in Ref. 39, which hereafter is used
to determine the CDW transitions, we perform a power
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Figure 3. AFQMC results for the crossing points of Rafm(L)
and Rafm(αL), for different phonon frequencies, and by fixing
β = 2L and Ueff = 0. The lines are linear scalings. Inset:
Critical AFM points for Ueff = 0 as function of the phonon
frequency ω0/t.
law scaling [f(L) = a + bLc] of the crossing points, as
displayed in the inset of Fig. 2. Within this scaling, λc
(U = 0) is consistent with a vanishing or very small
value, even when we adopt the less accurate polynomial
fit, indicating that a finite critical e-ph coupling is not
plausible for the square lattice Holstein model. The
difference between the square lattice and one-dimensional
systems may stem on the larger electronic susceptibility
of the former, which diverges with the square logarithm
of temperature.
We now discuss the behavior of the HHM for U 6= 0,
investigating initially the particular case of U = λ, by
means of AFQMC simulations. We recall that, the HHM
in the antiadiabatic limit (ω0 → ∞) should exhibit a
metallic behavior along the line U = λ. However, the
occurrence of a retarded interaction in the adiabatic limit
leads to a more complex ground state. Our QMC results
for ω0/t ≤ 1 (not shown) exhibit an enhancement of
the spin-spin correlations as a function of U/t, on the
line U = λ, while the charge-charge response remains
weak for any interaction strength. This result suggests an
AFM ground state, with long-range order being probed
by its correlation ratio. Similarly to CDW analysis, Fig. 3
displays the Uc(L,αL), i.e. the values of U/t for the
crossing points of Rafm(L) and Rafm(αL), for different
phonon frequencies, and fixing β = 2L. Due to the
large lattice sizes achieved in our AFQMC simulations,
here we adopt a linear finite size scaling for the AFM
transitions. As expected, the pure Hubbard model (black
square symbols in Fig. 3) is AFM for any U > 0, i.e.,
Uc = 0. However, in presence of e-ph coupling (along the
line U = λ), a quantum phase transition occurs, changing
from a correlated metallic-like ground state to an ordered
AFM one, for a given coupling strength. For instance, for
ω0/t = 1, one finds Uc/t = λc/t = 0.73(6), that is, the
ground state is AFM for any U = λ > 0.73t. The position
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Figure 4. (a) AFQMC results for the AFM correlation ratio
for β = 2L, and (b) DQMC results for the CDW correlation
ratio for β = L, as function of the U/t, for different lattice
sizes, and by fixing λ/t = 2 and ω0/t = 1. The solid lines are
just guide to the eyes. (c) The crossing points of Rafm(L) (red
triangles), and Rcdw(L) (blue squares), and their respective
scaling curves.
of this QCP strongly depends on the choice of ω0/t, as
showed in the inset of Fig. 3. Such increasing behavior is
consistent with the expectation of an emergent metallic
behavior in the antiadiabatic limit. The properties of
this correlated metallic-like state are discussed later.
We proceed by investigating the quantum critical
behavior for the general case, U 6= λ. To this end,
one may analyze the correlation ratio as function of U/t,
for fixed λ/t and ω0/t. For instance, Fig. 4 (a) displays
AFQMC results for Rafm(L) as function of U/t, for
λ/t = 2 and ω0/t = 1. The crossing points Uc(L,L−∆L)
between Rafm(L) and Rafm(L − ∆L), as well as their
finite size scaling, are displayed in Fig. 4 (c), leading to
an AFM quantum phase transition at UAFMc /t = 1.88(2).
Similarly, the CDW QCP may be obtained by DQMC
simulations of Rcdw(L), as presented in Fig. 4 (b), with
crossing points and finite size scaling shown in Fig. 4 (c),
leading to UCDWc /t = 1.63(1).
When the above analysis is repeated for other values
of λ/t, we obtain the phase diagram presented in Fig. 1.
It is worth mentioning that, for the range of parameters
analyzed, we obtain continuous transitions for both AFM
and CDW phases, without coexistence, and with a
metallic-like (or SC) region between them. First order
transitions may occur for stronger coupling, as suggested
in Refs. 40 and 41.
Finally, it is instructive to discuss the properties of
such a region between AFM and CDW phases, from
which it is expected the emergence of SC. Although
establishing long-range SC order is challenging, its
properties may be investigated from the tendency of
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Figure 5. DQMC results for the pair susceptibility as function
of temperature T , for fixed λ/t = 2, U/t = 1.7, L = 8, and
(a) ω0/t = 1 and (c) ω0/t = 4, and their respective effective
susceptibilities for (b) ω0/t = 1 and (d) ω0/t = 4.
the pairing susceptibility as a function of temperature.
For instance, by using the DQMC method, and fixing
λ/t = 2, and U/t = 1.7, we observe an enhancement of
χα(sc) at low temperature, with the dominant symmetry
being the d-wave [51], as presented in Fig. 5 (a). However,
a more appropriate quantity for SC is given by extracting
the particle-particle contribution of χα(sc), which defines
the effective pair (vertex) susceptibility, i.e., χeffα(sc) =
χα(sc) − χ¯α(sc), with χ¯α(sc) being the noninteracting
susceptibility [67]. A positive (negative) response of
χeffα(sc) corresponds to an enhancement (weakening) of
pair correlations for the αth symmetry. Figure 5 (b)
exhibits χeffα(sc) for the data of panel (a), showing negative
tendency towards all of the examined channels. In
particular, the on-site s-wave has the largest negative
response, which shows the harmfulness of the Hubbard-
like term for local pairs formation. Since Tsc ∼ ω0 from
the BCS theory [2], further insights about the nature
of this region may be given by increasing ω0, while
keeping Ueff fixed, as displayed in Figs. 5(c) and 5(d), for
ω0/t = 4, λ/t = 2, and U/t = 1.7. For these parameters,
despite the increasing dominant behavior of χα(sc) for the
d-wave, only the NNN s-wave exhibits a positive effective
susceptibility.
It is important to mention that, despite the dominant
character of the d-wave in χα(sc), for both adiabatic and
antiadiabatic limits, its negative tendencies for χeffα(sc)
suggest that such a channel may not lead to long-range
SC order in the ground state of the half-filled HHM.
Conversely, whether SC emerges, the results of Fig. 5
provide evidence for (nonlocal) s-wave. Indeed, since
this metallic-like region is mostly in the negative Ueff
side of the phase diagram in Fig. 1, the s-wave symmetry
seems more plausible than d-wave. Interestingly, such an
5enhancement of nonlocal s-wave response suggests that
short-range charge/spin correlations may suppress the
formation of local (s-wave) and NN (s∗-wave) Cooper
pairs, making the NNN ones (s∗∗-wave) the main channel
for pairing.
Conclusions: We have presented results for the HHM in
the square lattice, using unbiased AFQMC and DQMC
methods complementarily, which provide a broader
picture about the physical responses of this model. In
particular, we have shown that, different from one-
dimensional systems, the emergence of the CDW phase
in the square lattice occurs for any λ > 0, for U = 0.
However, these CDW correlations are strongly affected
by a Coulomb interaction (U 6= 0), with the occurrence of
AFM even at Ueff < 0. We also observed the existence of
a correlated metallic-like region between CDW and AFM
phases, with an enhancement of nonlocal s-wave pairing,
rather than d-wave. Despite the difficulty to establish
long-range order for SC, one may expect that s-wave SC
sets in at zero temperature. These findings constitute
a significant step towards a better understanding of this
model, by providing precise QCPs, and shedding lights
over past theoretical inconsistencies. Furthermore, these
results emphasize the role of the e-ph interaction in
strongly correlated systems, which is crucial to charge
order and pairing, and may be relevant for the physics of
cuprates and transition-metal dichalcogenides.
Acknowledgements: We are grateful to Yuichi Otsuka
for valuable discussions. Computational resources
were provided by HOKUSAI supercomputer at RIKEN
(Project ID: G19010), and CINECA supercomputer
(PRACE-2019204934). S.S. and N.C.C. acknowledge
PRACE for awarding them access to Marconi at
CINECA, Italy.
∗ ndecarva@sissa.it; natanael@if.ufrj.br
[1] Feliciano Giustino, “Electron-phonon interactions from
first principles,” Rev. Mod. Phys. 89, 015003 (2017).
[2] J. Bardeen, L. N. Cooper, and J. R. Schrieffer, “Theory
of superconductivity,” Phys. Rev. 108, 1175–1204 (1957).
[3] R.E. Peierls, Quantum Theory of Solids (Oxford
University, New York, 1955).
[4] A. H. Castro Neto, “Charge density wave,
superconductivity, and anomalous metallic behavior
in 2d transition metal dichalcogenides,” Phys. Rev. Lett.
86, 4382–4385 (2001).
[5] K Rossnagel, “On the origin of charge-density waves in
select layered transition-metal dichalcogenides,” Journal
of Physics: Condensed Matter 23, 213001 (2011).
[6] Y.I. Joe, X.M. Chen, P. Ghaemi, K.D. Finkelstein, G.A.
De La Pea, Y. Gan, J.C.T. Lee, S. Yuan, J. Geck,
G.J. MacDougall, T.C. Chiang, S.L. Cooper, E. Fradkin,
and P. Abbamonte, “Emergence of charge density wave
domain walls above the superconducting dome in 1T-
TiSe2,” Nature Physics 10, 421–425 (2014).
[7] T. Ritschel, J. Trinckauf, K. Koepernik, B. Bchner, M.V.
Zimmermann, H. Berger, Y.I. Joe, P. Abbamonte, and
J. Geck, “Orbital textures and charge density waves in
transition metal dichalcogenides,” Nature Physics 11,
328–331 (2015).
[8] S. Manzeli, D. Ovchinnikov, D. Pasquier, O.V. Yazyev,
and A. Kis, “2D transition metal dichalcogenides,”
Nature Reviews Materials 2, 17033 (2017).
[9] Chih-Wei Chen, Jesse Choe, and E Morosan, “Charge
density waves in strongly correlated electron systems,”
Reports on Progress in Physics 79, 084505 (2016).
[10] A Lanzara, PV Bogdanov, XJ Zhou, SA Kellar, DL Feng,
ED Lu, T Yoshida, H Eisaki, Atsushi Fujimori, K Kishio,
et al., “Evidence for ubiquitous strong electron–phonon
coupling in high-temperature superconductors,” Nature
412, 510 (2001).
[11] W.D. Wise, M.C. Boyer, K. Chatterjee, T. Kondo,
T. Takeuchi, H. Ikuta, Y. Wang, and E.W. Hudson,
“Charge-density-wave origin of cuprate checkerboard
visualized by scanning tunnelling microscopy,” Nature
Physics 4, 696–699 (2008).
[12] G. Ghiringhelli, M. Le Tacon, M. Minola, S. Blanco-
Canosa, C. Mazzoli, N.B. Brookes, G.M. De Luca,
A. Frano, D.G. Hawthorn, F. He, T. Loew,
M. Moretti Sala, D.C. Peets, M. Salluzzo, E. Schierle,
R. Sutarto, G.A. Sawatzky, E. Weschke, B. Keimer,
and L. Braicovich, “Long-range incommensurate charge
fluctuations in (Y,Nd)Ba2Cu3O6+x,” Science 337,
821–825 (2012).
[13] E.H. Da Silva Neto, P. Aynajian, A. Frano, R. Comin,
E. Schierle, E. Weschke, A. Gyenis, J. Wen,
J. Schneeloch, Z. Xu, S. Ono, G. Gu, M. Le Tacon,
and A. Yazdani, “Ubiquitous interplay between charge
ordering and high-temperature superconductivity in
cuprates,” Science 343, 393–396 (2014).
[14] A.J. Achkar, F. He, R. Sutarto, C. McMahon,
M. Zwiebler, M. Hucker, G.D. Gu, R. Liang,
D.A. Bonn, W.N. Hardy, J. Geck, and D.G.
Hawthorn, “Orbital symmetry of charge-density-wave
order in La1.875Ba0.125CuO4 and YBa2Cu3O6.67,”
Nature Materials 15, 616–620 (2016).
[15] M. Ido, T. Kudo, N. Yamada, N. Momono, N. Abe,
T. Nakano, C. Manabe, and M. Oda, “Pressure effect
on anomalous suppression of Tc around x = 1/8 in
La2−xBaxCuO4 and La1.8−xNd0.2BaxCuO4,” Journal of
Low Temperature Physics 105, 311–316 (1996).
[16] H.-H. Kim, S. M. Souliou, M. E. Barber, E. Lefranc¸ois,
M. Minola, M. Tortora, R. Heid, N. Nandi, R. A.
Borzi, G. Garbarino, A. Bosak, J. Porras, T. Loew,
M. Ko¨nig, P. J. W. Moll, A. P. Mackenzie, B. Keimer,
C. W. Hicks, and M. Le Tacon, “Uniaxial pressure
control of competing orders in a high-temperature
superconductor,” Science 362, 1040–1044 (2018).
[17] H. Huang, H. Jang, M. Fujita, T. Nishizaki, Y. Lin,
J. Wang, J. Ying, J. S. Smith, C. Kenney-Benson,
G. Shen, W. L. Mao, C.-C. Kao, Y.-J. Liu, and J.-S.
Lee, “Modification of structural disorder by hydrostatic
pressure in the superconducting cuprate YBa2Cu3O6.73,”
Phys. Rev. B 97, 174508 (2018).
[18] S. M. Souliou, H. Gretarsson, G. Garbarino, A. Bosak,
J. Porras, T. Loew, B. Keimer, and M. Le Tacon, “Rapid
suppression of the charge density wave in YBa2Cu3O6.6
under hydrostatic pressure,” Phys. Rev. B 97, 020503
(2018).
[19] O. Cyr-Choinie`re, D. LeBoeuf, S. Badoux, S. Dufour-
6Beause´jour, D. A. Bonn, W. N. Hardy, R. Liang, D. Graf,
N. Doiron-Leyraud, and Louis Taillefer, “Sensitivity
of Tc to pressure and magnetic field in the cuprate
superconductor YBa2Cu3Oy: Evidence of charge-order
suppression by pressure,” Phys. Rev. B 98, 064513
(2018).
[20] Tao Wu, Hadrien Mayaffre, Steffen Kra¨mer, Mladen
Horvatic´, Claude Berthier, WN Hardy, Ruixing Liang,
DA Bonn, and Marc-Henri Julien, “Magnetic-field-
induced charge-stripe order in the high-temperature
superconductor YBa2Cu3Oy,” Nature 477, 191–194
(2011).
[21] J. Chang, E. Blackburn, A.T. Holmes, N.B. Christensen,
J. Larsen, J. Mesot, R. Liang, D.A. Bonn, W.N.
Hardy, A. Watenphul, M.V. Zimmermann, E.M. Forgan,
and S.M. Hayden, “Direct observation of competition
between superconductivity and charge density wave order
in YBa2Cu3O6.67,” Nature Physics 8, 871–876 (2012).
[22] B. Keimer, S. A. Kivelson, M. R. Norman, S. Uchida,
and J. Zaanen, “From quantum matter to high-
temperature superconductivity in copper oxides,” Nature
518, 179 EP – (2015), review Article.
[23] E. Berger, P. Vala´sˇek, and W. von der Linden, “Two-
dimensional Hubbard-Holstein model,” Phys. Rev. B 52,
4806–4814 (1995).
[24] Wen-Qiang Ning, Hui Zhao, Chang-Qin Wu, and Hai-
Qing Lin, “Phonon effects on spin-charge separation in
one dimension,” Phys. Rev. Lett. 96, 156402 (2006).
[25] H. Matsueda, T. Tohyama, and S. Maekawa, “Electron-
phonon coupling and spin-charge separation in one-
dimensional Mott insulators,” Phys. Rev. B 74, 241103
(2006).
[26] Martin Hohenadler and Fakher F. Assaad, “Excitation
spectra and spin gap of the half-filled Holstein-Hubbard
model,” Phys. Rev. B 87, 075149 (2013).
[27] Monodeep Chakraborty, Masaki Tezuka, and B. I.
Min, “Interacting-Holstein and extended-Holstein
bipolarons,” Phys. Rev. B 89, 035146 (2014).
[28] A. Nocera, M. Soltanieh-ha, C. A. Perroni,
V. Cataudella, and A. E. Feiguin, “Interplay of charge,
spin, and lattice degrees of freedom in the spectral
properties of the one-dimensional Hubbard-Holstein
model,” Phys. Rev. B 90, 195134 (2014).
[29] H. Bakrim and C. Bourbonnais, “Nature of ground states
in one-dimensional electron-phonon Hubbard models at
half filling,” Phys. Rev. B 91, 085114 (2015).
[30] Ch Uma Lavanya, IV Sankar, and Ashok Chatterjee,
“Metallicity in a Holstein-Hubbard chain at half filling
with Gaussian anharmonicity,” Scientific reports 7, 3774
(2017).
[31] Shaozhi Li, Yanfei Tang, Thomas A. Maier, and Steven
Johnston, “Phase competition in a one-dimensional
three-orbital Hubbard-Holstein model,” Phys. Rev. B 97,
195116 (2018).
[32] F. He´bert, Bo Xiao, V. G. Rousseau, R. T. Scalettar,
and G. G. Batrouni, “One-dimensional Hubbard-Holstein
model with finite-range electron-phonon coupling,” Phys.
Rev. B 99, 075108 (2019).
[33] Bo Xiao, F. He´bert, G. Batrouni, and R. T. Scalettar,
“Competition between phase separation and spin density
wave or charge density wave order: Role of long-range
interactions,” Phys. Rev. B 99, 205145 (2019).
[34] Eric Jeckelmann, Chunli Zhang, and Steven R. White,
“Metal-insulator transition in the one-dimensional
Holstein model at half filling,” Phys. Rev. B 60, 7950–
7955 (1999).
[35] Martin Hohenadler and Holger Fehske, “Density waves
in strongly correlated quantum chains,” The European
Physical Journal B 91, 204 (2018).
[36] Y.-X. Zhang, W.-T. Chiu, N. C. Costa, G. G. Batrouni,
and R. T. Scalettar, “Charge order in the Holstein model
on a honeycomb lattice,” Phys. Rev. Lett. 122, 077602
(2019).
[37] Chuang Chen, Xiao Yan Xu, Zi Yang Meng, and Martin
Hohenadler, “Charge-density-wave transitions of Dirac
fermions coupled to phonons,” Phys. Rev. Lett. 122,
077601 (2019).
[38] M. Hohenadler and G. G. Batrouni, “Dominant charge-
density-wave correlations in the Holstein model on the
half-filled square lattice,” arXiv:1907.10866 (2019).
[39] Manuel Weber and Martin Hohenadler, “Two-
dimensional Holstein-Hubbard model: Critical
temperature, Ising universality, and bipolaron liquid,”
Phys. Rev. B 98, 085405 (2018).
[40] Seher Karakuzu, Luca F. Tocchio, Sandro Sorella,
and Federico Becca, “Superconductivity, charge-density
waves, antiferromagnetism, and phase separation in the
Hubbard-Holstein model,” Phys. Rev. B 96, 205145
(2017).
[41] Takahiro Ohgoe and Masatoshi Imada, “Competition
among superconducting, antiferromagnetic, and charge
orders with intervention by phase separation in the 2D
Holstein-Hubbard model,” Phys. Rev. Lett. 119, 197001
(2017).
[42] B. J. Alder, K. J. Runge, and R. T. Scalettar,
“Variational Monte Carlo study of an interacting
electron-phonon model,” Phys. Rev. Lett. 79, 3022–3025
(1997).
[43] E. Khatami, A. Macridin, and M. Jarrell, “Effect of
long-range hopping on Tc in a two-dimensional Hubbard-
Holstein model of the cuprates,” Phys. Rev. B 78, 060502
(2008).
[44] P. Barone, R. Raimondi, M. Capone, C. Castellani,
and M. Fabrizio, “Gutzwiller scheme for electrons and
phonons: The half-filled Hubbard-Holstein model,” Phys.
Rev. B 77, 235115 (2008).
[45] Johannes Bauer and Alex C. Hewson, “Competition
between antiferromagnetic and charge order in the
Hubbard-Holstein model,” Phys. Rev. B 81, 235113
(2010).
[46] E. A. Nowadnick, S. Johnston, B. Moritz, R. T.
Scalettar, and T. P. Devereaux, “Competition Between
Antiferromagnetic and Charge-Density-Wave Order in
the Half-Filled Hubbard-Holstein Model,” Phys. Rev.
Lett. 109, 246404 (2012).
[47] Yuta Murakami, Philipp Werner, Naoto Tsuji, and
Hideo Aoki, “Ordered phases in the Holstein-Hubbard
model: Interplay of strong Coulomb interaction and
electron-phonon coupling,” Phys. Rev. B 88, 125126
(2013).
[48] E. A. Nowadnick, S. Johnston, B. Moritz, and
T. P. Devereaux, “Renormalization of spectra by phase
competition in the half-filled Hubbard-Holstein model,”
Phys. Rev. B 91, 165127 (2015).
[49] Saurabh Pradhan and G. Venketeswara Pai, “Holstein-
Hubbard model at half filling: A static auxiliary field
study,” Phys. Rev. B 92, 165124 (2015).
[50] Da Wang, Wan-Sheng Wang, and Qiang-Hua Wang,
7“Phonon enhancement of electronic order and negative
isotope effect in the Hubbard-Holstein model on a square
lattice,” Phys. Rev. B 92, 195102 (2015).
[51] C. B. Mendl, E. A. Nowadnick, E. W. Huang,
S. Johnston, B. Moritz, and T. P. Devereaux,
“Doping dependence of ordered phases and emergent
quasiparticles in the doped Hubbard-Holstein model,”
Phys. Rev. B 96, 205141 (2017).
[52] S Sorella, S Baroni, R Car, and M Parrinello, “A
novel technique for the simulation of interacting fermion
systems,” Europhysics Letters (EPL) 8, 663–668 (1989).
[53] R. Blankenbecler, D. J. Scalapino, and R. L. Sugar,
“Monte carlo calculations of coupled boson-fermion
systems. i,” Phys. Rev. D 24, 2278–2286 (1981).
[54] J. E Hirsch, “Discrete Hubbard-Stratonovich
transformation for fermion lattice models,” Phys.
Rev. B 28, 4059 (1983).
[55] J. E. Hirsch, “Two-dimensional Hubbard model:
Numerical simulation study,” Phys. Rev. B 31, 4403–
4419 (1985).
[56] R. T. Scalettar, N. E. Bickers, and D. J. Scalapino,
“Competition of pairing and Peierls–charge-density-
wave correlations in a two-dimensional electron-phonon
model,” Phys. Rev. B 40, 197–200 (1989).
[57] Raimundo R. dos Santos, “Introduction to quantum
Monte Carlo simulations for fermionic systems,”
Brazilian Journal of Physics 33, 36 – 54 (2003).
[58] J Gubernatis, N Kawashima, and P Werner,
Quantum Monte Carlo Methods: Algorithms for Lattice Models
(Cambridge University Press, Cambridge, England,
2016).
[59] Federico Becca and Sandro Sorella,
Quantum Monte Carlo approaches for correlated systems
(Cambridge University Press, Cambridge, England,
2017).
[60] Seher Karakuzu, Kazuhiro Seki, and Sandro Sorella,
“Solution of the sign problem for the half-filled Hubbard-
Holstein model,” Phys. Rev. B 98, 201108 (2018).
[61] Ribhu K. Kaul, “Spin nematics, valence-bond solids,
and spin liquids in SO(n) quantum spin models on the
triangular lattice,” Phys. Rev. Lett. 115, 157202 (2015).
[62] Snir Gazit, Fakher F. Assaad, Subir Sachdev, Ashvin
Vishwanath, and Chong Wang, “Confinement
transition of Z2 gauge theories coupled to massless
fermions: Emergent quantum chromodynamics
and so(5) symmetry,” Proceedings of the National
Academy of Sciences 115, E6987–E6995 (2018),
https://www.pnas.org/content/115/30/E6987.full.pdf.
[63] Toshihiro Sato, Fakher F. Assaad, and Tarun Grover,
“Quantum Monte Carlo simulation of frustrated Kondo
lattice models,” Phys. Rev. Lett. 120, 107201 (2018).
[64] Zi Hong Liu, Xiao Yan Xu, Yang Qi, Kai Sun, and
Zi Yang Meng, “Itinerant quantum critical point with
frustration and a non-Fermi liquid,” Phys. Rev. B 98,
045116 (2018).
[65] Andrew S. Darmawan, Yusuke Nomura, Youhei Yamaji,
and Masatoshi Imada, “Stripe and superconducting order
competing in the Hubbard model on a square lattice
studied by a combined variational Monte Carlo and
tensor network method,” Phys. Rev. B 98, 205132 (2018).
[66] s∗∗ is sometimes called as sxy in literature.
[67] S. R. White, D. J. Scalapino, R. L. Sugar, N. E. Bickers,
and R. T. Scalettar, “Attractive and repulsive pairing
interaction vertices for the two-dimensional Hubbard
model,” Phys. Rev. B 39, 839–842 (1989).
[68] G. Gru¨ner, Density Waves in Solids, Vol. 89 (Addison-
Welsley, 1994).
[69] For U = 0 the DQMC method does not suffer with the
sign problem, allowing us to investigate larger lattice
sizes and lower temperatures.
