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We present a comprehensive and gauge invariant treatment of perturbations around cosmological scaling solutions for two
canonical scalar fields coupled through a common potential in the early universe, in the presence of neutrinos, photons and
baryons, but excluding cold dark matter. This setup is relevant for analyzing cosmic perturbations in scalar field models of
dark matter with a coupling to a quintessence field. We put strong restrictions on the shape of the common potential and
adopt a matrix-eigensystem approach to determine the dominant perturbations modes in such models. Similar to recent
results in scenarios where standard cold dark matter couples to quintessence, we show that the stability of the adiabatic
perturbation mode can be an issue for this class of scalar field dark matter models, but only for specific choices of the
common potential. For an exponential coupling potential, a rather common shape arising naturally in many instances, this
problem can be avoided. We explicitly calculate the dominant perturbation modes in such scenarios.
I. INTRODUCTION
Scalar fields can appear in modern cosmology in many
forms. They are typically associated with phenomena
which can not be attributed to ordinary forms of matter,
most commonly with an accelerated expansion of the uni-
verse. Thus they are particularly important in the very
early universe for modeling the era of inflation [1–6], and
the very late universe, where scalar quintessence models
are one of the most promising candidates for explaining
dark energy [7–13].
For the long time between these eras, scalar fields typ-
ically play only a supporting role in the cosmic evolu-
tion. From reheating onwards, throughout the entire ra-
diation dominated era, their energy densities only con-
tribute a small percentage to the total energy density of
the universe [14–18]. The same holds true for the matter-
dominated era up to redshifts of about 5, with the excep-
tion of scalar field models of dark matter [19–25]. Still,
much effort has ben put into analyzing scalar field dy-
namics in these eras. The reason for this lies in the so
called coincidence problem, which adresses the question
why the energy densities of dark energy and matter are
roughly of the same order of magnitude only in the recent
past. In the ΛCDM model this seems like a very pre-
cise finetuning of the cosmological constant. Scalar field
models of dark energy provide a possible solution to this
problem, since they can exhibit a behavior often called
tracking or scaling [26–29], where the field equations have
solutions for which the dynamics follow a specific trajec-
tory largely irrespective of the initial conditions chosen,
thereby explaining why dark energy became dominant
only recently.
In this paper we are interested in such scaling solutions
involving multiple scalar fields which couple through
their common potential and the evolution of perturba-
tions in such scenarios. Similar models have been in-
vestigated before in the context of inflation [30, 31], i.e.
without any additional matter content. We consider the
dynamics of multiple scalar fields in the presence of ordi-
nary matter, i.e baryons, neutrinos and photons, but ex-
clude cold dark matter or a cosmological constant. This
setting is relevant for models where the entire dark sec-
tor, i.e. both dark energy and dark matter is described
by scalar fields.
If one looks beyond the homogeneous and isotropic
background cosmology, one quickly finds that the the
inhomogeneities of scalar fields in such models are of
great importance for the study of cosmological pertur-
bations in general. This starts with the fact that all
structures seen in the universe today are now widely be-
lieved to have been sourced by quantum fluctuations of
scalar fields during the era of inflation, but does not end
there. Scalar quintessence models can influence late-time
structure growth [32, 33], but even during the era of ra-
diation domination, where scalar fields are subdominant,
their presence can impact how perturbations in the bary-
onic or dark matter sector evolve. While standard mini-
mally coupled one-field scaling quintessence models seem
to be unproblematic in this respect [34], recent stud-
ies have shown that a coupling between a scalar field
and dark matter can result in an instability of the adia-
batic perturbation mode [35, 36], potentially rendering
such scenarios difficult to reconcile with observational
bounds, which clearly demand largely adiabatic pertur-
bations [37–46]. It is therefore interesting to investigate
whether such problems can also arise in models where
multiple scalar fields couple to each other, e.g. in cou-
pled scalar field dark matter models, and we do so in our
analysis below.
This paper is organized as follows:
In section II we derive the generic shape of the po-
tential necessary for multiple canonical scalar fields to
exhibit scaling solutions in the presence of a background
fluid. In section III we study the evolution of linear per-
turbations in the superhorizon regime in such models, in
the presence of photons, baryons and neutrinos. We re-
strict ourselves to the case of two scalar fields here for
simplicity. In section IV, we apply the results to one
particular choice of scalar potential with an exponential
coupling. This is the relevant potential for the coupled
scalar dark matter model investigated in an accompa-
nying paper [47]. Finally, in section V we investigate
alternative potentials and construct an explicit example
for which the adiabatic perturbation mode is unstable.
We present our conclusions in section VI.
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2II. COUPLED CANONICAL SCALAR FIELDS
AND SCALING SOLUTIONS
In this section we investigate exact scaling solutions in
FLRW-cosmologies involving multiple coupled canonical
scalar fields and a background matter fluid, defined by
an energy density ρm and a constant equation of state
ωm. In the literature the definition of a scaling solution
is not completely unambiguous. In the case of a single
scalar field it can either mean a solution for which the
scalar energy density scales like the scale factor to some
constant power, or, and this can be considered a stricter
definition, a solution for which the scalar energy density
scales exactly like the background fluid. In this work
we adopt the stricter definition and consider an exact
scaling solution to be a scenario in which all scalar energy
densities scale like the background fluid.
It is well known that the only potential providing an
exact scaling solution for a single canonical scalar field
is an exponential potential. This even holds true in the
presence of a coupling to the background fluid [48–51].
Furthermore, even in the presence of non-canonical ki-
netic terms - however still restricted to those yielding
second order field equations - the form of possible La-
grangians yielding scaling solutions can be strongly re-
stricted [51].
We will now show that in the case of multiple canonical
coupled scalar fields similar restrictions for the common
potential can be found. To do this we employ an ap-
proach already used in the earlier papers cited above,
slightly adjusted to fit our scenario. We start by consid-
ering the following action
S =
∫
d4x
√−g
[
R
2
+
n∑
i=1
Xϕi + V (ϕ1, ..., ϕn)
]
+ Sm ,
(1)
where Xϕi =
1
2DµϕiDµϕi, n denotes the number of
scalar fields ϕi present and Sm denotes the matter ac-
tion. The scalar field equations for this action in the
FLRW-background read
ϕ′′i + 2hϕ
′
i + a
2V,ϕi = 0 , (2)
where a prime denotes a derivative with respect to con-
formal time and h is the conformal hubble parameter
h = a′/a. The common potential V can in principal be
identified with any one of the scalar field energy densi-
ties or even split in some arbitrary fashion, but we choose
to assign it to ϕ1 for simplicity and define scalar energy
densities and pressure densities as follows:
ρϕ1 = Xϕ1 + V , pϕ1 = Xϕ1 − V , (3)
ρϕj = pϕj = Xϕj , j = 2, ..., n . (4)
As we assume no direct coupling between the background
fluid and the scalar sector, the equations governing the
background-evolution can be written as
dρm
dN
+ 3(1 + ωm)ρm = 0 , (5)
dρϕi
dN
+ 3(1 + ωϕi)ρϕi = 3(1 + ωϕi)qiρϕi , (6)
where N = ln(a) and conservation of the total energy-
momentum tensor implies that the scalar couplings have
to satisfy ∑
i
(1 + ωϕi)ρϕiqi = 0 . (7)
The definition of the couplings qi in this manner is of
course a matter of convention, here we remain consistent
with the general formulas given in appendix A. In an
exact scaling scenario we demand
ωϕi =
pϕi
ρϕi
= const. and
ρϕi
ρm
= const. . (8)
Note that the scalar equations of state can differ from
the background equation of state even in an exact scaling
scenario if a coupling between the scalar fields is present,
only the combined scalar equation of state has to fulfill
ωsc =
∑
i ρϕiωϕi∑
i ρϕi
= ωm , (9)
if the scalar density parameters are non-zero. From equa-
tions (5) and (8) we can directly conclude that
dlnρϕi
dN
=
dlnρm
dN
= −3(1 + ωm) , (10)
and
dlnXϕi
dN
= −3(1 + ωm) . (11)
Since Xϕi ∝ (dϕi/dN)2 ρtot, equations (10) and (11) di-
rectly give
dϕi/dN = ci = const. . (12)
Furthermore all couplings have to be constant by virtue
ofequations (6) and (10):
qi =
(ωϕi − ωm)
1 + ωϕi
. (13)
Now we can easily derive a differential equation for the
potential V by again employing equations (6) and (10):
dlnV
dN
=
dlnV
dϕi
ci = −3(1 + ωm), (14)
which directly gives
lnV = −3(1 + ωm)
c1
ϕ1 + f (ξ2, ..., ξn) , (15)
3where ξi = ϕi − cic1ϕ1 and f is some arbitrary (smooth)
function. One can quickly check that this solution is not
in conflict with the the demand of constant couplings sim-
ply by noting that by virtue of equation (12) all ξi have
to be constant for a scaling solution and by convention
(3) we therefore have
qj =
−V,ϕjcj
3(1 + ωϕj )ρϕj
= − (1− ωϕ1)cjρϕ1
6(1 + ωϕj )ρϕj
∂f
∂ξj
= const.
(16)
for j > 2 and dynamics corresponding to a scaling solu-
tion.
One comment might be in order here: In the deriva-
tion of equation (15) we made some implicit assumptions.
The most obvious one is that ωϕ1 6= 1, i.e. the scalar po-
tential energy density should be non-vanishing. As we
will see in section IV, purely kinetic fixed points with
ωϕ1 = 1 do exist, and we expect them to be present for a
large class of potentials, including many not of the shape
derived here. The only restriction here is that the com-
mon potential should become zero somewhere, at least
asymptotically. Furthermore one might suggest that we
have excluded solutions for which cosmological expan-
sion is purely scalar field dominated. This is however not
the case, as one can simply replace all ωm appearing in
the above equations with a constant effective equation of
state ωeff and reach the same conclusions concerning the
potential shape.
To clarify this result: If you want to construct a poten-
tial allowing for exact scaling solution with non-vanishing
potential energy density involving n multiple canonical
scalar fields coupled through their potential, you first
have to check if your potential fulfills equation (15) for
some set of constants c1, ..., cn. If so, a scaling solution
can exist.
III. EARLY UNIVERSE PERTURBATIONS
We will now turn our attention to the evolution of
perturbations in the early universe in models containing
multiple non-minimally coupled canonical scalar fields.
In order to keep things simple, we restrict our attention
to the case of two fields and call them ϕ and χ, deviating
from the conventions used in section II. We also split the
potential differently, this time assigning a ϕ-dependent
part to ρϕ and a common part to ρχ, i.e.
V = V1(ϕ) + V2(ϕ, χ) , (17)
ρϕ = Xϕ + V1 , ρχ = Xχ + V2 . (18)
By ”early universe” we mean an era during which the
cosmic expansion proceeds as if dominated by radiation,
i.e. h(η) = η−1, with η being conformal time. We will
consider a background-evolution during which both fields
follow an exact scaling bahaviour, in particular the equa-
tions of state are assumed to be constant. Note that this
does not imply a strongly subdominant role of the scalar
fields or equations of state of exactly 1/3. The coupling
between the two fields enables a wide range of possible
ωϕ’s and ωχ’s while still allowing for a radiation-like ex-
pansion (a(η) ∝ η) and non-negligible scalar field con-
tributions to the energy-densities already in very simple
models, as we will see below.
In addition to the two coupled scalar fields we include
neutrinos, photons and baryons into our model, but ex-
clude a possible cold dark matter contribution. This sets
our study apart from former systematic studies of early
universe perturbation modes, which have usually been
limited to cosmologies containing either no scalar fields
[52], only scalar fields (usually in the context of infla-
tion) [30] or a single quintessence field [31, 34, 36, 53, 54].
Leaving out a possible cold dark matter contribution is
realistic, if at least one of the two scalar fields changes
its dynamics away from a scaling solution and acts like a
dark matter component during the later stages of its evo-
lution. If this is the case, the coupling arising from the
common potential will result in a coupled quintessence
model in the late universe [11, 55, 56], more specifically
a coupled quintessence-scalar-dark-matter model [25]. It
is precisely these kinds of models that require the analysis
presented here to draw the initial conditions for numeri-
cal evolutions of cosmological perturbations, a study we
performed in an accompanying work [47].
Before moving on to our analysis, let us recap some
relevant results from the previous studies. As was shown
in [31], even in generic non-minimally coupled models
(which of course includes ours), purely adiabatic pertur-
bations remain purely adiabatic on superhorizon scales,
no matter what the interaction is. Here a mode is called
adiabatic if all entropy perturbations vanish. This in-
cludes relative entropy perturbations between different
components of the cosmic fluid as well as internal en-
tropy perturbations for a single component - these can
exist for non-perfect fluids (see section 4 in appendix A
for more details). However, as was noted in ref. [34],
the existence of such an adiabatic mode is non-trivial,
since demanding all entropy perturbations to vanish typ-
ically introduces more constraints than we have degrees
of freedom in the equations, in particular if the number
of species considered is large. One should understand
that this is not in conflict with the theorem found by
Weinberg in [57, 58], which states that an adiabatic su-
perhorizon mode always exists, no matter the content
of the universe. The apparent contradiction stems from
Weinberg’s definition of an adiabatic superhorizon-mode,
which he takes to mean a mode for which the total curva-
ture perturbation ζ remains constant, which is the case if
the total entropy perturbation Γtot = 0 (see appendix A).
This is a weaker condition than demanding all entropy
perturbations to vanish, which is what we take adiabatic
to mean in this work.
Furthermore this result is not sufficient to explain a
suppression non-adiabatic modes, since any, presumably
initially small, admixture of such modes could in princi-
ple eventually outgrow the adiabatic perturbations. Such
4a growth can happen for example during the ’adjustment’
phases in minimally coupled tracking quintessence mod-
els when the quintessence field does not yet follow the
tracker trajectory. However, a sufficiently long tracking
regime typically erases these modes in this case [53].
The situation in non-minimally coupled models of
quintessence appears to be more complicated. We are
aware of only one study which systematically analyzes
the evolution of superhorizon-perturbations in a coupled
quintessence model [36]. It appears that in such scenarios
there are certain sections of parameter space for which
the adiabatic mode becomes unstable, i.e. other, faster
growing perturbation modes exist. Since this analysis in-
cludes a conventional cold dark matter component and
uses a specific commonly used form of the coupling given
by Qϕ = −βρcdm, the question if similar issues will arise
in coupled scalar field models of dark matter remains
open, and we will address it below.
A. Basic Formalism
The basic idea we employ in our study of early uni-
verse superhorizon perturbations is one already used in
earlier works [34, 53, 54]. We write the differential equa-
tions governing the evolution of linear perturbations in a
convenient matrix form, i.e.
dU(x)
d ln(x)
= A(x)U(x) . (19)
Here we introduced a convenient new time variable
x ≡ k/h and combined all relevant perturbative quan-
tities into a single perturbation vector U(x). Which
quantities these are depends on the approximations one
choses to use in the neutrino-, photon- and baryonic sec-
tors. Here we employ the simplest (lowest order) ver-
sion of the tight-coupling approximation for photons and
baryons, which yields a common velocity potential for
both components and excludes all higher momenta of
the Boltzmann hierarchy for photons. In the case of
neutrinos we truncate the Boltzmann-expansion after the
quadrupole, leaving an additional anisotropic stress con-
tribution. More details and precise definitions of the per-
turbative quantities used in this chapter can be found in
appendix A.
Since the scalar fields only have two degrees of free-
dom, the components of the perturbation vector can be
chosen to be the energy density contrasts ∆α and veloc-
ity potentials Vα for all components of the cosmic fluid
as well as anisotropic stress for neutrinos, i.e.
U = {∆ν , Vν ,∆γ ,∆b, Vγb,∆ϕ, Vϕ,∆χ, Vχ, Π˜ν} . (20)
The entries of the perturbation matrix A can now be read
off from the differential equations governing the evolution
of these variables. For the photon-, baryon- and neutrino-
sector they read
d∆γ
dln(x)
=− 4
3
x2Vγb , (21)
d∆ν
dln(x)
=− 4
3
x2Vν , (22)
d∆b
dln(x)
=− x2Vγb , (23)
dVν
dln(x)
=
1
4
∆ν − Vν + 2Ψ−
(
1
6
x2 + Ων
)
Π˜ν (24)
dVγb
dln(x)
=
4Ωγ
4Ωγ + 3Ωb
(
1
4
∆γ + Ψ
)
− 4Ωγ + 6Ωb
4Ωγ + 3Ωb
Vγ + Φ ,
(25)
dΠ˜ν
dln(x)
=
8
5
Vν − 2Π˜ν . (26)
These equations can be derived from the generic equa-
tions given in appendix A by setting ωeff = 1/3. Note
that the equation for the velocity potential Vγb is differ-
ent from the one usually employed, e.g. in refs. [34, 36].
This version is the correct one if one makes no assump-
tion about the ratio Ωb/Ωγ . Both version agree in the
limit Ωb/Ωγ → 0.
The gravitational potentials are then given by
Ψ =− 3
2
∑
α Ωα (∆α + 3(1 + ωα)Vα)
x2 + 6
, (27)
Ψ′/h =− Φ + 3
2
∑
α
Ωα(1 + ωα)Vα , (28)
Φ =Ψ− 3
∑
α
ΩαωαΠ˜α = Ψ− ΩνΠ˜ν . (29)
The generic equations of motion for the scalar fields
are quite complicated (see appendix A), but they can
be simplified considerably in an exact scaling scenario.
The background quantities appearing in the scalar sec-
tor are the equations of state ωϕ and ωχ, the adiabatic
sound speeds c2a,ϕ and c
2
a,χ, the couplings qϕ and qχ, their
time-derivatives and the second derivative of the common
potential V2,ϕϕ.
In an exact scaling scenario we assume constant equa-
tions of state, i.e. we set ω′ϕ = ω
′
χ = 0. This implies that
the adiabatic sound speeds are given by c2a,ϕ = ωϕ and
c2a,χ = ωχ. Furthermore the couplings qϕ and qχ have to
be constant by equation (13) and are of course related by
equation (7). Finally the scalar equations of state are re-
lated by equation (9) and we only have to deal with the
second derivative V2,ϕϕ of the common potential. For
a generic scalar field evolution this can of course take
any, in principle time-dependent, form, but in a scaling
scenario it merely introduces another constant into the
equations, which can be seen as follows.
We start by investigating the generic potential for ex-
act scaling solutions given by equation (15). In order to
5split our potential according to equation (17) we have to
rewrite f as
f(ξ) = ln (µ1 + µ2g(ξ)) , (30)
where ξ = χ− c2/c1ϕ and µ1, µ2 are some suitable con-
stants. Note that this already shows that V1 has to be
an exponential potential. We can take the second deriva-
tive of this potential with respect to ϕ and obtain (for
ωm = 1/3)
V2,ϕϕ = µ2e
−4ϕ/c1
[
16
c21
g(ξ) +
8c2
c21
g′(ξ) +
c22
c21
g′′(ξ)
]
.
(31)
Since ξ is constant during a scaling solution, it is obvious
that V2,ϕϕ ∝ V ∝ ρtot in such scenarios and we can thus
define
V2,ϕϕ = 3qϕ
h2
a2
rϕ , (32)
with some constant rϕ. Note that rϕ is in principle a new
independent constant depending on the functional form
of g and can generally generally not be related to qϕ, as
it depends on the second derivative g′′, whereas only the
first derivative g′ enters into qϕ.
Now we can finally write down the equation for the
scalar sector in a form where the only remaining constant
parameters are ωϕ, rϕ and the density parameters. They
read
d∆ϕ
dln(x)
=
ωϕ − 3
1 + ωϕ
∆ϕ + (3ωϕ − 1) (Ψ′/h+ Φ)
+ (3ωϕ − 1)(rϕ − 4)Vχ + 4(ωϕ − 3)
1 + ωϕ
Ψ
+
(
(1− 3ωϕ)rϕ − x2(1 + ωϕ)
+
2(ωϕ − 1)(7 + 3ωϕ)
1 + ωϕ
)
Vϕ , (33)
dVϕ
dln(x)
=
1
1 + ωϕ
∆ϕ+ Φ +
2(1− ωϕ)
1 + ωϕ
Vϕ +
4
1 + ωϕ
Ψ ,
(34)
d∆χ
dln(x)
=− 2∆χ + Ωϕ
Ωχ
(1− 3ωϕ) (Ψ′/h+ Φ)
− 4
(
2 +
Ωϕ
Ωχ
1− 3ωϕ
1 + ωϕ
)
Ψ +
Ωϕ
Ωχ
1− 3ωϕ
1 + ωϕ
∆ϕ
+
Ωϕ
Ωχ
(3ωϕ − 1)
(
4
2 + ωϕ
1 + ωϕ
− rϕ
)
Vϕ
−
(
(rϕ − 6)(3ωϕ − 1)Ωϕ + 8Ωχ
Ωχ
+
4Ωχ + Ωϕ(1− 3ωϕ)
3Ωχ
x2
)
Vχ , (35)
dVχ
dln(x)
=
3(1− 3ωϕ)Ωϕ
(3ωϕ − 1)Ωϕ − 4ΩχVϕ +
12Ωχ
Ωϕ(1− 3ωϕ) + 4ΩχΨ
+
3Ωχ
Ωϕ(1− 3ωϕ) + 4Ωχ∆χ + Φ + Vχ . (36)
The coefficients of the matrix A(x) can be read off from
equations, (21) - (26) and (33) - (36) after replacing the
gravitational potentials.
Before analyzing the solutions for the perturbations we
have to investigate the background quantities appearing
in A(x). Those are generally x-dependent, but in this
analysis we are interested only in the superhorizon-limit
defined by x 1 and we can therefore work with Taylor-
expansions in x. To see that, first note that we assume
a radiation-like expansion with a scalar scaling solution
in the early universe, a scenario only slightly disturbed
by the baryonic density parameter, which is small, but
grows linearly in x:
Ωb = Ωb,in
a
ain
= Ωb,in
hin
k
x . (37)
This implies that all the other density parameters are
constant to leading order, but decrease slowly at linear
order in x . Evaluating Friedmanns equations for a flat
universe in the form Ων + Ωγ + Ωϕ + Ωχ + Ωb = 1 order
by order in x then yields to leading order
Ωα = Ωα,0 (1− x) for all α 6= b. (38)
Using this, it becomes obvious that we can expand the
matrix A(x) as a type of Taylor-series in x and recover a
constant matrix at leading order:
A(x) = A0 +A1x+A2x
2 +O(x3) . (39)
With this approximation we can immediately write down
the leading order solution for equation (19), which reads
U0(x) =
∑
i
cix
λiU
(i)
0 , (40)
where U
(i)
0 are eigenvectors of the matrix A0 and λi the
corresponding eigenvalues. With this as a starting point,
one can now easily determine higher order corrections
to the found solution by expanding the eigenvectors as
follows:
U (i)(x) = U
(i)
0 + U
(i)
1 x+ U
(i)
2 x
2 +O(x3) , (41)
where the first order correction is then given by
U
(i)
1 = ((λi + 1)I−A0)−1A1U (i)0 , (42)
and the other corrections can be calculated in a similar
fashion, but we will not need them here. Of course, the
general solution is given by
U(x) =
∑
i
cix
λiU (i)(x) . (43)
A short comment concerning the different approxima-
tions used here might be in order. As explained in ap-
pendix A we use the simplest version of the tight cou-
pling approximation for photons and baryons, i.e. we
only include coupling terms to leading order (that is
6Figure 1: Real part of one critical eigenvalue for Ωϕ = 0.05
and Ωχ = 0.02. The solid red line represents a model with an
exponential potential discussed in section IV, the dashed red
line a power-law potential discussed in section V.
zeroth order) of hτc  1, where τc = (aneσT )−1 is
the Thomson interaction timescale. One might question
whether it is consistent to go to next to leading order
in the x-expansion of the matrix A(x), but not include
the next order in the TCA, i.e. terms suppressed by
hτc. As it turns out, for the relevant wavenumbers we
have x = k/h  hτc during radiation domination. This
breaks down for very small k, but for realistic cosmolo-
gies the boundary lies at roughly 10−4 Mpc−1, which is
already far below what is currently observable.
B. Dominant perturbation modes
1. Eigenvalues
In order to determine the dominant perturbation
modes in the early universe in coupled two scalar field
models one simply has to determine the eigenvalues λi of
the matrix A0 with the largest real parts and the corre-
sponding eigenvectors. In principle these depend on the
4 parameters determining the scaling solution, which can
be taken to be ωϕ, rϕ, Ωϕ and Ωχ. The remaining den-
sity parameters for neutrinos and photons are fixed by the
fact that we assume a FLRW metric without curvature,
i.e. Ων + Ωγ + Ωϕ + Ωχ = 1 and the well known relation
Ων = 21/8 × (4/11)4/3 Ωγ , which is valid after electron-
positron annihilation [59]. However, four of the eigenval-
ues are always given by {λ1, λ2, λ3, λ4} = {0, 0, 0,−1},
irrespective of the values of these parameters. The re-
maining 6 eigenvalues are very complicated functions of
the 4 free parameters and quoting them is not very en-
lightening. We will however present numerical results
below, obtained simply by running through a grid of the
four independent parameters {ωϕ, rϕ,Ωϕ,Ωχ}.
Figure 2: Real part of one critical eigenvalue for Ωϕ = 0.002
and Ωχ = 0.002. The solid red line represents a model with
an exponential potential discussed in section IV, the dashed
red line a power-law potential discussed in section V.
For the wide range of parameters we investigated, 4
of the 6 remaining eigenvalues had real parts which were
bound from above by −0.5. Only two eigenvalues can
have a real part bigger than zero, a case will will call
strongly growing from now on. As we will see below, the
nullspace of A0 always contains an adiabatic mode. It
is precisely the two potentially strongly growing modes
which can render the adiabatic mode unstable, which
would make the corresponding scenario difficult to rec-
oncile with observations [37–46]. On could of course
conceivably come up with reasons why these modes are
initially strongly suppressed compared to the adiabatic
mode, so that it does not become dominant during the
radiation dominated era, but such a fine-tuning of initial
conditions is often not very natural and generally unde-
sirable.
To visualize the effect of the coupling between the two
scalar fields we have plotted the real part of one of the
two critical eigenvalues in Figures 1 and 2. As can be
seen, the values become bigger than zero for large devia-
tions of ωϕ from the uncoupled value of 1/3, i.e. for big
couplings. Furthermore, as one would expect, this effect
becomes stronger for larger scalar field density parame-
ters. In the uncoupled case, even the critical eigenvalues
have real parts bound by −0.5 from above and the corre-
sponding modes are thus subdominant. This shows that
a strong coupling can be relevant for early universe per-
turbations, because it can potentially change the dom-
inant perturbation mode, rendering the adiabatic mode
unstable.
One should note however, that just because we can
find a set of parameters which yield a strongly growing
eigenvalue in this numerical treatment does not necessar-
ily mean that we can construct a model actually yield-
ing a scaling solution with such a feature. The prob-
lem is of course, that for any given scaling solution some
7of the parameters treated here as free might well be re-
lated, or scaling solutions with a radiation like expansion
might not even exist or be confined to specific regions
of parameter-space. Later in this work we will examine
one specific potential where the rϕ − ωϕ relation is fixed
to the solid red line in Figures 1 and 2, thus excluding
the region of strongly growing eigenvalues, and a second
one represented by the dashed red line, for which the
adiabatic mode becomes unstable for strong couplings.
2. Eigenvectors
Since the generic eigenvalues have very complicated
forms in general, so do the corresponding eigenvectors.
This also holds for the eigenvectors belonging to the
two critical eigenvalues, representing potentially domi-
nant modes. Things look a lot better for the nullspace of
A0, which of course includes all dominant perturbations
modes in the absence of strongly growing modes. One is
free to choose any suitable basis of this three-dimensional
space, we choose to categorize the modes according fol-
lowing ref. [34], i.e. by means of the total curvature and
relative entropy perturbations.
In this categorization a mode is called an isocurvature
mode if the total curvature perturbation vanishes, i.e.
ζ =
∑
α
ρα∆α
ρtot + ptot
= 0 , (44)
and adiabatic if all relative and internal entropy pertur-
bations, i.e.
Sαβ =
∆α
(1 + ωα)(1− qα) −
∆β
(1 + ωβ)(1− qβ) = 0 , (45)
Γα =
1
pα
(
δpα − c2a,αδρα
)
= 0 for all α, β . (46)
There are some deviating definitions of the total curva-
ture pertubation in the literature [60], but they agree in
the superhorizon limit in a flat universe.
This categorization splits the nullspace into a two-
dimensional isocurvature space and one adiabatic mode.
The adiabatic eigenvector is given by
∆ν
Vν
∆γ
∆b
Vγb
∆ϕ
Vϕ
∆χ
Vχ
Πν

adiab.
= C

1
−5/4R−1
1
3/4
−5/4R−1
1
−5/4R−1
1
−5/4R−1
−R−1

, (47)
where R = (15 + 4Ων). This is very similar to the adia-
batic mode in minimally coupled quintessence scenarios
[34].
The isocurvature-subspace can be further decomposed
into one baryon-isocurvature and one neutrino/scalar-
isocurvature mode.
The baryon isocurvature mode is characterized by the
demand that all species except for baryons should be adi-
abatic, i.e. Sb,α 6= 0 for all α, but Sα,β = 0 for α, β 6= b.
For our set of scaling scenarios this necessarily implies
that the scalar internal entropy perturbations also van-
ish, i.e. Γϕ = Γχ = 0. In the corresponding eigenvector
all entries except for ∆b vanish at leading order, we there-
fore quote the result to subleading order in x here:

∆ν
Vν
∆γ
∆b
Vγb
∆ϕ
Vϕ
∆χ
Vχ
Πν

bar.iso.
= C

0
−45/8 ΩbP−1/(15 + 2Ων)
0
1
−45/8 ΩbP−1/(15 + 2Ων)
−3/4 (ωϕ − 3)ΩbP−1
−45/8 ΩbP−1/(15 + 2Ων)
−2Ωb/Ωχ P−1X
−45/8 ΩbP−1/(15 + 2Ων)
−3ΩbP−1/(15 + 2Ων)

, (48)
where we defined the quantities P = (1 + 2Ωγ + 2Ων)
and X = (−2(1− Ωχ) + (1− 3ωϕ)Ωϕ/4). This vector
differs considerably from the ones found in previous stud-
ies, which is due not only to the presence of two coupled
scalar fields, but also to the improved treatment of the
tight coupling approximation, which changes the sub-
leading order contributions to the perturbation matrix
A(x).
Finally, the neutrino/scalar isocurvature mode is char-
acterized by which Sγ,b = 0, as this is the only relative
entropy perturbation not involving neutrinos or scalar
fields. Enforcing this necessarily implies Sϕ,χ = Γϕ =
Γχ = 0, with all other relative entropy perturbations
non-vanishing. The corresponding eigenvector reads at
leading order:

∆ν
Vν
∆γ
∆b
Vγb
∆ϕ
Vϕ
∆χ
Vχ
Πν

neut.iso.
= C

R
15/4
−Ων/Ωγ R
3Ων/4Ωγ R
−Ων/4Ωγ (R+ 4Ωγ)
0
−Ων
0
−Ων
3

, (49)
Note that due to the convenient choice of perturbation
variables, the dependence on the coupling only appears
at subleading order in the baryon isocurvature mode
through ωϕ. At leading order, the nullspace of the leading
order perturbation matrix A0 is completely independent
of rϕ or qϕ.
8IV. COUPLED EXPONENTIAL POTENTIALS
In this section we investigate one specific example of
two coupled canonical scalar fields given by
V (ϕ, χ) = M4
[
e−αϕ/M + µ e−2βϕ/Meλχ/M
]
. (50)
We chose this particular shape for two reasons. First,
it arises in the cosmon-bolon model for quintessence and
dark matter [25], which gets investigated more deeply in
an accompanying paper [47]. Furthermore, as we will
show in the next section, this simple potential is already
the most generic case, in the sense that all exact scaling
solutions existing for other potentials are already present
for this exponential form.
One can easily check that this potential fulfills equation
(15) with c1 = 3(1 + ωeff)/α, c2 = 4(2β − α)/αλ and
f(ξ2) = ln
[
M4
(
1 + µeλξ2/M
)]
. (51)
For the subsequent analysis we split the potential as fol-
lows
V (ϕ, χ) = V1(ϕ) + V2(ϕ, χ) (52)
with
V2(ϕ, χ) = M
4µ e−2βϕ/Meλχ/M , (53)
and assign energy- and pressure-densities accordingly:
ρϕ = Xϕ + V1 , pϕ = Xϕ − V1 , (54)
ρχ = Xχ + V2 , pχ = Xχ − V2 . (55)
A. Exact scaling solutions
We start by finding all exact scaling solutions for the
case of two coupled canonical scalar fields ϕ and χ in the
presence of a radiation fluid, which is the relevant case
for studying physics in the early universe. The equations
of motion governing this system can be directly read off
from equations (2) and (5). As is common when trying to
find exact scaling solutions, we now employ the dynami-
cal systems approach [26, 66] and introduce the following
new variables:
x =
ϕ′√
6Mh
, y =
a
√
V1√
3Mh
, (56)
u =
χ′√
6Mh
, v =
a
√
V2√
3Mh
, (57)
z =
a
√
ρr√
3Mh
, (58)
where these variables are subject to the constraint
z2 = 1− x2 − y2 − u2 − v2 , (59)
since are assuming a flat universe. The equations of mo-
tion can now be rewritten as
dx
dN
=2x
(
1− u2 − v2 − x2 − y2)+ 3u2x
+
√
6βv2 + 3x3 − 3x+ 1
2
√
6αy2 , (60)
dy
dN
=2y
(
1− u2 − v2 − x2 − y2)+ 3u2y
+ 3x2y − 1
2
√
6αxy , (61)
du
dN
=3u3 + 2u
(
1− u2 − v2 − x2 − y2)+ 3ux2
− 3u− 1
2
√
6λv2 , (62)
dv
dN
=2v
(−u2 − v2 − x2 − y2 + 1)+ 3u2v
+
1
2
√
6λuv + 3vx2 −
√
6βvx , (63)
and a fixed point is characterized by dx/dN = dy/dN =
du/dN = dv/dN = 0. When solving the resulting alge-
braic equations we can reduce the number of fixed points
by eliminating some redundancies. First we assume that
α > 0 and λ > 0, both can be easily achieved by a suit-
able sign-change in the fields ϕ and χ. Furthermore we
have y > 0 and v > 0 by definition. Restricting ourselves
to these ranges, the complete set of all fixed points is
given in Table I.
These fixed points can be split up into the purely scalar
field dominated fixed points K1 to S3 and radiation-like
fixed points R1 to R4. We expect the kinetically domi-
nated fixed points K1 and K2 to always exist, irrespective
of the exact shape of the scalar potential, as long as it
vanishes asymptotically. Since the kinetic energies are
non-zero whereas the potential energies vanish, this re-
quires an ’extended region of a zero potential’ where the
fields can roll freely, a scenario reached asymptotically
in the limit ϕ → ∞ for our potential. Furthermore the
point R1 corresponds to both scalar fields sitting at a
root of the potential, in the case of ϕ at infinity. This
point is present even more generically, all that is required
of the potential is a (possibly asymptotic) root. However,
these points are always unstable, as we will see below.
The remaining points S1 to S3 and R2 to R4 are the
ones only existing for potentials of the form derived in
section II and among these, only the ones exhibiting a
radiation-like expansion, i.e. R2 to R4, can result in a
realistic early cosmology.
The stability of the fixed points can be analyzed by in-
vestigating the Jacobian matrix for x, y, u and v for each
fixed point. The typical classification distinguishes be-
tween nodes, spirals and saddle-points as well as stable
and unstable points [26, 66]. Here we are not interested
in the precise details and simply call points for which the
Jacobian matrix has only positive (or zero) eigenvalues
9Point x y u v z ωeff
K1
√
6/α 0 ± (1− 6
α2
)1/2
0 0 1
K2
2
√
6β±λ√f−6
f
0 ±2β
√
f−6−√6λ
f
0 0 1
S1
√
2
3
β 0 −λ/√6 (1− f
6
)1/2
0 −1 + f/3
S2 α/
√
6
(
1− α2
6
)1/2
0 0 0 −1 + α2/3
S3
αλ2√
6g
(
(f−2βα)(6g−α2λ2)
6g2
)1/2
α(2β−α)λ√
6g
(
α(α−2β)(6g−α2λ2)
6g2
)1/2
0 −1 + α2λ2
3g
R1 0 0 0 0 1 1/3
R2
√
2
3
4β
f
0 −
√
2
3
2λ
f
(
4
3f
)1/2
1− 4
f
1/3
R3
√
2
3
2
α
2√
3α
0 0 1− 4
α2
1/3
R4
√
2
3
2
α
2
√
f−2αβ√
3αλ
−
√
2
3
2(α−2β)
αλ
(
4(α−2β)
3αλ2
)1/2
1− 4g
α2λ2
1/3
Table I: Fixed points for coupled exponential potentials. Here f(β, λ) = 4β2 + λ2, g(α, β, λ) = (α − 2β)2 + λ2 and the sign
change for the point K2 should be taken simultaneously in x and y.
unstable, and points for which all eigenvalues are nega-
tive stable. The conditions for existence and stability of
the fixed points are given in Table II.
As is common in scenarios such as ours, the stable
fixed points split up the parameter space into disjunct
sections. For a given set of parameters α, λ and β we
therefore have a unique attractive scaling solution to-
wards which the cosmological evolution will adjust itself
relatively quickly in the early universe. To avoid this
fixed point for the prolonged period of radiation domi-
nation, one would necessarily have to start with initial
conditions very far away from the fixed point configura-
tion. The splitting of the parameter space can be seen in
Point Existence Stability
K1 α
2 ≥ 6 unstable ∀α, β, λ
K2 f(β, λ) ≥ 6 unstable ∀α, β, λ
S1 f(β, λ) ≤ 6 f(β, λ) < min(4, 2αβ)
S2 α
2 ≤ 6 α < min(2, 2β)
S3 f(β, λ), α
2 ≥ 2αβ, f(β, λ), α2 > 2αβ
6g ≥ α2λ2 4g > α2λ2
R1 always unstable ∀α, β, λ
R2 f(β, λ) ≥ 4 2αβ > f(β, λ) > 4
R3 α
2 ≥ 4 2 < α < 2β
R4 f(β, λ), α
2 ≥ 2αβ, 4g < α2λ2,
4g ≤ α2λ2 αλ2 > 2βg
Table II: Conditions for existence and stability of the fixed
points.
Figures 3 and 4.
B. Dominant perturbation modes
The dominant perturbation modes in this potential can
now be obtained in the same fashion as the general results
in section III, but this time with the simplifications
rϕ =
6Ωϕ(3ωϕ − 1)
2Ωχ + Ωϕ (3ωϕ − 1) (64)
and
β =
√
3Ωϕ(3ωϕ − 1)√
(1 + ωϕ)Ωϕ (2Ωχ + Ωϕ(3ωϕ − 1))
. (65)
The generic results for the eigenvalues do of course still
hold, but as is shown in Figures 1 and 2, the particular
shape of the potential leads to a form of the coupling term
rϕ that excludes the region of strongly growing eigen-
values. This holds for all stable fixed points, with the
exception of R3, where Ωχ = 0 and which therefore re-
quires some additional treatment. However, a vanishing
Ωχ clearly requires ωϕ = 1/3 by virtue of equation (9),
effectively reducing the scenario to an uncoupled one,
where all eigenvalues are non-positive.
Thus for the coupled exponential potential there is a
huge region of the parameter space which is not only vi-
able as an early cosmology at the background level, but
for which no strongly growing perturbation modes exist
and the adiabatic mode is therefore stable. With the re-
sults presented here one can therefore easily write down
the early universe background evolution for any set of pa-
rameters α, β and λ and also the dominant perturbation
modes, given by the nullspace of A0, with the density
parameters replaced by the ones given in Table I.
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Figure 3: Parameter space of stable fixed points for the cou-
pled exponential potential with λ = 1, the structure remains
valid for all λ < 2. The shaded region shows the points which
allow for a realistic early universe cosmology, i.e. a radiation-
like expansion.
V. NON EXPONENTIAL MODELS
We now move on to provide short arguments why all
exact scaling solutions for coupled two scalar field cos-
mologies are effectively the ones found for the coupled
exponential potential in section IV. We start by recall-
ing the generic shape of the common scalar potential re-
quired for the existence of scaling solutions given in equa-
tion (15) together with the splitting (17), which implies
via equation (30) that the common potential is given by
V2(ϕ, χ) = µ2 g(ξ) e
−αϕ/M , (66)
where ξ = χ−σϕ with σ = c2/c1 and α = 3(1+ωm)M/c1.
Our aim is to rewrite the field equations in the same form
used in section IV, in order to recover a set of algebraic
equations whose fixed points determine the existing scal-
ing solutions. For non-exponential potentials we can of
course not express the potential derivatives in terms of
the potential, and we therefore need a new set of vari-
ables, defined by
sn ≡ g
(n)(ξ)Mn
g(ξ)
for n > 1 . (67)
The evolution equations for these variables are very sim-
ple and read
dsn
dN
= (sn+1 − s1sn)
√
6 (u− σx) . (68)
Figure 4: Parameter space of stable fixed points for the expo-
nential coupling potential with λ = 3, the structure remains
valid for all λ > 2. The shaded region shows the points which
allow for a realistic early universe cosmology, i.e. a radiation-
like expansion.
The field equations can now be rewritten as in section
IV. They read:
dx
dN
=− x+ x3 − 2xy2 + xu2 − 2xv2 +
√
6
2
αy2
+
√
6
2
(α+ σs1)v
2 , (69)
dy
dN
=
[
−
√
6
2
αx+ 2 + x2 − 2y2 + u2 − 2v2
]
y , (70)
du
dN
=− u−
√
6
2
s1v
2 + x2u− 2uy2 + u3 − 2uv2 , (71)
dv
dN
=
[
2 + x2 − 2y2 + u2 − 2v2 +
√
6
2
s1u
]
v
−
√
6
2
(α+ σs1)xv . (72)
An algebraic solution for the scaling solutions can now
be found by demanding dx/dN = dy/dN = du/dN =
dv/dN = dsn/dN = 0. Luckily, the only sn-term rele-
vant for the x, y, u and v-equation is s1, which has to be
a constant. Thus, equations (69) to (72) give exactly the
same system of algebraic equations as equations (60) to
(63), with the replacements
s1 = λ and σλ = −α+ 2β . (73)
Let us quickly recap what this tells us. Any exact
scaling solution for two coupled canonical scalar fields
is effectively given by one of the points found above for
the exponential cross-coupling potential. One should be
careful not to take this conclusion too far. We empha-
size that the conditions that all sn have to be static are
not necessarily met by all the points above for all po-
tentials of the shape given in equation (66). However,
equations (68) and (73) tell us that all points for which
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u = x(2β − α)/λ, i.e. S3 and R4, do exist for all such
models. Furthermore, as was discussed in section IV, the
points K1,K2 exist if V2 vanishes asymptotically and R1
does, if V2 exhibits a real root. The stability of scaling so-
lutions may also be very different for different potentials.
While the stability-analysis in the x, y, u and v-directions
proceeds precisely as in section IV, the stability of the sn
provides new constraints, which depend on the functional
form of the potential.
When it comes to perturbations around the possible
fixed points, in particular the question of the stability of
the adiabatic perturbation mode, we can draw no con-
clusions in general. The reason for this is, as we have
seen above, a second order potential derivative, denoted
by rϕ enters the equations, which does not appear at the
background level. In the language used here, this cor-
responds to knowledge about the term s2, which is not
relevant for finding the scaling solutions.
To sum up: We have shown that all scaling solutions
for two coupled canonical scalar fields are included in the
set of fixed points found for the exponential potentials
in section IV, and that two of these points exist for all
potentials of the allowed shape. However, the stability
conditions for the fixed points can change for different
potentials, and so can the growth of linear perturbations
modes around them.
A. ’Power law couplings’
As an example of a model involving strongly growing
perturbation modes, we now investigate potentials with
a power law coupling. By this we mean models for which
g(ξ) = λξm/Mm, where obviously m has to be even in or-
der for the potential to be bound from below. In this case
the system of algebraic equations is closed after adding
the equation for s1, since
sn =
m!
(m− n)!mn s
n
1 for n ≤ m, (74)
and of course sn = 0 for n ≥ m. In this case the evolution
equations for s1 reads
ds1
dN
= −
√
6
m
s1(s1u− (2β − α)x) , (75)
where we already used β as defined in equation (73). As
we have just seen, the point R4 exists for all choices of
g, and a stability analysis reveals that stability for the
power-law coupling requires
s21α
2 > 4g(α, β, s1) , 8β + (m− 4)α > 0 , (76)
(α− 2β) ((m− 2)s1 − 2mβ(α− 2β)) > 0 . (77)
As we have restricted ourselves to α > 0, it is immedi-
ately clear that stability is not possible for m = 2, but
already for m = 4, the parameter range of stability is
quite big, but requires a positive coupling.
In order to see how perturbations around such a scaling
solutions behave, we need to calculate rϕ. A relatively
straightforward calculation shows that
rpcϕ = r
exp
ϕ
(
1− (α− 2β)
2
4β2m
)
. (78)
Here we used the superscripts pc for the ’power law cou-
pling’ models investigated in this section, and exp for
the exponential coupling model investigated in section
IV. Clearly a power law coupling lowers the rϕ(ωϕ) for
positive values of rϕ curve compared to the exponential
coupling model, which pushes it into the regime where
strongly growing modes exist. We have visualized this
in Figures 1 and 2 by a dashed red line, obtained for
m = 4, α = 4 and β = 1. This lies well within the regime
of stability for the fixed point, as the relations (76) and
(77) are satisfied for this choice of parameters.
We have thus shown that it is possible to construct
coupled scalar field models where stable scaling solutions
with strongly growing perturbation modes exist, i.e. the
adiabatic mode becomes unstable.
VI. CONCLUSION
In this paper we have analyzed exact scaling solutions
in cosmologies containing multiple canonical scalar fields
coupled through their potential at both the background
level and at the level of linear perturbations. At the
background level we have formulated the restrictions the
demand that realistic scaling solutions should exist puts
on the shape of the common potential and analyzed the
existing scaling solutions for one specific choice of po-
tential, and exponential coupling, in detail. As it turns
out, the resulting set of scaling solutions is complete in
the sense that all possible alternative potentials can not
add new solutions to the list. However, the behavior of
the scaling solutions concerning stability and growth of
perturbations around such solutions can be different for
alternative potentials.
At the level of linear perturbations we have analyzed
the growth behavior of perturbations around scaling so-
lutions in some detail. In particular we have shown that
a strong coupling can dramatically change the growth of
perturbation modes. For the specific case of an exponen-
tially coupled potential however we have seen that there
are no fast growing modes, i.e. no modes growing faster
than the adiabatic mode demanded to be dominant by
current observations. In this sense, the adiabatic mode is
stable in this model, any initially small admixture of non-
adiabatic modes will remain small. This is not a trivial
fact, as we have demonstrated by constructing a scenario
where a fast growing perturbation mode around a sta-
ble scaling solution exists. In this case one would have
to find a mechanism to suppress the initial contribution
of the fast growing isocurvature modes very strongly in
order to remain in agreement with observations.
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The analysis presented here is of particular relevance
for coupled scalar field models of dark matter, for which
it is conceivable that they follow such a scaling solution
during the early universe. In an accompanying paper we
have investigated such models further [47], building on
the results presented here.
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Appendix A: Gauge invariant perturbations
When studying linear perturbations in a cosmological
setting, the number of different gauges and conventions
for perturbative quantities one can employ is quite large.
In order to avoid confusion, we will use this appendix
to set up the notation we are using throughout this pa-
per. We will work within a manifestly gauge-invariant
approach and use the first part of this section to specify
our definitions, setting up Einstein’s equations and the
equations of energy- and momentum-conservation for a
generic cosmology containing several non-minimally cou-
pled fluids. In a second part we will turn to the per-
turbations for two canonical scalar fields with a common
potential and show how they can be mapped onto the
fluid description.
1. Perturbative quantities
a. Metric perturbations
The most generic linearly perturbed metric around
a FLRW-background contains scalar, tensor and vector
modes (see e.g. refs. [60, 61]). Since we are investigating
a theory of scalar fields, we will restrict our attention to
the scalar perturbations. With this constraint the line
element of the linearly perturbed FLRW-metric reads
ds2 = a(η)2 { − (1 + 2φ)dη2 + 2G,i dηdxi
+ [(1− 2ψ)δij + F,ij ] dxidxj
}
, (A1)
where η denotes conformal time, defined by η(t) ≡∫ t
t0
dt′
a(t′) with t0 being some suitable initial cosmic time.
Under a gauge-transformation η → η + ξ0(η, ~x) , xi →
xi + ξ,i(η, ~x) the metric perturbations transform like
φ→ φ− hξ0 − ξ0′ , ψ → ψ + hξ0 ,
G→ G+ ξ0 − ξ′ , F → F − ξ , (A2)
where ′ denotes a derivative with respect to conformal
time. Note that we have ignored the vector component of
gauge transformation acting on the spatial coordinates,
since it does not affect scalar perturbations. In the subse-
quent calculations we will always resort to the commonly
used gauge-invariant Bardeen potentials [62], defined as
Φ ≡ φ− hσ − σ′ and Ψ ≡ ψ + hσ , (A3)
where σ is given by σ ≡ −G+ F ′, i.e. σ → σ − ξ0 under
the above gauge transformation.
b. Fluid perturbations
For any (non-minimally coupled) component of the
cosmic fluid the most generic form of the linearly per-
turbed energy momentum tensor reads
Tµα ν = (ρα + pα)u
µ
αuαν + pαδ
µ
ν + pi
µ
α ν . (A4)
Here ρα, pα and uα have the usual meanings of the total
(i.e. background and perturbed) energy density, pres-
sure density and four-velocity, respectively. piµν is the
anisotropic stress tensor, which can be decomposed into
trace free scalar part, a vector part and a tensor part.
Again ignoring the vector and tensor contributions we
end up with the following expression for the spatial com-
ponents
piiα j = Πα,ij −
1
3
∇2Παδij , (A5)
while all other components vanish. Writing the irro-
tational part (again neglecting vector modes) of the 4-
velocity uµ as
(uµα) =
1
a
{
(1− φ) , vα,i
}
, (A6)
we obtain the scalar part of the stress energy tensor to
linear order:
T 0α 0 = −ρ¯α − δρα , (A7)
T 0α i = (ρ¯α + p¯α)(G,i +vα,i ) , (A8)
T iα 0 = −(ρ¯α + p¯α)(vα,i ) , (A9)
T iα j = (p¯α + δpα)δ
i
j + pi
i
α j . (A10)
Here we have used a bar (like ρ¯) to mark background
quantities. The anisotropic stress tensor piiα j is already
gauge-invariant, whereas scalar quantities (like δρα or
δpα) transform like
δs→ δs− s¯′ξ0 (A11)
under a generic gauge transformation and the velocity
potential obeys
v → v + ξ′. (A12)
We will therefore define a gauge-invariant version for
scalar quantities (i.e. δρα and δpα) via
δs(gi) ≡ δs− s¯′σ (A13)
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and also define a gauge-invariant momentum-
perturbation via
[(ρ+ p)v]
(gi)
α ≡ (ρ¯α + p¯α)(vα + F ′) . (A14)
These definitions are of course not unique, there is a huge
number of gauge invariant metric and fluid quantities one
could employ (see e.g. ref. [61] for a quite comprehensive
overview). We choose to work with the definitions that
correspond to the standard quantities used when working
in the longitudinal gauge (defined by F ′ = σ = 0).
In the following sections the superscript ”(gi)” will be
dropped since we will be using gauge-invariant quanti-
ties exclusively. We will also stop employing the bar to
denote the background quantities, because the total den-
sities will not appear in any of the equations anymore.
2. Equations of motion
a. Einsteins Equations
At the background level Einstein’s equationsM2Gµν =
Tµν give rise to the usual Friedmann equations, which
read
h2 ≡
(
a′
a
)2
=
a2
3M2
∑
α
ρα , (A15)
h′ = − a
2
6M2
∑
α
(ρα + 3pα) . (A16)
At linear order around a FLRW-background one ob-
tains the usual equations for the Fourier modes of the
two Bardeen potentials:
k2Ψ = − a
2
2M2
∑
α
(δρα − 3h[ (ρ+ p)v ]α) , (A17)
Ψ′ + hΦ = − a
2
2M2
∑
α
[(ρ+ p)v]α , (A18)
Ψ′′ + 2hΨ′ + hΦ′ + (2h′ + h2)Φ =
+
a2
2M2
∑
α
(
δpα − 2
3
k2Πα
)
. (A19)
In accordance with common practice we do not explicitly
mark the Fourier modes in the perturbative quantities.
The two Bardeen potential are related by
Φ = Ψ− a2Πtot/M2 . (A20)
Here M denotes the reduced Planck mass.
b. Energy- and momentum (non-)conservation
At the background level the equations of energy-
momentum conservation DµTµν gives rise to total energy
conservation, which reads
ρ′tot + 3h(ρtot + ptot) = 0 . (A21)
However, in a multicomponent cosmology each compo-
nent obeys its own energy (non-)conservation equation,
which reads
DµTµνα = Qνα , (A22)
where the sum of all coupling terms is of course subject
to the constraint from equation (A21), which gives∑
α
Qνα = 0 . (A23)
At the background level the assumption of spatial homo-
geneity and isotropy require that
Qµα = (−aQα, 0, 0, 0) , (A24)
and we define a dimensionless version of the coupling via
qα ≡ aQα
3h(1 + ωα)ρα
. (A25)
Evaluating equation (A22) then simply gives
ρ′α + 3h(1 + ωα)(1− qα)ρα = 0 . (A26)
In order to write down the generic perturbed equa-
tions of energy- and momentum-conservation, we first
have to specify the generic forms for energy- and mo-
mentum transfer at the linear level. This is done by per-
turbing the coupling four-vector Q, which reads
δQ0α = −aQα(φ+ α) , (A27)
δQjα = a [Qα(v +G) + fα] ,
j . (A28)
Note that we have again dropped a possible vector contri-
bution to the spatial part of the perturbed coupling four-
vector. While fα is already gauge-invariant, α trans-
forms as α → α − Q
′
α
Qα
ξ0. We define a gauge-invariant
momentum transfer via
τα = α − Q
′
α
Qα
σ . (A29)
The equation of energy conservation then reads at the
linear level
δρ′α =− 3h(δρα + δpα) + k2 [(ρ+ p)v]α + 3(ρα + pα)Ψ′
+ 3h(ρα + pα)qαΦ + 3h(ρα + pα)qατα , (A30)
where we have used the dimensionless coupling defined
in equation (A25). The equation of momentum conser-
vation gives
[(ρ+ p)v]
′
α + 4h [(ρ+ p)v]α + (ρα + pα)Φ + δpα =
+
2
3
k2Πα + 3hqα
(ρα + pα)
(ρtot + ptot)
[(ρ+ p)v]tot + afα .
(A31)
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3. New variables
a. Generic equations
Following ref. [63] we now introduce new variables for
all perturbative fluid quantities, which are particularly
well suited to investigate the perturbation modes in the
early universe in our model. We start with a redefined
density contrast and velocity potential given by
∆α ≡δρα
ρα
+
ρ′α
hρα
Ψ =
δρα
ρα
− 3(1 + ωα)(1− qα)Ψ ,
(A32)
Vα ≡− h [(ρ+ p)v]α
ρα + pα
. (A33)
The equations of motion (A30) and (A31) can now be
rewritten in terms of these new variables. This gives:
∆′α =− 3hωαΓα − k2(1 + ωα)Vα/h
+ 3(1 + ωα)
[
q′α + 3h(1 + c
2
a,α)qα(qα − 1)
]
Ψ
+ 3(1 + ωα)qα (hΦ + Ψ
′) + 3h(1 + ωα)qατα
− 3h (qα(1 + ωα) + c2a,α − ωα)∆α , (A34)
V ′α =3h
(
c2a,α(1− qα)− qα −
1 + ωeff
2
)
Vα
+
hc2a,α
(1 + ωα)
∆α + 3hc
2
a,α(1− qα)Ψ
− 2
3
k2
h
Π˜α
ωα(1 + ωα)
+
hωα
1 + ωα
Γα − h
ρα + pα
afα
+
2qα
1 + ωeff
(hΦ + Ψ′) + hΦ , (A35)
where we have introduced the adiabatic sound speed and
the internal entropy perturbation (see next section for
more details), given by
c2a,α ≡ωα +
ρα
ρ′α
ω′α = ωα −
ω′α
3h(1− qα)(1 + ωα) , (A36)
Γα ≡ 1
pα
(
δpα − c2a,αδρα
)
, (A37)
as well as a dimensionless quantity for the anisotropic
stress
Π˜α ≡ h
2Πα
pα
. (A38)
Einstein’s equations (A17) - (A20) can of course easily
be adapted as well:
Ψ =− 3
2
∑
α Ωα (∆α + 3(1 + ωα)Vα)
x2 + 92 (1 + ωeff)
, (A39)
Ψ′/h =− Φ + 3
2
∑
α
Ωα(1 + ωα)Vα , (A40)
Φ =Ψ− 3
∑
α
ΩαωαΠ˜α = Ψ− ΩνΠ˜ν , (A41)
b. Equations for neutrinos, photons and baryons
At this point we can already write down the equa-
tions relevant for photons, neutrinos and baryons in the
early universe, but after electron-positron annihilation.
Strictly speaking, the evolution of neutrinos and pho-
tons is described in terms of a multipole-expansion of the
respective phase-space distribution functions. Following
ref. [34] we truncate the neutrino expansion after the
quadrupole,which leaves an additional anisotropic stress
contribution Π˜ν in addition to ∆ν and Vν . Since scalar
fields, even when coupled, do not develop any anisotropic
stress and the corresponding quantity for the baryon-
photon plasma can be ignored for the era under con-
sideration, we have Π˜tot = Π˜ν and the evolution of this
quantity is governed by the following equation [52]:
Π˜′ν =
2h
1 + 3ωeff
(
8
5
Vν − 2Π˜ν
)
. (A42)
Here we closed the equation by setting all higher order
moments in the Boltzmann expansion to zero. Other
ways of closing the equations are more accurate for later
times, but for the very early times considered here this
is accurate enough [64]. The corresponding equations
of energy- and momentum conservation can be read off
from the generic equations (A34) and (A35), but with
the substitutions ων = c
2
a,ν = 1/3 and Γν = qν = 0 to
get
∆′ν =−
4
3
k2
h
Vν , (A43)
V ′ν =
h
4
∆ν − (1 + 3ωeff)
2
hVν + 2hΨ−
(
1
6
k2
h
+ Ωνh
)
Π˜ν .
(A44)
The situation is slightly more complicated for photons
and baryons, which form a strongly coupled plasma be-
fore the era of decoupling. The full equations for a
fluid description (i.e. after truncation of the photon-
Boltzmann expansion after the dipole) can be obtained
by using the following replacement in the generic equa-
tions:
ωbΓb = c
2
s,b(∆b + 3Ψ) , afγ = −afb =
4
3
ργ
hτc
(Vγ − Vb) ,
ωb = c
2
a,b = ωγΓγ = qγ = qb = 0 , ωγ = c
2
a,γ = 1/3 ,
(A45)
where τc  h−1 is the very short Thomson interac-
tion timescale (τc = (aneστ )
−1) and c2s,b is the (non-
adiabatic) baryonic sound speed. As is common prac-
tice, we employ the tight coupling approximation (TCA),
which can be found in many forms in the literature (e.g.
[64, 65]) to simplify the interaction terms. The basic
feature of this approximation stems from the fact that
the momentum exchange between photons and baryons
involves the very small interaction timescale τc, satisfy-
ing hτc  1 in the early universe. The TCA to any
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given order then expresses the equations of energy- and
momentum-conservation for photons and baryons to the
corresponding order in hτc. We use only the lowest or-
der approximation here, which yields Vγb ≡ Vγ = Vb and
Π˜γ = 0. Redoing the calculations presented in ref. [64]
to zeroth order for our variables gives the following equa-
tions for the remaining fluid-variables:
∆′γ =−
4
3
k2
h
Vγb , (A46)
∆′b =−
k2
h
Vγb , (A47)
V ′γb =
hR
1 +R
(
1
4
∆γ + Ψ
)
− 3
2
h(1 + ωeff)Vγ
+
hR
1 +R
Vγ + hΦ +
hc2s,b
1 +R
(∆b + 3Ψ) , (A48)
where R = 4Ωγ/3Ωb  1. Note that the last equation
is different from the corresponding equation presented in
ref. [34], where the usual uncoupled photon equation
is used. Both equations agree to leading order in an
1/R-expansion, but in the main text we will need the
corresponding expansion to subleading order, and this is
the correct equation to use.
A further simplification can be made by setting the
baryonic sound-speed to zero, an approximation valid in
the early universe [52, 64].
4. Entropy and curvature perturbations
a. Entropy perturbations
The pressure perturbation δpα can be decomposed into
an adiabatic and a non-adiabatic pressure perturbation
δpα = δpα,nad + δpα,ad , (A49)
where
δpα,ad = c
2
a,αδρα . (A50)
Here c2a,α is the adiabatic sound speed, a background
quantity given by
c2a,α =
p′α
ρ′α
= ωα − ω
′
α
3h(1 + ωα)(1− qα) , (A51)
which should be clearly distinguished from the total
sound speed, defined as
c2tot,α =
δpα
δρα
, (A52)
which is fundamentally a perturbative quantity. The
non-adiabatic sound speed is often described using the
dimensionless quantity Γα defined via
δpα,nad = pαΓα . (A53)
The quantity Γα is often referred to as the intrinsic en-
tropy perturbation. In addition to this one-component
quantity, there can also be entropy perturbations be-
tween different components of the cosmic fluid. This can
be derived simply by noting that
δptot = c
2
tot,aδρtot + ptotΓtot (A54)
where
c2a,tot = p
′
tot/ρ
′
tot =
∑
α
(1− qα)c2a,α
ρα + pα
ρtot + ptot
(A55)
and
ptotΓtot =
∑
α
pαΓα + ptotΓrel . (A56)
An easy calculation now shows that
ptotΓrel =
∑
α
(c2a,α − c2a,tot)δρα . (A57)
The condition for an adiabatic perturbation mode is usu-
ally given by demanding that all entropy perturbations
vanish. In terms of our new variables we have
ptotΓrel =
1
2
∑
α,β
(1− qα)(1− qβ)(ρα + pα)(ρβ + pβ)
ρtot + ptot
× (c2a,α − c2a,β)Sαβ (A58)
where
Sαβ =
∆α
(1 + ωα)(1− qα) −
∆β
(1 + ωβ)(1− qβ) . (A59)
For this reason, Sαβ is sometimes referred to as the rela-
tive entropy perturbation between the two fluid compo-
nents labelled by α and β. It is sufficient to demand that
all internal entropy perturbations and all relative entropy
perturbations vanish in order to ensure adiabatic condi-
tions. Note that in some analyses [34] different defini-
tions of the relative entropy perturbations are used, but
demanding a vanishing for these alternative definitions
does not ensure a vanishing relative entropy perturbation
in coupled scenarios (and are not even gauge-invariant in
this case), and thus they are not suitable for our analysis.
b. Curvature perturbations
We define the gauge-invariant total curvature pertur-
bation as
ζ = −Ψ− hδρtot
ρ′tot
=
1
ρtot + ptot
∑
α
ρα∆α . (A60)
Perturbation modes for which ζ = 0 are known as isocur-
vature modes. Some works employ a different defini-
tion of the curvature perturbation [60], but all definitions
agree in the superhorizon limit for a flat universe, which
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is what is relevant for us. Interestingly, it is easy to show
that (see e.g. ref. [63]) on the superhorizon scales
ζ ′ = − h
ρtot + ptot
δpnad , (A61)
i.e. the total curvature perturbation is constant for adi-
abatic modes.
5. Canonical scalar fields with a common potential
a. Basic equations
Let us move on to the case of two canonical scalar fields
ϕ and χ with a common potential V (ϕ, χ). Variation of
the scalar part of the action
S(sc) = −
∫ √−g [1
2
DµϕDµϕ+ 1
2
DµχDµχ+ V (ϕ, χ)
]
(A62)
with respect to the scalar field yields the Klein-Gordon
equations
DµDµϕ− V,ϕ = 0 , (A63)
DµDµχ− V,χ = 0 . (A64)
For the spatially homogeneous and isotropic background
we can insert the FLRW-metric and drop all spatial
derivatives to obtain the scalar field equations equations
as given in equation (2).
At the level of linear perturbations we can split the
scalar fields into background parts and perturbations:
ϕ = ϕ0 + δϕ and χ = χ0 + δχ. In order to remain man-
ifestly gauge-invariant we will work with the redefined
field perturbations
X = δϕ− ϕ′σ and Y = δχ− χ′σ . (A65)
Plugging this and the perturbed FLRW-metric (equation
(A1)) into the Klein-Gordon equation yields the following
(manifestly gauge invariant) linearized field equations:
X ′′ + 2hX ′ + k2X + a2V,ϕϕX + a2V,ϕχY
+2a2V,ϕΦ− ϕ′Φ′ − 3ϕ′Ψ′ = 0 , (A66)
Y ′′ + 2hY ′ + k2Y + a2V,ϕχX + a2V,χχY
+2a2V,χΦ− χ′Φ′ − 3χ′Ψ′ = 0 . (A67)
Following section III (but keeping things slightly more
general) we split the potential into two parts V (ϕ, χ) =
V1(ϕ, χ)+V2(ϕ, χ), where the exact definitions of V1 and
V2 are in principle arbitrary. We define a corresponding
splitting of the energy-momentum tensor by
Tµνϕ = DµϕDµϕ− gµν
[
1
2
DτϕDτϕ+ V1(ϕ, χ)
]
, (A68)
Tµνχ = DµχDµχ− gµν
[
1
2
DτχDτχ+ V2(ϕ, χ)
]
. (A69)
An evaluation at the background level (inserting the
FLRW-metric and dropping spatial derivatives) yields a
perfect fluid-form of this tensor with the identifications
(54) and (55). At the linear level we again recover the
fluid form, this time with the following assignments:
δρϕ =
1
a2
(ϕ′X ′ −Φϕ′2 + a2V1,ϕX + a2V1,χY
)
, (A70)
δρχ =
1
a2
(χ′Y ′ −Φχ′2 + a2V2,ϕX + a2V2,χY
)
, (A71)
δpϕ =
1
a2
(ϕ′X ′ −Φϕ′2 − a2V1,ϕX − a2V1,χY
)
, (A72)
δpχ =
1
a2
(χ′Y ′ −Φχ′2 − a2V2,ϕX − a2V2,χY
)
, (A73)
[(ρ+ p)v]ϕ =
−1
a2
ϕ′X , (A74)
[(ρ+ p)v]χ =
−1
a2
χ′Y . (A75)
In order to find the correct expressions for energy- and
momentum-transfer we have to evaluate the equations of
energy- and momentum conservation DµTµνα = Qνα. At
the background level (and using the definition (A25)) we
recover
qϕ =
V1,χχ
′ − V2,ϕϕ′
3h(1 + ωϕ)ρϕ
, (A76)
qχ = −V1,χχ
′ − V2,ϕϕ′
3h(1 + ωχ)ρχ
. (A77)
At the linear level we can use the linearized field equa-
tions (A66) and (A67) to finally obtain rather compli-
cated expressions for the energy- and momentum trans-
fer. Since we assume that no additional couplings are
present for the scalar fields (except of course to gravity)
we know that DµTµνϕ +DµTµνχ = 0. From this it is easy
to see that energy- and momentum transfer of the two
fields are related by
fχ = −fϕ and τχ = τϕ , (A78)
and we can restrict ourselves to quoting only the expres-
sions for the perturbed cosmon-coupling here:
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afϕ = −a
2V2,ϕ
ϕ′
[(ρ+ p)v]ϕ +
a2V1,χ
χ′
[(ρ+ p)v]χ +
2 (χ′V1,χ − ϕ′V2,ϕ)
3h(1 + ωeff)
Φ +
2 (χ′V1,χ − ϕ′V2,ϕ)
3h2(1 + ωeff)
Ψ′ , (A79)
(ϕ′V2,ϕ − χ′V1,χ) τϕ = + a
2V2,ϕ
ϕ′
δρϕ +
(
a2χ′V1,ϕV2,ϕ − a2ϕ′V1,χV2,ϕ + ϕ′χ′2V1,ϕχ − ϕ′2χ′V2,ϕϕ
)
(ρϕ + pϕ)χ′
[(ρ+ p)v]ϕ
− a
2V1,χ
χ′
δρχ −
(
a2ϕ′V1,χV2,χ − a2χ′V1,χV2,ϕ + ϕ′2χ′V2,ϕχ − χ′2ϕ′V1,χχ
)
(ρχ + pχ)ϕ′
[(ρ+ p)v]χ . (A80)
Finally, the internal entropy perturbations for the scalar
fields can also be extracted from the perturbed energy-
momentum tensor. They read:
ωϕΓϕ =
2a2V1,ϕ
ρϕϕ′
[(ρ+ p)v]ϕ +
2a2V1,χ
ρϕχ′
[(ρ+ p)v]χ
− 2 (V1,ϕϕ
′ + V1,χχ′)
3hϕ′2/a2 + V2,ϕϕ′ − V1,χχ′
δρϕ
ρϕ
, (A81)
ωχΓχ =
2a2V2,χ
ρχχ′
[(ρ+ p)v]χ +
2a2V2,ϕ
ρχϕ′
[(ρ+ p)v]ϕ
− 2 (V2,χχ
′ + V2,ϕϕ′)
3hχ′2/a2 + V1,χχ′ − V2,ϕϕ′
δρχ
ρχ
. (A82)
b. Equations with new variables
Now we want to rewrite the equations governing the
linear scalar perturbations in a way that is particularly
well suited for the analysis of early universe perturbations
in a scaling scenario. This means we will remove all direct
dependences on the potential and the field derivatives
and replace them with the equation of state, the adiabatic
sound-speeds and the couplings qϕ and qχ.
To simplify matters we make the assumption that
V1,χ = 0. This is not limiting the general model, as
the splitting of the potential is arbitrary and we can thus
choose to assign the entire common part to Tµνχ .
To do so we employ the following relations to replace
the potential derivatives:
V1,ϕϕ
′ =
3
2
h(1 + ωϕ)(1− qϕ)ρϕ(c2a,ϕ − 1) , (A83)
V2,ϕϕ
′ = −3h(1 + ωϕ)ρϕqϕ , (A84)
V2,χχ
′ = −3
2
h(1 + ωχ)ρχ
[
1− c2a,χ + qχ(1 + c2a,χ)
]
.
(A85)
The second derivatives can not be so easily replaced, but
we can take the time derivative of equation (A84) to ob-
tain
V2,ϕχ =
ϕ′
χ′
[
9
2
h2
a2
qϕCϕ − V2,ϕϕ − 3 h
a2
q′ϕ
]
, (A86)
with Cϕ =
(
1 + ωeff + (1− qϕ)(1 + c2a,ϕ)
)
.
The derivative V2,ϕϕ remains in the equations and can-
not be so readily replaced without introducing another
second potential derivative like V2,χχ. Using these sim-
plifications we can simplify the perturbed couplings as
follows:
afϕ =3qϕ(1 + ωϕ)ρϕ
(
2
3
(Ψ′/h+ Φ)
(1 + ωeff)
− Vϕ
)
, (A87)
τϕ =
1
1 + ωϕ
∆ϕ +
(
3
2
(1− qϕ)(1− c2a,ϕ)−
a2V2,ϕϕ
3qϕh2
)
Vϕ
−
(
3
2
Cϕ −
q′ϕ
qϕh
− a
2V2,ϕϕ
3qϕh2
)
Vχ + 3(1− qϕ)Ψ .
(A88)
The internal entropy perturbations now read:
ωϕΓϕ =(1− c2a,ϕ) (∆ϕ + 3(1 + ωϕ)(1− qϕ)) Ψ
+ 3(1 + ωϕ)(1− qϕ)(1− c2a,ϕ)Vϕ , (A89)
ωχΓχ =(1− c2a,χ) (∆χ + 3(1 + ωχ)(1− qχ)) Ψ
+ 3(1 + ωχ)
(
1− c2a,χ + qχ(1 + c2a,χ)
)
Vχ
− 6(1 + ωχ)qχVϕ . (A90)
Now the generic perturbation equations can simply be
obtained by inserting these results into the generic equa-
tions (A34) and (A35). However, we see that the per-
turbed momentum transfer cannot be fully specified
without making some additional assumption about the
coupling to eliminate the remaining potential derivative.
This also holds in the case of scalar scaling scenarios, as
is discussed in the main text.
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