ABSTRACT Neural network software 1s described for processmg the signals of arrays of ton-selective electrodes The performance of the software was tested m the stmultaneous determmatlon of calcium and copper(I1) Ions m bmary mixtures of copper(H) mtrate and calctum chlonde and the simultaneous determmatton of potasstum, calcmm, mtrate and chlonde m mtxtures of potassmm and calctum chlorides and ammomum mtrate The measurements for the Ca2+/Cu2+ determmatlons were done wtth a pH-glass electrode and calcmm and copper ton-selective electrodes, results were accurate to *8'%. For the K'/Ca2'/NO;/Cldetermmattons, the measurements were made wtth the relevant Ion-selecttve electrodes and a glass electrode; the mean relative error was f 6'%, and for the worst cases the errors did not exceed 20%.
The on-line simultaneous determination of ionic concentrations by means of ion-selective electrodes (ISEs) is currently hampered by lack of selectivity, non-Nemstian response, and the influence of the ionic strength of the medium on the relationship between the wanted concentration and the activity of the ions to which the ISEs respond. Various computer methods have been described in the literature for the processing of ISE signals that address one or more of these problems [l-3] . A recent review [4] outlines the application of sophisticated chemometric techniques like partial least squares m the calibration problem for multiple ISEs. This paper describes an investigation of the applicability of neural network theory to solve the aforementioned problems.
Neural network theory [5-91 extends the concept of the linear learning machine (LLM) [lo] , the first artificial-intelligence pattern-recognition technique introduced to analytical chemistry by Jurs, Kowalski and Isenhour in the early seventies [ll-131. Greater sophistication of the training algorithm for the LLM allowed its successful use in quantitative analysis [14] . The maJor problem in this approach is the handling of data sets that are not linearly separable. For such sets, only an approximate solution is found, although it can be improved by introducing quadratic and crossproduct terms of the input signals [15] . Neural networks are capable of dealing with such data sets because interactions and nonlinear behaviour are automatically taken care of [5] and therefore they should be ideally suited for the processing of the signals of an ISE array. 
M BOS ETAL
Represented as a black box, the neural network receives its input signals from the ISEs and produces the wanted concentrations at its outputs ( Fig. 1) . Internally, the network consists of a number of simple processing units, the neurons. These neurons receive inputs coming either from external sensors or from the outputs of other neurons. Each neuron produces one output value that can be used as an input to other neurons, or it can represent a wanted result. The way in which the neurons are interconnected is called the topology of the network (Fig. 2 ).
In the current literature, the processing that is done m each of the neurons is subdivided into three stages [5, 9] . The first is the calculation of the input function, net, which is done here by weighted summation of its inputs:
In this equation net, is the input function of neuron I, w,, is the weight factor associated with input J to neuron I, and o, is the input j to the The second step is the calculation of the activation function from the result of this input function and the preceding activation state:
Here u,(t) denotes the state of activation of neuron i at time t and a,(t -1) is its activation state at the preceding time (t -1). The activation function of the neuron, F, is chosen here as
in which 8 is a bias factor and T a factor that is called the "temperature". In Eqn. 3, the preceding activation is not taken mto account, so that the neurons have no time-dependency here. This activation function has a sigmoidal shape; the position of the inflexion point is governed by the value of 8, and the steepness by the factor T. Figure 3 shows a graph of this function for several T values.
The third and last step of the processing done by the neurons is the calculation of the output value from the activation value. In this work, the output of a neuron is set equal to its activation value: o,(t) = a,(t)
Equations l-4 account for the way by which a correctly trained network calculates its output values for a given set of input measurements. 
Traming of the network
Traming of the neural network consists of finding the right combination of all weight factors w,, and the values of 8, and q that produces the correct output values for every input pattern (set of measurement values). This training is done with a data set consisting of sets of measurements on samples with known composition, i.e., for which the required output values are known. The algo&h-m that wasp used for this purpose is known as the generalized delta rule or backward errorpropagation rule. Its use is restricted to feed-forward layered networks. Its goal is to minimize an error function at the outputs. A pattern p 1s 
J
The value t,, is the required output of neuron J in the last layer for the pattern p; oP, is the output generated by this neuron for this pattern. The total sum of square errors for all patterns is then E,,, = C,E,.
To minimize this error, the weight factors of the inputs of the neurons are adjusted in proportion to the error gradient. This is done for each known pattern and repeated for the whole set of these known patterns until an acceptable total error is obtained. The equation for this adjustment is Aw,, = -dEJSw,, in whxh the arbitrarily chosen proportionality constant z is called the learning rate.
For the last layer of neurons that produces the wanted outputs, these corrections can easily be calculated from 3E,,,&,, = (aEp,,/a4,)Ca~~,,/a~,,)
Combining this with Eqn. 
m which o, is the output of neuron J of the preceding layer. For the correction of the temperature factor, the following derivative is used:
In the generalized delta rule, the adJustment of the weight vectors 1s governed by a term delta: The delta term for a neuron in the last layer which provides an output is defined as delta,,, = (t,, -o,Jf,'(ne$J
With the use of Eqn. 7, this can be rewritten as delta,,, = (t,, -~,,)~,,(1 -o&T (10) For the so-called hidden neurons m the layers preceding the last layer, the target output t,, is unknown, so that this delta value cannot be calculated. The generalized delta rule now defines thrs delta term for a hidden neuron as delta,, =f,'( net,,) ~delta,,,w,,
The error is thus propagated backwards through the layers and adjustments can be made. From Eqns. 8 and 10, the correction factor can be calculated for the weights of the last layer of 
For the layers which contain hidden neurons, Eqn. 11 is used together with Eqn. 8 to calculate the correction:
Aw,, = (~/~)opr(l -op,bpJ~delta,,kw~k (14) k m which the summation is over the k neurons to which the neuron is connected.
For the correction term of the temperature factor, the following equation is used:
k For multi-layered networks, local minima can occur in E,,,. To prevent the algorithm of being trapped in these local minima, the weight factors are corrected not only with the correction term from Eqn. 8 but also with a part of the preceding correction: w,,(t)=w,,(t-l)+Aw,,(t)+m Aw,,(t-1)
where m is called the momentum factor. In the calculations, the value of the bias factor 8 is taken mto account as an extra input with a value of one to the neurons; 8 thus becomes just another extra weight factor to be trained with the use of Eqns. 12 and 14.
Slmulatron of feedback
The backward error-propagation rule cannot be applied to networks in which there is feedback between the outputs of neurons to the input side of the network.
Feedback in a one-layer network can be simulated with a multi-layered network with one set of weight factors for all layers in which the sequence of the layers represents the time axis in discrete steps. Such a recurrent network simulation can be used to represent a model of the behaviour of ion-selective electrodes as given in the Nikolsky equation:
where q is the potential of the ISE, U,, its standard potential, S the usual slope term, a, the activity of the ion that is measured, K,, the selectivity coefficient for the required ion versus the interfering ion J, a, the activity of thts ion J, and n, and n, are the charges of ion I and J.
A schematic diagram of such a model is given in Fig. 4 . 
EXPERIMENTAL
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RESULTS AND DISCUSSION
Noise in the potential readings was reduced by integration and averagmg of the signals over a period of 1 s by computer control of the mstrument.
Procedures
The Cu ' '/ Ca ' + system inputs around a mean value of 0.5 and a span of 0.25, whereas the loganthms of the concentrations are used as the output values.
Networks with dimensions 1 X 5, 2 X 5 and 3 X 5 were trained with this data set. As can be seen from Fig. 5 , the two-layer network performs better than the network with only one layer of neurons, whereas the trammg of the three-layer network needs much more iterations.
The performance of the two-layer network is given in Table 2 which shows that the errors are in the range that is normal for ISE measurements.
The data set from Table 1 was used with the recurrent network software to determine the characteristics of the Ca2+ and Cu2+ ISEs. Table 3  shows a comparison of these characteristics evaluated by the recurrent network software and by linear regression from the Nikolsky equation. As the results of the network were found with the use of all the binary mixtures, they can be considered as more realistic.
The K '/ Ca2 '/NO,-/ Cl -/ H ' system For this system, the complete set of data was divided into a training set (Table 4 ) and a set to evaluate the predictive performance of the trained network (Table 5) .
Test runs with vanous sizes of network again showed that a two-layer network performs satisfactorily (Table 6 ). The minimum number of neurons needed per layer in this situation was found to be seven. Table 7 shows the worst-case results for the predicted concentrations.
The training calculations take a lot of computer time; generally about 10 000 iterations were needed to obtain the results of Table 6 . This takes from 24 to 48 h on an ~-MC machine equipped with a 8087 mathematical coprocessor.
