Abstract Switching Linear Dynamic System (SLDS) models are a popular technique for modeling complex nonlinear dynamic systems. An SLDS can describe complex temporal patterns more concisely and accurately than an HMM by using continuous hidden states. However, the use of SLDS models in practical applications is challenging for three reasons. First, exact inference in SLDS models is computationally intractable. Second, the geometric duration model induced in standard SLDSs limits their representational power. Third, standard SLDSs do not provide a principled way to interpret systematic variations governed by higher order parameters.
Introduction
A challenging problem in computer vision is to infer the behavioral patterns of a target in a segment of video. Even if we assume that targets can be reliably tracked, we still face the difficult problem of interpreting behavior. Manual interpretation of video by skilled field workers is common in domains such as biology. However, this is a time-consuming process that does not support large scale video analysis. Thus, it is desirable to develop methods that automatically infer the behavioral patterns of the targets. Moreover, in applications where there are a large range of behaviors which are difficult to specify manually, we need the ability to learn these behaviors from examples.
These requirements translate into two inference tasks that are of central importance. The first, 'labeling', is to automatically segment motion sequences according to different behavioral modes. The second task is what we call 'quantification', by which we mean the identification of global parameters that underly a given motion, e.g., the direction of a pointing gesture. These two inference tasks are not independent: a better understanding of the systematic variations in the data can improve the labeling results, and vice versa.
Biotracking
The application domain which motivates this work is a new research area which enlists visual tracking and AI modeling techniques in the service of biology (Balch et al. 2001 Branson and Belongie 2005; Dollár et al. 2005) . The current state of biological field work is still dominated by manual data interpretation, a time-consuming process. Automatic interpretation methods can provide field biologists with new tools for the quantitative study of animal behavior. A classical example of animal behavior and communication is the honey bee dance (Frisch 1967) , depicted in a stylized form in Fig. 1(a) . Honey bees communicate the location and distance to a food source through a dance that takes place within the hive. The dance is decomposed into three different regimes: "left turn", "right turn" and "waggle". The length (duration) and orientation of the waggle phase correspond to the distance and the orientation to the food source. Figure 1 (b) shows a dancer bee that was tracked by a previously developed vision-based tracker described in (Khan et al. 2004) . After tracking, the obtained trajectory of the dancing bee is manually labeled as "left turn", "right turn" or "waggle" and is shown in Fig. 1 
(c).
Our work on SLDS models is in support of three goals for automatic bee dance analysis. First, we aim to learn the motion patterns of honey bee dances from the labeled training sequences. Second, we should be able to automatically segment new sequences into the three dance modes reliably, i.e., the labeling problem. Finally, we face a quantification problem where the aim is to automatically deduce the message communicated, in this case: the distance and orientation to the food source. Note that both the labels and the global parameters are unknown, hence the problem is one of simultaneously inferring these hidden variables.
A Model-Based Approach
We adopt a model-based approach to the representation of behaviors and analysis of motion data. We assume that behaviors are made of sub-behaviors. In this case, we require a model which is expressive enough to capture individual subbehaviors as well as the inter-relationships between them.
Hence, the basic generative model we adopt is the Switching Linear Dynamic System (SLDS) model Pavlović et al. 1999 . In an SLDS model, there are multiple linear dynamic systems (LDS) that underly the motion, one for each behavioral mode that we assume. We can then model the complex behavior of the target by switching within this set of LDSs. In contrast to an HMM, which models a continuous trajectory using a set of piecewise constant functions, an SLDS provides the possibility to describe complex temporal patterns concisely and accurately. SLDS models have become increasingly popular in the vision and graphics communities as they provide an intuitive framework for describing the continuous but nonlinear dynamics of real-world motion. For example, it has been used for human motion analysis Pavlović et al. 1999 Ren et al. 2005 ) and motion synthesis (Li and Wang 2002) .
Overview
In this paper, we extend the scope and modeling power of standard SLDS models. We present a method for learning behavioral patterns from data. We describe inference methods for labeling the motion sequences while simultaneously quantifying the global parameters. When applying the standard SLDS model to the complex task of interpreting honey bee behavior, it quickly becomes clear that there are severe limitations in the original SLDS model that limit its applicability on real tasks. In this paper we discuss these three major problems and address them by extending the model in two novel ways. For each extension, we provide robust inference methods.
We discuss the three main limitations of the original SLDS model in Sect. 2, previewing each of the three main contributions along with related work in those areas. In Sect. 4, we introduce a data-driven MCMC-based inference method to address the intractability of exact inference in SLDSs. In Sect. 5, we present the segmental extension of a standard SLDS model, the "segmental SLDS" model (S-SLDS) with enhanced duration modeling capabilities. Then, in Sect. 6, we advance a parametric extension of SLDS (P-SLDS) which is able to infer systematic variations in the data. We combine S-SLDSs and P-SLDSs in Sect. 7 and show how we can learn and perform inference in the resulting parametric segmental SLDS (PS-SLDS). Finally, in Sect. 8, we describe the experimental data and demonstrate the improved labeling and quantification capabilities of the enhanced SLDS model through the experimental results on the honey bee dance decoding tasks.
Contributions and Related Work
In this paper, we address three limitations of the standard SLDS model: (1) the intractability of exact inference in SLDSs, (2) limitations in duration modeling, and (3) the absence of a principled way to quantify global parameters. We propose novel solutions to address these problems. First, we introduce a Data-Driven MCMC (DD-MCMC) inference method to identify the exact posterior of SLDSs in the presence of intractability. Secondly, a segmental SLDS model is proposed to improve the duration-modeling capabilities of standard SLDSs. Finally, we introduce a parametric extension of SLDSs that provide a principled means to quantify the embedded global parameters. In the following sections we discuss each of these contributions along with the related work that provided the inspiration for them.
The BioTracking project (Balch et al. 2001 ) is an interdisciplinary research initiative between biology and multi-robot systems. This work builds on our previous work on automatic labeling of honey bee dances using HMMs (Feldman 2004) . However, in (Feldman 2004) , the honey bees were tracked via a color segmentation tracker and HMMs were learned from two dimensional observations, i.e. locations of the bees. In contrast, the real-world dancer bee tracks are automatically obtained from a set of noisy video data by using a previously-developed appearance tracker described in (Khan et al. 2004 ). In addition, SLDSs are used to learn and infer the motion patterns of bees and a new DD-MCMC method as well as novel SLDS extensions are presented in this work.
In comparison to our previous conference publications on this topic (Oh et al. 2005b (Oh et al. , 2005c , the current paper extends the SLDS model to include duration modeling, and presents the detailed learning and inference mechanisms for parametric segmental SLDS (PS-SLDS).
Robust Inference via Data-Driven Markov Chain
Monte Carlo Sampling
Inference in an SLDS model involves computing the posterior distribution on the hidden states, which consists of the (discrete) switching state and the (continuous) dynamic state. In the Biotracking application which motivates this work, the discrete state represents distinct honey bee behaviors while the dynamic state represents the bee's true motion. Given video-based measurements of the position and orientation of the bee over time, SLDS inference can be used to obtain a MAP estimate of the behavior and motion of the bee. In addition to its central role in applications such as MAP estimation, inference is also the crucial step in parameter learning via the EM algorithm . It is known that exact inference in SLDS is intractable, as the size of Gaussian mixtures increases exponentially with time (Lerner and Parr 2001) . Thus, there have been research efforts to derive efficient approximate inference methods. The early examples include GPB2 (Bar-Shalom and Li 1993) , and Kalman filtering (Bregler 1997) , and the pseudo-EM algorithm (Shumway and Stoffer 1992) . More recent examples include variational approximation (Ghahramani and Hinton 1998; Oh et al. 2005a; Howard and Jebara 2004) , an approximate Viterbi method (Pavlović et al. 1999 , expectation propagation (Zoeter and Heskes 2003) , iterative Monte Carlo methods (Doucet and Andrieu 2001) , sequential Monte Carlo methods , and Gibbs sampling (Carter and Kohn 1996; Rosti and Gales 2004) . Approximate inference in SLDS models has focused primarily on two classes of techniques: stagewise methods such as approximate Viterbi or GPB2 (Bar-Shalom and Li 1993) which maintain a constant representational size for each time step as data is processed sequentially, and structured variational methods which approximate the intractable exact model with a tractable, decoupled model (Ghahramani and Hinton 1998; Oh et al. 2005a; Howard and Jebara 2004) .
While these approaches are successful in some application domains, such as vision and graphics, they do not provide any mechanism for fine-grained control over the accuracy of the approximation. In fields such as biology where learned models can be used to answer scientific questions about animal behavior, scientists would like to characterize the accuracy of an approximation and they may be willing to pay an additional computational price for getting as close as possible to the true posterior. In our initial stage of experiments, we observed that the existing approximation methods, e.g., an approximate Viterbi method demonstrated poor labeling performance. In such cases, it is necessary to validate the capacity of the model to verify whether such a poor labeling result is due to the approximation method itself or an inherent limitation in the ability of the model not being able to represent the temporal phenomenon adequately.
We describe a novel proposal distribution for Data-driven MCMC inference in Sect. 4, originally presented at AAAI (Oh et al. 2005b) . In situations where a controllable degree of accuracy is required, Markov-Chain Monte-Carlo (MCMC) methods are attractive. Standard MCMC techniques, however, are often plagued by slow convergence rates. We therefore explore the use of Rao-Blackwellisation (Casella and Robert 1996) and the Data-Driven MCMC paradigm (Tu and Zhu 2002) to improve convergence. The Data-Driven MCMC approach has been successfully applied in computer vision (Tu and Zhu 2002; Barbu and Zhu 2005; Khan et al. 2006; Lee and Cohen 2006) and robotic mapping (Ranganathan and Dellaert 2005) .
Improved Duration Modeling
The duration modeling capabilities of a standard SLDS are limited by the assumption which is imposed upon the transitions between the discrete switching states. As a consequence of Markov assumption, the probability of remaining in a given switching state follows a geometric distribution:
Above, d denotes the duration of a given switching state and a denotes the probability of a self-transition. One consequence of this model is that a duration of one time-step possesses the largest probability mass. This can be seen in Fig. 2 where the red curve depicts the geometric distribution. In contrast, many natural temporal phenomena exhibit patterns of regularity in the duration over which a given model or regime is active. In such cases the standard SLDS model would not effectively encode the regularity of the data. A honey bee dance is a good example: a dancer bee will attempt to stay in the waggle regime for a certain duration to effectively communicate a message. In such cases, it is clear that the actual duration diverges from a geometric distribution.
To illustrate this point, we learned a duration model for the waggle phase using a Gaussian density and a conventional geometric distribution, using one of the manually labeled dance sequences depicted in Fig. 15 . Figure 2 shows the learned geometric and Gaussian distributions for comparison. It can be observed that the Gaussian model is much closer to the training data than the conventional geometric model.
The limitation of a geometric distribution has been previously addressed by the HMM community, and HMM models with enhanced duration capabilities have been developed (Ferguson 1980; Levinson 1990; Russel 1993; Ostendorf et . 1996) . The variable duration HMM (VD-HMM) was introduced in (Ferguson 1980) : state durations are modeled explicitly in a variety of PDF forms. Later, a different parameterization of the state durations was introduced where the state transition probabilities are modeled as functions of time, which are referred to as non-stationary HMMs (NS-HMM) (Levinson 1990 ). It has since been shown that the VD-HMM and the NS-HMM are duals (Djuric 2002) . In addition, segmental HMM with random effects was developed in the data mining community (Ge and Smyth 2000; Kim and Smyth 2006) . Ostendorf et al. provide an excellent discussion of segmental HMMs in (Ostendorf et al. 1996) .
We adopt similar ideas to arrive at SLDS models with enhanced duration modeling.
Inference of Global Parameters
In many applications we are more interested in the global parameters that underly the behavior rather than the exact categorization of the sub-motions. Unfortunately, the standard SLDS does not provide a principled way to quantify temporal and spatial variations with respect to a fixed (canonical) underlying behavioral template. E.g., the dynamics and observations of a pointing gesture would vary based on the speed of the motion and the direction being indicated.
Previously, Wilson & Bobick addressed this problem by presenting a parametric HMMs (P-HMM) (Wilson and Bobick 1999) . In a P-HMM, the parametric observation models learned are conditioned on global observation parameters, such that globally parameterized gestures can be recognized. P-HMMs have been used to interpret human gestures, showing superior recognition performance in comparison to standard HMMs. A similar approach was taken in the stylemachines work by Brand and Hertzmann (2000) . A related transformation-invariant learning approach for video analysis is described in (Frey and Jojic 2003) .
Inspired by P-HMM, we extend the standard SLDS model, resulting in a parametric SLDS (P-SLDS). As in a P-HMM, the P-SLDS model incorporates global parameters that underly systematic spatial variations of the overall target motion. In addition, while P-HMM only introduced global observation parameters which describe spatial variations in the outputs, we additionally introduce dynamic parameters which capture temporal variations. As mentioned earlier, the problems of global parameter quantification and labeling can be solved simultaneously. Hence, we formulate expectation-maximization (EM) methods for learning and inference in P-SLDS and present it in Sect. 6. A preliminary version of P-SLDS work appeared in (Oh et al. 2005c ).
Background

Linear Dynamic Systems
A Linear Dynamic System (LDS) is a time-series statespace model consisting of a linear Gaussian dynamics model and a linear Gaussian observation model. The graphical representation of an LDS is shown in Fig. 3 . The Markov chain at the top represents the state evolution of the continuous hidden states x t . The prior density p 1 on the initial state x 1 is assumed to be normal with mean μ 1 and covariance Σ 1 , i.e.,
The state x t is obtained by the product of state transition matrix F and the previous state x t−1 , corrupted by zeromean white noise w t with covariance matrix Q:
In addition, the measurement z t is generated from the current state x t through the observation matrix H , and corrupted by zero-mean observation noise v t :
Thus, an LDS model M is defined by the tuple M = {(μ 1 , Σ 1 ), (F, Q) , (H, V )}. Exact inference in an LDS can be performed using the RTS smoother (Bar-Shalom and Li 1993) , an efficient variant of belief propagation for linear Gaussian models. Further details on LDSs can be found in (Bar-Shalom and Li 1993; Maybeck 1979; Roweis and Ghahramani 1999) .
Switching Linear Dynamic Systems
In a switching LDS (SLDS), we assume the existence of
The graphical model corresponding to an SLDS is shown in Fig. 4 . The middle chain, representing the hidden state sequence X = {x t |1 ≤ t ≤ T }, together with the observations Z = {z t |1 ≤ t ≤ T } at the bottom, is identical to an LDS in Fig. 3 . However, we now have an additional discrete Markov chain L = {l t |1 ≤ t ≤ T } that determines which of the n models M l is used at every time-step. We call l t ∈ M the label at time t and L a label sequence. In addition to a set of LDS models M, we specify two additional parameters: a multinomial distribution π(l 1 ) over the initial label l 1 and an n × n transition matrix B that defines the switching behavior between the n distinct LDS models. In summary, a standard SLDS model is defined by
Switching linear dynamic system (SLDS) models have been studied in a variety of research communities ranging from computer vision (Pavlović et al. 1999 North et al. 2000; Bregler 1997 ), computer graphics (Li and Wang 2002; Ren et al. 2005) , tracking (Bar-Shalom and Tse 1975) , signal processing (Doucet and Andrieu 2001; ) and speech recognition (Rosti and Gales 2004) , to econometrics (Kim 1994) , visualization (Zoeter and Heskes 2003) , machine learning (Lerner et al. 2000; Ghahramani and Hinton 1998; Oh et al. 2005a Oh et al. , 2005b Oh et al. , 2005c Howard and Jebara 2004) , control systems (Vidal et al. 2002) and statistics (Shumway and Stoffer 1992) . While one can find several versions of SLDS in the literature, our work is most closely related to the model structure and extensions described in (Pavlović et al. 1999 Oh et al. 2005a Oh et al. , 2005b Oh et al. , 2005c .
Learning and Inference in SLDS
The Expectation Maximization (EM) algorithm (Dempster et al. 1977) can be used to obtain the maximum-likelihood parametersΘ. The hidden variables in EM are the label sequence L and the state sequence X. Given the observation data Z, EM iterates between the two steps:
• E-step: Inference to obtain the posterior distribution
over the hidden variables L and X, using a current guess for the SLDS parameters Θ i .
• M-step: maximize the expected log-likelihoods with respect to Θ:
Above, · W denotes the expectation of a function (·) under a distribution W . The intractability of the exact E-step in (4) motivates the development of sampling-based approximate inference techniques discussed in Sect. 4.
Inference via Data-Driven MCMC
All Markov Chain Monte Carlo (MCMC) methods work similarly (Gilks et al. 1996) : they generate a sequence of samples with the property that the collection of samples approximates the desired target distribution. To accomplish this, a Markov chain is defined over the space of interest. The transition probabilities are set up in a very specific way such that the stationary distribution of the Markov chain is exactly the target distribution. This guarantees that if we run the chain for a sufficiently long time, the sample distribution converges to the target distribution.
In this section, we introduce a novel sampling-based inference method with the property that the estimated posterior distribution will theoretically converge to the correct posterior distribution, e.g., P (L|Z), in an efficient manner. Fast convergence is achieved by incorporating a data-driven approach where we introduce proposal priors and label-cue models.
Rao-Blackwellised MCMC
In our solution, we propose to use the Rao-Blackwellised posterior P (L|Z), rather than the joint posterior P (L, X|Z). The result is the dramatic reduction in the size of the sampling space from (L, X) to L. This results in an improved approximation of the label distribution P (L|Z), which is exactly the quantity of interest in many application. This reduction is justified by the Rao-Blackwell theorem (Casella and Robert 1996) . Rao-Blackwellisation is achieved through the analytic integration of the continuous states X given a sample label sequence L (r) . In this scheme, we can compute the probability of the r th sample labels P (L (r) |Z) up to a normalizing constant via the marginalization of the joint PDF:
Note that we omit the implicit dependence on the model parameters Θ for brevity. The joint PDF P (L (r) , X, Z) in the r.h.s. of 6 can be evaluated via inference in the time-varying LDS given the sample label sequence L (r) . Specifically, the inference over the continuous hidden states X in the middle chain of Fig. 4 can be performed by RTS smoothing (BarShalom and Li 1993). The resulting posterior is a time-series of Gaussians on X and can be effectively integrated out. We use the Metropolis-Hastings (MH) algorithm (Hastings 1970; Metropolis et al. 1953) to generate a sequence of samples L (r) . The pseudo-code for the algorithm is shown in Algorithm 3 in Appendix.
Learning and Inference
The key to the Data-Driven paradigm (Tu and Zhu 2002 ) is the use of cues which are present in the data to provide an efficient MCMC proposal distribution Q. An efficient proposal Q can result in substantially faster convergence (Andrieu et al. 2003) . Even though MCMC is guaranteed to converge, a naive exploration of the high dimensional state space L is prohibitive. Thus, the design of a proposal distribution which enhances the ability of the sampler to efficiently explore the space with high probability mass is crucial. Our data-driven approach consists of two phases: learning and inference.
In the learning phase, we collect temporal cues from the training data. Then, a set of models of cues which we call 'label-cue models', i.e. {P (c|l i )|1 ≤ i ≤ n}, are learned in a supervised manner based on the collection of cues. For example, the change of heading angles is used as a cue in the honey bee dance application. From the stylized dance in Fig. 1(a) , we observe that the heading angles will jitter but stay constant on average during the waggling, but generally increase or decrease during the right turn or left turn phases. Thus, a cue c t for a frame is set to be the change of heading angles within the corresponding window. In this case, the label-cue model predicts the label in each time-step based on the cue. Note that the heading angles are measured clockwise.
For every time sample, we examine its local neighborhood within the boundary of a window with a fixed size to collect cues (the heading angle change). The cues are shown at the top of Fig. 5 . Then, the collected cues are classified according to the training labels. The label-cue models are learned by fitting a conditional Gaussian to the cues for each of the possible labels, as shown at the bottom of In the inference phase, we first collect the temporal cues from the test data without access to the labels as shown at the top of Fig. 6 . Then, the proposal prior is evaluated based on the collected cues and the learned label-cue models. By a proposal prior P (l t |c t ), we denote the distribution on the labels which is a rough approximation to the true posterior P (l t |Z). However, the raw proposal prior often over-fits test data as shown in Fig. 6 . Thus, we use the smoothed estimates as the final proposal prior, shown in Fig. 7 . At the bottom of Fig. 7 , the ground truth labels are shown below the final proposal prior for comparison. It can be observed that the obtained prior provide an excellent guide to the labels of the dance segments.
Afterwards, the obtained proposal prior P (L) is used to construct the data-driven proposal Q. Then, MH algorithm balances the whole MCMC procedure in such a way that the MCMC inference on labels converges to the true posterior P (L|Z). The details of learning and inference in DD-MCMC method are described in Appendix.
Experimental Results
DD-MCMC is a Bayesian inference algorithm. It can be used as a labeling method by computing the MAP label se- quence from the estimated posterior distribution P (L|Z), where the label in the MAP sequence at each time step is the individually most-likely label in P (L|Z). The resulting MCMC MAP labels, the ground-truth, and the approximate Viterbi labels for two data sequences in the database are shown from the top to bottom in Fig. 8 . It can be observed that DD-MCMC delivers solutions that agree very well with the ground truth. On the other hand, the approximate Viterbi labels at the bottom over-segment the data (insertion errors). The insertion errors of approximate Viterbi highlight one of the limitations of the class of stagewise greedy algorithms for SLDS where they fail to consider the long-term correlations in the data. Some errors between the MAP labels and the ground truth still occur (see Fig. 8 ), due to the systematic irregular motions of the tracked bees. In these cases, even an expert biologist will have difficulty figuring out all the correct dance labels solely based on the observation data, without access to the video.
To further analyze the inference capabilities of a standard SLDS within our application, we investigated the posterior distribution P (L|Z) which is estimated from the first dataset using DD-MCMC inference, see Fig. 9 . Careful examination of the posterior in the over-segmented intervals reveals that the tracking data is very noisy and most of the over-segmentations are induced due to this factor, e.g., see t 1 marked in Fig. 9 . On the other hand, as an example of a systematic noise, examination of the original video shows that the tracked bee systematically walks to the left around the time-step marked as t 2 in Fig. 9 due to the collision with other bees around it for about 20 frames while it was turning right. Consequently, the MCMC posterior shows the two eminent hypotheses for those frames, e.g., t 2 .
Discussion
While DD-MCMC inference improves upon the Viterbi method, the results are still not completely satisfactory for the bee dance application. The MAP label results contain several over-segmentations. In addition, it can be observed that the average waggle duration based on these labels diverges significantly from the ground truth from the resulting short waggles from the insertion errors.
We introduce segmental SLDS and parametric SLDS as extensions of our modeling framework which are designed to resolve the problems mentioned above. From the visualized posterior in Fig. 9 , we notice two limitations of the standard SLDS model in our bee application. First, we observe that the limited duration modeling power of SLDS weakens its labeling capabilities on bee data. It can be observed that slight noise introduces an over-segmentation errors even though such noise appears only for a few frames. Second, the absence of systematic means to quantify global parameters should be addressed. The estimation of global dance angle and average waggle duration solely dependent on labeling estimates can deviate substantially from the ground truth. Moreover, the global information can provide a better cue for the overall labeling process.
It should be noted that DD-MCMC is computationally demanding, although it is efficient in comparison to some of the standard MCMC methods such as Gibbs sampling. For example, it proposed 4500 samples on average to converge in the experiments. As each proposed label sequence requires a temporal smoothing step for Rao-Blackwellised inference, the computation required for each sample in DD-MCMC is approximately equal to the entire cost of the approximate Viterbi (VI) method. As a consequence, the DD-MCMC method used approximately 4500 times more computation than VI method in our application. In the sections that follow, we will describe two extensions of the SLDS model that improve its ability to handle complex motion data. In each case we compare the performance of the extended SLDS models with the standard approach. Since the choice of approximate inference method is potentially a confounding factor in model comparison, we restrict our attention to standard, deterministic approximation techniques, e.g., approximate Viterbi and variational method.
Segmental SLDS
We introduce the segmental SLDS (S-SLDS) model, which improves upon the standard SLDS model by relaxing the Markov assumption at a time-step level to a coarser segment level. The development of the S-SLDS model is motivated by the regularity in durations that is exhibited by honey bee dances. As discussed in Sect. 2.2, a dancer bee will attempt to stay in the waggle regime for a certain duration to effectively communicate the distance to the food source. In such a case, the geometric distribution induced in a standard SLDS is not an appropriate choice. Figure 2 shows that a geometric distribution assigns the highest probability to the duration of a single time step. As a result, the label inference in standard SLDSs is susceptible to over-segmentation.
In an S-SLDS, the durations are first modeled explicitly and then non-stationary duration functions are derived from them. Both of them are learned from data. As a consequence, the S-SLDS model has more descriptive power and can yield more accurate results than the standard SLDSs. Nonetheless, we show that one can always convert a learned S-SLDS model into an equivalent standard SLDS, operating in a different label space. The approach has the significant advantage of allowing us to reuse the large array of approximate inference and learning techniques developed for SLDSs.
Conceptual View on the Generative Process of S-SLDS
In an S-SLDS, we deal with segments of finite duration, i.e. A schematic depiction of an S-SLDS is illustrated in Fig. 10 . The top chain in the figure is a series of segments where each segment is depicted as a rounded box. In the model, the current segment s i = (l i , d i ) generates a next segment s i+1 in the following manner: first, the current label l i generates the next label l i+1 based on the label transition matrixB; then, the next duration d i+1 is generated from the duration model for the label l i+1 , i.e.
The dynamics for the continuous hidden states and observations are identical to a standard SLDS: a segment s i evolves the set of continuous hidden states X with a corresponding LDS model M l i for the duration d i , then the observations Z are generated given the labels L and the set of continuous states X. 
Graphical Representation of S-SLDS
In this section we present a graphical representation of an S-SLDS which transforms the conceptual generative model described in Sect. 5.1 into an equivalent model that uses a conventional Markov switching process at every timestep. To maintain the same duration semantics, we introduce counter variables C = {c t |1 ≤ t ≤ T }. The resulting graphical model of S-SLDS is illustrated in Fig. 11 , and is identical to the graphical model of an SLDS in Fig. 4 , but with additional top chain representing a series of counter variables C.
The variables C maintain an incremental counter which evolves on the basis of non-stationary transition functions (NSTFs) U ={U l (c)|1 ≤ l ≤ n}. An NSTF U l for the current label l t defines the conditional dependency of the next counter variable c t+1 given the current counter variable c t and the label l t :
The system can either increment the counter, i.e. c t+1 ← c t + 1, or reset it to one, i.e. c t+1 ← 1. If the counter variable c t+1 is reset, then a label transition occurs, i.e. a new segment is initialized. A new label l t+1 is chosen based on the label transition matrixB. If the counter simply increments, then the new label is set to be the current label l t , i.e. l t+1 ← l t .
We first describe how to convert explicit duration models to equivalent NSTFs. Then, we discuss how the computed NSTFs are used for inference in SLDSs in Sect. 5.4. Given a time series data set, it is straightforward to estimate the parameters of explicit duration models D, as discussed in Sect. 5.1. However, in order to incorporate these durations into the SLDS framework, it is necessary to transform the explicit duration models D into equivalent NSTFs U . To do this, we can observe that the explicit duration models D and the NSTFs U are analogous to the duration models of VDHMMs (Ferguson 1980) and NS-HMMs (Levinson 1990) respectively. Hence, we can exploit the duality between VDHMMs and NS-HMMs, which is described in (Djuric 2002) . The equivalent NSTFs U are evaluated from the explicit duration models D as follows :
Above, D max l denotes the maximum duration allowed for the lth model. Intuitively, the second termŪ l (c t ) on the r.h.s. in (7) denotes the probability for a segment with a label l to reset the counter variable c t+1 ← 1. It represents the ratio of the probability of current duration c t over the sum of durations equal or greater than c t in the corresponding duration model D l . An example is illustrated in Fig. 12 to show the evaluation of an NSTF from an explicit duration model. In summary, an S-SLDS model is completely defined by a tu-
where the NSTFs U are obtained from the explicit duration models D.
Learning in a Segmental SLDS
Learning in S-SLDS is analogous to learning in SLDS, using EM. The initial distribution π , and LDS model parameters M are learned in exactly the same manner as in SLDS. However, it is necessary to learn the additional duration models D and the semi-Markov transition matrixB. These two additional model parameters only influence the label sequence L, and hence the ML estimates of these two parameters can be evaluated from a segmental representation of the label sequence L, i.e., L = |s| j =1 s j . The specific functional forms of ML estimation depend upon the choice of duration models. An example is given in Sect. 7, where we learn the duration models in Gaussian forms from honey bee dance sequences. However, Gaussian models encode probabilities for non-existing negative durations as well. Hence, the only positive part of the learned Gaussian models were used in our work. Note that the choice on the form of probability distributions depend on the duration characteristics of data. For example, Gamma or log-normal distributions which only encode probability regions on positive durations can also be adopted.
Inference for Segmental SLDSs
We describe a convenient inference procedure for S-SLDS which simply reuses the existing SLDS inference modules by re-parameterizing itself into an equivalent SLDS model. This is an important advantage as it allows us to readily reuse the large array of approximate inference algorithms discussed in Sect. 3.3. In other words, the inference in S-SLDS is identical to that of the standard SLDS, simply with additional conversion from an S-SLDS to its corresponding SLDS. Note that the conversion algorithm described in this section is an independent convenience procedure which differs from the conversion for NSTFs described in (7).
The overall idea of inference is depicted in Fig. 13 . In step 1, we convert an S-SLDS model into an equivalent SLDS model. Then, we perform step 2 (inference) using any of the approximate inference algorithms for the standard SLDSs. Once the inference results are obtained via available standard SLDS inference methods, obtained SLDS results are converted back to S-SLDS form and the inference in S-SLDS concludes.
The model conversion from an S-SLDSs to an equivalent SLDS is possible by applying the standard technique of merging multiple discrete variables into meta variables. Specifically, all possible pairs of a label l t and a counter value c t are merged and form a set of "lc" variables where
To obtain a complete SLDS model, an equivalent n × n transition matrix , is constructed from the semiMarkov transition matrixB and the NSTFs U , as follows:
In (8), the three cases for the counter variable differ as follows: (increment) l i = l j and c j = c i + 1, (reset) c j = 1, and (not allowed) for all other cases. In addition, the initial label distribution π for the equivalent SLDS can similarly be constructed from the S-SLDS initial distribution π :
Computational Considerations
We have established that an equivalent SLDS can always be constructed from an arbitrary S-SLDS. However, if we reuse the original learning and inference algorithms for SLDSs in a naive manner, the cost of inference will be on the order of O(T D 2 max |L| 2 ) for S-SLDSs, while it takes O(T |L| 2 ) for SLDSs without duration models, where
} denotes the maximum duration among all labels. Thus, there is a considerable computational overhead, by a factor of O(D 2 max ). This increased asymptotic running time overhead applies to all the approximate inference algorithms 1 with pairwise computations in general.
Nonetheless, we can still maintain linear efficiency w.r.t. the maximum duration D max by exploiting the sparseness of the constructed SLDS matrix B . It can be observed from (8) that the SLDS matrix B is mostly sparse, i.e. only a few transitions are allowed between the states in LC. In fact, only |L| + 1 transitions allowed for every lc state. The allowable transitions include the resets to |L| labels and one increment transition. Hence, we can achieve an overall performance of O(T D max |L| 2 ) via exploiting this fact, which results in reduced overhead by a factor of O(D max ). The number is derived from the fact that there are total O(D max |L|) states at time t − 1, and the number of transitions allowed for each state to time t reduces to O(|L|) from O(D max |L|). This reduction in complexity allows us to incorporate a duration model with a large D max and maintain computational efficiency. As a consequence, we can adopt the more powerful duration modeling capabilities of an S-SLDS at the cost of a modest complexity increase over the standard SLDS model. Note that the Markov Chain properties in S-SLDS have a very regular structure which could be potentially exploited in the proposal distribution of a DD-MCMC sampler. Efficient application of DD-MCMC to the S-SLDS model structure is an interesting topic for future research.
The Parametric SLDS Model
As discussed in Sect. 2.3, the standard SLDS does not provide a principled means to quantify global variations in the motion patterns. For example, honey bees communicate the orientation and distance to food sources through the (spatial) dance angles and (temporal) waggle durations of their stylized dances which take place in the hive. As a result, these global motion parameters which encode the message of the bee dance are the variables that we are most interested in estimating.
Moreover, it should be noted that the labeling and quantification problems are not independent. For example, it can be observed in Fig. 1(a) that an angle estimate which is very close to the ground truth would provide a strong cue for the labeling of the overall motions.
In this section, we present a parametric SLDS (P-SLDS) model which makes it possible to quantify the global variables and solve both labeling and quantification problems in an iterative manner. The resulting P-SLDS learns canonical behavioral templates from data with additional information on the associated global parameters. P-SLDS effectively decodes the global parameters while it simultaneously labels the sequences. This is done using an expectation-maximization (EM) algorithm (Dempster et al. 1977; McLachlan and Krishnan 1997) , presented in detail below.
Graphical Representation of P-SLDS
In P-SLDSs, the discrete state transition probabilities and output probabilities are parameterized by a set of global pa- The dynamics parameters Φ d represent the factors that cause temporal variations. The different values of the dynamics parameters Φ d result in different switching behavior between behavioral modes. In the case of the honey bee dance, a food source that is far away leads a dancer bee to stay in each dance regime longer, resulting in a dance with larger radius which will show less frequent transitions between dance regimes. In terms of S-SLDS model, the global dynamics parameters are associated with duration models. In contrast, the observation parameters Φ o represent factors that cause spatial variations. A good example is a pointing gesture, where the indicating direction changes the overall arm motions. In the honey bee dance case, one can consider standard SLDS as a behavioral template that can be stretched in time by global dynamic parameters Φ d and spatially rotated by global observation parameters Φ o .
The common underlying behavioral template is defined by canonical parameters Θ. Note that the canonical parameters Θ are embedded in the conditional dependency arcs in Fig. 14. In the bee dancing example, the canonical parameters describe the prototyped stylized bee dance. However, the individual dynamics in the different bee dances systematically vary from the prototyped dance due to the changing food source locations which are represented by the global parameters Φ.
Notice that the discrete state transitions in the top chain of Fig. 14 are instantiated by Θ and Φ d , and the observation model at the bottom is instantiated by Θ and Φ d while the continuous state transitions in the middle chain are instantiated solely by the canonical parameters Θ. In other words, the dynamics parameters Φ d , vary the prototyped switching behaviors, and the observation parameters Φ o vary the prototyped observation model. The intuition behind the quan-tification of global parameters is that they can be effectively discovered by finding the global parameters that best describe the discrepancies between the new observations and the behavioral template. In other words, the global parameters are estimated by minimizing the residual error that remains between the template and the observation sequence.
The result of parameterizing the SLDS model is the incorporation of additional conditioning variables in the initial state distribution P (l 1 |Θ, Φ d ), the discrete state transition table P (l t |l t−1 , Θ, Φ d ) , and the observation model P (z t |l t , x t , Θ, Φ o ) . There are three possibilities for the nature of the parameterization: (a) the PDF is a linear function of the global parameters Φ, (b) the PDF is a non-linear function of Φ, and (c) no functional form for the PDF is available. In the latter case of (c), general function approximators such as neural network may be used, as suggested in (Wilson and Bobick 1999) . In Sects. 6.2 and 6.3, we discuss learning and inference in P-SLDS under the assumption that functional forms are available.
We assume the global parameters are available during the learning phase when the behavior model is considered. However, during the testing phase, we are given only the observation sequence and we estimate the global parameters Φ jointly with L.
Learning in P-SLDS
In the learning phase, P-SLDS learns a canonical behavior template from motion data where the individual dynamics may vary due to different underlying global parameters, but we assume that these parameters are known in our training data. Learning in P-SLDS entails estimating the P-SLDS canonical parameters Θ, given the datā
,Z} where the dataD comprises a set of global parametersΦ = {Φ d ,Φ o }, a label sequencē L, and the observationsZ. The upper bars indicate that the values are known. We employ EM (Dempster et al. 1977; McLachlan and Krishnan 1997) with the continuous state X as the only hidden variables to find an ML estimate of the canonical parametersΘ.
The E-step in (9) is equivalent to inference in an LDS model. In more detail, since the global parametersΦ, the current P-SLDS parameters Θ i , the label sequenceL, and the observationsZ are all known, inference over the continuous hidden states X in E-step can be performed through Kalman-smoothing (Bar-Shalom and Fortmann 1988) . Given the posterior distribution f i L (X) in (9), we then update the parameters Θ i+1 as in (10).
In case the parameterized dependencies such as P (l t |l t−1 , Θ, Φ d ) are linear functions of the global parameters Φ, the M-step in (10) can be solved analytically. However, in the case where the parametric dependencies are non-linear, an exact M-step is infeasible and must be solved by alternative optimization methods, e.g., conjugate gradient or Levenberg-Marquardt methods.
Inference in P-SLDS
We use the learned P-SLDS canonical parameters Θ to perform the quantification of the global parameters Φ and inference on the label sequence L, given the observationsZ. Note that the canonical parameter set Θ is fixed once they are learned from the training datasetD, and we now interpret a novel dataset via inference where neither the global parameters Φ nor the label sequence L are known.
We use EM to quantify the optimal global parameters Φ as shown in Algorithm 2. Note that we use Algorithm 1 to learn the canonical model parameters Θ, while Algorithm 2 is used to estimate the global parameters Φ with simultaneous inference of the labels L. More details on the EM algorithm in Algorithm 2 are described below. In the following sections, we use the abbreviation "LLH" to denote log-likelihood.
Algorithm 1 EM1 for Learning in P-SLDS
• E-step 1: obtain the posterior distribution
over the hidden state sequence X, based on a current guess of the canonical parameters Θ i .
• M-step 1: maximize the expected log-likelihood:
E-step 2
The exact E-step in (12) is proved to be intractable (Lerner and Parr 2001) . Thus, we need to rely on the approximate inference methods. Here, we present a derivation of E-step based on approximate Viterbi (VI) method . Note that our derivation can be extended in a straight-forward way to other approximate inference methods. At the ith EM iteration, the joint posterior over the hidden variables L and X is approximated by a peaked posterior over X with the Viterbi decoded label sequenceL i :
We omit the implicit conditional dependence on the fixed canonical parameters Θ for clarity.
Algorithm 2 EM2 for Inference in P-SLDS
• E-step 2: obtain the posterior distribution:
over the hidden label sequence L and the state sequence X, using a current guess for the global parameters Φ i .
• M-step 2: maximize the expected log-likelihood:
M-step 2
Using the approximate posterior f i I (X) obtained in (11), the expected complete log-likelihood (LLH) in (13) is approximated as:
Using the chain rule, this factors as:
Note that we now only condition on relevant global parameters, e.g. the label sequenceL i is only conditioned on Φ d . Substituting (15) into the expected LLH L i (Φ) in (14), we obtain a more succinct form of L i (Φ) in which the term log P (L i |Φ d ) is moved outside the integral:
Here we introduced two convenience terms, the dynamic log-likelihood L(Φ d ) and the observation log-likelihood
In (16) (Φ o ) in (18) . Then, we obtain the fully factorized LLH terms as:
Above, the term f i I (x t ) denotes the marginal on x t from the full posterior f i I (X), i.e. f i I (x t ) = X/x t f i I (X) . Note that the term X log P (X|L i )f i I (X) disappears in the second line of (20) as it is not a function of the global observation parameter Φ o and does not help to improve the likelihood L i (Φ o ) . In the case where we are modeling data with parametric S-SLDS models, the global dynamic parameters Φ d are associated with the duration models of the S-SLDS, and (19) is not directly applicable because label transitions occur between segments. Hence, once we obtain the Viterbi labelsL i , the label sequence is converted into a list of segments, i.e.,L i = |s| j =1 s j where s j = (l j , d j ), as described in Sect. 5.1. Then, the dynamic LLH for parametric S-SLDSs can be evaluated as follows:
The observation LLH for parametric S-SLDS is evaluated as in (20). The details of the M-step will depend upon the application domain. In the case where the parametric forms are linear in the global parameters Φ, the M-step is obtained analytically. Otherwise, alternative optimization methods can be used to maximize the non-linear LLH function, as described in Sect. 6.2.
Modeling the Honey Bee Dance
We describe a model of the honey bee dance based on our parameterized segmental SLDS (PS-SLDS) model. The bee dance is parameterized by both classes of global parameters.
The global dynamics parameter set Φ d = {Φ d,l |1 ≤ l ≤ n} is chosen to be correlated with the average duration of each dance regime, where n = 3. The global observation parameter Φ o is chosen to be the angle orientation of the bee dance.
Canonical Parameters
The canonical parameters in honey bee dances are: a tuple of initial label distribution π , semi-Markov segmental Markov transition matrixB, LDS model parameters M and variances in durations in each behavioral modes Σ:
Note that the canonical parameter tuple Θ is fixed once it is learned from data, as mentioned in Sect. 6. The choice of canonical parameters are based on the knowledge of honey bee dances (Frisch 1967) . For example, it is reasonable to assume that the initial label distribution π and the segment label transition matrixB between different dance regimes do not vary across the dance sequences. In addition, the dancer bees try to regulate their waggle durations to convey the dance messages effectively. Hence, the amount of variation in the duration of each dance regime is assumed to be constant. Hence, they are learned and represented as the variances Σ.
Dynamics Model
We set the global dynamic parameters of the lth model Φ d,l to be the average duration μ l of lth dance regime, i.e., Φ d = {μ l |1 ≤ l ≤ n}. Accordingly, each parameterized duration model D l of S-SLDSs is modeled as a Gaussian distribution as follows:
Above, the duration mean μ l is a global dynamic parameter which is re-estimated at every EM iteration in P-SLDS learning (described in Sect. 6.3) while the variance Σ l is a fixed canonical parameter. Then, the explicit duration model in (22) is discretized into a histogram with maximum duration length D max l = 100. In the video database, a dance regime with extremely long duration lasted for about 75 frames. Thus, the choice of the maximum duration length D max l would be sufficient to represent the duration model. Once the histogram duration model D l is learned, we convert the model into an NSTF U l , as discussed in Sect. 5.2.
The M-step update for a dynamics parameter Φ d,l can be obtained by differentiating the dynamic LLH in (23):
In fact, the M-step update in (24) for the global dynamic parameters μ new = {μ new l |1 ≤ l ≤ n} turns out to be equivalent to re-estimating the mean durations of distinct dance phases from the estimated segmented label sequenceL i = |s| j =1 s j .
Observation model
The observation data are time-series sequences of vectors z t = x t , y t , cos(θ t ), sin(θ t )
T where (x t , y t ) and θ t denote, respectively, the 2D coordinates and the heading angle of the tracked dancer bee at time t. The angle of zero corresponds to the direction of the positive x-axis and increases in the clockwise direction. The trigonometric function elements in the observations were introduced to bound the effects of angular factors within [−1, 1]. Note that the observed temporary heading angle θ t differs from the global dance angle Φ o . We use the following parameterized observation model
where R(Φ o ) is the rotation matrix, and Hl t and Vl t denote the observation parameters of thel t th component LDS, corresponding to labell t of the Viterbi sequenceL. We also define α t (Φ o ) to denote the projected-then-rotated vector of the corresponding state x t :
Combining terms, we obtain the observation
where we have omitted redundant constant terms. Intuitively, the optimization in (27) is to find an updated dance angle Φ i+1 o which minimizes the sum of the expected Mahalanobis distances between the observations z t 's and the projected-then-rotated states α t (Φ o )'s. However, since the non-linearities are involved due to the rotation, there is no analytical solution to this maximization problem. Specifically, (27) involves quadratic trigonometric function terms such as sin(Φ o ) 2 . Thus, we perform 1D gradient ascent on the obtained functional and it is still guaranteed to increase the likelihood of the model in the spirit of Generalized EM (Neal and Hinton 1998) . Tables 1 and 2 give the global motion parameters for each of the numbered sequences. Key:
, ,
Experimental Results
The experimental results show that PS-SLDS provides reliable global parameter quantification capabilities along with improved recognition abilities in comparison to the standard SLDS. The six dancer bee tracks obtained from the videos are shown in Fig. 15 . Sample output from our vision-based tracker (Khan et al. 2004 ) is shown in Fig. 1(b) , where the dancer bee is automatically tracked inside the white rectangle.
We performed experiments with 6 video sequences 2 with length 1058, 1125, 1054, 757, 609 and 814 frames, respectively. Once the sequence observations Z were obtained, the trajectories were preprocessed so that the mean of each track is located at (100,100). Note from Fig. 15 that the tracks are noisy and much more irregular than the idealized stylized dance prototype shown in Fig. 1(a) . The red, green and blue colors represent right-turn, waggle and left-turn phases. The ground-truth labels are marked manually for comparison and learning purposes. The dimensionality of the continuous hidden states was set to four.
We adopted a leave-one-out (LOO) strategy for evaluation. The parameters are learned from five out of six datasets, and the learned model is applied to the left-out dataset to perform labeling and simultaneous quantification of angle/average waggle duration. Six experiments were performed using both PS-SLDS and the standard SLDS, so that we test on each sequence once. The PS-SLDS estimates of angle/average waggle durations (AWD) are directly obtained from the results of global parameter quantification. On the other hand, the SLDS estimates are heuristically obtained by averaging the transition numbers or averaging the heading angles from the inferred "waggle" segments. 2 The experimental data used in this work are available at: http://borg. cc.gatech.edu/biotracking.
Learning from Training Data
The parameters of both PS-SLDS and standard SLDS are learned from the data sequences depicted in Fig. 15 . The standard SLDS model parameters were learned as described in Sect. 3.3. The canonical parameters tuple described in Sect. 7.1 are all learned solely based on the observations Z without any restriction on the parameter values. However, the prior distribution π on the first label was set to be a uniform distribution.
To learn the PS-SLDS model parameters, the ground truth waggle angles and AWDs were evaluated from the data. Then, each sequence was preprocessed (rotated) in such a way that the waggles head in the same direction based on the evaluated ground truth waggle angles. This preprocessing was performed to allow the PS-SLDS model to learn the canonical parameters which represent the behavioral template of the dance. Note that six sets of model parameters are learned through the LOO approach and the global angle of the test sequence is not known a priori during the learning phase. In addition to the model parameters learned by the standard SLDS, PS-SLDS learns additional duration models D, and semi-Markov transition matrixB, as described in Sect. 5.
Inference on Test Data
During the testing phase, the learned parameter set was used to infer the labels of the left-out test sequence. An approximate Viterbi (VI) method and variational approximation (VA) methods (Ghahramani and Hinton 1998; Oh et al. 2005a ) were used to infer the labels in standard SLDSs. The initial probability distributions for the VA method were initialized based on the VI labels. Our initialization scheme assigned VI labels a probability of 0.8 and the other two labels at every time-step were assigned probabilities of 0.1. We used the VI method due to its simplicity and speed. Our experiments compare the performance of SLDS and PS-SLDS models based on VI and VA methods.
Qualitative Results
Our experimental results demonstrate the superior recognition capabilities of the proposed PS-SLDS model over the original SLDS model. The label inference results on all data sequences are shown in Fig. 16 . The four color-coded strips in each figure represent SLDS VI, SLDS VA, PS-SLDS VI and the ground-truth labels from the top to the bottom. The x-axis represents time flow and the color is the label at that corresponding video frame. The superior recognition abilities of PS-SLDS can be observed from the presented results. The PS-SLDS results are closer to the ground truth or comparable to SLDS results in all sequences. In particular, the sequences 1, 2 and 3 are challenging because the tracking results obtained from the vision-based tracker are more noisy. In addition, the patterns of switching between dance modes and the durations of the dance regime are more irregular than the other sequences.
It can be observed that most of the over-segmentations that appear in the SLDS labeling results disappear in the PS-SLDS labeling results. PS-SLDS estimates still introduce some errors, especially in sequences 1 and 3. However, keeping in mind that even a human expert can introduce labeling noise, the labeling capabilities of PS-SLDS are fairly good.
Quantitative Results
The quantitative results on the angle/average waggle duration quantification show the robust global parameter quantification capabilities of PS-SLDS. Table 1 shows (from top to bottom): the absolute errors of the PS-SLDS estimate along with the error rates (%) in parenthesis, SLDS estimates based on the VI and the VA methods, and the ground truth angle. The best estimates are accented in bold fonts. The SLDS estimates are obtained by the heuristic of averaging the heading angles in the sequences that were labeled as "waggle" in the inference step. All of the error values are the difference between estimated results and known ground truth values.
Based on the six tests, PS-SLDS and SLDS show comparable waggle angle estimation capabilities. There is no distinguishable gap in performance between VI and VA methods. Our hypothesis is that the over-segmentation errors do not effect the waggle angle estimate as much as it effects average waggle duration estimates. Note that the maximum error of PS-SLDS angle estimate was 0.11 radians for the fifth dataset, which is fairly good considering the noise in the tracking results.
The quantitative results on average waggle duration (AWD) quantification show the advantages of PS-SLDS in quantifying the global dynamics parameters of interest. AWD is an indicator of the distance to the food source from the hive and is valuable data for insect biologists. Table 2 shows (from top to the bottom): the absolute errors and error rates of the PS-SLDS estimates, the SLDS estimates of VI and VA methods and the ground truth AWDs. Again, the best estimates are marked in bold fonts where PS-SLDS estimates are consistently superior to the SLDS estimates.
The SLDS estimates are obtained by evaluating means of the waggle durations in the inferred segments. The results again show that PS-SLDS estimates match the ground-truth closely. In particular, we want to highlight the quality of the PS-SLDS AWD estimates for sequences 2, 3, 4 and 5. In contrast, the SLDS estimates in these cases are inaccurate. More specifically, the SLDS estimates deviate far from the ground truth in most cases except for the sequence 4. The reliability of AWD estimates of PS-SLDS model show the benefit of the duration modeling and the canonical parameters supported by the enhanced models. Finally, Table 3 shows the overall accuracy of the inferred labels for the PS-SLDS, SLDS DD-MCMC, SLDS VI, and SLDS VA results. It can be observed that PS-SLDS provides very accurate labeling results w.r.t. the ground truth. Moreover, PS-SLDS consistently improves upon the standard SLDSs across all six datasets. The overall experimental results show that PS-SLDS model is promising and provides a robust framework for the bee application. It should be noted that SLDS DD-MCMC is the most computationally intensive method, and PS-SLDS still improves on SLDS DD-MCMC in a consistent manner.
Discussion
It can be difficult to choose the right dimensionality for the hidden continuous states X. In our experiments, dimensions less than four resulted in poor classification. It is conjectured that such small dimensions do not provide hypothesis space rich enough to represent the motion patterns of dancer bees. On the other hand, some experiments with higher dimension (>10) suffered from over-segmentation when the model was trained using the limited available training data.
In addition, we investigated the synthesis capabilities of the model. The learned SLDSs and PS-SLDSs were used to generate honey bee dances. However, the synthesis results were not satisfactory. It is expected that more realistic trajectories can be generated with higher dimensional models (≥ 4) although the limited amount of training data is the major impediment to better generalization. The on-going work on the synthesis power of the model remains as a future work.
Conclusion
In this paper, we addressed the problem of learning and inferring behavioral patterns of a target based on tracked video data. In our approach, SLDSs are investigated as a promising framework to model complex motions. Accordingly, the labeling and quantification problems in computer vision are framed as learning and inference problems.
In our work, we encountered three challenges in developing an effective modeling system based on a standard SLDS model: (1) intractability of inference, (2) limited duration modeling, and (3) absence of principled means for quantification. We addressed these issues by introducing three extensions of the standard SLDS paradigm.
First, we addressed the intractability of inference in SLDSs by introducing a novel data-driven MCMC (DD-MCMC) method. The proposed method can effectively discover the true posterior over the hidden labels.
Second, we presented a segmental SLDS model to enhance the duration modeling capabilities of SLDSs. The proposed S-SLDS can incorporate arbitrary duration models which are not supported by the standard SLDS model. Nonetheless, we also demonstrated that the proposed S-SLDS model can be converted into an equivalent standard SLDS model by introducing meta-variables. This conversion ensures that the large array of approximate inference algorithms developed for standard SLDSs can be applied in S-SLDSs.
Third, parametric SLDS (P-SLDS) is introduced as an extension to provide a systematic means to quantify the global parameters which induce systematic temporal and spatial variations in the motion. The proposed model can simultaneously infer the hidden labels and the global parameters in an iterative manner via the EM algorithm.
Finally, we presented experimental results on real-world honey bee dance sequences, where the honey bee dances were modeled using a parametric segmental SLDS (PS-SLDS) model, i.e. combination of P-SLDS and S-SLDS. Both the qualitative and quantitative results show that the enhanced SLDS model can robustly infer the labels and global parameters. A large number of over-segmentations in labeling which appeared in standard SLDSs are not present in the PS-SLDS results. In addition, the results on the quantification abilities of PS-SLDS show that PS-SLDS can provide estimates which are very close to the ground truth. It was also shown that PS-SLDS consistently improves on SLDSs in overall accuracy. The consistent results show that PS-SLDS improves upon SLDS for the honey bee dance data and suggest that they may be promising for other applications.
We have demonstrated that both DD-MCMC and PS-SLDS provide significant performance improvements over SLDS in analyzing bee dance data. It would be interesting to investigate the benefits of these methods in higher dimensional data spaces and additional problem domains. We plan to address this in our future work.
Appendix Data-Driven MCMC for SLDS
Metropolis Hastings
Data-driven MCMC method adopts the Metropolis-Hastings (MH) framework (Metropolis et al. 1953; Hastings 1970 ) to generate samples from arbitrary distributions. The pseudocode for the MH algorithm is shown in Algorithm 3 (adapted from Gilks et al. 1996) .
Algorithm 3 Pseudo-code for Metropolis-Hastings (MH) 1. Start with a valid initial label sequence L (1) . 2. Propose a new label sequence L (r) from L (r) using a proposal density Q(L (r) ; L (r) ). 3. Calculate the acceptance ratio
where P (L|Z) is the target distribution. 4. If a >= 1 then accept L (r) , i.e., L (r+1) ← L (r) .
Otherwise, accept L (r) with probability min (1, a) . If the proposal is rejected, then we keep the previous sample, i.e., L (r+1) ← L (r) .
Intuitively, step 2 proposes "moves" from the previous sample L (r) to the next sample L (r) in the space of label sequences L, which is driven by a proposal distribution Q(L (r) ; L (r) ). The evaluation of a and the acceptance mechanism in steps 3 and 4 have the effect of modifying the transition probabilities of the chain in such a way that its stationary distribution is exactly P (L|Z).
Learning
In the learning phase, we collect temporal cues from the training data. Then, a set of models of cues which we call 'label-cue models' are constructed based on the collected cues, i.e. {P (c|l i )|1 ≤ i ≤ n}. By a temporal cue c t , we mean a cue at time t that can provide a guess for the corresponding label l t . A cue c t is a certain statistic obtained by observing the data within the fixed time range of z t . For example, the change of angles are collected as temporal cues in the bee application, as illustrated in Fig. 5 .
Then, a set of n label-cue models LC = {P (c|l i )|1 ≤ i ≤ n} are learned from the classified cues where the cues are classified with respect to the training labels. Here, n corresponds to the number of existing patterns, the number of LDSs in our case. Each label-cue model P (c|l i ) is an estimated generative model and describes the distribution of cue c given the label l i . The learned label-cue models are used later in the inference phase to construct a proposal prior.
Inference
In the inference phase, we first collect the temporal cues from the test data without access to the labels. Then, the learned label-cue models are applied to the cues and the proposal priors are constructed. A proposal prior P (l t |c t ) is a distribution on the labels, which is a rough approximation to the true posterior P (l t |Z). When a cue c t is obtained from a test data, we construct a corresponding proposal prior P (l t |c t ) as follows:
Above, a proposal prior P (l t |c t ) is obtained from the normalized likelihoods of all labels. The prior describes the likelihood that each label generates the cue. By evaluating all the proposal priors across the test sequence, we obtain a full set of proposal priors P (L) = {P (l t |c t )|1 ≤ t ≤ T } over the entire label sequence. However, the resulting proposal priors were found to be sensitive to the noise in the data. Thus, we smooth the estimates and use the resulting distribution. The proposed approach is depicted graphically in Figs. 5, 6, 7 for the case of the bee dance domain.
The proposal priors P (L) and the SLDS discrete Markov transition PDF B constitute the data-driven proposal Q. While the proposal priors P (L) provide the data-driven characteristics, the Markov PDF B adds the model characteristics to a new sample. Consequently, the constructed proposal Q proposes samples that nicely embrace both the data and the intrinsic Markov properties. The proposal scheme comprises two sub-procedures. First, it selects a local region to update based on the proposal priors. Rather than updating the entire sequence of a previous sample L (r) , it selects a local region in L (r) and then proposes a locally updated new sample L (r ) . The local update scheme improves the space exploration capabilities of MCMC and results in faster convergence. Secondly, the proposal priors P (L) and the discrete transition PDF B are used to assign the new labels within a selected region. The second step has the effect of proposing a sample which reflects both the data and Markov properties of SLDSs. The choice of the second step, product of two PDFs, proposes smoother and more plausible label sequences in general than other options, e.g., mixture of two PDFs. The two sub-steps are described in detail below.
In the first step, scoring schemes are used to select a local region within a sample. First, the previous sample labels L (r) are divided into a set of segments at a regular interval. Then, each segment is scored with respect to the proposal priors P (L), i.e. the affinities between the labels in each segment and the proposal priors are evaluated. Any reasonable affinity and scoring schemes are applicable. Finally, a segment is selected for an update via sampling based on the inverted scores.
In the second step, new labels l t 's are sequentially assigned within a selected segment using the assignment function in (30) where B l t |l t−1 = P (l t |l t−1 ). The implicit dependence ofl t on c t in (29) 
Above, the first term with the sampling ratio β denotes the probability to keep the previous label l t , i.e. l t ← l t . The second term with coefficientβ = 1 − β proposes a sampling of a new label l t .
