Complex and natural social interaction between artificial agents (computer-generated or robotic) and humans necessitates the display of rich emotions in order to be believable, socially relevant, and accepted, and to generate the natural emotional responses that humans show in the context of social interaction, such as engagement or empathy. Whereas some robots use faces to display (simplified) emotional expressions, for other robots such as Nao, body language is the best medium available given their inability to convey facial expressions. Displaying emotional body language that can be interpreted whilst interacting with the robot should significantly improve naturalness. This research investigates the creation of an affect space for the generation of emotional body language to be displayed by humanoid robots. To do so, three experiments investigating how emotional body language displayed by agents is interpreted were conducted. The first experiment compared the interpretation of emotional body language displayed by humans and agents. The results showed that emotional body language displayed by an agent or a human is interpreted in a similar way in terms of recognition. Following these results, emotional key poses were extracted from an actor's performances and implemented in a Nao robot. The interpretation of these key poses was validated in a second study where it was found that participants were better than chance at interpreting the key poses displayed. Finally, an affect space was generated by blending key poses and validated in a third study. Overall, these experiments confirmed that body language is an appropriate medium for robots to display emotions and suggest that an affect space for body expressions can be used to improve the expressiveness of humanoid robots.
INTRODUCTION
Complex and natural social interaction between humans and artificial agents (computer-generated or robotic) necessitates the display of rich emotions in order to be believable, socially relevant, and accepted, and to generate the natural emotional responses that humans show in the context of social interaction, such as engagement or empathy. Whereas some robots use faces to display (simplified) emotional expressions, for other robots such as Nao, body language is the best medium available given their inability to convey facial expressions. This feature also offers researchers the rare opportunity to investigate how much emotion can be conveyed without taking facial expression into account.
Existing artificial agents express emotions using facial expressions, vocal intonation [Schröder 2001 ], body movements, and postures. For instance, Greta is a virtual human that can display emotions using its face in combination with gestures [Pelachaud 2009 ]. A very different example is "FearNot", which is a virtual environment for educating children on the issues of bullying [Hall et al. 2006] . "FearNot" uses cartoonish characters with which children bond and sympathize while watching bullying situations from different perspectives. "FearNot" portrays animated characters that use their face and body to express emotions and has demonstrated good learning outcomes [Enz et al. 2008] . For computer agents, other modalities have also been proposed including the use of lighting and shadows as a medium for artificial agents to express emotions [de Melo and Paiva 2008] .
Expressive robots have also been successfully created. For instance, the face of Kismet [Breazeal 2002 ] conveys emotions based on nine prototypical facial expressions that "blend" together along three axes: arousal, valence, and stance. Arousal defines the level of energy. Valence specifies how positive or negative the stimulus is. Stance defines how approachable the stimulus is. This approach, based on the circumplex model of emotions [Russell 1980] , defines an affect space in which expressive behaviors span continuously across these three dimensions, creating a rich variety of expressions. Another example is the Kobian humanoid robot that can express emotions using its face in combination with body movements [Zecca et al. 2009] .
Research has also focused on achieving responsive behaviors, especially for virtual humans. For instance, Gillies et al. [2008] have created a method to create responsive virtual humans that can generate their own expressions based on motion capture data. However, it is not possible to transfer this method directly onto robots as they cannot reproduce the movements captured by motion capture as smoothly as virtual humans or without falling over. Moreover, it is not evident that the same body language displayed by a human and by an agent (computer-generated or robotic) would be interpreted in a similar way. For instance, Beck et al. [2009] found a drop in believability and recognition rate when comparing the same emotional body language displayed by an actor and a computer agent (animated character) animated using motion capture. These results could be due to the fact that the motion capture technology used for the animation does not capture microgestures and secondary animations such as breathing and hand movements. Breathing is known to participate to the expression of specific emotions [Dantzer 2005 ]. Hand and finger movements have been found to contribute to the expression of certain emotions as well [Wallbott 1998 ]. These would not necessarily be a problem for an agent as these cues could be procedurally recreated and hence would not be missing. However, these differences could be due to the nature of the agent itself (artificial agent versus biological character) and to the difference in physical realism between the actor and the animated character [Beck et al. 2008] .
Indeed, it is not evident that expressions displayed by a human and by an agent are interpreted in a similar way. Encouraging results have, however, been found from a Mori [1970] ). much weaker stimulus. Using restricted technology, it was found that humans tend to interact with computers as they do with real people [Nass and Moon 2000] .
However, it cannot be simply assumed that greater fidelity would improve the interaction. As agents become more visually realistic, they are confronted with the well-known Uncanny Valley problem [Mori 1970 ]. The Uncanny Valley (Figure 1 ) models a drop in believability as agents acquire greater visual similarity with humans [Brenton et al. 2005] . The concept was first introduced in robotics, where it was reported that highly realistic humanoid robots tend to be found repulsive [Mori 1970 ]. In recent years, improvement in the field of animation technology has increased the level of visual realism that can be achieved. In the context of animation, visual realism is defined in terms of physical realism (i.e., how similar to a human the character looks) and behavioral realism (i.e., how similar to a human the movements are). The expectation was that as visual realism increases so should believability. However, animated characters from the film industry have also been confronted with the same drop in believability as described by the Uncanny Valley. For example, the characters from The Polar Express [Zemeckis 2004] or Final Fantasy [Sakaguchi and Sakakibara 2001] have failed to be convincing [MacDorman et al. 2009 ]. Unrealistic characters, such as the ones used in traditional cel animation, were not confronted with this issue as they generated empathy. Further discussions on the concept of the Uncanny Valley can be found elsewhere [Dautenhahn and Hurford 2006] . However, the Uncanny Valley ( Figure 1 ) is not grounded on systematic studies and its very existence is still subject to debate. Moreover, existing studies seem far too simple to fully explore the full complexity of the problem. The causes of it might not be straightforward, and might involve a complex combination of all sorts of contextual, cultural, social, and other factors [Cañamero 2006 ]. Moreover, part of the uncanny effect could be due to poor design or disappointing storylines. The Uncanny Valley may also result from issues with the display of body language or, as suggested by Brenton et al. [2005] , from poor facial animation. Traditional animation which created a wide range of credible characters, avoiding the Uncanny Valley, highlights the importance of displaying appropriate emotional behaviors [Bates 1994 ; Thomas and Johnston 1995] .
Research on the expression of emotions has mainly focused on understanding facial and vocal expressions [Kleinsmith et al. 2006] , emphasising their importance. However, recent studies have also shown the importance of body language as a medium to express emotions [den Stock et al. 2007; Kleinsmith et al. 2011 Kleinsmith et al. , 2006 . This suggests that the Uncanny Valley could be due to poorly animated body language as well. This is supported by classical animation which asserts that the expression must be captured throughout the whole body as well as the face [Thomas and Johnston 1995] . Even theater upholds this principle, by asking actors to become, in Artaud's words, "athletes of the emotions" and a large part of an actor's training concerns the nonverbal expression of emotions (see AMS [2011] , for example). Hence, an animated character or a robot displaying emotion realistically through the face and not through the rest of the body may look unnatural to a viewer as the Uncanny Valley may result from the body language being displayed as well. This possibility remains unexplored as most of the studies on the Uncanny Valley focused on facial expressions (see, for instance, Hanson et al. [2005] and MacDorman et al. [2009] ). The Uncanny Valley threatens the implicit assumption in developing hyper-real characters, that viewers perceive and interpret a human's or agent's expressions in a similar way. Thus, although effort is being expended to create expressive agents from a technical perspective, it is not known whether they could be used in the context of natural interactions with humans.
Emotional cues that can be accurately interpreted are essentials in order to create believable characters [Bates 1994 ]. Although it has been shown that emotional body language is an effective medium used by humans to convey emotions and that it can be used to automatically recognize emotions, it is not evident that the same gestures would be interpreted similarly by humans when displayed by an artificial agent. This is an important issue which has not been previously investigated. This is why the first experiment compared the interpretation of emotional body language displayed by humans and agents. The results showed that emotional body language displayed is interpreted in a similar way when displayed by agents or by humans. Following these results, emotional key poses were extracted from actor performances and implemented on a Nao robot. The interpretation of these key poses was validated in a second study were it was found that participants were better than chance at interpreting the key poses displayed. Finally, an affect space was generated by blending key poses and was validated in a third study.
COMPARING EMOTIONAL BODY LANGUAGE DISPLAYED BY HUMANS AND AGENTS

Design
The aim of this study was to compare the interpretation of body language displayed by humans and artificial agents. Existing results on the perception of emotions have shown that it is possible to identify emotions looking at body language only [Coulson 2004; de Gelder 2009; Kleinsmith et al. 2011 Kleinsmith et al. , 2006 Wallbott 1998 ]. However, the effect of changing the embodiment (i.e., human versus artificial agent) has not been empirically tested. In order to ensure that the emotional body language displayed is similar across conditions, motion capture technology was used to record movements. Since it would be impossible to display the recorded movements on a robotic platform without unwanted modifications (body dimension and weight repartition is different), animation was used to avoid confounding the results.
The independent variables were defined to test predictions based on the Uncanny Valley model. Realism was divided in two distinct categories, the level of physical realism (i.e., appearance) and the level of behavioral realism (i.e., the way a character moves). Physical realism was manipulated by changing the type of character (character type) displaying the emotions. The characters varied in their level of similarity with an anatomically accurate form. The most realistic character used was an actor video recorded, followed by a realistic computer-generated character and a simplified one (actor versus realistic character versus simplified character). The fact that traditional animation, such as Disney [Thomas and Johnston 1995] , usually uses stylized and unrealistic displays of emotions, which are adapted to the physical appearance of the characters, may have an effect at different levels of physical realism. This could affect the perception of the animated display (participants on seeing a simplified agent could expect stylized and exaggerated display of emotions rather than ordinary displays). Therefore, behavioral realism was manipulated by changing the style of display (action style). The style of movements varied in their similarity from the ones that could be displayed in the real world through to the ones that can be found in traditional animation (ordinary versus stylized). The experiment also investigated whether there is an "uncanny effect" in the display by comparing the perceived believability and naturalness of ordinary and stylized displays of emotion (action style) (Table I) . It is unclear whether the movements that motion capture failed to record have an effect on how emotional body language is perceived. Therefore, an additional independent variable was included in which the quality of the emotional body language displayed was deteriorated. This was done by reducing the frame rate from twenty-five frames per second to twelve frames per second (12FPS versus 25FPS). Twelve frames per second was chosen as it is usually considered just enough to maintain a satisfactory illusion of continuous motion [Chapman and Chapman 2004] , therefore creating a condition in which body movements are slightly jerky but the illusion of motion is maintained (frame rate).
The experiment was conducted to investigate whether the problem described by the Uncanny Valley applies to the perception of emotional body language. A prediction based on the Uncanny Valley is that a highly realistic character will be harder to interpret and will also be perceived as less emotional (Section 1). To test this prediction, two dependent variables were used to record emotional interpretation. It was defined and recorded in terms of emotional identification (correct identification) and perceived emotional strength (strength). Moreover, another prediction based on the Uncanny Valley is that as characters get more realistic, they will be subject to a drop in believability and naturalness (Section 1). Believability and naturalness are very important in animation as they contribute to the "illusion of life" [Thomas and Johnston 1995] . Thus, this prediction was also tested by adding perceived believability (believability) and naturalness (naturalness) as dependent variables.
Following these hypotheses, it was expected that a complex set of interactions between character type, action style, and frame rate will be found in the results. More precisely, it was predicted that the effect of character type will depend on action style and on frame rate. For the ordinary displays, it was predicted that the characters' appearance will have an effect and that the actor (consistent realism) will be perceived as better than the simplified character, which in turn will be perceived better than the realistic character (Figure 1 ). Moreover, it was predicted that the actor will be perceived as better when displaying ordinary movements at 25 frames per second whereas the opposite was predicted for the two animations. Similarly, the simplified character should be perceived as better when displaying stylized movements at 12 frames rate per second.
In addition to external factors another issue to consider when making emotion judgments is the participants' innate ability to accurately interpret emotional behavior. Emotional intelligence was thus recorded to determine whether this correlates with the viewer's ability to classify emotion in either the video or in the animated conditions. Similarly, previous experience with video games and animated characters might affect the way the emotional language is perceived, especially in the animated conditions. It is possible that participants experienced in playing video games or generally very familiar with animation are accustomed to the uncanny effect and will be less affected. Therefore, the study considered potential effects including whether they correlate with participants' perceived believability and naturalness of the emotional body language displayed. No prediction regarding individual differences can be made based on the Uncanny Valley. However, it is expected that they will be related to the way the agents and emotional displays are perceived and interpreted.
In summary, four main questions were identified and tested.
(Q1). Does the character type affect the correct identification, strength, believability, and naturalness of the emotional body language displayed? (Q2). Does the action style affect the correct identification, strength, believability, and naturalness of the emotional body language displayed? (Q3). Does the frame rate affect the correct identification, strength, believability, and naturalness of the emotional body language displayed? (Q4). Are personal differences including emotional intelligence, experience in playing video game or familiarity with animated character related to correct identification, strength, believability, and naturalness?
Participants
Forty participants were recruited, mostly members of staff and students of the University of Portsmouth (21 females and 19 males) ranging in age from 20 to 60. Participants were randomly allocated to one of two groups (12frames/second versus 25 frames/second) ( Table I ). The twenty participants (12 females and 8 males) in the 25 frames/second condition ranged in age from 21 to 60 (M = 35, SD = 12). The twenty participants (9 females and 11 males) in the 12 frames/second condition ranged in age from 20 to 53 (M = 36, SD = 11). Participants were entered in a raffle to win an iPod in exchange for participation.
Apparatus
A professional actor and a professional director were hired to generate the performance of body movements in different emotional states. The actor performed ten emotions: anger, disgust, shame, fear, sadness, surprise, relief, happiness, pride, and excitement. Each emotion was performed in two different ways, an ordinary version for which the actor tried to act naturally and an exaggerated or stylized one closer to the style of traditional animation. He also performed a "neutral" state. To ensure equivalency across conditions, the actor was video recorded (Figure 2 ) and motion captured simultaneously. The videos were recorded using a Sony PD170P. Motion capture data was recorded using an eight-camera VICON motion capture system. The motion capture data was then used to animate two characters ( Figure 2 ) so that they displayed the same body language. The faces and hands of the actor and of the animated characters were pixelated, so that this source of information was removed along with the possible uncanny effect that may come from poor facial or poor hand animations. In addition, to remove possible effects, such as differences in dress of the actor and animated character, the three appeared in a motion capture suit (Figure 2 ), were sized to look similar (faces were not visible), and were put in the same context ( Figure 2 ). Thus, sixty-three videos were created: (10 emotions × 2 style (natural and stylized) + 1 neutral state) × 3 character types (actor, realistic character, and simplified character). The videos, the animations, and the questionnaire were displayed on a 5m × 2.5m rear projection screen. To record participants' answers, the material was embedded into a custom-made interface, which was used for displaying the video clip at life size as well as recording the participants' answers ( Figure 3 ).
Materials
In order to record the participants' interpretations (correct identification and strength) of the emotion body language displayed, an existing questionnaire based on the Geneva Emotion Wheel [Scherer 2005] , which places twenty emotion labels on a twodimensional axis, with dimensions valence and control, was modified. Whereas the Geneva Emotion Wheel (GEW) is usually used for self-report assessments, that is, participants reporting their own emotional state, in this study it has been used to report on participants' interpretations of the clips. The wheel's center includes two options, "no emotion at all" (neutral state) and "none of the above", in case a participant perceives an emotion not on the wheel. Each participant was also asked to indicate the strength for every emotional clip (five-point Lickert scale radiating out from the center).
For each emotional clip, participants were also asked to rate the believability and naturalness on a seven-point Lickert scale (1 = Not at all, 7 = Completely). A poststudy questionnaire gathered personal information including gender (male, female), age, experience in video games and familiarity with animated characters on a five-point Lickert scale (1 = Not at all, 5 = Very much). Finally participants were presented with a picture of the simplified character, a picture of the realistic character, and a picture of the actor and asked, for each of them, if during the study they thought this character was an actor or an animation.
Emotional intelligence was measured using the 33-item emotional intelligence scale [Schutte et al. 1998 ].
Procedure
The study was advertised as a study on emotional body language, and no mention of the presence of animated characters was made to participants prior to the experiment.
All participants were tested by the same experimenter in individual sessions. Each session began by obtaining consent, followed by the emotional intelligence questionnaire. After completion of the questionnaire, participants were told how to use the software and given an explanation of the GEW. The term "believability" was clearly defined as "to what extent do you think the character is feeling the emotion" and naturalness was defined as "the quality of the way the character moves." Participants were informed that faces and hands were blurred before they watched and assessed the 63 video clips-(10 emotions +1 neutral state) * 3 character types. Each video was played through only once. Then participants responded, which triggered the next video. When all video clips were interpreted, the poststudy questionnaire automatically started. Finally, participants were fully debriefed regarding the purpose of the study. The whole procedure took less than one hour.
RESULTS
Preliminary Data Validation
To test if differences could have confounded the results between the two separate frame rate (12 FPS versus 25 FPS) groups, one-way ANOVAs were carried out on the data. There was no difference between groups for emotional intelligence (F(1,38) = 0.01, p = 0.92), experience in video games (F(1,38) = 0.00, p = 1.00), familiarity with animated characters (F(1,38) = 0.01, p = 0.93), or in their ages (F(1,38) = 0.07, p = 0.80). Therefore, any frame rate differences are not confounded by participant differences between groups.
Prior to the full analysis of experimental conditions, it was necessary to validate the performances used for each emotion. Therefore, the recognition rates were computed to investigate whether it was possible for participants to correctly identify each emotion from watching the emotional body language alone (i.e., without facial or voice display). Recognition rates were above chance level (Table II) , although they varied between emotions (from min 60%, for relief, to max 100%, for pride, chance level would be 1-(1/22) 6 = 24%).
Overview of the Experimental Effects
The participants' mean score for the emotional intelligence questionnaire was 104.13 out of 150 (SD = 13.32). An average of 3.9 out of 7 (SD = 2.38) was reported on experience in video games and 4.9 out of 7 (SD = 1.90) on familiarity with animated characters.
A high-level analysis of the experimental conditions was carried out with repeated measures ANOVAs; 3 character type × 2 action style × 2 frame rate. Frame rate had no effect on correct identification (F(1,38) = 0.06, p = 0.80, partial η 2 = 0.00), on strength (F(1,38) = 1.38, p = 0.25 partial η 2 = 0.03), on believability (F(1,38) = 0.12, p = 0.74, partial η 2 = 0.00), nor on naturalness (F(1,38) = 0.21, p = 0.65 partial η 2 = 0.01). Therefore, in order to get a larger sample size and to remove the between group constraint on the statistical tests, the two sets of data were combined for the rest of the analysis, effectively eliminating frame rate as a condition.
The effects of character type were assessed with repeated measures ANOVAs on each dependent variable; 3 (character type) × 2 (action style). Assumptions of normality, homogeneity of variance, and sphericity were met.
Character type had no effect on correct identification (F(1,38) = 0.84, p = 0.44, partial η 2 = 0.02). Character type had a significant effect on strength (F(1,38) = 23.99, p < 0.01, Partial η 2 = 0.38). Post hoc analysis (least significant difference) showed that overall, the emotions were perceived as stronger when displayed by the actor than by the realistic character (p < 0.01) or by the simplified character (p < 0.01). However, they were perceived as similar in terms of strength when displayed by the realistic character and the simplified character (p = 0.40) (Figure 4) .
Character type had a significant effect on believability (F(1,38) = 17.22, p < 0.01, partial η 2 = 0.31). Post hoc analysis (least significant difference) showed that, overall, the emotions were perceived as more believable when displayed by the actor than by the realistic character (p < 0.01) or by the simplified character (p < 0.01). Moreover, they were perceived as more believable when displayed by the realistic character than by the simplified character (p < 0.01) ( Figure 5 ).
Character type had a significant effect on naturalness (F(1,38) = 15.82, p < 0.01, partial η 2 = 0.29). Post hoc analysis (least significant difference) showed that, overall, the emotions were perceived as more natural when displayed by the actor than by the realistic character (p < 0.01) or by the simplified character (p < 0.01). Moreover, they were perceived as more natural when displayed by the realistic character than by the simplified character (p < 0.05) ( Figure 6 ).
The general patterns from the investigation indicate that, overall, participants were equally good at interpreting the emotions displayed by the actor, the realistic character, and the simplified character. However, the character displaying the emotions did have an effect on strength (Figure 4 ), on believability ( Figure 5 ), and on naturalness ( Figure 6 ).
Moreover, the recognition rate varied greatly depending on the emotions displayed (Table II) . This might have resulted in the lack of effect of character type on correct identification. Therefore, this was further investigated.
Effect of Character Type on Correct Identification
The lack of significant differences in the correct identification for most of the displays across the different character types could indicate that interpretation of emotional body language did not depend on the presentation condition. However, to confirm this and eliminate the possibility that it was due to a lack of statistical power or to randomness in the interpretation, a psychological space of the interpretation was generated using a multidimensional scaling procedure (PROXSCAL).
Multidimensional scaling is a systematic procedure for obtaining a spatial representation consisting of a geometric configuration of points [Kruskal and Wish 1978] . Each point in the configuration (Figure 7 ) corresponds to one of the 63 videos (10 emotions × 2 style (natural and stylized) + 1 neutral state) × 3 character types). Multidimensional scaling uses a measure of proximity between objects as input (each videos clip presented in this case). The proximities between videos clips were generated by counting the percentage of interpretations each video clip had in common with the others. Video clips that were interpreted similarly had smaller distances from one another than those that were not. Videos clips were labeled by intended emotion (rather than by interpretation). The resulting solution is a unique two-dimensional psychological space (Figure 7) .
The clustering of video clips in the psychological space ( Figure 7) shows that the intended emotions cluster together independently from the character presented. This suggests that the lack of general significant differences is not due to randomness in the interpretation or to a lack of statistical power that could have made differences undetectable. It rather suggests that the video clips were interpreted independently from the character.
Effects of Action Style
The effects of action style were assessed with 3 (character type) × 2 (action style) repeated measures ANOVAs on each dependent variable to determine the general patterns after eliminating the between-subjects frame rate condition. Assumptions of normality, homogeneity of variance, and sphericity were met.
Action style had a significant effect on correct identification (F(1,38) = 78.73, p < 0.01, Partial η 2 = 0.67). This effect is also reflected in the psychological space ( Figure 7 ) and confirms the accuracy of the figure. Moreover, action style had a significant effect on strength (F(1,38) = 134,54, p < 0.01, partial η 2 = 0.77) as well as on believability (F(1,38) = 7.03, p < 0.05, partial η 2 = 0.15). Action style had no effect on naturalness (F(1,38) = 0.42, p = 0.52, partial η 2 = 0.01). There was no interaction between action style and character type for correct identification (F(1,38) = 0.20, p = 0.82, partial η 2 = 0.01). However, as suggested by the hypotheses (Section 2.1), the results showed significant interactions between character type and action style for Strength (F(1,38) = 27.10, p < 0.01, partial η 2 = 0.41). In other words, the effect of character type on strength differed depending on action style. For the ordinary displays, there was a significant difference in strength between the actor, the realistic character, and the simplified character (F(1,38) = 21.13, p < 0.01, partial η 2 = 0.35). Post hoc analysis (least significant difference) showed that strength was significantly higher for the actor than for the realistic character (p < 0.01) and the simplified character (p < 0.01). Strength was similar between the realistic character, and the simplified character (p < 0.45) (Figure 8 ). For the stylized displays, there was a significant difference in strength between the actor, the realistic character, and the simplified character (F(1,38) = 14.59, p < 0.01, partial η 2 = 0.27) as well. However, post hoc analysis (least significant difference) showed that strength was significantly higher for the simplified character than for the actor (p < 0.01) and the realistic character (p < 0.01). It was stronger for the actor than for the realistic character (p < 0.05) (Figure 8 ).
Although it did not reach significance, there was still a trend for believability (F(1,38) = 2.68, p = 0.08, partial η 2 = 0.06). For the ordinary displays, there was a significant difference in believability between the actor, the realistic character, and the simplified character (F(1,38) = 23.54, p < 0.01, partial η 2 = 0.38). Post hoc analysis (least significant difference) showed that believability was significantly higher for the actor than for the realistic character (p < 0.05) and the simplified character (p < 0.01). Moreover, it was higher for the realistic character than for the simplified character (p < 0.01) (Figure 9 ). For the stylized displays, there was a significant difference in believability between the actor, the realistic character, and the simplified character (F(1,38) = 6.54, p < 0.01, partial η 2 = 0.14) as well. However, post hoc analysis (least significant difference) showed that believability was significantly higher for the actor than for realistic character (p < 0.01) and the simplified character (p < 0.01) but there was no difference in believability between the realistic character and the simplified character (p = 0.60) (Figure 9) .
Similarly, the interaction that was found on naturalness between character type and action style was investigated. There was a significant interaction for naturalness (F(1,38) = 3.46, p < 0.05, partial η 2 = 0.08). For the ordinary displays, there was a significant difference in naturalness between the actor, the realistic character, and the simplified character (F(1,38) = 15.48, p < 0.01, partial η 2 = 0.28). Post hoc analysis (least significant difference) showed that naturalness was significantly higher for the actor than for the realistic character (p < 0.01) and the simplified character (p < 0.01). Moreover, it was higher for the realistic character than for the simplified character (p < 0.01) (Figure 10 ). For the stylized displays, there was a significant difference in naturalness between the actor, the realistic character, and the simplified character (F(1,38) = 9.86, p < 0.01, partial η 2 = 0.20) as well. However, post hoc analysis (least significant difference) showed that naturalness was significantly higher for the actor than for realistic character (p < 0.01) and the simplified character (p < 0.01) but there was no difference in naturalness between the realistic character and the simplified character (p = 0.69) (Figure 10 ).
Individual Differences
The relationship between emotional intelligence and correct identification was computed using a Pearson correlation. There was no correlation between emotional intelligence and correct identification for the actor (r(38) = 0.18, p = 0.28), or for the realistic character (r(38) = 0.15, p = 0.35), or for the simplified character (r(38) = 0.15, p = 0.55).
Similarly, correlations were computed for emotional intelligence and believability. There was no relationship between emotional intelligence and the believability of the actor (r(38) = 0.23, p = 0.16) nor with the simplified character (r(38) = 0.21, p = 0.19). However, emotional intelligence was positively correlated with the believability of the realistic character (r(38) = 0.33, p < 0.05). The results are similar with the naturalness, as there was no correlation between emotional intelligence and the naturalness of the actor (r(38) = 0.20, p = 0.20) nor with naturalness of the simplified character (r(38) = 0.24, p = 0.15). However, emotional intelligence was positively correlated with the naturalness of the realistic character (r(38) = 0.32, p < 0.05).
Pearson's correlations also showed a positive correlation between experience in video games and correct identification for the actor (r(38) = 0.55, p < 0.01) as well as the correct identification of the simplified character (r(38) = 0.35, p < 0.05) but not with the realistic character (r(38) = 0.18, p = 0.26). However, familiarity with animated characters was not correlated with correct identification for the actor (r(38) = 0.17, p = 0.29), the simplified character (r(38) = 0.15, p = 0.37), nor with the realistic character (r(38) = 0.27, p = 0.09).
Interestingly, in the post hoc questionnaire, 9 out of 40 participants reported that during the study both the simplified character and the realistic character were actors whilst 15 out of 40 participants reported that the simplified character was animated and that the realistic character was an actor. Thus, only 16 out of 40 participants correctly identified the different character presentation conditions, with 24 participants thinking that the realistic character was real.
DISCUSSION
Character Type Does Not Affect the Correct Identification of the Emotional Body Language Displayed
The questionnaire used to record participants' correct identification provided them with 22 different emotional labels making it hard to choose an emotion by elimination. Participants were better at correctly identifying the emotions displayed than expected by chance (Table II) even though faces and hands were hidden (Figure 2 ). It can therefore be concluded that it is possible to correctly interpret the emotions that were displayed through watching body language alone. Considering the emotional content for each condition, there was no significant difference in correct identification of the emotional body language displayed by the actor, the realistic character, and the simplified character for most of the emotions displayed. The overall similarity of identification for the different characters was confirmed by the clustering of the emotions displayed in the psychological space (Figure 7 ) resulting from the multidimensional scaling. In Figure 7 , displays that were similarly labeled are "close" to each other. The configuration suggests that correct identification was consistent across different character type conditions and style displayed. Moreover, Figure 7 highlights strong confusion between the displays of shame and sadness that were often correctly identified but also often confused with guilt and disappointment. This overall similarity is consistent with existing results [Beck et al. 2009; McDonnell et al. 2008 ] who found that overall participants are not affected by the characters' "look" (i.e., character type) when identifying emotions. Considering the psychological space and the similar results that have been found in these two other studies, it is becoming unlikely that the lack of difference in recognition rate for most of the displays is due to weak statistical power or to the difficulty to correctly identify emotions watching body language only (floor effect). Instead, correct identification of the emotional body language displayed was similar across the three character types and the simplification of the level of physical realism has not degraded the emotional "channel" of information for most of the displays.
Character Type Affects the Strength of the Emotional Body Language Displayed
Overall, character type had an effect on strength. The emotions were perceived as stronger (strength) when displayed by the actor than when displayed by the animated characters. Moreover, there was no difference in emotional strength between the re-alistic character and the simplified character. If the differences in emotional strength were due to the level of physical realism then a similar difference between the two animated models would be expected. On the other hand, the loss of secondary cues and microgestures, introduced by the motion capture technology could explain why, for some displays, the emotional body language displayed by the actor was found emotionally stronger than the realistic and simplified characters and also why there was no difference between the two animated models. For example, in displaying emotions such as relief and sadness, the actor used visible sighs along with other movements. These sighs are either not present or heavily diminished when the emotions were displayed by the realistic character and the simplified character. Since breathing might be an important cue to interpret the strength of an emotion, it could explain why these emotions were still correctly identified but were perceived as less emotional when displayed by the animated characters. Therefore, the missing microgestures and secondary animations did have an effect on the perceived emotional strength. This is consistent with the finding that overall correct identification was not affected and rather suggests that emotional interpretations (correct identification and strength) were similar across the different characters for most of the displays.
Character Type Affects the Believability and Naturalness of the Emotional Body Language Displayed
Overall, the actor was found to be more believable and more natural than the realistic character which in turn was found to be more believable and more natural than the simplified character when displaying emotions ordinarily. Once again, these differences could be due either to different level of realism or to the loss of secondary cues introduced by the motion capture technology. The emotional body language displayed by the realistic character and by the simplified character was animated using the same motion capture data. Therefore the secondary animations and microgestures that are missing are exactly the same and could not make any difference between them. Hence, the significant differences between the two animated models suggest that the level of physical realism has an effect on believability and naturalness.
Action Style Affects the Correct Identification, Strength, Believability and Naturalness of the Emotional Body Language Displayed
As expected, action style made a significant difference in correct identification. The stylized displays were easier to identify and thus participants were better in interpreting them. Overall, the effect is similar for the perceived strength, for which the stylized displays were found more emotional for the three character types. For believability, action style had an effect on the emotions displayed by the simplified character only, for which the stylized displays were found more believable than the ordinary ones. However, an interaction between character type and action style was found. When displaying the emotions ordinarily, the actor was found more emotional (strength) and more believable (believability) than the realistic character, which in turn was found more emotional and believable than the simplified character. This suggests that the body of the realistic character was more adapted than the body of the simplified character in order to display emotions ordinarily. However the results were different when displaying the stylized emotional body language. For these displays, the simplified character was found more emotional than the actor, which was found more emotional than the realistic character. This is consistent with the animation principle which states that animated characters should move accordingly to the way they look [Thomas and Johnston 1995] . The lack of realism of the simplified character makes it look more "cartoony" (Figure 2) . Therefore, the fact that it was found more emotional than the actor and the realistic character when displaying stylized emotions but less emotional than the other two when displaying emotions ordinarily is consistent with the same animation principle. Moreover, when displaying stylized emotions, there was no difference in believability for the simplified character and the realistic character, which confirms that, overall, the simplified character is better than the realistic character for displaying stylized emotions. These findings strongly suggest that the Uncanny Valley results from a discrepancy between the way artificial agents look and the way they move.
There was no effect of action style on naturalness. This result and the fact that character type had an effect suggest that perceived naturalness is independent from the body language displayed. It suggests that the important factor is the physical appearance of the character displaying the body language and not the actual body language itself.
Movements' Smoothness Does Not Affect the Correct Identification, Believability and Naturalness of the Emotional Body Language Displayed
The change in frame rate did not affect correct identification, strength, believability, or naturalness. Regarding naturalness, the lack of difference is consistent with the findings that suggest that naturalness is independent from the body language itself. However, the lack of effect in the other dependent variables shows that the manipulation did not affect the channel of emotional information (correct identification and strength) nor the way the character was perceived. This condition was introduced to reproduce and test the potential effect of the loss due to the motion capture technology on the perception of emotional body language. The results are consistent with the findings that for most of the displays the channel of emotional information was not affected by the microgestures and secondary animation that were lost. Moreover, in both conditions participants were equally good in identifying a wide range of emotion, including complex emotional states such as pride or shame.
Individual Differences are Related to Correct Identification, Strength, Believability and Naturalness
The positive correlation that was found between experience in playing video games and the believability of a realistic character may well be due to participants' being used to interacting with realistic characters. If this is the case it would imply that as users get used to highly realistic characters, they find them more believable and that the feeling described by the Uncanny Valley may be linked to the novelty of the situation. Moreover, as in Beck et al. [2009] , significant positive correlations were found between emotional intelligence and believability of the realistic character. In other words, participants who scored high in emotional intelligence rated the realistic character as more believable. The realistic character was the one most likely to be confronted with the Uncanny Valley. Therefore, this could indicate that participants who score high in the questionnaire are less likely to be affected by the drop described by the Uncanny Valley while interacting with realistic characters.
These two correlations suggest some limitations for applying the Uncanny Valley model to animation. The Uncanny Valley models a two-dimensional equation between human likeness (i.e., how human it looks) with how familiar (believable) it feels. Considering the position of the characters on the Uncanny Valley, the only possible conclusion is that, even though it was found less believable and less natural than the actor, the realistic character did not "fall" into the valley as it was still found more believable and more natural than the simplified character for the ordinary displays. This does not necessarily imply that the model is inaccurate as it could be that the realistic character is near the "top" of the cliff or could be situated on the right of the valley (Figure 1) . However, the perceived believability of an animated character varied depending on emotional intelligence and experience in video games (and possibly other individual differences) and hence a two-dimensional equation representing the Uncanny Valley problem seems to be incomplete. In other words, the position of a specific character on the Uncanny Valley graphic (Figure 1) varies among different users. Thus, if an alternative model has to be proposed it will have to consider not only the physical realism of the character but also users' personal differences in order to predict whether an animated character will be perceived as believable by a specific audience.
Application to Robotics
Overall the identification of emotional body language was found to be unaffected either by degrading the videos or by changing the biological character to an artificial agent. If this can be extended to robotic agents, it would present a strong advantage for many humanoid robots that do not have the ability to display facial expressions, such as Nao [Aldebaran 2010] , and for which the body is the main medium available to express emotions visually. The results of this study suggest that users would interpret emotional body language displayed by a robotic agent accurately and that the expression would not be affected by an eventual lack of smoothness of its movements. Moreover, the study suggests that stylized displays of emotions would be more appropriate as it should be interpreted as more emotional and more believable on "low realism" robots. Emotional expression is often implemented on robotic platforms and used to facilitate human-robot interactions. The emotional feedback provided by a robot can, for example, be intuitively used by humans to establish whether or not an interaction was successful [Hiolle et al. 2010] .
CREATING AN AFFECT SPACE FOR ROBOTIC BODY LANGUAGE
The results reported in the previous section show that physical realism is not an issue, and contribute to a corpus of research that suggests that body language would be an appropriate modality for robots to display emotions. More precisely, various researchers have shown that emotions can be identified without speech or facial expressions [Atkinson et al. 2004; Beck et al. 2009; Grammer et al. 2004] and that distinctive patterns of movements and postural behaviors are associated with specific emotions [De Silva and Bianchi-Berthouze 2004; Kleinsmith et al. 2011 Kleinsmith et al. , 2006 Wallbott 1998 ]. However, the contribution of each body part to the emotional expressions has not been clearly established. This lack of knowledge regarding emotional body language makes it difficult to create systems capable of generating their own emotional expressions. For example, it is not currently possible to predict the effect that moving specific joints will have on the expressiveness of the body language being displayed. In other words, there is no equivalent to the facial action coding system [Ekman et al. 2002] for the body, with very few attempts to study bodily expression in a systematic way [Coulson 2004; Kleinsmith et al. 2011 Kleinsmith et al. , 2006 . This is an important issue in the psychology of emotion that also has consequences for the creation of expressive artificial systems. Humanoid robots such as Nao [Aldebaran 2010 ] present an ideal platform for investigating emotional body language as they can display rich body language without varying facial expressions. Using such platform, it is possible to study body language independently from other modalities. However, using an agent instead of a human may have an effect on the interpretation of emotional body language.
In animation, a well-established method for creating convincing and believable displays consists in starting from the creation of expressive key poses rather than body language in motion [Thomas and Johnston 1995] . In the context of emotional body language, a key pose is a static posture modeled so that it clearly describes the emotion displayed. Once the key poses are realized in robotic platforms, they can be used to drive the expressive animated behaviors. This method of creation was selected for the robot because it is possible to independently manipulate the position of joints and test the effects on the expressiveness of the key poses. If expressive key poses can be automatically generated, they can then be used to drive the expressive behaviors of the robot.
It may be possible to create a full range of expressions by blending a minimal set of body postures along a continuous model of emotions. Such an approach has been successfully implemented for facial expression. For example, the robot Feelix conveys emotions based on six basic prototypical facial expressions that can be merged to show more subtle emotions by showing a basic emotion in the upper part of the face and a different one in the lower part [Canamero and Fredslund 2001] . The robot Kismet uses nine prototypical expressions that blend together along a continuous model of emotions [Breazeal 2002 ].
The main objective of this research is to create an affect space for body language. As a starting point, the contribution of the position of important joints to the expressiveness of displayed body language was tested along the dimensions of continuous model of emotions. Arousal and valence are considered as important components of emotions [Russell 1980 ]. Stance was selected to reflect the importance of proxemics (i.e., interpersonal and environmental space) during social interactions [Argyle 1988 ]. Once the contribution of the important joints to the emotional expression is established, it should be possible to create expressive behaviors that blend continuously across dimensions. Such knowledge could also be used as a guideline for creating emotional body movements.
Head movements and position have been reported to be an important component of emotional expressions [Castellano 2008; Davidson 1994; Roether et al. 2009; Schouwstra and Hoogstraten 1995] . Moreover, animation emphasizes the importance of creating a strong silhouette [Thomas and Johnston 1995] and it is expected that manipulating the head position could considerably change a robot's silhouette. Since this could greatly enrich the expressions generated by an affect space, it was decided to focus on the effect of altering the head position on a robotic platform before developing a complete affect space.
EFFECT OF HEAD POSITION ON THE INTERPRETATION OF EMOTIONAL BODY LANGUAGE
Another experiment using a robotic platform was designed to extend the results of the first study and to test the effect of moving the head up or down in a range of different key poses. The position of the head was chosen as a starting point due to the broad range of emotions that it can convey and therefore its high potential to increase the effectiveness of the emotional expressions generated by an affect space. The platform chosen for this experiment was the robot Nao [Aldebaran 2010 ]. The experiment used a within-subjects design with two independent variables: emotion displayed and head position. The effect of changing the head position may vary depending on the position of other joints. In other words, the effect of moving the head up or down may differ depending on the emotion being displayed. Therefore, it was tested across six emotions (emotion displayed): anger, sadness, fear, pride, happiness, and excitement. These emotions were chosen because their recognition rate was high in the first experiment and they ought to be distant from each other along the three axes of the affect space (they vary in valence, arousal, and stance), widening the area explored. For instance, it was expected that happiness and excitement would differ along the arousal dimension.
Head position had three levels (up, down, and straight), defined as the head position relative to the chest. Four dependent variables were defined to explore the Affect Space: correct identification, arousal, valence, and stance (see Section 1 for definitions). Correct identification was used to test whether or not it was possible for participants to interpret the emotion of the key poses.
The three main questions tested were as follows.
(Q1). Is it possible for participants to correctly identify the key poses displayed by Nao? (Q2). Is the effect of moving the head similar across all the key poses? In other words, is the contribution of head position independent from the rest of the expression? (Q3). What is the effect of changing the head position on the interpretation and perceived place of a key pose in the affect space?
Participants
26 Participants were recruited, mostly students of the University of Portsmouth (9 females and 17 males) ranging in age from 18 to 55 (M = 29.31, SD = 11.93). Participants were entered in a raffle to win an iPhone in exchange for participation.
Apparatus
The six key poses were constructed by using the motion-captured performances from the previous study. For each emotion, an expressive key pose was selected from the performance, based on its expressivity and on the likelihood of displaying it in the robot. Each joint of the robot was carefully positioned to match the original pose (Figure 11 ). The experimental poses were then generated by systematically altering the head positions for each of the 6 key poses (Figure 11 ). For head position-down, the head was rotated vertically all the way down. For head position-up, the head was moved vertically completely up. For head position-straight, the head was aligned with the chest. This resulted in 18 poses (6 emotion displayed by 3 head position).
Preliminary Data Validation
A small-scale pilot study (with 7 participants) was conducted to test the quality of the six key poses and verify that the emotional labels are associated with the key poses. They were all recognized above chance levels when displayed by Nao (anger 2/7, sadness 4/7, fear 6/7, pride 7/7, happiness 2/7, excitement 2/7. Chance level would be 1/6). 
Procedure
The same experimenter tested all participants individually. Once each participant had given consent at the beginning of his/her session, he/she was given some explanation regarding the questionnaire that he/she were expected to answer and was instructed to "imagine that the robot is reacting to something". In this context, valence was defined as the extent to which this "something" was positive or negative. Stance was defined as the extent to which the robot would tend to move toward this "something" or to avoid it. Finally, arousal was defined as the level of energy (low to high energy). After confirming that they understood all the questions, participants watched and assessed the 18 poses. Each pose was displayed only once in a randomized order different for each participant. For each pose, participants were asked to assign an emotion label chosen from a list of six emotions. The list was comprised of anger, sadness, fear, pride, happiness, and excitement. Ratings of valence, arousal, and stance were completed by participants on a 10-point Likert scale. When all the poses were assessed, participants were fully debriefed. The sessions lasted approximately 30 minutes.
RESULTS AND DISCUSSION
In this section, only the relevant results are presented. A more complete analysis can be found in Beck et al. [2010] .
Is It Possible for Participants to Correctly Identify the Key Poses Displayed in a Robotic Platform?
The first goal of the study was to test the expressivity of the key poses displayed by the robot. The results show that participants were far better than chance level at interpreting the different key poses taken by the robot (Table III) . These recognition rates were obtained using static key poses only. Moreover, the relatively low recognition rates for happiness and excitement were mainly due to these two emotions being mistaken for one another (Table III) . The recognition rates clearly confirm the results from the first study, as it is possible to interpret these emotions when displayed by a humanoid robot and that neither the lack of facial expression or the low level of realism are barriers to expressing emotions. Although the original postures used in this study were acted, the fact that it is possible to accurately identify them when displayed by a robot suggests that they could be used to improve robots' social skills. This is important as social robots need to be able to express their internal states in order to interact with humans in a natural and intuitive way [Jamy et al. 2009 ].
What Is the Effect of Moving the Head on the Interpretation and Perceived Place of a Key Pose in the Affect Space?
Repeated measures ANOVAs (6 emotion displayed × 3 head position) were conducted on each dependent variable. Assumptions of normality, homogeneity of variance, and sphericity were met. Head position had no significant main effect on correct identification (F(2,48) = 2.04, p = 0.14, partial η 2 = 0.08). However, there was a significant interaction between emotion displayed and head position (F(10,240) = 8.68, p < 0.01, partial η 2 = 0.26). These results indicate that the effect of head position on correct identification depends on the individual emotion being displayed. A detailed analysis can be found in Beck et al. [2010] .
Head position had a strong effect on the interpretation of the key poses being displayed. For instance, the anger display was interpreted as happiness/excitement by a majority of participants when the head was up. However, with the head in the straight position, a majority of participants interpreted it correctly. Similarly, the pride display with the head up was interpreted as pride whereas moving the head down changed the interpretation to anger for the majority of participants (Figure 11) .
Fear was not affected by the change in head position and was correctly interpreted in all conditions. This could be due to participants interpreting the change in head position as an indicator to where the stimulus that causes the emotion would be located.
Overall, moving the robot's head upward increased arousal, valence, and stance whereas moving it down decreased it. In other words, the key poses with the head up were perceived as more energetic, more positive, and more approachable than the key poses with the head down. The straight position was in between these two extremes. Maximum arousal, positive valence, and approaching stance are expressed with the head completely up. At the other extreme, the lowest arousal, negative valence, and avoiding stance are expressed with the head completely down. This was further suggested by the shift in interpretations. Moreover, the results of the straight position which was perceived in between the two others suggest that it will be possible to enrich the range of expressions by moving the head between the two extreme positions, expressing less extreme emotions.
These results can already be integrated in an automated expressive system. The robot could automatically change his head position to express changes in his internal arousal, valence, and stance.
Is the Effect of Moving the Head Similar Across All the Postures?
Repeated measure ANOVAs showed no significant interactions between emotion displayed and head position for arousal (F(10,240) = 1.26, p = 0.28, partial η 2 = 0.05). However, there was a significant interaction for valence (F(10,240) = 4.84, p < 0.01, Partial η 2 = 0.17) as well as for stance (F(10,240) = 3.70, p < 0.01, partial η 2 = 0.13). These results indicate that the effects of changing the head position on valence and stance depend on the rest of the body position (emotion displayed). Therefore, to investigate the interaction, repeated measure ANOVAs were carried out for each emotion.
There was no interaction between head position and emotion displayed for arousal. This indicates that the effect of moving the head position on arousal was consistent across the different conditions. However, significant interactions were found between head position and emotion displayed for valence and stance. The detailed analysis showed that there was no change of direction [Beck et al. 2010a] . In other words, changing the head position had always the same effect on valence and stance or did not have an effect at all.
The lack of effect of changing the head position for some of the key poses suggests that a rich affect space could not be generated by changing only the head position. It will be necessary to consider the effect of moving the rest of the body to increase the range of expression. For instance, the interpretation of fear was not affected by the changes in head position. The results suggest that it would not be possible to increase or decrease the expression of fear using this key pose and moving only the head. However, it is possible to change the expression of the other five emotions tested by just changing the head position. For instance, while displaying sadness, the robot could move the head up in order to express a less negative feeling that is interpreted as anger or sadness (i.e., effectively increasing the valence, arousal, and stance of the expression).
CONCLUSION OF STUDY 2
This study confirmed that body language can be successfully used by humanoid robots such as Nao to express the six emotions tested. The results also show that changing the head position affects the expressiveness of the key poses. It was found that moving the head down leads to decreased arousal (defines the level of energy), valence (defines whether a stimulus is positive or negative), and stance (defines whether a stimulus is approachable) whereas moving the head up increases these three dimensions. This suggests that changing the head position during an interaction should send intuitive signals and could be integrated within expressive systems. Such signals could be used by a human to assess whether an interaction is successful.
The results obtained in this study are consistent with existing studies looking at body postures displayed by humans [Kleinsmith et al. 2011 [Kleinsmith et al. , 2006 . Taken together, this reinforces the results of the first study as it suggests that embodiment has no effect on the identification of emotional body language. If this is the case, an unrealistic humanoid robot such as Nao should also be able to express richer and more complex emotions than the one tested in this study.
AUTOMATIC GENERATION OF EMOTIONAL EXPRESSIONS
Using the results of study 2, an affect space based on the circumplex model of emotion [Russell 1980 ] was defined for body language. According to Russell's circumplex model of emotions, emotional experiences depend on two major dimensions, arousal and valence. The postures were selected by looking at how head position affected the interpretation of the emotion displayed. In order to generate the two-dimensional space, four emotions were chosen from this study. Happiness was chosen as it was the positive emotion conveying the highest level of arousal. Pride was chosen because it was the positive emotion conveying the lowest level of arousal. For the negative emotions, fear was chosen as it was conveying the highest level of arousal. Sadness was chosen as it was conveying the lowest level of arousal. A neutral and stable pose was developed and added to the set.
Finally, the axes of the affect space were built by placing in opposition the most positive and aroused posture with the most negative and nonaroused key pose. Similarly, the most negative and aroused key pose was placed in opposition with the most positive and nonaroused key pose. New postures are generated by calculating the weighted mean of the joint angles from up to three postures taken from the set. The four key poses were slightly modified to improve the stability of the robot and to ensure it would not fall on account of a bad combination. The resulting system creates postures along the two dimensions of the circumflex model (arousal and valence) and insures that all the blending was consistent with the effect found when manipulating the position of the head. This approach is interesting as it produces a wide range of different emotional expressions easily and quickly. These animations are fully configurable and use only a small amount of memory. Each key frame is computed on-the-fly. Another benefit is the ability to change from one emotion to another without the need to display an intermediary neutral pose. It is also possible to easily add new basic key poses for every emotion, producing a very wide range of emotional expressions.
However, these types of expressions need to be tested as their interpretation may differ from the intended one. Although blending works for facial expression, it is not evident that blending two negative body expressions would result in a third different negative expression. Therefore, an experiment investigating how such key poses are perceived was conducted to validate the affect space. 
VALIDATING THE GENERATED EXPRESSIONS
The experiment was designed to test how key poses generated by the affect space are interpreted and whether these interpretations are consistent with the postures' position in the model. The experiment used a within-subjects design with one dependent variable (emotion displayed).
Four dependent variables were defined to explore the affect space: primary emotion, secondary emotion, arousal, and valence (see Section 1 for definition). Primary emotion and secondary emotion were used to test whether it was possible for participants to interpret the key pose displayed. Arousal and valence were used to investigate the position of each tested key pose in the affect space.
The main question tested was as follows.
Is the interpretation of the key poses displayed consistent with their positions in the affect space?
Participants
Twenty-three participants were recruited, mostly students from the University of Portsmouth (7 females and 16 males) ranging in age from 19 to 49 (M = 27.22, SD = 7.80). Participants were entered in a raffle to win an iPhone in exchange for participation.
Material and Apparatus
The selected key poses from Study 2 (Section 9) were modified to improve the stability of the robot and to ensure that it would not fall on account of a bad combination. Sixteen additional poses were then generated using the affect space. Each emotion was blended with its neighbors at three different levels (100%, 70%/30%, 50%/50%) (Figure 12 ). To limit the number of key poses being assessed by each participant, the neutral position was blended with all emotions at 50%/50% only.
Procedure
All participants were tested by the same experimenter in individual sessions. Each session began by obtaining consent, then participants watched and assessed the 20 poses. Each pose was displayed only once in a randomized order. For each pose, participants were asked to make an "open" interpretation. They had to categorize it by choosing one emotion among happiness, pride, excitement, fear, anger, sadness, and neutral. Eventually they had the possibility to add a secondary emotion. Participants also rated valence (negative/positive) and arousal (low energy/high energy) on a 10-point Lickert scale. Once all the poses had been assessed, participants were fully debriefed regarding the purpose of the study. The whole session took around 30 minutes. 
SUMMARY OF RESULTS AND DISCUSSIONS
In this section, only a summary of the results are presented. A more complete analysis can be found in Beck et al. [2010b] .
Identification of the Basic Set
Since the original postures were slightly modified and a neutral posture was added, it was necessary to check whether it was still possible for participants to correctly identify them. Table IV confirms that participants were able to interpret all the postures used in the set. As in the previous study, happiness was most commonly misinterpreted as excitement (by 26% of participants). In the context of this experiment this was a positive result as it confirmed that the key pose showing happiness was likely to be perceived as positive and aroused.
Interpretations of the Generated Key Poses
The interpretations of the key poses displayed were consistent with their positions in the model. The negative key poses, that were automatically generated, were interpreted as negative whereas the positive ones were interpreted as positive. Moreover, for most of the key poses, the primary interpretation was consistent with the blend of emotions being displayed.
The recognition rates confirmed that it is possible to interpret these emotions when displayed by a humanoid robot and that the lack of facial expression is not a barrier to expressing emotions. Moreover, the results show that it was possible for participants to successfully recognize the key poses generated by the system. For instance, the key poses created by blending 70%/30% of different emotions were interpreted in a manner consistent with the primary emotions being displayed. This suggests that it is possible to create variations of an emotional expression using the affect space while maintaining the way it is perceived. In other words, this method can be used to automatically generate different expressions for an emotion.
However, the results suggest that the key poses created by blending emotion at 50%/50% were more difficult to interpret. For instance 50% happiness 50% pride was interpreted by 30% of the participants as neutral and by another 30% as happiness. However, looking at the value of valence and arousal, the position of the key pose was still consistent with the model. This was further suggested by the answers to the open question. For instance, four participants described the key pose as "welcoming", "embracing" or "wants a hug". This shows that it was perceived as predicted (positive but less aroused than 100% happiness). Similarly, 50% fear 50% sadness was interpreted as fear by only 35% of the participants. Looking at the value of valence and arousal, the key pose's position was still consistent with the model.
The interpretation of the key poses thus suggests that the affect space created can be used to enrich the expressiveness of the robot. It could also be used to avoid always displaying the exact same expression for an emotion while still being understandable.
Perceived Valence
In order to investigate how the blended postures were perceived, the different key poses were compared in pairs using two-ways repeated measures ANOVAs. Assumptions of normality, homogeneity of variance, and sphericity were met.
As expected, happiness was perceived as significantly more positive (valence) than sadness (F(1,22) = 69.51, p < 0.01, partial η 2 = 0.76) or fear (F(1,22) = 73.59, p < 0.01, partial η 2 = 0.77). Pride was perceived as more positive than sadness (F(1,22) = 106.55, p < 0.01, partial η 2 = 0.83) or fear (F(1,22) = 164.14, p < 0.01, partial η 2 = 0.88). There was no difference between happiness and pride (F(1,22) = 0.04, p = 0.84, η 2 = 0.00). Similarly, there was no difference between sadness and fear (F(1,22) = 0.68, p = 0.42, partial η 2 = 0.03). The results of the comparisons made between the different postures shows that overall the perceived valence of the positive aroused area (i.e., happiness) was not affected by the changes in postures, neither by adding elements of fear nor pride. However, the "positive nonaroused" (i.e., pride) area was affected by the changes when adding elements of happiness.
For the negative aroused (i.e., fear) and the negative nonaroused (i.e., sadness) areas, the results show that the key poses from the basic set were perceived as the most negative (valence) ones.
The algorithm did not create "aberrant" postures. The perceived valence was always consistent with the emotions being displayed. This was also confirmed by the interpretations of the emotions, which were consistent with the intended display.
However, there were some unexpected results regarding the perceived valence of the negative key poses generated. The results show that the key poses generated by blending fear and sadness were perceived as less negative than the original ones. The model predicted no change in valence. The key pose 100% fear and the key pose 100% sadness may have been perceived as extreme occurrence, prototypical displays, of these emotions. This would explain why they were perceived as more negative than the generated ones, which are not prototypical. Nevertheless, the generated key poses were still interpreted as negative. The organization of the affect space will be modified to take this into account. Moreover, the affect space was tested with key poses and it is expected that adding movements will further improve the expressivity of the system.
Perceived Arousal
As expected, happiness was perceived as significantly more aroused than pride (F(1,22) = 10.27, p < 0.01, partial η 2 = 0.32) or sadness (F(1,22) = 166.84, p < 0.01, partial η 2 = 0.88). Fear was perceived as more aroused than sadness (F(1,22) = 47.13, p < 0.01, partial η 2 = 0.68). Moreover, pride was perceived as more aroused than sadness (F(1,22) = 30.55, p < 0.01, partial η 2 = 0.58). Happiness was perceived as more aroused than fear (F(1,22) = 5.46, p < 0.05, partial η 2 = 0.20). As in the previous section, the results show that perceived arousal is consistent with the prediction of the model. In other words, blending an aroused emotion with a nonaroused one either decreases the perceived arousal or does not affect it. Similarly, blending a nonaroused emotion with an aroused one increases the perceived arousal or does not affect it. Moreover, for each emotion, there was a decrease (significant or a trend) in arousal when it was blended with the neutral key pose.
The generated key poses were consistent with the predictions made by the affect space. It is possible to increase or decrease the perceived arousal by adding elements of an aroused or unaroused posture. For instance, the key pose 50% fear 50% sadness was interpreted as neutral. It was, however, rated as more aroused than sadness and less aroused than fear.
However, the results also show that the anticipated position of the postures needs to be corrected. For instance, 100% pride was completely misplaced, as it conveyed a higher level of arousal. Because of this, the affect space generated for this study did not cover the "positive nonaroused area". It will be necessary to complete it with a nonaroused positive posture.
So far, only key poses have been tested and arousal is known to be related to the speed of movements [Saerbeck and Bartneck 2010] . It is therefore expected that the model will benefit from incorporating motion varying in speed depending on the robot's arousal.
CONCLUSION
Consistent with the argumentation developed by Cañamero [2006] , the Uncanny Valley model was found incomplete. It was found that individual differences affect the perceived believability of a character and that a simple one-to-one relationship between believability and realism does not correspond to the reality. More precisely, emotional intelligence and previous video game experience were found to be related with believability. It would be interesting to investigate if other factors have an effect as this could lead to a better understanding of the causes of the Uncanny Valley. Hence, the results suggest that in order to fully understand the phenomenon, it will be necessary to investigate the effect of individual differences and how they interact with the perception of realistic characters.
The empirical studies confirmed that it is possible to accurately identify emotions displayed by body language alone, and found that the physical appearance of the body does not affect the identification of an emotion. Moreover, regarding movements, it was found that stylized emotional body language, comparable to the one that can be seen in animation, is perceived as more believable than ordinary displays and that a character should move consistently with the way it looks. This is relevant to robots as it suggests that even simplified humanoid robots can use body language to express emotions and that a nonrealistic humanoid robot should use stylized displays of emotions.
This was further confirmed by the second empirical study, which demonstrates that expressive key poses can be accurately interpreted and that, as for humans, head position is highly expressive. Emotional body language is an appropriate medium for expressing emotions even with simplified bodies such as the one of a humanoid robot. Moreover, the study of emotional body language can benefit from the use of humanoid robots such as Nao as they can display rich emotional body language, similar to the one displayed by humans, without being confounded by other modalities such as facial expressions.
The third study shows that it is possible to interpret expressions generated by blending key poses along a continuous model of emotions. This suggests that the approach can be used to enrich, at a low cost, the expressiveness of humanoid robots. However, the exact position in the affect space of the generated expressions still needs to be clearly assessed. Moreover, this method can generate short emotional animation "onthe-fly". However, the interpretation of such animations remains to be tested. The final version will consider acceleration and curvature, as it has been established that these parameters are related to arousal and valence [Saerbeck and Bartneck 2010] . These additions should improve the expressiveness of robots.
Moreover, since the overall purpose of communicating the emotional state of the robot is to facilitate interaction with humans, the effectiveness of the affective space will be assessed in the context of real-time interactions. The evaluation will consider the recognition of the postures being displayed as well as their effect on the interaction. It is expected that the widening of the range of emotional expressions of the robot will help human partners interact with the robot intuitively.
