Abstract-
I. INTRODUCTION
The main use of information is to remove uncertainty and main objectives of information theoretic studies are:  To develop new measures of information and their applications  To develop entropy optimization principles  To develop connections and interrelations of information theory with other disciplines such as science, engineering, management, operation research etc.  Exploration of role of additional parameters in generalized information/divergence measures.
Entropy is central concept in the field of information theory and was originally introduced by Shannon in his seminal paper [1] , in the context of communication theory. The entropy of an experiment has dual interpretations. It can be considered both as a measure of the uncertainty that prevailed before the experiment was accomplished and as a measure of the information expected from an experiment. An experiment might be an information source emitting a sequence of symbols (i.e., a message) } ..., , ,
, where successive symbols are selected according to some fixed probability law. For the simplest kind of source, we assume that successive symbols emitted from the source are statistically independent. Such an information source is termed a zero-memory source and is completely described by the source alphabet and the probabilities with which the symbols occur } ..., , , { 2 1 n p p p P 
. We may calculate the average information provided by a zero-memory information source using several entropies. The Shannon Entropy [1] is a well-known and highly used measure of information.
Consider a set E of mutually exclusive events Ei (i = 1, ..., n) each of which has the probability of occurrence pi, so that the pi s add up to unity. The information content of the occurrence of event E, is defined [1] :
The expected information content of an event from our set of 'n' events, the entropy of the set E, is defined [1] :
is always non negative. Its maximum value depends on 'n'. It is equal to n log when all pi are equal. ) (P H is known as Shannon Entropy or Shannon's measure of Information. In 1961, to add flexibility to Shannon's measure, Renyi [2] proposed a one parametric generalization of Shannon's measure. After Renyi, many one, two, three and four parametric generalizations have been proposed by the scholars in the field of information theory.
Bhatia and Singh [3] proposed a one parametric hyperbolic measure of entropy as follows: 
Thus the Shannon measure is the limiting case of the measure proposed in Eq. (2) .
After the initiation of fuzzy theory by Zadeh [4] , the concept of fuzziness has influenced almost each and every branch of research. The influence of fuzzy theory in the field of information theory gave birth to nonclassical information theory. De Luca and Termini [5] proposed a measure of fuzzy entropy corresponding to probabilistic entropy of Shannon given by
. (4) where, A is a fuzzy set and A(xi) is membership value of xi in A.
After De Luca and Termini many generalized versions of this fuzzy entropy have been proposed. Bhatia et al. [6] proposed a one parametric generalized hyperbolic measure of entropy as follows:
The real number α is associated with the non extensiveness of the system.
The concepts of entropy and fuzzy entropy have been extensively utilized in numerous applications in science, engineering and management [7, 8] . In the present paper, some applications of generalized hyperbolic measure of probabilistic entropy (Eq.(2)) and generalized hyperbolic measure of fuzzy entropy (Eq.(5)) have been presented. This paper is organized as follows: In Section II, super additivity and scalability of generalized hyperbolic information measure (2) are investigated and its application in certain situations is discussed. Section III presents a new model for mutiple attribute decision making using generalized fuzzy entropy. Section IV contains concluding remarks.
II. APPLICATION OF GENERALIZED HYPERBOLIC INFORMATION MEASURE
For notational convenience, let us call the entropy measure proposed in Eq.(2) as hyperbolic entropy (hyp entropy) and denote it as 0 , ) log sinh( ) sinh(
Many one parametric measures are suggested in literature. But from application point of view it has been observed that most of the applications revolves around Shannon entropy [1] , Renyi entropy [2] , Havrda-Charvat entropy(HC) [9] and Tsallis entropy [10] . Shannon entropy [1] , Renyi entropy [2] are additive and their application is suitable for extensive systems. On the other hand, Havrda-Charvat entropy [9] and Tsallis entropy [10] are sub additive and their application is suitable for nonextensive systems. The Hyperbolic entropy proposed in Eq. (7) is compared with Renyi entropy [2] and HavrdaCharvat entropy [9] for arbitrarily chosen eight complete probability distributions and different values of parameter α. For comparison, all of three entropies have been normalized. be hypothetically chosen eight complete probability distributions. For these probability distributions we calculate three normalized entropies namely, Renyi [2] , Hyp. entropy given by Eq. (7) and Havrda-Charvat entropy [9] for different values of α in Tables 1-5 .
Here we compare the three entropies under consideration at same scale for given α=0.1. In Table 1 . , normalized values of entropies under consideration have been calculated for hypothetically chosen eight probability distributions because normalized value makes comparison simple. In Figure 1 ., the graph of the normalized values of three entropies under consideration for α=0.1 with respect to hypothetically chosen eight probability distributions is given. Table 2 Figure 1-4 , it can be seen that scalability of Hyperbolic entropy is much faster than Renyi and Havrda-Charvat Entropy. 2. In Table 1 -4, it is observed that maximum entropy corresponds to the probability distribution 2 P for all the three entropies under consideration. But, from Table 5 it can be seen that Hyperbolic entropy is not in agreement with Renyi and Havrda-Charvat entropies in context of maximum entropy prescriptions of Jaynes [11] . That is, for 75 . 0   , Hyperbolic entropy behaves differently. In other words, we can say that when extraneous factor α assumes value greater than equal to 0.75, we observe that the most unbiased probability distribution is not that what is expected from classical measures of entropy. Further, using the probability distributions 8 2 1 ..., , , P P P , we construct Table 6 and Table 7 to show the superadditivity of Hyperbolic entropy.
From Table 6 and Table 7 it is concluded that: 
Therefore, hyperbolic entropy is super additive. So, it can be applied to measure the information content of those systems which have several subsystems and total information provided by individual subsystems is less than that of information provided by whole system.
In biological studies it is observed that among the great amount of genes presented in microarray gene expression data, only a small fraction are effective for performing a certain diagnostic test. In this regard, mutual information has been shown to be successful for selecting a set of relevant and non redundant genes from microarray data. However, information theory offers many more measures such as the f-information measures which may be suitable for selection of genes from microarray gene expression data. Maji [12] tested performance of some f-information measures and compared with that of the mutual information based on the predictive accuracy of naive bayes classifier, K-nearest neighbour rule, and support vector machine and found that some f-information measures are shown to be effective for selecting relevant and non redundant genes from microarray data. In this type of study, the generalized information measure given in Eq. (7) 
and the generalized hyperbolic measure of entropy given in Eq.(5) takes the form 
Based on the calculated values of
,as above, we get the following orderings of ranks of the alternatives i x ( i =1,2,3,4,5) ;
Therefore the optimal alternative is . Table 9 . Again, based on results in Table 9 , we get the following orderings of ranks of the alternatives i It has been observed that the extraneous factor 'α' plays an important role in order of ranking of alternatives. So, two parametric generalized version of formula given in Eq.(9) may give better insight and flexibility in certain cases of multiple attribute decision making.
IV. CONCLUDING REMARKS
A probablistic entropy measure can be additive, sub additive and super additive. In this paper, super additivity of generalized hyperbolic entropy measure (2) is tested with the help of hypothetical data. Therefore, one open problem, the application of super additive information measures is natural in this context. Secondly, we observed the fast scalability of generalized hyperbolic entropy measure (2) as compared to some classical generalized entropy measures [2, 9] with respect to parameter  . This proposes another open problem: How this scalability is useful in various applications ? Sahoo et al. [13] , Sahoo and Arora [14, 15] applied one parameter entropy measures in image thresholding and analyzed the images on the basis of fact that how much information is lost due to thresholding. They observed that corresponding to the certain value of  the loss of information is least and produces best optimal threshold value. Thus, the parameter  in the generalized entropy measures is very important from application point of view. The entropy measure (2) may serve well in image thresholding problems in case of certain images.Two, three or four parameter entropy measures provide more flexibility of application.
A model for multiple attribute decision making(MADM) using generalized hyperbolic fuzzy entropy (5) is proposed here. The advantage of this method is that here we calculate the weight of an attribute from entropy formula itself whereas in the available methods of MADM weight of attributes is determined by experts. Moreover, fuzzy entropy has vital application in image processing problems [16, 17] . Therefore, generalized hyperbolic fuzzy entropy (5) seems to be useful in image processing and pattern recognition problems.
