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This paper presents an experimental deployment of a multi-channel multi-hop wireless backbone network
(WBN) with an OpenFlow-based traffic management method. Specifically, a set of APs, each of which uses
a single but different channel, is connected by Ethernet and thus constructs a Virtual AP (VAP), thereby
achieving a WBN with multiple channels. To flexibly control traffic flows transmitted over a multi-channel
multi-hop WBN, we propose a simple traffic management method based on the OpenFlow control. In the
performance evaluation, we first conduct a preliminary experiment as a lab scale and then deploy a 6-hop
WBN enabling to provide the Internet access service in a conference (from proof-of-concept to a practical
environment). Since the control messages are inherently transmitted with the introduction of OpenFlow,
the way of isolation between control plane and data plane will become a critical issue to actually deploy
the proposed system for the Internet service. We additionally employ a wireless control network for the
conference experiment. The experimental results show that the proposed WBN can increase the network
capacity in accordance with the number of channels, thereby providing significant throughput performance
for various applications.
Povzetek: Predstavljena je eksperimentalna analiza vecˇ-kanalnega vecˇ-skokovnega brezžicˇnega ogrodja za
mreže.
1 Introduction
The use of various mobile devices such as smartphones and
tablets is rapidly widespread and is becoming increasingly
essential to our daily life. A large amount of data is ex-
changed for various purposes such as video communication
and streaming, and thus it is expected to increase by about
11 times between 2013 and 2018 [1].
Since this growth of the mobile traffic is faster than the
increase of the network capacity in the advanced cellular
technology such as LTE/4G, cellular carriers are rapidly de-
ploying public WLAN access points (APs) to offload the
mobile traffic. However, each WLAN coverage is rela-
tively small so that APs tend to be densely placed within
specific locations such as shops and a part of public space,
thereby suffering radio interference of APs due to highly
overlapped coverage. From these considerations, the way
of extending WLAN coverage is essential.
To achieve this, a wireless mesh network (WMN) that
extends WLAN coverage attracts much attention. A WMN
mainly consists of two sorts of APs: gateway AP (called
Internet gateway (IGW)) providing the Internet reachabil-
ity to other APs and other APs constructing a multi-hop
wireless backbone network (WBN) to reach the IGW (i.e.,
the Internet). Since a WMN can extend its coverage due
to the ease of WBN extension, WMN has been already de-
ployed in relative wide area (e.g., a shopping mall and a
city).
However, the existing WMN always suffers a limited
network capacity due to the nature of multi-hop transmis-
sion on multi-hop network. To offload the mobile traffic,
the network capacity of a WBN has to be increased so
that it can accommodate the amount of the increasing traf-
fic reliably. In particular, since the mobile traffic basically
passes through the IGW (i.e., from/to the Internet), the net-
work capacity on a single route toward the IGW should be
increased.
Since the channel capacity is physically limited and an
existing WBN has been generally designed to consistently
use the same channel even for multi-hop transmission, the
network capacity is drastically decreased by the compe-
tition of channel access and radio interference of nearby
APs along with the increase of traffic and the number of
hops. Therefore, the effective use of multiple channels on a
WBN is absolutely necessary to expand the network capac-
ity. In existing researches, routing protocols, channel as-
signments, and MAC protocols handling multiple channels
are mainly studied [2–6]. These studies cannot simultane-
ously use multiple paths (channels) between neighboring
two APs due to the limitation of the conventional routing
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schemes. Also, since an existing AP hardware only has a
few wireless interfaces (IFs) (two IFs generally), the num-
ber of channels that the AP can use simultaneously is less
than the number of IFs that the AP equips with even when
many channels (more than the number of IFs) are vacant.
To physically increase the network capacity, IEEE
802.11n/ac have a function of the channel bonding [7, 8].
In the channel bonding, consecutive channels have to be
vacant. However, it is quite difficult to monopolize the use
of all vacant channels because there are multiple but not
consecutive vacant channels scattered in the 2.4 GHz and
5 GHz bands in a real environment. In preliminary experi-
ments, we observed that there are many vacant channels in
the 5 GHz band, which means that the available resources
cannot be used effectively. Thus, the flexible way of inte-
grating the scattered channels becomes crucial.
From the distinctive points, two problems should be ad-
dressed to increase the network capacity of a WBN. One
is the limitation on the number of channels that APs can
use simultaneously. Another is under-utilization of the
channels in use. To address these problems, we first pro-
pose an efficient framework, which is potentially capable
of handling the unlimited number of channels in paral-
lel. A multi-channel management framework by exploiting
OpenFlow is also presented. To the best of our knowledge,
there is no literature that not only focuses on these prob-
lems but also applies the OpenFlow based approach to the
WBN. We then implement these frameworks in a real AP
hardware/software and experimentally deploy two sorts of
WBNs (a lab scale proof-of-concept and a 6-hop WBN pro-
viding the Internet service). In the experiment, we exam-
ine the feasibility of our WBN implementation/deployment
and also evaluate the effectiveness of increasing the net-
work capacity.
2 Related work
Many studies attempted to increase the network capacity
of a WMN by using multiple channels [2–6]. The major-
ity of them focuses on routing protocols, channel assign-
ments, and MAC protocols [3]. Most studies propose a
multi-channel routing protocol [4, 9], which jointly works
with channel assignment [5]. The use of multiple chan-
nels potentially enables to simultaneously transmit packets,
thereby being effective to increase the network capacity.
However, the number of channels APs can simultaneously
use is limited because a practical AP hardware equips with
generally two radios and three radios in maximum as far
as we know. Therefore, many studies assume that each AP
has only two IFs [5]. Since multiple vacant channels more
than two are often available, the number of channels each
AP simultaneously uses should be flexibly increased in ac-
cordance with the number of vacant channels.
The routing studies basically switch channels (routes) to
avoid radio interference. However, these studies cannot si-
multaneously use multiple links (channels) between two
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Figure 1: Virtual AP based multi-channel WBN.
neighboring APs because the routing table contains only
a single link to reach a neighbor AP. That is, the network
capacity between two APs cannot be increased, thereby be-
ing a bottleneck. To potentially increase the capacity, pack-
ets have to be transmitted through different channels even
if all packets are destined to the same destination address.
Thus, a traffic management framework that can use multi-
ple channels in parallel is essential.
The studies focusing on MAC protocol try to sched-
ule frame transmissions for collision avoidance between
nearby APs [6, 10]. Reference [11] proposes a new MAC
protocol transmitting packets on multiple channels based
on channel hopping on a single radio (practical hardware
equipment). Although it can handle multiple channels, the
switching delay in the order of several milliseconds [12] is
inherently necessary at every channel switching. It cannot
effectively use multiple channels due to the delay and the
time-allocated manner. Then, the multiple channels have
to be used simultaneously to completely exploit their avail-
able resources.
From the viewpoint of OpenFlow, there are few studies
employing OpenFlow in WMN [13, 14]. They use Open-
Flow functions to provide user mobility in WMN. They
mention about the utilization of multiple channels but the
structure of WMN is the same with the existing WMN,
which does not use multiple channels in parallel. That is,
the channel utilization of multiple channel on each hop is
not considered.
3 Multi-channel WBN enabling to
increase network capacity
3.1 Handling multiple channels
To increase the number of channels that each AP can han-
dle, we employ a virtual AP (VAP) shown in Figure 1. A set
of APs (sub-APs), each of which uses a single but different
channel for the WBN, is connected by Ethernet of daisy
chain and constructs a VAP handling multiple channels. In
the WBN constructed by VAPs, since each VAP has mul-
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tiple wireless links of different channels with neighboring
VAPs simultaneously, switching forwarding path of a flow
is the same meaning with switching channels of the flow.
As shown in Figure 1, one AP in each VAP is treated as a
primary AP (e.g., AP1-1) and the others are secondary APs.
Both the primary and secondary APs construct WBNs on
respective channels, while only the primary APs provide
the Internet access to client terminals. From this architec-
ture, the number of channels used in parallel can be flexibly
increased by adding APs for VAP. Note that, to easily iden-
tify each VAP, a VAP is indicated with a number, called
VAPID, (=X) such like VAP-X. In the same way, the sub-
APs is denoted as AP-X-Y, where Y is a sequence number
of APs in a VAP, called APID.
3.2 Channel utilization of WBN
In WBN, we assume that a routing protocol identifies a
route toward IGW (e.g., VAP4→ VAP3→ VAP2→ VAP1
in Figure 1)1 and thus all traffic are forwarded along with
the identified route. To use multiple channels on the route,
we propose a traffic management framework based on soft-
ware defined network (i.e., OpenFlow) technology, which
enables us to flexibly select a path (channel) for each flow
at each hop. A flow is defined based on various identifica-
tions from layer 1 to layer 4. In this study, we use a 4-tuple
(source/destination IP address and port number) as the flow
identification.
OpenFlow consists of one OpenFlow Controller (OFC)
and some OpenFlow Switches (OFSs). The OFC estab-
lishes a TCP connection with each of OFSs for control mes-
sage exchange. Then, the OFC determines control rules for
each flow (called flow entries) and registers them to OFSs.
An OFS (an AP in this study) actually manages packets of
each flow by following the registered flow entries stored in
the local database (called flow table). Thus, the OFC essen-
tially controls all flow by registering flow entries to OFSs.
A flow entry consists of a flow identification and a cor-
responding action. In the study, flow entries are registered
(a) when an OFS initially connects with the OFC, and (b)
when the OFC receives a packet_in, which is sent by an
OFS whenever the OFS receives an unknown packet (i.e.,
the packet does not match any flow entries in the flow ta-
ble). A set of flow entries registered at (a) is fixed rule and
is called as base entry. Also, the process that the OFC cre-
ates/registers a flow entry to an OFS is called as flow_mod.
3.3 Traffic management framework
We propose a traffic management framework based on
OpenFlow technology. Since a single OFC can collabora-
tively work with all OFSs and can totally manage all flows
through the connected OFSs, the OFC has a potential to dy-
namically manage flows in response to the variations of the
traffic condition in whole WBN. Thus, the channel utiliza-
tion can be optimized by exploiting the OpenFlow based
1Routing is beyond the scope of this paper.
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channel WBN.
WBN. To evaluate the performance of the OpenFlow based
WBN, we here propose a simple channel utilization method
that can multiplex a conventional (single-channel) multi-
hop transmission as an example method.
In this method, the OFC allocates a channel for each flow
in order of the arrival of packet_in and the selected chan-
nel is persistently used for multi-hop transmission in the
WBN. Figure 2 shows the mechanism of the channel uti-
lization method. The OFC initially registers flow entries
(base entry) to all OFSs when establishing a control TCP
connection with each OFS. The base entry consists of rules
that make all APs forward flows from the previous hop to
the next hop and from the next hop to the previous hop.
Note that, if the destination of the flow is a client device
connecting to its VAP, the AP directly delivers the flow to
the destination. Thus, all APs have the base entry conduct-
ing multi-hop transmission in advance.
When a client terminal starts a new communication
(flow), a first packet arrives at one of APs (e.g., AP 1-1
in Figure 2) and the AP sends a packet_in to the OFC.
The OFC determines the identification of the flow based
on the combination of source/destination pairs of <IP ad-
dress, port number>, selects a channel persistently used on
all hops for the flow, and then registers flow entries, which
transmits packets of the flow via the selected channel. In
the next hop, the flow is transmitted by the base entry in ac-
cordance with the transmission direction. In this way, the
combination of the base entry and packet_in driven flow
entry achieves the utilization of multiple channels.
To determine a channel for each flow, the OFC selects a
different channel one by one in arrival order of packet_in.
In Figure 2, as three flows are arriving at VAP1, three re-
spective packet_ins reporting those flows are sent to the
OFC. The OFC selects a channel for each flow in the ar-
rival order of packet_in (i.e., channel A for flow 1, chan-
nel B for flow 2, and channel A for flow 3 again) and per-
forms flow_mod for arrival flow. Then, each VAP forwards
all packets of the flow by using the selected channel. The
details of this implementation are presented in the refer-
ence [15].
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3.4 Overhead introduced by OpenFlow
The delay due to packet_in/flow_mod message exchange
and the management traffic coming from this message ex-
change inherently become overhead. When an AP receiv-
ing a new flow (a first packet of new flow), the AP sends
a packet_in to the OFC unless a flow entry matching the
flow is registered in the AP. The OFC then selects a chan-
nel for the flow and registers new flow entry (flow_mod)
indicating the selected channel to transmit the flow. Af-
ter that, the AP starts to forward the flow based on the in-
formed flow entry. Therefore, the delay for registration of
flow entry, which highly depends on round trip time (RTT)
between the AP and the OFC, is necessary only when re-
ceiving a first packet of each flow (i.e., only once for each
flow). Moreover, the processing delay for channel selec-
tion is also necessary, but it limits to a quite short period.
So, the communication interruption period almost becomes
RTT between the AP and the OFC.
On the other hand, OpenFlow does not require extra de-
lay to process packets except a first packet of each flow.
The OFS process works as a Linux kernel module (ker-
nel process) in each AP and handles packets instead of the
TCP/IP stack on the Linux kernel. That is, the OFS pro-
cess refers to the flow table to forward packets. This kind
of process is almost same with the process of the TCP/IP
stack, which refers the forwarding information base to for-
ward packets. The paper [13] actually examined the de-
lay by using a userland OFS software and showed that the
throughput performance does not depend on the number of
flow entries if simple rules (match on port numbers only)
are used. Since our method also use only simple rules for
all flow entries, the introduction of OpenFlow does not im-
pact on the performance in our study.
From the viewpoint of the amount of management traf-
fic, the amount of traffic by packet_in/flow_mod is nec-
essary. A packet_in message consists of the OpenFlow
header (18 bytes) and the entire frame that triggers a new
packet_in, while a flow_mod contains some flow entries.
That is, the amount of each packet_in depends on the
data frame size but the amount of a flow_mod is always
same size (150 bytes per frame) in our method. Actually,
since we employ UDP with 1500-byte packets (=1514-byte
frame), the size of packet_in becomes 1598 bytes (= Eth-
ernet/IP/TCP header (66 bytes) + OpenFlow header (18
bytes) + entire frame (1514 bytes)). Also, since our method
triggers packet_in once when receiving a new flow, the total
amount of extra traffic will be proportional to the number
of the arrivals in new flows and thus the extra management
traffic can be limited to a considerable little value.
4 Lab scale proof-of-concept
To evaluate the proposed multi-channel multi-hop WBN,
we first construct a lab scale WBN and demonstrate the
feasibility of the proposed WBN.
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Figure 3: AP placement in the lab scale testbed.
4.1 Facilities and environment
We prepare Buffalo WZR-HP-AG300H as AP hardware.
We also install OpenWrt [16] (linux-based OS) with Open
vSwitch [17] to all APs. Open vSwitch is a kernel-land
OFS software that controls packet transmissions in APs.
For the OFC software, we employ Trema [18].
Figure 3 shows the AP placement in the lab scale testbed,
which is a 3-hop WBN. Each AP of a VAP is placed to
0.7 m apart from each other and the distance between two
neighboring VAPs is 0.7 m. To enable OpenFlow based
control, all OFSs (APs) directly connect to an OFC by us-
ing dedicated wired network to establish a control connec-
tion with the OFC.
In the wireless settings, IEEE802.11a is used to con-
struct the WBN and also four channels (100, 112, 124,
and 136 channels) are selectively assigned for the exper-
iment. Note that there is no radio interference on these
channels with any other nearby WLANs. To generate traf-
fic, we prepare two PCs, PC1 and PC2. These PCs are
connected to AP1-1 and AP4-1 by Ethernet, respectively,
because we here focus on the multi-hop data transmission
over the WBN.
4.2 Performance measurement in case of
UDP traffic
We investigate the maximum network capacity in accor-
dance with the number of channels used in parallel. Note
that we define the network capacity as the total throughput
at the end host. To keep same traffic rate independent to
the network condition, PC1 generates UDP traffic of con-
stant bitrate by using iperf. Specifically, PC1 sends 40 UDP
flows (1,500 byte packets) with fixed 1 Mbps to PC2 one
by one at 5 seconds interval (totally, 40 Mbps). During the
experiment, we measure the total amount of traffic received
by PC2 and average the total throughput for 30 seconds af-
ter 5 seconds since the last flow starts. This experiment is
performed nine times.
Table 1 indicates the summary of measurement results.
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Table 1: Total throughput in UDP (Mbps).
# of channels used in parallel
1 ch. 2 ch. 3 ch. 4ch.
Maximum 9.73 19.14 29.03 38.47
Median 9.71 19.05 28.91 38.16
Minimum 9.58 18.96 28.80 38.13
Table 2: Total throughput in TCP (Mbps).
# of channels used in parallel
1 ch. 2 ch. 3 ch. 4 ch.
Maximum 7.67 15.08 22.75 30.14
Median 7.53 15.05 22.66 30.06
Minimum 7.44 14.88 22.60 29.98
In the results, although the total data rate of UDP flows
is 40 Mbps, the obtained throughput cannot reach it. Since
the traffic is equally distributed in this experiment, all chan-
nels on the WBN are exhaustive filled by the traffic. That is,
the maximum UDP throughput means the maximum net-
work capacity of the WBN. Then, we can see from the re-
sults that the network capacity with a single-channel 3-hop
WBN is about 10 Mbps. According to the increase of the
number of channels used in parallel, the network capacity
also increases. Indeed, it becomes twice in 2 channels and
three times in 3 channels. Therefore, our WBN can linearly
increase the maximum network capacity in response to the
increase of channels.
4.3 Performance measurement in case of
TCP traffic
In the Internet access network, there are various flows in
which TCP is a dominant. In this experiment, we measure
the TCP performance on our WBN while increasing the
number of channels used in parallel. TCP has a function
that dynamically controls transmission rate depending on
the network condition so that traffic congestion could be
avoided. Due to the latency of congestion control, we can
expect that the network capacity in case of TCP is lower
than that in case of UDP. We then examine the (effective)
network capacity in the realistic traffic environment.
In this experiment, PC1 performs some TCP data trans-
missions. Specifically, PC1 establishes a TCP connection
with PC2 and transmits data by using iperf through the con-
nection. The number of this TCP flows is increased from
one up to 40 one by one at every 5 seconds. As for the
capacity, we average the total throughput for 30 seconds
after 5 seconds since the last flow starts. This experiment
is performed nine times.
Table 2 shows the summary of experimental results. As
with Table 1, Table 2 shows that the total throughput is
linearly increased in accordance with the number of chan-
nels used in parallel. However, the obtained throughput is
clearly less than the results in Table 1 due of the congestion
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control mechanism, as stated previously.
We next compare TCP with UDP in the time series
shown in Figure 4. To illustrate this figure, we select the
median results in Tables 1 and 2. Since the number of UDP
flows is gradually increased up to 40 flows at every 5 sec-
ond, throughput also grows along with the increase of flows
until the maximum network capacity, which is determined
by the number of channels used in parallel. On the other
hand, in TCP experiment, once at least one flow is trans-
mitted on every channel, the total throughput is kept in al-
most same value irrespective of the number of TCP flows
(before the number of flows reaches to 40). Moreover, af-
ter all flows start to be transmitted, the TCP throughput is
about 2Mbps lower on each channel than that of UDP. That
is, it is totally 8 Mbps lower in case of the 4-channel WBN.
From these results, we can say that our WBN can poten-
tially increase the network capacity in accordance with the
number of channels used in parallel but the effective capac-
ity is different depending on the characteristics of traffic.
5 WBN providing the Internet
access
We deploy our WBN to provide the Internet access for con-
ference attendees. The conference is held at a single floor
of a hotel and our WBN is deployed in a part of the floor.
The number of conference attendees is 133 but only a part
of them uses our Internet access service because other In-
ternet services are also available and some attendees uses
them. The installation environment with wireless config-
uration is described in Section 5.1. In this experiment,
we employ an additional AP (namely assistant AP), whose
roles are described in Section 5.2. The design of AP place-
ment is explained in Section 5.3. Finally, we show the re-
sults of performance measurement in Section 5.4.
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Figure 5: Construction of an experimental network.
5.1 Installation environment
As shown in the lower part of Figure 5(a), we employ four
APs for each VAP (i.e., four channels available on WBN).
These four APs are connected by Ethernet of daisy chain
and compose a VAP. Each AP uses the channels of 100,
112, 124, and 136 for WBN, respectively.
In the WLAN settings on all APs, IEEE802.11n is used
and an adjacent channel is bonded (i.e., 40 MHz channel
bonding is activated). For example, the channel 104 is
bonded with the channel 100. It should be noted that our
proposed WBN framework can adapt to change in the wire-
less technology such as 802.11ac and its channel bonding
technology. We then manage user traffic through these four
links by our proposed channel utilization method described
in Section 3.3. Note that we confirmed that there is no ra-
dio interference on these channels with any other nearby
WLANs in the hotel.
5.2 Assistant APs
We have investigated the basic performance of a lab scale
WBN in Section 4. Since our focus was the way of con-
structing the WBN and its performance, we simplified the
experimental environment, as described in Section 4.1.
Each VAP must provide WLAN access for the Internet
service. Also, to deploy our proposed WBN in a large scale
network, the control traffic arising from OpenFlow should
be conveyed on wireless network. Thus, we additionally
prepare a Buffalo WZR-HP-AG300H equipped with a USB
wireless IF (i.e., this AP has two built-in IFs and one USB
IF) for each VAP, called assistant AP. The assistant AP
allows us not only (1) to provide WLAN access to client
terminals but also (2) to construct the control network, as
shown in Figure 5.
5.2.1 Providing the WLAN access
To achieve (1), an assistant AP provides WLAN access in
both 2.4 and 5 GHz bands by using two built-in IFs (Fig-
ure 5(a)). These WLANs are configured as IEEE802.11n
with 20 MHz channel width (i.e., the channel bonding is
not used for client user access).
These two IFs and one Ethernet port of the assistant AP
are bridged in layer 2 based on the Linux bridge module
in OpenWrt and the Ethernet port is connected to the pri-
mary AP (i.e., AP-X-1) by Ethernet. The primary AP then
acts as a DHCP server and dynamically allocates an IP ad-
dress for each client terminals in accordance with VAPID.
For example, when a client terminal associates with the as-
sistant AP of VAP2 on the 2.4GHz or 5GHz bands, an IP
address in 192.168.2.0/16 is assigned for the client terminal
by AP2-1. From this structure, the primary AP can handle
user traffic of all client terminals associating with the assis-
tant AP through the Ethernet port.
5.2.2 Control network conveying OpenFlow message
To carry the control messages between an OFC and OFSs,
the IP reachability between an OFC and OFSs have to be
guaranteed in advance. However, OFS’s IFs controlled
by OpenFlow cannot receive/transmit any packets until the
connection between the OFC and the OFS is established
because the OFS does not have any flow entries at first.
Thus, the OFS cannot reach the OFC through our WBN.
To solve the problem, the control network must be con-
structed separately from the user network (i.e., WBN). We
then prepare the dedicated control network constructed by
assistant APs, which are not managed by OpenFlow.
Figure 5(b) illustrates the dedicated control network.
The assistant AP connects with all sub-APs by Ethernet
cables. To guarantee the IP reachability between the OFC
and all OFSs, the assistant APs construct a multi-hop wire-
less network based on static routing by using the USB wire-
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Figure 7: Actual placement of VAP5 and VAP6.
less IF. Since the multi-hop control network is not managed
by OpenFlow but a conventional IP routing based network,
each OFS can communicate with the OFC in advance. It
should be noted that, since this paper focuses on how to
use multiple channels on a large scale WBN, the feasibility
of the control network will be addressed in the future work.
5.3 AP placement
Figure 6 shows a map of a part of the conference venue
with the AP placement. We place seven VAPs in two rooms
(Room A and B). An example of the VAP deployment
(VAP5 and VAP6) is shown in Figure 7. As seen in the
figure, we adjust the location of VAP so as to have line-of-
sight between two neighboring VAPs. That is, doors be-
tween VAP2 and VAP3 and between VAP3 and VAP4 are
always opened.
VAP1 located in Room A is the IGW and directly con-
Table 3: Throughput for 30 seconds (Mbps).
Maximum Median Minimum
30.61 28.94 27.31
nects with the OFC. That is, user traffic and control traffic
of OpenFlow must pass through VAP1. To ensure that user
traffic is forwarded in multi-hop, VAP1 (i.e., the assistant
AP of VAP1) does not provide the WLAN access to client
terminals as shown in Figure 5(a). Instead, VAP1 (the pri-
mary AP of VAP1) connects to a router, which performs
NAT of 192.168.0.0/16, so that all users can access the In-
ternet.
Since our proposed WBN can construct only a chain
topology with static routing at this time, we design a 6-hop
chain topology with a pre-defined path, which is shown by
arrows in Figure 6. Thus, all user traffic is forwarded on
this multi-hop WBN along with the path.
In the conference, Room A is used for a meeting and
Room B is for a plenary event. Since the conference atten-
dees concentrate in Room B when a plenary event is held,
we place VAP6 and VAP7 around the plenary event area.
As shown in Figure 7, the plenary event area is right side
of Room B (in front of the screen) and thus almost atten-
dees may associate with VAP6 or VAP7.
5.4 Performance measurement
We measure the network capacity by obtaining the sum of
throughput of all flows on the WBN. In Section 5.4.1, we
investigate the maximum network capacity when no users
utilize the WBN. Section 5.4.2 evaluates the practical net-
work capacity when many users simultaneously access the
Internet by using various applications.
5.4.1 Maximum network capacity
We obtain the maximum performance of the WBN. In this
experiment, two PCs connect to VAP1 and VAP7 by Ether-
net, respectively, and UDP traffic is transmitted from VAP7
to VAP1 to obtain the maximum network capacity of a 6-
hop WBN. During this experiment, there is no other traffic
than the experimental UDP traffic.
In the preliminary experiment, we investigated the UDP
transmission rate that meets the maximum channel capacity
of a 6-hop WBN with a single channel (Figure 6). The
measurement is conducted by increasing transmission rate
of UDP with 1,500-byte packet by iperf. Since we find that
8 Mbps is the maximum capacity of a channel (packet loss
rate is less than 1%) in advance, we here use this traffic rate
to measure the network capacity of our WBN.
In the experiment, we generate four 8-Mbps UDP flows
with 1,500-byte packets at 10 seconds interval. The
throughput is averaged for 30 seconds after 5 seconds since
the last flow starts, and this experiment is performed nine
times. Table 3 indicates the measurement results. From
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Figure 8: Time series throughput of the average result on
the median result.
the table, we can see that the proposed WBN can provide
around 29 Mbps of the network capacity.
Figure 8 shows the time series throughput of the median
result in Table 3. In the figure, we can see that the through-
put dynamically fluctuates between 25 and 30 Mbps. Also,
the maximum instantaneous throughput is 33.28 Mbps at
45 seconds. From these results, we can say that the pro-
posed WBN potentially has 29 Mbps of the network capac-
ity.
5.4.2 Practical network capacity
We next treat a case where clients (conference attendees)
use the WBN to reach the Internet. To obtain the practi-
cal network capacity, we measure the total throughput at
VAP1 during a plenary event. As a measurement result, we
intentionally select the period of 10 minutes during the con-
ference when the largest amount of traffic is observed. Fig-
ure 9 shows the actually measured traffic forwarded from/to
each VAP during the 10 minutes in time series. From Fig-
ures 9(a) and 9(b), we can see that the amount of the down-
stream traffic is extremely larger than that of the upstream
traffic, i.e., about 0.5 Mbps upstream traffic and about 25
Mbps downstream traffic. That is, the asymmetric nature
of the Internet traffic can be seen.
From Figure 10, we can see that almost traffic is from/to
VAP6 and VAP7. When focusing on VAP7, the through-
put measured at 254 seconds is 30.42 Mbps, which is the
maximum instantaneous traffic during 10 minutes but a lit-
tle less than that of UDP experiments (Section 5.4.1). We
also show that the stable throughput on VAP7 is around
26 Mbps. Since the WBN of this experiment provides the
WLAN Internet access to client terminals, TCP traffic is
likely to be dominant in the Internet. As evaluated in Sec-
tion 4, TCP cannot completely utilize the network capacity
due to its congestion control mechanism. Therefore, the
network capacity utilized by TCP becomes a little less than
the results in Section 5.4.1.
From above results, the OpenFlow based WBN can
aggregate the capacity of multiple channels efficiently,
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Figure 9: Consumed bandwidth for 10 minutes during a
plenary event.
thereby providing the Internet access with the large net-
work capacity. In summary, we can conclude that the WBN
can effectively extend WLAN coverage while maintaining
the large network capacity.
6 Discussion
In this paper, we prepared the experimental environ-
ment with no difference/variation of wireless link qual-
ity and then conducted experiments to perform the proof-
of-concept of the proposed architecture handling multiple
channels efficiently. To apply it to the real deployment, we
still have some concerns including the difference/variation
on wireless condition, the difference/variation on commu-
nication, reliability of control network, scalability, and de-
ployment.
In a real deployment, APs may be distributed in wide
area so that the radio range of a AP is adjusted to reach
only nearby APs. In such a deployment, wireless condi-
tion differs in every hop and changes dynamically (e.g.,
due to radio interference). Since we assume same and sta-
ble (no variation of wireless condition) environment in this
study, how to apply the proposed method in a real deploy-
ment should be further considered. Indeed, when the OFC
receives packet_in, the channel selection should be con-
ducted in accordance with the channel condition. While
the WBN is transmitting a flow, the OFC should effectively
control the channel utilization (switches channels of the
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flow) along with the change of channel condition.
To adaptably utilize channels, the OFC has to quickly
obtain the difference and variation of wireless condition
and then flexibly control the channel utilization. How-
ever, since OpenFlow is originally designed for point-to-
point wired network, it is not capable of treating point-
to-multipoint wireless network, i.e., the OFC cannot ob-
tain any wireless information. To overcome this, the OFC
may estimate the wireless link condition based on Open-
Flow technology. Actually, since the OFC is capable to
collect the amount of sent/received traffic in each AP, the
OFC may be aware of the difference or degradation of wire-
less link quality by comparing the amount of sent traffic in
an AP with the amount of the received traffic on the next
hop. In this way, we also need to develop the way of obtain-
ing the wireless link condition and accordingly controlling
the channel utilization.
Since various sorts of communication are conducted in
a real WMN, the channel utilization method has to han-
dle them to effectively utilize multiple channels. Since the
flow arrival timing, flow length, and transmission rate are
various, the optimization of channel utilization is extremely
difficult. That is, some channels may be saturated even if
other channels are not full yet. Although the OFC selects
a different channel in the order of packet_in arrival in this
paper, the amount traffic loaded on each channel may also
be additionally considered to utilize multiple channels.
The reliability of OFC and control network should be
considered to employ OpenFlow. Since the focus of this
paper is proof-of-concept, we actually have not ensured the
reliability yet. For improving the OFC reliability, a sim-
ple way that prepares multiple OFCs in the WBN may be
effective. On the other hand, to keep the control network
reliable, it must have redundancy because there is a sin-
gle point of failure in the current control network. Specif-
ically, since a multi-hop network with a single channel
is dedicated for the control network in the current WBN,
the WBN causes communication failures if one of wireless
links in the control network is disturbed or disconnected.
To avoid it, the control network should be construct by mul-
tiple channels. Since the channel resources are limited, the
control traffic may be coexistent with the data traffic in our
WBN.
The scalability issue of the control network should
be addressed. As described in Section 3.4, the delay
of packet_in/flow_mod delay may increase in accordance
with the WBN size. Moreover, the saturation of the con-
trol network should be considered. A dedicated channel is
used for a multi-hop control network in our WBN. On one
hand, the number of clients (flows) tends to increase in ac-
cordance with the WBN size (i.e., the coverage area). The
control traffic may be dropped due to the saturation of con-
trol network in the extensive WBN. These concerns should
be further investigated.
Finally, to actually deploy the WMN based on our WBN,
we have to consider the configuration and deployment way.
In the current WBN, we configure all APs in advance so
that all wireless connections including the control network
are certainly established. For the deployment, it is neces-
sary to establish the wireless connection and then detect
the topology (neighboring APs). Since as we described
above the OpenFlow has no functions for wireless network,
we need to further develop a way to handle wireless infor-
mation in the OpenFlow technology. Actually, monitor-
ing beacon frames may be useful to obtain the availability
of the channels and collect the information of neighboring
APs.
7 Conclusion
To increase the network capacity, this paper introduces the
OpenFlow based WBN and a channel utilization method.
The WBN is examined in two sorts of testbed. First, we
evaluate the basic characteristics of a lab scale proof-of-
concept. In the testbed, since we simplified the experimen-
tal environment (i.e., client nodes are connected to AP by
an Ethernet cable and also the control messages of Open-
Flow are conveyed through the wired network), we need to
provide WLAN access to client terminals and to construct
the wireless network for transmitting control messages.
To solve these problems, we employ an additional AP
and then deploy the WBN in a large-scale testbed providing
the Internet access to conference attendees. In the measure-
ment, we can demonstrate that the WBN can bring the large
amount of network capacity in 6-hops with 4 channels.
From the results of two experiments, we can conclude that
our WBN can extend WLAN coverage while linearly in-
creasing the network capacity in accordance with the num-
ber of channels used in parallel. Since this study focuses
on the proof-of-concept of our WBN, we next plan to solve
remaining concerns including the difference/variation on
wireless condition, the difference/variation on communica-
tion, reliability of control network, scalability, and deploy-
ment.
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