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Abstract
In this paper, we construct and analyze a prototypical model of microscopic chaos. In partic-
ular, we extend the results of Beck and Shimizu to the case where the microscopic time scale
 is no longer small. The upshot is that a non-Ornstein–Uhlenbeck deterministic process can
generate a Gaussian di#usion process. c© 2002 Elsevier Science B.V. All rights reserved.
PACS: 05.45.−a; 05.90.+m.; 05.40.−a; 82.20.−w; 02.50.−r
Keywords: Chaos; Gaussian di#usion process; Brownian motion; Non-Ornstein–Uhlenbeck process;
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1. Introduction
The dynamical origin of Brownian motion has been elucidated with the Hamiltonian
formalism of a system of heavy particle interacting with a bath of light molecules [1–3].
Because the particle is much heavier than the molecules, one of the key ideas was to
view the particle as slow dynamical variable relative to the molecules. To render the
many-body problem tractable, the fast variables are integrated out. The technique leads,
by means of the projection operators, to the Langevin equation which embodies the
mesoscopic physics of Brownian motion [4].
A dynamical theory of Brownian motion in this form is deterministic in nature.
Stochasticity creeps into the picture through the Fuctuation term of Langevin equation
which represents the coarse-grained, e#ective force of the molecules. Invariably, the
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theory treats the Fuctuating force as a Gaussian distributed stochastic process, while
it leaves open the question of whether the intrinsic dynamics of Brownian motion is
“chaotic” or not. One may perceive from the writings and thoughts of Maxwell that
the microscopic dynamics is indeed chaotic [5].
In recent investigations, it was found that deterministic chaos serves as useful theo-
retical models for physical Fuctuation [6–8]. In Beck’s model [9], a Brownian particle
is subjected to a dissipative drag and impulsive kicks that occur at a frequency of
1=, where  is the parameter corresponding to the time scale of the Fuctuation. The
amplitude of the Fuctuating force, which scales as 1=2, derives from chaotic -mixing
maps. SigniLcantly, Beck [10] had shown that the discretized dynamics of the Brow-
nian particle converges to Langevin’s equation and Ornstein–Uhlenbeck’s [11] process
when → 0. In another instance, Shimizu [12] held the changing chaotic force acting
on a dissipated Brownian particle constant within the period . The resulting discretised
dynamics is such that the chaotic Fuctuating force scales as  for small . In particular,
for → 0, a Fokker–Planck equation for the velocity distribution is obtained when the
chaotic force is -correlated. Interestingly, the Ornstein–Uhlenbeck process is arrived
at by considering → 0 in both cases. It implies that the corresponding process in the
position space is di#usive with a Gaussian distribution.
However, is it necessary for a Gaussian di#usion process in the position space to be
generated by Ornstein–Uhlenbeck process in the momentum space? When  is large,
the momentum exhibits non-Ornstein–Uhlenbeck behavior under chaotic Fuctuations,
and it will be interesting to uncover the form of the stochastic dynamics in the cor-
responding position variable. In this paper, we investigate this question by employing
the deterministic model due to Beck [9]. We prove that a non-Ornstein–Uhlenbeck
process generated by microscopic chaos leads to a Gaussian di#usion process in the
position space. This result has implications that chaotic Fuctuations can serve as part
of the machinery in artiLcial mesoscopic devices such as molecular motors and Brow-
nian ratchets [13,14]. Furthermore, it may shed light on Gaspard et al.’s results, which
involved an experimental time scale of 160 s [15].
This paper is organized as follows. In Section 2, we probe the dynamics of Beck’s
model by means of the PoincarPe surface technique [16], resulting in a discrete-time
dynamical system for the position and momentum of the Brownian particle. We then
explore the subtle connection and relationship between the dynamics of dissipative
Brownian particle acted upon by external chaotic force and statistical mechanics in
Section 3. We show that the statistical physics of the dynamics of Beck’s model at
arbitrary  contains Einstein’s di#usion with respect to the particle’s position [17]
and the Green–Kubo relation, while its spectral density exhibits power law decay of
the form 1=!2. A fundamental element in our derivation is that the kicking force is
-correlated. This is, in fact, another guise of Boltzman’s Stosszahlansatz [3]. Our main
and novel results are presented in Section 4, where we prove that the particle’s position
obeys a Gaussian di#usion process with non-vanishing and potentially large , when the
dynamics of the kicking force follows the logistic map. Notably, this occurs even when
the statistical distribution of the particle’s momentum is non-Gaussian, meaning that
the momentum is non-Ornstein–Uhlenbeck. Finally, we discuss and relate our Lndings
in Section 6.
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2. Deterministic map from Langevin theory
Langevin’s theory of Brownian motion describes a particle moving in a viscous Fuid
and under the inFuence of a stochastic force (t). Let p denote the momentum of the
particle and 
 the damping constant. The equation of motion is
dp
dt
=−
p+ (t) : (2.1)
While the viscosity dampens the particle’s movement, the random force (t) origi-
nated from collisions with the surrounding molecules keeps it moving and changing
direction all the time. With T denoting the temperature and k the Boltzmann constant,
statistically, (t) has the following property for every degree of freedom of the particle:
〈(t)〉= 0; 〈(t)(t′)〉= 2kT
 (t − t′) : (2.2)
The damping and Fuctuation (t) are the outcome of (nt+1)-body collisions between
the particle and nt molecules at time t. Because it is intractable to know the value of nt
and the various velocities of the colliding molecules, Langevin treated the Fuctuation
as being stochastic.
2.1. Equation of motion
Given the mean time to the next impulse  [18], we model the phenomenon as a
particle of mass m receiving an impulsive “kick” at discrete time t = n. The equation
of motion is
dp
dt
=−
p+ (
m)1=2 Fimp(t)
N∑
n=1
(t − n) : (2.3)
Of course, Fimp(t) depends largely on the velocity of the colliding molecule, Fuctuating
at the time scale of .
2.2. Discrete time dynamics
We are thus led to a model that yields a series of discrete snapshots of the system.
The snapshot is deLned as a point in the phase space immediately after the impulsive
kick. More speciLcally, the phase space trajectories of the particle will be recorded only
at time instant t = n+, where n+ = n+ 0+ and 0+ denotes an inLnitesimal positive
number. This renders the continuous time dynamical system discrete; the snapshot at
time t = n+ is expressed as (xn; pn) in the phase space. Similarly, we write
Fn = Fimp(n+) = Fimp(n) : (2.4)
Before the kick at t = n− and after the kick at t = n+, the position is continuous:
xn = x(n+) = x(n−) : (2.5)
On the other hand, the momentum changes discontinuously because of the Dirac delta
kick:
pn = p(n+) = p(n−) + (
m)1=2Fn : (2.6)
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In between two successive kicks, the particle experiences only the dissipative drag.
Namely, for n+6 t6 (n+1)−, Eq. (2.3) does not contain the impulsive force, and
we have
dp
dt
=−
p : (2.7)
By integrating over n+6 t6 (n + 1)− and using Eq. (2.6), the equation is readily
solved to yield
pn+1 = e−
pn + (
m)1=2Fn+1 : (2.8)
Similarly, since dx=dt = p=m, we can also Lnd the discrete time dynamics of the
position by integrating over the same time interval n+6 t6 (n + 1)−. With the
continuity condition given by Eq. (2.5) and after performing a change of variable in
time, the result is
xn+1 = xn +
1
m
∫ −
0+
Pn(t) dt : (2.9)
In Eq. (2.9), we use Pn(t) to denote p(t+n). The function Pn(t) deLned on the interval
0+6 t6 − can be found easily from Eq. (2.7) with pn as the initial condition. The
result is
Pn(t) = e−
tpn : (2.10)
We see that immediately after the nth kick and immediately before the (n+1)th kick,
the momentum Pn(t) relaxes. Substituting it into Eq. (2.9), we obtain
xn+1 = xn +
1

m
(1− e−
)pn : (2.11)
In summary, by introducing , we obtain a discrete time dynamics for momentum,
Eq. (2.8) and position, Eq. (2.11).
2.3. Deterministic map
From Eq. (2.3), we see that (
m)1=2Fn is analogous to the stochastic Fuctuation in
Langevin’s formulation. However, in this paper, we are interested in the case where
Fn is deterministic in that its time evolution is governed by a nonlinear dynamical map
G. In other words, with s denoting a scaling factor, the impulsive force is modelled as
Fn+1 = s’n+1 = sG(’n) : (2.12)
Moreover, we choose a suitable G such that the autocorrelation of Fn vanishes
exponentially. This results in a map with three components:
Fn+1 = sG(Fn=s) ; (2.13a)
pn+1 = e−
pn + (
m)1=2Fn+1 ; (2.13b)
xn+1 = xn +
1

m
(1− e−
)pn ; (2.13c)
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which we name them collectively as the Brownian Motion Map. The map turns out to
be the same as that investigated by Beck [9], except for the 
1=2 factor that we explicitly
show in Eq. (2.13b). The purported “heat” source G is chosen to have the -mixing
property. Some examples of -mixing maps are G(’n)=1−2’2n, G(’n)=2’n (mod 1)
and G(’n)=1=’n (mod 1) [18]. It is well known that the probability distribution func-
tions of these -mixing one-dimensional maps are non-Gaussian. However, with G as
the source, as intriguing as it may appear, Beck and Roepstor# [10] and Shimizu [12]
showed that the probability distribution of pn which evolves deterministically accord-
ing to Eq. (2.13b) with vanishing 
 turns out to be Gaussian. Despite the fact that
the -mixing chaotic map G possesses higher order correlations, it has been shown
that Eq. (2.13b) converges to the Ornstein–Uhlenbeck process in the limit → 0 [18].
Furthermore, the deviation from Gaussian distribution for a small but Lnite  is quite
the same for certain classes of mappings [19].
To elucidate the model more concretely, we choose G to be the map, ’n+1=1−2’2n
for ’n taken from the interval [−1; 1]. The mean of ’n vanishes, 〈’n〉=0. Furthermore,
for all i and j, 〈’i’j〉= ij=2. We use 〈· · ·〉 to denote the expectation with respect to
the invariant measure of the map. The mathematical deLnition of it can be found in
the Appendix.
Given these properties of ’n, with reference to Eqs. (2.3), (2.4) and (2.12), the
scaling factor s2 has the dimension of energy. We shall write it as s2 =2kT . Therefore,
for all i and j,
〈Fi〉= 0 ; (2.14a)
〈FiFj〉= 2kTij : (2.14b)
3. Statistical physics
In this section, we study the correlation functions of pn and those of xn. The ex-
plicitness of the model allows us to compute the relevant correlation functions to gain
insights into the properties of the model from the perspective of statistical physics.
3.1. Equipartition theorem
By iterating Eq. (2.13b), we obtain the following result:
pn+1 = e−(n+1)
p0 + (
m)1=2
n+1∑
i=1
e−(n+1−i)
Fi : (3.1)
As a consequence of Eq. (2.14b), the mean square of pn+1 turns out to be
〈p2n+1〉= e−2(n+1)
〈p20〉+ 
m
n+1∑
i=1
e−2(n+1−i)
〈F2i 〉
= e−2(n+1)
〈p20〉+ 2kTm

 (1− e−2(n+1)
)
1− e−2
 : (3.2)
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In arriving at Eq. (3.2), we have assumed that for all i, 〈p0Fi〉 = 0. Since  is a
microscopic time scale, to decipher the aggregate behavior of the system, it is necessary
to have the model iterate many times so that n is very large. We then obtain
lim
n→∞ 〈p
2
n+1〉= 2kTm


1− e−2
 : (3.3)
It shows that the mean square Fuctuation of the momentum pn is constant, so long as
the temperature T remains unchanged. When 
 vanishes, one obtains from Eq. (3.3)
the standard equipartition of energy
1
2m
〈p2∞〉=
1
2
kT : (3.4)
Thus, when the particle is being kicked by a -mixing map whose autocorrelation is
a Kronecker delta, the energy becomes, on the average equal to kT=2 (per degree-
of-freedom).
In the strong friction regime where 
 is Lnite, the standard equipartition theorem is
modiLed by a factor of 2
=(1− e−2
), which is larger than 1.
3.2. Mean square displacement and Einstein’s di6usion
Now, we shall investigate 〈x2n+1〉. Using Eq. (2.13c) and Eq. (2.13b), we expand all
the expressions iteratively to arrive at
xn+1 = x0 +
1

m
(1− e−
)p0
n∑
j=0
e−j

+
(


m
)1=2
(1− e−
)

F1 n−1∑
j=0
e−j
 + F2
n−2∑
j=0
e−j
 + · · ·+ Fn

 :
(3.5)
Of particular interest in Eq. (3.5) is the last term that contains Fi. Without loss of
generality, we set the starting position of the particle to be 0, namely, x0 = 0. The
terms involving the deterministic time series Fi can be combined together as follows.
xn+1 =
1

m
(1− e−
)p0
n∑
j=0
e−j
 +
(


m
)1=2
(1− e−
)
n∑
i=1
n−i∑
j=0
e−j
Fi
=
p0

m
(1− e−(n+1)
) +
(


m
)1=2 n∑
i=1
(1− e−(n−i+1)
)Fi : (3.6)
Again using Eq. (2.14b),
〈x2n+1〉=
〈p20〉
(
m)2
(1− e−(n+1)
)2 + 

m
n∑
i=1
(1− e−(n−i+1)
)2〈F2i 〉
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=
〈p20〉
(
m)2
(1− e−(n+1)
)2
+


m
2kT
[
n− 2e
−
(1− e−n
)
1− e−
 +
e−2
(1− e−2n
)
1− e−2

]
: (3.7)
First, we consider the case where 1 and n a small integer. Up to the second order
in , the second term in Eq. (3.7) vanishes and we obtain
〈x2n+1〉=
〈p20〉
m2
(n+ 1)22 + O(3) : (3.8)
Since (n+ 1) is the time t for xn+1, the mean square displacement is initially
〈x2n+1〉˙ t2 : (3.9)
Moreover, assuming that the particle is in thermal equilibrium with the ambient
molecules, namely 〈p20〉= mkT , the standard result of 〈x2〉= kTt2=m ensues.
On the other hand, when n is very large and as long as 
 is Lnite, Eq. (3.7) scales
as 2kTn=(
m). Furthermore, the mobility (
m)−1, when multiplied by kT , gives the
di#usion coeScient D. Therefore, with t= n, we arrive at the following equation Lrst
discussed by Einstein:
〈x2∞〉= 2Dt : (3.10)
Next, we consider the strong friction regime. Even when n is a small integer, we
see that Eq. (3.7) approaches the Einstein law of di#usion, Eq. (3.10). In other words,
the mean square displacement scales linearly with t all the time. With the Brownian
Motion Map, one can verify the results, Eqs. (3.9) and (3.10) with computer-generated
trajectories governed by the Brownian Motion Map. In Fig. 1, we see that numerical
analysis chimes in with the analytical results, Eq. (3.9) for small n and Eq. (3.10)
when n is large.
3.3. Green–Kubo relation
Using Eqs. (2.13b), (2.14a) and (2.14b), the correlation of pn with pn−j can be
computed as follows.
〈pnpn−j〉= e−n
e−(n−j)
〈p20〉+ 
m
n∑
i=1
n−j∑
i′=1
e−(n−i)
e−(n−j−i
′)
〈FiFi′〉
= e−2n
+j
〈p20〉+ 2kT 
me−2n
+j

n−j∑
i=1
e2i

= e−2n
+j
〈p20〉+ 2kT 
me−2n
+j

e2
(1− e2
(n−j))
1− e2

= e−2n
+j
〈p20〉+ 2kT 
m
e2

1− e2
 (e
(−2n+j)
 − e−j
) : (3.11)
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Fig. 1. Results of numerical experiments to verify di#usive behavior under logistic map (dashed curve with
‘+’ markers) and Gaussian (dashed-dot curve with ‘o’ markers) Fuctuating force. Theoretical prediction, as
given by Eq. (3.7), is represented by the solid curve with diamond markers. The following parameters were
employed in the experiments: p0 = 0, 2kT =0:5, m=1, 
=0:01 and =0:1. The mean square displacement
was obtained from an ensemble of 3000 trajectories.
When n is large, we Lnd that
lim
n→∞ 〈pnpn−j〉= 2kTm


1− e−2
 e
−j
 : (3.12)
In the similar manner, we evaluate 〈pn+jpn〉 and Lnd that in the limit n→∞,
lim
n→∞ 〈pn+jpn〉= 2kTm


1− e−2
 e
−j
 : (3.13)
Combining Eqs. (3.12) and (3.13), and with j∈Z , we have
lim
n→∞ 〈pnpn−j〉= 2kTm


1− e−2
 e
−
|j| : (3.14)
Thus, we see that asymptotically, the two-point correlation of the momentum is a
function that depends on j only, which is the time di#erence between two instances of
the momentum. To emphasize this point, we deLne
C(j) = lim
n→∞ 〈pnpn−j〉 : (3.15)
Now, suppose the system has evolved for a suSciently long time such that the
two-point function of the momentum is asymptotically given by Eq. (3.14). We then
re-set the discrete time counter to 0 and re-deLne the co-ordinate system such that
x0 = 0. The statistical physics of the system is invariant with respect to such linear
shift in time and space. Accordingly, we have for any i = 0; 1; : : : ;
〈pipi−j〉 ≈ C(j) : (3.16)
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From Eq. (2.13c), we Lnd that
x‘ =
(
1− e−


m
) ‘−1∑
i=0
pi : (3.17)
The mean square displacement can be expressed as
〈x2‘〉=
(
1− e−


m
)2 ‘−1∑
i=0
‘−1∑
j=0
〈pipj〉 : (3.18)
Because we are studying a system asymptotic in time, for which 〈pipj〉= 〈pipi−j〉 for
any i, Eq. (3.16) allows us to organize the indexes of the double summation as
〈x2‘〉=
(
1− e−


m
)2 ‘−1∑
r=0
r∑
j=−r
〈p‘p‘−j〉
=
(
1− e−


m
)2 ‘−1∑
r=0
r∑
j=−r
C(j) : (3.19)
The exponential factor of Eq. (3.14) allows the following approximation to be made:
r∑
j=−r
C(j) ≈
∞∑
j=−∞
C(j) : (3.20)
With this approximation, Eq. (3.19) becomes
〈x2‘〉 ≈ ‘
(
1− e−


m
)2 ∞∑
j=−∞
C(j) : (3.21)
Substituting Eq. (3.14), we Lnd that
〈x2‘〉 ≈ ‘
(
1− e−


m
)2
2kTm


1− e−2

(
1 +
2e−

1− e−

)
: (3.22)
An alternative route to arrive at Eq (3.22) involves a direct substitution of Eq. (3.14)
into Eq. (3.19).
〈x2‘〉=
(
1− e−


m
)2
2kTm


1− e−2

‘−1∑
r=0
r∑
j=−r
e−
|j|
=
(
1− e−


m
)2
2kTm


1− e−2

‘−1∑
r=0

1 + 2 r∑
j=1
e−
j


=
(
1− e−


m
)2
2kTm


1− e−2

[
‘−1∑
r=0
(
1 +
2e−

1− e−

)
− 2e
−

1− e−

‘−1∑
r=0
e−
j
]
=
(
1− e−


m
)2
2kTm


1− e−2

[(
1 +
2e−

1− e−

)
‘ − 2e
−
 (1− e−‘
)
(1− e−
)2
]
:
(3.23)
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In the asymptotic regime where ‘ is large, in the sense that ‘(
)−1, only terms of
order ‘ survives in Eq. (3.23). Consequently, it leads to Eq. (3.22).
It turns out that the terms involving e−
 of Eq. (3.22) cancel out and with D =
kT=(
m), we get
〈x2‘〉 ≈ 2D‘ : (3.24)
In other words, we have derived Einstein’s law of di#usion using the 2-point corre-
lation function of the momentum. Retrospectively from Eq. (3.21), the Green–Kubo
expression for the di#usion coeScient D is obtained as follows.
D =
(
1− e−


m
)2 1
2
∞∑
j=−∞
〈pnpn−j〉 : (3.25)
3.4. Power spectrum
The momentum pn is the notation for p(n), which we shall write as p(t) since
t = n. With s = j and the explicit expression of 〈pnpn−j〉 given by Eq. (3.14), we
have
〈p(t)p(t − s)〉= 2kTm 

1− e−2
 e
−
|s| : (3.26)
To obtain the power spectrum S(!) of 〈p(t)p(t − s)〉, we use the fact that the
Fourier transform of e−
|s| is 2
=(
2 + !2). Hence,
S(!) =
∫ ∞
−∞
〈p(t)p(t − s)〉e−i!s ds
=
∫ ∞
−∞
2kTm


1− e−2
 e
−
|s| e−i!s ds
=
4kTm
2
1− e−2

1

2 + !2
: (3.27)
This proves that the spectrum S(!) scales as 1=!2.
3.5. Discussion
The conceivable physical candidates of the Brownian Motion Map are systems
that are far from thermodynamical equilibrium. In Ref. [18], Beck has proposed a
hydrodynamical experiment involving a macroscopic test particle in a Raleigh–Benard
system in which a non-Ornstein–Uhlenbeck process can be generated. Indeed, this may
well be an interesting arena for experimental probes into the various statistical physics
properties reported in this section.
In the strong friction regime where the dimensionless parameter 
 is not vanishingly
small, we scale the temperature T by a factor as follows.
T ′ =
2

1− e−2
 T : (3.28)
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We then obtain the standard equipartition theorem
1
2m
〈p2∞〉=
1
2
kT ′ : (3.29)
With the deLnition of the e#ective temperature T ′, Eq. (3.22) becomes
〈x2‘〉 ≈ ‘
1− e−2


2m
kT ′ : (3.30)
Correspondingly, we deLne an e#ective di#usion coeScient D′ as
D′ =
1− e−2

2

kT ′

m
(3.31)
and Eq. (3.30) turns out to be the standard Einstein’s law of di#usion:
〈x2‘〉 ≈ 2D′‘ : (3.32)
Interestingly from the deLnition of the e#ective temperature Eq. (3.28), we see that
D′ = D : (3.33)
Rescaling the Fuctuation time scale  to
′ =
(
1− e−



)2
 ; (3.34)
and noting that D′ = D, the Green–Kubo equation Eq. (3.25) is transformed into the
familiar expression in discrete-time,
D′ =
′
2m2
∞∑
j=−∞
〈pnpn−j〉 : (3.35)
As a matter of completeness, we write the rescaled version of the power spectrum Eq.
(3.27) as
S(!) =
2km
T ′

2 + !2
: (3.36)
To sum up, through rescaling, we have obtained the standard statistical physics
expressions for the Brownian Motion Map in the strong friction regime. The transition
to the weak friction regime where 
1 is natural; as can be veriLed from Eq. (3.28)
and Eq. (3.34) respectively, T ′ → T and ′ → . Accordingly, for the statistical physics
expressions Eqs. (3.29), (3.32), (3.35) and (3.36), one simply removes the “prime” (or
“dash”) o# the mathematical symbols when the system is in the weak friction regime.
The results obtained so far suggest that the e6ective temperature Eq. (3.28) is higher
in the strong friction regime as compared to the weak friction case. By varying the size
of the test particle, one can change 
 and experimentally measure the temperature for
di#erent 
. In this way, the physical validity of the Brownian Motion Map is testable
by experiments.
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4. Gaussian di usion process from Brownian motion map driven by logistic map
dynamics
In this section, we prove that the position variable xn of the deterministic Brownian
Motion Map produces the stochastic Gaussian di#usion process when the Brownian
particle is driven by a chaotic logistic map, ’n+1=1−2’2n. We show that the skewness
and kurtosis of xn correspond to a Gaussian distribution, and by way of the Salem–
Zygmund theorem, xn converges weakly to the Gaussian di#usion process for arbitrary

 and  as n→∞.
DeLning p′0 = p0(1− e−(n+1)
), we re-write Eq. (3.6) as follows.
xn+1 =
p′0

m
+
(


m
)1=2 n∑
i=1
ciFi ; (4.1)
where
ci = 1− e−(n−i+1)
 : (4.2)
4.1. Skewness and kurtosis
Before determining the skewness and kurtosis for the position variable xn, the
higher-order correlations 〈x3n+1〉 and 〈x4n+1〉 are Lrst calculated. This requires us to
use the following results derived in the Appendix.〈
n∑
i=1
ciFi
〉
= 0 ; (4.3)
〈(
n∑
i=1
ciFi
)2〉
= 2kTn ; (4.4)
〈(
n∑
i=1
ciFi
)3〉
=−6(kT )3=2n ; (4.5)
〈(
n∑
i=1
ciFi
)4〉
= 12(kT )2n2: (4.6)
The third-order moment 〈x3n+1〉 is evaluated using Eq. (4.1) and expanding it as
follows.
〈x3n+1〉=
〈[
p′0

m
+
(


m
)1=2 n∑
i=1
ciFi
]3〉
=
( 〈p′0〉

m
)3
+ 3
( 〈p′0〉

m
)2( 

m
)1=2〈 n∑
i=1
ciFi
〉
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+3
( 〈p′0〉

m
)(


m
)〈( n∑
i=1
ciFi
)2〉
+
(


m
)3=2〈( n∑
i=1
ciFi
)3〉
:
Substituting Eqs. (4.3)–(4.5) into the above equation gives a simpliLed equation:
〈x3n+1〉= 6
[( 〈p′0〉kT

2m2
)
−
(
kT

m
)3=2]
n+
( 〈p′0〉

m
)3
: (4.7)
When n is large, the approximation results in
〈x3n+1〉 ≈ O(1)n ; (4.8)
where O(1) denotes terms independent of n.
Next, 〈x4n+1〉 is computed based on the same approach:
〈x4n+1〉=
〈[
p′0

m
+
(


m
)1=2 n∑
i=1
ciFi
]4〉
=
( 〈p′0〉

m
)4
+ 4
( 〈p′0〉

m
)3( 

m
)1=2〈 n∑
i=1
ciFi
〉
+6
( 〈p′0〉

m
)2( 

m
)〈( n∑
i=1
ciFi
)2〉
+4
( 〈p′0〉

m
)(


m
)3=2〈( n∑
i=1
ciFi
)3〉
+
(


m
)2〈( n∑
i=1
ciFi
)4〉
:
Upon substituting in Eqs. (4.3)–(4.6), the result is
〈x4n+1〉=
( 〈p′0〉

m
)4
+ 6
( 〈p′0〉

m
)2( 

m
)
2kTn
− 4
( 〈p′0〉

m
)(


m
)3=2
6(kT )3=2n+
(


m
)2
12(kT )2n2
= 12
(
kT

m
)2
n2 + O(1)n+ O(1)
≈ 12
(
kT

m
)2
n2 : (4.9)
To arrive at the last equation, we have let n→∞.
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Fig. 2. The skewed probability distribution function of the Brownian particle’s position variable under logistic
map Fuctuating force for small n (solid curve with ‘*’ markers). The dashed curve with ‘o’ markers is the
corresponding distribution under Gaussian Fuctuating force. The parameters used were: p0 = 0, 2kT = 0:5,
m = 1, 
 = 10 and  = 10. The distribution function was obtained from an ensemble of 105 particles.
The skewness and kurtosis are now ready to be determined using Eqs. (4.8), (4.9)
and Einstein’s law of di#usion, 〈x2n+1〉 ≈ 2(kT=
m)n= O(1)n. The skewness is given
by
skewness =
〈x3n+1〉
〈x2n+1〉3=2
=
O(1)n
O(1)n3=2
=O(1)n−1=2 : (4.10)
Eq. (4.10) shows that as n→∞, skewness vanishes.
The analytic evaluation of the kurtosis, in the case of large n, is given straightfor-
wardly as follows.
kurtosis =
〈x4n+1〉
〈x2n+1〉2
=
12(kT=
m)2n2
4(kT=
m)2n2
= 3 : (4.11)
In calculating the skewness and the kurtosis, we have assumed that 〈p′0F i 〉= 0 for
 =1; 2; 3; : : : : To illustrate Eqs. (4.10) and (4.11) when n is small and when n is large,
Figs. 2 and 3 were obtained respectively from an ensemble of Brownian trajectories
generated by the Brownian Motion Map. The results are highly suggestive that the
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Fig. 3. The skewness of the probability distribution function of the position variable under logistic map
Fuctuating force vanishes for large n (solid curve with ‘*’ markers). The dashed curve with ‘o’ markers is
the corresponding distribution under Gaussian Fuctuating force. The parameters used were: p0=0, 2kT=0:5,
m = 1, 
 = 10 and  = 10. The distribution function was obtained from an ensemble of 105 particles.
statistical distribution of Brownian particles’ positions exhibits a skewness of 0 and a
kurtosis of 3 as n gets larger. The point to note is that to bring about Einstein di#usion,
as shown in Fig. 4 with large 
 and large , the particles’ momentum variables need
not follow the Ornstein–Uhlenbeck process.
Next, we shall furnish a proof that xn is indeed Gaussian distributed and is in
addition, a di#usive process as n→∞.
4.2. Weak convergence to the Gaussian di6usion process
Before embarking on the proof, let us clarify terms and notations that are used in this
subsection. We Lrst introduce the concept of a lacunary trigonometric series, which are
series with very sparse non-zero terms [20]. Such series are written in the following
form:
S(v) =
∞∑
i=1
(ai cos niv+ bi sin niv) ; (4.12)
with ni+1=ni ¿q¿ 1 and v∈ [0; 2&].
Let SN (v) be the N th partial sum of Eq. (4.12), i.e.,
SN (v) =
N∑
i=1
(ai cos niv+ bi sin niv) : (4.13)
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Fig. 4. The probability distribution function f(p) of the Brownian particle’s momentum p under logistic
map Fuctuating force with 2kT = 0:5, m = 1, 
 = 10 and  = 10 (non-Ornstein–Uhlenbeck process). The
distribution function was obtained from an ensemble of 105 particles.
Also
C2N =
1
2
N∑
i=1
(a2i + b
2
i ) =
1
2
N∑
i=1
d2i ; (4.14)
with d2i = a
2
i + b
2
i . Again, we are interested in the asymptotic regime where N→∞.
For the partial sum SN (v) of a lacunary trigonometric series, if CN →∞ and
supi |di|=CN → 0 as N→∞, the Salem–Zygmund theorem [21,22] states that the ra-
tio SN (v)=CN
d→z such that P(z) = (1=√2&)e−z2=2. The notation x d→y denotes that the
variable x converges in distribution to the variable y.
The position variable xn+1 of the Brownian Motion Map is in fact the partial sum
of a lacunary trigonometric series if the driving chaotic deterministic system is the
logistic map. DeLning a variable u∈ [0; 1], the iterates of the logistic map ’i can be
transformed as
’i =−cos 2i&u : (4.15)
With Fi = -’i =−- cos 2i&u, and -= 2
√
kT , Eq. (4.1) can be written as
xn+1 =
p′0

m
+
n∑
i=1
− -
(


m
)1=2
ci cos 2i&u : (4.16)
L.Y. Chew, C. Ting / Physica A 307 (2002) 275–296 291
Notice that this is in the form of a lacunary trigonometric series except for the pres-
ence of the constant term p′0=
m, with ai = −- (=
m)1=2ci, bi = 0 and ni+1=ni =
2i=2i−1 = 2¿ 1. In the asymptotic regime n → ∞, the constant term is in fact of
no consequence. In fact, we can include p′0 in the summation of Eq. (4.1) by letting
p0 = (
m)1=2F0.
Let us now verify whether Eq. (4.16) satisLes the two conditions for the Salem–
Zygmund theorem. The Lrst condition gives:
C2n =
1
2
n∑
i=1
a2i =
1
2
n∑
i=1
-2
(


m
)
c2i
=
1
2
(4kT )
(


m
) n∑
i=1
(1− e−(n−i+1)
)2
= 2
(
kT

m
)
(n+ O(1))
≈ 2Dn ; (4.17)
where D = kT=(
m). Note that as n → ∞, Cn → ∞. For the second condition, di =
ai =−- ( 
m)1=2ci. Hence, as n→∞,
sup
i
-
(


m
)1=2
(1− e−(n−i+1)
)
√
2Dn
∼ O(n−1=2)→ 0 : (4.18)
With the two conditions for the Salem–Zygmund theorem satisLed by xn+1, we next
form xn+1=(2Dn)1=2 using Eq. (4.16) at n→∞:
1√
2Dn
xn+1 =
1√
2Dn
p0

m
+
1√
2Dn
n∑
i=1
− -
(


m
)1=2
ci cos 2i&u
≈ 1√
2Dn
n∑
i=1
-
(


m
)1=2
ci cos 2i&u : (4.19)
Applying the Salem–Zygmund theorem to the partial sum xn+1 gives (1=
√
2Dn)
xn+1
d→z such that P(z) = (1=√2&) e−z2=2. This implies that xn+1 d→x such that,
P(x) =
1√
4&Dn
e−x
2=4Dn : (4.20)
Therefore, xn of the Brownian Motion Map converges weakly to the Gaussian dif-
fusion process when driven by the logistic map as n → ∞. This Lnding is further
validated through numerical simulations as shown in Fig. 5.
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Fig. 5. Evolution of the distribution function f(xn; n) of an ensemble of 105 Brownian particles subjected
to chaotic logistic map Fuctuation. The parameters used were: 2kT = 0:5, m = 1, 
 = 10 and  = 10
(non-Ornstein–Uhlenbeck process).
5. Discussion and concluding remarks
We have explored, through the discretized map of Eq. (2.3), the statistical physics
of a damped Brownian particle being acted upon by chaotic forces with temporal res-
olution . We found that, when  is not small, the discretized momentum variable pn
describes a stationary, and in general, non-Gaussian distribution, while the correspond-
ing position variable xn follows a Gaussian di#usion process. The derivation is speciLc
to the logistic map, and through conjugacy, it is perceivable that the result is applicable
to other -mixing maps. In fact, the derivation in the previous section also applies to
general Tchebysche# maps of order N [23] because its iterates i = cosNi&u form a
lacunary trigonometric series that satisLes the conditions of the Salem–Zygmund the-
orem. However, it will be interesting to prove that the Gaussian di#usion process can
be induced by other classes of deterministic chaotic Fuctuations. We shall leave it as
an open question.
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Appendix A. Higher order correlation of the logistic map
’n+1 = L(’n) = 1− 2’2n:
The approach of [9] is adopted in obtaining the higher-order correlations of the
logistic map. First, we set ’0 =−cos&u, with u∈ [0; 1] representing the corresponding
initial condition in the transformed co-ordinate. For the Lrst iterate, ’1=1−2 cos2 &u=
−cos 2&u. Subsequent iteration yields the following relation for the logistic map
’n =−cos 2n&u : (A.1)
The r-point correlation function 〈’n1 · · ·’nr 〉 with respect to the invariant density of
the logistic map /(’) = &−1(1− ’2)−1=2 is deLned as
〈’n1 · · ·’nr 〉=
∫ 1
−1
d’0/(’0)’n1 · · ·’nr ; (A.2)
where ’ni =L
ni(’0). Based on the u co-ordinate, the r-point correlation function of the
logistic map is determined as follows:
〈’n1 · · ·’nr 〉= (−1)r
∫ 1
0
cos (2n1&u) cos(2n2&u) · · · cos (2nr&u) du
= (−1)r(2)−r
∫ 1
0
1∑
01=−1
e(i012
n1&u) · · ·
1∑
0r=−1
e(i0r2
nr &u) du
= (−1)r(2)−r
1∑
01=−1
· · ·
1∑
0r=−1
∫ 1
0
r∏
j=1
e(i0j2
nj &u) du
= (−1)r(2)−r
1∑
01=−1
· · ·
1∑
0r=−1
 (012n1 + · · ·+ 0r2nr ; 0) ; (A.3)
where  (m; n) is the Kronecker delta function. One sees from Eq. (A.3) that 〈’n1〉=0,
〈’n1’n2〉 = (n1; n2)=2. By no means trivial, the higher-order correlations 〈’n1’n2’n3〉
and 〈’n1’n2’n3’n4〉 can be computed from Eq. (A.3) as follows.
〈’n1’n2’n3〉=−
1
8
∑
P(i1 ; i2 ; i3)
 (ni1 ; ni2 )(ni1 + 1; ni3 ) ; (A.4)
〈’n1’n2’n3’n4〉=
1
16
∑
P(i1 ; i2 ; i3 ; i4)
(ni1 ; ni2 )(ni1 + 1; ni3 ) (ni1 + 2; ni4 )
+
1
4
∑
pairs
 (ni1 ; ni2 )(ni3 ; ni4 ) +
3
8
(ni1 ; ni2 )(ni1 ; ni3 )(ni1 ; ni4 ) ;
(A.5)
where
∑
P(i1 ;:::;ir) means sum over r! permutations of indices and
∑
pairs represents sum
over all possibilities to group r indices into r=2 pairs.
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A.1. Calculation of 〈(∑ni=1 ciFi)p〉 with p= 1; 2; 3; 4
The derivation is carried out with the Fuctuating force Fi taking the form of the
logistic map dynamics ’i in the manner Fi=-’i with -=2
√
kT . Also, ci=1−e−(n−i+1)
.
The calculation shall assume that n is large so that terms of order 1, denoted by O(1),
is relatively negligible. We will not show the calculation of 〈(∑ni=1 ciFi)p〉 for the case
of p= 1; 2 as it is essentially a repeat of the derivation of Eqs. (2.14a) and (2.14b).
(a) p= 3:〈(
n∑
i=1
ciFi
)3〉
=
〈
n∑
i=1
n∑
j=1
n∑
p=1
cicjcpFiFjFp
〉
=
n∑
i=1
n∑
j=1
n∑
p=1
cicjcp〈FiFjFp〉
= -3
n∑
i=1
n∑
j=1
n∑
p=1
cicjcp〈’i’j’p〉
=−3
4
-3
n∑
i=1
n∑
j=1
n∑
p=1
cicjcp(i; j)(i + 1; p)
=−3
4
-3
n∑
i=1
n∑
p=1
c2i cp(i + 1; p)
=−3
4
-3
n−1∑
i=1
n∑
p=2
c2i cp(i + 1; p)
=−3
4
-3
n−1∑
i=1
c2i ci+1
=−3
4
-3
n−1∑
i=1
(1− e−(n−i+1)
)2(1− e−(n−i)
)
=−3
4
-3
(
n−1∑
i=1
1 + O(1)
)
=−3
4
[8(kT )3=2](n+ O(1))
=−6(kT )3=2(n+ O(1))
≈−6(kT )3=2n ; (A.6)
where Eq. (A.4) was employed.
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(b) p= 4:〈(
n∑
i=1
ciFi
)4〉
=
〈
n∑
i=1
n∑
j=1
n∑
p=1
n∑
q=1
cicjcpcqFiFjFpFq
〉
=
n∑
i=1
n∑
j=1
n∑
p=1
n∑
q=1
cicjcpcq〈FiFjFpFq〉
= -4
n∑
i=1
n∑
j=1
n∑
p=1
n∑
q=1
cicjcpcq〈’i’j’p’q〉
=
12
8
-4
n∑
i=1
n∑
j=1
n∑
p=1
n∑
q=1
cicjcpcq(i; j)(i + 1; p)(i + 2; q)
+
3
4
-4
n∑
i=1
n∑
j=1
n∑
p=1
n∑
q=1
cicjcpcq(i; j)(p; q)
+
3
8
-4
n∑
i=1
n∑
j=1
n∑
p=1
n∑
q=1
cicjcpcq(i; j)(i; p)(i; q)
=
3
2
-4
n∑
i=1
n∑
p=1
n∑
q=1
c2i cpcq(i + 1; p)(i + 2; q)
+
3
4
-4
n∑
i=1
n∑
j=1
cicj(i; j)
n∑
p=1
n∑
q=1
cpcq(p; q)
+
3
8
-4
n∑
i=1
n∑
p=1
n∑
q=1
c2i cpcq(i; p)(i; q)
=
3
2
-4
n−1∑
i=1
n∑
q=1
c2i ci+1cq(i + 2; q) +
3
4
-4
n∑
i=1
c2i
n∑
p=1
c2p
+
3
8
-4
n∑
i=1
n∑
q=1
c3i cq(i; q)
=
3
2
-4
n−2∑
i=1
c2i ci+1ci+2 +
3
4
-4
n∑
i=1
c2i
n∑
p=1
c2p +
3
8
-4
n∑
i=1
c4i
=
3
2
-4
n−2∑
i=1
(1− e−(n−i+1)
)2(1− e−(n−i)
)(1− e−(n−i−1)
)
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+
3
4
-4
n∑
i=1
(1− e−(n−i+1)
)2
n∑
p=1
(1− e−(n−p+1)
)2
+
3
8
-4
n∑
i=1
(1− e−(n−i+1)
)4
= 32-
4(n+ O(1)) + 34-
4(n+ O(1))(n+ O(1)) + 38-
4(n+ O(1))
= 34-
4n2 + O(1)n+ O(1)
= 34 [16(kT )
2]n2 + O(1)n+ O(1)
= 12(kT )2n2 + O(1)n+ O(1)
≈ 12(kT )2n2 ; (A.7)
where Eq. (A.5) was employed.
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