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LOCAL SMOOTHING FOR THE BACKSCATTERING TRANSFORM
INGRID BELTI
∗
AND ANDERS MELIN
Abstrat. An analysis of the baksattering data for the Shrödinger operator in odd di-
mensions n ≥ 3motivates the introdution of the baksattering transform B : C∞0 (R
n;C)→
C∞(Rn;C). This is an entire analyti mapping and we write Bv =
P
∞
1 BNv where BNv
is the N :th order term in the power series expansion at v = 0. In this paper we study
estimates for BNv in H(s) spaes, and prove that Bv is entire analyti in v ∈ H(s)∩E
′
when
s ≥ (n− 3)/2.
1. Introdution
The present note is devoted to proving ontinuity and smoothing properties of the baksat-
tering transform for the Shrödinger operator in odd dimensions n > 1.
In order to state the main result a brief desription of the mathematial objets involved is
neessary. (The reader is referred to [10℄, [9℄, [8℄ for details.)
Consider the Shrödinger operator Hv = −∆+ v in R
n
, where v ∈ L2cpt(R
n). Assume that
Hv with domain H(2)(R
n) is self-adjoint and the wave operators
W± = lim
t→±∞
eitHve−itH0
exist. Then the operator vW+ is ontinuous from L
2
to L1, and therefore its distribution kernel
v(x)W+(x, y) is dened. After omposing it with a non-singular linear transformation, we arrive
at the distribution v(x − y)W+(x − y, x + y) in D
′(Rn × Rn). Sine v is ompatly supported
we may integrate with respet to y and obtain the distribution
2n
∫
v(x− y)W+(x− y, x+ y)dy.
(The normalization fator here is introdued in order that the expression above should be equal
to v(x) when W+ is replaed by the identity.) It was proved in [10℄ that when v ∈ C
∞
0 (R
n;R)
the integral above represents the inverse Fourier transform of the baksattering part of the
sattering matrix, when this is represented as a funtion in the momentum variables. The real
part of the expression above is equal to
βv(x) = 2n
∫
v(x − y)W (x− y, x+ y)dy,
∗
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where the operator W = (W+ +W−)/2 has a real-valued distribution kernel.
The baksattering transform Bv of v ∈ C∞0 (R
n;R) is a slight modiation of βv. Let Kv(t)
be the wave group assoiated to the operator
v = ∂
2
t −∆x + v,
i.e., u(x, t) = (Kv(t)f)(x) is, for every f ∈ C
∞
0 (R
n), the unique solution in C1([0,∞), L2(Rn))
to the Cauhy problem
vu(x, t) = 0, u(x, 0) = 0, (∂tu)(x, 0) = f(x).
Then Kv(t) is a strongly ontinuous funtion of t with values in the spae of bounded linear
operators on L2(Rn). (See [9℄ for details.) We have that |x−y| ≤ t in the support of Kv(x, y; t)
and |x− y| = t in the support of K0(x, y; t). This ensures that the operator
G = −
∞∫
0
Kv(t)vK˙0(t)dt
is well-dened and ontinuous on L2cpt(R
n), where the dot denotes derivative in the variable t.
Theorem 7.1 in [10℄ gives the relation between G and W above: There exist an orthonormal
basis (fj)1≤j≤µ of real eigenfuntions orresponding to the negative part of the spetrum of Hv
and a set (gj)1≤j≤µ of smooth real-valued funtions suh that
W = I +G+
µ∑
1
fj ⊗ gj .
It turns out (see below) that G = Gv, onsidered as funtion of v with values in the spae of
ontinuous linear operators in L2cpt(R
n), extends to an entire analyti funtion of v ∈ C∞0 (R
n),
i.e., to the spae of omplex-valued v in C∞0 . Also, if v is suiently small (in a sense that we
do not make preise here), there are no bound states and W = I +G then. For these reasons
it is natural to modify the denition of βv by subtrating the ontribution from
∑µ
1 fj ⊗ gj.
Denition. Assume v ∈ C∞0 (R
n;C). The baksattering transform Bv of v is dened by
(Bv)(x) = v(x) + 2n
∫
v(x − y)G(x− y, x+ y)dy.
Here the integral is taken in distribution sense and v(x)G(x, y) is the distribution kernel of the
operator vG.
It was proved in [9℄ that G = Gv extends to an entire analyti funtion of v ∈ L
q
cpt(R
n) when
q > n. For suh v we an dene Bv again as in the previous denition and Bv will be entire
analyti in v with values in D′(Rn). We write
Bv =
∞∑
1
BNv
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where BNv is the N :th order term in the power series expansion at v = 0. There are other
spaes of v (ontaining C∞0 as a dense subset) to whih Bv an be extended analytially. For
reasons of ontinuity suh expansions an be studied by deriving estimates for the BNv when
v ∈ C∞0 . In this paper we shall study estimates for BNv in H(s) spaes, and prove that Bv is
entire analyti in v ∈ H(s) ∩ E
′
when s ≥ (n− 3)/2.
We reall some basi ingredients in the onstrution of Bv when v ∈ C∞0 (R
n). We reall
from [9℄, or setion 11 in [10℄, that
(1.1) Kv(t) =
∑
N≥0
(−1)NKN(t),
where KN are indutively dened by
(1.2)
K0(t) =
sin t|D|
|D|
,
KN (t) = (KN−1 ∗ vK0)(t) =
t∫
0
KN−1(s)vK0(t− s)ds, N ≥ 1.
One has the estimate
‖KN(t)‖L2→L2 ≤ ‖v‖
N
L∞t
2N+1/(2N + 1)!
Sine the distribution kernel KN (x, y; t) of KN(t) is supported in the set where |x − y| ≤ t, it
makes sense to onsider
(1.3) GN = (−1)
N
∫ ∞
0
KN−1(t)vK˙0(t)dt.
This is a ontinuous linear operator in L2cpt(R
n), and the estimates for the KN show that
G =
∞∑
1
GN
is an entire analyti funtion of v. We see that
(1.4) (BNv)(x) = 2
n
∫
v(y)GN−1(y, 2x− y)dy, N ≥ 2.
The following theorem (Theorem 8, [9℄) reveals the smoothing properties of BN for large N .
Theorem 1.1. Let q > n and k be a nonnegative integer. Then there is a positive integer
N0 = N0(n, q, k) suh that ∆
kBNv ∈ L
2
loc(R
n) when v ∈ Lq(Rn) has ompat support and
N ≥ N0. Moreover, if R1, R2 > 0, there is a onstant C, depending on n, k, R1, R2 and q only
suh that
‖∆kBNv‖L2(B(0,R1)) ≤ C
N‖v‖
N
Lq/N !, N ≥ N0,
whenever v ∈ Lq(Rn) has support in the ball B(0, R2).
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The aim of this paper is to study (loal) ontinuity properties of the operators BN in H(s)
spaes.
Let ‖ · ‖(s) denote the norm on the Sobolev spae H(s)(R
n). Also H(s)(Ω), s ≥ 0, is the spae
of funtions whih are restritions to Ω of funtions from the Sobolev spae H(s)(R
n), when Ω
is an open set with smooth boundary. The norm on H(s)(Ω), s ≥ 0, is the quotient norm
‖f‖H(s)(Ω) = inf{‖F‖(s);F ∈ H(s)(R
n), F = f inΩ}.
Our main result here is ontained in the next theorem.
Theorem 1.2. Assume 0 ≤ a ≤ s − (n − 3)/2, and let N(a, s) be the smallest integer N suh
that a < N − 1 and a ≤ (N − 1)(s− (n− 3)/2). Then there is a onstant C, whih depends on
n, s and a only, suh that
‖BNv‖H(s+a)(B(0,R)) ≤ C
NR(N−1)/2N−N/2‖v‖
N
(s)
when N ≥ N(a, s), R > 0 and v ∈ C∞0 (B(0, R)).
A rst orollary of this result is the above-mentioned analytiity of the baksattering trans-
formation.
Corollary 1.3. The mapping C∞0 (R
n) ∋ v → Bv ∈ C∞(Rn) extends to an entire analyti
mapping from H(s)(R
n) ∩ E ′(Rn) to H(s),loc(R
n) whenever s ≥ (n− 3)/2.
A seond orollary gives the regularity of the dierene between v and its baksattering
transform.
Corollary 1.4. Assume s ≥ (n−3)/2 and 0 ≤ a < 1 satisfy a ≤ s− (n−3)/2. If v ∈ H(s)(R
n)
is ompatly supported, then
(1.5) v −Bv ∈ H(s+a),loc(R
n).
The outline of this note is as follows. In the next setion we derive a formula that generalizes
to arbitrary N > 2 the formula
(B2v)(x) =
∫
(Rn)2
E2(y1, y2)v(x −
y2 − y1
2
)v(x −
y1 + y2
2
)dy1 dy2,
whih appears in Corollary 10.7 of [10℄. Here E2 is the unique fundamental solution of the
ultra-hyperboli operator ∆x−∆y suh that E2(x, y) = −E2(y, x) and E2 is rotation invariant
separately in x and y. When N > 2 we have to replae E2 by a distribution EN ∈ D
′((Rn)N )
whih is a fundamental solution of the operator PN = (∆xN − ∆x1)(∆xN − ∆x2) · · · (∆xN −
∆xN−1). The distribution EN is disussed in more detail in Setion 3.
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One these formulas have been obtained, the proof of the theorem beomes elementary. The
third setion ontains estimates of the Fourier transforms of (ut-os of) EN . These are in
turn used in the fourth setion when the estimates in Theorem 1.2 are obtained by Fourier
transforming the formula for BNv.
We lose this presentation with a few words on the existing literature on baksattering
problems for the potential sattering in odd dimensions. The baksattering map was studied
also in [1℄ for dimension 3 and in [3℄ for arbitrary dimensions, and loal uniqueness was proved
for potentials in a ertain weighted Hölder spae. The atual baksattering transform dened
as above was onsidered in [7℄ for dimension 3, and it was proved to be analyti when dened
on small potentials v suh that ∇v ∈ L1 and with values in the same spae, and onsequently
uniqueness for the inverse baksattering problem was obtained for small potentials in this
spae. Generi uniqueness was proved in [13℄ for ompatly supported bounded potentials in
dimension 3. We also mention [14℄ for an approah using Lax-Phillips sattering. The problem
of reovering the singularities of v from the baksattering data was onsidered in [4℄, [6℄ and
[12℄. Our result here improves the results in [12℄ in the sense that it shows that the dierene
between the potential v and its baksattering transform is more regular and the result holds
for arbitrary odd n ≥ 3.
Finally, let us x some notation we use throughout the paper. If N ≥ 2 we use the notation
~x = (x1, . . . , xN ) ∈ (R
m)N where x1, . . . xN ∈ R
m
, for m a positive integer. If x ∈ Rm we shall
set 〈x〉 = (1 + |x|2)1/2. The Fourier transform of a distribution u will be denoted either by uˆ
or by Fu.
2. A formula for BN
In this setion we are going to write BNv as the value at (v, . . . , v) of a N -linear operator
dened from C∞0 (R
n)×· · ·×C∞0 (R
n) to C∞(Rn), following the proedure in [9℄. The key point
here is the fat that K0(t) obeys Huygens' priniple, more speially, that its onvolution
kernel k0(x; t) is supported in the set where |x| = t.
When N = 1, 2, . . . we dene QN ∈ D
′((Rn)N × R+) indutively by
Q1(x; t) = k0(x; t),(2.1)
QN (x1, . . . , xN ; t) =
t∫
0
QN−1(x1, . . . xN−1; t− s)Q1(xN ; s)ds when N ≥ 2.(2.2)
Then the mapping
R+ ∋ t→ QN (x1, . . . xN ; t) ∈ D
′((Rn)N )
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is smooth when N ≥ 1. It is easily seen that QN is symmetri in x1, . . . xN , rotation invariant
separately in these variables and, sine |x| = t in the support of k0(x, t), it follows that
(2.3) |x1|+ · · ·+ |xN | = t in suppQN .
Next we dene EN ∈ D
′((Rn)N ), N ≥ 2, by
(2.4) EN (x1, . . . , xN ) = (−1)
N−1
∞∫
0
QN−1(x1, . . . , xN−1; t)k˙0(xN ; t)dt.
It follows from (2.3) that
(2.5) |x1|+ · · ·+ |xN−1| = |xN | in suppEN ,
EN is rotation invariant separately in all variables, and symmetri in x1, . . . , xN−1. We reall
here that
E2(x, y) = 4
−1(iπ)1−nδ(n−2)(x2 − y2) on Rn × Rn
is the unique fundamental solution of the ultra-hyperboli operator∆x−∆y suh that E2(x, y) =
−E2(y, x) and E2 is rotation invariant separately in x and y. (See Theorem 10.4 and Corol-
lary 10.2 in [10℄.)
The next lemma follows easily from (1.2) and (1.3) by indution and some simple omputa-
tions.
Lemma 2.1. Assume v ∈ C∞0 (R
n). Then
KN(x, y; t) =
∫
v(x1) · · · v(xN )QN+1(x − x1, x1 − x2, . . . , xN−1 − xN , xN − y; t)d~x,(2.6)
GN (x, y) =
∫
(Rn)N
v(x1) · · · v(xN )EN+1(x− x1, x1 − x2, . . . , xN−1 − xN , xN − y)d~x(2.7)
for every N ≥ 1.
Proposition 2.2. For N ≥ 2
(BNv)(x) =
∫
(Rn)N
EN (y1, . . . , yN )v(x −
yN
2
− Y0)v(x −
yN
2
− Y1) · · · v(x −
yN
2
− YN−1)d~y
when v ∈ C∞0 (R
n), where
Y0 =
1
2
N−1∑
j=1
yj and Yk = Y0 −
k∑
j=1
yj , 1 ≤ k ≤ N − 1.
Proof. We use (2.7) to express GN−1(y, 2x− y) in (1.4) and get thus
(BNv)(x) = 2
n
∫
Rn×(Rn)N−1
v(y)v(x1) · · · v(xN−1)
EN (y − x1, x1 − x2, . . . , xN−2 − xN−1, xN−1 + y − 2x)dy d~x.
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The proposition follows by hanging variables y−x1 = −y1, x1−x2 = −y2, . . . , xN−2−xN−1 =
−yN−1, xN−1 + y − 2x = −yN , hene
y = x−
1
2
N∑
j=1
yj = x−
yN
2
− Y0
x1 = y + y1 = x−
yN
2
− Y1
. . .
xN−1 = xN−2 + yN−1 = x−
yN
2
− YN−1.
Here we have made use of the invariane properties of EN , whih in partiular ensure that
EN (y1, . . . , yN ) is even in eah yj . 
3. The distribution EN
We need some further information on the distribution EN dened in (2.4).
The rst result is a haraterization of EN . We denote
PN = (∆1 −∆N ) · · · (∆N−1 −∆N ),
where ∆j in the Laplaian in the variables xj .
Lemma 3.1. The distribution EN is a fundamental solution of PN . It has the following
properties:
(i) EN (x1, . . . , xN ) is rotation invariant in eah xj ;
(ii) |x1|+ · · ·+ |xN−1| = |xN | in the support of EN ;
(iii) EN is homogeneous of degree 2(N − 1)− nN .
If E is a fundamental solution of PN that satises (i)-(iii), then E = EN .
Proof. We rst prove that PNEN = δ(x1, . . . , xN ), and when doing this we may assume that
N ≥ 3. Sine ∂2t k0(x; t) = ∆xk0(x; t), it follows easily from (2.2) with N replaed by N − 1
that
∂2tQN−1(x1, . . . , xN−1; t) = ∆N−1QN−1(x1, . . . , xN−1; t)
+QN−2(x1, . . . , xN−2; t)δ(xN−1).
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It follows from (2.4) then that
∆NEN (x1, . . . , xN ) = (−1)
N−1
∞∫
0
QN−1(x1, . . . , xN−1; t)∂
2
t k˙0(xN ; t)dt
= (−1)N−1
∞∫
0
(∂2tQN−1(x1, . . . , xN−1; t))k˙0(xN ; t)dt
= (−1)N−1∆N−1
∞∫
0
QN−1(x1, . . . , xN−1; t)k˙0(xN ; t)dt
+(−1)N−1
∞∫
0
QN−2(x1, . . . , xN−2; t)δ(xN−1)k˙0(xN ; t)dt
= ∆N−1EN (x1, . . . , xN )− EN−1(x1, . . . , xN−2, xN )δ(xN−1).
We have proved therefore that
(3.1) (∆N−1 −∆N )EN (x1, . . . , xN ) = EN−1(x1, . . . , xN−2, xN )δ(xN−1).
Assuming, as we may, that the assertion has been proved for lower values of N and letting (∆1−
∆N ) · · · (∆N−2 −∆N ) at on both sides of (3.1) we may onlude that PNEN (x1, . . . , xN ) =
δ(x1, . . . xN ).
The onditions (i) and (ii) are simple onsequenes of the denitions, together with the fat
that k0(x; t) is rotation invariant in x and supported in the set where |x| = t. Sine k0 is
homogeneous when onsidered as a distribution in x and t, it follows that EN is a homogeneous
distribution. Its degree of homogeneity must be equal to the degree of PN minus the dimension
of (Rn)N . This proves (iii).
It remains to prove that Φ = 0 if Φ = Φ(x1, . . . , xN ) is a distribution satisfying the onditions
in (i) -(iii) and PNΦ = 0.
Dene
Ψ(x1, . . . , xN ) = (∆1 −∆N ) · · · (∆N−2 −∆N )Φ(x1, . . . , xN )
(with the interpretation Ψ = E2 if N = 2). This a homogeneous distribution of degree 2− nN
and
(∆N−1 −∆N )Ψ = 0.
Sine Ψ is rotation invariant in eah xj , it follows from Theorem 10.1 of [10℄ that Ψ is symmetri
in xN−1, xN . Sine |x1|+ · · ·+ |xN−1| = |xN | in the support of Ψ this implies that x1 = · · · =
xN−2 = 0 in its support. Hene
Ψ(x1, . . . , xN ) =
∑
δ(α)(x1, . . . xN−2)uα(xN−1, xN ),
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where the uα(x, y) ∈ D
′(Rn ×Rn) are solutions to the ultra-hyperboli equation. The rotation
invariane of Φ in the xj implies that the summation takes plae over even |α| only and that
the uα(x, y) and rotation invariant separately in x and y. Also, uα(x, y) = uα(y, x) and uα is
homogeneous of degree µα, where
µα = 2− nN + (N − 2)n+ |α| = 2 + |α| − 2n
is even. Sine µα > −2n the proof is ompleted if we prove that uα vanishes outside the origin
in R
n × Rn. In this set we may view uα as a funtion f(s, t) in s = |x|, t = |y|. Sine it is
supported in the set where s = t we may write
f(s, t) =
∑
0≤j≤J
cjδ
(j)(s− t)(s+ t)j+ν
where ν = 1+µα is odd, and the summation takes plae over even j only, sine f(s, t) = f(t, s).
We assume that f 6= 0 and shall see that this leads to a ontradition.
Assume now that cJ 6= 0. Expressing the Laplaian in polar oordinates, we get the equation
0 =
(
∂2s − ∂
2
t + (n− 1)(s
−1∂s − t
−1∂t)
)
f(s, t).
The right-hand side here is a linear ombination of δ(j)(s− t)(s+ t)j+ν−2 with j ≤ J + 1, and
a simple omputation shows that the oeient in front of δ(J+1)(s+ t)J+ν−1 is equal to 4cJκ,
where
κ = (J + ν) + n− 1.
This gives us a ontradition, sine we know that κ = 0 while the right-hand side above is an
odd integer. We have proved therefore that uα vanishes outside the origin. 
We need to establish estimates for the Fourier transforms of ertain ut-os of EN . Namely,
we shall onsider distributions of the form
(3.2) (−1)N−1
∞∫
0
QN−1(x1, . . . , xN−1; t)k˙0(xN ; t)χ(t)dt, N = 2, 3, . . . ,
where χ ∈ C∞0 (R). We notie that |x1| + · · · + |xN−1| = |xN | < R0 in the support of this
distribution whenever the support of χ is ontained in the interval (−∞, R0). Also, if χ(t) = 1
when 0 ≤ t ≤ R1, then the restritions to (R
n)N−1 × B(0, R1) of the distribution in (3.2) and
of EN oinide.
We start with some preparatory omputations. When a ∈ R dene
ϕa(t) = Y+(t)
sin(ta)
a
, t ∈ R,
where Y+ is the Heaviside's funtion.
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Lemma 3.2. Assume N ≥ 2 and a1, . . . aN are real numbers suh that a
2
j 6= a
2
k when j 6= k.
Then we have the identity
(3.3) (ϕa1 ∗ · · · ∗ ϕaN )(t) =
N∑
j=1
∏
k 6=j
1
a2k − a
2
j
ϕaj (t).
Proof. Let ε > 0 and dene ψj(t) = e
−εtϕaj (t). A simple omputation shows that
ψ̂j(τ) =
1
(ε+ iτ)2 + a2j
.
If Ψ = ψ1 ∗ · · · ∗ ψN it follows that
Ψ̂(τ) =
N∏
1
1
(ε+ iτ)2 + a2j
=
N∑
j=1
(∏
k 6=j
1
a2k − a
2
j
) 1
(ε+ iτ)2 + a2j
=
N∑
j=1
(∏
k 6=j
1
a2k − a
2
j
)
ψ̂j(τ)
Hene
Ψ(t) =
N∑
j=1
(∏
k 6=j
1
a2k − a
2
j
)
ψj(t).
The lemma then follows when ε tends to 0. 
Lemma 3.3. When N ≥ 2, a1, . . . aN ∈ R, σ ∈ C, Reσ > 0, dene
F (a1, . . . , aN ;σ) =
∞∫
0
(ϕa1 ∗ · · · ∗ ϕaN−1)(t) cos(taN )e
−σt
dt.
Then
(3.4) F (a1, . . . , aN ;σ) =
1
2

 ∏
1≤j≤N−1
1
a2j − (aN − iσ)
2
+
∏
1≤j≤N−1
1
a2j − (aN + iσ)
2

 .
Proof. Sine both sides of (3.4) depend ontinuously in a1, . . . , aN ∈ R it is no restrition to
assume that a2j 6= a
2
k when j 6= k.
First notie that when a, b ∈ R and σ ∈ C, Reσ > 0, one has
(3.5)
∞∫
0
ϕa(t) cos(tb)e
−σt
dt =
a2 − b2 + σ2
(a2 − b2 + σ2)2 + 4b2σ2
.
When N = 2 (3.4) follows diretly from this formula.
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Assume N ≥ 3. The previous lemma and (3.5) give
F (a1, . . . , aN ;σ) =
N−1∑
j=1
∏
k 6=j
1
a2k − a
2
j
∞∫
0
ϕaj (t) cos(taN )e
−σt
dt
=
N1∑
j=1
(∏
k 6=j
1
a2k − a
2
j
) a2j − a2N + σ2
(a2j − a
2
N + σ
2)2 + 4a2Nσ
2
.
We an simplify this expression by writing
tj = a
2
j − a
2
N + σ
2, 0 ≤ j ≤ N − 1, and b = 2aNσ.
Then
F (a1, . . . , aN ;σ) =
N−1∑
j=1
(∏
k 6=j
1
tk − tj
) tj
t2j + b
2
=
1
2
N−1∑
j=1
(∏
k 6=j
1
tk − tj
) 1
tj − ib
+
1
2
N∑
j=1
( ∏
k 6=j,k≤N
1
tk − tj
) 1
tj + ib
=
1
2
∏
1≤j≤N
1
tj − ib
+
1
2
∏
1≤j≤N
1
tj + ib
.
This nishes the proof of the lemma, after notiing that tj ± ib = a
2
j − (aN ∓ iσ)
2
. 
The next lemma is a diret onsequene of Theorem 1.4.2 in [5℄.
Lemma 3.4. There is a sequene (χN )
∞
1 in C
∞
0 (R) suh that χN (t) = 1 when |t| ≤ 1, χN (t) = 0
when |t| > 2 and
|χ
(k)
N (t)| ≤ C
kNk, 0 ≤ k ≤ 2N + 2.
Here C > 0 is independent of N .
In what follows R is an arbitrary positive number. We set χN,R(t) = χN(t/R), so that
χN,1 = χN . We dene
(3.6)
EN,R = (−1)
N−1
∞∫
0
QN−1(x1, . . . , xN−1; t)k˙0(xN ; t)χN,R(t)dt, N = 2, 3 . . . .
We notie that
(3.7) |x1|+ · · ·+ |xN−1| = |xN | ≤ 2R in supp(EN,R)
and
(3.8) EN,R(x1, . . . , xN ) = EN (x1, . . . , xN ) when |xN | ≤ R.
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We shall derive estimates for the Fourier transform FEN,R(ξ1, . . . , ξN ) of EN,R. We notie here
that, due to the homogeneity of QN−1(·; t) and of k˙0(·; t) and to the denition of χN,R, we have
EN,R(Rx1, . . . , RxN ) = R
2N−2R−NnEN,1(x1, . . . xN ).
It follows that
(3.9) (FEN,R)(ξ1, . . . , ξN ) = R
2N−2FEN,1(Rξ1, . . . , RξN ).
Therefore it is enough to establish estimates for FEN,1.
The distribution EN,1(x1, . . . . , xN ) is rotation invariant in the variables x1, . . . , xN and om-
patly supported. The Fourier transform FEN,1(ξ1, . . . , ξN ) of EN,1 is smooth and rotation
invariant in eah variable ξj . We dene FN (r1, . . . , rN ) when rj ≥ 0 by
(3.10) (FEN,1)(ξ1, . . . , ξN ) = FN (r1, . . . , rN ) when rj = |ξj |.
Hene we need estimates of FN .
Consider γ > 0. Let us dene the funtions hγ(r, s) through
hγ(r, s) = (γ + |r − s|)
−1(γ + |r + s|)−1.
Lemma 3.5. When s, t ∈ R, one has
1 + |s− t| ≥
1 + |s|
1 + |t|
.
Consequently
hγ(s, r + t) ≤ γ
−2(γ + |t|)2hγ(s, r)
when s, t, r ∈ R.
Proof. The lemma follows from the inequalities
1 + |s− t| ≥ 1 +
|s− t|
1 + |t|
≥ 1 +
|s| − |t|
1 + |t|
=
1 + |s|
1 + |t|
.

The estimate of FN that we need is ontained in the next lemma.
Lemma 3.6. There is a onstant C, whih does not depend on N and γ, suh that
(3.11) |FN (r1, . . . , rN )| ≤ C
NN2N+1γ−(2N+1)e2γ
∏
1≤j≤N−1
hγ(rj , rN ).
Proof. It follows from (3.6) and (2.2) that
(3.12) FN (r1, . . . , rN ) = (−1)
N−1
∞∫
−∞
ΦN (r1, . . . , rN , t)χN (t) dt
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where
ΦN (r1, . . . , rN , t) = (ϕr1 ∗ · · · ∗ ϕrN−1)(t) cos(trN ).
As a funtion of t, ΦN (r1, . . . , rN , t) is supported in [0,∞) and of polynomial growth at innity.
Dene
Φ˜N,γ(r1, . . . , rN , t) = e
−γtΦN (r1, . . . , rN , t), χ˜N,γ(t) = e
γtχN (t).
Then
(3.13)
FN (r1, . . . , rN ) =
∫
R
Φ˜N,γ(r1, . . . , rN , t)χ˜N,γ(t) dt
= (2π)−1
∫
R
(FΦ˜N,γ)(r1, . . . , rN , τ)(F χ˜N,γ)(−τ) dτ,
where the Fourier transform is taken in the variable t. We notie that
(FΦ˜N,γ)(r1, . . . , rN , τ) =
∫
ΦN (r1, . . . rN , t)e
−σt
dt = F (r1, . . . , rN ;σ), σ = γ + iτ.
Then an appliation of Lemma 3.3 gives the estimate
|(FΦ˜N,γ)(r1, . . . , rN , τ)|(3.14)
≤
1
2
∏
1≤j≤N−1
|r2j − (rN + iσ)
2|−1 +
1
2
∏
1≤j≤N−1
|r2j − (rN − iσ)
2|−1
=
1
2
∏
1≤j≤N−1
|rj − (rN − τ)− iγ|
−1|rj + (rN − τ) + iγ|
−1
+
1
2
∏
1≤j≤N−1
|rj − (rN + τ) − iγ|
−1|rj + (rN + τ) + iγ|
−1
≤ 2N−2
∏
1≤j≤N−1
(γ + |rj − (rN − τ)|)
−1(γ + |rj + (rN − τ)|)
−1
+2N−2
∏
1≤j≤N−1
(γ + |rj − (rN + τ)|)
−1(γ + |rj + (rN + τ)|)
−1
= 2N−2
∏
1≤j≤N−1
hγ(rj , rN − τ) + 2
N−2
∏
1≤j≤N−1
hγ(rj , rN + τ).
Next we see that
F χ˜N,γ(−τ) =
∫
χN,γ(t)e
t(γ+iτ)
dt
= (γ + iτ)−(2N+2)
∫
χ
(2N+2)
N,γ (t)e
t(γ+iτ)
dt.
From this and Lemma 3.4 we dedue that there is a onstant C, whih is independent of N and
γ, suh that
|F χ˜N,γ(−τ)| ≤ C
NN2N+2e2γ(γ + |τ |)−2N−2.
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Then (3.13), (3.14) and the above inequality, together with Lemma 3.5, give
|FN (r1, . . . , rN )| ≤ C
NN2N+2e2γ
∞∫
−∞
(γ + |τ |)−2N−2
( ∏
1≤j≤N−1
hγ(rj , rN − τ)
)
dτ
≤ CNN2N+2γ−2(N−1)e2γ(
∞∫
−∞
(γ + |τ |)−4 dτ)
( ∏
1≤j≤N−1
hγ(rj , rN )
)
≤ CNγ−(2N+1)N2N+2e2γ
∏
1≤j≤N−1
hγ(rj , rN )
≤ (2C)Nγ−(2N+1)N2N+1e2γ
∏
1≤j≤N−1
hγ(rj , rN ).
This nishes the proof. 
The following theorem gives the estimate we need for the Fourier transform of EN,R.
Theorem 3.7. There is a onstant C > 0, whih depends on n only, suh that
|(FEN,R)(ξ1, . . . , ξN )| ≤ C
N (N/(Rγ))2N+1e2Rγ
∏
1≤j≤N−1
hγ(|ξj |, |ξN |), ξ1, . . . ξN ∈ R
n
for every N ≥ 2, R > 0 and γ > 0.
Proof. Let R > 0. The identity (3.9) and previous lemma show that there is a onstant C > 0,
whih depends on n only, suh that
|(FEN,R)(ξ1, . . . , ξN )| ≤ C
N (N/γ)2N+1R2N−2e2γ
∏
1≤j≤N−1
hγ(R|ξj |, R|ξN |),
when ξ1, . . . , ξN ∈ R
n
, for every N ≥ 2, R > 0 and γ > 0. This in turn shows that, with the
same C, one has
|(FEN,R)(ξ1, . . . , ξN )| ≤ C
N (N/γ)2N+1e2γ
∏
1≤j≤N−1
hγ/R(|ξj |, |ξN |).
The theorem follows by replaing γ/R by γ. 
4. L2-Sobolev estimates for BN
We introdue an N -linear version of BN , N ≥ 2. Namely, for ~v = (v1, . . . , vN ), vj ∈ C
∞
0 (R
n),
dene
(4.1)
(BN~v)(x) =
∫
(Rn)N
EN (y1, . . . , yN )
v1(x−
yN
2
− Y0)v2(x−
yN
2
− Y1) · · · vN (x−
yN
2
− YN−1)d~y.
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Here the Yk:s are dened as in Proposition 2.2, that is,
Y0 =
1
2
N−1∑
1
yj , Yk = Y0 −
k∑
j=1
yj , k = 1, . . . , N − 1.
Then BN~v is a smooth ompatly supported funtion in R
n
and BNv = BN(v, . . . , v) for every
v ∈ C∞0 (R
n). Therefore the result in Theorem 1.2 is ontained in the next theorem. Here and
in the rest of the setion we use the notation
m =
n− 3
2
.
Theorem 4.1. Assume that 0 < ε < 1, sj ≥ m and aj = min(sj −m, 1− ε), j = 1, . . . , N . Set
σ = min(sj − aj) +
N∑
j=1
aj .
Then there is a onstant C whih is independent of the sj , but may depend on ε and n, suh
that
(4.2) ‖BN~v‖
2
H(σ)(B(0,R))
≤ CNN2min(sj−aj−m)(R/N)N−1
N∏
1
‖vj‖
2
(sj)
,
for every N ≥ 2, R > 0, v1, . . . , vN ∈ C
∞
0 (B(0, R)).
The present setion is devoted to the proof of the above result. We start with some prepa-
rations.
Let R > 0 and reall that the distributions EN,R ∈ E
′((Rn)N ) were dened in (3.6). When
~v = (v1, . . . , vN ), vj ∈ C
∞
0 (R
n), we onsider
(4.3)
(BN,R~v)(x) =
∫
(Rn)N
EN,R(y1, . . . , yN)
v1(x−
yN
2
− Y0)v2(x−
yN
2
− Y1) · · · vN (x−
yN
2
− YN−1)d~y.
It is easy to see that BN,R~v is a smooth ompatly supported funtion in R
n
. The following
lemma gives the onnetion between BN,R~v and BN~v.
Lemma 4.2. Assume v1, . . . , vN ∈ C
∞
0 (B(0, R)). Then (BN,4R~v)(x) = (BN~v)(x) in a neigh-
bourhood of B(0, R) and BN,2(N−1)R~v = BN~v.
Proof. Choose ε > 0 suh that the vj are supported in B(0, R− ε) and dene
(4.4) Vx(~y) = v1(x − yN/2− Y0) · · · vN (x− yN/2− YN−1).
Sine Y0 + YN−1 = 0, it follows that
|2x− yN | = |(x − yN/2− Y0) + (x− yN/2− YN−1)| ≤ 2R− 2ε
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when ~y ∈ supp(Vx). When |x| < R + ε/2 we see that |yN | < 4R when ~y is in the support of
Vx and, sine EN,4R = EN when |yN | < 4R, it follows that (BN,4R~v)(x) = (BN~v)(x) when
|x| < R + ε/2. This proves the rst assertion. When proving the seond assertion we notie
that
|yj| = |(x− yN/2− Yj−1)− (x − yN/2− Yj)| < 2R
when 1 ≤ j ≤ N − 1 and ~y ∈ supp(Vx), hene
∑N−1
1 |yj| < 2(N − 1)R. This shows that
the support of Vx does not interset the support of EN,2(N−1)R − EN , hene BN,2(N−1)R~v =
BN~v. 
Let ~s = (s1, . . . , sN ) be a sequene of nonnegative real numbers and let σ ∈ R, N ≥ 2, R > 0.
Dene
(4.5)
A(N,R,~s, σ) =
sup
ξN
∫
· · ·
∫
(1 + 4|ξN |
2)σ|(FEN,R)(ξ1, . . . , ξN )|
2M~s(ξ1, . . . , ξN )
2
dξ1 . . . dξN−1,
where
M~s(ξ1, . . . , ξN ) = 〈ξ1 + ξN 〉
−s1〈ξ2 − ξ1〉
−s2 · · · 〈ξN − ξN−1〉
−sN .
Then 0 ≤ A(N,R,~s, σ) ≤ ∞.
Lemma 4.3. We have that
(4.6) ‖BN,R~v‖
2
(σ) ≤ (2π)
n(1−N)AN,R(s1, . . . , sN , σ)
N∏
1
‖vj‖
2
(sj)
for every vj ∈ C
∞
0 (R
n), 1 ≤ j ≤ N .
Proof. Let Vx be dened as in (4.4). In order to ompute the Fourier transform of Vx we
introdue the linear map L in (Rn)N through L~z = ~y, where
yj = zj − zj+1, 1 ≤ j ≤ N − 1, yN = z1 + zN .
It is easily seen that det(L) = 2n and that yN/2 + Yj−1 = zj when 1 ≤ j ≤ N . Therefore we
may write
Vx(~y) = (v1 ⊗ · · · ⊗ vN )(−L
−1(y1, . . . yN−1, yN − 2x)).
Hene
FVx(−ξ1, . . . ,−ξN ) = 2
n
e
2i〈x,ξN 〉(vˆ1 ⊗ · · · ⊗ vˆN )(L
′~ξ).
Here L′ denotes the transpose of L. It is easy to see that L′~ξ = ~η, where
η1 = ξ1 + ξN , ηj = ξj − ξj−1, 2 ≤ j ≤ N.
It follows that
(FVx)(−ξ1, . . . ,−ξN ) = 2
n
e
2i〈x,ξN〉v̂1(ξ1 + ξN )v̂2(ξ2 − ξ1) · · · v̂N (ξN − ξN−1).
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Write wj = F〈D〉
sjvj and
W (~ξ) = w1(ξ1 + ξN )w2(ξ2 − ξ1) · · ·wN (ξN − ξN−1).
It follows from (4.3) and the omputations above that
(BN,R~v)(x) = (2π)
−nN
∫
(FEN,R)(~ξ)(FVx)(−~ξ)d~ξ
= (2π)−nN2n
∫
e
2i〈x,ξN 〉β(ξN )dξN
= (2π)−nN
∫
e
i〈x,ξN 〉β(ξN/2)dξN ,
where
β(ξN ) =
∫
· · ·
∫
(FEN,R)(~ξ)v̂1(ξ1 + ξN )v̂2(ξ2 − ξ1) · · · v̂N (ξN − ξN−1)dξ1 · · · dξN−1
=
∫
· · ·
∫
(FEN,R)(~ξ)M~s(~ξ)W (~ξ)dξ1 · · · dξN−1.
This shows that
(4.7)
‖BN,R~v‖
2
(σ) = (2π)
−2n(N−1/2)
∫
〈ξN 〉
2σ|β(ξN/2)|
2
dξN
= 2n(2π)−2n(N−1/2)
∫
(1 + |4ξN |
2)σ|β(ξN )|
2
dξN
≤ 2n(2π)−2n(N−1/2)
∫ {
(1 + 4|ξn|
2)σ
(∫
· · ·
∫
|(FEN,R)(~ξ)|
2M~s(ξ)
2
dξ1 · · · dξN−1
)
(∫
· · ·
∫
|W (~ξ)|2 dξ1 · · · dξN−1
)}
dξN .
≤ 2n(2π)−2n(N−1/2)A(N,R,~s, σ)
∫
|W (~ξ)|2 d~ξ.
The proof is then ompleted by the observation that
W (~ξ) = (w1 ⊗ w2 ⊗ · · · ⊗ wN )(L
′~ξ).
It follows that ∫
|W (~ξ)|2 d~ξ = 2−n
∫
|(w1 ⊗ · · · ⊗ wN )(~ξ)|
2
d
~ξ
= 2−n
N∏
1
‖wj‖
2 = 2−n(2π)nN
N∏
1
‖〈D〉sjvj‖
2 = 2−n(2π)nN
N∏
1
‖vj‖
2
(sj)
.
The lemma follows if this is inserted into (4.7). 
We shall arrive at estimates for BN,R~v by ombining the inequality (4.6) with estimates for
the expression A(N,R,~s, σ) in (4.5). The following lemma will be needed.
Lemma 4.4. Assume 0 < ε < 1. Then there is a onstant C = Cn,ε suh that
(4.8)
∫
h2γ(|ξ|, ρ)〈ξ − η〉
−2s
dξ ≤ Cγ−1〈ρ〉2m−2s,
when η ∈ Rn, ρ ≥ 0, γ > 0, m ≤ s ≤ m+ 1− ε.
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Proof. Assume r > 0 and η ∈ Rn \ 0. Set
fs(r, η) =
∫
Sn−1
〈rθ − η〉−2s dθ.
If u = 〈θ, η〉/|η| then a simple omputation shows that
〈rθ − η〉2 ≥ 1 + r2(1 − |u|).
If f is a ontinuous funtion, and cn−2 is the area of the n− 2-dimensional unit sphere, then∫
Sn−1
f(〈θ, η〉/|η|)dη = cn−2
∫ 1
−1
f(t)(1− t2)m dt.
This shows that
fs(r, η) ≤ cn−2
1∫
−1
(1 + r2(1− |t|))−s(1− t2)m dt
≤ 2m+1cn−2
1∫
0
(1 + r2(1− t))−s(1 − t)m dt ≤ 2m+1cn−2
1∫
0
(1 + r2t)−stm dt
≤ 2m+1cn−2〈r〉
−2s
1∫
0
tm−s dt.
This gives the estimate
(4.9) fs(r, η) ≤ C1〈r〉
−2s,
where C1 = 2
m+1cn−2/ε, for η ∈ R
n \ 0. This inequality learly holds for η = 0 as well.
Using (4.9) and introduing polar oordinates in the integration one gets
(4.10)
∫
h2γ(|ξ|, ρ)〈ξ − η〉
−2s
dξ ≤ C1
∞∫
0
h2γ(r, ρ)r
2m+2〈r〉−2s dr.
Assume rst that ρ ≥ 1. Then
(4.11)
∞∫
0
h2γ(r, ρ)r
2m+2〈r〉−2s dr
=
∞∫
0
1
(γ + |r − ρ|)2
1
(γ + r + ρ)2
r2m+2
(r2 + 1)s
dr
≤
1
ρ2(s−m)
∞∫
0
1
(γ + |r − ρ|)2
r2m+2
(r2 + 1)m+1
dr
≤
22(s−m)
(ρ+ 1)2(s−m)
∫
R
1
(γ + |r|)2
dr ≤ 23γ−1〈ρ〉−2(s−m).
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Assume next that ρ < 1. Then
(4.12)
∞∫
0
h2γ(r, ρ)r
2m+2〈r〉−2s dr
≤
∞∫
0
1
(γ + |r − ρ|)2
r2m
(r2 + 1)s
dr ≤
∫
R
1
(γ + |r|)2
dr
≤ 22(s−m)+1γ−1(ρ2 + 1)−(s−m) ≤ 23γ−1〈ρ〉−2(s−m).
Combining (4.10), (4.11) and (4.12) we see that the lemma holds with C = 23C1. 
Now we are going to estimate A(N,R,~s, γ). Reall that Theorem 3.7 gives that
(4.13)
|(FEN,R)(ξ1, . . . , ξN )| ≤ C
N (N/(γR))2N+1e2Rγ
∏
1≤j≤N−1
hγ(|ξj |, |ξN |),
where γ > 0, N ≥ 2, R > 0 and the onstant C is independent of these parameters. We notie
that
(4.14)
M~s(ξ1, . . . , ξN ) ≤ 2
s2〈ξ1 + ξN 〉
−s1Ms2,...,sN (ξ2, . . . , ξN )
+2s1〈ξ2 − ξ1〉
−s2Ms1,s3,...,sN (ξ2, . . . , ξN ).
In fat, sine
|ξ2 + ξN | ≤ |ξ2 − ξ1|+ |ξ1 + ξN |,
either |ξ2 − ξ1| ≥ |ξ2 + ξN |/2 or |ξ1 + ξN | ≥ |ξ2 + ξN |/2. In the rst ase
M~s(ξ1, . . . , ξN ) ≤ 2
s2〈ξ1 + ξN 〉
−s1Ms2,...,sN (ξ2, . . . , ξN )
and in the seond ase
M~s(ξ1, . . . , ξN ) ≤ 2
s1〈ξ1 − ξ2〉
−s2Ms1,s3,...,sN (ξ2, . . . , ξN ).
When N ≥ 2 we dene
TN,γ(ξ, ~s) =
∫
· · ·
∫ ( ∏
1≤j≤N−1
hγ(|ξj |, |ξ|)
)2
M2~s (ξ1, . . . , ξN−1, ξ)dξ1 dξ2 . . . dξN−1.
Let 0 < ε < 1 and assume that m ≤ sj ≤ m+ 1− ε when 0 ≤ j ≤ N . It follows from (4.13)
and (4.5) that
(4.15) A(N,R,~s, σ) ≤ CN (N/(γR))4N+2e4Rγ sup
ξ
(〈2ξ〉2σTN,γ(ξ;~s)).
Here, and in what follows, C denotes onstants that are independent of N , R, ~s, σ, γ (but may
depend on ε and dimension n).
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Assume N ≥ 3. From (4.14) follows that
TN,γ(ξ;~s) ≤ 2
n
(∫
h2γ(|ξ1|, |ξ|)〈ξ1 + ξ〉
−2s1
dξ1)∫
· · ·
∫ ( ∏
2≤j≤N−1
h2γ(|ξj |, |ξ|)
)
M2s2,...,sN (ξ2, . . . , ξN−1, ξ)dξ2 · · · dξN−1
+2n
(∫
h2γ(|ξ1|, |ξ|)〈ξ1 − ξ2〉
−2s2
dξ1)∫
· · ·
∫ ( ∏
2≤j≤N−1
h2γ(|ξj |, |ξ|)
)
M2s1,s3,...,sN (ξ2, . . . , ξN−1, ξ)dξ2 · · · dξN−1.
From Lemma 4.4 we get the estimate
(4.16)
TN,γ(ξ;~s) ≤ (C/2)γ
−1〈ξ〉2m−2s1TN−1,γ(ξ; s2, . . . , sN )
+(C/2)γ−1〈ξ〉2m−2s2TN−1,γ(ξ; s1, s3, . . . , sN ).
Another appliation of Lemma 4.4 gives
T2,γ(ξ; s1, s2) =
∫
h2γ(|ξ1|, |ξ|)〈ξ1 + ξ〉
−2s1〈ξ1 − ξ〉
−2s2
dξ1
≤ 〈ξ〉−2s1
∫
h2γ(|ξ1|, |ξ|)〈ξ1 − ξ〉
−2s2
dξ1 + 〈ξ〉
−2s2
∫
h2γ(|ξ1|, |ξ|)〈ξ1 + ξ〉
−2s1
dξ1
≤ Cγ−1〈ξ〉2m−2s1−2s2
where we may assume that C is the same onstant as in (4.16). From this we dedue that the
inequality
(4.17) TN,γ(ξ;~s) ≤ C
N−1γ−(N−1)〈ξ〉2((N−1)m−s1−···−sN )
holds when N = 2. Applying (4.16) together with an indution argument we obtain that (4.17)
holds for every N ≥ 2. Sine m ≤ sj < m+ 1 we get (with another C)
(4.18) TN,γ(ξ;~s) ≤ C
N−1γ−(N−1)〈2ξ〉2((N−1)m−s1−···−sN ).
Assume now that sj ≥ m, j = 1, . . . , N , but not neessarily sj < m + 1, and let 0 < ε < 1.
Set aj = min(sj −m, 1− ε), j = 1, . . . , N . We notie that
|ξ1 + ξN |+ |ξ2 − ξ1|+ · · ·+ |ξN − ξN−1| ≥ 2|ξN |,
and therefore
max(|ξ1 + ξN |, |ξ2 − ξ1|, · · · |ξN − ξN−1|) ≥ 2|ξN |/N.
It follows that
〈ξ1 + ξN 〉
−1〈ξ2 − ξ1〉
−1 · · · 〈ξN − ξN−1〉
−1 ≤ (1 + 4|ξN |
2/N2)−1/2 ≤ N〈2ξN 〉
−1.
Then we may write
M~s(~ξ) ≤ N
min(sj−(aj+m))〈2ξN 〉
−min(sj−(aj+m))M(m+a1,...,m+aN )(
~ξ).
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This implies that
TN,γ(ξ;~s) ≤ N
2min(sj−(aj+m))〈2ξ〉−2min(sj−(aj+m))TN,γ(ξ;m+ a1, . . . ,m+ aN ).
Then (4.18) gives
(4.19) TN,γ(ξ, ~s) ≤ C
N−1N2min(sj−(aj+m))γ−(N−1)〈2ξ〉
−2min(sj−aj)−2
NP
1
aj
.
Combining (4.15) with (4.19) we get the following lemma.
Lemma 4.5. Assume that 0 < ε < 1, sj ≥ m and aj = min(sj −m, 1− ε), j = 1, . . . , N . Set
σ = min(sj − aj) +
N∑
j=1
aj
Then there is a onstant C whih is independent of the sj , but may depend on ε and n, suh
that
(4.20) A(N,R,~s, σ) ≤ CNN2min(sj−aj−m)(N/(γR))4N+2γ−(N−1)e4Rγ
for every γ > 0, R > 0 and N ≥ 2.
Next we reall (4.6) whih, together with the previous lemma, gives the next proposition.
Proposition 4.6. Assume that 0 < ε < 1, sj ≥ m and aj = min(sj −m, 1− ε), j = 1, . . . , N .
Set
σ = min(sj − aj) +
N∑
j=1
aj .
Then there is a onstant C whih is independent of the sj , but may depend on ε and n, suh
that
(4.21) ‖BN,R~v‖
2
(σ) ≤ C
NN2min(sj−aj−m)(N/(γR))4N+2γ−(N−1)e4Rγ
N∏
1
‖vj‖
2
(sj)
,
for every N ≥ 2, v1, . . . , vN ∈ C
∞
0 (R
n), R > 0 and γ > 0.
Theorem 4.1 follows from the previous proposition and Lemma 4.2, by replaing R by 4R
and taking γ = N/(4R). When replaing R by 2(N − 1)R and taking γ = 1/R, we obtain the
following orollary, where we use Lemma 4.2.
Corollary 4.7. Assume that 0 < ε < 1, sj ≥ m and aj = min(sj −m, 1 − ε), j = 1, . . . , N .
Set
σ = min(sj − aj) +
N∑
j=1
aj .
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Then there is a onstant C, whih depends on n, ε and the sj only, suh that
(4.22) ‖BN~v‖
2
(σ) ≤ C
NRN−1
N∏
1
‖vj‖
2
(sj)
,
for every N ≥ 2, R > 0 and v1, . . . , vN ∈ C
∞
0 (B(0, R)).
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