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A. Let p, q be two non-negative given integers. The sequence ( ˜Km,n,p,q)m,n∈,
˜Km,n,p,q : L1([0, 1] × [0, 1])→ C([0, 1] × [0, 1]),(
˜Km,n,p,q f
)
(x, y) = (m + p + 1)(n + p + 1)
×
∑m+p
k=0
∑n+q
j=0 p˜m,k(x)p˜n j(y)
∫ k+1
m+p+1
k
m+p+1
∫ j+1
n+q+1
j
n+q+1
f (s, t)ds dt
of bivariate Kantorovich-Schurer operators is constructed and some approximation
properties of the sequence
{
˜Km,n,p,q f
}
m,n∈ are studied.
Mathematics Subject Classification: 41A36, 41A63
Keywords: Linear positive operator, Bernstein operator, Kantorovich operator, Schurer
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1. P
S with the well-known Bernstein operator Bm, L. V. Kantorovich [6] intro-
duced and studied the operator Km : L1([0, 1]) → C([0, 1]) defined for any m ∈ 
and any f ∈ L1([0, 1]) by
(Km f )(x) = (m + 1)
m∑
k=0
pm,k(x)
∫ k+1
m+1
k
m+1
f (t)dt, (1.1)
where pm,k(x) =
(
m
k
)
xk(1 − x)m−k are the fundamental Bernstein polynomials. Opera-
tors (1.1) are known in mathematical literature as the Kantorovich operators.
In 1962, F. Schurer [9] considering a given non-negative integer p constructed
and studied a generalization of classical Bernstein operator. This generalization is
the operator ˜Bm,p : C([0, 1 + p]) → C([0, 1]) defined for any m ∈  and any f ∈
C([0, 1 + p]) by (
˜Bm,p f
)
(x) =
m+p∑
k=0
p˜m,k(x) f
(
k
m
)
, (1.2)
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where p˜m,k(x) =
(
m+p
k
)
xk(1 − x)m+p−k are the fundamental Schurer polynomials.
Starting with the operator (1.2), in [4], we constructed the Kantorovich-Schurer
operator ˜Km,p : L1([0, 1]) → C([0, 1]), defined for any m ∈  and any f ∈ L1([0, 1])
by (
˜Km,p f
)
(x) = (m + p + 1)
m+p∑
k=0
p˜m,k(x)
∫ k+1
m+p+1
k
m+p+1
f (t)dt (1.3)
There, we established a convergence theorem for the sequence { ˜Km,p f } and we gave
quantitative estimations of the approximation order in terms of first order modulus of
smoothness.
Considering two given non-negative integers p and q, in [2], we constructed the
bivariate Schurer operator ˜Bm,n,p,q : C([0, 1 + p]× [0, 1 + q])→ C([0, 1] × [0, 1])
(
˜Bm,n,p,q f
)
(x, y) =
m+p∑
k=0
n+q∑
j=0
p˜m,k(x)p˜n, j(y) f
(
k
m
,
j
n
)
. (1.4)
The purposes of the present paper are the following:
(i) To construct the bivariate Kantorovich-Schurer operator
˜Km,n,p,q : L1([0, 1] × [0, 1])→ C([0, 1] × [0, 1]);
(ii) To establish a convergence theorem for the sequence { ˜Km,n,p,q f }m,n∈;
(iii) To give quantitative estimations of the approximation order in terms of first
order modulus of smoothness for bivariate functions.
2. T    K–S 
Let p ≥ 0, q ≥ 0 be two given integers and let ˜Km,p : L1([0, 1])→ C([0, 1]), ˜Kn,q :
L1([0, 1])→ C([0, 1]) defined for any m, n ∈  and any g ∈ L1([0, 1]), h ∈ L1([0, 1]),
respectively, by:
(
˜Km,pg
)
(x) = (m + p + 1)
m+p∑
k=0
p˜m,k(x)
∫ k+1
m+p+1
k
m+p+1
g(s)ds (2.1)
and (
˜Kn,qh
)
= (n + q + 1)
n+q∑
j=0
p˜n, j(y)
∫ j+1
n+q+1
j
n+q+1
h(t)dt, (2.2)
where p˜m,k(x), p˜n, j(y) are the fundamental Schurer polynomials.
The parametric extensions (for this term, see [3] or [5]) of (2.1) and (2.2) are the
operators ˜Kxm,p, ˜K
y
n,q : L1([0, 1]× [0, 1])→ C([0, 1]× [0, 1]), defined for any m, n ∈ 
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and any f ∈ L1([0, 1] × [0, 1]) as follows:(
˜Kxm,p f
)
(x, y) = (m + p + 1)
m+p∑
k=0
p˜m,k(x)
∫ k+1
m+p+1
k
m+p+1
f (s, y)ds, (2.3)
(
˜Ky
n, j f
)
(x, y) = (n + q + 1)
n+q∑
j=0
p˜n, j(y)
∫ j+1
n+q+1
j
n+q+1
f (x, t)dt. (2.4)
Lemma 2.1. The parametric extensions of the univariate Kantorovich-Schurer
operator, defined by (2.3) and (2.4) are linear and positive operators.
P. The assertion follows from the definitions of ˜Kxm,p and ˜K
y
n,q. 
Lemma 2.2. The parametric extensions of the Kantorovich-Schurer operator com-
mute on L1([0, 1] × [0, 1]). Their product is the bivariate Kantorovich-Schurer oper-
ator ˜Km,n,p,q : L1([0, 1]× [0, 1])→ C([0, 1]× [0, 1]) defined for any m, n ∈  and any
f ∈ L1([0, 1] × [0, 1]) by the relation(
˜Km,n,p,q f
)
(x, y) = (m + p + 1)(n + q + 1)
×
m+p∑
k=0
n+q∑
j=0
p˜m,k(x)p˜n, j(y)
∫ k+1
m+p+1
k
m+p+1
∫ j+1
n+q+1
j
n+q+1
f (s, t)ds dt. (2.5)
P. We arrive to the desired result by direct computation, taking into account
definitions (2.3), (2.4) and Lemma 2.1. 
Lemma 2.3. The bivariate Kantorovich-Schurer operator (2.5) is linear and pos-
itive.
P. The product of linear and positive linear operators is a linear and positive
operator. We apply next Lemma 2.1. 
3. C     { ˜Km,n,p,q f }m,n∈
In what follows, ei j(x, y) = xiy j (i, j ∈ , 0 ≤ i + j ≤ 2) denotes the test functions.
We need the following auxiliary result (the first Korovkin Theorem for approximation
of bivariate continuous functions [12]).
Theorem 3.1. Let a, b, c, d be real numbers satisfying the inequalities a < b,
c < d and let (Lm,n)m,n∈ be a sequence of linear and positive operators Lm,n :
C([a, b] × [c, d])→ C([a, b] × [c, d]) having the properties(
Lm,ne00
) (x, y) = 1 + um,n(x, y), (3.1)(
Lm,n(e10 − x)2
)
(x, y) = vm,n(x, y), (3.2)(
Lm,n(e01 − y)2
)
(x, y) = wm,n(x, y). (3.3)
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If
lim
m,n→∞ um,n(x, y) = limm,n→∞ vm,n(x, y) = limm,n→∞wm,n(x, y) = 0
uniformly on [a, b] × [c, d], then the sequence {Lm,n f }m,n∈ converges to f uniformly
on [a, b] × [c, d] as m, n→ ∞.
In our earlier paper [4], we proved
Lemma 3.1 (Lemma 3 in [4]). For any x ∈ [0, 1 + p], the operator ˜Km,p satisfies
the relations(
˜Km,pe0
)
(x) = 1, (3.4)(
˜Km,me1
)
(x) = m + p
m + p + 1
x +
1
2(m + p + 1) , (3.5)(
˜Km,pe2
)
(x) = m + p(m + p + 1)2
{
(m + p)x2 + x(2 − x)
}
+
1
3(m + p + 1)2 . (3.6)
Lemma 3.2. The parametric extension ˜Kxm,p satisfies the identities (3.4), (3.5), and
(3.6).
P. We make use of the definition (2.3) of ˜Kxm,p and of Lemma 3.1. 
Remark 3.1. The parametric extension ˜Kyn,q satisfies identities similar to the iden-
tities (3.4), (3.5), and (3.6).
Lemma 3.3. The bivariate Kantorovich-Schurer operator ˜Km,n,p,q defined by (2.5)
satisfies the equalities(
˜Km,n,p,qe00
)
(x, y) = 1, (3.7)(
˜Kmm,n,p,qe10
)
(x, y) = m + p
m + p + 1
x +
1
2(m + p + 1) , (3.8)(
˜Km,n,p,qe01
)
(x, y) = n + q
n + q + 1
y +
1
2(n + q + 1) , (3.9)(
˜Km,n,p,qe20
)
(x, y) = m + p(m + p + 1)2
{
(m + p)x2 + x(2 − x)
}
+
1
3(m + p + 1)2 , (3.10)(
˜Km,n,p,qe02
)
(x, y) = n + q(n + q + 1)2
{
(n + q)y2 + y(2 − y)
}
+
1
3(n + q + 1)2 . (3.11)
P. Taking into account definition (2.5) and Lemma 3.2, we arrive at the de-
sired equalities. 
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Lemma 3.4. The bivariate Kantorovich-Schurer operator (2.5) satisfies the rela-
tions (
˜Km,n,p,q(e10 − x)2
)
(x, y) = m + p − 1(m + p + 1)2 x(1 − x) +
1
3(m + p + 1)2 , (3.12)(
˜Km,n,p,q(e01 − y)2
)
(x, y) = n + q − 1(n + q + 1)2 y(1 − y) +
1
3(n + q + 1)2 . (3.13)
P. Since ˜Km,n,p,q is linear, we have(
˜Km,n,p,q(e10 − x)2
)
(x, y) =
(
˜Km,n,p,qe20
)
(x, y)
− 2x
(
˜Km,n,p,qe10
)
(x, y) + x2
(
˜Km,n,p,qe10
)
(x, y).
Next, applying Lemma 3.3, we get relation (3.12). Equality (3.13) is proved in a
similar way. 
Theorem 3.2. The sequence { ˜Km,n,p,q f }m,n∈ converges to f uniformly on [0, 1] ×
[0, 1] for any f ∈ L1 ([0, 1] × [0, 1]).
P. We apply Theorem 3.1 with
um,n(x, y) = 0,
vm,n(x, y) = m + p − 1(m + p + 1)2 x(1 − x) +
1
3(m + p + 1)2 ,
wm,n(x, y) = n + q − 1(n + q + 1)2 y(1 − y) +
1
3(n + q + 1)2 .

4. E     
Here, we focus on estimating the rate of convergence for { ˜Km,n,p,q f } in terms of
the first order modulus of smoothness for bivariate functions. We first recall the
following.
Definition 4.1. Let a, b, c, d ∈  be given so that a < b, c < d and let f : [a, b] ×
[c, d] →  be a bounded function. The function ω f : [0, b − a] × [0, d − c] → ,
defined for any (δ1, δ2) ∈ [0, b − a] × [0, d − c]
ω f (δ1, δ2) = sup {| f (x, y) − f (x′, y′)| : (x, y),
(x′, y′) ∈ [0, b − a] × [0, d − c], |x − x′| ≤ δ1, |y − y′| ≤ δ2} (4.1)
is called first order modulus of smoothness of function f .
The first order modulus of smoothness for bivariate functions has properties simi-
lar to the properties of the first order modulus of smoothness for univariate functions.
Some of them are contained in
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Lemma 4.1. The first order modulus of smoothness for bivariate functions (4.1)
has the following properties:
(i) ω f (δ1, δ2) ≤ ω f (δ′1, δ′2) for all (δ1, δ2) and (δ′1, δ′2) from [0, b − a] × [0, d − c]
such that δ1 < δ′1 and δ2 < δ
′
2;(ii) ω f (λ1δ1, λ2δ2) ≤ (1+λ1)(1+λ2)ω f (δ1, δ2) for all (δ1, δ2) ∈ [0, b−a]×[0, d−c]
and λ1, λ2 ∈ ∗+.
The following version of the Shisha–Mond theorem [12] for estimating the rate of
convergence is known.
Theorem 4.1. Let (Lm,n)m,n∈ be a sequence of bivariate linear positive operators
mapping the space C([a, b]×[c, d]) into itself and reproducing the constant functions.
Then, for any f ∈ C([a, b]×[c, d]) and any (δ1, δ2) ∈ [0, b−a]×[0, d−c], the estimate
|Lm,n f (x, y) − f (x, y)| ≤
{
1 + δ−11
√(
Lm,n(e10 − x)2) (x, y)+
+ δ−12
√(
Lm,n(e01 − y)2) (x, y)+
+ δ−11 , δ
−1
2
√(
Lm,n(e10 − x)2) (x, y) · (Lm,n(e01 − y)2) (x, y)} · ω f (δ1, δ2) (4.2)
is true.
Now, we are ready to prove the main result of this section.
Theorem 4.2. For any f ∈ C([0, 1] × [0, 1]) and any (x, y) ∈ [0, 1] × [0, 1], the
operator ˜Km,n,p,q satisfies the relation∣∣∣ ˜Km,n,p,q f (x, y) − f (x, y)∣∣∣ ≤
≤ 4ω f
 √3(m + p − 1)x(1 − x) + 1√3(m + p + 1) ,
√
3(n + q − 1)y(1 − y) + 1√
3(n + q + 1)

≤ 4ω f
 √3m + 3p + 12√3(m + p + 1) ,
√
3n + 3q + 1
2
√
3(n + q + 1)
 . (4.3)
P. Applying Theorem 4.1 and Lemma 3.4, we get∣∣∣ ˜Km,n,p,q f (x, y) − f (x, y)∣∣∣ ≤
≤
{
1 +
δ−11√
3(m + p + 1)
√
3(m + p + 1)x(1 − x) + 1 +
+
δ−12√
3(n + q + 1)
√
3(n + q + 1)y(1 − y) + 1 + δ
−1
1 δ
−1
2
3(m + p + 1)(n + q + 1)×
× √(3(m + p + 1)x(1 − x) + 1)(3(n + q + 1)y(1 − y) + 1)}ω f (δ1, δ2) (4.4)
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for any (δ1, δ2) ∈ [0, 1 + p] × [0, 1 + q]. Choosing in (4.4)
δ1
√
3(m + p + 1)x(1 − x) + 1√
3(m + p + 1)
, δ2 =
√
3(n + q + 1)y(1 − y) + 1√
3(n + q + 1)
,
we get the first inequality (4.3). Taking into account that x(1−x) ≤ 1/4, y(1−y) ≤ 1/4
for any (x, y) ∈ [0, 1] × [0, 1], we obtain the second inequality (4.3). 
5. T  K 
The Kantorovich bivariate operator Km,n : L1([0, 1] × [0, 1]) → C([0, 1] × [0, 1]),
defined for any f ∈ L1([0, 1] × [0, 1]) and any m, n ∈  by the formula
(Km,n f )(x, y) = (m + 1)(n + 1)
m∑
k=0
n∑
j=0
pmk(x)pn j(y)
∫ k+1
m+1
k
m+1
∫ j+1
n+1
j
n+1
f (s, t)ds dt (5.1)
is the Kantorovich-Schurer bivariate operator ˜Km,n,0,0. All the proprieties of Km,n can
be obtained from the properties of ˜Km,n,p,q for p = q = 0. We formulate them as
corollaries of the corresponding properties of ˜Km,n,p,q.
Corollary 5.1. The sequence {Km,n f }m,n∈ converges to f , uniformly on [0, 1] ×
[0, 1], for any f ∈ L1([0, 1] × [0, 1]).
P. The assertion follows from Theorem 3.2 for p = q = 0. 
Corollary 5.2. For any f ∈ C([0, 1] × [0, 1]) and any (x, y) ∈ [0, 1] × [0, 1], the
Kantorovich bivariate operator (5.1) satisfies the relation∣∣∣(Km,n f )(x, y) − f (x, y)∣∣∣ ≤
≤ 4ω f
 √3(m − 1)x(1 − x) + 1√3(m + 1) ,
√
3(n − 1)y(1 − y) + 1√
3(n + 1)
 ≤
≤ 4ω f
 √3m + 1
2
√
3(m + 1)
,
√
3n + 1
2
√
3(n + 1)
 . (5.2)
P. Application of Theorem 4.2 with p = q = 0. 
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