Abstract. We provide simplified solutions of Menger's and Hurewicz's problems and conjectures, concerning generalizations of σ-compactness. The reader who is new to this field will find a selfcontained treatment in Sections 1, 2, and 5.
For each basis B for the topology of X, there are B 1 , B 2 , · · · ∈ B such that lim n→∞ diam(B n ) = 0, and X = n B n . Soon thereafter, Hurewicz [10] observed that Menger's basis property can be reformulated as follows:
For all given open covers U 1 , U 2 , . . . of X, there are finite F 1 ⊆ U 1 , F 2 ⊆ U 2 , . . . such that n F n is a cover of X. We introduce some convenient notation, suggested by Scheepers in [20] . We say that U is a cover of X if X = U, 1 but X / ∈ U. Let X be a topological space, and A , B be families of covers of X. We consider the following statements.
S 1 (A , B): For all U 1 , U 2 , · · · ∈ A , there are U 1 ∈ U 1 , U 2 ∈ U 2 , . . . such that {U n : n ∈ N} ∈ B. S fin (A , B): For all U 1 , U 2 , · · · ∈ A , there are finite F 1 ⊆ U 1 , F 2 ⊆ U 2 , . . . such that n F n ∈ B. U fin (A , B): For all U 1 , U 2 , · · · ∈ A , none containing a finite subcover, there are finite F 1 ⊆ U 1 , F 2 ⊆ U 2 , . . . such that { F n : n ∈ N} ∈ B. Let O(X) be the family of all open covers of X. We say that X satisfies S 1 (O, O) if the statement S 1 (O(X), O(X)) holds. This way, S 1 (O, O) is a property of topological spaces. A similar convention applies to all properties of this type.
Hurewicz's observation tells that for metric spaces, Menger's basis property is equivalent to S fin (O, O). This is a natural generalization of compactness. Note that indeed, every σ-compact space (a countable union of compact spaces) satisfies S fin (O, O). Menger made the following conjecture.
Conjecture 1.1 (Menger [14]). A metric space X satisfies S fin (O, O) if, and only if, X is σ-compact.
Hurewicz proved that when restricted to analytic spaces, Menger's Conjecture is true.
Recall that a set M ⊆ R is meager (or of Baire first category) if M is a union of countably many nowhere dense sets. A set L ⊆ R is a Luzin set if L is uncountable, and for each meager set M, L ∩ M is countable.
Luzin sets can be constructed assuming the Continuum Hypothesis: Every meager set is contained in a Borel (indeed, F σ ) meager set. Let M α , α < ℵ 1 be all Borel meager sets. For each α < ℵ 1 , take x α ∈ R \ β<α M β . Then L = {x α : α < ℵ 1 } is a Luzin set.
A subset of R is perfect if it is nonempty, closed, and has no isolated points. In [11] , Hurewicz quotes an argument of Sierpiński, proving the following.
Theorem 1.2 (Sierpiński). Every Luzin set satisfies S fin (O, O), and is not σ-compact.
Proof. Let U 1 , U 2 , . . . be open covers of X. Let D = {d n : n ∈ N} be a dense subset of L. For each n, pick U n ∈ U n such that d n ∈ U n . Let U = n U n . Then L \ U is nowhere dense, and thus countable. For each n, pick V n ∈ U n such that L \ U ⊆ n V n . Then {U n , V n : n ∈ N} is a cover of L, with at most two elements from each U n .
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Now, a Luzin set cannot be σ-compact, since otherwise, by the Cantor-Bendixon Theorem, it would contain a perfect set, which in turn contains an uncountable (perfect) nowhere dense set.
Thus, Menger's Conjecture is settled if one assumes the Continuum Hypothesis. In 1988, Fremlin and Miller [7] settled Menger's Conjecture in ZFC. They used the concept of a scale, which we now define. ∞ and n ∈ N, a(n) denotes the n-th element of a.
For
∞ , which has a ≤ * -increasing enumeration S = {s α : α < d}, that is, such that s α ≤ * s β for all α < β < d. Scales require special hypotheses to be constructed. Indeed, say that a subset Y of [N] ∞ is unbounded if it is unbounded with respect to 
∞ be dominating. For each α < b, choose s α to be a ≤ * -bound of {d β , s β : β < α}. The canonical way to construct sets of reals from scales (more generally, from subsets of P (N)) is as follows. P (N) is identified with Cantor's space {0, 1} N , via characteristic functions. This defines the canonical topology on P (N). Cantor's space is homeomorphic to the canonical middle-third Cantor set C ⊆ [0, 1], and the homeomorphism is (necessarily, uniformly) continuous in both directions. Thus, subsets of P (N) exhibiting properties preserved by taking (uniformly) continuous images may be converted into subsets of [0, 1] with the same properties. We may thus work in P (N).
The critical cardinality of a (nontrivial) property P of set of reals, denoted non(P ), is the minimal cardinality of a set of reals X such that X does not have the property P . The following is essentially due to Hurewicz [11] .
. . be open covers of X. Since X is Lindelöf, we may assume that these covers are countable, and enumerate them
∞ be a witness for {a x : x ∈ X} not being dominating, and take
. . , such that each x ∈ D belongs to infinitely many sets F n .
3

But this is impossible: Consider the open covers
For all finite F 1 ⊆ U 1 , F 2 ⊆ U 2 , . . . , there is x ∈ D such that for all but finitely many n, x(n) > max{m : U n m ∈ F n } (and thus x / ∈ F n ).
Let κ be an infinite cardinal. A set of reals X is κ-concentrated on a set Q if, for each open set U containing Q, |X \ U| < κ. Lemma 1.5 (folklore [23] ). Assume that a set of reals X is c-concentrated on a countable set Q. Then X does not contain a perfect set.
Proof. Assume that X contains a perfect set P . Then P \ Q is Borel and uncountable, and thus contains a perfect set C. Then U = R \ C is open and contains Q, and C = P \ U ⊆ X \ U has cardinality c. Thus, X is not c-concentrated on Q. Theorem 1.6 (Fremlin-Miller [7] 
<∞ is countable. Let U = n U n . P (N) \ U is closed and thus compact. For each n, the evaluation map e n : [N] ∞ → N defined by e n (a) = a(n) is continuous. Thus, e n [P (N) \ U] is compact and thus finite, for all n. Therefore, there is a
has cardinality < d, and thus satisfies
<∞ is not σ-compact: We have just seen that it is d-concentrated on the countable set [N] <∞ . Use Lemma 1.5.
A reader not familiar with dichotomic proofs may be perplexed by the proof of the Fremlin-Miller Theorem 1.6. It gives a ZFC result by considering an undecidable statement. Indeed, it shows that there is a certain set of reals, but does not tell us what this set is (unless we know in advance whether b < d or b = d). Another way to view this is as follows.
Sets of reals X satisfying P because |X| < non(P ) are in a sense trivial examples for this property. From this point of view, the real question is, given a property P , whether there are sets of reals of cardinality at least non(P ), which satisfy P . The proof of Theorem 1.6 answers this in the positive only when b = d. However, with a small modification we get a complete answer. An argument similar to that in the proof of Theorem 1.6 gives the following.
We therefore have the following.
, and is not σ-compact. In other words,
<∞ is a counter-example to Menger's Conjecture. Theorem 1.10 is generalized in Tsaban-Zdomskyy [23] .
We conclude the section with some easy improvements of statements made above.
Define the following subfamily of O(X): U ∈ Γ(X) if U is infinite, and each element of X is contained in all but finitely many members of U. If U ∈ Γ(X), then every infinite subset of U belongs to Γ(X). Thus, we may assume for our purposes that elements of Γ(X) are countable.
As sets of reals X are Lindelöf, each element of O(X) can be turned, by means of taking finite unions, into an element of Γ(X).
A modification of the proof of Lemma 1.4 yields the following.
Proof. By Corollary 1.11 and Lemma 1.4,
To prove the remaining inequality, assume that |X| < d, and U 1 , U 2 , · · · ∈ Γ(X). We may assume that for each n, U n is countable, and
∞ exemplify that {a x : x ∈ X} is not dominating, and take
Then each x ∈ X belongs to F n for infinitely many n. Corollary 1.13. Each set which is d-concentrated on a countable subset, satisfies S 1 (Γ, O).
<∞ satisfies S 1 (Γ, O).
. While every σ-compact set satisfies the latter, we have the following. Lemma 1.15 (Just, et al. [12] ). If X satisfies S 1 (Γ, O), then X has no perfect subsets.
Proof. We give Sakai's proof [18, Lemma 2.1]. Assume that X has a perfect subset and satisfies S 1 (Γ, O). Then X has a subset C homeomorphic to Cantor's space {0, 1} N . C is compact, and thus closed in X, and therefore satisfies S 1 (Γ, O) as well. 4 Thus, it suffices to show that {0, 1}
N does not satisfy S 1 (Γ, O). We show instead that its homeomorphic copy ({0, 1}
N be the projection on the n-th coordinate. Then U n = {π
Hurewicz's Conjecture
Hurewicz suspected that Menger's Conjecture was false. For this reason, he introduced in [10] a formally stronger property, which in our notation is U fin (O, Γ). It is easy to see that every σ-compact set satisfies, in fact, U fin (O, Γ), and analogously to Menger, Hurewicz made the following. Conjecture 2.1 (Hurewicz [10] 
n for all but finitely many n.
Proof. For each n, take F n = k≤n F k n . Then { F n : n ∈ N} ∈ Γ(X). 4 It is easy to see that all properties involving open covers, considered in this paper, are hereditary for closed subsets [12] .
S ⊆ R is a Sierpiński set if S is uncountable, and for each Lebesgue measure zero set N, S ∩N is countable. Since every perfect set contains a perfect set of Lebesgue measure zero, a Sierpiński set cannot contain a perfect subset, and therefore is not σ-compact. A construction similar to that of a Luzin set described above, shows that the Continuum Hypothesis implies the existence of Sierpiński sets. We do not know when the following observation was made first.
Theorem 2.3 (folklore). Every Sierpiński set satisfies U fin (O, Γ).
Proof. The following proof is a slightly simplified version of the one given in [12] .
Let S be a Sierpiński set. S = n S ∩ [−n, n], and thus by Lemma 2.2, we may assume that the outer measure p of S is finite. Since S is Sierpiński, p > 0.
5 Let B ⊇ S be a Borel set of measure p.
. . be open covers of S. We may assume that each U n is countable, and enumerate U n = {U n m : m ∈ N}. We may assume that all U n m are Borel subsets of B. For each n, m U n m ⊇ S, and thus has measure p for each n.
n+N )p, and consequently, A stronger statement can be proved in a similar manner.
Theorem 2.4 (Just, et al. [12]). Every Sierpiński set satisfies S 1 (Γ, Γ) (even when we consider Borel covers instead of open ones).
Proof. Replace, in the proof of Theorem 2.
. . is as required. Thus, the Continuum Hypothesis implies the failure of Hurewicz's Conjecture. A complete refutation, however, was only discovered in 1996, by Just, Miller, Scheepers, and Szeptycki, in their seminal paper [12] . Theorem 2.5 (Just, et al. [12] ). Hurewicz's Conjecture is false.
We will not provide the full solution from [12] here (since we provide a simpler one), but just discuss its main ingredients. The argument in [12] is dichotomic. Recall that b is the minimal cardinality of a set
∞ which is unbounded with respect to ≤ * . A proof similar to that of Lemma 1.4 gives the following two results, which are also essentially due to Hurewicz [11] .
Lemma 2.6 (folklore). An unbounded subset of [N]
∞ cannot satisfy U fin (O, Γ).
Thus
∞ , such that the enumeration is increasing with respect to ≤ * (i.e., b α ≤ * b β whenever α < β < b).
Like d-scales, b-scales can be constructed without special hypotheses.
Lemma 2.9 (folklore). There are b-scales.
The argument in [12] proceeds as follows. We have just seen that the case b > ℵ 1 is trivial. Thus, assume that b = ℵ 1 . Then there is a b-
∞ such that in addition, for all α < β < b,
6 It is proved in [12] that for such B, B ∪ [N] <∞ satisfies U fin (O, Γ). An argument similar to the one given in Theorem 1.6 for scales shows the following.
<∞ is not σ-compact.
Unfortunately, the existence of b-scales as in the proof of [12] is undecidable. This is so because Scheepers proved that for this type of
<∞ in fact satisfies S 1 (Γ, Γ) [21] (see also [16] ), and we have the following. Theorem 2.11 ). It is consistent that for each set of reals satisfying S 1 (Γ, Γ), |X| < b. Indeed, this is the case in Laver's model. 6 We will not use this fact here, but here is a proof: Fix an unbounded family
∞ . At step α, we have a countable set B α = {b β : β < α} such that for all γ < β < b, b β \ b γ is finite. In particular, each finite subset of B α has an infinite intersection. Enumerate B α = {s n : n ∈ N}, and for each n pick m n ∈ s 1 ∩ · · · ∩ s n such that m n > m n−1 . Let c be a ≤ * -bound of B α , and let b α be a subset of {m n : n ∈ N}, such that max{c, x α } ≤ * b α .
Bartoszyński and Shelah have discovered an ingenious direct solution to Hurewicz's Conjecture, which can be reformulated as follows.
<∞ satisfies U fin (O, Γ).
We provide a simplified proof of this theorem, using a method of Galvin and Miller from [8] . For natural numbers n, m, let [n, m) = {n, n + 1, . . . , m − 1}.
∞ . The following are equivalent:
For each a ∈ Y and all but finitely many n, s(n) ≤ a(s(n)) ≤ b(s(n)) < s(n + 1), that is, a(s(n)) ∈ [s(n), s(n+1)).
(2 ⇒ 1) Let s be as in (2) . s has countably many cofinite subsets.
∞ be a ≤ * -bound of all cofinite subsets of s. Let a ∈ Y and choose n 0 such that for each n ≥ n 0 , a ∩ [s(n), s(n+1)) = ∅. Choose m 0 such that a(m 0 ) ∈ [s(n 0 ), s(n 0 +1)). By induction on n, we have that (a(n) ≤)a(m 0 + n) ≤ s(n 0 + 1 + n) for all n. For large enough n, we have that s(n 0 + 1 + n) ≤ b(n), thus a ≤ * b.
Lemma 2.14 (Galvin-Miller [8]). Assume that [N]
Proof. Let a(1) = 1. For each n ≥ 1: As U ∈ Γ(X), each finite subset of X is contained in infinitely many elements of U. Take U n ∈ U \{U 1 , . . . , U n−1 }, such that P ([1, a(n))) ⊆ U n . As U n is open, for each s ⊆ [1, a(n)) there is k s such that for each x ∈ P (N) with x∩[1, k s ) = s, x ∈ U n . Let a(n + 1) = max{k s : s ⊆ [1, a(n))}.
Given the methods presented thus far, the following proof boils dows to the fact that, if we throw fewer than n balls into n bins, at least one bin remains empty.
Proof of Theorem 2.12. Let
<∞ ). For each n, take a n and distinct U n 1 , U n 2 , . . . for U n as in Lemma 2.14. We may assume that a n (1) = 1. Let α be such that I = {n : a n (n + 1) < b α (n)} is infinite. As |{x β : β < α}| < b, {x β : β < α} satisfies S 1 (Γ, Γ) (Lemma 2.7). Thus, there are m n , n ∈ I, such that {U n mn : n ∈ I} ∈ Γ({x β : β < α}). Take F n = ∅ for n / ∈ I, and F n = {U n 1 , . . . , U n n } ∪ {U n mn } for n ∈ I. As { F n : n ∈ N} = { F n : n ∈ I} ∪ {∅}, it suffices to show that for each x ∈ X, x ∈ F n for all but finitely many n ∈ I. If x ∈ [N] <∞ , then for each large enough n ∈ I, x ∩ [a n (n), a n (n+1)) = ∅ (because a n (n) ≥ n), and thus x ∈ U n n ∈ F n . For β < α, b β ∈ U n mn ⊆ F n for all large enough n.
For β ≥ α (that's the interesting case!) and all but finitely many n ∈ I, b β (n) ≥ b α (n) > a n (n + 1). Thus, |b β ∩ [1, a n (n + 1))| < n. As [1, a n (n + 1)) = n i=1 [a n (i), a n (i+1)) is a union of n intervals, there must be i ≤ n such b β ∩ [a n (i), a n (i+1)) = ∅, and thus
A multidimensional version of the last proof gives the following.
Theorem 2.15 (Bartoszyński-Tsaban [3]). For each b-scale B, all finite powers of the set B ∪ [N]
<∞ satisfy U fin (O, Γ).
Indeed, Zdomskyy and the present author proved in [23] that any finite product (
In a work in progress, the method introduced here is used to prove the following, substantially stronger, result.
Theorem 2.16 (Miller-Tsaban-Zdomskyy). For each b-scale B and each set of reals H satisfying U fin (O, Γ), (B ∪ [N]
<∞ ) × H satisfies U fin (O, Γ).
Strongly Hurewicz sets of reals, in ZFC
Consider, for each f ∈ N N , the following selection hypothesis. U f (A , B): For all U 1 , U 2 , · · · ∈ A , none containing a finite subcover, there are finite
. . such that such that |F n | ≤ f (n) for all n, and { F n : n ∈ N} ∈ B.
Remark 3.1. One may require in the definition of U f (A , B) that each F n is nonempty. This will not change the property when A , B ∈ {O, Γ}, since we may assume that the given covers get finer and finer. This can be generalized to most types of covers considered in the field.
U f (A , B) depends only on lim sup n f (n).
Lemma 3.2. Assume that for each V ∈ B, {∅} ∪ V ∈ B. For all f, g ∈ N N with lim sup n f (n) = lim sup n g(n), U f (A , B) = U g (A , B) .
Proof. The argument is as in the proofs of [9, 3.2-3.5] and [24, Lemma 3] , concerning similar concepts in other contexts.
. . , such that |F mn | ≤ f (n) for all n, and { F mn : n ∈ N} ∈ B(X). For k / ∈ {m n : n ∈ N} we can take F k = ∅. Then { F n : n ∈ N} = {∅} ∪ { F mn : n ∈ N} ∈ B(X), and |F n | ≤ g(n) for all n.
, where id is the identity function, id(n) = n for all n. We henceforth use the notation
for U id (A , B). Our proof of Theorem 2.12 shows the following.
Theorem 3.3. For each b-scale B, B ∪ [N]
<∞ satisfies U n (Γ, Γ).
Proof. In the proof of Theorem 2.12 we show that B ∪ [N]
<∞ satisfies U n+1 (Γ, Γ). By Lemma 3.2, this is the same as U n (Γ, Γ).
We will soon show that U n (Γ, Γ) is strictly stronger than U fin (O, Γ). A cover U of X is multifinite [22] if there exists a partition of U into infinitely many finite covers of X. Let A be a family of covers of X. ‫(ג‬A ) is the family of all covers U of X such that: Either U is multifinite, or there exists a partition P of U into finite sets such that { F : F ∈ P} \ {X} ∈ A [19] .
The special case ‫(ג‬Γ) was first studied by Kočinac and Scheepers [13] , where it was proved that U fin (O, Γ) = S fin (Ω, ‫(ג‬Γ)). Additional results of this type are available in Babinkostova-Kočinac-Scheepers [1] , and in general form in Samet-Scheepers-Tsaban [19] . Theorem 3.4 (Samet, et al. [19] ). U fin (Γ, ‫(ג‬Γ)) = S fin (Γ, ‫(ג‬Γ)).
Proof. We prove the following, stronger statement: Assume that X satisfies U n (Γ, Γ), and let s(n) = 1 + · · · + n = (n + 1)n/2. For all U 1 , U 2 , · · · ∈ Γ(X), there are U 1 ∈ U 1 , U 2 ∈ U 2 , . . . , such that for each x ∈ X, x ∈ s(n+1) k=s(n) U k for all but finitely many n.
Let U 1 , U 2 , · · · ∈ Γ(X). We may assume that for each n, U n+1 refines U n . Apply U n (Γ, Γ) to U s(1) , U s(2) , . . . to obtain U 1 ∈ U s(1) , U 2 , U 3 ∈ U s(2) , . . . , such that for each x ∈ X, x ∈ s(n+1) k=s(n)+1 U k for all but finitely many n. For each n and each k = s(n) + 1, . . . , s(n + 1), replace U k by an equal or larger set from U k .
Remark 3.6. The statement at the beginning of the last proof is in fact a characterization of U n (Γ, Γ).
Remark 3.7. In general, if every pair of elements of A has a joint refinement in A , and B is finitely thick in the sense of [22] , then U n (A , B) implies S 1 (A , ‫(ג‬B)).
In particular, when B = O, ‫(ג‬B) = O, and thus
Thus, the Bartoszyński-Shelah Theorem tells that for each b-scale
<∞ satisfies S fin (Γ, ‫(ג‬Γ)), whereas Theorem 3.3 tells that it indeed satisfies S 1 (Γ, ‫(ג‬Γ)). As U fin (O, Γ) does not even imply S 1 (Γ, O) (Lemma 1.15), we have that U n (Γ, Γ) is strictly stronger than U fin (O, Γ).
Theorem 3.8 (Tsaban-Zdomskyy [17]). Assume the Continuum Hypothesis (or just b = c). There is a b-scale B such that no set of reals containing B ∪ [N]
<∞ satisfies S 1 (Γ, Γ).
By Theorems 3.3 and 3.8, U n (Γ, Γ) = S 1 (Γ, Γ). Thus, U n (Γ, Γ) is strictly in between S 1 (Γ, Γ) and U fin (O, Γ) .
A natural refinement of the Problem 9, solved in Theorem 3.8, is the following.
Problem 3.9 (Zdomskyy). Is there a set of reals X without perfect subsets, such that X satisfies U fin (O, Γ) but not U n (Γ, Γ)? 4. A visit at the border of ZFC By Lemma 3.2, there are only the following kinds of (strongly) Hurewicz properties: U fin (Γ, Γ), U n (Γ, Γ), and U c (Γ, Γ), for constants c ∈ N. For c = 1, U c (Γ, Γ) = S 1 (Γ, Γ), and thus by the results of the previous section, at least three of these properties are distinct. (We consider properties distinct if they are not provably equivalent.) By Theorem 2.11, U 1 (Γ, Γ) may be trivial. The next strongest property is U 2 (Γ, Γ). We prove that it is not trivial. We are now ready to prove the main result of this paper. 
. . for U n as in Lemma 2.14. We may assume that a n (1) = 1. Let a ∈ [N]
∞ slalom {a n : n ∈ N}. As B is unbounded, there is by Lemma 2.13 α < b,
As a slaloms a n , I n is infinite, and therefore {U n m : m ∈ I n } ∈ Γ(B ∪ [N] <∞ ). As |{x β : β < α}| < b, {x β : β < α} satisfies S 1 (Γ, Γ) (Lemma 2.7), and thus, there are m n ∈ I n , n ∈ N, such that {U n mn : n ∈ N} ∈ Γ({x β : β < α}). We claim that
<∞ , then for each large enough n, x∩[a n (m n ), a n (m n +1)) = ∅ (because m n ≥ n), and thus x ∈ U n mn . For β < α, b β ∈ U n mn for all large enough n, by the choice of m n .
For β ≥ α (that's the interesting case), we have the following: Let m n ∈ I n , and let k be such that
If n is large, then k is large, and as b β slaloms b α , there is i such that
There are two possibilities for a n (m n + 1): If a n (m n +1) ≤ b β (i + 1), then [a n (m n ), a n (m n +1)) ∩ b β = ∅, and thus b β ∈ U n mn . Otherwise, a n (m n + 1) > b β (i + 1), and thus [a n (m n + 1), a n (m n + 2)) ∩ b β = ∅. Therefore, b β ∈ U n mn+1 in this case. <∞ satisfies S 1 (Γ, Γ).
Proof. Consider the proof of Theorem 3.8, given in [17] . We need only make sure that in Proposition 2.5 of [17] , B can be constructed in a way that it is a slalom b-scale. This should be taken care of in the second paragraph of page 2518. 
The Hurewicz Problem
In the same 1927 paper Hurewicz asked the following. In a footnote added at the proof stage (the same one mentioned before Theorem 1.2), Hurewicz quotes the following, which solves his problem if the Continuum Hypothesis is assumed.
Theorem 5.2 (Sierpiński). Every Luzin set satisfies
Proof. Let L be a Luzin set. We have already proved that L satisfies S fin (O, O) (Theorem 1.2). It remains to show that L does not satisfy
9 which in turn is homeomorphic to [N] ∞ (e.g., using continued fractions). ∞ , the set
∞ : a ≤ * b} is meager, and therefore does not contain L. 
∞ , a ≤ * s, and a c ≤ * s. The advantage of the last proof is its simplicity. However, it does not provide an explicit example, and in the case b < d gives a trivial example, i.e., one of cardinality smaller than non(S fin (O, O) ). We conclude with an explicit solution.
Theorem 5.5 (Tsaban-Zdomskyy [23] ). There is a set of reals of car-
Our original proof uses in its crucial step a topological argument. Here, we give a more combinatorial argument, based on a (slightly amended) lemma of Mildenberger.
A
For Y satisfying (1), Y is groupwise dense if, and only if, Y is nonmeager [4] .
Proof of Theorem 5.5. Fix a dominating set {d
∞ by induction on α < d.
Step α: Let Y = {d β , a β : β < α}.
The following is proved by Mildenberger as part of the proof of [15, Theorem 2.2], except that we eliminate the "next" function from her argument.
Lemma 5.6 (Mildenberger [15] 
Proof. Clearly, G satisfies (1) of the definition of groupwise density. We verify (2) . We may assume that Y is closed under maxima of finite subsets. Let
∞ be a witness that Y is not dominating. Then the family of all sets {n : y(n) < g(n)}, y ∈ Y , can be extended to a nonprincipal ultrafilter U.
Let a ∈ [N] ∞ . By thinning out a, we may assume that g(a(n)) < a(n + 1) for all n. For i = 0, 1, 2, let
Then there is i such that a i ∈ U. We claim that a i+2 mod 3 ∈ G. Let y ∈ Y . For each k in the infinite set {n : y(n) < g(n)} ∩ a i , let n be such that k ∈ [a(3n+i), a(3n+i+1)). Then
because a(3n+i+2) is the first element of a i+2 mod 3 greater or equal to k, and a i+2 mod 3 (k) ≥ k.
Let G = {a ∈ [N]
∞ : (∀y ∈ Y ) a ≤ * y}. As G is groupwise dense, there is a α ∈ G such that a Chaber and Pol's Theorem in [6] is actually stronger than Theorem 5.3 above, and establishes the existence of a set of reals X such that X does not satisfy U fin (O, Γ), 12 Properties closely related to our U f (A , B) were considered in the literature. Consider, for each f ∈ N N , the following selection hypothesis.
S f (A , B): For all U 1 , U 2 , · · · ∈ A , there are finite F 1 ⊆ U 1 , F 2 ⊆ U 2 , . . . such that such that |F n | ≤ f (n) for all n, and n F n ∈ B.
In [9, 5] it is proved that for each f ∈ N N , S f (O, O) = S 1 (O, O). Indeed, by Remark 3.7 we have that for all A ,
A family B of open covers of X is finitely thick [22] if:
(1) If U ∈ B and for each U ∈ U:
F U is a finite nonempty family of open sets such that for each V ∈ F U , U ⊆ V = X, then U ∈U F U ∈ B.
(2) If U ∈ B and V = U ∪ F where F is finite and X / ∈ F , then V ∈ B.
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Many families of "rich" covers considered in the literature, including O, Ω, Γ [20, 12] , are finitely thick. Also, for each of these families, each pair of elements has a joint refinement in the same family.
The case A = B = Ω of the following theorem was proved in [9, 25] .
Theorem A.1. Assume that each pair of elements of A has a joint refinement in A , and B is finitely thick. For each f ∈ N N , S f (A , B) = S 1 (A , B).
Proof. As 1 ≤ f (n) for all n, S 1 (A , B) implies S f (A , B) . To prove the remaining implication, assume that X satisfies S f (A , B) .
Let U 1 , U 2 , · · · ∈ A (X). Let s(n) = f (1) + f (2) + · · · + f (n) for all n. For each n, take V n ∈ A (X) refining U 1 , . . . , U s(n) .
Apply S f (A , B) to the sequence V 1 , V 2 , . . . , to obtain F 1 ⊆ V 1 , F 2 ⊆ V 2 , . . . , such that |F n | ≤ f (n) for all n, and n F n ∈ B(X).
Fix n. For each k ∈ {s(n − 1) + 1, . . . , s(n)}, pick U k ∈ U k such that each member of F n is contained in some U k . As B is finitely thick, {U k : k ∈ N} ∈ B(X).
