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ABSTRACT
The Virtual Space Robotics Testbed currently being de-
veloped serves as a decision support system in various
space mission scenarios like e.g. rendezvous and dock-
ing (RvD) and planetary landing and exploration. In the
scope of the research project FastMap1 it is used for the
generation and evaluation of images, acquired by a plan-
etary lander during the descent phase. Therefore, camera
characteristics and lighting conditions are analyzed and
simulation methods are developed and integrated to the
Virtual Testbed. To gain close-to-reality and trustable re-
sults, a validation with correct data, obtained by a physi-
cal planetary landing mockup, is necessary. This process
is described in the paper.
Key words: Virtual Testbed, Planetary Landing Mockup,
Camera Simulation.
1. INTRODUCTION
Testing, evaluation and verification of prototypes and
newly developed components and algorithms are impor-
tant tasks in engineering and research. VR based sim-
ulation systems have become an essential tool in nearly
all fields of engineering and are nowadays widely used in
robotics. This includes the simulation of different kinds
of sensors like virtual cameras, including their optical and
electronical errors.
In the research project FastMap, algorithms are devel-
oped to generate a navigation map of the planetary sur-
face from sensor data acquired during the descent of a
planetary lander on near earth planets. To evaluate these
algorithms, we use artificially generated images in a Vir-
tual Space Robotics Testbed. In order to achieve trustable
results, the simulation modules of the Virtual Testbed
have to be calibrated by physical reference data. There-
fore, a physical mockup is used.
1Gefo¨rdert von der Raumfahrt-Agentur des Deutschen Zentrums
fu¨r Luft- und Raumfahrt e.V. mit Mitteln des Bundesministeriums fu¨r
Wirtschaft und Technologie aufgrund eines Beschlusses des Deutschen
Bundestages unter dem Fo¨rderkennzeichen 50 RA 1034
In the following the concept of the Virtual Space Robotics
Testbed [1] will be outlined and the simulation modules
of the Virtual Testbed are described. The construction of
the physical mockup is shown and the obtained results
are evaluated with a comparison between datasets gained
from simulation and the physical mockup.
2. VIRTUAL TESTBED
Our goal is to provide and evaluate a comprehensive sim-
ulation environment for planetary landing scenarios for
development and real-time testing tasks. On one hand the
virtual environment - the so called Virtual Space Robotics
Testbed - on the other hand a physical mockup for vali-
dating the simulated results. A modular approach allows
for an on-the-fly adaption of various setups and offers a
tool for decision making during the design phase.
2.1. Digital surface model
For the development of a plantary surface model differ-
ent sources of real planetary surfaces are used. Since the
landing on planets with and without atmosphere should
be simulated, geologically typical mars and moon areas
need to be constructed. Therefore data from HiRise [2]
and LRO [3] are used to construct areas with realistic ge-
ological formations.
Figure 1. Heightmaps of the modelled surfaces (left:
1:1000, right: 1:200)
In a first step a 2D heightmap is generated by combining
HiRise data with LRO image data in the scale 1:1000.
A section of this image is modelled with more details
in the scale 1:200 in a second heightmap (see Fig. 1).
These heightmaps are then used to generate volumetric
3D geometry with a CAD program. Since these models
are also used for the physical mockup, as described in
section 3.1, they are manually refined to provide a high
resolution for the milling machine. The final polygonal
model of each planetary surface model is represented by
16,000,000 polygons.
2.2. Digital Camera and Light Simulation
The realistic visualization of planetary surfaces is still
a difficult task for modern computer graphics [4], even
more if a realistic simulation of the used camera is needed
[5]. To achieve real-time simulation, we use rasteriza-
tion techniques used for hardware accelerated real-time
rendering. Nowadays, modern rasterization-based graph-
ics hardware is fully programmable with significant arith-
metic capabilities and high floating-point operation per-
formance in comparison to current CPUs as described in
[6].
Therefore a realistic simulation of optical and electroni-
cal effects of digital cameras is possible in real-time. In a
first step the camera parameters are measured according
to [7] or obtained by the documentation of the manufac-
turer. The camera simulation then provides a real-time
simulation of various optical and electronical effects. The
main optical effects, as shown in Fig. 2, are intrinsic cam-
era parameters, distortion, chromatic aberration, depth of
field, sensor saturation and noise.
Figure 2. Different optical effects. 1: barrel distortion
with chromatic aberration, 2: depth of field, 3: chromatic
noise, 4: sensor saturation
The intrinsic parameters are horizontal and vertical reso-
lution (rx, ry) and pixel width and height (dx, dy) which
define the resolution and sensor size of the virtual cam-
era. This is used to easily compute the field of view of a
simulated lens with an ideal focal distace f with
Figure 3. Different fields of view from a fixed camera
position (left FOV: 60◦, middle FOV: 30◦ right FOV: 15◦)
FOVh = 2arctan
rx · dx
2f
(1)
for the horizontal field of fiew as shown in Fig. 3.
Additionally center x and y coordinate (ox, oy), horizon-
tal and vertical scaling (fsx, fsy)and skew (fsΘ) define
the projection matrix K of the virtual camera as shown in
Eq. 2.
K =
[
fsx fsΘ ox
0 fsy oy
0 0 1
]
(2)
Skew (fsΘ) is only relevant if the sensor is not perpen-
dicular to the used optics and can be neglected if no tilt
and shift optics are simulated.
The various optical effects have a significant impact on
computer vision algorithms and are therefore an impor-
tant part in a realistic visualization of a planetary landing
scenario.
Radial symmetric distortion appears if the magnification
of a lens increases or decreases with the distance from
the optical center. A decrease of magnification leads to
barrel distortion, while an increase in magnifaction leads
to pincushion distortion as shown in Fig. 4 (left). De-
pending on the color of the light the amount of distortion
can vary according to the used lens system. This leads to
chromatic aberration (see Fig. 4, right) and color fring-
ing, which can be computeted by:
XR = XC +
Xi −XC
L(r)RGB
(3)
with
L(r)RGB = [1 r r
2 r3...] · [1 k1R k2R k3R ...]T , (4)
whereXR is the real pixel position,XC is the optical cen-
ter, Xi is the ideal pixel position, r is the distance from
the optical center and k the distortion coefficients. These
coefficients can be computed with tools like OpenCV,
Matlab Camera Toolbox or Zemax or are directly pro-
vided by the optics manufacturer.
Depth of field is supported by our software but can be ne-
glected by planetary landing scenarios since all rendered
objects are in sufficient distance from the camera.
Figure 4. left: pincushion distortion and blooming, right:
chromatic aberration caused by different distortion val-
ues for red, green and blue
Sensor saturation appears if a bright light delivers more
energy than the sensor can handle and therefore stores
no valid information. If the received energy effects the
neighboring pixels, blooming appears as shown in Fig. 4
(left).
Optical CMOS or CCD sensors produce a varying
amount of noise [8], depending on lighting condition,
temperature and pixel size. The simulation of the optical
sensor allows multiple noise functions and supports the
test and verification of computer vision algorithms. The
different supported noise functions are hotpixel noise,
color noise and monochrome noise as shown in Fig. 5.
The noise amounts are taken from real images or are de-
livered by the sensors manufacturer.
Figure 5. Different noise textures. Left: hotpixel noise,
right: chromatic gauss-distributed noise
The simplest form of noise, hotpixel noise, is obtained by
taking images in complete darkness, but different temper-
atures. These images are used as noise textures and are
added to the rendered image in a post processing step.
The reproducibility of highly dynamic noise effects [9]
can be accomplished through the active simulation time
as seeds for distribution of semi-random noise values.
Since standard lighting models of computer graphics are
not sufficient for diffuse planetary surfaces, a modified
version of the Hapke Lommel-Seeliger lighting model
[10] is implemented with modern graphics hardware for
the light simulation. According to Fig. 6 the simulation
system simulates the lighting condition observed in our
real mockup and therefore we do not use Hapke Lommel-
Seeliger lighting in this first step for verification of our
mockup data since it can not simulate the reflectance
Figure 6. Iterative process for model validation [11]
characteristics of real regolith.
To calibrate and validate the simulated images of the Vir-
tual Testbed, a physical mockup is used. The calibra-
tion is carried out in an interative process as described in
[11](see Fig. 6).
3. PHYSICAL MOCKUP
The planetary landing mockup is used to generate real
reference images to validate the Virtual Testbed. In Fig.
7, the design of the mockup and the current state of con-
struction are shown.
Figure 7. Design and construction of the planetary land-
ing mockup
The mockup consists of two true to scale surface struc-
tures, each 2x2 meters wide, and two light weight robots
mounted on linear tracks. The robots carry a camera and a
light source. In the following, the elements of the mockup
are described in more detail.
3.1. Milled surface model
The digital planetary surface model designed for the Vir-
tual Testbed (as described in section 2.1) is also used as
a template for two physically milled surface structures
in the planetary landing mockup. The surfaces are man-
ufactured at an external model maker. In the first step,
the highly detailed data is exported as several bands and
processed with a computer numerically controlled (CNC)
milling machine. The structure is milled as one piece out
of polyurethane, a light-weight but resistant synthetics for
modeling, with a 6 mm ball nose mill and an offset of
0.5 mm. In a second step, the surface is processed with
a ground coating augmented with fine sand and finished
with a matt paint.
From the digital models of the stones, different sizes are
manufactured with 3D laser sintering. Those are as well
painted and glued on the surface structures. Here, an ex-
act positioning and orientation of each stone is important
in order to allow for a true to scale enlargement between
the two models.
3.2. Integrated Control
The complete mockup is controlled by the simulation sys-
tem. As shown in Fig. 8, all elements of the mockup
are integrated, allowing for a coordinated control of the
different tasks of the experiment. The simulation sys-
tems sends position commands to the linear axes and the
light-weight robots and receives and processes their sen-
sor data. It communicates with the camera to set param-
eters and trigger the acquisition of image data.
Figure 8. Integrated Control of the Planetary Landing
Mockup with the Simulation System
3.3. Camera and Light
The light source used in the planetary landing mockup is
a daylight head lamp originally used in film shots, the
ARRI D5. With its color temperature of 6000 Kelvin
and its high quality it is a good resemblence of sunlight
and with an angle of beam of 56◦ and 575 Watt it illu-
minates the models completely and with a high intensity.
The lamp can be positioned very precisely by one of the
robots to examine different sun positions in the mockup.
The other robot, carrying the camera, follows a trajec-
tory similar to descent trajectories of planetary landers.
Thus, a high flexibility regarding the trajectory and light-
ing conditions is provided while the poses of the acquir-
ing image sensor are known exactly and reproducibly.
The camera is a Nikon D700 DSLR (digital single-lens
reflex) camera with a Sigma prime lens with a field of
view of 55◦. The camera is controlled via wireless LAN
with the integrated control of the mockup using a modu-
lar and flexible sensor framework.
3.4. Kinematics
The kinematics used in the mockup are two light weight
robots LBR4+ of KUKA Roboter GmbH [12] mounted
on two linear axes by Bosch Rexroth. The integrated con-
trol of the mockup allows for a detailed modelling of the
kinematic chains and the generation of flexible trajecto-
ries. These can be validated in the simulation first, before
they are executed in the physical mockup. For each new
kinematics, a specific hareware interface has to be devel-
oped and integrated [13].
4. VALIDATION AND FIRST RESULTS
4.1. Calibration Process
Figure 9. Scan of the Planetary Landing Mockup as an
overlay of the digital model
To validate the digital model of the Planetary Landing
Mockup, the ZF5006h a 3D laser scanner by Zoller &
Fro¨hlich is used to scan the complete physical mockup.
The scan is done with a resolution of 20000 lines/360◦
and a depth resolution of 0.1 mm. The resulting point
cloud is integrated in the simulation system to compare
the digital model and the scanned mockup. In Fig. 9
the scanned point cloud is visualized as an overlay of the
digital model.
According to the scan, the positions of the linear axes on
the cage and the exact positions of the surface structures
are corrected. The scan of the surface structure shows a
high quality of the milled surface and only small differ-
ences to the digital model exist.
4.2. Testimages and Evaluation
For the verification of the camera and light simulation,
real images of the physical mockup are compared to the
rendered images of the Virtual Testbed. During the first
test process the camera in the physical mockup is moved
to several fixed positions under three different light direc-
tions to simulate varying times and light conditions for a
planetary descent. The position values of the camera and
the light source in the physical mockup are used together
with the optical characteristics as described in section 2.2
to obtain rendered images in the Virtual Testbed.
Figure 10. Comparision of generated and real image.
Upper left: real mockup image, upper right: rendered im-
age, middle left: histogram of real image, middle right:
histogramm of rendered image, lower: difference of im-
ages: (real - rendered) + (rendered - real)
To compare these images, the rendered and photographed
images are subtracted from each other and the mean val-
ues are computed. At the first tests the difference be-
tween both images is up to 13/255 since rendering of the
mockup color is too dark. After recalibrating the white
balance of the camera the difference is only 3/255 as
mean difference between real and rendered image. Fur-
thermore, the histograms of both pictures are generated
and compared as shown in Fig. 10.
The histograms and the difference image show a high
similarity between real and rendered images, the main
differences occur at shadow edges and will be part of up-
coming research and optimization.
5. CONCLUSION AND FUTUREWORK
In this paper we described the validation of the cam-
era and light simulation in the Virtual Space Robotics
Testbed. We gave details on the simulation modules
and the calibration process and presented the physical
mockup used. Thus, artificially generated image data can
be verificated by real reference images. The comparison
of the images encourage the further evaluation with this
setup for upcoming simulations and verifications of com-
puter vision algorithms for trajectory planning and hazard
avoidance.
The next steps in optimizing the quality of the rendered
images will include enhancements of shadow edges and
an improvement in reflection parameters of the mockup
surface. Future work on the validation of images will
include the automated comparison of photographed and
rendered images and the automatic generation of lighting
parameters.
Future projects with the mockup and the Virtual Testbed
will include different landing scenarios as well as ren-
dezvous and docking maneuvers with the aid of an addi-
tional sattelite mockup within the existing infrastructure
as shown in Fig. 11.
Figure 11. Visualization of a RvD mockup using most
parts of the existing FastMap mockup
REFERENCES
[1] Schluse M. Rossmann J. Virtual robotic testbeds:
A foundation for e-robotics in space, in industry -
and in the woods. In Proceedings of the 4th Inter-
national Conference on Developments in eSystems
Engineering (DeSE), 2011.
[2] Jim Bergstrom Dennis Gallagher. Overview of the
optical design and performance of the high resolu-
tion science imaging experiment (hirise). Proceed-
ings of The International Society for Optical Engi-
neering, SPIE 5874, 2005.
[3] George Chang, Shan Malhotra, and Paul Wolgast.
Leveraging the cloud for robust and efficient lu-
nar image processing. IEEE Aerospace Conference,
0:1–8, 2011.
[4] Ernie Wright. Preparing for a lunar impact. Com-
puter Graphics, volume 45, number 1, 2011.
[5] Joyce Farrell, Manu Parmar, Peter Catrysse, and
Brian Wandell. Digital Camera Simulation. Wiley
Press, to appear.
[6] Ju¨rgen Rossmann, Nico Hempe, Markus Emde, and
Thomas Steil. A real-time optical sensor simulation
framework for development and testing of industrial
and mobile robot applications. In 7th German Con-
ference on Robotics, 2012.
[7] R. I. Hartley and A. Zisserman. Multiple View Ge-
ometry in Computer Vision. Cambridge University
Press, ISBN: 0521540518, second edition, 2004.
[8] Hermans Cos, Uwaerts. Evaluation of star250 and
star1000 cmos image sensors. In 6th International
ESA Conference on Guidance, Navigation and Con-
trol Systems, 2006.
[9] Joyce Farrell, Michael Okincha, and Manu Parmar.
Sensor calibration and simulation. In Jeffrey M. Di-
Carlo and Brian G. Rodricks, editors, Proceedings
of the SPIE, Digital Photography IV, volume 6817,
page 68170R. SPIE, 2008.
[10] B.W Hapke. A theoretical photometric function of
the lunar surface. Journal of Geophysical Research,
volume 68, number 15, 1963.
[11] Ju¨rgen Rossmann, Nils Wantia, Magdalena
Springer, Oliver Stern, Heiko Mu¨ller, and Matthias
Ellsiepen. Rapid generation of 3d navigation
maps for extraterrestrial landing and exploration
missions: The virtual testbed approach. In 11th
Symposium on Advanced Space Technologies in
Robotics and Automation ASTRA, ESA/ESTEC,
2011.
[12] Rainer Bischoff, Johannes Kurth, Gu¨nter Schreiber,
Ralf Koeppe, Alin Albu-Scha¨ffer, A. Beyer, Oliver
Eiberger, Sami Haddadin, Andreas Stemmer, Ger-
hard Grunwald, and Others. The KUKA-DLR
Lightweight Robot arm - a new reference platform
for robotics research and manufacturing. In Inter-
national Symposium on Robotics (ISR2010), pages
741–748. VDE VERLAG GmbH, 2010.
[13] Ju¨rgen Rossmann, Christian Schlette, and Mag-
dalena Springer. Kinematic robot control for a plan-
etary landing mockup. In Proceedings of the Twen-
tieth IASTED International Conference on Applied
Simulation and Modelling ASM (accepted), 2012.
