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Summary
In today’s com petitive market, service providers seek to increase the ir revenues 
while keeping capital and operational expenditures down. Th is  entails the provision of 
new revenue-generating multimedia services and guaranteed bandwidth fo r business- 
and m iss ion-critica l applications. It also means a requirem ent to consolidate disparate 
networks into a single in frastructure , elim inating the need to maintain several physical 
networks. W ith various netw orking technologies around, in tegrating them into one 
seamless infrastructure is a big challenge. The main theme o f this thesis is to 
investigate this issue from  the view point o f a service provider. Designing such an 
infrastructure would require an understanding o f the properties o f the tra ffic  
generated by these services in order to determine the netw ork resources required. 
The issues of tra ffic  modelling investigated leads to th is thesis developing a new 
m u lti- la ye r modelling approach. Th is  w ork provides insight into future c ross-laye r 
optim isation approach. These emerging services also require varying performance 
guarantees from  the network. Hence the netw ork must be QoS-aware. For IP-based 
networks, IntServ and D iffServ are the two QoS architectures proposed. This thesis 
discusses these approaches and proposes an integrated architecture to achieve a 
scalable end -to -end  connectiv ity. On the broadband front, ATM  is w idely deployed in 
the core/backbone of h igh-speed networks fo r its support fo r QoS fo r rea l-tim e  
services. MPLS was in itia lly  developed as a new transport p la tform  promising the 
robustness of IP routing at connection-oriented sw itching speeds. It  has met this goal 
and currently  is finding new found importance in IP tra ffic  engineering, an im portant 
tool in achieving the QoS, performance guarantees and operational efficiency. Th is 
thesis proposes the addition o f both MPLS and ATM  to the end -to -end  architectura l 
fram ework fo r the new generation IP QoS. It also looks at how IPv6 can play an 
important role towards the evolution of th is architecture.
Keywords:
Internet, tra ffic  modelling, queuing system, WWW, TCP/IP, IPv6, Integrated Services 
(IntServ), D ifferentiated Services (D iffServ), ATM , Quality o f Service (QoS), MPLS, 
T ra ffic  Engineering.
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Chapter 1 Introduction
The In ternet is the single pervasive technology that is having a monumental impact on 
our every day lives. Today, the In ternet has become one o f the most im portant and 
ubiquitous ca rrie rs  of inform ation. In itia lly  designed fo r research purposes, the 
Internet is now being used fo r delivering education and entertainm ent materials and 
fo r transacting businesses both loca lly and globally. Indeed, its use is becoming more 
and more critica l, which in turn increases the requirements fo r its  capacity to 
transport an ever-increasing amount o f varying and diverse types o f tra ffic , fo r its 
ab ility  to support Quality o f Service and fo r its  competency in term s of security. 
These requirem ents have driven the evolution o f the Internet over the last few years. 
Th is thesis investigates this evolution, paying particu lar attention to the issue of 
support fo r Quality o f Service. This chapter m otivates this thesis, summarises the 
research issues, achievements and contributions and outlines the rem ainder of the 
thesis.
1.1 Background and m otivation
The In ternet has grown in popularity in leaps and bounds in the past few  years. Its 
global reach -a b ility  means that it is now allow ing people from  every corner o f the 
world to communicate. Various diverse types o f application from  simple e -m a il o r file  
transfer to audio/video streaming to secure business/financial transactions are now 
flow ing over the Internet. One major contributing factor to th is phenomenon is that 
the current In ternet architecture readily lends itse lf to scalability due to its  simple but 
versatile, b e s t-e ffo rt service model. Th is  means that routers, which make up the 
Internet, do not give any p rio rity  treatm ent to any particu lar application o r group of 
applications. The ne tw ork itse lf does not provide any guarantees w ith  regards to the 
tim ely de livery of the packets. Indeed there is no guarantee that the netw ork w ill 
actually de live r the packets to the ir destination at all. The b e s t-e ffo rt service model 
is acceptable to many legacy applications but it  is certa in ly not enough to support 
emerging re a l-tim e  or de lay-sensitive  applications. The increasing use of business 
and multimedia applications has consequently upped the demand fo r higher and more 
predictable Quality o f Service (QoS).
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D iffe ren t people in te rp re t QoS d iffe rently . But all o f them agree to a generic meaning 
o f quality -  be tte r than expected or superior performance in executing a certain 
service. Performance can be defined both in the short tim e-scale -  timeliness o r e rro r 
free de livery o f applications’ packets: and in a much longer tim e-scale -  availability, 
p red ic tab ility  and re liab ility . Of course the ‘serv ice ’ in QoS in this particu lar scenario 
is the provision o f the IP-based Internet communication facilities.
Why is QoS important? From the service p rov iders ’ point of view, QoS enables them 
to o ffe r more distinguished services to d iffe rentia te  them from the ir com petitors. 
Having distinguished services would also mean having product o fferings in d iffe ren t 
m arket segments. From the users’ point o f v iew , QoS would mean they would be able 
to enjoy a more rewarding experience running multimedia applications, fo r  example. 
But more im portantly, QoS ensures mission c ritica l applications that business users 
re ly  on daily in the ir d a y -to -d a y  business transactions, are consistently and re liab ly  
perform ing at an acceptable level.
In order to provide QoS, we need to understand the nature of the tra ffic  traversing the 
network. Hence tra ffic  characterization and m odelling is an important f irs t stage of 
the QoS puzzle. W hile this is an im portant stage, it  is not a stra ightforw ard exercise, 
due to the heterogeneity of the tra ffic  and its interaction w ith  the various 
communication protocols. Not only is the application-generated tra ffic  needs to be 
understood, the human aspects of it also need to be taken into account. Thus 
behavioural m odelling is now playing an im portant role in the overall tra ffic  
characterization and modelling process.
N ext the netw ork architecture would need to be changed to support QoS. For the IP - 
based Internet, that means moving from  the current b e s t-e ffo rt architecture to one, 
which is more predictable perform ance-w ise. The IETF has defined tw o possible 
architectures fo r this -  the Integrated Services (IntServ) and D ifferentia ted Services 
(D iffServ), each one approaching the QoS problem  in d iffe rent ways.
The emergence of broadband networks is borne out o f the need to transfe r huge 
amount o f data generated by multimedia applications. Asynchronous T ransfe r Mode or 
ATM  technology was architected w ith  this in mind and more. Not only is A TM  capable 
of supporting multimedia applications, it does so e ffic ien tly  by provid ing the 
necessary QoS controls to ensure the tim ely and accurate de live ry  of these
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applications. W ith these impressive features, A TM  is enjoying w idespread use in the 
backbones of networks all over the world. But the ubiquity o f the IP-based Internet 
means that the two technologies would need to c o -e x is t harmoniously.
Co-existence can mean in te r-w o rk in g  between the two d iffe ren t architectures i.e. 
between IntServ or D iffServ and ATM , where in te r-w o rk in g  implies in te r-opera tion  
between applications. It could also mean integration of the two architectures i.e. 
support o f IntServ or D iffServ w ith in ATM . The trend today is towards achieving 
integration, w ith  the development of M u lti-P ro toco l Label Switching or MPLS. MPLS 
seems to attain its  desired aim o f in tegrating the two d iffe ren t architectures but more 
im portantly it  gives rise to the d is tinct possib ility  of perform ing tra ffic  engineering on 
the Internet. T ra ffic  engineering or TE  seeks to address the problem o f network 
performance optim ization. H ighly established in the domain of Public Switched 
Telephone Networks (PSTN), TE  is becoming an important tool in the design and 
operation of the Internet.
The development o f IP version 6 or IPv6 is tim e ly  in the sense that the design not 
only tackled the problems w ith  respect to addressing in the current IPv4, the design 
also includes features which w ill help towards the deployment o f QoS in future 
Internet. Th is  is an im portant development, which is given due attention in th is thesis, 
together w ith  the issues discussed above.
1.2 Research issues addressed
The objective o f th is research is to investigate the deployment o f QoS in the Internet. 
To this end, the fo llow ing issues are addressed in th is thesis:
T ra ffic  characterization and modelling.
IP QoS models.
QoS support in ATM.
Integration of IP and A TM  -  MPLS.
T ra ffic  engineering capability fo r the Internet.
Development of IPv6 -  its QoS capabilities and its m igration strategy.
This thesis takes an architectura l approach in researching these issues^
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1.3 Achievem ents and contributions to the area o f research
Th is  thesis has contributed in the fo llow ing areas:
• In ternet tra ffic  modelling. A new approach of m u lti- la ye r m odelling was
introduced and its  application in modelling WWW tra ffic  was described. W ith this
approach, the e ffect of the layered architecture of the Internet on the packet 
generation process is taken into account, as opposed to m odelling the tra ffic  
source in isolation. Th is approach gives insight into future c ross -la ye r 
optim isation techniques.
• IP QoS architecture evolution. The QoS issues w ith  regards to the current In ternet
in frastructure  were identified and discussed. From  this the evolution towards an
IP QoS architecture was investigated in particu la r the development o f Integrated 
Services (IntServ) and D ifferentia ted Services (D iffServ) QoS models. An e n d -to -  
end architecture was then proposed, supported by a scalability analysis, which 
indicates that IntServ and D iffServ can play a complementary ro le  to each other in 
this architecture, mutually benefiting each other.
• Service providers all over the w orld  have invested heavily in ATM , not only as 
the ir core/backbone netw ork technology but also in access networks. A T M ’s 
impressive QoS support is one of the key reasons fo r this. In fact the building 
blocks fo r future packet-based, QoS-aware networks were derived from  A T M ’s 
QoS mechanisms. To capitalise on th is investm ent, ATM  is thus required to in te r­
w ork w ith  IP QoS architectures. However, the marrying of these two diverse 
technologies is not w ithout its problems. Our analysis showed that A TM  is not 
w e ll suited fo r supporting IP.
• The need fo r seamless in te r-w o rk in g  leads to the development o f MPLS. MPLS 
provides the p latform  fo r the convergence o f connectionless, classical IP 
networks and connection-oriented, QoS-guaranteed ATM  networks. It also 
affords tra ffic  engineering capabilities -  a new technology fo r core packe t- 
switched networks. A  performance analysis o f an M PLS-TE  ne tw ork was 
conducted. An architecture consisting of a D iffServ-enabled MPLS core is 
presented.
• The development o f IPv6 provides the evolutionary path fo r future generation of 
IP networks. Th is  evolution process cannot run away from addressing the m obility  
issue as mobile computing gains prominence and importance. IPv6 has been 
engineered to provide the platform  fo r this. An architecture, which completes the 
end -to -en d  picture, is thus proposed, based on IPv6 technology.
Chapter 1      Introduction
1.4 S tructure o f thesis
The investigation of the QoS issues and its deployment can be e ffec tive ly  executed 
by breaking it  down into two major parts -  the network tra ffic  and the network 
technology itse lf. Hence this thesis is structured as follows.
Chapter 2 deals w ith  the im portant f irs t step in any network design and performance 
evaluation procedure -  source tra ffic  characterisation and modelling. The rest o f the 
thesis then concentrates on the ne tw ork technologies concerned.
Chapter 3 looks into providing QoS in the IP-based Internet. Th is  chapter analyses
the two main QoS architectures that have been proposed by the IETF -  Integrated
Services and D ifferentia ted Services.
Chapter 4 carries the same QoS theme but this time as applied by ATM , the
technology that has been designated to be the basis fo r broadband networks.
However there are s till issues of contention when attempting to make the IETF QoS 
models to w ork  harmoniously w ith  ATM .
This leads to the development o f MPLS, the topic in Chapter 5. MPLS or M u lti-  
Protocol Label Switching is a technology born out o f the desire to combine the 
positive features of both IP-based In ternet and ATM. And one o f the useful 
applications as a result o f this development is the ab ility  to do tra ffic  engineering on 
the Internet.
Chapter 6 then introduces the new version o f IP called IP version 6 or IPv6. Expected 
to replace the current IPv4 in the not too distant future, IPv6 has been designed 
prim arily  to overcome the potentia l problem o f IP address space running out. IPv6 
was also designed to incorporate features supporting the deployment o f QoS.
Th is thesis ends w ith  Chapter 7, which summarises the work, achievements and 
contributions o f this thesis: and points out fu rthe r work that can be undertaken.
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Source tra ffic  characterisation and m odelling is a key step in any netw ork design, 
dimensioning and performance evaluation procedure. W ith the explosive grow th of the 
In ternet and the emergence o f varying number o f new multimedia applications, tra ffic  
m odelling is playing a more sign ificant ro le in the design of an increasingly complex 
netw ork environment. These applications and services require resources (bandwidth, 
processing power and buffer space), which are often shared among applications, 
system and network, to perform  th e ir functions. To e ffic ien tly  utilise these resources, 
tra ffic  modelling of various types of tra ffic  has become crucial because network 
design and simulation is h ighly dependent on the assumed tra ffic  models. In this 
chapter, we rev iew  some of the tra ffic  m odelling techniques that have been proposed 
in the past and the current trends in th is field. The main body of this w ork is the 
study of the characterisation o f m u lti-se rv ices  network tra ffic  especially the Internet 
and the development o f a new approach to tra ffic  modelling^ The In te rne t tra ffic  of 
in te rest is that generated by the applications including WWW, voice and video over IP. 
WWW tra ffic  is selected in th is study because they represent the m a jo rity  o f tra ffic  on 
the In ternet: voice and video over IP because of the ir rea l-tim e  nature requiring QoS 
guarantees,
2 .1 T ra ffic  M odelling Techniques
M ulti-se rv ices  networks are expected to support a varied set of applications. These 
applications contain the fo llow ing components -  data, audio and video. More w idely 
term ed as multimedia applications [O nvu95], these components together w ith  the 
applications’ requirements w ill generate a heterogeneous m ixture o f tra ffic  w ith 
d iffe ren t s ta tistica l and temporal characteristics. These applications and services 
require resources to perform  the ir functions. Of special in terest are resources that 
are shared among application, system and network. In order fo r the m u lti-se rv ices 
networks to e ffic ien tly  support these applications while at the same tim e optim ally 
utilise the netw orks’ resources, tra ffic  engineering mechanisms* need to be devised. 
These mechanisms w ill undoubtedly be in trins ica lly  linked to the characteristics of 
the tra ffic  being fed into the network. To devise e ffic ien t resource and tra ffic
* Traffic engineering is a network function that controls a network's response to traffic demands and other stimuli 
(such as failures) and encompasses traffic and capacity/resource management [AshOO].
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management schemes requires an understanding o f the source tra ffic  characteristics 
and the development o f appropriate tra ffic  models. Hence source tra ffic  
characterisation and modelling is a crucial f irs t step in the overall ne tw ork design and 
perform ance evaluation process. Indeed tra ffic  modelling is identified as one of the 
key sub-com ponents of the tra ffic  engineering process model [AwduOOj.
2.1.1 Scope of traffic modelling
T ra ffic  characterisation describes how tra ffic  is generated by the application/user. 
The goal is to develop an understanding o f the nature of the tra ffic  and to devise 
tractable models that capture the im portant properties o f the data that can eventually 
lead to accurate performance prediction. T rac tab ility  is an im portant feature as it 
in fers that the tra ffic  models used in subsequent analysis read ily  lend themselves to 
numerical computation, simulation and analytical solutions.
A  tra ffic  model summarizes the expected behaviour o f an application o r an aggregate 
of applications. Among the prim ary uses of tra ffic  characterisation are:
• Long range planning activ ities (network planning, design and capacity
management).
• Performance prediction, re a l-tim e  tra ffic  control/management and network
control.
To th is end tra ffic  models can be utilised in three d iffe rent applications:
• As a source fo r generating synthetic tra ffic  to em pirica lly evaluate network
protocols and simulating netw ork designs. Th is complements the theoretical part 
o f the analysis, which increases in com plexity as networks become complicated.
• As tra ffic  descriptors fo r a range o f tra ffic  and network resource management 
functions. These include call admission contro l (CAC), usage parameter control 
(UPC) and tra ffic  policing. These functions are key in ensuring certain network 
QoS levels are met while achieving high m ultip lexing gains.
• As source models fo r queuing analysis. Queuing systems have been used 
extensive ly as the prim ary m ethodological fram ework fo r evaluating network 
performances and serves as a too l in the in itia l stage of netw ork design, A 
reasonably good match to real netw ork tra ffic  w ill make analytical results more 
useful in practical situations.
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2.1.2 Tools for traffic modelling
The main aim of tra ffic  m odelling is to accurately map the statistica l characteristics of 
actual tra ffic  to a stochastic process from  which synthetic tra ffic  can be generated.
j t .
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Fig. 2 -1  T ra ffic  modelling.
For a given tra ffic  trace (TT), the model finds a stochastic process (SP) defined by a 
small number of parameters (parsimonious) such that:
• T T  and SP give the same perform ance when fed into a single server queue (SSQ) 
fo r any buffer size and service rate,
• T T  and SP have the same mean and autocorre la tion (goodness-o f-fit).
• Preferably, SP SSQ is amenable to analysis.
There has been an outpouring o f tra ffic  models developed over the years. More 
common ones are described below.
2.1.2.1 Rene wal tra ffic  models
A renewal process is defined as a d iscre te -tim e  stochastic process. X ( t )  where 
X { t )  are independent, identica lly d is tribu ted (iid), non-negative random variables 
w ith  a general d istribution function. Independence here implies that observation at 
time t does not depend on the past or future observation i.e. there is no correlation 
between the present observation and previous observations.
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Analysing renewal processes is m athem atically simple. However, there is one major 
shortcom ing w ith  this model -  absence o f auto -corre la tion  function. A u to-corre la tion  
is a measure of relationship between two time instances of a stochastic process. It is 
an im portant parameter to be captured because it  describes the temporal dependency 
and burstiness o f the tra ffic . As mentioned previously, temporal dependencies are 
im portant in  a multimedia tra ffic  stream while bursty tra ffic  is expected to dominate 
broadband networks. Therefore, models, which capture the au to -corre la ted  nature of 
tra ffic , are essential fo r evaluating the performance of these networks.
However, because o f its s im plic ity, renewal process model is s till w ide ly used to 
model tra ffic  sources. Examples o f renewal process include Poisson and Bernoulli 
processes’ .
2.1.2.2 M arko v models
The Poisson and Bernoulli processes described previously display memoryless 
property in the sense that the future does not depend on the past i.e. the occurrences 
o f new arriva ls do not depend on the past h is to ry o f the process. Th is  in turn results 
in the non-existence o f the au to -corre la tion  function since there is no dependency 
among the random sequence of events.
M arkov-based tra ffic  models overcome th is shortcoming by introducing dependency 
into the random sequence X { f )  o r . Consequently au to -co rre la tion  is now non­
zero and this can be used to capture tra ffic  burstiness. M arkov dependency or a 
M arkov process is defined as a stochastic process X { f )  where fo r any
< . . . < r „  <?„+! and given the values o f the d is tribution of % )
only depends on X  ) .  Th is implies that the next state to be assumed by a Markov
stochastic process only depends on the current state o f the process and not on states 
assumed previously: this is the minimum possible dependence that can ex is t between 
successive states. How the process arrives at the current state is irre levant. •
Another important im plication o f th is M arkov property is that the next state only 
depends on the current state and not on how long the process have already been in 
that (current) state. This means that the state residence times (also called sojourn 
times) must be random variables w ith  memoryless d istribution. Examples of Markov 
models include O n-O ff and M arkov Modulated Poisson Process (MMPP)
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2.1.2.3 F lu id  tra ffic  models
Fluid tra ffic  models view tra ffic  as a stream of flu id  characterised by a flow  rate (e.g. 
bits per second), so that tra ffic  count is replaced by tra ffic  volume. Fluid model arises 
based on the assumption that the number of individual tra ffic  units (packets or cells) 
generated during the active period is so large that it appears like a continuous flow  of 
fluid. In other words, a single unit o f tra ffic  in th is case would have little  significance 
and its impact on the overall flow  is neglig ib le i.e. individual unit w ill only add 
infin itesim al inform ation to the tra ffic  stream.
An im portant benefit of the flu id tra ffic  model is that enormous savings in computing 
resources can be achieved when simulating streams o f tra ffic  described above. For 
example, in an ATM  netw ork scenario supporting the transmission o f h igh-qua lity  
video, large number of ATM  cells would be generated fo r a single compressed video 
frame w ith  frames typ ica lly  transm itted at a rate of 30 every second. I f  a model is to 
distinguish between cells and consider the a rriva l o f each ATM  cell as a separate 
event, processing cell a rriva ls would qu ickly consume vast amounts o f CPU and 
memory, even if  the simulated time were in the order of a few  minutes.
By assuming the incoming flu id  flow  remains (roughly) constant over much longer 
time periods, a flu id flow  simulation can be performed. A change in flow  rate signals 
the event that tra ffic  is fluctuating. Because these changes can be assumed to occur 
far less frequently than the a rriva l o f individual cells the computing overhead involved 
is greatly reduced.
2.1.2.4 A uto -regress ive  tra ffic  models
Auto-regress ive  tra ffic  models define the next random variable in the sequence X,,
as an exp lic it function o f previous variables w ith in  a time window stretching from  
present to past. Some o f the popular au to-regressive  models are:
• Linear Auto-regress ive  processes, AR(/?) described as
p
r=l
where X,, are the fam ily o f random variables, { Q < r < p )  are real constants 
and are zero-m ean, uncorrelated random variables also called white noise 
which are independent of .
Moving Average processes, MA(ç) described as
1 0
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^ , 1  -  >0 
r=0
• A u to -reg ress ive  M oving Average processes, ARMA (p,g) described as
r=l r=0
2.1.2.5 TES tra ffic  models
Transform -Expand-Sam ple (TES) aims at fu lfillin g  the fo llow ing two requirements, 
given an em pirical time series taken from  measurements:
• The model should match the marginal d istribution and the auto -corre la tion  
function o f the measured data: and
• It should resemble the appearance of the measured data i.e. the shape of the 
measured curve as closely as possible.
These requirem ents are motivated by the need to capture tra ffic  burstiness. Readers 
interested in the details o f this model are re fe rred  to [Jage92a], [Jage92b], [M ela93].
2.1.2.6 S e lf s im ila r tra ffic  models
The development o f these models were based on the observation that In ternet tra ffic  
dynamics resu lting from  interaction among users, applications, and protocols, is best 
represented by the notion of ‘fracta ls ’ , a w e ll-estab lished body of theories w ith  wide 
applications in physics, biology, and image processing. Therefore, i t  is natural to 
apply tra ffic  models that are inherently fracta l fo r characterization of In ternet tra ffic  
dynamics and generating synthesized tra ffic  in a computationally e ffic ien t manner. 
Details o f fracta l modelling can be found in [R yu98], [RyuOO].
Wavelet modelling offers a powerfu l and flex ib le  technique fo r mathematically 
representing netw ork tra ffic  at m ultiple tim e scales. A wavelet is a mathematical 
function having principles sim ilar to that o f Fourier analysis: it  is w ide ly used in 
digital signal processing and image compression techniques. Details of its use in 
modelling se lf-s im ila rity  in network tra ffic  can be found in [M a99], [M aO l].
2.1.2.7 Comparison between the d iffe re n t tra ffic  m odelling techniques 
M athematically, the simplest model fo r tra ffic  is the renewal process that does not 
take the corre la tion of the tra ffic  a rriva ls into account. It was used early on as an 
approximation of both single and superposed voice source(s). A  more commonly used
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model fo r a single o n -o ff source^ including voice and video is the M arkovian models, 
usually in the form  of M arkov chains. Th is model o ffers an advantage over the 
renewal process in that i t  is able to characterise the arriva l corre lation, capturing the 
burstiness of the source(s) while maintaining its mathematical s im plic ity in 
determ ining the performance measures. However this sim plic ity reduces as the 
number o f states o f the M arkov chains increases, as is the case when attem pting to 
model multimedia tra ffic  sources. The flu id  flow  tra ffic  model retains the long-te rm  
corre la tion characteristics o f an arriva l process but do so w ith a sim pler model. Th is 
model is useful fo r modelling h igh-speed networks.
The next set o f tra ffic  models has increasing mathematical com plexities. They are 
used fo r modelling variable b it rate sources w ith  high burstiness such as video 
sources. For such sources we need to adequately model the auto-covariance function. 
The ARMA model is said to exh ib it s im ilar re -co rre la tio n  feature as the arriva l 
process of a video source. The TES approach provides a more accurate model: 
however the mathematics involved means that performance measures can only be 
done via simulations. The same can be said about se lf-s im ila r tra ffic  models. The 
com plexity o f the ir mathematics points to a more accurate representation of network 
tra ffic .
2.1.3 Current trend in traffic modelling activities
T ra ffic  sources are random or stochastic in nature and the only too l to describe it  is 
in sta tistica l terms. Numerous models have been developed to capture and represent 
the randomness o f th is behaviour in the form  o f tractable mathematical equations. The 
readers are re fe rred  to [H lav99], [Jage96] and [Adas97] fo r more detailed surveys 
of tra ffic  modelling activ ities.
Among the tra ffic  characteristics o f in terest include arriva l rate, in te r-a rr iv a l time, 
packet sizes, burstiness, duration o f a connection and distribution o f a rriva l times 
between application invocations. Another im portant characteristic is the corre la tion 
between successive arriva ls or between arriva ls from  d ifferent sources. Correlation 
functions are im portant measurements used to describe temporal dependencies 
between sources and burstiness o f tra ffic . A  temporal or tim ing re la tion between 
sources is especially im portant in multimedia tra ffic .
 ^A definition of an on-off source: a source that alternates between active emission periods (on state) during which 
information is generated, and idle periods (off state) during which no information is emitted.
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The most w ide ly used assumption in modelling these characteristics has been that 
they can be described as Independently and Identica lly D istributed (IID) random 
arriva l events. IID describes the jo in t d istribution o f two or more random variables: in 
th is case there is no corre la tion between the variables. This implies that users are 
independent o f each other: the generation o f tra ffic  from  one user does not affect the 
behaviour o f another user. This property is assumed because it  sim plifies the 
mathematical analysis and gives rise to a unique formula representing certain 
characteristic of in terest [M ino93]. While th is assumption has been useful, it  also 
gives rise to an independent, uncorrelated arriva l process. R ea l-life  scenarios, 
however, more often than not present tra ffic  as having complex corre lation structures 
especially w ith  video applications.
Several modelling approaches have attempted to capture these corre la tion structures. 
M aglaris and his co-au thors proposed two modelling approaches -  auto-regressive 
model and M arkov-m odulated flu id  model to capture the effects of coded video w ith in  
a scene [MaglSS]. Ramamurthy and Sengupta extended this study to propose an 
augmented auto-regressive model to capture the effects o f scene changes [Rama90]. 
La Corte et. al. modelled a multimedia source as a superposition of O n-O ff processes 
which are used to model the individual components of the multimedia source 
(voice/audio, video and data) [C ort95].
User behaviour is another im portant facto r that can have an e ffect on the 
characteristics o f tra ffic . Th is is even more so w ith  the explosive growth o f the 
In ternet and the corresponding increase in In te rne t-re la ted  tra ffic . Models, which 
capture th is behaviour (also called behavioural modelling), would be useful and is 
cu rren tly  being researched into. Hlavacs et. al. modelled both packet generation and 
user in teraction w ith  applications and services by representing the user behaviour as 
a pro file  [HlavOO]. Th is p ro file  defines a h ierarchy o f independent processes and any 
type of stochastic process can then be used to model these processes. Another 
related characteristic w ith  regards to In ternet or web tra ffic  that is being researched 
curren tly  is the structure of the web server itse lf as th is has a bearing on the web 
page response times (document transfer times), which in turn affects the user session 
[M aroO l]. The development in th is particu lar area o f tra ffic  modelling often results in 
the development o f specialised software which is used to generate workload fo r 
s tress-tes ting  web servers.
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A t this point a rev iew  of the In ternet w ill be given to describe some o f the 
fundamentals o f Internet communications, which w ill then serve as the basis fo r the 
discussion on In ternet tra ffic  m odelling in la ter sections.
2 .2  The nature o f the In te rne t
The In ternet is an interconnected set o f p riva te ly  and public ly owned and managed 
computer networks. I t  is a "complex system" comprised o f many interacting elements 
connected by various netw ork media (both w ired and w ire less) w ith  a varie ty  o f 
interconnecting technologies. These elements are computing devices such as 
traditional desktop PCs, U n ix-based workstations, and so called "servers" that store 
and transm it inform ation such as WWW pages, files and e -m a il messages. :
Increasingly, non-trad itiona l computing devices such as Web T V ’s, mobile computers, I
pagers and home appliances are being connected to the Internet. These elements and |
devices are called hosts or end-system s. The In ternet applications such as the WWW 
and e-m ail, are netw ork application programs that run on such end systems. Indeed 
the Internet is extrem ely diverse both in terms of the technologies that form  the 
netw ork and the applications that use it.
The structure o f the Internet can be broken down into the fo llow ing components -  
end-system s or end-netw orks, transm ission links and a core network. E nd-netw orks 
are the networks o f companies, universities and other organisations. They are 
connected together by transm ission o r communication links. These links are made up 
of d iffe ren t types of physical media: coaxial cable, copper w ire , fibre optics, and 
radio. D iffe ren t links can transm it data at d iffe ren t rates. The link  transmission rate is 
often called the link  bandwidth, and is typ ica lly  measured in bits/second.
End-netw orks are not d irec tly  attached to each other via a single communication link.
Instead, they are ind irec tly  connected to each other through interm ediate sw itching 
devices known as routers. A  rou te r takes inform ation arriv ing  on one of its  incoming 
communication links and then forw ards that inform ation on to one o f its  outgoing 
communication links. The path that the transm itted inform ation takes from  the sending 
end system, through a series of communications links and routers, to the receiving 
end system is known as a route or path through the network.
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A core network consists o f a collection o f these routers connected together by the 
transm ission links. A  core network is often re fe rred  to as the backbone netw ork and 
operated by the so-ca lled  Internet Service Providers (ISPs).
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Fig. 2 -2  A  sample PoP architecture of an ISP.
Topologica lly, the structure of the interconnection among the various pieces of the 
In ternet is loosely hierarchical. Roughly speaking, from  b o ttom -to -top , the h ierarchy 
consists o f end networks connected to local ISPs through access networks. An access 
network may be a local area netw ork (LAN) w ith in  a company or university, a dial 
telephone line w ith  a modem, o r a high-speed cable-based (w ith  a cable modem) or 
telephone-based (using one o f the D ig ita l Subscriber Line, DSL technologies) access 
network. These access networks are connected to so-called access routers (AR), 
comprising part o f the local ISP’s point of presence (PoP) or an access point to the 
Internet. An in ter-connection  of a number of PoPs make up the ISP’s netw ork (the 
size of an ISP is often compared to the number of PoPs it  has). An ISP’s PoP is in te r­
connected via core routers (CR). The collection of PoPs under a particu lar ISP’s 
control is termed an Autonomous System (AS). Local ISP's are in turn connected to 
regional ISPs, which are in turn connected to national and international ISPs (each of 
the regional, national and international ISP have control of the ir own Autonomous
15
Chapter 2 ___________________________ ___________________________ Internet Traffic Characterisation & Modelling
Systems). These connections are via border routers (BR), also part of PoP. The 
national and international ISPs are connected together at the highest tie r in the 
hierarchy. The architecture of PoPs is usually symmetric, as shown in F ig.2 -2 . Note 
that the d iffe ren t thickness o f the lines connecting the routers represent d iffe ren t 
transmission speed, the th icke r being more bandwidth or higher speed.
This huge netw ork e n tity ’s behaviour is governed by contro l programs called network 
protocols. These protocols encapsulate a wide spectrum o f functionalities -  e.g. 
addressing, routing, congestion control, e rro r control, quality of service contro l and, 
in most cases, are decentralised. Tw o recent developments pose new challenges to 
the e ffective  design, analysis, and contro l of the Internet: rapid explosion of scale and 
demand fo r quality of service (QoS). Scalability looms as an imposing problem to the 
contro l algorithm s o f the past, and the provisioning of heterogeneous QoS requires 
the close, unprecedented co-operation  o f netw ork elements.
2.3  The In te rn e t p ro to co l stack
The In ternet runs on a h ierarchical protocol stack. A  protocol stack is a collection of 
the various netw ork protocols that has been organised into layers, the aim of which is 
to reduce implementation com plexities. Th is protocol stack acts as ’glue’ that binds 
the In ternet together. A  s im plified version of th is is shown in Fig. 2 -3 .
The d iffe ren t layers in the protocol stack have d iffe ren t functions to perform . The 
application layer is responsible fo r supporting netw ork applications. The application 
layer includes many protocols, including HTTP to support the Web, SMTP to support 
e lectronic mail, and FTP to support file  transfer. The transport layer is responsible 
fo r transporting app lica tion-layer messages between the client and server sides of an 
application. In the In ternet there are two transport protocols, TCP and UDP, e ither of 
which can transport app lica tion-layer messages. TCP provides a connection-oriented 
service to its applications. Th is  service includes guaranteed de livery o f application- 
layer messages to the destination and flow  contro l (i.e., sender/receiver speed 
matching). TCP also segments long messages into shorter segments and provides a 
congestion contro l mechanism, so that a source th ro ttles  its transmission rate when 
the network is congested. The UDP protocol provides its applications a 
connectionless service, which is very  much a n o - fr il ls  service. The Real-tim e 
Transport Protocol or RTP is a protocol that specifies a way fo r programs to manage 
the rea l-tim e  transm ission of multimedia data over a network. It combines its data
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transport w ith a contro l protocol called the Real-tim e Transport Control Protocol 
(RTCP). RTCP makes it possible to m onitor data delivery fo r large multicast 
networks. Both these protocols generally run on top of UDP.
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t- '■> . w  *
H TTP FTP SMTP NFS DNS 1 Voice/video over IP 
1 RTP RTCP
^Transport la y e r ^ 'l
r  i
TCP UDP
1 NetwbSk layer^'7!^] IP
1 Link layer 7 j IEEE 802.x 1 A A L -5  (A TM ) Radio HDLC Satellite
i  l a ÿ e r 1
1. _ ' . J f - i
(various transmission media e.g. tw isted-pair copper wire, optical fibres, 
radio spectrum)
Fig. 2 -3  The sim plified In ternet protocol stack.
The network layer is responsible fo r routing packets from one host to another. The 
Internet's network layer has two principle components. F irs t it has a protocol that 
defines the fields in the IP packet as well as how the end systems and routers act on 
these fields. This protocol is the celebrated In ternet Protocol or more commonly 
re ferred to by its in itia ls IP. There is only one IP protocol, and all In ternet 
components that have a network layer must run the IP protocol. The Internet's 
network layer also contains routing protocols that determine the routes that packets 
take between sources and destinations. The In ternet has many routing protocols. The 
Internet is a network o f networks and w ith in a netw ork, the network adm inistrator can 
run any routing protocol desired. Although the network layer contains both the IP 
protocol and numerous routing protocols, it is often simply re ferred to as the IP layer, 
re flecting the fact that IP is the glue that binds the Internet together. The network 
layer routes a packet through a series of packet switches (i.e., routers) between the 
source and destination. To move a packet from  one node (host or packet sw itch) to 
the next node in the route, the network layer must re ly  on the services of the link 
layer. In particular, at each node IP passes the packet to the link layer, which delivers 
the packet to the next node along the route. A t th is next node, the link layer passes 
the IP packet to the network layer. The services provided at the link layer depend on 
the specific lin k - la y e r protocol that is employed over the link. For example, some 
protocols provide reliable de livery on a link basis, i.e., from transm itting node, over 
one link, to receiving node. Note that this re liable delivery service is d iffe ren t from 
the reliable de livery service of TCP, which provides reliable delivery from  one end
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system to another. Examples of link layers include Ethernet and P o in t-to -P o in t 
Protocol (PPP); in some contexts, Asynchronous T ransfe r Mode or ATM  and Frame 
Relay can be considered as link layers. As packets typ ica lly  need to traverse several 
links to trave l from  source to destination, a packet may be handled by d iffe ren t lin k - 
layer protocols at d iffe ren t links along its route. For example, a packet may be 
handled by E thernet on one link and then PPP on the next link. IP w ill receive a 
d iffe ren t service from  each o f the d iffe ren t lin k - la y e r protocols.
While the job of the link layer is to move entire frames from  one netw ork element to 
an adjacent ne tw ork element, the job of the physical layer is to move the individual 
bits w ith in  the frame from  one node to the next. The protocols in th is  layer are again 
link dependent, and fu rthe r depend on the actual transmission medium o f the link 
(e.g., tw is te d -p a ir copper w ire , single mode fib re  optics). For example, E thernet has 
many physical layer protocols: one fo r tw is te d -p a ir copper w ire, another fo r coaxial 
cable, another fo r fibre, etc. In each case, a b it is moved across the link in a d iffe rent 
way.
2.3.1 The network layer
The layer common to all In ternet applications is the Internet Protocol (IP) layer 
[P ostS la ]. Th is  is the key component in the global Internet. Th is layer provides a 
connectionless, unreliable packet de live ry  service. It is connectionless because 
packets are treated ind iv idua lly and independently of all others. The service is 
unreliable because there is no guarantee o f de livery -  packets may be dropped, 
duplicated or delayed and may arrive  out o f order. The service w ill not detect such 
conditions nor w ill i t  in form  the sender or the receiver. Th is is the so-ca lled  best 
e ffo rt service where all attempts to  de live r a packet w ill be made, w ith  unre liab ility  
only caused by fau lty  hardware or exhausted resources. In provid ing th is service, IP 
encompasses three im portant defin itions.
F irst, the IP protocol defines the basic unit o f data transfer used throughout the 
Internet i.e. it specifies the exact fo rm at of all data to be transported across the 
Internet. Th is basic transfer unit is known as the IP packet. A packet is divided into 
header and data areas. The IP header, which is 20 bytes long (24 bytes if  IP options 
are included), contains among others the source and destination addresses -  key 
inform ation used to route the packet across the Internet. Other in form ation in the 
header includes the version number o f the IP protocol used to create the packet, the
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header length, packet length measured in bytes '\ header checksum and the type of 
service (ToS) fields. The ToS fie ld is becoming increasingly useful in recent years 
because it provides a mechanism to distinguish packets from  one another, e.g. 
between netw ork contro l packets and packets carrying user data or between rea l­
time packets and n o n -re a l-tim e  tra ffic . Thus potentia lly allow ing the network to 
process the packets d iffe ren tly  during periods of network congestion. This can 
e ffec tive ly  be used to provide some kind o f service d ifferentiation, a key step towards 
achieving Quality o f Service (QoS) in the Internet. This particu lar topic w ill be 
discussed in detail in the next chapter.
Secondly, IP is also in charge o f routing packets across the Internet, choosing a path 
over which the data w ill be sent based on its  destination IP address. An IP rou te r (a 
special purpose computer) is a device that gets the packet to its destination. I t  
determ ines dynamically the appropriate path fo r an IP packet to follow'^. Note that 
because o f the connectionless model, IP packets destined to the same destination may 
w ell be routed along d iffe ren t paths to the destination. The algorithm s that calculate 
these paths are called routing a lgorithm s and the two most prevalent classes of 
algorithm s are the link state routing and distance vector routing.
T h ird ly , IP defines a mechanism that IP routers, hosts and gateways can use to 
communicate contro l or e rro r inform ation. Th is  mechanism is implemented in the form  
of the In ternet Control Message Protocol o r ICMP [P ostS lb ]. The princip le uses of 
ICMP are fo r e rro r reporting (fo r e.g. when a router cannot de liver a packet, it 
generates a destination unreachable message back to the orig inal source) and fo r 
determ ining whether a particu lar destination can be reached or not (using the echo 
request and echo reply messages to tes t a destination reach -ab ility  and status).
Some o f the key features o f IP are summarised below:
• I t  is a connectionless packet de live ry  service technology i.e. no p rio r decision is 
made on a particu lar data path fo r IP packets to fo llow  from  source to destination.
• I t  is a router-based technology i.e. a rou te r is typ ica lly required to determine 
dynam ically the best path fo r an IP packet to follow. Packets are routed 
independently of each other.
 ^ Packets are rarely greater than 1500 bytes and are often limited in size to 576 bytes. However, because the Total 
Length field is 16 bits long, the theoretical maximum size of an IP packet is 65,535 bytes (2^®).
Historically, this determination is based on the availability of the shortest path to the destination. New routing 
algorithms available today take into account current network status in an effort to satisfy the applications' Quality of 
Service (QoS) requirements.
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* It does not provide any service guarantees in terms of ensuring packets arrive at 
the ir destination or w ith in  a certain time boundary or in the co rrect order (best 
e ffo rt service).
I t is w orthw hile  to note that the current version o f IP in use is IP version 4 or IPv4 as 
documented in [P os tS la ]. The newer IP version 6 o r IPv6 has been developed to 
overcome the shortcom ings o f IPv4. IPv6 w ill be discussed in a la te r chapter.
2.3.2 The transport layer
The transport layer resides between the application and netw ork layers and is 
considered the core o f the layered netw ork architecture. It has the c ritica l ro le of 
provid ing communication services (a lbeit a ‘log ica l’ one) d irec tly  to the application 
processes running on d iffe ren t host machines. By ‘ logical’ communication, we mean 
that although the communicating application processes are not physica lly connected 
to each other (indeed, they may be on d iffe ren t sides of the planet, connected via 
numerous routers and a wide range of link types), from  the applications' viewpoint, it 
is as i f  they were physically connected. Application processes use the logical 
communication provided by the transport layer to send messages to each other, free 
from  the w orry  of the details o f the physical in frastructure used to carry these 
messages.
The two most commonly used transport protocols are the User Datagram Protocol, 
UDP and Transm ission Control Protocol, TCP. The most fundamental responsib ility  of 
UDP and TCP is to extend IP's de livery  service between two end systems to a 
de livery service between two processes running on the end systems. Extending host- 
to -h o s t de live ry  to p rocess-to -p rocess de livery is called application m ultip lexing and 
de-m ultip lex ing . M ultip lexing is the process of gathering data at the source host from 
d iffe ren t application processes, enveloping the data w ith  header inform ation to create 
‘segments’ and passing these segments to the netw ork layer. D e-m ultip lex ing  is the 
process running at the destination host where the header fie ld  is examined to 
determine the correct application process to which the segment’s data should be 
delivered. UDP and TCP also provide in teg rity  checking by including e rro r detection 
fie lds in its header.
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UDP is a th in layer on top of IP that inherits all the properties o f IP [PostSOa]. Thus 
UDP fo llow s the packet-based, connectionless, best e ffo rt service model. W ith the 
exception o f being able to distinguish among multiple destination processes w ith in a 
given host (m u ltip lex ing/de-m ultip lex ing function), UDP adds nothing to IP. There are 
only two transpo rt-laye r services that UDP provides -  h o s t-to -h o s t data de livery 
and e rro r checking. UDP is also an unreliable service -  it  does not guarantee data 
sent by one process w ill arrive intact to the destination process.
UDP allows the fastest and sim plest way o f transm itting data to the rece iver providing 
the way fo r an application to get as close to meeting re a l-tim e  constraints as 
possible. However, there are no congestion contro l mechanisms in UDP. Data is sent 
at an unregulated rate, the speed o f which is only constraint by the rate at which the 
application generates data, the capabilities o f the source and the access bandwidth to 
the Internet. This means that in the event o f congestion, UDP w ill s till transm it at the 
normal data rate whereas TCP w ith  its  congestion contro l mechanisms (see below) 
would by now have backed o ff by th ro ttling  the sender(s). When th is happens, the 
extra  bandwidth available w ill be taken up by UDP, which forces the remaining TCP 
connections to back o ff even further. Th is ‘greedy’ nature of UDP can be detrimental 
to the performance of TCP connections. Numerous studies on the e ffect of UDP 
tra ffic  on TCP in a congested link  have been perform ed and it  is outside the scope of 
th is thesis. We note here however that a UDP receive rate is lim ited by congestion -  
in severe conditions not all UDP data are received as a s ignificant portion o f them 
may w e ll be dropped due to bu ffe r overflows.
UDP is the transport protocol used by key application processes such as network 
management (SNMP), routing table updates and d irecto ry  service (DNS), prim arily  
because there is no delay associated w ith  connection se t-up  (TCP utilises th ree-w ay 
handshaking to set up a connection). It is also preferred by re a l-tim e  applications 
such as IP telephony (VoIP) and video streaming because of its  unregulated sending 
rate and its ability to multicast. H ow ever its use for transporting re a l-tim e  tra ffic  can 
po tentia lly  cause serious problems. In particu lar it can trigger netw ork congestion 
because of its  lack of congestion control.
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TCP, on the other hand, o ffe rs additional services to application processes [P ostS lc ]. 
F irs t and foremost, it  provides re liable data transfer. TCP's guarantee o f reliable data 
transfer ensures that data is delivered from  the sending process to the receiving 
process, co rrec tly  (w ithout data co rrup tion /b it e rro rs  and loss) and in order. TCP thus 
converts IP's unreliable service between end systems into a re liable data transport 
service between processes. In order to provide th is  reliable service, TCP implements 
a host of tools including e rro r detection, retransm issions, cumulative 
acknowledgements, tim ers and header fie lds fo r sequence and acknowledgement 
numbers. These tools help TCP to adjust its behaviour according to the current state 
o f the network.
A t the sending host, TCP is passed application layer data, which it frames into 
segments and then passes those on to IP. Each time TCP releases a segment to IP, it 
starts a tim er known as the re -transm iss ion  tim er (Re-transm ission Time Out or 
RTO) fo r that segment and waits fo r the o ther end to acknowledge reception of the 
segment. The arriva l o f in -o rd e r segment w ith  the expected sequence number w ill 
cause the receiv ing TCP to generate an acknowledgement (ACK). But th is ACK is not 
im m ediately sent to the sender; instead it  is delayed (fo r typ ica lly  200ms but no more 
than 500ms) to w ait fo r the a rriva l o f another in -o rd e r segment. The arriva l o f more 
segments w ith in  th is delay in terva l is then acknowledged w ith  a single cumulative 
ACK. I f  there is no a rriva l during the in te rva l the rece iv ing TCP w ill only generate the 
delayed ACK. I f  the re -transm iss ion  tim er expires (i.e. when an ACK is not received 
in time), the sending TCP re -tra n sm it the segment associated w ith  the tim ed-out 
tim er. Another mode, which can be used by the rece ive r to im m ediately inform  the 
sender about an errored de livery, is called the Negative ACK (NACK). NACK 
basically removes the necessity fo r a sender to w a it fo r the re -transm ission tim er to 
expire in order to detect fa ilure in the delivery. Instead, the sender can straightaway 
re -tra n sm it the segment(s) in question once a NACK is received.
TCP also provide a flow  contro l service to its applications to elim inate the possib ility 
o f the sender overflow ing the rece ive r’s fin ite  buffer space. Basically what this 
service o ffe rs  is matching the rate at which the sender is sending data to the rate at 
which the receiving application reads the data from  the receive buffer. A  slower 
receiv ing host can e ffec tive ly  contro l and lim it the flow  of incoming data. This is 
achieved w ith  the flow  contro l w indow protocol known as the slid ing window protocol.
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The sliding w indow protocol essentially places a small, fixed -s ize  transmission 
window on a sequence of octets to be transm itted. A ll octets that lie inside the 
window are transm itted. Each ACK, which specifies how many octets have been 
received, contains a w indow advertisement that specifies how many additional octets 
o f data the rece iver is prepared to receive. Th is  window advertisement e ffec tive ly  
represents the amount o f free rece ive r buffer space. An increased w indow 
advertisement means that the rece iver is ready to accept more octets and the sender 
correspondingly increases the size o f its  slid ing window. A  decreased w indow 
advertisement means that the free bu ffe r space has reduced and the sender w ill have 
to reduce its w indow size and stops sending octets beyond its boundary. Hence the 
changes of the rece ive r’s buffer space is dynamically captured and applied 
correspondingly by varying the window size to contro l the flow  of data.
Another im portant service provided by TCP is contro lling congestion while 
maintaining acceptable user throughput. W indow flow  control through dynamic 
w indow update by the rece iver is, however, not effective in contro lling  netw ork 
congestion. The rece ive r simply is not aware o f the congestion state of the netw ork 
and hence cannot reduce the w indow size during congestion. To  provide this 
im portant service, TCP uses a combination of four algorithms to provide congestion 
contro l -  slow start, congestion avoidance, fast re -tra nsm it and fast recovery. These 
algorithms detect congestion by m onitoring packet loss, which is used as a congestion 
indicator. Th is form s a feedback loop fo r tra ffic  control purposes. Tw o additional 
variables are used fo r contro lling tra ffic  -  the congestion window icwnd) and the slow 
start threshold {ssthresh).
A t the onset o f a connection, TCP sends packets at a conservative rate (slow start) 
and progressive ly increases the rate. In itia lly  the cwnd  is set to one segment. TCP 
sends a segment and waits fo r the ACK. If  th is ACK arrives before the tim er expires, 
the sender increases the cwnd by one segment and sends out two segments. I f  these 
segments are ACKed before the ir tim e-ou ts , the sender increases the cw nd  by one 
segment fo r each of the acknowledged segments, giving a cw nd  size of four 
segments. The sender can then send out fou r segments and the above process 
continues until the cwnd  exceeds the ssthresh o r when the tim er expires. Th is is the 
slow start phase because it starts w ith  a single segment but the transm ission rate 
increases rapidly, e ffec tive ly  growing exponentia lly a fter every round trip  time
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(RTT)^ in an e ffo rt to take fu ll advantage of the link capacity. This can potentia lly 
cause congestion and to avoid this situation TCP enters the congestion avoidance 
phase.
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Fig. 2 -4  Sim plified illustra tion  of TCP slow start and congestion avoidance behaviour.
In the congestion avoidance phase triggered when cwnd  exceeds ssthresh  the 
congestion w indow grows linearly  ra ther than exponentially. Th is is to say that cw nd  
is only increased by one segment every R TT  regardless o f how many ACKs are 
received in that RTT. The congestion avoidance phase is also entered when 
congestion has occurred, triggered by the loss of packets. The sender detects this 
condition when e ither the tim er expires o r duplicate ACKs are received. When tim e­
out occurs, the value o f ssthresh is set to ha lf the value o f the current cwnd  (the
RTT Is defined as the time it takes for a packet to travel from sender to receiver and for the ACK to travel back to 
the sender.
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value of cwnd, which causes the congestion in the firs t place) and in itia lises cwnd  
back to one segment. The sender w ill now go back to the slow start phase. This 
behaviour is shown in F ig .2 -4 .
The basic TCP congestion avoidance algorithm  has been improved w ith  the Fast Re­
transm it and Recovery (FRR) algorithm s [Jaco92]. These algorithms help TCP 
connections, to recover quickly from  isolated segment losses. When a segment is lost, 
the sender may have to wait a long period o f tim e fo r the tim e-out. Fast re -tran sm it 
allows the sender to re -tra n sm it a segment deemed to be missing when three 
duplicate ACKs (also known as trip le  duplicate ACKs or TDACKs) have been received 
before that particu lar segment’s tim er tim es-ou t. The fast recovery mechanism 
essentially cancels the s lo w -s ta rt phase a fte r a fast re -  transmission, putting the 
sender into the congestion-avoidance mode instead (where cwnd  increases linearly 
and w ithout in itia lis ing it  back to one segment firs t). Th is behaviour is shown in Fig. 
2 -5 .
Window size
TDACKs received, TCP goes into fast 
retransmit mode
cwnd halved, TCP goes Into 
fast recovery mode
Transmission no.
Congestion avoidance
Fig. 2 -5  Simplified illustra tion  of TCP fast retransm it and fast recovery modes.
TCP congestion control mechanisms are an area of active research. D ifferent 
versions of TCP have been proposed to incorporate modifications to the congestion 
control mechanisms [S tev97], [A llm 99 ], [F loy0 4 ], [M ath96]. Closely related to these 
studies is the study of TCP throughput as a resu lt o f these mechanisms. The main
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goal of th is particu lar TCP performance studies is to derive a mathematical 
expression describing the functional re lationship between the throughput and several 
key parameters used in the congestion contro l mechanisms -  RTT, loss probability, 
segment size and RTO. These areas o f research are outside the scope o f th is thesis. 
However, in terested readers are re fe rred  to [M ath97], [Padh98] and [Padh99] fo r 
more inform ation.
These congestion contro l mechanisms while essential fo r the w e ll-be ing  of the 
ne tw ork can be a source of another significant problem. The alterations in 
transm ission rates advocated by these mechanisms affect the bandwidth available and 
the corresponding delays on a link, provid ing a source of delay variation o r jitte r. 
Combined, TCP raises jit te r  to an unacceptable level rendering TCP useless fo r 
supporting re a l-tim e  applications.
RTP [Schu04] is a protocol that provides en d -to -en d  network transport functions 
suitable fo r applications transm itting re a l-tim e  data such as audio, video or simulation 
data, over m ulticast or unicast ne tw ork services. It provides several functions to 
ensure data is synchronized fo r all users and re-com bined co rrec tly  at the receiving 
end by using the inform ation contained in the RTP packet. To provide these functions, 
RTP w orks closely w ith  another protocol, RTCP [Schu04]. Together they provide 
m onitoring and feedback capabilities.
RTP was designed to overcome the problem s rea l-tim e  transm ission have when 
transported across a network. Some o f these problems include packet order, netw ork 
delay, m onitoring functions and payload identifica tion ‘s. Packet ordering is im portant to 
ensure the correct re -construction  of the packet stream at the receiver. N etw ork 
delay always feature prom inently in the performance factor of rea l-tim e  transmission. 
Such transmission is sensitive to the delay created from  the time a packet is sent to 
when it  is received. M onitoring functions are required to m onitor the QoS fo r the 
recip ients o f the rea l-tim e  transmission so that adjustments can be made to maintain 
an acceptable level of transmission quality. Payload identification allows proper 
direction o f the packet to its destination and enables external QoS mechanisms to 
c lassify the tra ffic  so that p rio rity  can be given to rea l-tim e  tra ffic .
 ^These problems are not unique to real-time transmission; all packets, regardless of whether they are from real-time 
or non real-time applications, suffer the same problems.
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When dealing w ith  a rea l-tim e  transmission, feedback is very  important. RTCP is the 
contro l protocol designed to w ork alongside RTP. RTP is a way to fo rm at and transm it 
rea l-tim e  data while RTCP is the mechanism to m onitor the RTP session and provide 
feedback so that problems can be corrected to ensure optimal RTP session quality. 
RTCP allows the source and the end-po in ts receiving the re a l-tim e  content to 
period ica lly exchange inform ation gathered by RTP (such as jitte r, packet delay, lost 
packet and time stamp) to provide feedback on the quality o f the data d istribution, 
track session participants and provide session contro l information.
2.4 The nature o f In te rne t tra ffic
In ternet tra ffic  is generated by a ve ry  large pool o f uncoordinated i.e. independent 
users accessing and using the various applications. Each In ternet communication 
consists o f a transfer o f inform ation from  one computer to another fo r e.g. 
downloading o f web pages or sending/receiving e-m ails. Packets containing bits of 
inform ation transm itted over the In ternet are the result o f simultaneous active 
communications between two or more computers (usually termed as hosts) on the 
Internet.
There are two main classifications o f In te rne t tra ffic  [Robe98]‘.
• Elastic tra ffic . Th is type o f tra ffic  is essentia lly based on TCP i.e. using TCP as 
the transport protocol. E lastic tra ffic  is defined as tra ffic  tha t is capable of 
adapting its  flow  rate according to changes in delay and throughput across the 
network. Th is  capability is b u ilt- in  to  the TCP flow  control mechanisms. Th is type 
o f tra ffic  is also known as opportunistic tra ffic  i.e. if  resources are made available, 
these applications would try  to consume them: on the other hand if  the resources 
are tem porarily  unavailable they can w a it (w ith -ho ld ing  transm ission) w ithout 
adversely affecting the applications. Examples of elastic tra ffic  include e -m ail 
(Simple Mail T ransfe r Protocol, SMTP), file  transfer (File T rans fe r Protocol, 
FTP), ne tw ork news (Network News T ransfer Protocol, NNTP), in teractive 
applications such as remote login (Telnet) and web access (HTTP). These 
applications can cope well w ith  delay and variable throughput in the network. This 
type of tra ffic  can be fu rthe r categorised into long-lived  and sho rt-lived  
responsive flows, depending on the length o f time the flows are active. FTP is an 
example of a long-lived  responsive flow  while HTTP represents a sho rt-lived  
flow.
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• In -e las tic  tra ffic . This type of tra ffic  is essentia lly based on UDP as the transport 
protocol. In -e lastic  tra ffic  is exactly the opposite of elastic tra ffic  -  the tra ffic  is 
incapable of varying its flow  rate when faced w ith changes in delay and 
throughput across the network. A minimum amount of resources is required to 
ensure the application works well: otherw ise the applications would be severely 
affected. Examples of in -e las tic  tra ffic  include conversational multimedia 
applications such as voice or video over IP. in teractive multimedia applications 
such as netw ork games or distributed simulations and non-in teractive  multimedia 
applications such as distance learning or audio/video broadcasts where a 
continuous stream of multimedia inform ation is involved. These rea l-tim e  
applications can cope w ith  small delays but cannot tolerate jit te r  (variations in 
average delay). This stream tra ffic  is also known as long -live  non-responsive 
flow.
In term s o f applications, at present the Internet carries computer data tra ffic  almost 
exclusively. T rad itiona lly  these have been applications such as file  transfer (using the 
FTP protocol), remote login sessions (Telnet) and e -m a il (SMTP). However, these 
applications have been somewhat overshadowed by the World Wide Web (HTTP). 
Emerging voice over IP and video and audio streaming over IP applications are fast 
contributing to the composition o f In ternet tra ffic . They are expected to be the major 
consumers of bandwidth in the future. Table 2 -1  below summarises the components 
that make up the Internet tra ffic . Th is data was taken from  an actual measurement of 
a live segment o f an ISP network (in August 1997). Later studies (measurements 
taken between May 1999 and March 2000) showed that while the protocol 
composition remains roughly the same proportion, UDP application m ix shows an 
increase in the RTP/RTCP portion [McCrOO]. This was attributed to an increase in 
audio/video streaming and online gaming applications.
Transport protocol % Application %
TCP 9 0 -9 5 H TTP 75
NNTP 7
FTP 4
SMTP 3
UDP 5 -1 0 DNS 9 0 -9 5
'lFfp/irircp“...... . — 5 - - Ï Ô - '
Table 2 -1  Composition of Internet tra ffic  [Thom 97]
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2 .5  S ta tis tica l p rope rties o f In te rne t tra ffic  sources
Statistical properties o f tra ffic  sources are im portant parameters to be captured in 
order to understand the behaviour o f the sources. From  these properties, also called 
tra ffic  descriptors, tools to analyse network performance can be built w ith  h igher 
accuracy. These descriptors are also useful fo r measurement and charging purposes. 
Hence the descriptors o f choice must be simple enough so as to allow  users to easily 
determine them and the ne tw ork providers to in te rpre t them fo r call admission contro l 
(CAC) and usage param eter contro l (UPC) fo r tra ffic  and resource management and 
b illing  purposes.
In term s of b it rate being generated by the sources, th is  can e ither be constant or 
variable. A constant b it rate (CBR) source generates a constant-ra te  b it stream. Th is 
type o f tra ffic  source can be com pletely characterized by knowing the maximum b it 
rate generated. T ra ffic  generation in a variable b it rate (VBR) source, on the other 
hand, alternates between active and silent periods or a continuous-rate b it stream is 
generated at varying rates. I t  is thus more challenging to characterize VBR sources 
because of th is bursty nature. W hile it  is much more s tra igh tfo rw ard fo r a netw ork to 
accommodate CBR sources (by fix ing  the maximum bandwidth required fo r each 
source, even though th is may not be the optimal method), VBR sources are much 
more complicated to handle, especially in an environm ent where m ultiple VBR sources 
are s ta tis tica lly  m ultiplexed. VBR sources generate tra ffic  at d iffe ren t rates over time. 
When many such sources are combined it  is h igh ly un like ly that they all 
simultaneously transm it at th e ir maximum rate. S tatistica l m ultip lexing explo its th is 
fact to accept more sources i.e. allow ing more sources to use the available bandwidth. 
By s ta tis tica lly  m ultip lexing VBR sources, the potentia l benefit to be gained is savings 
in term s o f the actual transm ission bandwidth that needs to be provisioned to support 
those services or in o ther words s ign ificantly higher bandwidth utilisation can be 
gained by allowing more sources to utilise the available resources. Hence an accurate 
representation o f VBR sources is required to devise mechanisms that are able to 
manage this type o f tra ffic  e ffic ien tly . Applications being considered in th is thesis are 
generally VBR sources.
2.5.1 The World Wide Web
The World Wide Web (WWW) or the Web as it is frequently re fe rred  to nowadays, is 
a collection of documents and services available to the global Internet. It is a
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distributed inform ation re trieva l system overlaying the Internet and is based on the 
c lie n t-se rv e r model. Clients running what is called web browsers request these 
documents, which are then delivered by the web servers. The browser then in terprets 
these documents (or more commonly called web pages), the form atting commands 
they contain and displays them, p roperly  form atted, on the screen. Each web page 
norm ally consists of a number of files, which may include H ypertext M ark-up  
Language (HTM L) [Bern95] te x t and images. A  more recent trend is the 
incorporation o f streaming audio and video into these web pages.
The H ypertext T ransfer Protocol (H TTP) is the request-response protocol designed 
to transfe r the files making up the parts of the web page. Th is protocol consists 
mainly o f GET and REPLY responses. H TTP re lies  on the services of TCP. W ith the 
f irs t version of HTTP, HTTP 1.0 [B ern96] a single TCP connection can only be used 
at most by one re trieva l session. The second version of HTTP, HTTP 1.1 [F ie l97 ] 
allows fo r the re -use  of TCP connections fo r m ultiple re trieva ls between the same 
c lien t and server.
A  web page typ ica lly  consists o f m ultip le elements or objects that need to be 
downloaded when a page is requested. These objects are loaded using separate 
HTTP GET requests, serialised in one or more parallel TCP connections to the 
corresponding server(s). In practice, web access is request-response oriented w ith  
bursts o f numerous requests and small, unidirectional responses. Retrieval of a 
complete web page requires separate requests fo r tex t and each embedded image, 
thus making tra ffic  inherently bursty. The message sequence chart fo r a typ ica l web 
surfing session is shown below in Fig. 2 -6 .
The characteristics o f web tra ffic  have been studied over the years in an attempt to 
better understand the nature of the tra ffic . One o f the key findings is that web tra ffic  
comes in bursts, rather than in steady flows, and the same patterns of bursts are 
repeated regardless of whether the tim e in terva l studied is a few seconds long or a 
m illion th  o f a second. Th is particu lar type of tra ffic  is called the se lf-s im ila r o r 
fractal^ or sca le-invariant tra ffic . Essentia lly, a se lf-s im ila r process behaves in a 
sim ilar way (looks statistica lly the same) over all time scales.
’  Fractals are objects whose appearances are unchanged regardless of the scale at which they are viewed [Crov96].
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New mouse 
  click
(primary request)
GET
13
Web repiy
(secondary requests)
GET #2
GET#N
Web reply #N
User think 
time (idle)
Web client Web server
HTTP GET request 
generated
HTTP GET request 
generated
Internet search and retrieval 
from web server
Fig. 2 -6  Web surfing message sequence chart.
To understand the causes o f th is phenomenon, analyses of actual web tra ffic  traces 
have been carried out, Mah makes use of tra ffic  traces to analyse statistics and 
distributions fo r such quantities as the size o f HTTP files, number o f files per web 
page and user browsing behaviour (user th ink times and successive document 
re trieva ls) [M ah97]. Barford et. al. measured the web clients workload at Boston 
U n ivers ity  and studied the d istribution properties of web requests, file  sizes and file  
popularities [B arf98 ]. These studies indicated that the main cause of this se lf­
s im ila rity  phenomenon is the high va riab ility  in a number of the measured quantities. 
It was found out that the best d is tributiona l model fo r such highly variable datasets as 
file  sizes and requests in te r-a rr iva ls  is one w ith  a heavy tail. It has also been shown 
that the size of web documents has a d is tribu tion  w ith an in fin ite  variance [C rov96], 
W illinger et. al. reported that this s e lf-s im ila rity  phenomenon can be attributed to the
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superposition o f many On/Off sources, each o f which exhibits the in fin ite  variance 
syndrome [W ill95 ],
Processes which have heavy-ta iled  so journ-tim e distributions have long term  (slow ly 
decaying) correlations, also known as Long Range Dependence (LRD). The auto­
corre la tion  function of such processes is given by
K ^ ) ~ ~ a s  k ^ o ° , 0 < a < i  (Eqn. 2.1)
The au to -corre la tion  function thus decays hyperbolica lly which is much slower than 
exponential decay. Also the sum of the auto -corre la tion  values approaches in fin ity  
(the au to -corre la tion  function is non-summable) since a < \ .  One o f the
consequences of the non-degenerative corre la tion  is the ‘in fin ite ’ influence of LRD in 
the data. Aggregation o f LRD sources produces a tra ffic  stream w ith  se lf-s im ila r 
characteristics as indicated by actual tra ffic  traces.
One o f the classes of d istributions that are heavy-ta iled  is the Pareto d is tribution and 
its p robab ility  d istribution function (pdf) is defined as
p{x)  =  — — fo r a , p  > 0 , x >  P  (Eqn. 2.2)
Its cumulative d istribution function (cdf) is given by
P [ X < x ]  =  l — —  fo r a , p > ^ , x > P  (Eqn. 2.3)
The mean and variance of the Pareto d is tribu tion  is given respective ly by 
a p
and
(Eqn. 2 /0
{ a  1) { a  2) (Eqn. 2.5)
a  is called the shape parameter and (3 the location parameter. Hence C t > 2  fo r this 
d is tribution to have a fin ite  mean and variance. However from  (Eqn. 2.2) Q < a < 2  
fo r the heavy tail defin ition to hold, therefore Pareto distribution is a d istribution w ith 
an in fin ite  variance. A random variable whose distribution has an in fin ite  variance
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implies that the variable can take on extrem ely large values w ith non-neglig ib le 
probability.
There have been advances in the development of reliable analytical models 
representing se lf-s im ila r tra ffic . In [N o rr9 4 ], the author, using Fractional Brownian 
Motion (FBM) process as the basis o f a workload model for generating synthesized 
se lf-s im ila r tra ffic , obtained a simple but useful relationship between the number of 
customers in the system, q and the system utilization, p. Assuming an in fin ite  buffer 
w ith a constant service time, this relationship is given as
1
( i  -  p)\-H
(Eqn. 2.6)
where H is the H urst-param eter (0.5 < H < 1), a parameter often used as a measure 
of the degree of se lf-s im ila rity  in a time series. Note that when H = 0.5 the above 
equation reduces to the classical result the M /M/1 relationship (a queuing system w ith 
exponential in te r-a rr iva l time and exponential service time). Hence a value of 0.5 
represents a memoryless process whereas a value of 1 corresponds to a process, 
which is exactly the same in all respects, at whatever tim e-scale it is viewed.
Average no. of packets in system
100
0.9
Utilization 
self-similar traffic (H=0.9) 
self-similar traffic (H=0.8) 
~  ■ ■ self-similar traffic (H=0.7) 
exponential traffic
Fig. 2 -7  Comparison between se lf-s im ila r tra ffic  and exponential tra ffic .
33
Chapter 2 Internet Traffic Characterisation & Modelling
Using the above relationship, we plotted the d istribution of the average number of 
packets in the system as a function of the system utilization fo r a range of H values 
and compared this w ith the exponential tra ffic . The plot is shown in Fig. 2 -7 . From 
this plot, we can see that the traces showed the same trend, w ith a characteristic 
‘knee’ beyond which the number of packets increases rapidly. We can also see that as 
the H parameter value increases i.e. the tra ffic  becomes more se lf-s im ila r, it is 
d ifficu lt to achieve high utilisation factors. In order to operate at high system 
utilisation (> 50%), the buffer needs to be considerably provisioned to avoid overflow . 
That is to say if  we were to design the system according to what is predicted by the 
exponential tra ffic , we would not be able to operate at high utilization when subjected 
to se lf-s im ila r tra ffic  because the buffer would ve ry  quickly overflow.
2.5.2 Voice
The network that is being considered in th is thesis and indeed in current and future 
m u lti-se rv ice  netw ork is that o f a packet-sw itched network. Hence analogue speech 
w ill f irs t be digitised into pulse code modulation (PCM) signal by a speech/voice 
codec (coder-decoder). The PCM samples are next passed on to a compression 
algorithm, which compresses the voice into packet format prio r to transm ission on 
this packet-sw itched network. A t the destination end, the same functions are 
performed in reverse order. This flow  o f e nd -to -en d  packetised voice is shown in 
Fig. 2 -8 . Voice application that utilises IP-based packet networks is commonly 
re ferred to as Internet Telephony o r Voice over IP (VoIP).
Flow
Dé­compression
Agorithm
Codec 
Aialog to P CM 
Conversion
Codec 
PCM to Analog 
ConversionWANTelephone TelephoneFrame to PCM
Fig. 2 -8  Packetised voice e nd -to -en d  flow.
The most d istinctive feature of speech signals is that in conversational speech there 
are alternating periods o f signal (speech) and no signal (silence). This is because 
human speech consists of an alternating sequence of active interval (during which 
time the human is talking) fo llowed by silence or inactive interval (during which s/he 
pauses or listens to the other party). Since the encoded bit rate for speech signals is
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at most 64kbps, it is acceptable to treat the maximum rate during intervals o f speech 
as 64kbps. However there are speech-coding techniques, which result in 32, 16 or 
8kbps rates, in which case the maximum rate during intervals o f speech can assume 
the corresponding coding rates above.
The voice payload portion of the voice packet is dependent on the voice coding 
technique used. The IT U -T  has defined three speech-coding standards. These are 
the G.723.1 M u lti-P u lse  Maximum Likelihood Quantization (M P-M LQ , operating at 
5.3kbps, the coding rate) and Algebraic C ode-Excited Linear Prediction (ACELP, 
6.3kbps) [IT U -T 9 6 a ], the G.729 Conjugate S tructure ACELP (CS-ACELP, 8kbps) 
[IT U -T 9 6 b ] and the G.729 Annex A (8kbps) [IT U -T 9 6 c ]. As an example the G.729 
coder-decoder (codec) has a default payload size o f 2 voice samples of 10msec each 
sampled at 8kHz rate. W ith a coding rate of 8kbps this results in a payload size o f 20 
bytes. This payload is then packetised, in the case of VoIP, into IP packets consisting 
of RTP/UDP/IP and M u lti- lin k  PPP (MLPPP)^ headers. W ithout RTP header 
compression, the RTP/UDP/IP overhead amounts to 40 bytes (this reduces to 2 bytes 
w ith compression, o ffe ring  significant bandwidth saving), while the MLPPP header is 
6 bytes. The resulting voice packet size is then 66 bytes (or 28 bytes w ith 
compressed RTP, cRTP). The fo llow ing table shows the voice payload and packet 
sizes fo r the d iffe ren t speech codecs (Table 2 -2 ).
5>'^v:, -> Codec , - L B itra té "  1 Frame.Size A 
^ ( i n s e c )
U .liToice payload „ \
G.711 64 10 160 168 208
G.729 Annex A 8 10 20 28 66
G.723.1 (M P -M LQ ) 5.3 30 20 28 66
G.723.1 (CS-ACELP) 6.4 30 24 32 70
G.726 32 5 80 88 146
Table 2 -2  Parameters fo r G.711, G.729, G.723.1 and G.726 codecs.
An im portant feature o f the above codecs is the Voice A c tiv ity  Detection (VAD) 
scheme. When voice is packetised both speech and silence packets are packetised. 
Using VAD, packets of silence can be suppressed to allow data tra ffic  to be 
interleaved w ith  packetised voice tra ffic  to allow  fo r more e ffic ien t utilisation of the
MLPPP is an extension of PPP that allows the combination of multiple PPP links into one logical data pipe. Note that 
the addition of this header is dependent on the link layer technology used; in this case PPP link is assumed.
35
Chapter 2 _______________________________________________________ Internet Traffic Characterisation & Modelling
fin ite  netw ork bandwidth. It is estimated that w ith VAD, a fu rther 30% -  40% of 
bandwidth can be saved.
VoIP is a rea l-tim e  service i.e. data representing the actual conversation must be 
processed as it is created. This process affects the ability to carry out conversation 
over the communications channel (in this case the Internet). Excessive delays w ill 
mean that this ab ility  is severely restric ted. Variations in this delay (jitte r) can 
possibly insert pauses or even break up words making the voice communication 
unintellig ib le. Th is is why most packetised voice applications use UDP fo r the voice 
data transmission.
The International Telecommunication Union (ITU) considers network delay fo r voice 
applications in Recommendation G.114 [IT U -T 0 3 ]. This recommendation defines 
three bands of one-w ay delay as shown in Table 2 -3 .
Range (msec) Description
0 -1 5 0 Acceptable for most user applications.
150-400 Acceptable provided that administrators are aware of the transmission time and 
it's impact on the transmission quality of user applications.
> 400 Unacceptable for general network planning purposes, however, it is recognized 
that in some exceptional cases this limit will be exceeded.
Table 2 -3  Network delay specifications fo r voice applications [ IT U -T 0 3 ].
2.5.3 Video
An emerging service of future m u lti-se rv ice  networks is packet video^ 
communication. The recent development in video compression standards such as 
H.261 [ IT U -T 9 3 ], H.263 [IT U -T 9 8 ], MPEG-1 [IS 093], MPEG-2 [IS 096 ] and 
MPEG-4 [IS 099] has made it feasible to transport video over computer 
communication networks. Video images are represented by a series o f frames in 
which the motion of the scene is re flected in small changes in sequentially displayed 
frames. Frames are displayed at the term inal at some constant rate (e.g. 30 frames/s) 
enabling the human eye to integrate the differences within the frame into a moving 
scene.
’  Packet video communication refers to the transmission of digitised and packetised video signals in real-time.
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In term s of the amount o f bandwidth consumed, video streaming is high on the list. 
Uncompressed, a 1-second w orth  of black and white video footage w ith  a 300 x  200 
pixe l resolution w ith  each p ixe l represented by 1 byte and at a playback rate of 30 
fram es/s would require 1.8M byte/s bandwidth. Apart from  the high throughput 
requirem ents, video applications also put a stringent requirement in term s of loss and 
delay.
There are several factors impacting the nature of video tra ffic . Among these are 
compression techniques, coding time (on - or o ff- lin e ), adaptive-ness of the video 
application, supported leve l o f in te rac tiv ity  and the target quality (constant or 
variable)^^ [K run95]. Variable b it rate encoded video is expected to become a 
significant source of netw ork tra ffic  because of its advantages in statistical 
m ultip lexing gains and consistent video quality.
2.5.4 Audio/video streaming applications
In recent years, audio/video streaming has become a popular class o f application and 
a major consumer of netw ork bandwidth. Indeed, a discussion on Internet tra ffic  
sources would be incomplete w ithou t mentioning audio/v ideo- streaming applications. 
The tremendous increase in computer power and bandwidth connectiv ity coupled w ith 
the decreasing cost of d isk storage, has fuelled the grow th of streaming audio and 
video over the In ternet to the desktop. The de live ry  of multimedia content is a facet 
of In ternet tra ffic  that is rap id ly  grow ing in significance. Hence it  is equally im portant 
to study the characteristics o f such applications in order to understand the ir 
im plications on network performance.
Streaming is the process of playing a file  while it  is s till downloading. Streaming 
technology, also known as stream ing media, le ts a user view  and hear digitised 
content —  video, sound and animation —  as it  is being downloaded. Using a World 
Wide Web browser p lug-in , streamed sounds and images can arrive w ith in  seconds of 
a user's click.
The study of such applications (also known as continuous media (CM) streaming 
applications) is a very recent undertaking. One of the most popular CM streaming 
applications on the Internet is RealMedia by Real Networks Incorporated (Real
The output bit-rate of the video encoder can either be controlled to produce a constant bit rate stream which can 
significantly vary the quality of the video (CBR encoding), or left uncontrolled to produce a more variable bit rate 
stream for a more fixed quality video (VBR encoding).
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N etworks). Hence almost all o f the w ork  in th is area is based on th is particu lar 
product. A  logical v iew  of a CM stream ing system is shown in Fig. 2 -9 . There are 
three main components of this system -  the encoder, the media server and the client. 
The encoder compresses the media data (audio or video) and w rites  it  to e ither a 
sending bu ffe r in the media server (rea l-tim e  coding or on-demand streaming) o r 
onto a hard disk (offline coding). The media server transmits the data to the client 
through the network (Internet). The c lien t decodes and plays back the data through 
the c lien t’s host’s audio-visual system. Real Networks provide tools fo r each one of 
these components -  RealProducer (encoder), RealServer (media server) and 
RealPlayer (client). RealPlayer has the capability to play back both audio (RealAudio) 
and video (RealVideo) streams. CM stream ing applications are basically c lie n t-se rve r 
applications.
In audio/video streaming applications, clients request compressed audio/video files, 
which are stored in servers, via th e ir Web browsers. The servers can be ordinary 
WWW servers or they can be specialised streaming servers designed fo r such an 
application. However, most browsers do not have a b u ilt- in  capability to play out the 
audio/video files. Hence the need fo r a separate media player (RealPlayer) to perform  
the task.
Encoder
(RealProducer) Internet Decoder
Client (RealPlayer)
Server
(RealServer)
Storage ^
Fig. 2 -9  Logical view  o f a Continuous Media (CM) streaming system.
There are several options available w ith  regards to the placement and accessing of 
the audio/video files. The sim plest solution would be to have these files on a Web 
server. In th is case the files are delivered to the clients over HTTP. The files are 
simply in - lin e  objects o f the web page and downloaded to the c lien t’s web browser or 
d irectly  to the c lien t’s media player. A  m ajor drawback w ith th is architecture is that
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the use of HTTP and hence also TCP is often considered inappropriate for 
audio/video streaming. This is because o f TCP’s reliance on various congestion 
contro l mechanisms to be able to afford reliable data transfer capability might hamper 
the in te rac tiv ity  o f the streaming session.
Servers Client
HTTP -  transfer 
of meta file
RTSP -  control 
transmission of 
media stream
media
R TP -
encapsulation
Web browserweb
Media player
Meta file or 
presentation 
description file
of audio/video 
files
Fig. 2 -10  Streaming from  a streaming (media) server to a media player.
A more robust approach would be to have the files  stored in specialised streaming 
servers (in this case running RealServer) and have the c lien t’s media player 
(RealPlayer) connected d irec tly  to it. W ith th is option, both the c lient and the server 
can interact using protocols designed specifica lly fo r streaming applications. In this 
case, RealServer w ill p rim arily  use Real T im e Streaming Protocol (RTSP) to 
communicate w ith  the clients, allow ing fo r rich  user interaction w ith  the audio/video 
stream. Furtherm ore, the audio/video files can be sent using UDP, the preferred 
transport protocol fo r such application. Norm ally, however, both UDP and TCP are 
utilised at the transport layer. A  generic view  o f th is architecture is shown in Fig. 2 -  
10.
Several empirical studies of the tra ffic  generated from  such a system have been 
carried out recently. Mena et. al. studied RealAudio tra ffic  emanating from  a popular
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In ternet audio server (Broadcast.com) [MenaOO]. T he ir findings indicate that 
RealAudio tra ffic  was bursty at small time scales (single seconds) but at medium time 
scales (tens of seconds) the overa ll b it rate was constant. They also found that 7 0 - 
80% of RealAudio sessions employ two flows -  UDF flow  fo r downloading the audio 
data and TCP flow  fo r contro l data (from  both server and client). This contro l data is 
p rim arily  used fo r setting up and maintaining the streaming session. Th is  streaming 
application is essentia lly a WWW-based application. Th is means that this session 
maintenance process is done via a web page, im plying the use of HTTP and thus TCP 
as the transport protocol. However, the use of UDP in a RealAudio session also 
implies that the session is not T C P -frien d ly  i.e. TCP congestion contro l is non­
existent. In terms o f packet sizes, the authors reported that these were found to be o f 
fixed value of 244/254 bytes. F ina lly  audio flow s were also found to have a much 
longer holding time compared to normal WWW tra ffic .
Wang et. al. conducted a w ide -a rea  em pirical performance study of RealVideo tra ffic  
from  several servers to many geographically diverse users/clients [W angO l]. They 
found that users generally achieve good quality video, achieving an average frame 
rate o f 10 frames/s. W ith a large in itia l delay buffer, the users were also enjoying 
very  smooth p lay-ou t. However, the overall video performance is influenced by the 
bandwidth of the end-user connection to the Internet. The authors suggested that 
increasing deployment o f broadband access networks is pushing the video 
performance bottleneck closer to the server.
Kuang et. al. also carried out a measurement study of RealMedia streaming tra ffic  
(both audio and video), focusing on the application layer v iew  (i.e. output o f the 
encoder) and on the netw ork layer v iew  (i.e. the departure process o f tra ffic  
generated by the server) [Kuan02]. T h e ir main observations were that RealAudio 
codec produces pseudo-CBR tra ffic  while RealVideo can e ither be CBR or VBR. 
However when the compressed media is streamed by RealServer, i t  is typ ica lly  
streamed as CBR. Further analysis of this flow  coincides w ith  the previous findings 
i.e. the overall b it rate is constant at large time scales (minutes), it  is bursty at 
medium time scale (seconds) and bursty s till at f ine -g ra in  time scales (sub-second).
2 .6  M odelling voice
It has been w idely accepted that modelling a packetised voice source can be 
conveniently based on m im icking the most characteristic feature o f a conversation -
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the a lternating active and silent periods. A  two-phase O n-O ff process has been 
shown to adequately represent a single packetised voice source. Measurements 
indicate that the average active in terva l is 0.352s in length while the average silent 
in terva l is 0.650s [S rir86 ]. An im portant characteristic o f a voice source to be 
captured is the d istribution of these intervals. A  reasonably good approximation for 
the d istribu tion  o f the active in terva l is that of an exponential d istribution: however 
the silent in terva l is less w e ll-represented  by this d is tribution [B rad69]. 
Nevertheless, the assumption that both these intervals are exponentially d istributed is 
frequently  used in modelling voice sources [DaigSG]. The duration of voice calls (call 
holding time) has been reported to have a heavy tailed d istribution; the duration 
fo llow s log-norm al d istributions w ith  mean of 200-300s [Bolo94].
During the active (On) interval, voice packets o f the same, fixed size are generated 
w ith  a fixed  in te r-packe t spacing. Th is is because of the nature o f the voice encoders 
used -  they operate on the basis o f fixed  b it rate and fixed packetization delay. This 
packet generation process fo llow s a Poisson process w ith  exponentia lly distributed 
in te r-a rr iv a l times o f mean T  sec. As mentioned above, both the On and O ff in tervals 
are exponentia lly d istributed, g iving rise to a tw o -s ta te  MMPP model. No packets are 
generated during the s ilent (Off) in terval. A  single voice source can be represented by 
Fig. 2 -12 .
On Off
Poisson, 
Average 1/T packets/s
Fig. 2-11 A single voice source, represented by a 2 -s ta te  MMPP.
The mean On period is — while the mean O ff period is — . The mean packet in te r-a  À
arriva l time is T  sec. A  superposition of N such voice sources results in the follow ing 
N -s ta te  b irth -dea th  model. Fig. 2 -13 , where a state represents the number of 
sources in the On state.
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(N-l)À
N-1
(N-l)a I  
N ~ i
Na2a
Fig. 2 -12  Superposition o f N voice sources w ith  exponentially d istributed in te r­
arrivals.
The d iffe ren t voice codecs, w ith  varying  Mean Opinion Score (M OS)^\ can be 
modelled using this approach. The parameters fo r this model are as given in Table 2 - 
2, w ith  the additional parameter representing packet in te r-a rr iv a l time calculated 
using the fo llow ing formula:
Inter arrival time - 1average _  traffic  _  sent _{pps)
where
average _ traffic _ sent = codec __bit _  rate payload  _  size _{bits)
(Eqn. 2.7)
(Eqn. 2.8)
The mean O ff in terval is taken to be 650 msec while the mean On in terva l is 350 
msec.
2 .7  M odelling  video
Statistical properties of a video stream are quite d iffe rent than that o f voice o r data. 
An im portant property o f video is the corre la tion structure between successive 
frames. Depending on the type of video coder-decoder (codec) used, video images 
exh ib it the fo llow ing corre lation components:
MOS is a system of grading the voice quality of telephone connections. A wide range of listeners judge the quality 
of a voice sample on a scale of one (bad) to five (excellent). The scores are averaged to provide the MOS for the 
codec. The respective scores are 4.1 (G.711), 3.92 (G.729) and 3.8 (G.726).
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• Line correlation, which is defined as the level o f correlation between data at one
part o f the image w ith  data at the same part o f the next line; also called spatial
correlation.
• Frame correlation, which is defined as the level o f correlation between data at one
part o f the image w ith  data at the same part of the next image; also called
temporal correlation.
• Scene correlation, which is defined as the level o f corre lation between sequences 
of scenes.
Because of th is corre lation structure, i t  is no longer su ffic ient to capture the 
burstiness o f video sources. Several o ther measurements are required to characterize 
video sources as accurately as possible. These measurements include [Ohta94]:
• Autocorre la tion function, which measures the temporal variations.
• Coeffic ient o f variation, to measure the m ultip lexing characteristics when 
variab le -ra te  signals are sta tis tica lly  multiplexed.
• B it rate distribution, which indicates together w ith  the average b it rate and the 
variance, an approximate requirem ent fo r the capacity.
As mentioned previously, VBR encoded video source is expected to be the dominant 
video tra ffic  source in the Internet. Several statistica l VBR source models have been 
proposed in the literature. A  survey of VBR models fo r video tra ffic  (both video 
conferencing sessions and movie sequences) is given in [Izqu99]. Basically the 
models are grouped into four categories -  Auto-regress ive  (AR)/M arkov-based 
models. Transform  Expand Sample (TES), se lf-s im ila r and analytical/IID . These 
models were developed based on several attributes of the actual video source. For 
instance, a video conferencing session, which is based on the H.261 standards, would 
have ve ry  litt le  scene changes and it  is recommended to use the Dynamic AR (DAR) 
model. To model numerous scene changes (as in MPEG-coded movie sequences), 
M arkov-based models or se lf-s im ila r models can be used. The choice o f which one to 
use would be based on the number of parameters needed by the model and the 
computational com plexity involved. S e lf-s im ila r models only require a single 
parameter (Hurst or H -param eter) but its computational com plexity in generating 
samples is high (because each sample is calculated from  all previous samples). 
M arkov chain models on the o ther hand, requires many parameters, (in the form  of 
transitional probabilities to model the scene changes) which again increases the 
computational com plexity because it requires many calculations to generate a sample.
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2 .8  M u lti-la y e r m ode lling  o f In te rn e t tra ffic
In th is section, our proposal on a new approach to modelling tra ffic  called m u lti- la ye r 
modelling is introduced and discussed.
The Internet operates on the basis o f a chain of interactions between the users, 
applications, protocols and the network. This structured mechanism can be attributed 
to the layered architecture employed in the In ternet -  layering methodology was used 
in designing the In ternet pro tocol stack. Hence, it  is only natural to try  to model 
In ternet tra ffic  by taking into account the d iffe rent effects each layer o f the protocol 
stack has on the resu lting tra ffic .
M u lti- la y e r modelling approach attempts to replicate the packet generation 
mechanism as activated by the human users of the In ternet and the Internet 
applications themselves. In a m u lti- la y e r approach, packets are generated in a 
h ierarchical process. I t  starts w ith  a human user arriv ing  at a term inal and starting 
one or more Internet applications. Th is action o f invoking an application w ill s tart the 
chain of a succession of in teractions between the application and the underlying 
protocols on the source term inal and the corresponding protocols and application on 
the destination term inal, culm inating in the generation of packets to be transported 
over the network. These interactions can generally be seen as ‘sessions’ ; the 
defin ition of a session is dependent on the application generating it, as we w ill see 
la te r when applying th is method in modelling the WWW application. An application 
generates at least one, but usually more, session. Each session comprises of one or 
more ‘flow s’ ; each flow  in tu rn  comprises o f packets. Therefore, there are three 
layers o r levels encountered in th is m u lti- la ye r modelling approach -  session, flow  
and packet levels.
We w ill next demonstrate this m odelling approach by applying it  to model the WWW.
2.8.1 Modelling WWW traffic
Take a scenario where a user arrives at a term inal and starts a WWW application by 
launching a web browser. The user then clicks on a web link (or types in the web 
address) to access the web sites of interest. Th is action generates what we call 
HTTP sessions. In th is thesis, we define a session as the downloading o f web pages 
from  the same web server over a lim ited period of time; this does not discount the
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fact that other defin itions o f a session are also possible. The sessions in turn 
generate flows (a detailed defin ition o f a flow  is given in the next chapter: suffice fo r 
now to consider a flow  as a succession o f packets carry ing the inform ation pertaining 
to a particu lar web page) and packets are generated w ith in  flows. Th is hierarchical 
process is depicted in Fig. 2 -11.
Depicted in the diagram are the suggested parameters fo r this model. More complex 
model attempting to capture the se lf-s im ila rity  o f web tra ffic  m ight include the use o f 
heavy-ta iled  distributions to model any o f the said parameters. Additional parameters 
such as user th ink time and packet sizes are also modelled by heavy-ta iled  
distributions. While th is type of model m ight be more accurate in capturing the 
characteristics of web tra ffic , i t  comes w ith  the added parameters and com plexity.
Browser launched 
< ------------
Browser exited 
 ►!
Sessions
Flows
Packets
^ .....
] [
Parameters
Flow arrival rate 
No. of flow/session
Packet arrival rate 
No. of packet/flow
Fig. 2 -13  M u lti- la y e r modelling of WWW application.
We propose therefore to dispense w ith  the use of heavy-ta iled  d istributions in our 
model and as an a lternative re ly  on sim pler M arkovian processes. W ith th is in mind, 
we arrived at the fo llow ing assumptions:
• The session a rriva l rate fo llow s a Poisson process w ith  rate .
• Each session generates flow s according to Poisson process w ith  rate À j  .
• The number of flows generated by a session is a random variable, geom etrically 
distributed w ith  a mean of N j - .
• Each flow  generates packets according to Poisson process w ith  rate .
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• The number o f packets generated per flow  is a random variable, geom etrically 
d istributed w ith a mean o f N ^  .
In order to obtain the model parameters, tra ffic  traces need to be collected. Ideally 
these traces are collected at d iffe ren t times of the day to re flec t the d iffe ren t 
characteristics o f the traces. We would capture both the number o f packets (usually in 
m illions) and the number o f flow s (thousands) at d iffe ren t s tart and stop collection 
times. The parameters fo r our model can then be derived based on the captured
statistics. Some typ ica l values fo r these parameters include ”  5" ^ * ^  and
À  = — -— s [HlavOO].0.005
2 .9  Summary
This chapter has investigated the issue o f tra ffic  characterisation and modelling, an 
important aspect of netw ork design and deployment. W ith the fast annual grow th rates 
experienced by the Internet, the importance of th is aspect cannot be overly  
emphasized especially in v iew  o f the competition faced by In ternet service providers. 
Understanding the characteristics o f tra ffic  traversing the ir netw ork and the ab ility  to 
model this tra ffic  w ill bode w e ll in the netw ork planning stages. T ra ffic  behaviour has 
serious implications on the design, contro l and operation o f a network.
The architecture of the In te rne t was firs t discussed in the early part of th is chapter. 
The network protocol used as the binding ‘glue’ fo r the In ternet is the IP. Two main 
transport protocols are cu rren tly  utilized -  UDP, w hich is suited fo r applications 
requiring rea l-tim e  perform ance and TCP, which provides highly reliable transport 
service at the expense of reduced rea l-tim e  performance. TCP uses a combination of 
four algorithms to provide congestion control: slow start, congestion avoidance, fast 
retransm it and fast recovery. Combined, these algorithm s help TCP to probe fo r 
capacity by inducing packet loss and a ltering the number of packets sent before 
waiting fo r acknowledgments. These alterations a ffect the bandwidth available to the 
TCP connection and also change delays. These combined effects make TCP 
unsuitable fo r rea l-tim e  transmission.
While modelling of trad itional c ircu it-sw itched  voice tra ffic  is becoming more 
accurate as the understanding of the nature o f this particu lar class of network tra ffic
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increases, the same cannot be said of In ternet tra ffic . One o f the key finding is that 
In ternet tra ffic  is se lf-s im ila r. S e lf-s im ila rity  is a property associated w ith  fractals -  
objects that appear the same o r behaves the same when viewed at d iffe ren t degrees 
o f ‘m agnification’ o r d iffe ren t dimension (length, w idth, time) scales. The commonly 
assumed model fo r voice tra ffic  i.e. Poisson d is tribution is not applicable in th is case 
because it  would have a characteristic burst length which smoothes out when 
averaged over a long enough time scale. However, se lf-s im ila r tra ffic  has the peculiar 
characteristic o f maintaining significant burstiness over a wide range o f time scales. 
Our analysis showed the e ffect this burstiness has on the sizing of buffer space.
A new approach to modelling Internet (in particu lar WWW) tra ffic  was introduced. 
W ith this approach, the effect o f the layered architecture of the In ternet on packet 
generation is taken into account. Th is  moves away from  the more traditional 
modelling techniques where the packet generation process is considered in isolation 
to other factors such as protocol in teraction and even human behaviour.
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Support fo r Quality o f Service (QoS) is becoming an important requirem ent in today’s 
and future networks. The defin ition of QoS, according to the IT U -T  is, ‘ The co llective  
e ffec t o f  service perform ance, which determ ines the degree o f  satisfaction o f  a user 
o f  the service,' [ IT U -T 9 4 ]. Four measurement m etrics have been identified to 
quantify this degree of satisfaction. The four m etrics are end -to -end  delay, j it te r  
(delay variation), throughput and re liab ility . Th is support is becoming more im portant 
as networks are expected to carry  tra ffic  generated by multimedia applications. 
T ra ffic  generated by current applications such as the World Wide Web (WWW), e -  
mail and file  transfer is, fo r the most part, static content such as te x t and images. 
When static content is sent from  one host to another, it  is desirable fo r the content to 
arrive, correctly , at the destination as soon as possible. Nevertheless, m oderately 
long en d -to -en d  delays, up to tens o f seconds, even minutes, are often to lerated fo r 
static content. Multim edia applications, on the o ther hand, contain data whose main 
components are video and audio. Typ ica lly , these types of applications are h ighly 
sensitive to delay but to lerable to losses. Occasional loss only causes occasional 
glitches in the audio/video playback, and often these losses can be partia lly  or fu lly  
concealed. Thus, in term s o f service requirem ents, multimedia applications are 
diam etrically opposite o f s ta tic -con ten t applications: multimedia applications are 
delay sensitive and loss to le rant whereas the sta tic -con ten t applications are delay 
tolerant and loss into lerant. Hence multimedia networks must be able to distinguish 
between these o ften-contrasting  service requirem ents by employing suffic ien t QoS 
mechanisms. Th is chapter looks at the s ta te -o f- th e -a rt in QoS support in the 
Internet.
3.1 M ultim edia QoS requirem ents
I t  is commonly accepted that a m ajor portion of the tra ffic  flow ing in the next 
generation o f h igh-speed networks w ill belong to that of multimedia services. 
Multimedia services are basically audio-visua l applications composed of a 
combination o f d iscrete and continuous data stream. It is the product o f three 
conventionally separated industries as depicted in Fig. 3 -1 . This intersection re flects  
the nature of multimedia applications, which integrate multiple media in a single 
application. The transmission o f such applications requires a network capable of
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handling many d iffe ren t types o f data. However, a rea lly  integrated netw ork w ill have 
to cope w ith  very d iffe ren t requirem ents in terms of delay, jit te r , bandwidth and data 
loss. Such integration has proven to be d ifficu lt to achieve while providing adequate 
QoS to all users.
Telecommunications Entertainment
VLTIMEDL
Computer hardware and 
applications
Fig. 3 -1  Multimedia at the intersection of computing, telecommunications and
entertainm ent industries.
In teractive  m ultimedia applications, unlike trad itional data transfe r applications, have 
stringent simultaneous requirem ents in term s of loss and delay due to the nature of 
audio-visua l inform ation. M ultimedia involves the user d irec tly  and its measurement 
o f in teractiv ity^^ is ve ry  much dependent on the user perspective. Excessive delay 
w ill undoubtedly remove the in te rac tiv ity  component, rendering the application 
useless. Lim ited loss o f data can s till be tolerated, and often these losses can be 
partia lly  o r fu lly  concealed. T rad itiona l data transfer, on the o ther hand, is 
categorised as s ta tic -con ten t applications. W ith these types o f application, they are 
more to lerant to delay but in to lerant to loss.
It is therefore clear that the characteristics of multimedia applications are strongly 
linked to the user and to the user’s perception of the displayed data. Multimedia 
applications add a momentary dimension that data applications do not have. The user 
has basic perceptual requirem ents that are related to the quality and continuity o f the 
image and sound, the synchronisation o f the correlated flows and the reaction time to 
interaction. In short, the typical multimedia user requirements are low latency
The level of interactivity can be categorised into several types -  conversational, retrieval, distribution and 
messaging -  each having different delay requirements.
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especially fo r in teractive services, synchronisation between the media, low loss on 
audio and a higher yet lim ited fau lt tolerance on video. Based on the above 
arguments, multimedia applications can be defined into three classes as shown in 
Table 3 -1 .
Class of multimedia application 1 i Description
Streaming stored audio and video Compressed audio and video files are stored in sei"vers. 
These files are requested on-demand by users/clients at any 
time. While the client is still receiving the file(s) from the 
server, it may playback the file (streaming). Usually some 
form of user interactivity (fast forward, pause, rewind, etc) is 
designed in to these applications. Requirement on packet 
delay and jitter is not stringent.
One-to-many audio and video streaming This is similar to ordinaiy broadcast of radio and television 
programmes, except that the transmission takes place over 
the Internet. This is a non-interactive application, as a client 
has no control over the transmission schedule. Distribution of 
real-time audio/video to many receivers can be efficiently 
done with multicast.
Real-time interactive audio and video This class of application allows users to communicate with 
each other visually and orally interactively in real-time. This 
class of application imposes very rigid constraints on delay 
(and jitter) with acceptable values being put at between 150- 
400 ms.
Table 3 -1  Three classes of multimedia applications.
Multimedia applications can be fu rthe r characterised according to the follow ing 
generic features:
• Many multimedia applications are sensitive to the level o f QoS the ir packets 
received. Varying levels of QoS w ill u ltim ately render a multimedia application 
useless. In order fo r a network to provide the necessary QoS support, it must go 
beyond the Best E ffo rt (BE) service model. There should also be provisions in the 
network to allow these applications to reserve network resources.
• Many multimedia applications are of m u ltipo in t-to -m u ltip o in t in nature ra ther than 
p o in t-to -p o in t communication. Even though m u ltipo in t-to -m u ltip o in t 
communication can be constructed out of having multiple p o in t-to -p o in t links, it is 
clear that this method of achieving m ultipoint communications is fa r from  effic ient. 
Therefore, the network must be able to support m u ltipo in t-to -m u ltipo in t 
communication e ffic ien tly .
To achieve these requirements, today’s networks have to satisfy several constraints 
in terms of delay, j it te r  and errors. Translating these user and application 
requirements to the network implies that the network w ill need to provide the 
follow ing:
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• To de live r data in time (low  delay and low delay variation).
• To de live r multiple data flows w ith  a minimum delay variation between the flows
(synchronisation). This w ill include the capability fo r multicasting.
• To de live r the data w ith  minimal number o f packet loss and errors.
The next section looks into the components required in the network to fu lfil the above
requirements.
3 .2  G eneric QoS com ponents
The In ternet can be viewed as a transportation mechanism fo r moving data around. As 
w ith  any transportation systems (for e.g. a ne tw ork o f roads and highways), there is a 
need to prevent chaos and avoid performance degradation w ith in  the systems or 
networks. The way this can be rea lis tica lly  achieved is by exerting some form  of 
contro l on tra ffic  entering the netw ork as w e ll as on the flow  of tra ffic  once they are 
in the network.
The current In ternet architecture can only provide a single class of service quality 
that is Best E ffo rt (BE). W ith BE there are no guarantees on the level o f QoS that can 
be provided to any one of its  applications. An application w ill receive whatever level 
o f performance that the netw ork is able to provide at that moment. D e lay- and loss- 
sensitive applications are not afforded any special treatm ent -  they are treated the 
same as w ith  any other applications. Given that all packets are treated equally at the 
routers, a de lay-sensitive  application (such as Voice over IP) can experience 
degradation in performance (increase delay) when there is congestion due to the 
volume o f tra ffic .
T ra ffic  in the In ternet is made up o f flow s o f IP packets originated by a varie ty  of 
applications on end stations. Typ ica lly  these packets may cross a given rou te r 
interface on the ir way to many destinations. In order to handle the packets d iffe ren tly  
(as oppose to treating  them the same), it  is useful to distinguish the packets into 
relevant groups. An IP flow  is a set or group o f packets that are observed in the 
network w ith in  some time period that share some common property  known as its key. 
A  'raw ' flow  is one whose key is the set o f values o f those IP header fields that are 
invariant along a packet’s path. Based on th is ra ther generic defin ition of a flow, 
several other defin itions can be derived. For example if  we look at a flow  at the 
application level, a flow  can be differentiated from  another flow  by the five flow  fie lds
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(the five -tu p le ) -  source IP address, destination IP address, IP protocol fie ld, source 
port and destination port. An application on a source machine w ill generate an 
individual flow  going to the corresponding application on a destination machine. 
Packets belonging to a particu lar flow  ca rry  the same values fo r the five  flow  fields.
These applications d iffe r in the ir service and performance requirements. Any flo w ’s 
requirem ents depend inherently on the application it  belongs to. There fore , to 
guarantee QoS to any one application, the ne tw ork o f IP routers does not only need to 
know what the application requirem ents are, it  also needs a way to distinguish among 
packets belonging to  d iffe ren t applications and requiring the d iffe ren t levels of QoS, 
so that the packets can be treated accordingly. Hence among the firs t steps to 
accomplish are to devise a mechanism to le t the netw ork know what the applications 
desire from  the network, and mechanisms to c lassify  and mark the packets. Once the 
netw ork understands what is required from  it, it  w ill then perform  other contro lling  
functions to ensure these requirem ents are met. These functions are more generally 
known as tra ffic  and resource management and contro l functions.
T ra ffic  contro l and resource management are prim arily  designed to prevent and 
contro l congestion in a network. Preventing congestion would require having control 
over the tra ffic  entering the netw ork and managing the fin ite  amount o f netw ork 
resources to avoid congestion from  ever occurring. Should congestion do occur, then 
congestion contro l comes into play to m inim ise the intensity, speed and duration of 
the congestion and any adverse e ffect the congestion might cause on o ther tra ffic . 
Th is is required i f  user applications and services are to receive the ir QoS guarantees.
The IT U -T  is cu rren tly  working on an arch itectura l fram ework fo r QoS support in 
packet networks w ith  an emphasis on IP. Th is fram ework w ill eventually be published 
as a new IT U -T  Recommendation under series Y: Global Inform ation In frastructure  
and In ternet Protocol Aspects [Lu03]. Th is  recommendation w ill iden tify  a set of 
generic QoS mechanisms and provide a structure fo r them. An in itia l set o f QoS 
building blocks^^ has been identified and they are organised into three logical planes:
• Data plane: Contains mechanisms, which d irec tly  deal w ith the user data tra ffic .
Some o f the mechanisms include buffer management, congestion 
avoidance, packet marking, queuing and scheduling, tra ffic
We note that the idea behind these building blocks is similar to that employed by other packet networking 
technologies, most notably ATM, and is not particularly new to IP.
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classification, policing and shaping. This is the lowest level o f the 
architecture where individual packets are controlled.
Control plane: N ext level up is the contro l o f the tra ffic  flow. Th is involves 
mechanisms dealing w ith  the paths through which user data tra ffic  
travels. These mechanisms include admission control, QoS routing and 
resource reservation.
Management, plane: This contains mechanisms dealing w ith  the operation, 
adm inistration and management (OA&M) aspects of the user data 
tra ffic . These mechanisms include metering, policy, service level 
agreements (SLA) and tra ffic  restoration.
Control Plane
Admission QoS
control routing
Resource
reservation
Data Plane
/
Buffer
management
Congestion
avoidance
Queuing & 
scheduling
Traffic
classification
Traffic
shaping
Traffic Packet
policing marking
Metering
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Traffic
restoration
Service Level 
Agrrement
Management Plane
I____________
Fig. 3 -2  Generic QoS building blocks.
It fo llow s that a combination o f the above components needs to be supported in any 
network architecture that supports QoS. Th is combination depends on the use of 
e ither one of the two broad QoS architectures available -  reservation-based or 
reserva tion-less architectures.
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A reservation-based QoS architecture is one in which network resources would need 
to be reserved exp lic itly  via the use of a dynamic signalling protocol before a 
particu lar communication requiring a certa in QoS can commence. Otherwise, that 
communication session can e ither be re jected o r allowed to continue but at a reduced 
QoS guarantees: this implies the use o f admission control. A  reserva tion -less  QoS 
architecture, on the other hand, is one in which no p rio r resource reservations are 
required. However, resources are norm ally provisioned and allocated depending on 
the p rio rity  or c ritica lity  o f the data. That is to say that some form  o f in te lligence is 
required at resource contention points (e.g. routers) so as to allow  tra ffic  
p rio ritiza tion  to provide the necessary QoS. Th is  intelligence is usually re lated to the 
use o f enhanced queuing and scheduling mechanisms to differentiate tra ffic .
I t should be duly noted however that achieving QoS is not the sole responsib ility  of 
the netw ork alone, as m ight be suggested by the QoS components identified. 
Applications can be designed and developed to adapt to the condition o f the network. 
Application-based QoS control mechanisms re ly  on one or both o f the fo llow ing 
techniques^'*'.
• The introduction o f application-level routing, web m irroring and caching w ith in  the 
netw ork [Best95].
• The introduction of redundancy and quality adaptation to deal w ith  en d -to -e n d  
loss and delay variations.
Application level QoS is outside the scope o f th is thesis. For fu rthe r reading, please 
re fe r to [F iro02 ], which provides an overv iew  on recent developments o f adaptive 
application QoS control, this being one o f the research areas cu rren tly  being 
advanced fo r achieving In ternet QoS.
3.2.1 The IP approach towards implementing the QoS components
Having described the QoS components in general, we w ill now see how IP implement 
these components to provide the QoS guarantees required out o f them.
Recall from  our discussion on the Internet in the previous chapter that the current 
architecture is only capable o f supporting Best E ffo rt (BE) service to all the 
applications running on top o f it. Th is is precise ly because o f IP ’s connectionless
Techniques such as time-stamps, sequence numbers and Forward Error Correction (PEC) built into protocols such 
as Real-Time Protocol (RTF) together with its companion Real-Time Control Protocol (RTCP) and Real-Time 
Streaming Protocol (RTSP) which contribute towards achieving QoS, are examples of application-based QoS
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model o f communication. While being a robust in ternetw orking technology w ith  its 
ab ility  to dynam ically adjust routing of packets to accommodate link failures and 
allow ing large networks to be bu ilt w ithout requiring extensive central management 
fac ilities, it apparently has no inherent capabilities to support QoS. Enhancing this 
architecture to realise the QoS guarantees has been an active research area over the 
past decade or so. One o f the key challenges is the lack of central network 
management facilities. W ithout th is fac ility , implementing the QoS components in an IP 
netw ork can be described as fragmented and there is a need to have some sort of 
contro l (signalling) protocol to co-ord ina te  the workings of these fragments.
A  m odified In ternet service model is c learly  required in order to better support the 
d iffe ren t service requirem ents of both re a l-tim e  and non rea l-tim e  applications. This 
service model must be able to provide both Best E ffo rt and better than Best E ffo rt 
services. Since this model cannot run away from  the need to use routers, the 
m odifications w ill need to be implemented in the routers themselves. The basic 
underlying idea in the new service model is the ab ility  to:
• B roadly classify tra ffic  into re a l-tim e  and non rea l-tim e.
• Provide some form  o f p re ferentia l treatm ent to the rea l-tim e  tra ffic  to ensure it  
encounters minimum delays i.e. g iving re a l-tim e  tra ffic  p rio rity  over non rea l­
tim e tra ffic  when congestion occurs.
• Replace the basic FIFO queuing mechanism in the routers w ith  packet forwarding 
strategies capable of discrim inating between the two tra ffic  classes (rea l-tim e  and 
non rea l-tim e ).
The In ternet Engineering Task Force (IETF) has defined two In ternet architectures 
fo r supporting QoS -  the Integrated Services (IntServ) architecture and the 
D iffe rentia ted Services (D iffServ) architecture. In both these architectures, there is a 
c lear d istinction between edge and core routers and the ir functionalities -  edge 
routers perform  packet classification/m arking, admission contro l and policing: core 
routers perform  packet-fo rw ard ing services only. Table 3 -2  gives a succinct 
description of how the various QoS components are implemented in IP.
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QoS component The IP approach (IP QoS models)
Integrated Seiwices Differentiated Services
Flow specification T _ S p e c  and R _ S p e c  (in RSVP) Type of Service (ToS) field
Routing deteiTnination QoS routing, Constraint Based Routing (CBR)
Resource reservation RSVP N/A
Admission control Token bucket
Packet scheduling Preferential queuing schemes (WFQ, PQ, etc.)
Policing mechanism Token bucket
Table 3 -2  QoS components implementation in IP-based networks.
3.3  In tegra ted  Services (In tS erv)
The Integrated Services (IntServ) architecture is a fram ework developed w ithin the 
IETF to provide individualised quality o f service guarantees to individual application 
sessions [B rad94 j. It is a reservation-based QoS architecture, designed to guarantee 
fa ir sharing of resources (both link bandwidth and router buffers) among users by 
dynamically contro lling and managing the bandwidth via resource reservation and 
admission control. It uses the Resource reSerVation Protocol (RSVP) [Brad97] as the 
signalling mechanism for specifying an application’s QoS requirements and identifying 
the packets to which these requirem ents apply.
The two key features of the IntServ architecture are:
• Reserved resources. A rou ter is required to know what amounts of its resources 
(link bandwidth and buffers) are already reserved for on-going sessions and 
therefore how much is le ft available to be allocated.
• Call setup. A session requiring QoS guarantees must firs t be able to reserve 
suffic ient resources at each network router on its source-to-destina tion  path to 
ensure that its end -to -en d  QoS requirem ent is met. This call setup (also known as 
call admission) process requires the participation of each router on the path. Each 
router must determine the local resources required by the session, consider the 
amount o f its resources that are already committed to other on-going sessions, 
and determine whether it has suffic ient resources to satisfy the per-hop QoS 
requirement of the session at th is rou te r w ithout violating local QoS guarantees 
made to already admitted session.
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The building blocks relevant to the IntServ approach are resource reservation, 
admission control, tra ffic  classification, tra ffic  policing and queuing and scheduling. 
The IntServ architectural fram ework is shown in Fig. 3 -3 .
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IntServ domain 
consisting of 
core routers
Boundarv nodes
>R1 *. CR1-----V
Explicit per-flow 
admission control 
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Per-flow signaling 
Per-flow resource 
reservation
(at each node) 
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Per-fiow resource 
reservation 
Per-flow state 
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RSVP PATH message 
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Edge routers
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Fig. 3 -3  The IntServ architectural framework.
In order fo r a rou te r to determine whether or not its resources are suffic ien t to meet 
the QoS requirements of a session, that session must f irs t declare its QoS 
requirement, as w ell as characterize the tra ffic  that it w ill be sending into the 
network, and fo r which it requires a QoS guarantee. The signalling en tity  R_Spec (R 
for reserved) defines the specific QoS being requested by a connection: T_Spec (T  
for tra ffic ) on the other hand characterises the tra ffic  the sender w ill be sending into 
the network, or the rece iver w ill be receiving from  the network. Both these entities 
are encompassed in an entity called the FlowSpec. A session's FlowSpec must be
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carried to the routers at which resources w ill be reserved fo r the session. The RSVP 
protocol is cu rren tly  the signalling protocol o f choice fo r th is purpose [W roc97a].
A  session (application) is only allowed to send its data once its  request fo r resources 
is granted. I t  is also im portant that granting a request must not be at the expense of 
other commitments already in place. A  successful reservation request results in 
installation o f states at RSVP-aware nodes. As long as the application honours its 
tra ffic  profile , the netw ork meets its  service commitments by maintaining p e r-flo w  
state and using advanced queuing and scheduling disciplines.
3.3.1 The Resource reSerVation Protocol (RSVP)
RSVP is the signalling protocol used in the IntServ model by a host on behalf o f 
applications to reserve netw ork resources (bandwidth and buffer space) fo r the ir data 
flows. RSVP requests are carried through the network, v is iting  each node along the 
routed path used to ca rry  the flow. A t each node (router), RSVP attempts to reserve 
resources fo r the particu lar flow . Hence, to implement RSVP, RSVP software must run 
in the hosts (senders and receivers) and the routers. It is also a flow -based protocol 
i.e. classification is done on each and every flow . Resources reserved need to be 
refreshed w ith in  a specified time lim it -  otherw ise the resources are released upon 
the exp iry  o f th is  time interval. Th is is also known as a ‘s o ft-s ta te ’ reservation. The 
two key characteristics of RSVP are:
• I t  provides reservation fo r bandwidth in m ulticast applications such as audio/video 
conferencing and broadcasting. It is also used fo r unicast tra ffic  but unicast 
requests are handled as a special case.
• It is rece ive r-o rien ted  i.e. the rece iver o f the data flow  in itia tes and maintains the 
resource reservation used fo r that flow .
There are two main components of RSVP -  the packet c lassifier and the packet 
scheduler installed on the host to make QoS decisions about the packets sent in by 
applications. The communications among various components existing in an RSVP- 
enabled host and rou ter is as shown in Fig. 3 -4 . RSVP reserves bandwidth and 
advises the netw ork on the correct queue management and packet discard policies. 
RSVP-enabled routers w ill then invoke the ir admission control and packet-scheduling 
mechanisms based on the QoS requirements. The admission contro l module decides 
whether or not there are enough resources loca lly  to grant the reservation w ithout 
v io lating resources already committed to existing connections. The packet-scheduling
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module is a key component because this is the module that manifests the d iffe ren t 
services to d iffe ren t flows.
RSVP
process RSVPprocess
Application Policy
controlPolicy
control
Routing
process
Admission
control
Admission
control
Router
Fig. 3 -4  Interaction between the d iffe ren t RSVP components.
RSVP firs t queries the local decision modules to find out whether the desired QoS can 
be provided (this may involve resource-based decisions as w ell as po licy-based 
decisions). It then sets up the required parameters in the packet c lassifier and the 
packet scheduler. The packet c lassifier implements the process of associating each 
packet w ith  the appropriate reservation so that it  can be handled correctly . Th is 
classification is done by examining the packet header. The packet c lassifie r also 
determines the route of the packet based on these parameters. The scheduler makes 
the forward ing decisions to achieve the desired QoS. In case the link layer at the host 
has its own QoS management capability, then the packet scheduler negotiates w ith  it  
to obtain the QoS requested by RSVP. In the other case, fo r example, when the host is 
using a leased line, the scheduler itse lf allocates packet transmission capacity. I t  may 
also allocate other system resources like CPU time, buffers, etc.
Two basic messages used in RSVP are the PATH and RESV messages. A  PATH 
message is in itia ted by the sender and is addressed d irectly  to the destination. It sets 
up state along the path to be followed by the application packets from  the sender to 
the specified destination. This path is determ ined by the underlying routing protocol. 
A  PATH message includes inform ation such as the previous hop (the previous RSVP-
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aware en tity  on the path), the sender’s T_Spec and ADSPEC (the advertising 
specification used to capture the path characteristics). A t each rou te r along this path, 
a local RSVP en tity  updates these parameters in its memory and amends some of the 
inform ation carried by the PATH message.
Upon receiv ing the PATH message, the rece ive r w ill decide w hether or not to 
actually receive the data from  the sender. Should it w ish to continue w ith  the session 
the rece iver constructs a RESV message based on the advertisem ent inform ation 
carried by the PATH message and sends th is  message back towards the sender along 
the path already set-up. Routers along the path w ill then invoke the ir RSVP processes 
and reserve the required resources extracted from  the rece iver’s RJSpec inform ation 
contained in the RESV message. When the rece ive r has successfully reserved 
resources over the entire path, a success message is returned. The same RESV 
message is sent about once every 30s should the receiver w ish to reta in the 
reservation. I f  any one rou ter re jects the reservation, the request is denied and an 
e rro r message is generated. Resources already reserved at interm ediate nodes w ill 
then be released.
RSVP is not a routing protocol and it  does not perform  its own routing. L ike  any other 
IP tra ffic , i t  re lies on the underlying IP routing protocols to determ ine the path fo r 
both its data and contro l tra ffic . As the routing inform ation adapts to netw ork 
topology changes (due to link or rou te r fa ilure), RSVP reservations are carried over 
to the new path calculated by the routing protocols. This f le x ib ility  helps RSVP to 
function e ffec tive ly  w ith  current and fu ture unicast or multicast routing protocols. It is 
specially suited fo r m ulticast applications -  RSVP scales to ve ry  large m ulticast 
groups because it  uses rece ive r-o rien ted  reservation requests that merge as they 
progress up the m ulticast tree. I f  the RESV message arrives at a rou te r where the 
desired QoS reservation (or one greater) is already in place fo r another rece iver in 
the same m ulticast group, then the RESV message need not trave l any further. The 
two (or more) receivers can share the reservation.
3.3.2 IntServ service classes
In terms of QoS support, IntServ defines tw o classes of service, in addition to the 
existing Best E ffo rt (BE) service -  Guaranteed Services (GS) [Shen97] and Controlled 
Load Services (CLS) [W roc97b]. A  typ ica l service architecture is illustra ted in Fig. 3 -  
5.
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Fig. 3 -5  IntServ service architecture.
Typ ica lly , the total capacity is divided up in some proportion to accommodate the 
three d iffe ren t service classes. I t  is also possible fo r the capacity to be allocated only 
to GS and CLS, in which case BE tra ffic  is allocated whatever capacity is le ft over 
w ith  a d is tinct possib ility  o f being dropped when there is congestion. By restric ting  
the shares of GS and CLS as shown above, BE tra ffic  always has the possib ility  of 
getting through. In th is case, BE w ill also be allocated imused capacity of Cos and
CcLS-
3.3.2.1 Guaranteed Services ( GS)
GS guarantees firm  (mathematically provable) bounds on the maximum end-to -end  
packet delay by reserving a rate at each router. I t  guarantees that packets w ill arrive 
w ith in  the requested de livery tim e and w ill not be discarded due to queue overflows 
(provided the flow ’s tra ffic  conforms to the specified tra ffic  parameters). Th is service 
is designed fo r applications requiring fixed  amount of delay.
Each rou te r characterises the GS service fo r a flow  by allocating bandwidth, R  and 
bu ffe r space, B  that the flow  may consume. A  flow  conform ing to a token bucket of
rate r  and depth b w ill have its delay bounded by ^  provided that R > r. Two e rro r
term s C and D, introduced to account fo r deviations and factors such as packetisation 
effects, are taken into account to achieve a more accurate bound on the end-to -end  
delay fo r a GS flow. Th is is given by
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^  ( f o r p > R > r )  (Eq. 3.1)
D e l a y + D,TyP  (fo r R > p > r) (Eqn. 3.2)
where Ctot and Dtot represent the cumulative sum of the e rro r terms fo r each rou ter 
along the end-to -en d  path.
GS tra ffic  must be policed at the netw ork access points to ensure conformance to the 
T_Spec. Non-conform ing packets are usually forwarded as BE tra ffic . GS also 
requires tra ffic  shaping and any packets fa iling th is  process w ill be forwarded as BE 
tra ffic .
3.3.2.2 Controlled Load Services ( CLS)
CLS allocates resources such that a high proportion o f tra ffic  using th is service w ill 
experience conditions ve ry  close to an uncongested network. CLS aims to emulate a 
ligh tly  loaded network although the netw ork as a whole may in fact be heavily loaded. 
In other words, the session may assume that a "very  high percentage" of its  packets 
w ill successfully pass through the rou te r w ithout being dropped and w ill experience a 
queuing delay in the rou te r that is close to zero. An im portant d ifference between CLS 
and BE is that CLS does not noticeably deteriorate as the netw ork load increases and 
regardless of the level o f load increase. BE on the other hand w ill experience 
progressively worse service as the netw ork load increases. However, CLS makes no 
quantitative guarantees about performance -  it  does not specify what constitutes a 
"very high percentage" of packets or what quality o f service c losely approximates 
that o f an unloaded netw ork element. Th is service is more suited to applications w ith  
probabilistic delays.
CLS also requires tra ffic  policing. N on-conform ing CLS flows must not be allowed to 
affect the QoS offered to conform ing CLS flows or to unfa irly a ffect the handling of 
BE tra ffic .
3.3.3 Implementation issues of IntServ
The IntServ/RSVP architecture presents an interesting solution to the QoS problem in 
IP networks. However, this architecture suffers from  several drawbacks -  the most
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prevalent being concerns about its  scalability. Th is  issue is raised because IntServ 
requires that routers maintain and process data and contro l state fo r every active 
flow  in the router. The service d iffe ren tia tion  mechanism in an IntServ router applies 
to individual packet flows. Hence the rou te r is responsible fo r identify ing  the flow  to 
which a packet belongs (classify ing), provid ing certain delay dateline or rate to a flow  
(scheduling), managing bu ffe r by allocating buffers to a flow  and shaping/policing 
tra ffic  to contro l certain tra ffic  characteristics of a flow . Having to maintain state fo r 
the QoS requirem ents of each individual flow  at every rou ter increases the individual 
rou te r’s computational processing and memory consumption in d irect proportion to 
the number of separate reservations to be accommodated. When considering the 
In ternet WAN where m illions of application flows exist, th is problem  is fu rther 
exacerbated. W ith the development and subsequent deployment o f Gigabit and Terab it 
links capable of carry ing m illions o f active flows simultaneously, designing and 
building a com paratively fast IntServ rou te r is not a tr iv ia l task.
One o f the most basic o f the implementation issues is that routers and hosts in an 
IntServ netw ork architecture need to be upgraded to support the necessary software 
implementation fo r RSVP. T h is  is indeed a significant undertaking fo r a global in ternet 
proportions and defin ite ly  adds to the scalab ility  concerns above. IntServ is an end- 
to -end  architecture i.e. i t  requires the co-operation  between netw ork providers in 
order to provide an e nd -to -e n d  service guarantees. The In te rne t is made up of 
thousands o f autonomous domains connected together in a h igh ly hierarchical 
structure. The reluctance of an ISP to implement the architecture in the ir domain 
would understandably deter o ther ISPs from  implementing it  themselves. This is 
because resource reservation is a waste of capacity i f  it  is not co-ord ina ted  all the 
way between sender and rece iver, which may ve ry  well be separated by at least two 
i f  not more domains.
Another im portant concern deals w ith  po licy -con tro l issues, which basically 
addresses the issue of who is authorised to make reservations and encompasses 
provisions to support access contro l and accounting. Mechanisms are needed to ve rify  
who can access the d iffe ren t leve l of services on offer. These mechanisms w ill need 
to encompass policy specification (language/schema to describe the po licy rules and 
protocols to distribute these rules), po licy decision (receiving and processing 
requests, and contro lling and m onitoring access to resources) and po licy enforcement 
(implementing po licy decisions).
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Finally, the IntServ fram ew ork provides fo r a small number o f p re-specified , 
in flex ib le  service classes. Th is particu lar set o f service classes does not allow fo r 
more qualitative o r re la tive  defin itions of service distinctions (e.g., "Service class A 
w ill receive preferred treatm ent over service class B."). These more qualitative 
defin itions m ight w e ll be tte r f i t  our in tu itive  notion of service d istinction (e.g., firs t 
class versus economy class in a ir travel; "platinum" versus "gold" versus "standard" 
credit cards).
Based on these arguments we believe that the IntServ QoS architecture is an 
excellent proposition but only in a small, tig h tly  contro lled and co-ord inated netw ork 
environment where the issues of scale are fa r less critica l. M ultimedia applications 
run w ith in  smaller, private networks are the most like ly  to benefit from  the 
deployment of IntServ/RSVP. The inadequacies of RSVP scaling and lack of p o licy - 
contro l may be more manageable w ith in  the confines o f a smaller, more controlled 
netw ork environment than in the expanse of the global Internet.
3.4 D iffe re n tia te d  Services (D iffS erv)
The D ifferentiated Services (D iffServ) approach is intended to provide scalable and 
flex ib le  service d iscrim ination w ithout the signalling overhead or significant changes 
to in ternet in frastructure as required by the IntServ/RSVP architecture. Th is  approach 
aims to provide the ab ility  to handle d iffe ren t ‘classes’ o f tra ffic  in d iffe ren t ways 
w ith in  the Internet. The need fo r scalability arises from  the fact that hundreds of 
thousands simultaneous source-destination tra ffic  flows may be present at a 
backbone rou te r o f the Internet. The need fo r fle x ib ilty  arises from  the fact that new 
service classes may arise and old service classes may become obsolete. The D iffServ 
architecture is flex ib le  in the sense that it  does not define specific services or service 
classes (e.g., as is the case w ith  IntServ). Instead, the D iffServ architecture provides 
the functional components, i.e., the "pieces" o f netw ork architecture, w ith  which such 
services can be built.
The D iffServ architecture is a reserva tion-less QoS architecture [B lak98]. It provides 
d iffe rentia l treatm ents to a consolidation o f flow s where tra ffic  is summarised into 
aggregate groups or classes throughout the network. This approach consists of 
marking packets by setting bits in the packet header, specifica lly the Type of Service 
(TOS) fie ld in the IPv4 packets and the T ra ffic  Class fie ld  in IPv6 packets. The TOS 
byte structure is as shown below where the f irs t three bits represent the Precedence
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bits and can be used to indicate need fo r a low  delay or high throughput or low loss 
rate service. MBZ is the M ust Be Zero bit.
0 1 2 3 4 5 6  7
Precedence TOS MBZ
This byte is renamed to DS fie ld  in D iffServ and has the fo llow ing structure.
0 1 2 3 4 5 6 7
DSCP cu
The firs t six bits o f the DS fie ld  is known as the D ifferentia ted Services Code Point or 
DSCP [N ich98]; the last two bits are currently  unused (CU). By setting these bits 
appropriately, d iffe ren t services requiring d iffe ren t treatm ent w ill be ‘tagged’ w ith  
d iffe ren t p rio rity  levels. Th is d iffe rentia tion  allows the netw ork (routers) to recognise 
the type o f service required and handle the packets accordingly, usually by some 
form  o f p rio rity  queuing management and packet scheduling schemes. Note that the 
key approach here is the use of packet headers to ca rry  inform ation required by 
these schemes, hence elim inating the need fo r signalling protocols to contro l the 
mechanisms that are used to select d iffe ren t treatm ent fo r the individual packets. As 
a result, the requirem ent fo r maintaining state inform ation at every node is reduced 
substantia lly -  the amount o f in form ation needed is now proportional to the number of 
services instead o f the number o f application flows, as is the case w ith  IntServ.
3.4.1 The architecture
The architectural fram ew ork of the D iffServ approach is as shown in Fig. 3 -6 . The 
fram ework consists of two sets o f functional elements:
• Edge functions: packet m arking (classification) and tra ffic  conditioning. These 
functions are implemented at the incoming edge of the netw ork 
(ingress) i.e. e ither at a D iffServ-capable host that generates 
tra ffic  or at the firs t D iffServ-capable rou te r that the tra ffic  passes 
through. Packets entering the netw ork w ill be marked i.e. the firs t 
six b its o f the DS fie ld  of the packet’s header is set to some value. 
The mark that the packet receives depends on the measured 
temporal properties of the flow  the packet belongs to and 
compared against a predefined tra ffic  profile . The mark identifies 
the class o f tra ffic  or more specifica lly the behaviour aggregate 
(BA) the packet belongs to. D iffe ren t behaviour aggregates w ill 
then receive d iffe ren t treatm ent o r service w ith in  the core
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netw ork (the D iffServ domain). A fte r being marked, the packet 
may be allowed en try  into the network immediately, delayed fo r 
some time before being forwarded or discarded altogether. Th is is 
perform ed by the tra ffic  conditioning function to ensure 
compliance w ith  the predefined profile.
• Core function: forwarding. When a D S-m arked packet arrives at a D iffS e rv - 
capable router, the packet is forwarded onto its  next hop 
according to the so -ca lled  per-hop behaviour (PHB) associated 
w ith  that packet's BA. The per-hop behaviour influences how a 
router's buffers and lin k  bandwidth are shared among the 
competing classes o f tra ffic . A  crucial tenet o f the D iffServ 
architecture is that a rou te r's  PHB w ill be based only on packet 
markings, i.e., the class o f tra ffic  to which a packet belongs. It w ill 
not distinguish packets based on source-destination address. In 
Fig. 3 -6 , packets from  H4 destined to H2 have the same marking 
as packets from  H 6 to H3. Since the packets have the same 
m arking i.e. they belong to the same BA, core rou te r 2 (CR2) w ill 
trea t the packets as an aggregate, w ithout distinguishing whether 
the packet orig inates from  H4 or H6. The im plication o f this 
approach is that the core routers w ill no longer need to keep state 
inform ation fo r source-destination pairs -  an im portant 
consideration when meeting the scalability requirement.
In essence, the D iffServ architecture defines three main components -  the tra ffic
classifiers, which select packets and assigns the ir DSCP values, the tra ffic
conditioners, which marks and enforces rate lim itations and the PHBs, which enforces 
d ifferentia ted packet treatments.
Before d ifferentia ted services can be extended across a D iffServ ne tw ork domain, a 
service leve l agreement (SLA) is f irs t  established between the subscriber and the 
netw ork/serv ice  provider. The SLA basically establishes the po licy crite ria  and 
defines tra ffic  profiles. Among others, an SLA contains policies such as m onitoring 
provisions, b illing  and accounting agreements and availability levels. However one 
key subset o f the SLA is the tra ffic  conditioning agreement (TCA). The TC A defines 
tra ffic  pro files, performance m etrics (e.g. throughput, latency and drop probability) 
and instructions on how both in -  and o u t-o f-p ro file  packets (w ith respect to the
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agreed tra ffic  pro file ) are to be handled. The contents o f the SLA, especially the TCA, 
w ill be used by both the subscriber, when submitting tra ffic  to the netw ork and the 
netw ork/service provider when handling the submitted tra ffic .
Boundary nodes
DiffServ domain 
or core nodes 
consisting of 
core routers
HI
R1 CR
1
CR
3 R4
Boundary nodes
Per-flow 
classifier, 
marker and 
policing
(at each node) 
PHB 
impiementation
Fig. 3“ 6 The D iffServ architectural framework.
3.4.1.1 T ra ffic  classifica tion
T ra ffic  classification is an important function to be undertaken at the D iffServ 
network point o f entry (ingress). The purpose of this function is to iden tify  packets 
belonging to a certain class that may receive d ifferentiated services. From the 
classification result, tra ffic  p ro file  and the corresponding policing, marking and 
shaping rules of the incoming packets can be derived. Packet classification is done by 
the packet classifier. The classifier selects packet based either on the DSCP only or a 
combination o f one or more header fields. The f irs t o f these classifiers is known as 
the BA classifier and the second the M u lti-F ie ld  (MF) classifier. Once the packets are 
classified, they are steered to the appropriate marking function where the DS fie ld 
value of the packets is set accordingly.
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3,4.1.2 T ra ffic  conditioning
A tra ffic  conditioner is an entity  that applies some tra ffic  control function to incoming
packets to ensure the tra ffic  flow  adheres to  the TCA rules. These functions include-
• M arking i.e. setting the DSCP in a packet that has already been classified, based 
on w e ll-de fined  rules.
• M etering which compares the incoming packets w ith  the negotiated tra ffic  p rofile  
and determ ine whether the packet is w ith in  the negotiated tra ffic  p ro file  or not. It 
w ill then decide whether to re -m ark , forw ard, delay or drop a packet even though 
the actual decision on what to do to a packet is not defined in the D iffServ 
architecture. The aim is to make the D iffS erv components flex ib le  enough to 
accommodate a wide and constantly evolving set of services.
• Shaping which delay packets w ith in  a tra ffic  stream to cause the stream to 
conform to the negotiated tra ffic  profile .
• Policer/dropper, which discards packets based on specified rules e.g. when the 
tra ffic  stream violates the negotiated tra ffic  profile .
A  logical v iew  of these components is shown in Fig. 3 -7 .
Traffic Conditioner Per Hop Behaviour
Buffer management 
(per class)
Boundary node Interior node
TCA SLA
Marker
Meter
Classifier Shaper/
Dropper
Classifier
Fig. 3 -7  Logical v iew  o f D iffServ components.
3A. 1.3 D iffS e rv  PHBs
The th ird  set o f D iffServ functional element is the packet forw ard ing function 
perform ed by the core D iffServ-capable routers. This forwarding function known as 
the Per Hop Behaviour (PHB) is defined as " a description o f  the ex te rna lly  observable
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fo rw a rd ing  behaviour o f  a D iffS e rv  node applied to a p a rticu la r D iffS e rv  behaviour 
aggregate." There are several im portant considerations embedded w ith in  this
defin ition:
• A  PHB can resu lt in d iffe ren t classes of tra ffic  (i.e., tra ffic  w ith  d iffe ren t DS fie ld 
values) receiving d iffe ren t perform ance (i.e., d iffe ren t exte rna lly  observable 
forw ard ing behaviour).
• W hile a PHB defines d ifferences in performance (behaviour) among classes, it 
does not mandate any particu lar mechanism fo r achieving these behaviours. As 
long as the externally observable performance crite ria  are met, any
im plementation mechanism and any buffer/bandw idth allocation po licy can be 
used. For example, a PHB would not require that a particu lar packet queuing 
discipline, e.g., a p rio rity  queue versus a w e igh ted -fa ir-queu ing  queue versus a 
firs t-c o m e -firs t-s e rv e d  queue, be used to achieve a particu lar behaviour.
• D ifferences in performance must be observable, and hence measiu'able.
An example of a simple PHB is one that guarantees that a given class of marked 
packets receives at least x%  o f the outgoing link  bandwidth over some interval of 
time. Another PHB m ight specify that one class o f tra ffic  w ill always receive s tric t 
p r io r ity  over another class o f tra ffic  -  i.e. i f  a high p rio rity  packet and low  p rio rity  are 
present in a router's queue at the same time, the high p r io r ity  packet w ill always 
leave firs t.
D iffServ defines a base set o f PHBs. These PHBs are in turn defined by a set o f
forward ing behaviour that each rou te r along the path adheres to i.e. each PHB would
correspond to a particu lar fo rw ard ing treatm ent given to the packets, implemented by 
means of bu ffe r management and packet scheduling mechanisms. There are currently 
three proposed PHBs:
• The Default (DE) PHB is equivalent to the b e s t-e ffo rt forwarding already existing 
in today’s IP networks. Packets marked w ith  this service are sent into the network 
w ithout adhering to any particu lar ru les and the network w ill de live r as many of 
these packets as possible as soon as possible w ithout any performance 
guarantees.
• The Expedited Forwarding (EF) PHB specifies that the departure rate of a class of 
tra ffic  from  a router must equal or exceed a configured rate [D avi02]. That is, 
during any interval of time, the class o f tra ffic  can be guaranteed to receive 
enough bandwidth so that the output rate of the tra ffic  equals or exceeds this
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minimum configured rate. Note that the EF PHB implies some form  of isolation 
among tra ffic  classes, as th is guarantee is made independently of the tra ffic  
in tensity of any other classes that are arriv ing  to a router. Thus, even if  the other 
classes o f tra ffic  are overwhelm ing rou te r and link resources, enough of those 
resources must s till be made available to the EF class to ensure that it  receives 
its minimum rate guarantee. I t  assures bandwidth availab ility  regardless of the 
number of flows sharing the link. EF PHB thus provides a class w ith  the simple 
abstraction of a link  w ith  a minimum guaranteed link bandwidth. I t  can be used to 
build an end -to -en d  service that requires low  loss, low  delay, low  jit te r  and 
assured bandwidth service (also known as premium service). I t  essentially 
emulates a v irtua l leased line.
• The Assured Forwarding (AF) PHB is more complex [H ein99]. AF PHB divides 
tra ffic  into four classes, where each AF class is guaranteed to be provided w ith  
some minimum amount o f bandwidth and buffering. W ithin each class, packets are 
fu rthe r partitioned into one of three "drop preference" categories. When 
congestion occurs w ith in  an AF class, a rou te r can then discard (drop) packets 
based on the ir drop preference values. Low  drop precedence packets are 
protected from  loss by pre fe ren tia lly  discarding higher drop precedence packets. 
By varying the amount of resources allocated to each class, an ISP can provide 
d iffe rent levels o f performance to the d iffe rent AF tra ffic  classes.
Because there are only three PHBs or tra ffic  classes, only the f irs t three bits of the 
DSCP are needed to denote the tra ffic  class a packet belongs to; the remaining three 
bits are set to zero. Out o f the firs t three bits, the firs t two are actually used to 
denote the tra ffic  class. This is then used to select the appropriate queue (each tra ffic  
class is allocated its  own queue at the output port). The th ird  b it is used to indicate 
the drop preference inside each queue/class.
As mentioned previously, the D iffServ architecture only defines the DS and PHB 
fie lds of a packet header. I t  does not mandate any specific implementation 
mechanisms in order to achieve the service differentiation. The service provider w ill 
have the responsib ility  and fle x ib ility  to implement appropriate tra ffic  handling 
mechanisms that best f i t  the specific service d iffe rentia tion  they w ish to offer. These 
tra ffic  handling mechanisms are basically tra ffic  filte rin g  (classification), queue 
management and packet scheduling mechanisms. Hence careful design of these
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mechanisms is needed to ensure the desired service(s) is achievable while keeping 
the design as simple as possible.
3.4.2 Implementing EF PHB
EF PHB has the goal o f providing low  loss, low  latency, low jitte r, assured bandwidth 
service on an end -to -end  basis. Th is  PHB is sometimes called the premium service. 
To achieve this, nodes that implement EF PHB must ensure that at each transit node, 
the EF aggregate’s maximum arriva l rate is less than its (the aggregate) minimum 
departure rate; th is ensures the a rriv ing  aggregate w ill see no or ve ry  small queue. 
This guarantee must hold irrespective of the in tensity o f any other tra ffic  transiting 
the node. The EF service is specified by the required peak b it rate o f a specific flow  
(or a flow  aggregate). The users’ contractual responsib ility  is to ensure the ir tra ffic  
not to exceed this peak rate; otherw ise the excess tra ffic  w ill not be transm itted i.e. 
dropped. The network, on the other hand, commits to make available the required 
bandwidth when compliant tra ffic  is sent. A lte rna tive ly , if  there are excess resources 
in the netw ork (as in the case where the netw ork was over-provis ioned fo r example), 
excess tra ffic  can be allowed through and the users w ill be charged accordingly.
Three parameters are used to define EF service -  the minimum rate at which EF 
packets should be served regardless of other tra ffic , the maximum or peak rate and 
the burst size to allow fo r some slack in the peak rate allocation in order to tolerate 
transient bursts. Tw o components are thus needed -  peak rate allocation at each node 
traversed and peak rate enforcement at the nodes (conditioning) to ensure compliance 
of the users’ tra ffic  to the contract. The simplest and most e ffic ien t way o f allocating 
peak rate is to use P rio rity  Queue (PQ) served in a Round Robin (RR) fashion. 
A lte rna tive ly, Weighted RR (WRR) o r P rio rity  RR (PRR) can be used. W ith WRR, the 
re la tive weight assigned to the queue determ ines the proportion of output bandwidth 
the queue is served w ith. W ith PRR, the PQ is served as long as it  contains a packet 
to be forwarded. A  single queue is allocated to  the EF tra ffic  and th is queue’s share of 
the output bandwidth must be provisioned to be at least the EF contracted rate.
Maximum rate and burst size can be enforced using leaky-bucke t type tra ffic  
conditioner. While it  is important to serve the EF tra ffic  immediately upon arriva l at a 
queue, i t  is also im portant to ensure that th is tra ffic  in flic ts  only minimal damage on 
other tra ffic . High p rio rity  tra ffic  served in a pre-em ptive  manner can potentia lly 
seriously in te rrup t the forwarding o f low er p rio rity  tra ffic . By enforcing the maximum
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rate and burst size, offending EF tra ffic  (i.e. those exceeding these rates) w ill be 
detected and these w ill be discarded by the network. A  sequence of DS-com pliant 
nodes implementing the EF PHB can be used to o ffe r end -to -en d  service.
3.4.3 Implementing AF PHB
Implementing AF PHB is a more involved process, even though the general idea 
behind th is particu lar PHB is to pre ferentia lly  drop n o n -p rio rity  packets in times of 
congestion. Several proposals have been made w ith  respect to implementing this 
PHB. These proposals focus on achieving e ither one of the fo llow ing goals:
• Protecting the netw ork from  unnecessary packet loss.
• Protecting p rio rity  packets from  an a rb itra ry  a rriva l of p rio rity  and n o n -p rio rity  
packets.
AF PHB defines a group of four independently forwarded PHB classes. W ithin each 
class, each packet may be assigned to one of three d iffe ren t levels o f drop 
precedence (DP). The AF PHB structure is shown in Fig. 3 -8 . The three DP levels 
are also commonly re fe rred  to in terms of colours -  green fo r DPO (lowest p rio rity ), 
ye llow  fo r D P I (medium p rio rity ) and red fo r DP2 (highest p rio rity ). During periods of 
long-te rm  congestion, the DP level defines the re la tive  importance of a packet w ith in  
a particu lar AF class i.e. a packet assigned to a high DP means it  is h ighly like ly  to be 
dropped during congestion.
t Low DP (Green) Medium DP (Yellow) High DP (Red)Class 1 A F ll (001010) AF12 (001100) AF13 (001110)
Class 2 AF21 (010010) AF22 (010100) AF23 (010110)
Class 3 AF31 (011010) AF32 (011100) AF33 (011110)
Class 4 AF41 (100010) AF42 (100100) AF43 (100110)
Increase drop priority
Fig. 3 -8  S tructure of AF PHB group w ith  the allocated code-points.
The AF PHB group defin ition in [Hein99] contains the specifications required in order 
fo r a D iffServ node to support AF PHB. These specifications are:
• Packets in one AF class must be forwarded independently o f packets in other AF 
classes.
• A  D iffServ node must not aggregate two or more AF classes together.
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• A  D iffServ mode must allocate a configurable, minimum amount o f forwarding 
resources (buffer size and bandwidth) to each AF class implemented.
• An AF implementation must specify how access resources are shared between the 
AF classes.
• W ithin an AF class, a D iffServ node must not forward a packet w ith  a smaller 
p robab ility  i f  it  contains a drop precedence value p  than i f  i t  contains a drop 
precedence value 9 when p<q.
• W ith in each AF class, a D iffServ node must accept all three drop precedence 
code-poin ts and they must y ie ld at least two d iffe ren t levels of loss probability. I f  
only two d iffe ren t drop precedence levels are implemented the code-poin ts AFx2 
and AFx3 shall be combined to the higher drop precedence level.
• A  D iffS erv node must not reo rder packets o f the same m ic ro -flo w  when they 
belong to the same AF class regardless of the ir drop precedence.
• An AF implementation must attem pt to minimize long-te rm  congestion w ith in  each 
class by dropping packets, while  handling sho rt-te rm  congestion by queuing 
packets to accommodate bursts.
The AF PHB can be implemented using separate buffers w ith  p re -de fined  size and 
bandwidth allocation fo r each of the AF class. Packets are divided into buffers based 
on the ir AF class code-poin ts i.e. the packets are e ffective ly  ‘coloured’ by the m arker 
function o f the ingress node. The use o f active queue management scheme such as 
Random Early  Detection (RED) [F loy93 ] and/or its  variants is required to handle both 
sho rt- and long -te rm  congestion. Each DP is allocated a certain congestion level 
threshold, which when exceeded w ill cause packets to be dropped according to some 
probabilistic value. Hence the three DP of each class can be implemented by having 
three non-overlapping REDs fo r each buffer. Th is approach of having m ultiple sets of 
RED parameters applied against d iffe ren t coloured packets in the same queue is also 
called M u lti- le v e l RED or MRED.
3.4.4 DiffServ implementation strategies
The goal o f D iffServ is to provide a p la tform  fo r controlled used of network 
resources. Th is contro l can be given to  the users i.e. the users can m ark the ir own 
packets. The control can also be given to the network via the use o f in te lligen t agent 
having intimate knowledge of the ne tw ork resources. One problem w ith  user contro l 
is that it  is unreasonable to expect them to keep track of resources used and what’s 
available. The use of an in te lligen t agent is much more efficient.
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The ultimate goal o f ne tw ork QoS support is to provide users and applications w ith  
high quality data de livery services. However, from  a router's  v iew  point, QoS support 
is made o f three basic parts: defin ing packet treatm ent classes, specifying the amount 
of resources fo r each class, and sorting all incoming packets into the ir corresponding 
classes. D iffse rv e ffo rt addresses both the firs t and th ird  issues above: it  specifies 
tra ffic  classes as w ell as provides a simple packet classification mechanism -  routers 
easily sort packets into the ir corresponding treatm ent classes by the TOS value, 
w ithout having to know which flow s or what types of applications the packets belong 
to.
Resources w ith in  a D iffServ domain are norm ally sta tica lly  allocated. Th is is the most 
logical approach since SLA’s are typ ica lly  static in nature. The netw ork provider 
would perform  netw ork management actions to configure or provision the netw ork in 
order to provide the required resources and thus the service guarantees. Access to 
these resources however is not contro lled -  the D iffServ architecture does not 
specify an admission contro l mechanism. T ra ffic  policing, shaping and scheduling at 
D iffServ edge routers are the only methods of contro lling  tra ffic  inside the domain.
However th is approach does not guarantee the most e ffic ien t use of the resources.
A  Bandwidth B roker (BB) can be introduced to address the second issue by keeping !
track of the current allocation o f marked tra ffic  and in terpre ting  new requests in the ;
ligh t of the policies and current allocation, A  BB w ill be in charge o f both the internal i
affa irs and external re lations regarding resource management and tra ffic  control.
Internally, a BB may keep track o f QoS requests from  individual users and j
I
applications, as necessary, and allocate internal resources according to the domain's i
specific resource usage policies. In th is sense it  acts as an admission contro ller. i
E xterna lly, a BB w ill be responsible fo r setting up and maintaining b ilateral service I
agreements w ith  the BBs o f neighbouring domains to assure QoS handling of its  
border-crossing  data tra ffic . The BB architecture is shown in Fig. 3 -9 . j
The Bandwidth B roker (BB) is an agent responsible fo r allocating preferred service to 
users as requested, and fo r configuring the netw ork routers w ith  the correct 
forward ing behaviour fo r the defined service. Essentially, it  is an entity  in charge of 
managing resource in an D iffS erv adm inistrative domain. A  BB is associated w ith  a 
particu lar trus t region, one per domain. A  BB has a database that acts as the central 
repos ito ry  of users/SLA data, resources and domain topology. The server is
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responsible fo r authenticating and granting/denying resources to requesting users 
both w ith in  and outside its  domain. I t  is also responsible fo r tracking the available and 
allocated bandwidth resources and updating the database when necessary. It also 
negotiates w ith  adjacent BBs to establish cross-dom ain bila tera l SLAs. The server 
also configures the routers to de live r a particu la r service to flows. The two clients 
are typ ica lly  Command Line Interfaces (OLD through which a user can establish an 
SLA (SLA client) or request resources (Resource A llocation Request, RAR, client).
DiffServ domain
To other BBs DatabaseBB server
Command
line
interfacesSLA a  RAR
Network
operator
GUI
Router
configuration
interface
SNMP
Client
Client
SNMPCR CR
CR SNMP
Fig. 3 -9  The Bandwidth B roker architecture.
When an allocation is desired fo r a particu lar flow , a request is sent to the BB. 
Requests include a service type, a ta rget rate, a maximum burst, and the time period 
when service is required. The request can be made by a user or it  m ight come from  
another region's BB. A  BB f irs t authenticates the credentials o f the requester, then 
verifies  there exists unallocated bandwidth su ffic ien t to meet the request. I f  a request 
passes these tests, the available bandwidth is reduced by the requested amount and 
the flow  specification is recorded. The BB configures the appropriate leaf rou te r w ith 
the inform ation about the packet flow  to be given a service at the tim e that the
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service is to commence. Th is configuration is "so ft state" that the BB w ill periodically 
refresh.
3 .5  Supporting In tS e rv in  a D iffS e rv  domain
Both IntServ and D iffServ approaches go beyond the best e ffo rt service model by 
defining some kind o f agreement between the users and the netw ork/service 
providers. From  this agreement, a ‘service p ro file ’ can then be bu ilt and classified 
according to a specific serv ice ’s spatial and temporal requirements. In terms of the 
spatial requirements, IntServ/RSVP provides the maximum detail -  the flow  to which 
the agreement applies is fu lly  specified from  the source to the destination and along 
the path taken. D iffServ, on the other hand, provides a more coarser approach -  a 
user may require all o r a fraction  of his tra ffic  to be given a better service than best 
e ffo rt. In terms of the tem poral requirements, again IntServ/RSVP provides a more 
flex ib le  approach -  dynamic agreements can be set up and released on demand 
depending on the need of the user. D iffse rv  supports a static agreement where the 
duration o f the agreement is defined on a contractual basis between the user and the 
service provider (in the form  of the SLA).
Although it  is clear the approaches taken by both IntServ and D iffServ are 
contrad ictory to each other, the two architectures can be complementary to each 
other. Existing alone, IntServ would defin ite ly  su ffer from  the scalability problems -  
although it  promises tig h tly  contro lled QoS on an end -to -en d  basis, its  processing 
overhead is just too much fo r an In ternet of a decent coverage. D iffServ on the other 
hand, only guarantees QoS on an aggregate basis (per class basis) -  there is no 
guarantee to the individual flow s making up the class.
However, by combining the advantages from  the tw o models, i t  is possible to build a 
scalable QoS architecture capable of delivering predictable service guarantees. 
D iffServ, w ith  its focus on the needs of large networks, can be deployed in high­
speed transit networks. A  hybrid  architecture consisting of peripheral domains 
(access networks) that are IntServ/RSVP aware interconnected by a D iffServ core is 
shown in Fig. 3-10.
The edge routers at the boundaries of the d iffe ren t netw ork regions would norm ally 
be dual-function -  a standard RSVP function, which interfaces the stub networks and 
a D iffServ function, which interfaces the transit network. The RSVP half is capable of
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processing all the RSVP signalling elements. The D iffServ ha lf functions as the 
admission con tro lle r into the D iffServ domain. In the simplest scenario, the admission 
contro l has inform ation regarding how much bandwidth has been used and how much 
is le ft available. Using this in form ation and the token bucket parameters in the RESV 
messages, the edge router is able to determ ine (w ith the assistance of the BB) 
whether o r not to perm it a new connection. I f  the request is accepted, the tra ffic  is 
then mapped to an appropriate PHB and its associated DSCP is marked in the packet 
header. It can be assumed that IntServ’s GS is mapped to EF PHB and CLS to the 
highest p rio rity  AF PHB.
DiffServ core
IntServ
domain
IntServ
domain
CR
RR CR RR
CR
ER
RSVP PATH 
(processed)
RSVP PATH 
(not processed)
RSVP PATH 
(processed)
RSVP RESV 
(processed)
RSVP RESV 
(not processed)
RSVP RESV 
(processed)
Edge Router CR Core Router RR RSVP Router
Bandwidth Broker
Fig. 3 -1 0  A rch itectura l fram ework fo r the hybrid In tS erv-D iffS erv network.
The signalling process fo r end -to -e n d  QoS is triggered by the sending host 
generating a PATH message. On its way towards the receiver, th is PATH message is 
only processed in the IntServ domains that it  passes through. A t the edge router 
straddling the boundaries, the PATH state is installed in the rou te r and the PATH 
message is carried through the D iffServ trans it ne tw ork un-processed.
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Upon receiv ing the PATH message, the rece iver generates a RESV message and this 
is sent back to the sender via the same path the PATH message took. The request 
may of course be re jected while it  is s till in the stub IntServ domain, according to 
standard IntServ admission control. A t the boundary, the RESV triggers admission 
control at the edge router. The rou te r compares the requested resources to the 
corresponding D iffServ service level. The request is approved when there are enough 
resources and the request fits  the SLA. The RESV message is adm itted into the 
D iffServ trans it and continues upstream towards the sender un-processed. Upon 
entering the IntServ stub again, normal IntServ processes resume until the RESV 
message reaches the intended sender. The RESV message term inates at the sender 
w ith  inform ation regarding the specified tra ffic  flow  and its corresponding D iffServ 
service level.
In the scenario described above, although the D iffServ netw ork is statically 
provisioned, there is now in place a more flex ib le  resource allocation mechanism. The 
use of BB means that resources w ith in  the D iffServ domain can be allocated more or 
less dynam ically depending on the demand put forward by the RSVP messages. This 
architecture provides the reach needed by IntServ w ithout the scalability problems. 
Note that the resource allocation is on per aggregate class basis -  not on standard 
IntServ p e r-flo w  granularity. Hence the sca lab ility  is s till maintained.
3.5.1 Scalability analysis
In this section, we carried out an analysis on the proposed architecture by comparing 
it  to that o f an IntServ/RSVP-only netw ork in term s of the ir scalability. The reference 
topology is as shown in Fig. 3 -11.
RSVP hostRSVP host
CR
RR
RR
CR
RR RSVP router CR Core router
Edge router
Fig. 3 -11  Reference network topology fo r IntServ/D iffServ scalability  analysis.
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W ith the IntServ approach, each active flow  would necessitate the same number of 
flow  state to be installed in all the routers in the cloud. Th is is not so when D iffServ 
replaces the IntServ cloud. W ith D iffS erv only the ER maintains the flow  state. 
However, there is an additional processing overhead imposed by the proposed 
architecture. The use of BB to perform  admission control requires a database to store 
an array representing the link usage.
The scalab ility  is evaluated against the requirem ents fo r memory use in the routers. 
From  [Mama99] the global memory requirem ent fo r an IntServ/RSVP-only 
architecture is calculated as fo llow s:
total _ mem^syp = ^ num _ flows  *  path  _  length
where
• bytef!ow_state ' amount o f memory needed to store flow  state inform ation (bytes)
• path_length '■ number o f routers traversed by the flow  (including edge routers)
• num _flows  : number o f flows
The equation above basically states that the amount o f memory required in a RSVP 
rou te r is equal to the memory required fo r one flow  m ultip lied by the to ta l number o f 
flows handled by the particu lar rou te r {byte num _ flow s).  For an
IntServ/R SVP-on ly network consisting o f m  such routers where m  is represented by 
the param eter p a th je n g th  above, the to ta l memory requirem ent is equal to that 
required fo r a single RSVP rou te r m ultip lied by m  or path_length.
In our analysis, we have expanded on th is w ork by introducing the follow ing 
parameters:
• byieunk state • amount o f m emory needed to store link state inform ation (bytes)
• bytOroute^ path ’ amount o f memory needed to store route path inform ation (bytes)
• nuni_linkDs • number o f links in the D iffServ domain
• mim _edge_rtr : number o f edge routers in the D iffServ domain
From  these parameters we proceeded by developing the calculations fo r the memory 
requirem ents in an In tServ/D iffServ configuration. In a D iffS e rv -on ly  configuration, 
the memory requirem ent fo r storing flow  state inform ation is placed only at the edge
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routers. The edge rou te r is also required to store the routing path inform ation in the 
D iffServ cloud. Th is gives the edge rou te r m emory requirem ent as,
edge_rtr_mem__usage  =  num_ flows ^ {py te ^
In our proposed architecture, the resources w ith in  the D iffServ domain are controlled 
by the BB (see Figs. 3 -9  and 3 -10 ). The BB is essentially used fo r tracking the 
netw ork resource usage. Specifica lly it  maintains a database that is re lated to specific
edge routers and stores the amount of resources used by the edge routers over the
D iffServ links (link state inform ation). Th is  gives the database m emory requirem ent 
per edge rou te r as,
link  _  array  _  mem _  usage =  num _  _  state
The to ta l memory requirem ent fo r the In tServ/D iffServ configuration is then given by,
total _ memp,s = num _ edge _  r tr  *  {edge _  r tr  _ mem _  usage + link _ array _ mem _ usage)
The fo llow ing values were assumed in th is analysis:
• bytenow_state = 60 bytes
• by  te,intestate = 3 2  bytes
• byteroute_path = 4 bytes
• path_Iength -  4
• num _edge_rtr = 2
• num_JinkDs -  3
• num ^flows ~ varies from  10 to 100
The fo llow ing p lot (Fig. 3 -12 ) shows the difference in memory usage between the 
RSVP-only netw ork and RSVP/DiffServ network. We can clearly  see the savings in 
memory usage fo r the RSVP/DifServ network. Th is implies a greater scalability fo r 
th is architecture.
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Fig. 3 -12  Comparison of global memory requirem ents between IntServ and
RSVP/DiffServ networks.
3 .6  Summary
Supporting QoS in the In ternet is required in view  of the rapid development of 
multimedia applications requiring stringent performance guarantees from  the network. 
Supporting such applications, interspersed w ith  more trad itiona l fixed -con ten t 
applications, on the current best e ffo rt model o f the Internet is no longer sufficient. 
Such diverse applications require  a netw ork w ith  correspondingly diverse ab ility  to 
provide QoS.
The IT U -T  is currently  in the process o f defining an architectura l fram ework fo r QoS 
support in packet networks. An in itia l set of QoS components has been defined, 
organised into three logical planes: data, contro l and management planes. These 
components w ill be the building blocks o f any packet network architecture supporting 
QoS.
The IntServ QoS architecture guarantees performance on a p e r- f lo w  basis. I t  uses 
RSVP as a signalling pro tocol to provide two QoS classes -  GS and CLS. In a large 
network, however, RSVP places a heavy load on routers because o f p e r-flo w  
management. Thus scalability is an issue.
The D iffServ QoS architecture was designed w ith  scalability  in mind. Instead of 
providing p e r-flo w  guarantees, flow s w ith  sim ilar QoS requirem ents are grouped into 
an aggregate. D iffServ edge routers then mark a particu lar aggregate to a particu lar 
DSCP. Inside the domain, D iffServ core routers look up the DSCP to decide on the
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appropriate service fo r the packet. This is the so -ca lled  PHB. This approach leads to 
a m uch-reduced load on the core routers.
Together, IntServ and D iffServ can fac ilita te  deployment of applications such as IP 
telephony, video streaming and various non-m ultim edia but m iss ion -c ritica l 
applications. IntServ enables hosts to request p e r-flo w , quantifiable resources along 
en d -to -en d  data paths, and to obtain feedback regarding adm issibility o f these 
requests. D iffServ enables scalability across large networks, extending the reach of 
IntServ's en d -to -en d  QoS paradigm. Our analysis indicated that th is scalab ility  is 
indeed achievable. However, th is approach fa ils to address the problem of route 
instab ility  and QoS routing -  two other factors affecting QoS. We w ill look at 
techniques known as T ra ffic  Engineering that deals w ith  these issues in a la ter 
chapter.
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Asynchronous T ransfe r Mode (ATM ) is another packet-sw itch ing technology that 
provides e n d -to -en d  networking solution. A TM  was standardized in 1990 by two 
standards bodies -  the ATM  Forum (ATM F) and the International Telecommunications 
Union (ITU). The ATM  standards define a fu ll suite of communication protocols -  from  
the transport layer down to  the physical layer. While its in itia l promise of being an 
end -to -en d  solution is s till being investigated (especially in the more generic area of 
broadband access networks), A TM  is nevertheless currently  w ide ly deployed in high­
speed backbone networks. Its fle x ib ility  in in tegrating tra ffic  from  disparate sources 
over a common backbone in frastructure is one of the key reasons fo r th is widespread 
deployment. W ith the increase in volume o f TCP/IP tra ffic  in the backbone, it  is 
becoming im portant that ATM  is capable o f supporting IP QoS in order to realize the 
end-to -end  service guarantees. Th is chapter investigates this ve ry  issue -  the in te r­
working between ATM  and IP QoS architectures.
4,1 Asynchronous T ransfer M ode (ATM )
Asynchronous T ransfer Mode (ATM ) is a netw orking technology designed w ith  the 
capability to support a varie ty  of applications w ith  d ifferent service and tra ffic  
requirements on a single platform . It is a m ultip lexing and sw itching technology 
developed to carry  these diverse tra ffic  types over broadband networks. It is a 
connection-oriented technology, using the concept of v irtua l circuits (VCs) and v irtua l 
paths (VPs) to transport data, voice and video rapidly. The fundamental underpinning 
of ATM  is the assumption that these applications are bursty in nature. The trad itional 
way of handling bursty tra ffic  is by some form  o f packet switching. In ATM , this is 
accomplished by employing small, fixed sized packets called cells as the transport 
container. By transm itting these cells at d iffe ren t number of cells per unit time, ATM  
is able to support variable transmission rates.
The defined A TM  cell has a 48 -by te  payload and a 5 -b y te  header. Figs. 4 -1  and 4 -2  
shows the structure of an ATM  cell header. The header contains enough inform ation 
to allow the netw ork to forward each cell to its correct destination by way of 
switching, which is perform ed in hardware (ra ther than the software-based routing 
function in IP-based networks). Note that two d iffe ren t header form ats are defined -
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one fo r U se r-N e tw o rk  Interface (UNI) and one fo r N e tw ork -N e tw ork  Interface (NNI). 
The A TM  protocol stack is as shown in Fig. 4 -3  w ith  the corresponding mapping to 
the OSI model.
Bits
8 0
GFC VPl 1
VPl VCI 2
VCI 3
VCI PT CLP 4
HEC 5
Fig. 4 -1  ATM  cell header structure (UNI).
Bits
VPl
VCI
VPl
VCI
VCI
PT
HEC
CLP
1
2
3 Bytes
4
5
Fig. 4 -2  ATM  cell header structure (NNI).
Being connection-oriented, ATM  requires the use of a signalling protocol to 
determine and set up the v irtua l connection required to transfer the cells from  source 
to destination. Th is v irtua l connection w ill usually consist o f one or more v irtua l 
c ircu its (VC) or v irtua l paths (VP). Cell sw itching is achieved according to the VC or 
VP iden tifie r (VCI or VP l) value in the ce ll header. Th is value is set during the 
connection se t-up  and translated into new VPI/VC I value at each sw itching node the 
cell passes. W ith th is signalling protocol A TM  has the capability to e xp lic itly  define 
paths and reserve resources, which can accommodate the QoS requirem ents of the 
applications. Also signalling is used as a way of monitoring the QoS guarantees. 
Coupled to that its excellent (but somewhat com plex) tra ffic  and netw ork management 
capabilities, A TM  provides one o f the technologies fo r supporting Broadband ISDN 
(B-ISDN) or multimedia services in the communications, computers and entertainm ent 
industries.
This signalling protocol is based on ITU-T Recommendation Q.2931 specifications.
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OSI
layer
ATM layer ATM sub-layer Functionality
3/4 ATM Adaptation Layer (AAL) Convergence Sub-layer 
(CS)
Message identification. 
Clock recovery.
Segmentation and Re­
assembly (SAR)
Segmentation and re-assembly of 
higher layer information.
2/3 ATM Layer Flow control.
VPI/VCI translation and 
management.
Cell multiplexing and de­
multiplexing.
Cell header generation and 
extraction.
QoS.
2 Physical Layer Transmission 
Convergence (TC) Sub­
layer
HEC generation and verification. 
Cell scrambling and de-scrambling. 
Cell generation.
Frame generation and recovery.
1 Physical Media 
Dependent (PMD) Sub­
layer
Bit timing.
Line coding.
Physical access to the network.
Fig. 4 -3  The A TM  protocol layering and its  functions.
Another basic operation of A TM  is that it  uses statistical m ultip lexing to fa irly  
allocate resources (bandwidth and bu ffe r space) among its users. Users are norm ally 
allocated these resources only if  they have something to send. S tatistica l m ultip lexing 
can greatly  improve link utilisation on the assumption that users do not transm it at 
the ir peak rate values simultaneously, although this is an idealistic assumption. In 
rea lity , tra ffic  demands are stochastic in nature and cannot be predicted. Therefore 
there w ill be instances when the to ta l input rates exceed that o f the output link 
capacity. When this happens, congestion occurs.
It is not the intention of th is section to give a complete description of the ATM  
technology. For detailed discussion on th is technology, please re fe r to [P ryc93], 
[Hand94], [Gora95], [S tal95] and [G ins99]. However, the fo llow ing key ATM  
attributes are noted:
• The use of ATM  Adaptation Layer (AAL) protocol to transform  higher layer 
applications -  data, voice and video -  into a form  suitable fo r transm ission over 
the ATM  infrastructure. D iffe ren t A A L protocols have been defined to meet the 
d iffe ren t requirements o f the higher layer applications. AAL Type 1 has clocking 
capability to support constant b it rate (GBR) connections used fo r carry ing rea l­
time applications (e.g. voice). A A L  Type 2 is designed to handle connection- 
oriented variable b it rate (VBR) services such as video. AAL Types 3/4 and 5 are 
designed to handle bursty data tra ffic . AAL 5 is a much sim pler protocol than AAL
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3/4, w ith  few er functions to reduce the overhead and increase the payload 
available.
• The use o f signalling as a mechanism to essentially provide support fo r 
applications requiring d iffe ren t service requirements. Th is mechanism is used by 
both the network users and the ne tw ork to interchange inform ation which 
eventually the network w ill make use o f in deciding whether o r not i t  is capable of 
providing the service required. Signalling is key in any connection-oriented 
communication technology (e.g. PSTN).
• The use o f complex tra ffic  and ne tw ork management functions to fu rth e r enhance 
its  capability to guarantee QoS. Th is  im plies that A TM  is capable o f handling 
d iffe ren t types o f tra ffic  requ iring  d iffe ren t QoS guarantees on the same 
infrastructure. It must be noted, however, that cell de livery is not guaranteed; 
under extreme congestion conditions, cells may be dropped as a means of 
contro lling the congestion.
• ATM  offers 6 d iffe rent service classes to correspond to the d iffe ren t service 
requirements. These are the Constant B it Rate (GBR), rea l-tim e  and non rea l-tim e  
Variable B it Rate ( r t -  and n rt-V B R ), Unspecified B it Rate (UBR), Available B it 
Rate (ABR) and Guaranteed Frame Rate (GFR) [ATM F99],
• ATM  is a connection-oriented technology. A TM  cells that are delivered are 
guaranteed to be in the order that they were orig ina lly sent out into the network.
From the key characteristics above, it  can be summarised that one o f the main 
strengths o f ATM  is its performance or QoS guarantees and provid ing overall 
optim isation o f network resources. In fact A TM  was conceived w ith  this v iew  in mind, 
in part because they are designed to  be used fo r carrying re a l-tim e  tra ffic  such as 
video and voice/audio. In order to de live r on these promises. A TM  requires precise 
contro l over and management o f the tra ffic  traversing the network.
4.2 A  TM  T ra ffic  M anagement
ATM  has been designed to provide d iffe rentia ted QoS to various applications, each 
having the ir own tra ffic  characteristics and performance requirements. To undertake 
this im portant task, e ffic ient, e ffective  and simple functions to contro l the tra ffic  
streams and the ir resource utilisation are designed to be used in A TM  networks. 
These tra ffic  and congestion contro l functions, operating at the A TM  layer, are 
re fe rred  to as T ra ffic  Management mechanisms. These functions are defined and 
standardised by IT U -T  in Recommendation 1.371 [ITU -TO O l. The A TM  Forum has
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also produced documents re la ting to the defin ition and standardisation o f these 
functions [ATM F99].
The objectives of tra ffic  management are tw o -fo ld :
• To achieve w e ll-de fined  performance objectives by protecting both the user and 
the netw ork from  congestion. Th is is to guarantee netw ork performance and o ffe r 
the contracted QoS to the customers.
• To achieve effic iency and optim isation of the usage of netw ork resources needed 
to ensure the above-m entioned perform ance objectives. Th is w ill o ffe r 
improvement on resource utilisation in order to reduce the communication costs.
To achieve these objectives, the p ro file  o f each ce ll stream of each connection needs 
to be described adequately by means of a set o f tra ffic  parameters, together w ith  an 
indication o f the required leve l of QoS (recall that this is the tra ffic  characterisation 
phase discussed in the previous chapter). The set o f tra ffic  parameters is used to 
describe characteristics of an A TM  connection. The ATM  layer QoS is defined by a 
set o f parameters that characterise the e n d -to -e n d  performance o f a connection at 
the A TM  layer. The relationship between tra ffic  characteristics and QoS requirem ents 
on the one hand and netw ork behaviour on the other is achieved via the use of A TM  
Service Categories, ASC (ATM  Forum term inology) or ATM  T ransfe r Capabilities, 
ATC ( IT U -T  term inology). Each category/capability  is designed w ith  a number of 
tra ffic  management mechanisms needed to  guarantee the required QoS of the 
particu lar category while achieving a h igh -le ve l o f resource efficiency.
4.2.1 ATM layer QoS parameters
ATM  layer QoS parameters can e ither be negotiable or otherwise. Parameters, which 
are negotiable between the end-system s and the netw ork are as follows:
• Maximum Cell T ransfe r Delay (maxCTD). Cell T ransfer Delay (CTD) is defined as 
the elapsed time from  which the firs t b it o f a cell leaves the f irs t observation point 
to the time the last b it o f the cell passes the second observation point, the two 
points being the two netw ork interfaces at each end node fo r an end -to -en d  
measurement. The CTD between these tw o points is the tota l in te r-A T M  node 
transm ission delay (fixed component o f the delay), the ATM  node processing 
delay (both fixed and variable) and the propagation delay (fixed). maxCTD is 
defined to be the (1 -a ) quantile of the CTD.
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• P eak-to -peak Cell Delay Variation (CDVp-2-„). Th is is the difference between the 
maximum and the minimum CTD, i.e.
CDVp-2-p= CTDmax “  CTDmin
•  Cell Loss Ratio (CLR). Th is is the percentage o f cells lost in the netw ork due to 
error/congestion and not received by the destination node, defined as
CLR = (lost ce lls )/(to ta l transm itted cells)
The fo llow ing set o f A TM  layer QoS parameters are non-negotiable: '
• Cell E rro r Ratio (CER) fo r a connection is defined as |
CER = (errored cells)/(successfu lly transferred cells + errored cells)
•  Severely E rrored Cell B lock Ratio (SECBR) fo r a connection is defined as
SECBR = (severely errored ce ll b lock)/(to ta l transm itted cell b lock)
• Cell M isinsertion Rate (CMR) fo r a connection is defined as
CMR = (m isinserted cells)/tim e in terva l
These s ix  QoS parameters correspond to the A TM  netw ork ’s performance objectives.
The standards have identified that maxCTD and CDVp_2-p are specified only fo r rea l­
time services.
4.2.2 ATM traffic parameters
T ra ffic  parameters describe the inherent characteristics of an A TM  tra ffic  source.
These parameters re late to the behaviour o f the user. These are called usage
parameters and discipline the user to ensure they do not transm it cells, which are in
vio lation of these param eters’ values. These parameters, which are negotiated during 
the connection set-up, are as follows:
• Peak Cell Rate (PCR), th is is the maximum instantaneous rate at which the user
w ill transm it.
• Sustainable Cell Rate (SCR), this is the average rate as measured over a long 
interval.
• Maximum Burst Size (MBS), this is the maximum number of ba ck -to -b a ck  cells 
that can be transm itted at the peak rate.
• Minimum Cell Rate (MCR), this is the minimum cell rate required by the user.
• Maximum Frame Size (MFS), this is the maximum size of a frame.
A  set o f these parameters is called a source tra ffic  descriptor. Th is in tu rn  makes up 
a component of the connection tra ffic  descriptor. The connection tra ffic  descrip tor
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also includes the Cell Delay Varia tion Tolerance (CDVT) and the conformance 
defin ition  that is used to unambiguously specify the conform ing cells (to the tra ffic  
parameters negotiated) of the connection. These negotiated characteristics o f the 
connection w ill then form  the tra ffic  contract. Hence the re lationship between ATM  
layer QoS parameters, tra ffic  parameters and the resulting tra ffic  contract can be 
summarised as in Fig. 4 -4 .
ATM TRAFFIC CONTRACT
Connection traffic descriptor
Source traffic descriptor
Traffic parameters 
{PCR, SCR, MBS, MCR, MFS}
 I
ill Conformance definition 
Ijl (for cells)
ATM layer QoS 
parameters
Conformance definition 
(for connections)
Fig. 4 -4  The ATM  tra ffic  contract.
4.2.3 ATM Service Categories
A set o f s ix  service categories has been defined, each one having a set of tra ffic  and 
QoS parameters discussed previously. These service categories re late tra ffic  
characteristics and QoS requirem ents to network behaviour. Tw o o f these categories 
are designed fo r supporting re a l-tim e  applications; the remaining four are expected to 
support non -rea l-tim e  applications.
The two service categories fo r re a l-tim e  applications are:
• Constant B it Rate (GBR) is designed fo r connections w ith  stringent time 
relationship and bounded CTD and CDV requirem ents (rea l-tim e  
traffic/application). A fixed  amount o f bandwidth, characterised by the PCR value, 
is needed fo r the whole duration o f the connection. Typ ica l applications are 
telephony, CBR video and c ircu it emulation services. This category is defined by
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the tra ffic  parameters {PCR, C DVT} and QoS parameters {CLR, CDVp-2-p. 
m axCTD}. Note that s ta tis tica l m ultip lexing is not available w ith  CBR connections 
because bandwidth needs to be allocated regardless of whether or not tra ffic  is 
in jected into the network.
• Real-tim e Variable B it Rate (rt-V B R ) is the second of the two service categories 
defined fo r rea l-tim e  tra ffic /applications. The difference between this category 
and CBR is that rt-V B R  allows the source to transm it in form ation at a variable 
rate, accommodating the bursty nature of the source and making this service 
suited fo r statistica l m ultip lexing gain. Typ ica l applications are voice w ith  silence 
detection and VBR video. Th is  category is defined by {PCR, SCR, MBS) and {CLR, 
CDVp-2-p, maxCTD}.
The fo llow ing four service categories are intended fo r n o n -re a l-tim e  applications.
They d iffe r in  terms o f the service guarantees provided and the mechanisms that are
implemented to realise them:
• Non rea l-tim e  Variable B it Rate (n rt-V B R ) is designed fo r non -rea l-tim e
applications having a much less stringent tim ing constraints (delay and delay 
variation) but exhib iting a bursty characteristics. In term s o f service guarantees 
provided, CLR fo r conform ing cells are guaranteed: otherw ise it  is not. Some 
degree o f isolation is also provided i.e. connections vio lating th e ir tra ffic  contract 
are expected not to cause negotiated CLR to be exceeded on conforming 
connections. Th is category p rim arily  uses the tra ffic  contract as the basic 
mechanism fo r achieving its  service guarantees. Th is category is defined by 
{PCR, SCR, MBS} and {CLR}. Example applications include response time critica l 
transaction processing applications such as airline reservations and banking 
transactions.
• Available B it Rate (ABR) is introduced to support connections orig inating from
users w illing  to accept unreserved bandwidth and able to adapt the ir cell
transm ission rate according to varying network conditions and resource 
availab ility . This f le x ib ility  allows them to exp lo it the changes in the ATM  layer 
transfe r characteristics that may w ell occur a fter the establishment o f a 
connection. Applications using th is category can also expressed the ir 
requirem ents in terms of a range o f values e.g. a maximum and a minimum, rather 
than as an average value as is typ ica l fo r the VBR category. A  flow  control 
mechanism is specified to be used in conjunction w ith  th is category to control the
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source rate. Th is mechanism supports several types of feedback^^ and makes use 
of special contro l cells called Resource Management (RM) cells to convey the 
inform ation regarding the status of the netw ork and the ava ilab ility  of resources 
back to the sources. Th is  category is defined only by {PCR, MCR}; {CLR} is 
optional but cells/connections compliant to the feedback contro l inform ation w ill 
experience low CLR and obtain a fa ir share o f the available bandwidth. For ABR, a 
low  CLR fo r connections emanating from  end-stations observing the specified 
reference behaviour is guaranteed. Example applications include any non-tim e 
c ritica l applications running on an end-system  capable of varying its transmission 
rate such as LAN in ter-connection .
ABR specifies the behaviour fo r end sys tem s-v irtua l sources and v irtua l 
destinations, which provide the intelligence to pace the ir in jection of tra ffic  to the 
netw ork based on signalled feedback. ABR pushes congestion to the edge of the 
network. The inte lligence of ABR is quite powerfu l but carries w ith  it  the 
com plexity and cost o f in te lligen t adapters at the edge. In teroperab ility  is another 
major issue in offe ring  e n d -to -e n d  ABR flow  control.
• Unspecified B it Rate (UBR) is designed fo r trad itional computer communication 
applications such as e-m a il, file  transfers, etc where no specific QoS guarantees 
are required. This is to say that minimum cell rate is not guaranteed; any available 
bandwidth is used up to the configured PCR. Th is  is A T M ’s version of the best- 
e ffo rt service category, no service guarantees are provided and fairness among 
connections is also not guaranteed. Applications using this category are allowed 
to send any amount o f data but the netw ork w ill not make any numerical 
commitments w ith  regards to CLR and CTD. Th is  category is defined by {PCR}. 
Th is ASC is suitable fo r less demanding applications. Examples include most data 
applications such as file  trans fe r and remote term inal.
• Guaranteed Frame Rate (GFR) is designed to support n o n -re a l-tim e  applications. 
Th is service category was designed to introduce a minimum cell rate guarantee 
fo r the UBR service class (hence it  was previously known as UBR+). Th is 
category requires that the user data cells are organised in the fo rm  of frames that 
can be delineated at the A TM  layer. This category provides the user w ith  a 
Minimum Cell Rate (MCR) guarantee under the assumption of a given Maximum 
Frame Size (MFS) and a Maximum Burst Size (MBS), both o f which are expressed 
in units o f cells. Th is service guarantee im plies that conform ing frames not
Arguments on these feedback mechanisms range from open-loop vs. closed-loop, credit-based vs. rate-based and 
binary feedback vs. explicit feedback,
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exceeding MBS w ill be delivered w ith  minimum losses. The user is also allowed to 
send in excess o f the MCR and the associated MBS but the excess tra ffic  w ill only 
be delivered w ith in  the lim its  o f available resources. Th is service defin ition 
guarantees users a minimum cell rate when the netw ork is congested, while being 
able to send at a h igher ra te  when resources are available. This ASC is designed 
fo r best e ffo rt tra ffic  that can benefit from  minimum throughput guarantees. An 
example would be LAN in ter-connection.
Th is category is defined by {PCR, MCR, MFS, MBS, CDVT}. {CLR} is optional or 
implementation specific.
4.3 A  TM  tra ffic  m anagem ent functions
The tra ffic  contract alluded to previously w ill require management and contro l of 
tra ffic  in order fo r it  to be honoured. The fram ework fo r managing and contro lling 
tra ffic  and congestion in A TM  networks consist o f the fo llow ing generic functions. 
These functions may be used in any appropriate combinations in order to realise any 
one o f the A TM  service categories discussed above.
4.3.1 Connection admission control (GAG)
This can be defined as the set o f actions taken by the network during the call se t-up  
phase to establish w hether a request fo r a VC/VP connection can be accepted or not. 
A  connection request fo r a given call can only be accepted if  suffic ient netw ork 
resources are available to establish the e n d -to -en d  connection maintaining its 
required QoS and not affecting the QoS of ex isting connections in the network.
Both the tra ffic  parameters and QoS parameters are taken into consideration by the 
algorithms perform ing the CAC function.
4.3.2 Usage Parameter Gontrol (UPG)
UPC is the set o f actions perform ed by the netw ork to m onitor and contro l the tra ffic  
on an ATM  connection in  term s o f cell tra ffic  volume and cell routing va lid ity . Th is  
function is also known as the policing function. The main purpose of this function is to 
p ro tect the netw ork resources from  malicious connection, which can adversely affect 
the QoS of existing connections, by detecting vio lations of negotiated parameters and 
taking appropriate actions. These actions include cell tagging and discarding.
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4.3.3 Priority Control
By using the Cell Loss P rio rity  (CLP) b it in the header, an ATM  user or end-system  
have the capability to generate d iffe ren t p r io r ity  tra ffic  flows. A TM  cells w ith  CLP = 0 
are considered as high p r io r ity  tra ffic  while CLP = 1 fo r low  p rio r ity  tra ffic . Cells w ith 
CLP = 1 are said to be tagged o r marked. I f  the tagging is done at the source, this w ill 
indicate the ce ll’s re la tive p r io r ity  w ith in  the VC. If  the tagging is done at an ATM  
switch, th is indicates the cell is in  v io la tion  of polic ing parameters. The network w ill 
then use the CLP to se lective ly  discard cells o f low  p rio rity  when necessary (e.g. 
during periods of congestion). Th is  action protects the network performance promised 
to h igher p rio rity  cells.
4.3.4 Network Resource Management
N etw ork Resource Management allocates resources to separate tra ffic  flows 
according to d iffe ren t service characteristics. Th is is to maintain network 
performance and to optim ise netw ork resource utilisation. Th is function is mainly 
concerned w ith  the management of v irtua l paths (VP), which are useful tools fo r 
managing resources.
4.3.5 Feedback controls
Feedback controls are the set o f actions taken by the network and the user/end- 
systems to regulate tra ffic  submitted on ATM  connections in accordance to current 
netw ork status. Feedback contro l is cu rren tly  being used by ABR only; the ABR flow  
contro l may be used to adaptively share available bandwidth among partic ipating 
users.
4.3.6 Traffic shaping
This is a mechanism that a lters the tra ffic  characteristics o f a stream o f cells on a 
connection to achieve better ne tw ork e ffic iency w h ils t meeting the QoS objectives. It 
is also used to ensure tra ffic  conformance at subsequent interface. Some examples of 
tra ffic  shaping include peak ce ll rate reduction, burst length lim iting, ce ll spacing to 
reduce CDV and queue service schemes.
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4.3.7 Frame discard
Frame discard can be used to avoid congestion collapse. A congested netw ork that 
needs to discard cells may discard at the frame^^ level ra ther than at the cell level. 
W ith frame discard, all cells o f the same frame are dropped rather than randomly 
selecting cells belonging to d iffe ren t frames. A  frame, which had one o f its  cells 
randomly selected fo r dropping w ill need to be re -transm itted . This generates more 
tra ffic  and could potentia lly  worsen the congestion leading to a collapse. By having 
frame discard, th is congestion collapse can be avoided. I t  also helps increase the 
throughput and i f  done se lective ly  improves fairness.
Another frame discard method that aims at im proving throughput is payload-based 
frame discard. W ith th is method the content o f the payload is prio ritised according to 
its importance. For instance, video encoders produce frames o f d iffe rent importance. 
When congestion occurs higher p rio rity  frames can be allowed into the netw ork at the 
expense of low er p rio rity  frames i.e. low er p r io r ity  frames are discarded.
4.4 In te r-w o rk in g  between IP  QoS arch itectu res and A  TM
When an end -to -en d  communication service spans d iffe ren t networking technologies, 
the user’s requirements must be translated across heterogeneous boundaries, into 
parameters that are specific to the individual netw ork types. W ith the widespread 
deployment o f A TM  in the backbone, there is a need to ensure that characteristics of 
IP services, based on e ither the Integrated Services (IntServ) o r D ifferentia ted 
Services (D iffServ) architecture, are maintained end -to -en d  across (interm ediate) 
ATM  networks. Th is  e ffec tive ly  translates into competent support of IP over A TM  i.e. 
to e ffic ien tly  support IP over A TM  networks. The main problem is finding the most 
e ffic ien t method fo r transporting connectionless IP tra ffic  over connection-oriented 
A TM  networks.
On a more specific note, it  is clear that the d iffe ren t service classes, parameters and 
specification units o f QoS systems that are based on d iffe ren t QoS architectures 
would need to be mediated at an edge device between two such QoS architectures. It 
can be argued, however, that QoS declarations fo r the d iffe rent architectures share a 
common platform  at a ve ry  conceptual level. For example both IntServ and A TM  o ffe r 
service classes fo r hard, rea l-tim e  tra ffic  -  GS fo r IntServ and CBR and rt-V B R  fo r
A frame is defined as the AAL (in this instance the AAL5) protocol data unit.
94
Chapter 4_______________________________________________________________________________ A T M  and the Internet
ATM. Furtherm ore, both use the concept o f token bucket to regulate tra ffic  injected 
into the network. But that is about all that is common between the two. The very  
details o f the service classes and parameters are d ifferent. And it  is these differences 
that need to be taken into account when translating the users’ requirem ents from  one 
QoS architecture to another. The main goal of th is task is to ensure the accurate 
translation o f the users’ requirem ents as th is can affect the amount o f resources 
allocated to the connection, which in turn affects the QoS seen by the application.
4.4.1 Mapping connectionless IP to connection-oriented ATM
Among the earliest approaches to mapping IP to A TM  is the overlay model. As the 
name suggested, th is approach lite ra lly  overlays IP on top of ATM . IP routers and 
ATM  sw itches are isolated from  each o ther i.e. the switches are unaware of IP 
addresses and routing protocols. Th is approach s till maintains the two contrasting 
network in frastructures w ith  two addressing schemes and routing protocols. This 
approach thus requires address resolution protocol.
The solutions that have been proposed under th is approach include lE T F ’s Classical 
IP over A TM  (CLIP) [Laub98] and NBMA N ext Hop Resolution Protocol (NHRP) 
[Luc i98 ]; and A TM  Forum’s LAN Emulation (LANE) [LANE] and M ulti P rotocol Over 
ATM  (MPOA) [M POA]. These solutions have shown that IP tra ffic  can be carried over 
an ATM  netw ork but they come w ith  added com plexities. They also fa il to define a 
single operating paradigm, which would have sim plified the overall management of the 
infrastructure. The solutions s till require both the IP and ATM  networks to be 
managed individually.
4.4.2 IP packet encapsulation
Among the f irs t issues w ith  regards to IP QoS and ATM  in te r-w o rk in g  is the 
encapsulation process of IP packets into A TM  cells i.e. how to put IP data inside an 
ATM  cell. Th is  is one o f the key processes perform ed by the AAL. Since IP packets 
are norm ally too large to f it  into a single A TM  cell, segmentation is f irs t required 
before encapsulation. Segmentation basically chops up the IP packets into smaller 
fragments so that these can f i t  into the payload of an ATM  cell. The last IP /ATM  
router along the path must then re-assem ble these fragments to re -cons titu te  the 
orig inal IP packets. Hence segmentation and re-assem bly (SAR) is required fo r 
transporting IP packets over ATM  networks.
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4.4.3 QoS specification mapping
In order to maintain the characteristics of an IP QoS architecture across the ATM  
network, we need to accurately map the QoS specifications that define the particu lar 
IP QoS architecture characteristics into specifications, which are meaningful to ATM. 
What it  means by mapping is that values o f QoS parameters in one architecture (e ither 
IntServ or D iffServ) should be preserved when the particu lar packet is traversing a 
non-In tS erv/D iffS erv compliant netw ork (in th is  case the A TM  network). By 
preserving these values the service prov ider would then be able to honour the service 
guarantees accorded to the IP tra ffic . To  preserve these values we need to transfer 
or translate them to sim ilar or appropriate parameters available in ATM . To  undertake 
th is task e ffic ien tly , we need to understand the requirements that have to be met by 
ATM  in order to support both IntServ and D iffServ.
4.4.4 Issues regarding IntServ and ATM mapping
The IntServ model makes use of RSVP as the signalling mechanism to communicate 
QoS requests to nodes along the path of an e nd -to -en d  connection. RSVP is 
analogous, in term s o f role, to the A TM  signalling protocol Q.2931 during connection 
establishment. There are, however, fundamental differences in the way the two 
protocols operate. These differences are tabulated in Table 4 -1 .
A distinction between the way tra ffic  is characterised^® and the way QoS is specified^® 
by both models must also be highlighted. In the IntServ model, tra ffic  is characterised 
based on the assumption that it  is bursty in general, and can be characterised by a 
token bucket. A TM  makes provision fo r both bursty and non-bursty  tra ffic  and uses 
an equivalent characterisation fo r bursty tra ffic , the leaky bucket based on the 
Generic Cell Rate A lgorithm  (GCRA). In term s of QoS specification, both models 
define this in term s of a service class and its  associated set of parameters (both 
tra ffic  and QoS). The IntServ architecture defines two service classes namely the 
Guaranteed Service (GS) and Contro lled-Load Service (CDS), in addition to the default 
Best E ffo rt (BE) service. ATM , on the other hand, specifies s ix  service categories -  
two fo r rea l-tim e  applications and four fo r n o n -re a l-tim e  applications. The mapping 
of the IntServ model to that of ATM  is a m atter o f determining which categories can 
support the goals of the service models and then matching the parameters between
Traffic characterisation tells the network how the traffic is expected to behave.
QoS specification describes to the network the performance objectives of the application.
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the two service models descriptions. Note also that the mapping process includes 
both tra ffic  parameter mapping and QoS parameter mapping.
Categoi-y ATM signalling RSVP
Orientation Sender-based Receiver-based
QoS setup Concurrent with route establishment Separate from route establishment
QoS changes Static QoS (fixed at setup time) Dynamic QoS
Directionality Bi-directional Uni-directional
State Hard-state (explicit delete) Soft-state (refresh/time-out)
Heterogeneity UnifoiTn QoS to all receivers Receiver QoS heterogeneity
Table 4 -1  D ifferences between ATM  signalling and RSVP [Bord95].
4.4.4.1 Mapping GS to A TM  service categories
[G arr98] recommends GS to be mapped to e ither ATM  CBR or rt-V B R  service 
category. This is because GS requires rea l-tim e  support. The tra ffic  parameters fo r 
GS are defined in the sender’s T_Spec object and the QoS parameters are defined in 
the rece iver’ s R_Spec object. The sender’s tra ffic  is parameterised by a bucket rate, 
rg, a bucket depth, bg, the peak rate, Pg, the minimum policed unit, m and the maximum 
packet size, M w ith the rate terms in bytes/s and the size terms in bytes. The 
rece ive r’s T_Spec contains corresponding parameters rr, br and Pr. The rece iver’s 
R_Spec also has a rate, R, which is essentially a buffer clearing rate that should be 
allocated at each router on the path to ensure the guaranteed end -to -en d  delay fall 
w ith in  the desired bounds.
[G arr98] proposes the fo llow ing scheme fo r mapping tra ffic  parameters. For CBR 
service, the PCR specification, which is required by ATM  standards, is mapped to the 
user-specified  rate, R. For rt-V B R  service, both PCR and SCR specifications are 
required by ATM  standards to model bursty tra ffic  w ith specified peak and 
sustainable rates. A possible mapping could be:
PCR ^  Pr SCR R MBS br
The ATM  CBR service category meets the requirement of GS. The main advantage of 
th is is that CBR is w ide ly supported; the disadvantage is that data flow s might not f ill 
the pipe (utilization loss) and there is no tagging option available. The use of rt-V B R , 
on the other hand, may encourage recovery of allocated bandwidth le ft unused by a
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source. It also accommodates more bursty sources w ith  a larger token bucket burst 
parameter, and perm its the use of tagging fo r excess tra ffic .
4.4.4.2 Mapping CLS to A  T M  service categories
[G arr98] proposes CLS to be mapped to e ither A T M ’s n rt-V B R  or ABR service 
category. CBR can possibly be used, given the fact that ATM  networks are expected 
to support CBR ubiquitously and it  affords convenience by simply allocating a f ix e d - 
rate pipe. However th is w ill have to be weighed against the level of QoS provided, 
which m ight be higher than necessary and which could potentia lly lead to wastage of 
network resources. n rt-V B R  provides fo r allocation of bandwidth and buffers w ith  an 
additional peak rate indication, sim ilar to the CLS T_Spec. Excess tra ffic  can be 
handled by CLP b it tagging w ith  VBR. The ABR category w ith  a positive MCR aligns 
w ith  the CLS idea o f "best e ffo rt w ith  a floor." The ATM  network agrees to forward 
cells w ith  a rate of at least MCR, which must be d irec tly  converted from  the token 
bucket rate of the rece ive r T_Spec and measures the approximate amount of buffer 
needed at the ingress RSVP-capable router. Th is  buffer serves to absorb the bursts 
allowed by the token bucket, since they cannot be passed d irectly  into an ABR VC.
For n rt-V B R  service, the proposed tra ffic  param eter mapping is as follows:
PCR Pr SCR r,- MBS -> b,-
For ABR service, MCR rr is proposed.
4.4.4.3 M apping In tS erv QoS param eters
In ATM , three QoS parameters may be signalled during a connection request -  CLR, 
CTD and CDV. However the ATM  QoS parameters have no exp lic itly  signalled IP 
layer counterparts. Both GS and CLS require the underlying netw ork to minimise on 
packet losses due to congestion so that the loss rate is approxim ately the same as 
that of an unloaded network. A CLR value must be chosen that provides the 
appropriate IP -le ve l packet loss rate. Th is determ ination of the CLR value must take 
into account the effects o f packet size d istribution and the ATM  frame discard mode. 
Values fo r CTD and CDV fo r both GS and CLS can be calculated as follows:
CTD ->  delayaiin + MPL and CDV ->  delayatm
where delayatm accounts fo r the variable component of delays (estimated queuing 
delays) in the ATM  network. MPL or Minimum Path Latency is the constant (non­
congestion related delays) including propagation delays.
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4.4.5 Issues regarding DiffServ and ATM QoS mapping
The way services are defined by these two networking technologies are contrad ictory 
to each other. ATM  netw orks standardize a service at the user netw ork interface 
while allow ing fo r adjustments to a set o f w e ll-de fined  tra ffic  parameters. An A TM  
service is provisioned on an en d -to -e n d  basis. D iffServ, on the other hand, supplies 
the supporting tra ffic  conditioning and PHBs and leaves the service specification to be 
defined by the service prov ider based on these so-ca lled  building blocks. ATM  QoS 
objectives are always absolute i.e. QoS measures must always be quantita tively 
defined in terms of loss and delay, and the assurances offered to a connection are 
independent o f those offered to other connections. QoS commitments to a particu lar 
connection are defined solely fo r that connection and are not re la tive  to the service 
provided to other connections. D iffServ can be used to provide service w ith  both 
absolute/quantitative and re la tive  QoS objectives. A  re la tive QoS objective may be 
influenced by the services provided to the other connections but it provides a more 
flex ib le  service offering compared to the rig id ity  o f absolute QoS guarantees.
4.4.5.1 D iffS e rv  requirem ents
There are three basic requirem ents imposed by D iffServ on ATM . F irs tly , marking of 
packet drop precedence. In ATM , CLP is used to tag/mark a cell to iden tify  its p rio rity  
w ith  respect to being dropped during periods of congestion. An IP packet traversing 
an A TM  netw ork would be segmented into several A TM  cells and these cells 
constitute an AAL5 frame. An IP packet deemed to be in pro file  should result in its 
corresponding cells to be marked w ith  CLP = 0. Out o f p ro file  IP packets should have 
its corresponding cells marked w ith  CLP = 1. Hence, entire cells constituting the 
AAL5 frame should be marked; otherw ise congestion in the A TM  netw ork would 
resu lt in unacceptable throughput behaviour at the IP level. I t  is therefore a 
requirem ent that CLP markings are perform ed at the frame leve l i.e. entire cells of 
the same frame.
Secondly, there is a requirem ent fo r  A TM  to be able to allow fo r the configuration of 
a minimum cell rate fo r both EF and AF PHBs. Th is is essential fo r EF-based services 
to ensure the bound on the minimum departure rate is w ell defined.
Th ird ly , AF-based services impose another crucial requirem ent; these services 
require the properties o f a R E D -like  a lgorithm  fo r active queue management. Here 
again the requirem ent fo r an active queue management applies at the A A L 5 frame
99
Chapter 4 A T M  and the Internet
boundaries ra ther than on individual cells, which would degrade the performance at 
the IP level.
4.4.5.2 Solution approaches
There are tw o approaches to solving th is issue. The firs t approach is termed service 
mapping. W ith this approach, only services resulting from  the EF and AF PHBs are 
mapped to the appropriate A TM  service categories. This is one of the approaches 
proposed by the ATM  Forum as described in [ATMFOOa].
When an overall network service is to be offered, the service provided by the sub­
netw ork must be at least as good as the desired overall service. A  sub-netw ork 
supporting a service w ith  a delay sensitive component, fo r example, should consider 
delay as important. To guarantee the in teg rity  o f the end -to -en d  service, a service 
defined in one sub-netw ork must be mapped to a service o f sim ilar characteristics in 
another sub-ne tw ork employing d iffe ren t networking technology. Th is  is the main g ist 
o f the service mapping approach. W ith IP-based service to A TM  service mapping, a 
PHB is not tied to a particu lar A T M  service class and hence maintains the service 
defin ition paradigm of the D iffServ architecture.
However, the service paradigm in D iffServ does not include services definition. 
Service defin ition is down to the ne tw ork operator who has the fle x ib ility  to define 
those services that suit its  needs. As such there is no one particu lar se rv ic e -to - 
service mapping that would satisfy the requirements of all ne tw ork providers. Hence 
the decision to map IP-based service to ATM  service is implementation specific as 
long as the in teg rity  o f the e nd -to -en d  service is preserved. Various examples of th is 
approach are shown in Table 4 -2 . Note that a rea l-tim e  IP -based service is best 
mapped to a rea l-tim e  A TM  service, irrespective  o f the PHB.
Example
applications
IP 1 ATM
IP-based DiffServ PHB Service category Parameter mapping 
service
Virtual leased line Premium EF CBR or rt-VBR Peak rate ->  SCR, PCR
VPN Assured AF (one of the AF 
classes)
ABR, nrt-VBR or ■ 
GFR
OR ->  MCR
Voice and video Real-time AF (one of the AF 
classes)
rt-VBR or ABR Application specific 
parameters to be mapped 
to PCR, SCR and MBS
VPN Olympic AF (tlu'ee of the 
AF classes)
UBR BCS values
Table 4 -2  Examples o f IP-based service to ATM  service mapping
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The second approach is the PHB-m apping approach whereby D iffServ PHBs (AF, EF 
and BE/default) are d irec tly  mapped to the most appropriate ATM  service categories. 
Th is approach has been researched extensive ly as this approach affords more 
fle x ib ility  since the actual service offe ring  of D iffServ is de-coupled from  the 
mapping process. Instead only the PHBs are mapped -  hence any new service derived 
from  these PHBs w ill be able to be mapped seamlessly to ATM  w ithou t having to 
define a new mechanism fo r mapping the new service to A TM  service category.
Several proposals have been put fo rw ard as part o f the solution using the PHB- 
mapping approach. In m ost of these proposals there is a consensus w ith  respect to 
the mapping o f EF PHB, the quantitative QoS objective of the D iffServ architecture. It 
is w ide ly accepted that th is particu lar PHB is w e ll mapped into e ither ATM  CBR or r t -  
VBR service categories. There are s im ilarities in the behaviour o f EF PHB, CBR and 
rt-V B R  service classes, which makes the mapping process stra ightforward. A ll three 
are designed to guarantee low  delay and loss. They m onitor s tr ic tly  the tra ffic  
descriptor, requiring tra ffic  shaping and policing at the netw ork boundaries to ensure 
that the tra ffic  contract is honoured. V io lation o f the tra ffic  contract w ill u ltim ately 
resu lt in the discard o f packets or cells. Conformance to the contract w ill guarantee 
the low delay and loss prom ised to these connections w ith  the use o f P rio rity  Queuing 
by giving these connections the highest p rio rity  in the queue.
We argue that mapping o f EF PHB to rt-V B R  is pre ferred over CBR. This is because 
while the In ternet can be overla id on CBR permanent v irtua l c ircu its  (PVCs), we 
believe that th is is un like ly  to be the most e ffic ien t way to use ATM  services. For 
example, a ca rrie r o ffe ring  a CBR service must assume that the peak b it rate can be 
used continuously w ith  no degradation in quality and so resources must be allocated 
to the connection to provide that service, even if  the peak rate is in fact ra re ly  used. 
Th is is like ly  to make a CBR service more expensive than a VBR service of the same 
peak capacity. Another way to v iew  this is that the new IP service model w ill allow us 
to associate inform ation about the bandwidth requirem ents of applications w ith  
individual flows: surely it  is not wise to discard this in form ation when we request a 
service from  an ATM  subnet. A  fu rthe r advantage of using rt-V B R  over CBR is that 
over-provis ioned bandwidth can potentia lly  be recovered fo r other tra ffic .
Mapping EF to CBR requires the mapping of EF tra ffic  descriptors (peak packet rate 
and maximum packet size) to CBR’s PCR and CDVT. Mapping EF to rt-V B R  requires
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sim ilar mapping to r t-V B R ’s PCR, CDVT, SCR and MBS. The proposed mapping is as 
follows:
PCR incoming line rate SCR EF configured rate MBS max. PDU size
4.4.6 Mapping of AF PHB
Mapping o f AF PHB to A TM  service categories introduces additional issues. AF PHB 
is targeted towards a range o f applications whose service requirem ents may vary 
from  a leve l be tte r than best e ffo rt to applications that require a minimum guaranteed 
rate and delay characteristics. AF PHB also introduces the concept of re la tiv ity  -  
m ultiple AF aggregates of a class can be provisioned re lative to one another. This 
allows customers to p rio ritise  the tra ffic  emanating from  the ir domains.
Alm ost all o f A T M ’s non-rea l time service categories have been proposed as a 
potential match fo r AF PHB. Both VBR [M an jO l], [RogeOO] and ABR [Rabb99] have 
been w ide ly  investigated while there is cu rren tly  in terest in GFR [RabbOO]. The ATM  
Forum has m odified its  UBR service category to include extensions capable of 
supporting AF PHB [ATMFOOb].
Real-tim e AF PHB aggregates can be mapped to rt-V B R  while the n o n -re a l-tim e  AF 
PHB aggregates are mapped to n rt-V B R . The parameters that constitute the service 
characteristics o f VBR are PCR, SCR, MBS (in cells) and CDVT. The parameters used 
in AF PHB are PIR, CIR, MBS (in packets) and PDV (optional, m ostly used fo r rea l­
time applications). The mapping is proposed as fo llows:
PIR PCR CIR SCR PDV ^  CDVT MBS (packets) MBS (cells)
4.4.6.2 Mapping A F  PHB to A  T M  ABR and GFR
GFR is an A TM  service category intended to support no n -rea l-tim e  applications 
requiring a minimum rate guarantee and can benefit from  accessing additional 
bandwidth dynam ically available in the netw ork. I f  e ither one of these is used in the 
mapping, the MCR is then set to the minimum allocated bandwidth o f AF. Each AF 
class should also be allocated separate VC.
4 .5  A na lysis
In th is section, we w ill discuss our w ork in carry ing out a quantitative analysis of the 
IP packet to A TM  cell mapping process.
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In the mapping processes discussed above, we are faced w ith  the situation where 
performance parameters need to be translated from  specification units defined fo r 
variab le-s ize  transport units (IP packets) to ones fo r fixed -s ize  transport units (ATM  
cells). In such a situation we are interested to know the e ffic iency o f the translation 
process.
Consider a flow  of IP packets and assuming that no more than one packet fits  into a 
single A TM  cell (often more than one cell is required). Recall that an ATM  cell 
consists o f a 5 -by te  header and a 48 -b y te  payload. The inform ation in the payload is 
filled  by the various AAL processes, depending on the type of application being 
transported. Some of the AAL processes may use up to 4 bytes in the actual 
adaptation process itse lf, leaving a minimum o f 44 bytes fo r carry ing the information.
We introduced the fo llow ing terms:
• A A L overhead, (in bytes).
•  Cell payload size, (in bytes). Th is  is a fixed value of 48 bytes, the payload size 
of an A TM  cell.
• Packet size, (in bytes/packet) and includes the TCP/UDP/IP headers.
The number o f cells required to f i t  a single packet o f size bytes is then given by.
~ O aAL
cells/packet. (Eqn. 4.1)
Given a certa in IP packet perform ance-re la ted rate, r  bytes/s, that can potentia lly 
represent the average or peak rate fo r In tServ ’s T_Spec or a configured rate fo r one 
of the PHBs, we calculate the packet rate as follows.
r  — —  packets/s or pps. (Eqn. 4.2)
This leads to the required cell rate calculated as follows,
5 .,cells/s or r ^ =  —
^AAL
cells/s (Eqn. 4.3)
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Assuming we use AAL5 in the mapping process i.e. = 0 ,  the fo llow ing p lot (Fig.
4 -5 ) shows the e ffect varying ra n d  has on the cell rate to be allocated. The plot
indicates that there is a general trend o f the cell rate decreasing as the packet size 
increases fo r a particu lar value o f r . Examining the relationships between ric and 
Sp more closely, we notice that Cc decreases as Sp is increased; however, Uc increases 
w ith  Sp. The combined effect o f th is is manifested in the ‘spikes’ shown in the plots, 
which can be explained as sh o rt-te rm  increases due to w e ll- f it t in g  packet sizes and 
more longe r-te rm  decreases due to the sharing of the overhead. Note also that 
increasing rh a s  a marked e ffect on the allocated cell rate.
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Fig. 4 -5  Cell rates fo r d iffe ren t packet sizes and perform ance-re la ted rates.
The cell rate allocation calculation can be seen as a simple technique to dimension an 
interm ediate A TM  network connecting tw o o r more IP QoS netw ork architectures. 
Given the IP packet perform ance-re la ted rate and estimating the packet size, we can 
read o ff the cell rate required fo r the translation. The next logical step would be to 
measure how w ell are the allocated resources utilised if  the expected (estimated) 
packet size matches the actual packet size received. For that we introduce a 
measurement m etric called the allocated ce ll rate utilisation factor,
rate _  offeredutilisation _ factor rate allocated
y  cell _  rate (Eqn. 4.4)
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The fo llow ing plot shows the allocated cell rate utilisation facto r fo r r  = 30000 
bytes/s.
Utilisation factor for r =  30000 bytes/s
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packet size (bytes)
Fig. 4“ 6 A llocated cell rate u tilisation facto r fo r r =  30000 bytes/s.
Note that we can achieve high utilisation factors as the packet size is increased. 
Hence, it would be more e ffic ien t to operate the A TM  netw ork when assuming large 
IP packets w ill be traversing it. The e ffic iency is at the highest when the actual size 
o f the packet matches that that was assumed or expected.
However, this is not always the case, since the size of IP packet can vary. We also 
need to measure the e ffic iency when the expected packet size does not match the 
actual packet size received. When this occurs, the actual packet rate w ill be d iffe rent 
than that estimated by the form ula above. In such cases, we expect losses to occur in 
terms of the allocated rate being wasted. For this, another m etric is defined, called 
the allocated ce ll rate loss ratio. Th is  is given by,
rate allocated — actual ratealloc cell rate loss ratio = rate allocated
(p = acludl (Eqn. 4.5)
The allocated cell rate Pc is chosen based on the assumption that a certain packet size 
is expected. Since rgcte,/ is also affected by the actual packet size received, it is
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logical to expect Tactual to vary  w ith  Sp. Now i f  the actual packet size Sp actuai received is 
less than the expected packet size, the actual rate would be greater than the allocated 
rate (since we have established that the ce ll rate is inversely proportional to the 
packet size). Th is would result in the loss ratio  to be less than 0. I f  the actual packet 
size received is, on the other hand, greater than the expected packet size, the reverse 
e ffect is observed. The actual rate now is less than the allocated rate, making the 
ratio to be greater than 0. The ra tio  is exactly  zero when the actual packet size 
matches the expected one.
From th is observation we have the fo llow ing relationship:
If Sp_actuai<^p then r„,p,„t>rc and ç < 0  
If ^ p _ a c ,u a i  >  S p  then <  r, and >  0
I f  =  Sp then =  r, and <p =  0
The fo llow ing p lo t shows the loss ra tio  fo r r =  30000 bytes/s and Sp -  1500 bytes, 
g iving Tc -  640 cells/s.
Allocated cell rate loss ratio
-2 500 1000 1500 2000
packet size (bytes)
Fig. 4 -7  Cell rate allocation loss ra tio  fo r r=30000 bytes/s, 5^=1600 bytes
and rc-640  cells/s.
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From  the above discussion, we can conclude that cell rate allocation e ffic iency and 
loss ratio are two competing metrics. W hilst it  is advantageous to expect large packet 
sizes fo r effic iency, the loss ra tio  p lot indicates that if  the actual packet size received 
exceeds the expected packet size, this would incur a h igher cell loss rate. A  balance 
between the cell loss and e ffic iency needs to be achieved w ith  regards to supporting 
a specific IP QoS architecture. A  s tr ic t service such as IntServ's GS w ill not tolerate 
any cell loss so the maximum packet size expected from  such a service must be 
assumed fo r the calculation of the cell rate required fo r the corresponding service 
rate R. The maximum packet size can be gleaned from  the sender’s T_Specs while the 
R is from  the rece ive r’s T_Spec. For services that do not require such s tr ic t service 
guarantees, a tra d e -o ff between the cell loss ratio  and effic iency can be engineered.
4.6  Summary
Service providers w o rld -w id e  have built ATM  networks upon w hich enhanced 
services are offered, generating substantial revenue flows fo r the operators. ATM  is 
s till the only mature technology fo r e ffic ien t in tegration of voice and data fo r the 
corporate networks. It is also w ide ly used fo r the trunking of compressed voice fo r 
2G mobile networks. In the access networks, its  usage also continues to  grow. It 
provides a mature solution fo r contro lled connectiv ity and QoS demanded by 
traditional netw ork services. Emerging services such as audio/video streaming, 
d istributed online gaming and other multimedia applications share the same need fo r 
controlled access over m u lti-se rv ice  access links.
A T M ’s ab ility  to support stringent QoS is valuable in the support of in teractive 
multimedia applications. A T M ’s concept of v irtua l c ircu it networks exp lo it switching 
to achieve good price/perform ance characteristics. A lthough IP routers capable of 
operating at w ire  speeds may potentia lly  reach sim ilar economy, A TM  switches 
maintain a lead in offering h igh-perform ance w ith  end -to -en d  QoS over networks 
w ith  w idely varying bandwidth capabilities.
However, from  the analysis performed, i t  can be seen that ATM  is not particu la rly  a 
good match when asked to perform  an interm ediary role between two IP QoS 
architectures, sim ply because of the va riab ility  o f IP packet sizes that do not suit the 
cell stream well. The argument that applications could very  well generate IP packets, 
which are as large as possible while fittin g  exactly  into an integral number o f cells is 
infeasible or at least inconvenient because o f several issues. F irs tly , applications
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should not need to know about the existence o f an A TM  sub-netw ork, which could 
possibly be ‘fa r away’ from  them. Secondly, A TM  is jus t one link: there may well be 
other link  layer technologies having d iffe ren t requirem ents w ith  respect to packet 
size. Th ird ly , applications would need link  layer knowledge -  th is means that the 
protocol layering paradigm is violated.
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M ulti Protocol Label Switching or MPLS introduces a new connection-oriented 
paradigm, based on fixe d -le n g th  labels. Th is fixe d -len g th  labe l-sw itch ing concept is 
sim ilar but not the same as that utilised by ATM . Among the key m otivation fo r its 
development was to provide a mechanism fo r the seamless integration o f IP and ATM . 
As discussed in the previous chapter, the occurrence o f IP and ATM  co-existence is 
something, which is unavoidable in the pursu it fo r en d -to -en d  QoS guarantees. 
However the arch itectura l d ifferences between the two technologies prove to be a 
stumbling block fo r the ir smooth in te r-opera tion . Overlay models have been proposed 
as solutions but they do not provide the single operating paradigm, which would 
s im plify ne tw ork management and improve operational effic iency. MPLS is a peer 
model technology. Compared to the overlay model, a peer model integrates layer 2 
sw itching w ith  layer 3 routing, yie ld ing a single netw ork infrastructure. N etw ork 
nodes would typ ica lly  have integrated routing and sw itching functions. This model 
also allows IP routing protocols to  set up A TM  connections and do not require 
address resolution protocols. W hile MPLS has successfully merged the benefits o f 
both IP and ATM , another application area in which MPLS is fast establishing its 
usefulness is T ra ffic  Engineering (TE). Th is also addresses other m ajor netw ork 
evolution problems -  throughput and scalability.
5.1 MPLS fo rw ard ing  paradigm
MPLS is a technology that combines layer 2 sw itching technologies w ith  layer 3 
routing technologies [R oseO l]. The prim ary objective of this new technology is to 
create a flex ib le  netw orking fabric that provides increased performance and 
scalability. Th is includes TE capabilities. MPLS is designed to w ork w ith  a varie ty  o f 
transport mechanism: however in itia l deployment w ill focus on leveraging ATM  and 
Frame Relay, which are already deployed in la rge-sca le  providers ’ networks.
MPLS was in itia lly  designed in response to various in te r-re la ted  problems w ith  the 
current IP in frastructure. These problems include scalability of IP networks to meet 
growing demands, enabling d ifferentia ted levels o f IP services to be provisioned, 
merging disparate tra ffic  types into a single netw ork and im proving operational 
e ffic iency in the face o f tough competition. N etw ork equipment manufacturers were
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among the firs t to recognise these problems and worked individually on the ir own 
proprie tary solutions. Among the solutions include Tag Switching [Rekh97], IP 
Switching [Newm 98], Aggregate Route-based IP Switching o r ARIS [Feld97] and Cell 
Switch Router, GSR [Kats97 ]. MPLS draws on these implementations in an e ffo rt to 
produce a w ide ly applicable standard.
Because the concepts o f forwarding, sw itching and routing are fundamental in MPLS, 
a concise defin ition of each one o f them is given below:
• Forwarding is the process of receiving a packet on an input port and sending it  out 
an output port.
• Switching is the knowledge o f directing the forwarding process to choose the 
correct output port. Switching operates on Layer 2 header information.
• Routing is the process of setting routes to understand the next hop a packet 
should take towards its  destination w ith in  and between networks. A  rou te r is a 
device that sets up the routing tables that understand the network to accomplish 
this. A  rou te r operates on Layer 3 header inform ation.
Conventional IP forw ard ing mechanism (layer 3 routing) is based on the source- 
destination address pair gleaned from  a packet’s header as the packet enters an IP 
network via a router. The rou te r analyses th is  inform ation and runs a routing 
algorithm. The rou te r w ill then choose the next hop fo r the packet based on the 
results of the algorithm  calculations (which are usually based on the shortest path to 
the next router). More im portantly, th is fu ll packet header analysis must be perform ed 
on a hop -by-hop  basis i.e. at each rou te r traversed by the packet. C learly, IP packet 
forwarding paradigm is closely coupled to the processor-in tensive routing procedure.
While the e ffic iency and sim plic ity  o f IP routing is w ide ly acknowledged, there are a 
number o f issues brought about by large routed-ne tw orks. Chief among these is the 
use of software components to realise the routing function. This adds latency to the 
packet. H igher speed, hardware-based routers are being designed and deployed, but 
these come at a cost, which could easily escalate fo r a large service prov ider’s or 
enterprise networks. There is also d ifficu lty  in  predicting performance o f large 
meshed netw ork based on traditional routing concepts.
Layer 2 sw itching technologies such as A TM  and Frame Relay utilise a d iffe ren t 
forwarding mechanism, which is essentially based on label-swapping algorithm. Th is
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is a much sim pler mechanism and can read ily  be implemented in hardware, making 
this approach much faster and yie ld ing a be tte r price/perform ance advantage when 
compared to IP routing. A TM  is also a connection-oriented technology. T ra ffic  
between any two points flow s along a pre-determ ined path established p rio r to the 
tra ffic  being submitted to the network. Connection-oriented technology makes a 
netw ork more predictable and manageable.
5 .2  MPLS basic operation
MPLS solves the problem of in tegrating the best features o f layer 2 sw itching and 
layer 3 routing by defining a new operating methodology fo r the network. Basically, 
MPLS separates packet forw ard ing from  routing i.e. separating the data-forw ard ing 
plane from  the contro l plane. While the contro l plane s till re lies heavily on the 
underlying IP in frastructure  to disseminate routing updates, MPLS e ffec tive ly  creates 
a tunnel underneath the contro l plane using packet tags called labels. The concept o f 
a tunnel is key because it  means the forw ard ing process is no more IP-based and 
classification at the en try point o f an MPLS ne tw ork is not relegated to IP -o n ly  
information. The functional components o f th is solution are shown in Fig. 5 -1 , which 
do not d iffe r much from  the trad itional IP rou te r architecture.
Packets in
Routing
updates
Routing
updates
routingControl
component
Layer 3
Layer 2
switchingForwarding
component
forwarding
Switch fabric Line cardLine card
Forwarding table
Routing protocol
Routing table
Packet processing
Packets out
Fig. 5 -1  Functional components of MPLS.
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The key concept o f MPLS is to iden tify  and mark IP packets w ith  labels. A  label is a 
re la tive ly  short, fixed-leng th , unstructured iden tifie r that can be used to assist in the 
forw ard ing process. Labels are analogous to the VPI/VCIs used in an A TM  network. 
Labels are norm ally local to a single data link, between adjacent routers and have no 
global significance (as would an IP address). A  modified router or sw itch w ill then use 
the label to fo rw ard/sw itch  the packets through the network. Th is  modified 
sw itch /rou ter termed Label Sw itching Router (LSR) is a key component w ith in  an 
MPLS network. LSR is capable o f understanding and participating in both IP routing 
and Layer 2 switching. By combining these technologies into a singular operating 
environment, MPLS avoids the problem  associated w ith maintaining two distinct 
operating paradigms.
Label sw itching utilised in MPLS is based on the so-called MPLS shim header 
inserted between the Layer 2 header and the IP header. The structure o f this MPLS 
shim header is shown in Fig. 5 -2 . Note that there can be several shim headers 
inserted between the layer 2 and IP headers. Th is multiple label insertion is called 
label stacking, allowing MPLS to utilise a netw ork hierarchy, provide V irtua l Private 
N etw ork (VPN) services (via tunnelling) and support multiple protocols [RFC3032].
Layer 2 MPLS shim
header header
MPLS shim 
header
IP
header
Label EXP S
{20 bits) (3 bits) (1 bit) (8 bits)
EXP: Experimental functions
S: Level of stack indicator, 1 indicates the bottom of the stack 
TTL: Time to live
Fig. 5 -2  MPLS shim header structure.
MPLS forwarding mechanism d iffe rs  s ign ificantly  from the conventional hop-by-hop  
routing. The LSRs participate in IP routing to understand the netw ork topology as 
seen from  the Layer 3 perspective. Th is  routing knowledge is then applied, together 
w ith  the results of analyzing the IP header, to assign labels to packets entering the 
network. Viewed on an e nd -to -en d  basis, these labels combine to define paths called
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Label Switched Paths (LSPs). LSPs are s im ilar to VCs utilised by switching 
technologies. Th is  s im ila rity  is re flected in the benefits afforded in term s o f netw ork 
p red ic tab ility  and manageability. LSPs also enable a Layer 2 forward ing mechanism 
(label swapping) to be utilised. As mentioned earlier, label swapping is readily 
implemented in hardware, allow ing it  to operate at typ ica lly  higher speeds than 
routing. To contro l the path o f LSPs e ffec tive ly , each LSP can be assigned one or 
more attributes (see Table 5 -1 ) [XiaoOOb]. These attributes w ill be considered in 
computing the path fo r the LSP. There are tw o ways to setup an LSP -  con tro l-d riven  
(i.e. hop -by-ho p ) and e xp lic itly  routed LSP (ER-LSP). Since the overhead of manually 
configuring LSPs is ve ry  high, there is a need on service providers ' behalf to 
automate the process by using signalling protocols. These signalling protocols 
distribute labels and establish LSP forward ing state in the netw ork nodes. A  Label 
D istribution Protocol (LDP) [A ndeO l] is used to setup a con tro l-d riven  LSP while 
RSVP-TE and CR-LDP are the two signalling protocols used fo r setting up ER-LSP.
' Attribute name ■
Bandwidth The minimum requirement on the reservable bandwidth of a path for the LSP to be 
setup along that path.
Path attribute An attribute that decides whether the path for the LSP should be manually specified 
or dynamically computed by constraint-based routing.
Setup priority The attribute that decides which LSP will get the resource when multiple LSPs 
compete for it.
Holding priority The attribute that decides whether an established LSP should be pre-empted the 
resource it holds by a new LSP.
Affinity An administratively specified property of an LSP to achieve some desired LSP 
placement.
Adaptability Whether to switch the LSP to a more optimal path when one becomes available.
Resilience The attribute that decides whether to re-route the LSP when the current path is 
affected by failure.
Table 5 -1  LSP attributes.
Label swapping a lgorithm  is a more e ffic ien t fo rm  of packet forwarding, compared to 
the longest address m atch-forw ard ing a lgorithm  used in conventional Layer 3 routing. 
The label-swapping algorithm  requires packet classification at the point o f entry into 
the netw ork (ingress Label Edge Router, LER) to assign an in itia l label to each packet. 
Labels are bound to EEC o r Forwarding Equivalent Classes. An EEC is defined as a 
group o f packets that can be treated in an equivalent manner fo r purposes of 
forwarding (share the same requirem ents fo r th e ir transport). The defin ition of EEC 
can be quite general. FECs can be based on service requirem ents fo r a given set o f 
packets or sim ply on source and destination address prefixes. A ll packets in such a 
group are provided the same treatm ent en route to the destination. As opposed to
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conventional IP forwarding, in MPLS, the assignment of a particu lar packet to a 
particu lar FEC is done just once, as the packet enters the network^°. Each LSR then 
builds a table to specify how a packet must be forwarded. Th is forw ard ing table, 
called a label inform ation base (LIB), is comprised of FEC -to-labe l bindings.
In the core o f the network, LSRs ignore the packet's network layer header and simply 
fo rw ard the packet using the label-sw apping algorithm. When a labelled packet 
arrives at a sw itch, the forw ard ing component uses the pairing {input port 
number/incoming interface, incoming label va lue} to perform  an exact match search of 
its  forw ard ing table. When a match is found, the forwarding component re trieves the 
pairing {output port number/outgoing interface, outgoing label value} and the n e x t- 
hop address from  the forwarding table. The forwarding component then replaces the 
incoming label w ith  the outgoing label and d irects the packet to the outbound 
interface fo r transmission to the next hop in the LSP. When the labelled packet 
arrives at the egress LER (point of e x it from  the network), the forward ing component 
searches its forw ard ing table. I f  the next hop is not a label switch, the egress LSR 
discards (pop -o ff) the label and forw ards the packet using conventional longest match 
IP forwarding. Th is label swapping process is shown in Fig. 5 -3 .
Step 1 
Forwarding on 
IP address
Step 2 
Forwarding 
based on labels
Step 3 
Forwarding on 
IP address
IP packet
IP packet label LSP IP packet label IP packet
Ingress
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• Perform Layer 3 • Perform exact
lookup. match on incoming
• Map to FEC. label.
• Attach label and • Lookup outgoing
forward out interface and label.
appropriate • Swap labels and
interface according forward out
tn  FFC. appropriate
in tp r fa rp
Pop-off label. 
Perform Layer 3 
lookup.
Forward according 
to Laver 3 lookuo.
Fig. 5 -3  Label swapping and forwarding process.
20 In conventional packet forwarding mechanism, packets are grouped into FECs based on their destination address; 
these FECs are then mapped to their respective next hops. However the process of FEC grouping and mapping is 
performed on each packet at each intermediate node along the path to the destination.
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LSPs can be designed to minimize the number of hops, meet certain bandwidth 
requirements, support precise performance requirem ents, bypass potentia l points of 
congestion, d irect tra ffic  away from  the default path, or simply force tra ffic  across 
certain links or nodes in the network. Label swapping gives a huge fle x ib ility  in the 
way that it  assigns packets to  FECs. Th is is because label swapping forwarding 
algorithm  enables to take any type o f user tra ffic , associate it  w ith  an FEC, and map 
the FEC to an LSP that has been specifica lly designed to satisfy the EEC's 
requirements. There fore  allowing high leve l o f contro l in the network. These are the 
features, which lend cred ib ility  to MPLS to support T ra ffic  Engineering (TE). We w ill 
discuss fu rthe r the application of MPLS in TE  in a la ter section. Before that we 
investigate some of the in te r-w o rk in g  issues regarding MPLS.
5.3 In te r-w o rk in g  issues
The introduction o f a new QoS-enabled protocol into a netw ork supporting various 
other QoS protocols would undoubtedly lead to the requirem ent fo r these protocols to 
in te r-w o rk  w ith  each other in a seamless fashion. Th is requirem ent is essential to 
ensure the QoS guarantees that have been prom ised to the packets traversing the 
netw ork is preserved. Th is section investigates the issue of in te r-w o rk in g  MPLS w ith  
D iffServ and ATM .
5.3.1 MPLS and DiffServ inter-working
The combination of MPLS and D iffServ provides a scheme, which is mutually 
beneficia l fo r both. Path-oriented MPLS can provide D iffServ w ith  a potentia lly  faster 
and more predictable path protection and restora tion  capabilities in the face of 
topology changes, as compared to conventional hop -by-ho p  routed IP networks. 
D iffServ, on the other hand, can act as a QoS architecture fo r MPLS. Combined, MPLS 
and D iffServ can provide the fle x ib ility  to provide d iffe ren t treatm ent to certain QoS 
classes requiring path protection.
[Fauc02] is an IETF document that specifies a solution fo r supporting D iffServ 
Behaviour Aggregates (BA) and the ir corresponding Per Hop Behaviours (PHBs) over 
an MPLS network. The key issue fo r supporting D iffServ over MPLS is how to map 
D iffServ to MPLS. Th is is because LSRs cannot see an IP packet’s header and the 
associated DSCP values, which links the packet to its BA and consequently its PHB 
(recall that PHB determ ines the scheduling treatm ent and, in some cases, the drop 
probability o f a packet). LSRs only look fo r labels, read the ir contents and decide the
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next hop. For an MPLS domain to appropria te ly handle a D iffServ packet, the labels 
must contain some inform ation regarding the treatm ent that should be accorded to the 
packet.
The solution to th is  problem  is to map the 6 -b it  DSCP values to the 3 -b it  EXP fie ld  o f 
the MPLS shim header. Th is solution, as put fo rw ard by [Fauc02], re lies on the 
combined use of tw o types of LSPs:
• LSPs, which can transport m ultiple Ordered A ggrega tes^\ so that the EXP fie ld  o f 
the MPLS shim header conveys to the LSR the PHB to be applied to the packet 
(covering both inform ation about the packet’s scheduling treatm ent and its  drop 
precedence). Such LSPs are re fe rred  to as EXP-In ferred-PS C -LSPs (E-LSP), 
where PSC is defined as PHB Scheduling Class^^ [G ros02]. W ith th is method, up 
to eight DSCPs can be mapped to a single E-LSP.
• LSPs, which only transport a single Ordered Aggregate, so that the packet's 
scheduling treatm ent is in ferred by the LSR exclus ive ly  from  the packet's label 
value. The packet's drop precedence is conveyed in the EXP fie ld  o f the MPLS 
shim header or in the encapsulating link  layer specific selective drop mechanism 
(ATM, Frame Relay, 802.1), where in such cases the MPLS shim header is not 
used (e.g. MPLS over ATM ). Such LSPs are re fe rred  to as L a b e l-O n ly -In fe rre d - 
PSC-LSPs (L-LSP). W ith this method, individual L-LS P  is dedicated to each 
D iffServ codepoint.
5,3.2 MPLS and ATM inter-working issues
MPLS and A TM  need to in te r-w o rk  in situations where ATM  is deployed at the 
netw ork edges to support and bring m ultiple services into the netw ork core and 
where the core consists o f an MPLS domain. In th is instance, ATM  connections need 
to be carried transparently across the MPLS domain over MPLS LSPs. Transparency 
in th is context means that ATM -based services should be carried over the domain 
unaffected.
There are several requirem ents that need to be addressed concerning MPLS and 
ATM  in te r-w o rk ing . Some of these requirem ents are [A TM F03]:
• The ab ility  to m ultip lex m ultip le A TM  connections (VPCs and/or VCCs) into an 
MPLS LSP.
An Ordered Aggregate (OA) is a set of BAs sharing an ordering constraint.
The set of one or more PHBs that are applied to the BAs belonging to a given OA; e.g. AFlx is a PSC comprising 
the A F ll, AF12 and AF13 PHBs.
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• Support fo r the tra ffic  contracts and QoS commitments made to  the ATM  
connections.
• The ab ility  to ca rry  all the AAL types transparently.
• T ransport o f RM cells and CLP inform ation from  the ATM  cell header.
T ransport of A TM  tra ffic  over the MPLS netw ork is perform ed using a tw o -le v e l LSP 
stack. The tw o -le v e l stack specifies two types of LSPs. A  Transport LSP (T -LS P ) is 
used to transport tra ffic  between two ATM -M P LS  in te r-w o rk ing  devices located at 
the boundaries of the A TM -M P LS  networks. Th is  tra ffic  can consist o f a number of 
A TM  connections, each associated w ith  an A TM  service category. A  T -L S P  is 
defined by the outer label of the stack (known as a transport label), i.e. the S fie ld  o f 
the shim header is set to 0 to indicate it  is not the bottom o f the stack. The second 
type of LSP is an In te r-w o rk in g  LSP (I-LSP), nested w ith in  the T -LS P  (identified by 
an in te r-w o rk in g  label), which carries tra ffic  associated w ith  a particu lar ATM  
connection i.e. one I-LS P  is used fo r an ATM  connection. An I-LS P  also provides 
support fo r VP/VC switching functions. One T -LS P  may carry more than one I-LSP. 
Because an A TM  connection is b i-d irec tiona l while an LSP is unidirectional, two 
d iffe ren t I-LSPs, one fo r each d irection o f the ATM  connection, are required to 
support a single ATM  connection. The re lationship between T -LS P , I-LS P  and ATM  
connections is shown in Fig. 5 -4 . The In te r-w o rk in g  Unit (IWU) encapsulates ATM  
cells in  the A T M -to -M P LS  direction, in to a MPLS frame. For the M P L S -to -A T M  
direction, the IWU reconstructs the ATM  cells.
IWU IWU
ATM MPLS MPLS ATMATM
network ATM
network
MPLS
network
ATM VP/VC link
Inter-working LSPTransport LSP
Fig. 5 -4  ATM -M PLS netw ork in te r-w o rk in g  architecture and the relationship 
between Transport LSP, In te r-w o rk in g  LSP and ATM  links.
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W ith regards to support o f ATM  tra ffic  contracts and QoS commitments made to ATM  
connections, the mapping of ATM  connections to I-LSPs and subsequently to T -LS P  
must take into consideration the TE  properties of the LSPs. Tw o methods can be 
used to implement this.
F irs tly , a single T -LS P  can be used to m ultip lex all the I-LSPs associated w ith 
several A TM  connections w ith  d iffe ren t A TM  service categories. Th is  type of LSP is 
termed Class M ultip lexed LSP. In m ultip lexing the ATM  service categories, e ither all 
the categories are multiplexed together or the categories are f irs t separated into 
groups and each group is m ultip lexed into a single LSP. As an example fo r the second 
scenario, the categories can in itia lly  be grouped into rea l-tim e  tra ffic  (CBR and r t -  
VBR) and n o n -re a l-tim e  tra ffic  (n rt-V B R , ABR, UBR). R eal-tim e tra ffic  is then 
carried over one T -LS P  while n o n -re a l-tim e  tra ffic  is carried over another T -LSP . 
Class M ultip lexed LSP can be implemented e ither by L-LSP  o r E-LSP. Class 
M ultip lexed L -LS P  must meet the most stringent QoS requirements o f the ATM  
connections transported by the LSP. Th is is because L-LSP treats every  packet going 
through it  the same. Class M ultip lexed E-LSP, on the other hand, identifies the 
scheduling and dropping treatments to be applied to a packet based on the value of 
the EXP fie ld  inside the T -LS P  label. Each LSR can then apply d iffe ren t scheduling 
treatm ent fo r each packet transported over the LSP. This method also requires a 
mapping between ATM  service categories and the EXP bits.
Secondly, individual T -LS P  is allocated to each ATM  service class. Th is LSP is 
termed Class Based LSP. There can be more than one connection per A TM  service 
class. In th is case, the MPLS domain would search fo r a path that meets the 
requirem ent o f one of the connections.
5.4 In te rn e t T ra ffic  Engineering
The In ternet has seen such a tremendous grow th in the past few  years. Th is growth 
has correspondingly increases the requirem ents fo r network re liab ility , e ffic iency and 
service quality. In order fo r the In te rne t service providers to meet these 
requirem ents, they need to c r itica lly  examine every aspect o f the ir operational 
environment, assessing the opportunities to scale the ir networks and optimise 
performance. However this is not a tr iv ia l task. The main problem is w ith  the simple 
building block on which the In ternet was bu ilt -  namely IP routing based on the 
destination address and simple m etrics like hop count or link cost. While this
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sim plic ity  allows IP routing to scale to ve ry  large networks, it  does not always make 
good use of netw ork resources. T ra ffic  engineering (TE) has thus emerged as a major 
consideration in the design and operation of large public Internet backbone networks. 
W hile its  beginnings can be traced back to the development of the Public Switched 
Telephone N etw orks (PSTN), TE  is fast finding a more crucial ro le  to play in the 
design and operation of the Internet. Th is  section looks at the issue o f In ternet TE. In 
particu lar it discusses the application of MPLS in TE.
5.4.1 What is traffic engineering?
T ra ffic  engineering (TE) is ‘concerned w ith  the performance optim ization of netw orks’ 
[XiaoOOa]. I t  seeks to address the problem  o f e ffic ien t allocation o f network 
resources so that user constraints are m et and service provider benefit is maximized. 
The main goal of TE  is to balance service and cost. The most im portant task is to 
calculate the righ t amount o f resources; too much and the cost w ill be excessive, too 
litt le  w ill resu lt in loss o f business or low er productiv ity. As th is service /cost balance 
is sensitive to the changes in business conditions, TE  is thus a continuous process to 
maintain an optimum balance.
TE is a fram ework o f processes w hereby a ne tw ork 's  response to tra ffic  demand (in 
term s o f user constraints such as delay, throughput and re liab ility ) and other stim uli 
such as fa ilure can be e ffic ien tly  controlled. Its  main objective is to ensure the 
netw ork is able to support as much tra ffic  as possible at the ir required leve l o f quality 
and to do so by optim ally u tilis ing  its  (the netw ork ’s) shared resources while 
m inim izing the costs associated w ith  providing the service. To do th is requires 
e ffic ien t contro l and management o f the tra ffic . Th is  fram ework encompasses:
• T ra ffic  management through contro l o f rou ting  functions and QoS management
• Capacity management through contro l o f ne tw ork design.
• N etw ork planning.
T ra ffic  management ensures that ne tw ork performance is maximised under all 
conditions including load shifts and fa ilures (both node and link fa ilures). Capacity 
management ensures that the netw ork is designed and provisioned to meet 
performance objectives fo r netw ork demands at minimum cost. N etw ork planning 
ensures that the node and transport capacity is planned and deployed in advance of 
forecasted tra ffic  growth. These functions form  an interacting feedback loop around 
the netw ork as shown in Fig. 5 -5 .
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Fig. 5 -5  The T ra ffic  Engineering process model.
The netw ork (or system) shown in the figure is driven by a noisy tra ffic  load (or 
signal) comprising of predictable average demand components added to unknown 
forecast e rro rs  and load variation components. The load variation components have 
d iffe ren t tim e constants ranging from  instantaneous variations, h o u r-to -h o u r 
variations, d a y -to -d a y  variations and w e e k -to -w e e k  or seasonal variations. 
Accord ing ly the time constants of the feedback controls are matched to the load 
variations and function to regulate the service provided by the netw ork through 
routing and capacity adjustments. Routing contro l typ ica lly  applies on minutes, days 
or possibly re a l-tim e  tim e-scale while  capacity and topology changes are more long 
term  (months to a year).
It should be pointed out that m ajor advancement in optical sw itching and transmission 
systems is being made, which enables ever-increasing amounts o f bandwidth to be 
made available. The effect is that the marginal cost (i.e. the cost associated w ith 
producing one additional unit o f output) of bandwidth is rap id ly being reduced; 
bandwidth is getting cheaper. The widespread deployment o f such technologies is 
accelerating and netw ork providers are now able to sell h igh-bandw idth trans­
national and international connectiv ity  sim ply by over-p rov is ion ing  the ir networks. 
Logically, it  would seem that in the face of such developments and the abundance of 
bandwidth available would invalidate the need fo r TE. On the contrary, TE s till
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maintains its  importance due principa lly to the fact that both the number of users and 
the ir expectations are exponentia lly increasing in parallel to the exponential increase 
in available bandwidth^^. Companies that have invested in such over-provis ioned 
networks w ill want to re -coup the ir investments. Service d iffe rentia tion  charging and 
usage-proportional pricing are mechanisms w ide ly accepted fo r doing so. To 
implement these mechanisms, simple and cos t-e ffec tive  mechanisms fo r m onitoring 
usage and ensuring customers are receiv ing what they are requesting are required to 
make usage-proportional pric ing practical. Another im portant function o f TE  is to map 
tra ffic  onto the physical in frastructure  so as to optim ally utilise resources and 
netw ork performance. Hence TE  s till perform s a useful function fo r both network 
operators and customers.
5.4.2 Traffic engineering for the PSTN
TE has been successfully implemented fo r the PSTN but th is is to be expected since 
PSTN has been in existence fo r decades. In a nutshell, the application of TE  
determ ines the number of trunks^'^ necessary to carry a required amount of voice 
calls during a period of time. Based on the assumptions that demand fo r voice 
channels is re la tive ly  stable and that variable operational costs and revenues are 
d irec tly  proportional to the demand, the TE process should then focus on analyzing 
and maxim izing the effic iency of the netw ork fac ilities and thus m inim izing the fixed 
operational and equipment costs. The TE  process should also minim ize the variable 
operational costs and maximize revenue. And all these should be provided at the 
desired Grade of Service.
The TE  problem as posed by PSTN is to choose a method of routing voice tra ffic  
through the network such that i t  gives the desired grade of service^^ (GoS) w ith the 
least cost. To solve this problem we need to know the tra ffic  sources (what is being 
routed?) and the destination classes (where is it  being routed to?). Understanding the 
tra ffic  is an im portant f irs t step. PSTN tra ffic  sources are usually in  units of calls. A  
call has source and destination, s tart time and duration. By determ ining how quickly 
calls arrive (how many calls are made in any interval o f time or thé average time 
between calls) and how long the calls last (holding time), we can deduce the amount
Corollary of Moore's Law; 'As you increase the capacity of any system to accommodate user demand, user 
demand will increase to consume system capacity'.
^  A trunk is a communication path connecting two switching systems. This is in contrast to a line which is the path 
(wiring and electronic equipment) connecting a subscriber equipment to a switching system.
 ^The PSTN GoS is often defined in terms of the probability of blocking or the probability that requests for service 
are denied; this is often expressed as a decimal fraction.
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of capacity needed based on the GoS required. Understanding the destination of the 
calls (o rig in-destina tion  or 0 -D  pair inform ation) w ill allow us to provision the rig h t 
amount o f capacity at the rig h t location w ith in  the network. Inform ation on the tra ffic  
sources and the 0 -D  pair is often captured in a tra ffic  m atrix to help facilita te  the TE 
process.
Here we can see the main issues are again that of routing of calls while meeting 
certain GoS objectives and netw ork resources optim isation. These issues can be 
represented by two main problems -  routing and dimensioning.
Routing in PSTN can be grouped into two categories. The firs t category is called the 
static hierarchical routing. Th is  is the earliest routing strategy adopted by PSTN 
whereby routing patterns remained fixed independent o f the state o f the netw ork or 
time o f day. The h ierarchical structure accommodates overflow  tra ffic  and improves 
re liab ility  by providing alternate routes. W ith the introduction of d ig ita l switches and 
stored program control, which were able to manage more complicated TE rules, it  
was soon realised that static routing was too rig id, leading to an ine ffic ien t network.
To overcome this problem  of in fle x ib ility  w ith  static hierarchical routing, dynamic 
routing was introduced. As the name implies a dynamic routing protocol dynamically 
discover destinations and how to get to them. It ‘learns’ routes to all d irectly  
connected networks firs t. I t  w ill then learn routes from  other routers that run the 
same routing protocol. The rou te r w ill then sort through it's  lis t of routes and select 
one or more 'best' routes fo r each destination it  knows or has learned. Dynamic 
protocols w ill then d istribute this 'best route' in form ation to other routers running the 
same protocol, thereby extending the inform ation on what networks ex ist and can be 
reached. This gives dynamic routing protocols the ab ility  to adapt to netw ork 
topology changes or outages 'on the fly '.
Studies have shown that the introduction o f dynamic routing strategies resulted in 
significant economic gains and overall loss probab ility  was reduced [Ash98]. Dynamic 
routing also improves netw ork resilience by re -ca lcu la ting  routes on pe r-ca ll basis 
and periodically updating routes. The three main types of dynamic routing as used in 
the PSTN are tim e-dependent routing (TDR), state-dependent routing (SDR) and 
event-dependent routing (EDR). For details of these routing strategies, the reader is 
re ferred to [Ash98]. V e ry  brie fly , TDR is a type o f dynamic routing in which the
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routing tables are altered at a fixed point in  time during the day or week. The routing 
tables are determ ined considering the time varia tion of tra ffic  load in the network. In 
SDR, the routing tables are altered autom atically according to the state o f the 
network. It uses the principle o f routing connections on the best available path based 
on ne tw ork state information. In EDR, routing tables are updated loca lly  on the basis 
of whether connections succeed or fa il on a given path choice.
W ith regards to the netw ork resource dimensioning problem, this essentia lly entails 
the determ ination of the capacities (trunk/line  speed) required such that the to ta l cost 
of provid ing such fa c ility  is minimized subject to a constraint that the e nd -to -en d  
blocking probabilities (GoS) do not exceed a given lim it. Th is dimensioning problem 
can generally be stated as fo llows:
Given,
>  Nodes and topology o f the netw ork (defining which nodes are connected 
by d irect links);
> T ra ffic  m atrix, which defines the offered tra ffic  in tensity  ajj from  any 
source node i to any destination node j, w ith  the offered tra ffic  assumed to 
be Poissonian;
>  Required GoS, expressed as maximum perm issible blocking probab ility  B 
(in principle B|j may be specified); and
> L ink costs, which are dependent on link capacity and length;
the task is to dimension capacities Cj such that
>  fo r all connections, the e n d -to -en d  blocking probabilities are below the 
given bound; and
> the cost o f the netw ork is minimized.
5.4.3 Internet traffic engineering
In ternet TE  is defined as that aspect of In ternet netw ork engineering dealing w ith  the 
issue of performance evaluation and performance optim ization o f operational IP 
networks. In ternet TE  encompasses the application of technology and scientific 
principles to the measurement, characterization, modelling, and contro l of In ternet 
tra ffic  [Aw du02]. One of the main goals of In te rne t TE is to enhance the performance 
of an operational network, both in term s o f tra ffic  handling capability and resource 
utilisation. T ra ffic  handling capability im plies that IP tra ffic  is transported through the 
netw ork in the most effic ient, re liable and expeditious manner possible. Network
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resources should be e ffic ien tly  and optim ally u tilised while meeting the performance 
objectives (delay, delay variation, packet loss and goodput^®) of the tra ffic  being 
transported. There are several functions that contribute d irec tly  to this goal. One of 
them is the contro l and optim isation of the routing function, to steer tra ffic  through 
the netw ork in the most e ffective  way. Another im portant function is to facilita te  
re liable netw ork operations. Mechanisms should be provided that enhance netw ork 
in teg rity  and by embracing policies emphasizing netw ork survivability . Th is results in 
a m inim ization o f the vu lnerab ility  o f the netw ork to service outages arising from  
errors, faults, and fa ilures occurring w ith in  the in frastructure.
E ffective  TE is d ifficu lt to achieve in public IP netw orks due to the lim ited functional 
capabilities o f conventional IP technologies. One of the major problems lie in mapping 
tra ffic  flows onto the physical topology. H istorica lly , mapping of flows onto a physical 
topology was not approached in a scientific  way -  instead the mapping was heavily 
influenced by the routing protocols used. T ra ffic  flow s sim ply fo llowed the shortest 
path calculated by In te rio r Gateway Protocols (IGPs) used w ith in  Autonomous 
Systems (ASes) such as Open Shortest Path F irs t (OSPF) o r Intermediate System -  
Intermediate System (IS -IS ) and E xte rio r Gateway Protocols (EGPs) used to in te r­
connect ASes such as Border Gateway Protocol 4 (BGP-4). These protocols are 
topo logy-d riven  and employ pe r-packe t control. Each rou te r makes independent 
routing decisions based on the inform ation gleaned from  the headers of packets. By 
matching this in form ation to a corresponding en try  o f a local instantiation o f a 
synchronized routing area link  state database, the next hop or route fo r the packet is 
then determined. Th is determ ination is based on shortest path computations (often 
equated to lowest cost) using simple additive link  metrics. While this approach is 
highly distributed and scalable, there is a m ajor flaw  -  th is approach does not 
consider the characteristics o f the offered tra ffic  and netw ork capacity constraints 
when determ ining the routes. The routing algorithm  tends to converge tra ffic  onto the 
same links and interfaces, s ign ificantly contributing to congestion and unbalanced 
networks. Th is results in  parts o f the netw ork becoming ove r-u tilised  while other 
resources along alternate paths remain under-u tilised. Th is condition is commonly 
re fe rred  to as hyper aggregation. While it  is possible to adjust the value of the 
m etrics used in calculating the IGP’s routes, it  soon became too complicated as the 
In ternet core grows. Continuously adjusting the m etrics also adds instab ility  to the
A measurement of actual or usable data successfully transmitted from a sender to a receiver. Compare this with 
throughput, which is the measurement of the amount of data transmitted over a given time period, which may 
include corrupted (unusable) data.
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network. Hence, congested parts are often resolved by adding more bandwidth (over 
provisioning), which is not treating the actual symptom of the problem  in the firs t 
place which is poor resource allocation o r tra ffic  mapping. Th is  is the issue that 
In ternet TE  specifica lly attempts to  address.
The requirem ents fo r In ternet TE is not that much d iffe ren t than that o f PSTN -  to 
have a precise contro l over the routing function in order to achieve specific 
performance objectives both in term s o f tra ffic -re la te d  performance and resource- 
related performance (resource optim ization). However the environm ent in which 
In te rne t TE  is applied is much more challenging due to the nature of the tra ffic  being 
transported and the operating environm ent o f the In ternet itse lf. T ra ffic  on the 
In ternet is becoming more m u lti-c lass  (compared to fixed 64k voice in PSTN) w ith  
d iffe ren t service requirements but contending fo r the same netw ork resources. In this 
environment, TE needs to establish resource-sharing parameters so that preferentia l 
treatm ent can be provided to some service classes in accordance w ith  a u tility  model. 
The characteristics o f the tra ffic  are also proving to be a challenge -  it  exhib its very  
dynamic behaviour, which is s till to be understood and tends to be h ighly asymmetric. 
The operating environment o f the In ternet is also an issue. Resources are augmented 
constantly and they also fa il on a regular basis. Routing of tra ffic  especially when 
traversing autonomous system s’ boundaries makes it  d ifficu lt to corre late network 
topology w ith  the tra ffic  flow . Th is makes it  d ifficu lt to estimate the tra ffic  m atrix, the 
basic data set needed fo r TE.
An in itia l attem pt at circum venting some of the lim itations of IP w ith  respect to TE 
was the introduction of a secondary technology w ith  v irtua l c ircu its  and tra ffic  
management capabilities (ATM ) into the IP infrastructure. Th is  is the overlay 
approach, as described previously. I t  consists o f A TM  switches at the core o f the 
netw ork surrounded by IP routers at the edges. The routers are log ica lly 
interconnected using A TM  PVCs, usually in a fu lly  meshed configuration. Th is 
approach allows v irtua l topologies to be defined and superimposed onto the physical 
ne tw ork topology. By collecting sta tistics on the PVCs, a rudim entary tra ffic  m atrix  
can be built. Overloaded links can be re lieved by re -d ire c tin g  tra ffic  to under-u tilised  
links.
ATM  was used mainly because of its  superior sw itching performance compared to IP 
routing at that time (there are cu rren tly  IP routers that are as fast i f  not faste r than an
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A TM  sw itch). A TM  also afforded QoS and TE capabilities. H ow ever there are 
fundamental drawbacks to th is approach. F irs tly , two netw orks o f dissim ilar 
technologies need to be bu ilt and managed, adding to increased com plexity o f network 
architecture and design. R e liab ility  concerns also increases because the number of 
netw ork elements existing in a routed path increases. Scalability is another issue 
especially in a fu lly  meshed configuration whereby the addition o f another edge rou ter
would increase the number of PVCs required by , where n is the number of
nodes (the ‘n-squared ’ problem). There is also the possib ility  o f IP routing instab ility  
caused by m ultip le PVC fa ilures fo llow ing  a single link impairm ent in  the ATM  core. 
W ith regards to ATM  itse lf, segmentation and re-assem bly (SAR) is d ifficu lt to 
perform  at high speeds. SAR is required because of the difference in packet formats 
between IP and ATM  -  ATM  is ce ll-based, which is fixed in size (53 bytes). IP 
packets would need to be segmented into ATM  cells at the ingress o f an ATM  
network. A t the egress, the cells would need to be re-assem bled into packets. 
Because o f ce ll-in te rleave , SAR must perform  queuing and scheduling fo r a large 
number of VCs. Implementing th is at S T M -32  (10 Gbits/s) or h igher speed is a very 
d ifficu lt task. And finally, the w e ll-kn o w n  problem of ATM  ce ll tax  -  the overhead 
penalty w ith  the use of ATM , which is approxim ately 20% of the link  bandwidth (e.g. a 
to ta l o f 498 Mbps is wasted on A TM  ce ll overhead on an S T M -16 or 2.4 Gbps link,). 
Hence there is a need to move away from  the overlay model to one that provides a 
more integrated solution. Th is was one o f the m otivations fo r the development of 
MPLS.
5 .5  A pp lica tion  o f MPLS in  T ra ffic  E ngineering ~ MPLS TE
An MPLS domain s till requires IGPs such as OSPF and IS -IS  to calculate routes 
through the domain. Once a route is computed, signalling protocols are then used to 
establish LSP along the route. T ra ffic  that satisfies a given FEC associated w ith a 
particu lar LSP is then sent down the LSP.
The basic problem addressed by TE is the mapping of tra ffic  onto routes so as to 
achieve the performance objectives o f the tra ffic  while optim ising the resources at 
the same time. As an illustra tion, re fe r to Fig. 5 -6 .
The diagram shows what happens in a conventional IP -rou ted  netw ork. Tw o routers, 
RA and RB, have tra ffic  destined fo r RC. Conventional IGPs such as OSPF, makes use
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of pure destination address-based forwarding. Routes are selected based on simple 
additive m etric, which in the case above is the least cost (or shortest path). T ra ffic  
from  both routers therefore converges on this particu lar path, leaving the other paths 
under-u tilised. Should the selected path become congested, there is no procedure to 
o ff- lo ad  some of the tra ffic  onto the a lternative path.
—►  Path from RA to RC
■ ^  Path from RB to RC
Alternative path to RC
RA
RC
Fig. 5 -6  The T ra ffic  Engineering problem.
For TE  purposes, a TE database should be bu ilt by the LSRs comprising the MPLS 
domain. Th is database basically holds additional inform ation regarding the state o f a 
particu lar link. Additional link attributes may include maximum link bandwidth, 
maximum reservable bandwidth, current bandwidth utilisation, current bandwidth 
reservation and link  a ffin ity  o r colour (an adm inistrative ly specified property  o f the 
link). These additional attributes are carried by T E  extensions of existing IGPs -  
OSPF-TE [KatzOS] and IS -IS  TE [SmitOS]. Th is  enhanced database w ill then be used 
by the signalling protocols to establish ER-LSP as described below.
The IETF has specified (but not mandated) LDP as the signalling protocol fo r setting 
up LSPs. LDP is usually used fo r h o p -by -ho p  LSP setup, whereby each LSR 
determines the next interface to route the LSP based on its Layer 3 routing topology 
database. Th is means that h op -by-ho p  LSP fo llow  the path that normal Layer 3 
routed packets w ill take. To have more contro l over the LSP fo r TE applications, the 
use of e ither one o f the two signalling protocols RSVP-TE (RSVP w ith  TE extension) 
[A w duO l] or CR-LDP (Constraint-based Routing LDP) [Jamo02] is specified. These 
protocols are used to establish tra ffic -eng ineered , ER-LSPs. An exp lic it route is a 
route across the network wherein all the routers are specified: i.e. there is a precise
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sequence o f steps from  ingress to egress. Packets must fo llow  this route and they are 
not allowed to detour from  th is route. E xp lic it rou ting  is useful to force an LSP down 
a path that is d iffe ren t from  the one o ffered by the routing protocol. E xp lic it routing 
can be used to d istribute tra ffic  in a busy netw ork, to route around fa ilures or 
congestion hot spots, o r to provide p re-a lloca ted  back-up LSPs to p ro tect against 
netw ork failures.
5.5.1 RSVP-TE
MPLS TE by means of RSVP-TE proposes using extensions to the existing RSVP 
protocol. These extensions accommodate TE  functions allowing fo r the management 
and d istribution o f MPLS labels thus supporting the establishment and maintenance of 
exp lic itly  routed LSPs. Using RSVP-TE does not mean that a fu ll im plementation of 
RSVP is required to be run on each LSR.
The use of RSVP here is to secure or guarantee the resources required by the tra ffic , 
since it  is not suffic ient jus t to select a route that can provide the co rrec t resource. 
Th is w ill ensure the resources are available fo r the exclusive use of a particu la r LSP 
and w ill not be shared w ith  other LSPs. The w orkings of RSVP fo r th is purpose have 
been discussed in a previous chapter. The extensions added fo r its use fo r  MPLS TE 
allows the tra ffic  requirem ents to be passed during LSP setup. They are then used at 
each LSR to reserve the resources required, o r to  fa il the setup in the event there is 
insuffic ient resources. The basic flow  fo r setting up an LSP using R SVP-TE is shown 
in Fig. 5- 7 .
LSRBLERA
(ingress)
LERC
(egress)
Path (B, C)
Resv - label 5
Path (C)
Resv - label 3
Fig. 5 -7  RSVP-TE LSP setup flow.
The ingress LER, LER A, requires a new LSP to LER C. The tra ffic  parameters 
required and the adm inistrative policies fo r the network enable LSR A  to 
determ ine that the route to LER C is through LSR B. LER A sets up a RSVP Path
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message w ith  the exp lic it route (B, C) and appends details o f the tra ffic  
requirem ents fo r the new LSP. Th is Path message is forwarded to LSR B.
• LSR B receives the Path message, determ ines that it is not the egress fo r this
LSP, modifies the exp lic it route in the Path message and forwards the request
along the route specified in the request to LER C.
• LER C receives the Path message, determ ines that it  is the egress LER fo r th is 
LSP, determ ines the bandwidth required to be reserved (from  the tra ffic  
parameters) and allocates the resource required. I t  then selects a label fo r the 
new LSP, distributes th is label to LSR B via a RSVP Resv message and appends 
details o f the reservation required fo r the LSP.
• LSR B receives the Resv message and matches it  to the orig inal request using the
LSP ID contained in both the Path and Resv messages. It determines and allocates
the resources required (from  the reservation details appended), allocates a label 
fo r the LSP, sets up an entry in its fo rw ard ing table and passes the new label to 
LER A  via a Resv message.
• The processing at LER A  is the same except that it does not need to allocate a 
label fo r the LSP since it is the ingress LER fo r the LSP.
5.5.2 CR-LDP
CR-LDP is a set o f extensions to LDP specifica lly  designed to fac ilita te  constra in t- 
based routing (OR) o f LSPs. OR computes routes that are subject to constraints such 
as bandwidth and adm inistrative policies. Because CR considers more than netw ork 
topology in computing routes, it  may find a longer but ligh tly  loaded path better than 
the heavily loaded shortest path computed by IGPs. N etw ork tra ffic  is hence 
distributed more evenly. A  simple example to illustra te  CR is shown in Fig. 5 -8 . In 
this example, the shortest path between A  and C is link A -C  w ith  an assumed IGP 
m etric m = 1. Th is particu lar link has a residue of 22 Mbps reservable bandwidth. An 
LSP requiring 40 Mbps w ill imm ediately ove r-u tilised  this link i f  it  was set up using 
h op -by-hop  LDP based on the IGP routing  inform ation. However w ith  CR-LDP the 
path A -B -C  w ill be selected instead; even though it  is longer, i t  w ill be able to satisfy 
the bandwidth requirem ent of the new LSP.
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Router
STM-1, m = 2,
60 Mbps reserved
STM-1, m = 2,
60 Mbps reserved
Router Router
STM-4, m = 1, 600 Mbps reserved
Fig. 5 -8  An example o f C onstraint-based routing.
The basic flow  fo r setting up an LSP using CR-LDP is shown in Fig. 5 -9 .
LSRBLERA
(ingress)
LERC
(egress)
Label Request (B, C)
Label Mapping (5)
Label Request (C)
Label Mapping (3)
Fig. 5 -9  CR-LDP LSP setup flow.
LER A  builds a Label Request message w ith  an exp lic it route o f (B, C) and details 
o f the tra ffic  parameters requested fo r the new route. LER A  reserves the 
resources required and forwards the Label Request message to LSR B.
LSR B receives the Label Request message, determines that it  is not the egress 
LSR fo r the LSP, reserves the resources required, modifies the exp lic it route in 
the message and forwards it  to LER C.
LER C receives the Label Request message, determines that i t  is the egress LER 
fo r the LSP and reserves the requested resources fo r the LSP. I t  then selects a 
label fo r the LSP, distributes th is  label to LSR B via a Label Mapping message and 
appends details o f the fina l tra ffic  param eters reserved fo r the LSP.
LSR B receives the Label Mapping message and matches it to the orig ina l request 
using the LSP ID contained in both the Label Request and Label Mapping 
messages, finalises the reservation, selects a label, adds an en try  in its 
forward ing table and d istributes the label to LER A via another Label Mapping 
message.
The processing at LER A  is sim ilar upon rece ip t o f the Label Mapping message 
but it  does not need to allocate a label because it  is the ingress LER fo r the LSP.
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5.6  A na lysis
In th is section we w ill present our w ork on the performance analysis o f an M PLS-TE  
network. The netw ork consists o f two ingress LSRs, LSR l and LSR2 and one egress 
LSR, E-LSR. The LSRs are all interconnected together. L in k_ l connects LS R l to E -  
LSR, Link_2 connects LSR2 to E-LSR and Link_12 connects LSR l to LSR2. There can 
be a maximum o f m l LSPs established on L in k _ l and m2 on Link_2. There  is no lim it 
on the maximum number o f LSPs on Link_12. T ra ffic  arriv ing at the ingress LSRs is 
forwarded to the egress LSR via several LSPs. The d irect route from  LS R l to E-LSR 
is coded ro u te _ l and that from  LSR2 to E -LSR  is route_2. Tw o additional routes exist 
-  from  LS R l to  E-LSR via LSR2, coded route_12 and from  LSR2 to E -LSR  via LSR l, 
coded route_21. This configuration is shown in Fig. 5-10.
route_21 route_1
LSR1
E-LSR
X I
LSR2
route_12 route_2
Fig. 5 -10  M PLS-TE  netw ork configuration.
?
When a tra ffic  flow  arrives at LSRa (a = 1,2), the fo llow ing policy applies:
• I f  the number o f current LSPs on L in k_ l(2 ) < m l(2 ), then a new LSP can be
established to accommodate the flow . Th is  LSP follows the d irect rou te_ l(2 ).
• I f  the number of current LSPs on L in k_ l(2 ) = m l (2) and
o The number of current LSPs on L ink_ 2 (l) < m 2 (l), then a new LSP can be
established to accommodate the flow. This LSP fo llow s the tra ffic
engineered route_12(21). 
o The number of current LSPs on L ink_2 (l) = m 2 (l), the flow  is blocked 
from  entering the network.
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We assume the tra ffic  flow  arrives at LSRa according to a Poisson process w ith  
parameter À a . The holding time on each LSP is exponentia lly d istributed w ith 
parameter f M .
The above network can be considered as a c ircu it switched network, which works as 
a loss system where blocked calls are cleared. The system consists of two parts -  a 
prim ary system having m l (2) servers and a secondary system w ith  m 2 (l)  servers. 
A rriv in g  tra ffic  is f irs t o ffered to the prim ary system. I f  all the servers of the prim ary 
group are occupied, the tra ffic  is directed to the secondary group. This tra ffic  is 
known as overflow  tra ffic  w ith  in tensity a. I f  all the servers in the secondary group 
are also occupied the tra ffic  is blocked and lost (since there are no waiting places in 
the system).
The prim ary system form s an M /M /m /m  queue where m = m l.  Note that this queuing 
system, in fact has no queuing space since the capacity of the system equals the 
number of servers. Th is can be used to model the netw ork above w ithout the MPLS 
capabilities. The blocking probab ility  fo r th is system is given by the Erlang B formula
E {m ,a ) =  - ; ^  (Eqn. 5.1)
■ ^ -1  Q.
Àwhere a =  offered _  load  =  —  and m  =  m l
The in tensity  o f the blocked tra ffic  in  the prim ary group is then given by
a ^ = a .E (m l,a )  (Eqn. 5.2)
Both the prim ary and secondary systems combine to constitute an M /M /m /m  queue 
where m -  m l + m2. Th is  models the network w ith  the MPLS capabilities. The tra ffic  
blocked in the secondary group is given by
=  a .E {m l +  m 2 ,a ) (Eqn. 5.3)
The blocking probability fo r the overflow  tra ffic  is then given by
+  ^  (Eqn. 5.4)
a .E {m l,a )
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5.6.1 Discussion
In this section we compare the performance of the M PLS-TE network w ith  that of the 
non-TE  network by showing the impact of offered load and maximum number of LSPs 
on the flow  loss probability. In this analysis we assume the follow ing:
X\  = X2  = A 
ju\ = iu2 = fj. 
m\ = m2 =  m
The fo llow ing plot (Fig. 5 -11 ) shows the effect the tra ffic  load has on the flow  loss 
probability fo r both M PLS-TE  and non-M P LS -TE  networks. It can be seen that the 
flow  loss probability at the ingress LSR improves w ith the application of TE. This 
improvement is most noticeable at low tra ffic  intensities. This e ffect is attributed to 
the fact that the possib ility  of finding a free LSP in the M PLS-TE network increases 
substantially. Newly arriv ing flows are allocated alternative available LSPs when their 
d irect (prim ary) LSPs are all occupied. Thus reducing the probability  o f blocking the 
new flow.
0.01
I1 10
-41 10
- 51 10
Offered load
  m 1 ^ m2=2 (no TE)
  ml =m2=2 (with TE)
  ml=m2=5 (no TE)
  ml =m2=5 (with TE)
Fig. 5-11 Comparison of flow  loss probability between M PLS-TE and non-M PLS-TE
networks.
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5 .7  A n end-to~end QoS a rch itectu re
An e n d -to -e n d  QoS architecture involving all the technologies discussed so far is 
now presented. Th is  architecture is shown in Fig. 5 -10. A t the core o f this 
architecture is a D iffServ-enabled M P LS -TE  network. MPLS is chosen because o f its 
TE  capabilities, even though QoS is not a fundamental design feature o f MPLS. MPLS 
can be accurately described as a QoS-enabling technology. MPLS provides a 
connection-oriented environment that enables TE  o f packet networks. T ra ff ic -  
engineered networks can guarantee bandwidth fo r various flows, which is a necessary 
condition fo r QoS. M PLS-TE  sets up LSPs along links w ith  available resources to 
ensure ava ilab ility  o f bandwidth to a particu lar flow. Because LSPs are only 
established where resources are available, over-p rov is ion ing  is not necessary. The 
resources are fu rth e r optim ised by blocking the setting up of LSPs along a shortest 
path i f  the path has insuffic ien t resources. However, in order to contro l the latency 
and jit te r  of tim e-sens itive  applications, M P LS -TE  must be combined w ith  other 
technologies that provide tra ffic  flow s w ith  th e ir c lass-specific  treatm ent. Th is is why 
D iffServ is combined w ith  M PLS-TE  to give it  the QoS-awareness required. The 
resu lt is the ab ility  to give s tr ic t QoS guarantees while optim izing the use of network 
resources.
In th is architecture, M PLS-TE  makes use o f suitable routing protocols such as OSPF- 
TE or IS -IS  TE  to gather in form ation about the netw ork and builds a TE  database. It 
w ill then use e ither RSVP-TE or CR-LDP to setup ER-LSPs through the MPLS 
domain.
M PLS-TE  also introduces the concept o f LSP prio rities . Recall that each LSP has a 
set o f attributes (see Table 5 -1 ). The purpose of th is concept is to mark LSPs 
according to the ir importance. LSPs having a higher p rio rity  are then allowed to 
confiscate resources from  low er p r io r ity  LSPs (p re -em pt less im portant LSPs). Th is 
guarantees that
• Low er p r io r ity  LSPs w ill always have an opportun ity to reserve resources in the 
absence of higher p rio rity  LSPs.
• H igher p rio rity  LSPs always establishes along the most optimal (shortest) path 
regardless of existing reservations along that path.
• In the event o f a link failure forc ing  LSPs to re -rou te , h igher p r io r ity  LSPs have a 
better chance of finding alternative paths.
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The two p r io r ity  attributes fo r th is purpose are the setup p rio rity  and the holding 
p rio rity . The setup p rio rity  contro ls access to the resources at the tim e of LSP 
establishment. The holding p rio rity  contro ls access to the resources fo r an 
established LSP. I f  during setup an LSP finds there is insuffic ient resource, its setup 
p rio rity  is compared to the holding p r io r ity  o f established LSP(s) cu rren tly  using the 
resources in question. This then determ ines whether the new LSP can p re -em p t any 
o f the other LSPs and take over the ir resources.
CoreAccess Access
IntServ
IntServ
Diffserv/MPLS-TE
domain
MPLS
IWU
ATM
ATM
ATM
ATM
Fig. 5 -12  An end -to -en d  QoS architecture consisting of a D iffServ-enabled MPLS-
TE  and A TM  cores.
Support fo r D iffServ w ith in  the MPLS domain is provided by the 3 -b it  EXP fie ld  o f the 
MPLS shim header. This field, used to indicate the class of the encapsulated packet, 
ensures that a D iffServ packet traversing the MPLS domain is always associated w ith  
a particu lar PHB and drop precedence. The packet is also mapped to a particu lar LSP. 
A ll the LSRs in the MPLS domain must have an agreed-upon mapping of the label 
and/or EXP fie ld  to a PHB and drop precedence -  e ffective ly forw ard ing a packet
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through the netw ork at the level o f p r io r ity  required. Depending on the number of 
PHBs offered by D iffServ provider, e ither E -LSP (maximum 8 PHBs per LSP) or L -  
LSP (1 PHB per LSP) can be u tilised to transport the D iffServ tra ffic  over MPLS. 
Since an L -LS P  can only ca rry  a single PHB, more PHBs can be supported in the 
M PLS-TE  domain. This also means that TE  at a fine-gra ined level can be achieved -  
routing, protection, restoration and p re -em ption  actions are applicable per service 
class. In contrast, E -LSP provides a much reduced fle x ib ility  -  because each E-LSP 
is capable o f transporting up to  8 service classes, all of them are tra ffic  engineered 
together. However, E-LSP could scale better. Management o f a single E-LSP 
comprising of N (N<8) PHBs is much sim pler than N L-LS P  -  it  requires less 
signalling and smaller routing table.
MPLS is not envisioned to be deployed at the desktop, so there must be in te r­
operability  between edge QoS and core QoS. The edge QoS is basically the QoS 
supported at the access network. Th is  can be provided by e ither IntServ/RSVP or 
ATM . In th is architecture, D iffServ extends the reach of IntServ/RSVP networks -  
in tervening D iffServ networks appear as a single RSVP hop to the IntServ/RSVP 
networks, e ffective ly  helping IntServ to achieve scalability while keeping the 
advantages of en d -to -en d  signalling.
MPLS and ATM  in terw ork ing is required in order to provide network support fo r ATM  
services during the evolution of networks. In th is instance the evolution is towards an 
IP-based core w ith  MPLS capabilities. MPLS allows services to be supported over a 
single networking infrastructure. In th is architecture, the A TM  netw ork is in te r­
connected to the MPLS netw ork via In terw ork ing Function Unit(s) (IWU), which is 
responsible fo r protocol conversion and mapping. For the A T M -to -M P L S  direction, 
A TM  cells are encapsulated in MPLS packets by the IWU. In the reverse direction, 
the reconstruction o f the ATM  cells is performed.
I f  the MPLS network uses D iffServ to provide QoS classes, A TM  service category can 
then be mapped to a compatible class o f service in the MPLS network. For example, 
the CBR service category should be mapped to a class of service w ith  stringent loss 
and delay objectives, in which case the EF PHB is a good candidate. Th is  provides a 
v irtua l leased line w ith  a specified amount o f bandwidth through the MPLS core.
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W ith this architecture, MPLS provides the potentia l to achieve the end-to -end  
in terw ork ing goal while at the same tim e addresses some of the end -to -e n d  QoS 
issues, namely scalability and throughput, w ith  its  TE capabilities used in conjunction 
w ith  D iffServ. A lthough this solution involves quite a considerable number of mapping 
processes between the d iffe ren t technologies, i t  perhaps provides an approach fo r the 
smooth transition  to a future en d -to -e n d  QoS architecture.
5.8 Summ ary
MPLS provides the platform  fo r the convergence o f connectionless classical IP 
networks and connection-oriented QoS-guaranteed ATM  networks. I t  was born out of 
the com plex IP -o v e r-A T M  mapping problem, MPLS merges IP contro l plane w ith 
A TM  forw ard ing plane, allow ing IP routing protocols d irect contro l over the ATM  
sw itch hardware. One of the m otivations fo r th is approach was to leverage the high­
speed A TM  sw itching hardware and building IP core networks. A  fixe d -leng th  label 
match was expected to be much faster than the longest-p re fix  destination-address 
match. How ever th is advantage was qu ickly nu llified  w ith  the development of IP 
routers o f comparable speed. Th is  th rusts MPLS into a more prom inent ro le as the 
key building block fo r tra ffic  engineering.
T ra ffic  engineering (TE) is the process of mapping tra ffic  flows onto the physical 
netw ork topology to enhance overall ne tw ork utilisation and create a uniform  
d istribution of tra ffic  throughout the ne tw ork to optimise its effic iency. The objectives 
of TE  include satisfactory service de livery, optimum resource e ffic iency and 
avoidance o f congestion on any single path. I t  also controls the ne tw ork 's  response to 
tra ffic  demands and network failures.
MPLS introduces a path oriented connection abstraction into the IP architecture. It is 
an im portant technology that supports TE  in IP networks, a llow ing bandwidth 
assurance, diverse routing, load balancing, path redundancy and other services that 
lead to QoS to be implemented. Short, f ixe d -leng th  labels are attached to  packets by 
a label sw itch rou te r (LSR) at the ingress to an MPLS domain based on the concept of 
forward ing equivalence classes (EEC). The labels, rather than the packet headers, are 
subsequently used to make forw ard ing decisions as the packets traverse the MPLS 
domain. The path through the domain taken by the packets is called a label switched 
path (LSP). LSPs are setup, via signalling protocols, to support a specific EEC i.e. 
there is a EEC to LSP mapping, which expedites the packet forwarding process. LSPs
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can be defined e xp lic itly  (E xp lic itly  Routed LSP) so that a particu lar EEC can be 
forced down a specified route. Th is  is the basis o f TE  in MPLS.
TE in MPLS is perform ed w ith  the help o f E xp lic itly  Routed LSP (ER-LSP). ER-LSP 
can be used to distribute tra ffic  evenly across the MPLS domain while maintaining the 
service guarantees promised to the packets. Th is  also helps in increasing the network 
utilisation efficiency. ER-LSP can be setup using e ither RSVP w ith  TE extensions 
(RSVP-TE) or Constraint-based Routing LDP (CR-LDP) signalling protocols. CR-LDP 
would require an enhanced version of the IGP routing protocol to re lay additional 
attributes about the link  state. These other a ttributes w ill be used in calculating the 
best route subject to the various constraints. Other advantages afforded by MPLS 
w ith  respect to TE  include per-LSP  statistic that provides accurate end-to -end  
tra ffic  m atrix  (a key requirem ent in any TE process) and the use of backup LSPs to 
provide a graceful degradation in the case of rou te r o r link failure.
138
Chapter 6 Internet Protocol Version 6
In ternet P rotocol version 6 or more commonly known as IPv6 is a new netw ork layer 
protocol, which is expected to supersede the current IPv4. The development o f IPv6 
came into being a fte r the IETF community realised that the address space in IPv4 is 
in danger of running out fast. They took the opportun ity to not only develop the new 
version o f IP but also to fine tune its  design based on the experience gained of 
running IPv4 fo r decades. Th is chapter looks at the development of IPv6, in particu lar 
its support fo r QoS. It  discusses in some detail the m igration stra tegy towards IP v6 - 
based networks. I t  also puts forward an architecture that describes a possible future 
scenario that completes the end -to -en d  netw ork ing argument -  mobile Internet.
6.1 Problem s w ith IP v4
The roo t problem  that IP solves is how to link networks, which in tu rn  lin k  computers, 
in such a way that none of the partic ipating computers need to know any details about 
any of the o ther computers except fo r an address. Solving this problem requires:
• That each computer in the ne tw ork o f networks (Internet) m ust be uniquely 
identifiab le:
• That all computers must be able to send and receive data to and from  all other 
computers in a form at that any computer can understand: and
• That it  must be possible fo r a com puter to re liab ly transm it data to another 
computer w ithout having knowledge about that computer and its netw ork other 
than the com puter’s network address.
IP was designed to achieve these goals and thus resolve the issue of linking 
networks. The current version o f IP, IPv4, utilises 3 2 -b it address to identify 
computers or hosts attached to the in te r-n e tw o rk . A 3 2 -b it address lim its  the number 
of d is tinct In ternet addresses to no more than an absolute maximum o f 2^^, or about 4 
b illion (the actual number of possible addresses is less because certa in addresses are 
reserved or have some special significance). The astronomical g row th of the Internet 
means that new networks and hosts are being attached to the Internet, each being 
allocated unique IP addresses, at a breakneck pace. A d irect consequence o f this is 
that the 3 2 -b it address space is also being used up rapidly. Th is  was the prime
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m otivation fo r the In te rne t Engineering Task Force (IETF) to embark on an e ffo rt to 
develop a successor to the IPv4 protocol.
T h e ir response to th is need o f a bigger IP address space is to design a new IP 
protocol, IP version 6 o r IPv6, The designers o f IPv6 also took this opportun ity to 
tweak and augment other aspects of IPv4, based on the accumulated operational 
experience w ith  IPv4. Some of the areas targeted fo r improvem ent (in addition to the 
address space lim ita tion) are performance, auto-configura tion  and security.
6.1.1 IPv4 performance
IPv4 performance is in trica te ly  associated w ith  its  basic routing function, and 
intim ate ly to the addressing strategy. While dynamic mechanisms fo r determ ining 
routes are being used, at some point however, all routing depends on some router 
looking up a lis t o f d iffe ren t routes and deciding which one is right. Routing lis ts  
comprise a lis t o f netw ork and a lis t o f in terfaces connected to those networks: the 
rou te r looks at a packet, determ ines what netw ork it  is on and than transm its the 
packet out the appropriate netw ork interface. The more networks there are, the 
longer the routing lis t w ill be. The longer the routing lis t, the longer (on average) it  
w ill take the rou te r to determ ine where to send a packet. Currently, there are 
techniques, which are being used to aggregate routes and s im plify routing. These 
include sub-netting . Classless In ter-D om ain  Routing (CIDR) [FuI193] and Network 
Address Translation (NAT) [S risO l]. H ow ever these techniques are more of a short­
term  in terim  solution ra the r than a long -te rm  one. They provide a workaround fo r the 
lack o f address space but fa il to meet the requirem ents o f the In te rne t’s e nd -to -end  
architecture and p e e r-to -p e e r applications. They scale poorly and present a 
vulnerable single point o f fa ilure. Furtherm ore, emerging residentia l broadband 
In ternet requires a lw ays-on, a lways-contactable global addresses, which are not 
supported by any o f the tem porary address allocation techniques mentioned above.
Fragmentation and re-assem bly puts an additional burden on In ternet routers (the 
additional e ffo rt to create fragm ents out o f an IP packet) and on the destination hosts 
(the additional e ffo rt to reassemble these fragments). Fragmentation is required 
because the maximum amount o f data that a link layer packet can carry or its 
Maximum T ransfer U nit (M TU) varies from  one link layer protocol to another. 
Because each IP packet is encapsulated w ith in  the lin k - la y e r packet fo r transport 
from  one rou te r to the next router, the M TU of the lin k - la y e r protocol places a hard
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lim it on the length o f an IP packet. Having a hard lim it on the size o f an IP packet is 
not much o f a problem. What is a problem  though is that each of the links along the 
route between sender and destination can use d iffe ren t lin k -la ye r protocols, and each 
of these protocols can have d iffe ren t MTUs. An IP packet whose size exceeds the 
M TU of a particu la r link  layer protocol would then have to be fragmented into two or 
more sm aller ‘fragm ents’ . Fragments need to  be reassembled before they reach the 
transport layer at the destination. Indeed, both TCP and UDP are expecting to receive 
from  the netw ork layer complete, un-fragn ien ted  segments. Fragmentation and re ­
assembly add extra  processing on IPv4 packets and thus contribute towards the 
performance of IPv4.
Another issue w ith  regards to IPv4 perform ance is that o f supporting QoS. IPv4 
provides a mechanism, the Type of Service (ToS) fie ld  that allows applications to te ll 
IP how to handle the ir data streams. An application that needs a lo t o f throughput 
m ight force the ToS to favour routes w ith  the most bandwidth. An application that 
needs fast responses, m ight force the ToS to favour routes that have low  delays. 
However th is feature never rea lly  caught on w ith  application developers and 
implementers. F irs tly , it requires the routing protocols to incorporate notions of 
preferentia l routes based on costs as w e ll as the need to track values fo r latency, 
throughput and re lia b ility  fo r available routes. Secondly, ToS is a choice of one: if  an 
application developer decides that low  latency is most important, it  m ight affect the 
application’s ab ility  to get higher bandwidth o r more reliable routes fo r its  packets. So 
this service request could u ltim ately a ffect the overall performance.
6.1.2 IPv4 network administration and configuration
A host running IPv4 must be configured, co rrectly , w ith a set of parameters, which 
include a host name, IP address, subnet mask, default rou ter and some others. The 
person who does the configuration must understand all o f these parameters. Thus 
getting a host connected to an IPv4 ne tw ork can be complicated and tim e-consum ing. 
Managing/assigning IP addresses is also a complicated matter. Indeed address 
management and host configuration pose two basic problems -  i f  i t  is d ifficu lt to 
configure hosts, it  w ill u ltim ately cost money; and if  each host must tie  up an IP 
address w hether or not it  is connected, it  costs address space. Hence the goal is to 
make host configuration a p lug -and -p lay  operation and to e ffic ien tly  manage and 
allocate addresses.
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Dynamic Host Configuration Protocol (DHCP) was designed to address these issues 
[D rom 97]. I t  uses a c lie n t-se rve r model whereby clients can use DHCP to query a 
DHCP server fo r configuration inform ation and requesting an IP address. IP addresses 
are dynamically assigned, s im plify ing netw ork adm inistration because a piece of 
software keeps track of IP addresses.
However, DHCP falls short o f enabling true p lug -and -p lay  configuration because it  
maintains the status of d iffe ren t IP addresses and the hosts using them. A DHCP 
server needs to be e xp lic itly  se t-up  that knows about the hosts that it  w ill supply 
configuration inform ation to, and the host to be configured w ith  DHCP must know 
about the nearest DHCP server. The server also maintains the status o f the address 
being used and when the address may be available again fo r re-assignm ent. In this 
sense, DHCP is a state-based auto-configura tion  process.
6.2 M a jo r additions in  IP v6
IPv6 is sometimes also called the next generation IP or IPng. IPv6 was recommended 
by the IPng Area D irectors o f the IETF at the Toronto  IETF meeting on July 25, 1994 
in RFC 1752 [B rad95]. The recommendation was approved by the Internet 
Engineering Steering Group and made a Proposed Standard on November 17, 1994. 
B rie fly , fo llow ing are some of the m ajor features that are being designed into IPv6 
[Deer98].
6.2.1 Header format simplification
One of the main deficiencies of IPv4 was the com plexity o f its  headers. IPv6 header is 
reduced to s ix  fie lds plus two 12 8 -b it addresses and no options fie ld, compared to the 
ten fie lds plus two 3 2 -b it addresses and an options fie ld  in IPv4. Th is s im plification of 
IPv6 header is achieved by allow ing headers to be chained together. Variations that 
would have been contained w ith in  the IPv4 header fie lds or its options fie ld  are now 
identified using a new fie ld  (an 8 -b it  fie ld  called the N ext Header), which specifies 
that another header is included a fte r the current one but before the data itself. Th is 
sim plification helps to keep the bandwidth cost of the IPv6 header as low  as possible 
despite the increased size of the addresses. Even though the IPv6 addresses are four 
times longer than the IPv4 addresses, the IPv6 header is only tw ice the size of the 
IPv4 header (w ithout options).
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IPv4 header format 32 bits
Version Header length DS (foiTnerly ToS) Total length
Identification Flags Fragment offset
Time to live Protocol Header checksum
Source address (32 bits)
Destination address (32 bits)
■ Options
IPv4 fields deleted in streamlined IPv6 header
IPv6 header format 
0 4 12 16 24 31
Version Class of Traffic Flow label
Payload length Next header Hop limit
Source address (128 bits)
Destination address (128 bits)
Fig. 6 -1  Streamlined IPv6 header.
IPv6 was designed to facilita te routing e ffic iency. W ith IPv4, routers would need to 
look at every fie ld in the header in order to process a packet. Additional services 
provided at the IP layer are coded in the options field, varying the length of the 
header according to the situation, introducing extra  work for the routers to process. 
Another processing overhead faced by IPv4 routers is the header checksum: a 
process to calculate a number, which is then used to check fo r e rro rs  in the header. 
The problem w ith  this is that IPv4 header contains a Time to Live (TTL) field, the 
value of which changes every time a packet goes through a router. Th is means that 
every rou te r v is ited by the packet would need to keep re-ca lcu lating the checksum, 
incurring delay in routing the packet. In addition, TCP performs its own checksum fo r 
detecting errors, thus making checksums at the IP layer redundant and unnecessary. 
The header checksum fie ld  was thus removed from  the IPv6 header.
Another factor, which contributes towards the sim plified header and more e ffic ien t 
routing, is that IPv6 has removed the requirem ent fo r h op -by-ho p  packet 
fragmentation. Packet fragmentation is now carried out at the source using a fac ility  
called Path M TU  D iscovery. IPv6 uses the path M TU discovery to find the maximum 
M TU in a path between the source and the destination. The source node starts the 
path MTU discovery by sending out a packet equal in size to the maximum M TU of its
143
Chapter 6 IPv6
link layer. In the example shown in Fig. 6 -2 , th is M TU  is 1500 bytes. The packet is 
forwarded through the netw ork up to the destination until it  encounters a link w ith  a 
smaller M TU. When this happens the rou te r sends the source node an ICMP erro r 
message indicating a ‘packet too b ig ’ e rro r and includes the M TU size of the next link. 
The source node then resends the packet equal in size to the received MTU. This 
process repeats until the packet reaches its destination.
source
1500 1500 1400 G 1300 dest
Packet (size = 1500)
ICMP (pkt. too big, MTU = 1400)
Packet (size = 1400)
ICMP (pkt. too big, MTU = 1300)
Packet (size = 1300)
Packet received
Fig. 6“ 2 Path M TU d iscovery process in IPv6.
IPv6 o ffe rs a fixed 40 -by te  basic header; additional services are coded in a new, 
optional header known as an extension header. What is im portant is that this 
extension header is separated from  the basic header. The N ext Header fie ld in the 
basic header determ ines whether there are any extension headers (and thus 
additional services) a fter the basic header. Additionally, routers are not required to 
process the extension headers, except in certain special cases. Hence routers are 
always presented w ith  a fixed size header, which improves fu rthe r the routing 
effic iency. Fig. 6 -3  shows the use of extension headers in IPv6.
6.2.2 Expanded address space
The address space in IPv6 has been expanded from  the current 32 b its to 128 bits. 
Th is is a ve ry  generous expansion considering that the 128 -b it address space is able 
to generate a to ta l o f 3 * 10^^ addresses o r over 6 * 10^^ addresses fo r every square 
metre of the Earth ’s surface. Th is massive increase w ill be able to support more 
levels of addressing hierarchy (compared to the fla t addressing scheme in IPv4), in
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addition to the much greater number o f addressable nodes. This expansion also helps 
in sim pler auto-configuration o f addresses.
IPv6 basic header (40 bytes)
Extension header (EH)
Extension header (EH)
Any number of extension headers
Next
header
EH
length
Extension header data
Fig. 6 -3  The use of extension headers to illus tra te  header chaining in IPv6.
The capability to provide m u lti- le ve l addressing h ierarchy is im portant because it 
sim plifies the routing problem. Its im plementation provides more e ffic ien t and scalable 
routing. Route aggregation is optim ized saving large amount of space needed in 
routing tables. A ll th is points to a s im pler routing  strategy. M u lti- le v e l addressing 
h ierarchy can be seen to be analogous to the international telephone numbering 
system, which is represented by a h ierarchy o f country, d is tric t, area and subscriber 
numbers.
Address auto-configuration is a new feature designed into IPv6. A uto -con figura tion  is 
a mechanism fo r setting the IP address fo r a host automatically. A lthough this 
mechanism has the same goal as that o f DHCP i.e. dynamically managing address 
allocations, its solution is d ifferent. Recall that DHCP is a state-based auto­
configuration process because a server manages which address is allocated to whom 
and maintains that state. IPv6 auto-configura tion  is on the other hand stateless 
[Thom 98]. Th is means that the hosts themselves have autonomy over the 
configuration o f the ir addresses, they manage the ir addresses themselves w ithout the 
need fo r a server. Th is feature greatly assists the introduction of true p lug -and -p lay 
configuration, allowing a host to connect to a netw ork and having it  booted up w ithout 
any human interference.
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6.2.3 QoS capabilities
The same QoS paradigms as cu rren tly  supported in IPv4 are supported in IPv6. IPv6 
does not o ffe r a bette r QoS compared to what has been proposed fo r IPv4. What it  
o ffe rs however are facilities, which help towards a smoother in troduction o f QoS 
capabilities in the Internet.
A  new capability is added to enable the labelling of packets belonging to particu lar 
tra ffic  "flows" fo r which the sender requests special handling, such as non-de fau lt 
quality o f service or rea l-tim e  service. Th is is achieved w ith  the use o f a 2 0 -b it F low  
Label [Raja04]. By using the F low  Label fie ld , a sender can specify a series of 
packets as a flow  and request particu la r service fo r the flow. A  flow  is thus uniquely 
identified by the combination o f the source address and a non-zero  flow  label. In 
IPv4, a flow  can be identified by the source and destination IP addresses, source and 
destination po rt numbers and the protocol ID. A part from  the IP addresses and the 
flow  ID, the res t o f the inform ation is available at a higher layer than IP. Hence IPv6 
sim plifies flow  identification. Packets that do not belong to a flow  w ill sim ply carry a 
flow  label of zero. A  flow  is assigned a label by the source of the packet.
The exact nature of the special handling required by a flow  is conveyed to the routers 
by inform ation w ith in  the flow ’s packets them selves e.g. w ith  the use of another type 
o f extension header called the H op -b y -H op  options header. Th is header specifies the 
process that must be perform ed every tim e a packet goes through a router. The Flow 
Label fie ld  is envisaged to s im plify  the deployment o f In tS e rv-like  QoS architecture.
Another fie ld, which allows IPv6 to support QoS is the Class o f T ra ffic  fie ld. Th is 8 -  
b it fie ld  is available fo r use to iden tify  and distinguish between d iffe ren t classes or 
p rio rities  of IPv6 packets. In th is sense it  is sim ilar in function to the DS fie ld  in IPv4 
header (or previously known as the Type o f Service field).
There are curren tly  no standards that define mechanisms w ith  which we can 
manipulate these two fie lds fo r QoS implementation.
6.2.4 Authentication and Privacy capabilities
IPv6 includes the defin ition of (optional) extension headers, which can be used to 
signal the provision of additional services at the IP layer. One o f the additional
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services provided is the support fo r authentication, data in tegrity, and confidentia lity. 
Th is is included as a basic element of IPv6 and w ill be included in all implementations.
Security features were not incorporated into IPv4 simply because i t  was intended to 
be an in te r-ne tw o rk in g  protocol. H owever the increasing use of IP netw orking in the 
general business and consumer netw orking environment makes the potentia l harm 
resulting from  attacks more devastating than ever. IPsec [K ent98 ] provides a 
security architecture fo r IP, not fo r the Internet. This means that the security 
services are offered only at the IP layer, protecting IP datagrams. IPsec services are 
provided through the mechanisms of the Authentication Header (AH) [Kent98b] and 
the Encapsulating Security Payload (ESP) header [Kent98c]. Both these headers are 
defined fo r use w ith  both IPv4 and IPv6, W ith IPv4 the headers are added to the 
normal IPv4 header as options. W ith IPv6 these headers are defined as two of the six 
d iffe rent types of extension headers. Details of implementation can be found in 
[Losh99].
An in teresting  advantage of this security  feature is that it  has a positive impact on 
IPv6 support fo r QoS. QoS instructions, especially those w ith  regards to flow  handling 
can be included in IPv6 headers, which mean that the payload can be encrypted 
w ithout risk ing  the QoS from  functioning. Th is  is in contrast to IPv4. IPv4 has no 
im p lic it support fo r flow s (i.e. it  has no equivalent header fie ld  to the IPv6 Flow 
Label). Thus, routers re ly  on transport p ro toco l or application leve l inform ation to 
iden tify  flow s (recall that in IPv4, the rou te r would need to look into the payload to 
extract in form ation regarding a flow  since that information is available at a layer 
above IP i.e. source and destination port numbers). The fact that a router, which is 
supposed to process data only at the ne tw ork layer, requires inform ation from  the 
transport or application layers introduces what is known as the layer vio lation 
problem. The immediate drawback from  th is is the degradation in the routers' 
performance. Another disadvantage is that IPsec cannot be used fo r f lo w -le v e l QoS- 
aware IPv4, as th is would e ffec tive ly  encrypt the payload in which the upper layer 
in form ation required fo r flow  identifica tion  is embedded.
6.3 M ig ra tion  stra tegy
M igrating a large network to IPv6 is a complex undertaking. The key transition 
objective is to allow IPv4 and IPv6 hosts to in ter-opera te . The second objective is to 
allow IPv6 hosts and routers to be deployed in the Internet in a h igh ly diffused and
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increm ental manner, w ith  few  inter-dependencies. F inally, the transition should be as 
easy as possible fo r end users, system adm inistrators and service providers to 
understand and carry out. Several m igration strategies have been devised to help 
IPv4 and IPv6 networks co -e x is t during the transition to the new standard [GillOO].
•  D ua l-stack network; netw orks that run both IPv4 and IPv6 protocol stacks so that 
they have both addresses and capabilities. They can communicate w ith  both types 
of networks, using IPv4 stack to communicate w ith  IPv4 node and IPv6 stack w ith 
IPv6 node. Th is is probably the most s tra ightforw ard  way to introduce IPv6 over 
an IPv4 backbone.
• Address translation: an interm ediate system in terpre ts IPv4 addresses to IPv6 
addresses and vice versa so both networks can communicate w ith  each other. 
However not all of the advanced features of IPv6 are available to the application 
in th is mode. Th is s tra tegy allows IP v6 -o n ly  node to access IP v 4 -only machines.
• IPv6 tunnelling; tunnelling encapsulates IPv6 packets w ith  IPv4 addresses so that 
they can pass through IPv4 networks or vice versa. In th is case the nodes have 
complete en d -to -en d  IPv6 capability: however since the packets travelled over 
IPv4, all the advanced features pertaining to packet transport are not available. 
IPv6 to IPv4 communication is not allowed in th is mode.
Host Host
App IPv6-IPv4
gateway
App
IPv4 router
Trans Trans
IPv6 IPv6 IPv4 IPv4 IPv6IPv4 IPv6
Link Link Link Link Link Link Link Link
Phy Phy Phy Phy Phy Phy Phy Phy
IPv6 IPv6IPv4
IPv4 tunnel
Fig. 6 -4  In ter-connecting  IPv6 islands through IPv4 using dual stack and tunnelling.
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A cos t-e ffec tive  stra tegy fo r deploying IPv6 would be to use MPLS IPv4 as the core 
network. However, it  must be stated that IPv6 m igration does not entail MPLS to be 
implemented firs t. The MPLS backbone allows isolated IPv6 domains to communicate 
w ith  each o ther w ithou t requiring m ajor backbone infrastructure upgrades. Th is 
implementation also means that there w ill be lesser administrative costs associated 
w ith  re -con figu ring  core routers because forw ard ing is based on labels and not on the 
IP headers themselves. Additionally, the MPLS environment o ffers VPN and tra ffic  
engineering services, which can be used to provide IPv6 VPNs over an M PLS-TE 
infrastructure.
Any of the general m igration approaches are applicable fo r running IPv6 over MPLS. 
The simplest w ay is using tunnels on the custom er edge (CE) routers. The CE routers 
would need to be dua l-s tack-ready but o ther than that no changes are required in the 
MPLS IPv4 core (Fig. 6 -5 ). Another approach is to configure IPv6 on the MPLS 
provider edge (PE) routers. Here the PE routers would need to be upgraded to 
support dua l-s tack and the ir interfaces, connected to the core, configured fo r MPLS, 
but the core routers remain untouched. IPv6 forwarding is accomplished using label 
switching, allow ing the appearance o f native IPv6 service being offered across the 
network.
MPLS core network
IPv6
IPv6
IPv4
IPv6
IPv6 IPv6
Islands of IPv6 networks with 
dual-stack customer edge 
routers
Islands of IPv6 with 
dual-stack customer 
edge routers
IPv6 over IPv4 
tunnels
Fig. 6 -5  Tunnelling IPv6 over MPLS.
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As mentioned previously, IPv6 have the same QoS support as IPv4. However it  is 
expected that IPv6 netw orks have the capability to reduce the e n d -to -e n d  delay 
experienced by packets due to faster packet processing at the routers along a given 
route. Th is is possible because of the streamlined headers of IPv6 packets -  
elim inating the processing overhead associated w ith  header checksum and h o p -b y - 
hop fragmentation; and rem oving the layer vio la tion problem.
Another potential advantage is the use o f F low  Label fie ld  to implement RSVP/IntServ 
architecture fo r an end -to -e n d  QoS architecture. W hile there are no proposals fo r 
m ajor changes w ith  regards to IntServ architecture, it  is expected that its  use can 
help reduce the processing latency during the packet classification phase. The packet 
classification phase is singled out because it  is one o f the contributing sources of 
en d -to -en d  delay experience by a packet. Packet classification involves the 
determ ination of a packet’s QoS class based on its  membership to a particu lar flow . A 
packet’s flow  as defined in RSVP is identified by the source and/or destination 
address and higher layer data such as transport port numbers. Hence it  is quite an 
intensive process. And since th is process is required at every rou te r the packet visits, 
the cumulative e ffect on the packet’s e nd -to -e n d  delay can be detrim ental to the 
performance of the application associated w ith  the flow .
The F low  Label fie ld  can help reduce the packet classification processing overhead 
by quickly identify ing if  a packet requires a special treatm ent or not. W ith IPv4 there 
is the layer vio lation problem. As discussed above IPv6 e ffec tive ly  removes this 
problem -  all the inform ation needed to classify a packet is made available inside the 
packet’s header and not embedded w ith in  the payload.
6.4 C om pleting the e n d -to -e n d  p ic tu re  -  M obile In te rn e t
In th is section, we w ill discuss our proposal on the use of IPv6 fo r supporting device 
m obility  and its potentia l ro le  in completing the e nd -to -e n d  picture.
An im portant support provided by IPv6 is that of device m obility. M ob ility  support fo r 
In ternet devices is becoming increasingly important, not only because mobile 
computing^^ is getting more widespread, but because it  is also the key component fo r 
true end-to -end  communication. The addition o f m obility  to In ternet accessib ility
Mobile computing/networking is not to be confused with portable computing/networldng. In mobile networking, 
computing activities are not disrupted when the user changes the computer's point of attachment to the network -  
all the needed re-connection occurs automatically and non-interactively.
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e ffec tive ly  allows users to carry  the power o f the In ternet w ith  them anywhere at any 
time. A  h ig h -le ve l v iew  o f a mobile In ternet architecture is shown in Fig. 6 -6 .
Packet
switched
network
Circuit
switched
networkInternet
Access network 
(Radio)
Access network gateways
Access network
Air interface
Access routers
Air interface
(To wireless subnets)
Fig. 6 -6  H igh -leve l v iew  of mobile In ternet architecture.
However m ob ility  support is a tr ic k y  task. The problem lies w ith  the way IP perform s 
its routing  function. Currently IPv4 assumes that any node has always the same point 
o f attachment to the Internet. The nodes’ IP addresses identify  the link  on which the 
nodes reside. I f  a node moves from  its  cu rren t point of attachment and connects back 
to the In ternet via another point o f attachm ent w ithout changing its  IP address (and 
the new netmask and default rou ter), there is no inform ation in its  IP address about 
the new point o f attachment. In th is  case, packets addressed to the node w ill not 
reach the node at the new point o f attachment; instead they are delivered to the old 
point o f attachment only to be lost because the node ceased to ex is t there. The 
purpose of Mobile IP (MIP) is to  enable a node to conduct uninterrupted 
communication w ith  a single IP address w herever it  goes and however it  moves. MIP 
is defined fo r both IPv4 [P erk02] and IPv6 [JohnOO].
The solution put fo rw ard by MIP to  solve the addressing issue is to allow  a mobile 
node to use two IP addresses -  a fixed  home address and a ca re -o f-add ress  that 
changes at each new point o f attachment. The home address can be used to identify 
TCP connections. The ca re -o f-add re ss can be thought o f as the mobile node’s 
topolog ically significant address -  it  indicates the network number and thus it 
identifies the node’s point o f attachment to  the network. To link the two addresses
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together, MIP defines a network node known as the home agent. The home agent is 
updated w ith  the mobile node’s ca re -o f-address every time the node moves. Hence 
whenever the node is not attached to its home network (and is therefore attached to 
what is termed as a foreign network) the home agent gets all the packets addressed 
to the mobile node and arranges to deliver them to the node’s current point of 
attachment. To perform  this re -d ire c tio n  of packets, the home agent need to m odify 
the packet so that the ca re -o f-address appears as the destination IP address. When 
the packet arrives at the care-o f-address, the reverse process is applied so that the 
packet w ill have the node’s home address, allowing TCP to p roperly  process the 
packet. This process is shown in Fig. 6 -7 .
Link
Link A 
(home link) Internet
Link C
CN
MN
HA
MN
Mobile node (MN) moves from its home link Link A to Link B.
MN performs address auto-configuration to form its care-of-address and registers this with its 
home agent (HA).
■■■> HA accepts and acknowledges this registration.
A Packets from MN to its correspondent node (CN) are delivered directly. The packets’ source
  — ^  addresses are set to the care-of-address and include a ‘Home Address’ destination option (an
example use of IPv6 extension header).
5
-------------^  Packets to the MN are intercepted by HA.
HA re-directs intercepted packets to MN. Router
Fig. 6 -7  Routing in a mobile IPv6 environment.
Maintaining QoS support in a mobile networking environment is a challenge. Some of 
the issues affecting QoS in MIP are roaming between dissim ilar media, packet loss 
and delay during handover^^, no advanced resource reservation and QoS signalling 
and negotiation between heterogeneous domains. QoS architectures described
28 Handover Is the process that occurs when a mobile terminal changes the radio station through which it is 
communicating.
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previously (IntServ and D iffServ) are not adapted fo r mobile networking. D iffServ, in 
particu lar, gives rise to the fo llow ing problems when used in conjunction w ith  MIP:
• N etw ork provisioning in mobile environment. D iffServ w orks on the premise that 
the netw ork is w e ll designed and provisioned. Provisioning is a complex task and 
it  is much harder in h igh ly dynamic environments, in particu lar in networks where 
the location and the QoS requirem ents of the end systems may change very 
quickly (such as the case in mobile environments).
• Dynamic configuration o f SLA. There is cu rren tly  a significant amount o f delay 
incurred when a user wishes to change the term s of his SLA. While th is delay can 
be accommodated in a static SLA, it  is not suitable fo r the dynam ically changing 
mobile communication environment.
• D iffe ring  SLAs fo r d iffe ren t ne tw ork environments. SLAs are negotiated fo r a 
particu lar network. In the case o f MIP, extending a home ne tw ork ’s SLA to include 
fore ign networks v is ited  by the mobile node would require m ultiple SLAs to be 
negotiated in order fo r it  to receive the same level of service that i t  gets at home.
• Mobile flow  identification. Identify ing  flow  by the ir 4 -tup le  (source IP address, 
source port number, destination IP address, destination port number) w ill be tr ic ky  
in a mobile environment where these numbers are like ly  to change (especially IP 
addresses). F low  identifica tion  based on home addresses is key in D iffServ 
classification process. Mobile environm ent thus exerts additional processing fo r 
the classification process.
• B illing. The h igh ly dynamic nature of mobile netw orking means that b illing 
capability would need to be augmented by several sophisticated signalling 
protocols, which w ill be used by the mobile node to negotiate QoS required and by 
the netw ork provider to charge the user fo r the QoS provisioned.
A  mobile networking architecture supporting QoS would need to include solutions to 
the above issues fo r i t  to be deployable. Several proposals have been suggested in 
the lite ra ture  but th is is s till an active area of research.
6 .5  Summary
IPv4, the current version o f the In ternet protocol deployed worldw ide, has proven to 
be robust, easy to implement and in te r-operab le  w ith  a wide range of protocols and 
applications. It has supported the scaling of the In ternet to its current global 
proportions. However, the ongoing explosive growth of the Internet and its 
applications has exposed the deficiencies of IPv4 at the In ternet’s current scale and
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com plexity. The most serious of these deficiencies are addressing and routing 
capabilities, and security  and authentication techniques. These features are deemed 
to be necessary fo r the support of emerging applications, as the In ternet evolves 
towards a global communication in frastructure  capable of meeting today’s and future 
market needs.
IPv6 was developed specifica lly to address these lim itations, enabling fu rthe r In ternet 
grow th and development. It d iffe rs  from  its  predecessor in five m ajor areas -  
addressing and routing, security, ne tw ork address translation, adm inistrative 
workload and support fo r mobile devices. New capabilities such as auto-configuration 
(lowering the com plexity and management burden) and mandatory IP security 
(perm itting e n d -to -e n d  data authentication and in teg rity  and p rivacy o f connections) 
are expected to drive adoption of IPv6.
While IPv6 does not mandate any m ajor changes w ith  respect to IP QoS architectures, 
it  nevertheless has been enhanced to assist the introduction o f such architectures 
more smoothly. Its strength however is in  its support fo r mobile devices and thus the 
potentia l fo r mobile Internet. Th is is becoming more important w ith  mobile computing 
becoming prevalent. Early generations o f ce llu la r phones are capable of supporting IP 
services based on W ireless Application Protocol (WAP) and General Packet Radio 
Service (GPRS). T h ird  generation ce llu la r phones are also packet sw itched-based, 
therefore IP services on these devices w ill be an integral part of the future. IPv6 
includes many features fo r stream lining m obility  support that are m issing in IPv4. 
Some of these integrated features include stateless address auto-configuration, 
neighbour discovery, route optim ization, mandated security implementation, 
renumbering o f home networks and automatic home agent discovery. These features 
form  the additional impetus to the deployment o f both IPv6 and mobile networking, 
paving the way towards the evolution o f future generation of IP networks.
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In the last few  years, the use o f In ternet has lite ra lly  exploded, imposing its e lf as the 
media fo r all next-generation 's  communications. Paradoxically, the founding 
princip les that made the "old" In ternet a success —  low -co s t connectiv ity  between 
non-com m ercia l communities w ishing to exchange digita l in form ation —  are now 
w ide ly critic ized  fo r not providing guaranteed quality and performance.
In the current best e ffo rt networks, it  is quite impossible to provide satisfactory 
quality in every environment fo r every service in a sustainable way. A  potentia l 
solution is to ove r-p rov is ion  the networks but this approach generates fu rthe r 
operational problems -  costly investments are necessary to overcome resource 
scarcity and there is a physical lim it as to how much resource can be deployed.
The task of netw ork engineering and dimensioning is to in te lligen tly  deploy just 
enough resources in the netw ork to satisfy the en d -to -en d  QoS requirem ents of the 
applications. Various factors contribute towards the com plexity of th is task -  type of 
applications, the ir characteristics, QoS required, netw ork technology used and the 
grow th of tra ffic . Rapidly changing communications landscape makes it  ve ry  d ifficu lt 
to pred ict the future. I f  inform ation about applications’ behaviour, the ir growth rate 
and tra ffic  loads were known fo r all fu ture times, it  is conceivable to engineer and 
dimension a netw ork where there w ill never be any congestion. H ow ever the harsh 
rea lity  is fa r from  the ideal. Variable behaviour o f applications, tra ffic  grow th rates 
and emergence o f ye t unknown services (and th e ir behaviour) makes it  an impossible 
task to engineer and dimension a netw ork w ithout resorting to gross over­
provisioning. Th is is clearly not a w ise option as it  results in higher service costs. 
T ry ing  to recover the costs by passing it  on to the customers is a suicide on the 
service p rovider's  part: hence the increased service costs are often translated to 
reduced revenue.
The tr ick  is to provision just enough and then re ly  on several contro l mechanisms 
applied both on the network and the tra ffic  traversing it. These contro ls ensure the 
netw ork is able to maintain the QoS guarantees. Two ne tw ork -re la ted  control 
mechanisms, which are fundamental in any QoS architectures, are connection 
admission contro l and routing. These mechanisms prevent congestion in the network
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sim ply by denying access to ne tw ork resources when they are cu rren tly  fu lly  utilised, 
or by selecting a less congested path fo r the connection.
These netw ork contro l mechanisms are useful in contro lling congestion during 
connection setup time. A fte r the connection has been accepted, tra ffic -re la te d  
contro ls come into play. These contro ls operate at the forward ing path of a 
sw itch /rou te r i.e. they are applied to the actual packets or cells trave lling  in the 
network. T h e ir function is therefore more tim e critica l. Some of the key tra ffic  contro l 
mechanisms are policing, shaping, buffering, scheduling and active queue 
management. These are the building blocks fo r QoS-enabled networks.
7.1 Sum m ary o f con tribu tion
Here is a summary of the contributions made in th is thesis:
• A  description of a m u lti- la y e r approach towards tra ffic  m odelling especially 
In ternet tra ffic . This is in line w ith  the actual layering paradigm prevalent in the 
In ternet. Th is  modelling approach considers the interactions between the user, 
application and netw ork protocols.
• A  discussion on the evolution o f IP QoS architectures namely the Integrated 
Services (IntServ) and D iffe rentia ted Services (D iffServ). An architecture 
integrating the two models was presented together w ith  a sca lab ility  analysis to 
suggest that two models can m utually benefit each other by co -e x is ting  together.
• An analysis o f A T M ’s e ffic iency w ith  regards to supporting IntServ o r D iffServ 
was perform ed. The analysis was carried out to investigate the A TM  cell rate 
u tilisa tion  e ffic iency when carry ing  IP packets. It was based on the 
stra ightforw ard  translation scheme i.e. the ATM  layer was not modified. The 
analysis showed that A T M ’s e ffic iency varied according to the va riab ility  o f the IP 
packet sizes.
• Tw o e nd -to -e n d  architectures were presented and discussed. The f irs t o f these 
architectures was based on MPLS fo r its  TE  capabilities and enhanced w ith 
D iffServ QoS support. A perform ance analysis o f an M PLS-TE  netw ork showed 
that the TE  capability improves on the flow  loss probability  figures. The second 
architecture incorporated m obility  support, a feature, which is expected to be the 
norm  ra ther than an exception in fu ture Internet. Th is arch itecture is based on 
IPv6, an enabling technology in the evolution o f the new generation IP networks.
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7.2 Suggestion fo r fu rth e r w ork
C urrently  urgent QoS needs are localised where there are commitments such as in 
access networks and in boundaries between operators. QoS solutions described in 
th is thesis are mainly confined to enterprise networks as in te r-dom ain  QoS 
provisioning is s till in its  infancy. Im plem enting a service that guarantees QoS on an 
e nd -to -en d  basis across the In ternet is ye t to be realised. I t  is envisaged that such a 
service w ill f irs t ly  evolve regionally, then nationally and eventually g lobally -  more or 
less fo llow ing  the evolution trend o f the In ternet itse lf.
Prevalence of broadband access (at least at 512kbps) to residentia l customers allows 
enhanced services to be offered. Expected applications include audio/video streaming, 
online gaming, voice and enhanced WWW. There fore  there continues to be a need to 
measure, model and characterise these applications, especially emerging ones such as 
streaming and online gaming. An understanding of the characteristics o f tra ffic  
generated by such applications is required in order to provision enough access 
capacity (buffer and link  capacity).
M u lti- la y e r tra ffic  modelling is a ve ry  recent research area and a ve ry  im portant one 
too. Th is approach, as introduced and discussed in th is thesis, takes into account the 
complex relationship between the user, the application and the netw ork protocols. 
Th is  is only logical only because of the layered architecture of the communications 
infrastructure. As a suggestion fo r fu rthe r work, th is approach can be applied to the 
m odelling of the emerging applications discussed above. Th is approach also gives 
insight into future c ross-la ye r optim isation techniques, another area fo r future 
research.
Providing end -to -en d  QoS is not a m atter that can sim ply be solved by deploying the 
various architectures and the ir associated tra ffic  management mechanisms. Resource 
allocation, the key ingredient in QoS, needs to be approached from  both the technical 
and economic dimensions. The technical dimensions include resource reservation, 
admission control, tra ffic  shaping, tra ffic  separation and scheduling. Economic 
dimensions include m arket segmentation, service bundling and price d ifferentiation. 
Successful QoS implementation would need a m ixture of these approaches. Th is leads 
to a need fo r a comprehensive QoS management, which w ill have to include 
accounting and billing systems.
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Two en d -to -e n d  architectures were presented in this thesis. As a suggestion fo r 
fu rthe r work, these architectures can be analysed quantita tive ly via the use of 
simulation models.
The next m ajor evolution o f the In ternet architecture is in the area of m obility  
support, which is expected to become a standard feature. T ru ly  mobile computing and 
netw orking offers many advantages. The availab ility  o f portable computing devices 
and the development of IPv6 are prom ising much towards the deployment of mobile 
Internet. Th is would be a key component in a tru ly  e n d -to -e n d  networking 
architecture. However, QoS issues w ith  regards to mobile In ternet remains. lE T F ’s 
QoS architectures IntServ and D iffS erv were designed in the context o f static 
environments (fixed hosts and netw orks) and as a resu lt these architectures are not 
adapted to mobile environments. Future netw ork service models and resource and 
tra ffic  management mechanisms would need to incorporate user m obility .
To satis fy  the performance demands of such mobile users, the ne tw ork must lim it the 
severity, frequency and duration o f overload due to handoffs and user m obility. 
Admission contro l and resource reservation  must be employed p ro -a c tive ly  to ensure 
that mobile users’ QoS requirem ents can be met. And as in the fixed  In ternet case, 
mobile In ternet QoS would also require a comprehensive QoS management.
Development o f IPv6 especially its  vast address space means that everyth ing can be 
uniquely addressed. In addition to devices that are already connected to a netw ork via 
some sort o f technology such as radio or w ireless, there s till ex is t devices, which 
have the potentia l to be addressed e.g. home appliances, tra ffic  lights, inform ation 
boards or panels, etc. The problem is that everything that is addressable is not, and 
would m ost probably be expensive to be w ired up to the network. But most of these 
devices are already w ired up fo r power. Hence IPv6 could ve ry  w e ll be reaching 
these devices via the use of Power Line Carrier (PLC) i.e. the use of existing power 
lines to devices as the physical ne tw ork  fo r IPv6. Because of the more widespread 
deployment o f power lines compared to telephone lines and the extra  cost needed fo r 
im plementing w ireless access, etc., PLC could be the ideal p la tfo rm  fo r IPv6 to fu lly  
exp lo it its  capabilities and fu rthe r extend its  reach. Hence a future w ork that can be 
looked into is the deployment o f IPv6 over PLC.
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