Truncated multivariate distributions arise extensively in econometric modelling when non-negative random variables are intrinsic to the data-generation process. More broadly, truncated multivariate distributions have appeared in censored and truncated regression models, simultaneous equations modelling, multivariate regression, and applications going back to the now-classic papers of Amemiya (1974) and Heckman (1976) . In some applications of truncated multivariate distributions, there arises the problem of characterizing the distribution through correlation and independence properties of sub-vectors. In this paper, we characterize the truncated multivariate normal random vectors for which two complementary sub-vectors are mutually independent. Further, we characterize the multivariate truncated elliptical distributions, proving that if two complementary sub-vectors are mutually independent then the distribution of the joint vector is truncated multivariate normal, as is the distribution of each sub-vector.
Introduction
The truncated multivariate normal distributions are a family of distributions that have appeared in simultaneous equations modelling and multivariate regression [1] , eco-nomics [5] , econometric models for auction theory [7] , and other areas. Consequently, there exists a wide literature on the properties of these distributions.
To define the truncated multivariate normal distributions, we recall the componentwise partial ordering on p-dimensional Euclidean space, R p : For column vectors u = (u 1 , . . . , u p ) ⊤ and v = (v 1 , . . . , v p ) ⊤ in R p we write u ≥ v if u j ≥ v j for all j = 1, . . . , p. Let µ ∈ R p and let Σ be a p × p positive definite matrix. For c ∈ R p , we say that the random vector W ∈ R p has a truncated multivariate normal distribution, with truncation point c, if the probability density function of W is f (w; µ, Σ, c) = C exp − 1 2
where C, the normalizing constant, is given by
We write W ∼ N p (µ, Σ, c) whenever W has the density function (1.1). Further, we denote the usual (untruncated) multivariate normal distribution by N p (µ, Σ).
Suppose that W , µ, and c are partitioned into sub-vectors,
where W j , µ j , and c j are of dimension p j , j = 1, 2, with p 1 + p 2 = p. Further, we partition Σ so that
where Σ jk is of order p j ×p k , j, k = 1, 2. In a study of the correlation and independence properties of sub-vectors of truncated distributions, we show in Section 2 that the uncorrelatedness of W 1 and W 2 cannot be characterized by condition that Σ 12 = 0. Further, we prove in Section 3 that the condition Σ 12 = 0 is necessary and sufficient for W 1 and W 2 to be mutually independent; in particular, no restrictions are required on µ or c. More general than the truncated multivariate normal distributions are their elliptical counterparts. For c and µ in R p , and a positive definite matrix Σ, a random vector W ∈ R p is said to have a truncated elliptical distribution, with truncation point c, if its probability density function is of the form
with the untruncated counterpart being denoted by E p (µ, Σ, g). Examples of truncated elliptically contoured distributions are the truncated multivariate Student's tdistributions [6, 9] . We prove in Section 4 that if (
under certain regularity conditions on the generator g, a necessary and sufficient condition that W 1 and W 2 be independent is that Σ 12 = 0. Here again, no conditions are required on µ or c; moreover, we verify that the stated regularity conditions on g are mild since they hold for many familiar elliptical distributions.
Correlation properties of truncated elliptical distributions
In this section we show, first, that the correlation structure of a multivariate elliptical distribution does not describe the correlation structure of its truncated version. More precisely, even if a particular multivariate elliptical distribution possesses an identity correlation matrix, this fact is not equivalent to the lack of correlation between components of the truncated version of that multivariate elliptical distribution. We will demonstrate our claim using the bivariate case. Starting with elliptically distributed random variables (
without loss of generality, where
be the version of (X 1 , X 2 ) that is truncated at c = (c 1 , c 2 ) ⊤ . For simplicity, consider the case in which c = µ, so that (
. We will now show that uncorrelatedness between W 1 and W 2 is not equivalent to ρ = 0.
At the outset, let us recall from [4] a stochastic representation for elliptically distributed random variables:
where (U 1 , U 2 ) ⊤ is distributed uniformly over the unit circle, and the generating random variable R has the density function f (r) = 2πrg(r 2 ), r > 0. Define
⊤ , and
To calculate these conditional expectations, we transform (U * 1 , U * 2 ) to polar coordinates,
where the random variable Θ is uniformly distributed on the interval (−π, π).
Similarly,
and
In summary, we have obtained
Note that ρ = 0 implies θ * = 0. Hence, h 1 (0) = 1/π and h 2 (0) = h 3 (0) = 2/π. We remark that uncorrelatedness cannot be characterized for all elliptical truncated distributions through the condition ρ = 0. Consider, for instance, the truncated bivariate Student's t-distribution with degrees-of-freedom τ > 0, where the associated generating variable R has the density function that is proportional to (1+τ −1 r 2 ) −(τ +2)/2 , r > 0; this density corresponds to the generalized beta distribution of the second kind [10] . It is straightforward to deduce that
Noting that the gamma function Γ(·) is strictly log-convex [3] , we have
hence, for the truncated bivariate Student's t-distributions with truncation points equal to the means, the condition ρ = 0 implies that W 1 and W 2 are positively correlated.
We remark that for the above example, uncorrelatedness holds in a limiting sense as
and hence Cov(W 1 , W 2 ) → 0. This limiting case corresponds to the truncated bivariate normal distributions, which we treat in the next section.
On the other hand, for given ρ = 0, we can apply Equation (2.1) to construct a plethora of truncated elliptical distributions that are uncorrelated. For the sake of illustration, suppose that ρ = −1/ √ 2; then θ * = π/4 and
Therefore, for any truncated elliptical distributions whose generating variable satisfies We have now shown that even in the bivariate case and for the special case in which the truncation vector c equals the mean µ, the truncated elliptical distributions do not inherit the correlation property of the untruncated elliptical distributions. On the one hand, it is possible that ρ = 0 can lead to positively correlated W 1 and W 2 , as we have seen from the example on the truncated Student's t-distributions. On the other hand, there exist elliptical distributions with ρ < 0 such that the components of their truncated versions are uncorrelated.
The multivariate normal case
Throughout the rest of the paper, we denote by 0 any zero matrix or vector, irrespective of the dimension. In this section, we prove that the independence property of multivariate normal distributions can be carried over to their truncated counterparts. We remark that this result was stated in [8, p. 214] . However, an inspection of the purported proof [8, p. 218 ] reveals that the 'if' part of the result solely was established, so the converse assertion has remained open. Unlike the classical untruncated normal distribution, the matrix Σ is not the covariance matrix of W , so it is surprising that the independence of W 1 and W 2 is characterized by the condition Σ 12 = 0.
Proof of Theorem 3.1. First, we note that
Now suppose that Σ 12 = 0. Then it is evident from (1.1) and (3.1) that the density of W reduces to a product of two terms corresponding to the distributions N p 1 (µ 1 , Σ 11 , c 1 ) and N p 2 (µ 2 , Σ 22 , c 2 ). Consequently, W 1 and W 2 are mutually independent, and
Conversely, suppose that W 1 and W 2 are mutually independent. For W ∼ N p (µ, Σ, c), it is evident that W − c ∼ N p (µ − c, Σ, 0). Since W 1 and W 2 are mutually independent if and only if W 1 − c 1 and W 2 − c 2 are mutually independent then we can assume, with no loss of generality, that c = 0.
Thus, for W ∼ N p (µ, Σ, 0), suppose that W 1 is independent of W 2 . By a wellknown quadratic form decomposition (Anderson [2, p. 638] ), we have
where
11 Σ 12 . Applying this decomposition to the density function (1.1), we find that in order to calculate the marginal density of W 1 it is necessary to consider the integral
For fixed w 1 , suppose that V is a p 2 -dimensional multivariate normal random vector
Since V 0 has the same distribution as −V 0 then it follows that
and we denote this probability by Φ p 2 µ 2 + Σ 21 Σ −1 11 (w 1 − µ 1 ), Σ 22·1 . Therefore, the marginal density function of W 1 is
w 1 ≥ 0. It now follows from (1.1), (3.4) , and the quadratic form decomposition (3.2) , that the conditional density function of W 2 , given W 1 = w 1 , is
,
Cancelling common terms, we obtain
11 (w 1 − 2µ 1 ) . Note that the left-hand side contains no term in w 2 , whereas the right-hand side does. Therefore, for all w 1 , the coefficient of w 2 on the right-hand side necessarily is the zero vector; this can be proved by taking the logarithm of both sides and then calculating the gradient with respect to w 2 .
Hence, w 
The elliptical case
In the elliptical case, as in the normal case, we may assume with no loss of generality, that the truncation point is c = 0. Suppose that W = (W 1 , W 2 ) has a truncated elliptical distribution with density function (1.2). Let w 2 ) ). In characterizing the distribution of W through the independence of W 1 and W 2 , we will require the following regularity conditions on the generator g:
(R1) g(t) > 0 for all t ≥ 0, g is everywhere differentiable on (0, ∞), and its derivative g ′ is continuous.
(R2) The support of g ′ , i.e., supp(g ′ ) = {t > 0 : g ′ (t) = 0}, is dense in (0, ∞).
(R3) As t → ∞, d(log g(t 2 ))/dt either tends to zero or diverges.
We remark that these conditions appear to be mild as almost all of the commonly-used elliptical density functions that are described in [4, Chapter 3] satisfy (R1)-(R3), an exception being the Kotz distribution with power parameter in the exponential term equal to 1/2. Now we establish as a corollary of Theorem 3.1 a result that, under the regularity conditions (R1)-(R3), a truncated multivariate elliptical distribution whose component vectors are independent can only be a truncated multivariate normal distribution. Proof. If W has a truncated multivariate normal distribution with Σ 12 = 0 then we have seen before that W 1 and W 2 are mutually independent, so we need only show the converse.
By integration, we obtain the marginal density function of W 2 as
and then the conditional density of
Note that W 1 and W 2 are independent if and only if the conditional density function, (4.1), of W 1 , given W 2 = w 2 , is constant in w 2 . By taking logarithms in (4.1) and then applying the gradient operator ∇ w 2 = (∂/∂w p 1 +1 , . . . , ∂/∂w p ) ⊤ , we find that a necessary and sufficient condition for W 1 and W 2 to be independent is that
substituting this result in (4.2), we find that a necessary and sufficient condition for independence is
22·1 on both sides of the latter equation, we obtain
3)
11 µ 1 . Evaluating both sides of (4.3) at w 2 = η, we obtain 5) for all w 1 ≥ 0, where
11 µ 1 and c 1 is a p 2 × 1 constant vector. We also have c 1 < ∞; otherwise, the left-hand side of (4.4) is infinite for all w 1 ≥ 0, and then it follows that |g ′ (Q(w 1 , η))| is infinite for all w 1 ≥ 0. This implies that g is unbounded everywhere, which is not possible since g generates a density function.
Suppose that c 1 = 0; then, by (4.5), g ′ (Q(w 1 , η)) = 0 or Σ 21 Σ −1 11 w 1 + c 2 = 0 for all w 1 ≥ 0. If g ′ (Q(w 1 , η)) = 0 for all w 1 ≥ 0 then it follows that g is a constant function; however, by (R2), the support of g ′ is dense, therefore g cannot generate a density.
Also, by construction, c 2 = 0, so Σ 21 Σ −1 11 w 1 + c 2 = 0 for all w 1 ≥ 0. Therefore, we have shown by contradiction that c 1 = 0. Now suppose that Σ 12 = 0. Since Σ 11 is positive definite then Σ
11 is positive semidefinite and has the same rank as Σ 12 . Since Σ 12 = 0 then that rank is at least 1, so at least one diagonal entry of Σ 
Letting v → ∞ in (4.5), we obtain
By the regularity condition (R3), vg
) → 0 then the right-hand side of Equation (4.6) tends to zero as v → ∞, so we obtain c 1 = 0, which contradicts the fact that c 1 = 0. On the other hand, if vg ′ (v 2 )/g(v 2 ) diverges as v → ∞, then the right-hand side of Equation (4.6) diverges, which contradicts the fact that c 1 < ∞. Since the assumption that Σ 12 = 0 leads in either case to a contradiction then it follows that Σ 12 = 0. Since Σ 12 = 0 then Equation (4.5) reduces to g ′ (Q(w 1 , η)) g(Q(w 1 , η)) c 2 = c 1 ;
equivalently, g ′ (t) = c 3 g(t), hence g(t) = c 3 exp(−c 4 t), for some constants c 3 and c 4 . Therefore, W has a truncated multivariate normal distribution with Σ 12 = 0.
Conclusions
We have shown that the mutual independence of the components of a multivariate truncated elliptical distribution are not equivalent to Σ 12 = 0 unless additional regularity conditions are imposed on the generator function g. If these conditions are satisfied then they imply that the underlying distribution is the truncated multivariate normal distribution. These results suggest two directions for future research. The first problem concerns the existence of multivariate truncated elliptical distributions, other than the truncated normal, for which Σ 12 = 0 is equivalent to independence of its components. This problem leads naturally to a search for regularity conditions weaker than the ones that we have used in Corollary 4.1. The second direction is to characterize the property of zero correlation in the multivariate truncated elliptical distributions; explicitly, the goal will be to obtain explicit criteria, in terms of the correlation matrix of the underlying multivariate elliptical distribution and its generator function, that are equivalent to zero correlation between components of its truncated analogs, W 1 and W 2 . We plan to study both of these directions in future research.
