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1. Introduction
The convolution integral of a Lorentzian and Gaussian function is commonly
known as the Voigt function [1] and important in many branches of physics and
related fields. Because the integral does not have a closed-form analytical solu-
tion (i.e. it cannot be expressed in finite terms of elementary functions), com-
putational approaches have been discussed in numerous papers. Most “state-of-
the art” modern algorithms evaluate the closely related complex error function
(also known as complex probability function, plasma dispersion function, or
Fadde(ye)va function, cf. e.g., 2–4). Several authors have developed approxi-
mations to the complex error function or its real part, the Voigt function, using
appropriate representations of the Gaussian. Salzer [5] and Zaghloul and Ali [6]
expressed the Gaussian as an infinite sum of hyperbolic cosines with exponen-
tial weights, Rybicki [7] wrote the Gaussian as an infinite sum of sinc functions
with exponential weights, and Abrarov et al. [8] exploited the Fourier expan-
sion of the Gauss function. In contrast to these quite sophisticated approaches,
Jime´nez-Mier [9] suggested to use a triangular function approximation for the
Gaussian; an assessment of this and similar “triangular Gauss approximations”
has been given recently by Schreier [10].
There appears to be no unique definition of “closed-form” [11], however,
this term is frequently used, e.g., to motivate numerical quadrature [12, 13].
Here we designate expressions containing only (a finite number of) elementary
functions as closed-form, i.e. we exclude expressions requiring case distinction
(equivalent to conditional branches in the corresponding computer implemen-
tation). Using this convention there are only a few Voigt function algorithms
satisfying this “closed-form criterion”. For example, algorithms based on series
and asymptotic expansions obviously require IF branches to distinguish between
small and large arguments x, y. Continued fraction expansions are in principle
valid for the entire range of arguments (y > 0), however, for efficiency reasons
they are often combined with other methods for small and large arguments [e.g.
14]. Rational approximations are known for efficient and accurate complex er-
ror function algorithms [15–18], but only the Hui et al. [15] and Weideman [18]
implementation provide a unique function for the entire domain. (Note, how-
ever, that the Hui et al. algorithm fails for small argument y < 1, [e.g. 6, 19].)
Numerical quadrature of the convolution integral can also be used [1, 20–29],
but algorithms based on Gauss-Hermite quadrature [1, 21, 28, 29] are confined
to large arguments only and are therefore not considered as closed-form.
In this note we examine closed-form expressions for the Voigt function based
on rational function representations of the Gaussian. In the next section we
briefly review the definitions and describe our methodology, and we present
the resulting approximations along with comparisons with an accurate Voigt
function reference in section 3. The codes have been implemented in Python
and functions from Scientific Python (scipy.org) have been used as a reference.
After a discussion in section 4, a summary and conclusions are given in the
final section 5. For this assessment one should note that the Lorentz to Gauss
width ratio y encompasses about ten orders of magnitude for Earth atmospheric
2
spectroscopy [cf., e.g. 19]).
2. Theory
2.1. The Gaussian function
Rational functions are quotients of a polynomial of degree m in the numer-
ator and a degree n polynomial in the denominator. Rational approximations
Gmn for the Gaussian G(t) = exp(−t2) can be easily obtained from rational
approximations for the exponential function [e.g. 4, section 17.12].
G01(t) =
1
1 + t2
G11(t) =
2− t2
2 + t2
G21(t) =
6− 4t2 + t4
6 + 2t2
G31(t) =
4− 3t2 + t4 + 4t6
4 + t2
G02(t) =
2
2 + 2t2 + t4
G12(t) =
6− 2t2
6 + 4t2 + t4
G22(t) =
12− 6t2 + t4
12 + 6t2 + t4
G32(t) =
60− 36t2 + 9t4 − t6
60 + 24t2 + 3t4
G03(t) =
6
6 + 6t2 + 3t4 + t6
G13(t) =
4− t2
4 + 3t2 + t4 + 4t6
G23(t) =
60− 24t2 + 3t4
60 + 36t2 + 9t4 + t6
G33(t) =
120− 60t2 + 12t4 − t6
120 + 60t2 + 12t4 + t6
For n = 0 the rational approximations Gm0 are identical to the Taylor expansion
of degree m. A comparison of these rational approximations is given in Fig. 1.
Functions with a low degree polynomial in the numerator and denominator are
reasonably good only for small |t| ≤ 1. All approximations with a quadratic
function in the denominator (Gm1) strongly diverge for large |t| ≥ 1. Only
a few approximations, in particular G22, G33 and possibly G32 appear to be
promising candidates and will be examined in the following section.
2.2. The Voigt function
The Voigt function (normalized to
√
pi) is defined by
K(x, y) =
y
pi
∫ ∞
−∞
e−t
2
(x− t)2 + y2 dt (1)
where x is a measure of the distance to the center peak, and y is essentially
the ratio of the Lorentzian and Gaussian width. At the line center x = 0 the
Voigt function can be expressed as the exponentially scaled complementary error
function
K(0, y) = exp(y2)
(
1− erf(y)) = exp(y2) erfc(y) . (2)
The Voigt function is symmetric, i.e. K(−x, y) = K(x, y) and essentially reduces
to the Lorentz function for large |x+ iy|.
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Figure 1: The rational approximations to the Gauss function; Bottom right: The relative
error ∆Gmn(t)/G(t) ≡ |Gmn(t)−G(t)| /G(t).
2.3. Partial fractions
Inserting any rational approximation for the Gaussian in the integral of (1)
transforms the integrand into another rational function. The solution of such
integrals relies on partial fractions: first the (real or complex) roots of the
denominator polynomial are determined to factorize the denominator. Then
the rational function can be rewritten as a sum of rational functions with lower-
degree polynomials in the denominator; in the present context the denominator
polynomials are usually quadratic or linear functions of t.
The product of the Lorentzian with rational approximations for the Gaussian
will often lead to the quotient of a linear function and the product of two
quadratic functions that can be transformed according to
αt+ β
(t2 + pt+ q) (t2 − 2xt+ s) =
At+B
t2 + pt+ q
+
Ct+D
t2 − 2xt+ s (3)
with s ≡ x2 + y2 and
A = − C = (α(s− q) + β(p− 2x)) /N
B =
(
2x(βp− αq) + βs− αpq − βq + βp2) /N (4)
D =
(
4βx2 + 2x(αs+ βp) + αps− βs+ βq) /N
and the common denominator
N = 4qx2 + 2px(s+ q) + s2 + (p2 − 2q)s+ q2
= 4qx2 + 2px(s+ q) + p2s+ (s− q)2 . (5)
4
Note that the denominator is independent of α and β.
2.4. The error function
Rational approximations for the Gauss function can also be used to evaluate
the error function defined as
erf(x) =
2√
pi
∫ x
0
e−t
2
dt with erf(∞) = 1. (6)
First, this will give some insight into the quality of the rational approximation
(in addition to the visual inspection in Fig. 1). Furthermore, evaluation of the
integral
∫ T
0
Gmn(t) dt will allow the correct normalization of the approximation
by proper selection of the upper integral limit. Note that these rational approx-
imations could also be used to construct closed-form expressions for the Dawson
function defined by F (x) = exp (−x2) ∫ x
0
exp (t2) dt [2–4].
3. Results
3.1. The 2/2 approximation
The denominator of the G22 rational approximation has four complex roots
±
√
±i√3− 3, but for the following the factorization as t4 + 6t2 + 12 = (t2 +
pt + q)(t2 − pt + q) with q = √12 and p = √2q − 6 =
√
4
√
3− 6 is sufficient.
Using the partial fractionation of G22
G22(t) = 1 +
6t/p
t2 + pt+ q
− 6t/p
t2 − pt+ q (7)
allows to approximate the error function
erf22(x) ≡ 2√
pi
∫ x
0
G22(t) dt
=
2√
pi
[
x +
3
p
(
ln(x2 + px+ q)− ln(x2 − px+ q))
− 6√
∆
(
arctan
2x+ p√
∆
+ arctan
2x− p√
∆
)]
(8)
with ∆ = 4q − p2 = 4√3 + 6. For large x the sum of the two arctan’s levels-
off at pi, whereas the difference of the logarithms tends to zero, so asymptot-
ically this approximation is proportional to x instead of a constant. Fig. 2
compares this approximation with the “exact” function values evaluated by
the scipy.special.erf algorithm, indicating a relative error less than 1% for
x < T . Using Brent’s method (in the scipy.optimize.brentq implementation)
the integral upper limit is determined to T = 1.81762647 such that erf22(T ) = 1.
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Figure 2: Left: Approximations to the error function based on rational approximations for
the Gaussian; Right: The relative error |∆ erf |/ erf.
The rational approximation (7) for the Gaussian can now be used to eval-
uate the Voigt integral (1) with the integral bounds ±T to ensure a proper
normalization
K22(x, y) =
y
pi
∫ T
−T
G22(t) dt
t2 − 2xt+ x2 + y2 . (9)
This gives two quotients similar to those on the left hand side of (3) (with
β = 0), and the decomposition leads to four integrals
I(T ; a, b, c, d) ≡
∫ T
−T
at+ b
t2 + ct+ d
dt (10)
=
a
2
[
log(T 2 + cT + d)− log(T 2 − cT + d)]
+
2b− ca√
4d− c2
[
arctan
2T + c√
4d− c2 − arctan
−2T + c√
4d− c2
]
. (11)
The constant term in (7) leads to the integral of a Lorentz function (the first
term in the next equation). This results in the Voigt function approximation
K22(x, y) =
1
pi
[
arctan
T − x
y
+ arctan
T + x
y
]
(12)
+
6y
ppi
[
I(T ;A+, B+,+p, q) + I(T ;−A+, D+,−2x, x2 + y2)
− I(T ;A−, B−,−p, q) − I(T ;−A−, D−,−2x, x2 + y2)
]
where A±, B± and D± are the coefficients of (4) and (5) corresponding to
t2 ± pt+ q in (3). Note that A±, B±, and D± are themselve functions of x and
6
y. Inserting (10) leads to
K22(x, y) =
3y
ppi
[
(A+ +A−) log
(T 2 + pT + q
T 2 − pT + q
)
− (A+ −A−) log
(T 2 − 2xT + q
T 2 + 2xT + q
)]
+
6y
pσpi
(
2(B+ −B−)− p(A+ +A−)
)(
arctan
2T + p
σ
+ arctan
2T − p
σ
)
+
(
1 +
6
p
(
D+ −D− − x(A+ −A−))
)(
arctan
T + x
y
+ arctan
T − x
y
)
/pi
(13)
with σ =
√
∆ =
√
4q − p2 ≈ 3.6. The difference A+ − A− is antisymmetric in
x, whereas the sum A+ +A− as well as the differences B+ −B− and D+ −D−
are symmetric in x, and accordingly K22(x, y) is an even function of x.
In Fig. 3 the quality of this approximation is displayed using the Weideman
[18] rational approximation (“a-expansion” with 32 terms) as a reference. For
y ≥ 1 the K22 approximation appears to be quite good, hardly discernible from
the reference, and the relative difference shown on the right indicates an error
less than 10−2. However, for smaller y discrepancies can be seen around x = T
that are confirmed by large relative differences up to about 10−1. Inspection of
the individual terms in (13) indicates that arctan (T − x)/y resulting from the
integration of the Lorentzian suddently drops from +pi/2 to −pi/2 at x = T ,
especially for small y, whereas the other terms are much smoother. (Similar
deviations can also be observed in the Voigt function representations resulting
from the triangular approximation for the Gaussian, see Fig. 2 of Schreier [10].)
As a further test of the correct evaluation of the integral (9) it has been
recalculated numerically using an adaptive quadrature routine of QUADPACK
[30] (using scipy.integrate.quad). For y = 0.01 Fig. 3 demonstrates that the
failure around x ≈ T is related to the rational approximation used for the Gauss
function, whereas the numerically computed integral (1) also shown in the figure
clearly resembles the values provided by the reference implementation.
3.2. The 3/2 approximation
Fig. 1 indicates that the 3/2 rational function might also allow a reasonable
approximation for the Voigt function. Partial fractionation leads to
G32(t) =
1
3
[
17− t2 − αt+ β
t2 + pt+ q
+
αt− β
t2 − pt+ q
]
(14)
with
α =
140− 76q
pq
and β =
140
q
and
q =
√
20 and p =
√
2q − 8 .
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Figure 3: Left: Approximation to the Voigt function based on the 2/2 rational approximation
for the Gaussian; ’x’ and ’+’ are integral values evaluated numerically by QUADPACK for a
subset of x values and y = 0.01. The green dash-dotted line indicates the integration limit T .
Right: The relative error |K22 −Kref|/Kref. Note the extended x axis in the top row and the
logarithmic K axis for small y.
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Using this approximation the integral (6) defining the error function can be
evaluated analytically,
erf32(x) ≡ 2√
pi
∫ x
0
G32(t) dt
=
2
3
√
pi
[
17x− x
3
3
+
α
2
[
ln(x2 − px+ q)− ln(x2 + px+ q)]
+
αp− 2β√
2q + 8
(
arctan
2x+ p√
2q + 8
+ arctan
2x− p√
2q + 8
)]
(15)
Compared to (8) there is a new term proportional to the cube of x, but oth-
erwise it is quite similar except for the constants. Fig. 2 indicates that this
approximation has a maximum at T = 1.90727351 with a function value of
erf32(T ) = 0.98696416 determined with scipy.optimize.minimize. To ensure
a proper normalization of the Gauss approximation a scaled function G˜32 ≡
G32/erf32(T ) is defined and can be used to compute an approximation for the
Voigt function.
Inserting (14) into (1) gives
K32(x, y) =
y
pi
∫ T
−T
G32(t) dt
t2 − 2xt+ x2 + y2 (16)
=
y
3pi
∫ T
−T
(17− t2) dt
t2 − 2xt+ x2 + y2
+
y
3pi
[∫ T
−T
(αt− β) dt
(t2 − pt+ q) (t2 − 2xt+ x2 + y2)
−
∫ T
−T
(αt+ β) dt
(t2 + pt+ q) (t2 − 2xt+ x2 + y2)
]
(17)
The first integral (with s ≡ x2 + y2) gives
I1 ≡
∫ T
−T
(17− t2) dt
t2 − 2xt+ s
=
17− x2 + y2
y
[
arctan
T − x
y
+ arctan
T + x
y
]
− 2T + x ln T
2 + 2xT + s
T 2 − 2xT + s
The second and third integrals are evaluated as described in the previous sub-
section using the partial fractions of (3), resulting in the Voigt function approx-
imation
K32(x, y) =
y
3pi
(
I1 + I(T ;A−, B−,−p, q) + I(T ;−A−, D−,−2x, s)
− I(T ;A+, B+,+p, q) − I(T ;−A+, D+,−2x, s)
)
(18)
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Figure 4: Left: Approximation to the Voigt function based on the 3/2 rational approximation
for the Gaussian (red: without normalization; blue, long-dashed: with normalization, ’x’:
numerical quadrature result). Right: The relative error |K32 −Kref|/Kref.
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Fig. 4 shows that the approximation based on the 3/2 rational function for
the Gaussian without normalization is worse than the 2/2 approximation, indi-
cating the importance of a properly normalized Gauss approximation. However,
for small x the scaled approximation K32/erf32(T ) based on G˜32 is significantly
better, whereas for larger x both scaled and unscaled approximations behave
similarly with errors of some percent. For small y < 1 this approximation
shows the same problem as the K22 approximation, i.e. a strong, almost step-
wise decrease around T ≈ 1.9 due to the arctan(T − x)/y term. As for the
K22 approximation above, the closed-form expression (18) has been checked for
y = 0.01 and selected values of x using QUADPACK’s numerical quadrature of
(16).
3.3. The 3/3 approximation
Seen as a cubic polynomial of τ ≡ t2, the denominator of G33 has one real
root τr = u+ v − 4 and two complex roots, and G33 can be expressed as
G33(t) =
24t4 + 240
120 + 60t2 + 12t4 + t6
− 1
=
γ
t2 + r
+
αt+ β
t2 + pt+ q
− αt− β
t2 − pt+ q − 1 (19)
where
r = 4− u− v
u =
3
√
4
√
5− 4
v =
3
√
4
√
5 + 4 = − 4/u .
(20)
The second and third denominators are defined by the constants
q =
√
16 + 4(u+ v) + u2 − uv + v2 and p =
√
2q − 8− u− v (21)
and the constants in the numerators are
γ = (24r2 + 240)/N (22)
α = − 12(p2qr − 10) + (q − r)(q2 + 10))/(pqN) (23)
β = (12(10− q2)r − 240q + 120p2)/(qN) (24)
with the denominator N = (r − q)2 + p2r.
Defining ∆ = 4q − p2 similar to above results in the approximation for the
error function
erf33(x) ≡ 2√
pi
[
γ√
r
arctan
x√
r
+
α
2
(
log(x2 + px+ q)− log(x2 − px+ q)
)
2β − pα√
∆
(
arctan
2x+ p√
∆
+ arctan
2x− p√
∆
)
− x
]
(25)
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Figure 5: Left: Approximation to the Voigt function based on the 3/3 rational approximation
for the Gaussian; (red: without normalization; blue, long-dashed: with normalization, ’x’:
numerical quadrature result). Right: The relative error |K33 −Kref|/Kref.
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Similar to erf32 this approximation diverges for large x, i.e. erf33 → −∞. Fig. 2
also depicts this approximation, which is clearly better than the approximations
presented in the previous subsections. However, similar to (15) (but unlike (8)),
it has a maximum at T = 2.15503361 slightly smaller than one.
Inserting the rational function (19) into the definition of the Voigt function
(1) leads to integrands similar to above. The first, second, and third term lead
to integrands of the form (3), and the last term leads to an integral of the
Lorentz function, and finally
K33 =
y
pi
[
arctan
T − x
y
+ arctan
T + x
y
]
+ (26)
+
[
I(T ;A+, B+,+p, q) + I(T ;−A+, D+,−2x, x2 + y2)
I(T ;A−, B−,−p, q) + I(T ;−A−, D−,−2x, x2 + y2)
]
I(T ;Ag, Bg, 0, r) + I(T ;−Ag, Dg,−2x, x2 + y2)
]
where Ag, Bg and Dg are the coefficients as in (4) for the first term in (19).
Fig. 5 reveals that this approximation, compared to the Weideman [18] ref-
erence, is slightly better for y = 1, both without and with normalization. In-
terestingly, the unnormalized K33 is better for small y than the normalized
K˜33 ≡ K33/erf33(T ) in contrast to the 3/2 approximation presented above.
However, similar to the previous approximation K33 and K˜33 strongly deviate
from the reference for x near the integration limit T .
3.4. Computational efficiency
Similar to the closed-form expressions resulting from a triangle-approximation
for the Gauss function (see Eq. (5) of Schreier [10]), the expressions (13), (18),
and (26) presented here contain logarithms, inverse tangents, and rational func-
tions. The timing benchmark tests performed then have shown that these ap-
proximations are about a factor 4 or 5 slower than the Huml´ıcˇek-Weideman
combination of rational approximations [19]. Although some of the logarithms
and arctan’s in (13), (18), and (26) are independent of x and y, the expressions
are more complicated now, and the evaluation of the Voigt function is likely to
be even more expensive.
To further quantify this estimate, the approximation (13) has also been im-
plemented in Fortran (2008) and performance tests have been conducted sim-
ilar to those documented in [19], i.e. molecular absorption cross sections of
HNO3 have been evaluated for a sequence of 13 atmospheric levels and spectro-
scopic line data from the HITRAN 2008 database [31] in the microwave regime
(wavenumbers 16–17 cm−1 with about 17 000 lines from 6–27 cm−1 contribut-
ing. In this example, the Voigt parameter y (proportional to pressure) decreases
from approximately 104 at bottom to 10−4 at top of atmosphere.
Table 1 confirms these expectations, i.e. the Voigt function approximation
derived with a rational approximation for the Gaussian is a factor 16 to 22 slower
13
version optimization Eq. (13) Ref. [19]
4.8.1 O0 285.9 13.16
4.8.1 O3 78.73 4.370
6.2.1 O0 279.5 12.89
6.2.1 O3 78.94 5.078
Table 1: Run time (in nanoseconds) per function evaluation (i.e., number of lines times number
of wavenumber grid points) for the (13) compared to the Huml´ıcˇek-Weideman combination.
Different versions of the gfortran compiler and optimization levels are used.
than the Huml´ıcˇek-Weideman approximation for the complex error function.
Note that the approximations of [10] require two (or three) logarithm calls and
three inverse tangent calls for a single x value (corresponding to wavenumber),
but there is no division of any x dependent quantity. In contrast, the evaluation
of (13) involves seven x dependent divisions in addition to one x dependent
logarithm and two x dependent arctan’s (the other logarithms and arctan’s are
independent of x and y).
4. Discussion
According to Goedecker and Hoisie [32], “the calculation of special functions,
such as divisions, square roots, exponentials and logarithms requires anywhere
from a few dozen cycles up to hundreds of cycles. . . . . . . these calculations have
to be decomposed into a sequence of elementary instructions such as multiplies
and adds.” (See also subsection 5.5.6 in [13].) First note the inclusion of division
in this list of “special functions”. Note also that with special computer hardware
(e.g. field-programmable gate arrays — FPGA) the penalty of divisions can be
overcome. Rational approximations as Huml´ıcˇek [17] or Weideman [18] require
only a single division in addition to additions and multiplications. The large
number of “special function” calls in the approximations developed here will
therefore lead to a large computational burden.
For high-resolution infrared and microwave atmospheric spectroscopy the
line-by-line modeling of molecular cross sections constitutes a significant com-
putational challenge. Million to billion evaluations of the Voigt function are
not uncommon for radiative transfer calculations. This is especially demand-
ing in the context of operational data processing of remote sensing missions;
for example, the IASI instruments aboard the MetOp A and B meteorologi-
cal satellites each deliver 1.3 million spectra per day [33]. Moreover, for some
applications (e.g. high temperatures) the “standard” HITRAN [34] or GEISA
[35] databases with several million lines each are insufficient and more complete
databases [36, 37] with billions of lines have to be considered.
Rational functions with higher degree of the numerator and/or denominator
polynomials can provide a better approximation of the Gauss function (at least
for small x where the contribution to the integral is significant) and it is therefore
tempting to use these to evaluate the Voigt convolution integral. However, the
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Figure 6: Approximation to the Voigt function based on the 4/4 rational approximation for
the Gaussian and its relative error (right axis) for y = 0.01.
resulting approximations will likely involve arctan(x − T )/y terms similar to
above (where T depends on the particular rational function) that give rise to
the large discrepancies around x ≈ T for small y. This is clearly confirmed
by the approximation based on the 4/4 rational function approximation of the
Gaussian shown in Fig. 6. Moreover, the determination of the partial fractions
becomes increasingly expensive, and the computational efficiency of the resulting
sum of various logarithms and inverse trigonometric functions is even worse.
The conditional branches required for most modern (efficient and accurate)
Voigt and complex error function algorithms can be suboptimal for some pro-
gramming languages, and a closed-form approximation could be welcome. Algo-
rithms based on direct numerical quadrature of the Voigt integral (1) might be
a suitable approach. Matta and Reichel [22] suggested to use trapezoid quadra-
ture; some problems of this algorithm have been addressed by Hunter and Regan
[23] and Lether and Wenston [26], and a vectorized version has been provided
by Lynas-Gray [27]. Finn and Mugglestone [20] used Simpson quadrature to
compile a table of Voigt function values (for y ≥ 0.01), exploiting a modified
integrand for small x values. Parthasarathi et al. [24] considered the infinite in-
tegral (1) difficult for numerical integration and used Newton-Cotes quadrature
of the finite integral resulting from the transformation t = u/(1 − u). Afonin
et al. [25] concluded that a Fast Fourier transform approach is more efficient
than an adaptive quadrature procedure. However, accurate function values can
only be obtained with a proper sampling of the integrand, i.e. a large number
of exponent evaluations and divisions. With Gauss-Hermite quadrature there
is no need to compute exponentials, but still it requires several Lorentz func-
tion evaluations for a single Voigt function value (Armstrong [1] uses a 20-term
Gauss-Hermite quadrature with the original and modified integrand for large
and medium sized arguments, respectively). In conclusion, Voigt function algo-
rithms based on numerical quadrature schemes are therefore not expected to be
competitive with rational approximations.
15
5. Summary and Conclusions
Closed-form expressions for the Voigt function have been constructed using
rational approximations for the Gauss function that allowed an explicit an-
alytical solution of the integral after appropriate partial fractionation of the
integrand. Although the rational approximations for the Gaussian considered
here are better than the triangular approximations considered previously [10]
the resulting approximations for the Voigt function completely fail for x ≈ 2
and small y  1.
Our conclusions now are therefore similar to the conclusions given in Schreier
[10]: Closed-form expressions as presented here might be desirable for certain
applications, but their quality is limited to only a small y interval. When closed-
form expressions are really necessary, approximations based on combinations
of Lorentz and Gauss functions [see 10, for references] might be a reasonable
alternative. (An assessment of the quality of these representations is beyond
the scope of this work.) In all other cases approximations based on modern
state-of-the-art numerical methods, e.g. rational approximations as discussed in
Huml´ıcˇek [17], Weideman [18] and Schreier [19] are recommended.
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