In this paper we provide simulations of static and dynamic clustering algorithms against various mobility models and target speeds. The mobility models that we applied are Random Waypoint Model, Random Direct Model and Gauss Markov Model. We provide metrics to measure the tracking performance of both approaches. We show that the dynamic clustering is favorable in terms of tracking accuracy whereas the energy consumption of static clustering is significantly smaller. We also show that the target moving with Gauss Markov Model can be tracked more accurately than the other models.
I. INTRODUCTION
Recent technological advancements made sensor nodes cheap and readily available for academic and industrial usage. WSNs may consist of thousands of nodes deployed in a large area. Sensor nodes are suitable for various application types due to their sensing and wireless communication capability. Military surveillance, habitat monitoring and target tracking are some of the important types of applications for sensor networks.
In target tracking applications when a mobile target is sensed by some of the nodes, its position is calculated by cooperation of these nodes using localization techniques and aggregated data is sent to the sink node. Target tracking applications can be cluster based [1] - [8] spanning tree based [9] , and prediction based [10] , [11] . In spanning tree based algorithms, nodes which detect the target select a root and construct a spanning tree. The tree is configured while the target moves away. Prediction based tracking algorithms aim to estimate the next position of the target based on the current moving speed and direction of the target.
Clustering is a widely used technique to ease the routing operation and to manage the scarce resources in WSNs [12] - [19] . In clustered networks, nodes are either classified as cluster members or cluster heads. Cluster heads are responsible for managing the intra-cluster and cooperating in inter-cluster operations. In cluster based target tracking algorithms, member nodes detect the target and send the information to their cluster head. Cluster heads collect all information from members and calculate the position of the target by using localization techniques. After position of the target is calculated, cluster head sends the position information to the sink. Reducing the energy consumption is one of the most important benefits of the cluster based approaches. Cluster based target tracking algorithms can be further divided into two groups: static [1] - [4] and dynamic [5] - [8] approaches. In static approaches, the cluster and backbone infrastructures are built before the target tracking application starts. On the other hand, the clusters are dynamically constructed while nodes are sensing the target in dynamic approaches. In this study, we investigate and evaluate the tracking performance of dynamic and static cluster based target tracking approaches against various mobility models. To compare the tracking accuracy of two approaches, we measure the miss and error ratio. We also evaluate the energy consumptions of dynamic and static approaches and give a general performance overview. The rest of this paper is organized as follows: In Section 2, the static and dynamic target tracking algorithms implemented are explained. The selected mobility models are described in Section 3. The performance evaluations obtained from simulation results are presented in Section 4. Finally, conclusions and future works are given in Section 5.
II. ALGORITHMS

A. Static Cluster Based Target Tracking Algorithm
In this approach, clusters are formed statically at the time of network deployment so all the member nodes and their related leader nodes are defined before the tracking algorithm comes into play. This cluster ready infrastructure brings simplicity into target tracking and decreases the energy consumption. Although these are desirable features of this approach, the restrictions on memberships can cause some problems for fault tolerance.
357 Fig.1 illustrates the general idea in the static cluster based target tracking algorithm. As the target enters the network area, it will be detected by a cluster of nodes in which the target currently presents. The leader node, collects all the sensing reports from its members and by using one of the localization techniques it calculates the location, speed and the trajectory of the target. After that, it predicts the future location of the target and informs the cluster head, closest to the future location of the target, about the oncoming target. When the cluster head receives this information, it wakes up its members and makes them ready to detect the moving target. Member nodes send received signal strength values to the new active leader node as long as they sense the target. By using the sensing reports received from the member nodes, the new active leader node calculates the location, speed and the trajectory of the target. This process continues as long as the target moves and the nodes sense. As shown in Fig.1 , the target is firstly detected by the leader node n 1 and by its members n 2 , n 3 and n 4 . n 1 collects the sensing reports from its members and calculates the locations L1(x,y) and L2(x,y) intermittently. By using location information, it predicts the future position after a given period of time. Having this information, n 1 sends a warning message to the leader node n 5 that is closest to the predicted future location of the target. This warning message means that the target is approaching. After receiving this message n 5 , wakes up its member nodes n 6 , n 7 , n 8 , n 9 and makes them ready to detect the target. Fig.2 shows the flow diagram of the static cluster based target tracking algorithm.
B. Dynamic Cluster Based Target Tracking Algorithm
In this approach, clusters are formed dynamically as the events occur in the network area. This approach does not impose any restriction on memberships. For example, a node can be a member of different clusters at different times which makes this approach more advantageous for minimization of localization errors. Although these are desirable features of this approach, the requirement for leader election mechanism increases the energy consumption for tracking the target. Fig.3 illustrates the general idea of the dynamic cluster based target tracking algorithm. As the target enters the network area, it will be detected by some nodes that are closer to the target. By using one of the leader election algorithm [20] , a node that is closest to the target is selected as the leader node and the cluster is dynamically formed with the leader node's one hop neighbors. After forming the initial cluster, the leader node calculates the location, speed and the trajectory of the target by processing the sensing reports sent by its members. By using this information, it predicts the future location of the target and sends a warning message to the node closest to the target's predicted future location. The node receiving this message, becomes the new leader node and forms its cluster with one hop neighbors. As shown in Fig.3 , the target is firstly detected by the nodes n 1 , n 2 , n 3 , n 4 and n 5 . The closest node to the target, n 1 , is selected as the leader node and it forms the initial cluster with its neighbors n 2 , n 3 , n 4 and n 5 which send sensing reports as long as they sense the target. By processing these reports, the leader node n 1 , predicts the future location and sends a warning message to the node n 6 that is closest to the target's predicted future location. After receiving this message, the new leader node n 6 , forms its cluster with its one hop neighbors n 7 , n 8 , n 9 , n 10 ,n 11 . Fig.4 shows the flow diagram of the dynamic cluster based target tracking algorithm. III. MOBILITY MODELS Various mobility models were proposed to mimic the nature of mobile nodes in real applications. A hierarchial classification of the mobility models is depicted in Fig. 5 [21] . In this section, we briefly review the random waypoint, random direction and Gauss-Markov mobility models. These models are chosen because they are commonly used by researchers and their simulations can be handled with ease using ANSim simulator [22] . Random waypoint and random direction models are belong to the group of random-based mobility models. In random based mobility models, the nodes choose their speed, direction and destination without any restrictions. On the other hand, in mobility models with temporal dependency, the velocity of a node at different time slots are correlated. Gauss-Markov mobility model is an example of the mobility models with temporal dependency [21] . For each described mobility model we show the plot of an example trajectory generated with the ANSim simulator.
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A. Random Waypoint Model
Random waypoint model (RWM) [23] , [24] is one of the widely used mobility model in WSN simulations. CMU Monarch group implemented RWM for ns2 as the setdest tool. The idea of the RWM is simple. Each node travels from a starting coordinate to a random ending coordinate with a randomly generated constant velocity. The velocity is randomly picked from [0, V max ] interval. For greater V max values, the nodes move faster since V avg = (0 + V max )/2, becomes greater. When a node reaches the destination point, it waits for a T pause time before arriving in the next destination. As the T pause becomes greater, the total time of the nodes in the stationary state increases [21] . In this model, nodes move along a zigzag line. An example of RWM trajectory is shown in Fig. 6 . 
B. Random Direction Model
One of the most important problems of the RWM is the non-uniform distribution of the nodes. The nodes cluster at the center of the simulation area as the simulation time elapses. As the nodes move to the center, the node density at the border of the simulation area becomes closer to zero causing to a nonuniform node distribution. To overcome this problem, random direction model (RDM) is proposed [25] . In RDM, instead of choosing a random destination, nodes choose a random direction which reaches the boundary of the simulation area. When a node reaches the boundary of the simulation area, it waits for T pause time and it chooses a new direction to travel [21] . Fig. 7 shows an example of RDM trajectory.
C. Gauss-Markov Model
Random mobility models are simple in nature. They lack capturing realistic behavior of the mobile nodes. In RWM and RDM, unrealistic behaviors such as sharp turns, sudden stops, and sudden accelerations may frequently occur [21] . GaussMarkov Model(GMM) is proposed to prevent these problems [26] . In this model, V t+1 is correlated with V t where V t is the velocity at time t. An example GMM trajectory is shown in Fig. 8 . The static cluster based tracking algorithm (STA) and dynamic cluster based tracking algorithm (DTA) are implemented in the ns2 simulator version 2.31. The clusters and backbone in STA are created by the algorithm proposed in [18] ,however other clustering algorithms can also be applied. The backbone of DTA is a simple spanning tree rooted at the sink. We generated randomly connected networks with 50, 100, and 150 uniformly distributed nodes. The mobility model of target is selected either as RWM, RDM or GMM to measure the tracking accuracy. The scenario files of mobility models are generated with ANSim. Also the speed of the target is varied to measure the detection performance of the algorithms. For each scenario, a lower and an upper bound speed is determined. The speeds are respectively chosen from 5 m/s to 10 m/s , 10 m/s to 15 m/s, 15 m/s to 20 m/s. IEEE 802.11 radio and MAC standards readily available in ns2 simulator are chosen for lower layer protocols and trilateration is used as the localization method. In this technique, at least three of the nodes in a cluster must detect the object in order to calculate the position of the object and the simulation time is 200 s.
In our simulations, we used the error and miss ratios as the performance metrics. If the distance of the calculated position of a node to the origin at time t is c t and the distance of the real position to the origin at time t is r t , the error ratio (e t ) at time t can be calculated as: e t = |c t -r t | / r t . To find the error ratio, we averaged the measured values during the simulation time. If the target's signal at t is not collected by at least 3 nodes belonging to the same cluster, the target's location can not be calculated, thus the target is missed at time t. The miss ratio of the target is the percentage of miss to the total signal dissipated by the target.
Firstly, we measured the tracking accuracy of STA and DTA against mobility models to compare the effects of RWM, RDM and GMM. The error ratio of the STA and DTA against various mobility models and speeds are shown in Fig. 9 and Fig. 10 . Regardless of the implemented tracking algorithm, the error ratio measured when tracking the target with GMM is smallest and RWM is the highest as seen in Fig. 9, Fig. 10 and Fig.  11 . Generally, the measured error ratios are very small, at the worst case it is equal to 1.2 %. On the other hand difference of miss ratios between mobility models have significant values and reach approximately 20 % as shown in Fig. 12, Fig. 13 , and 14. The main reason for this difference between mobility models is the sharp turns and sudden accelerations. The miss ratio difference between models obviously shows that accurate tracking of the target with a random mobility becomes very hard as the target moves faster. Fig. 11 and Fig. 14 depicts the comparison of the tracking accuracy of STA and DTA more clearly. The measurements are collected for speeds 15 -20 m/s. Both of error and miss ratios of STA are higher than those of DTA as seen in Fig.  11 and Fig. 14 . In random models, the difference between error and miss ratios of algorithms are higher, on the other hand, algorithms calculate approximate trajectories in GMM. For the target with RWM, approximately 1/4 of the signals dissipated by the target is missed by STA. In STA, clusters are constructed before the target enters the region whereas the clusters are dynamically created in DTA by using RSS values obtained from the target. For this reason, the chance of locating the nodes which belongs to the same cluster which are geographically close to the target is higher in DTA. As mentioned before, in the trilateration technique, at least 3 nodes of the same cluster must detect the target for localization. To illustrate the tracking performance of DTA and STA, a sample scenario with RDM is applied to both of the algorithms. Fig. 15 shows a sample trajectory of the target and the trajectories produced by STA and DTA for speeds 15-20 m/s. The trajectory generated by DTA is very close to the real trajectory, on the other hand, trajectory of the STA has some deviations as seen in Fig. 15 .
Lastly, we compare the energy consumptions of STA and DTA as shown in Fig. 16 . In STA, clusters are constructed during network deployment thus there is a cost of initial energy consumption of clusters. However DTA has no initial cluster formation but clusters are dynamically constructed when target is sensed. As the simulation time elapses from 100 s to 500 s, the energy consumption of DTA increases linearly with a higher slope than STA as shown in Fig. 16 . The total energy consumption of DTA reaches to approximately 3 times of the energy consumption of STA. From the energy consumption values, we can state that the initial energy cost of STA can be seen at 100.s, but dynamic construction of the clusters applied in DTA is a very expensive operation compared to the energy consumption of STA can be seen at 500.s. 
V. CONCLUSIONS
We evaluated cluster based target tracking algorithms against various mobility models and target speeds. A static cluster based and a dynamic cluster based algorithms are illustrated and implemented on ns2. We used RWM, RDM and GMM as the mobility models and described them by plotting a sample trajectory from each of them generated by ANSim.
The error ratios of both algorithms are 1.2 % at the worst case. When the speed of target is 15-20 m/s and the mobility model is RWM the miss ratio of STA becomes 20 %. However, when same conditions are applied, the miss ratio of the GMM is the half of RWM's miss ratio. Independent of the mobility model and speed of the target, DTA always produces smaller error and miss ratios than STA. We also illustrated the tracking accuracy of DTA by plotting a sample RDM trajectory, the trajectory generated by DTA and STA at the same graph.
A comparison of the two algorithms terms of their tracking accuracies and energy consumptions is shown in Fig. 17 . Based on the extensive simulations, our general conclusion is that the dynamic clustering based target tracking is favorable for accurate tracking but consumes more energy than static tracking based clustering. Secondly, tracking of the targets moving with random models is harder than the targets moving with a correlated pattern. Our work is ongoing and we are planning to design static cluster based algorithms with improved tracking accuracy and dynamic cluster based algorithms with lower energy consumptions. 
