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We present a variational renormalization group (RG) approach based on a reversible generative model with
hierarchical architecture. The model performs hierarchical change-of-variables transformations from the phys-
ical space to a latent space with reduced mutual information. Conversely, the neural network directly maps
independent Gaussian noises to physical configurations following the inverse RG flow. The model has an exact
and tractable likelihood, which allows unbiased training and direct access to the renormalized energy function of
the latent variables. To train the model, we employ probability density distillation for the bare energy function
of the physical problem, in which the training loss provides a variational upper bound of the physical free en-
ergy. We demonstrate practical usage of the approach by identifying mutually independent collective variables
of the Ising model and performing accelerated hybrid Monte Carlo sampling in the latent space. Lastly, we
comment on the connection of the present approach to the wavelet formulation of RG and the modern pursuit
of information preserving RG.
The Renormalization group (RG) is one of the central
schemes in theoretical physics, whose impacts span from
high-energy [1] to condensed matter physics [2, 3]. In
essence, RG keeps the relevant information while reducing
the dimensionality of statistical data. Besides its conceptual
importance, practical RG calculations have played important
roles in solving challenging problems in statistical and quan-
tum physics [4, 5]. A notable recent development is to per-
form RG calculations using tensor network machinery [6–18]
The relevance of RG goes beyond physics. For example,
in deep learning applications, the inference process in image
recognition resembles the RG flow from microscopic pixels
to categorical labels. Indeed, a successfully trained neural
network extracts a hierarchy of increasingly higher-level con-
cepts in its deeper layers [19]. In light of such intriguing sim-
ilarities, Refs [20–23] drew connections between deep learn-
ing and the RG, Ref. [24] proposed an RG scheme based on
mutual information maximization, Ref. [25] employed deep
learning to study holography duality, and Ref. [26] examined
the adversarial examples from a RG perspective. Since the
discussions are not totally uncontroversial [21, 23, 24, 27, 28],
it remains highly desirable to establish a more concrete, rigor-
ous, and constructive connection between RG and deep learn-
ing. Such a connection will not only bring powerful deep
learning techniques into solving complex physics problems
but also benefit theoretical understanding of deep learning
from a physics perspective.
In this paper, we present a neural network based varia-
tional RG approach (NeuralRG) for statistical physics prob-
lems. In this scheme, the RG flow arises from iterative prob-
ability transformation in a neural network. Integrating latest
advances in deep learning including Normalizing Flows [29–
37] and Probability Density Distillation [38], and tensor net-
work architectures, in particular, the multi-scale entanglement
renormalization ansatz (MERA) [6], the proposed NeuralRG
approach has a number of interesting theoretical properties
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Figure 1. (a) The NeuralRG network is formed by stacking bijector
networks into a hierarchical structure. The solid dots at the bottom
are the physical variables x and the crosses are the latent variables
z. Each block is a bijector. The light gray and the dark gray blocks
are the disentanglers and the decimators respectively. The RG flows
from bottom to top, which corresponds to the inference of the latent
variables conditioned on the physical variables. Conversely, one can
directly generate physical configurations by sampling the latent vari-
ables according to the prior distribution and passing them downwards
through the network. (b) The internal structure of the bijector block
consists of Normalizing Flows [32].
(variational, exact and tractable likelihood, principled struc-
ture design via information theory) and high computational
efficiency. The NeuralRG approach is closer in spirit to the
original proposal based on Bayesian net [20] than more recent
discussions on Boltzmann Machines [21, 23] and Principal
Component Analysis [22].
Figure 1(a) shows the proposed architecture. Each building
block is a diffeomorphism, i.e., a bijective and differentiable
function parametrized by a neural network, denoted by a bi-
jector [39, 40]. Figure 1(b) illustrates one realization of the
bijector using real-valued nonvolume preserving flows (Real
NVP) [32] [41], which is one of the reversible generative mod-
els known as the Normalizing Flows [29–37].
The network relates the physical variables x and the latent
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2variables z via an invertible transformation x = g(z). Their
probability densities are also related [42]
ln q(x) = ln p(z) − ln
∣∣∣∣∣∣det
(
∂x
∂z
)∣∣∣∣∣∣ , (1)
where q(x) is the normalized probability density of the phys-
ical variables. And p(z) = N(z; 0, 1) is the prior probability
density of the latent variables chosen to be a normal distri-
bution. The second term of Eq. (1) is the log-Jacobian de-
terminant. Since the log-probability can be interpreted as a
negative energy function, Eq. (1) shows that the renormaliza-
tion of the effective coupling is provided by the log-Jacobian
at each transformation step.
Since diffeomorphisms form a group, an arbitrary compo-
sition of the building blocks is still a bijector. This motivates
the modular design shown in Fig. 1(a). The layers alternate
between disentangler blocks and decimator blocks. The dis-
entangler blocks in light gray reduce correlation between the
inputs and pass on less correlated outputs to the next layer.
While the decimator blocks in dark gray pass only a subset of
its outputs to the next layer and treat the remaining ones as
irrelevant latent variables indicated by the crosses. The RG
flow corresponds to the inference of the latent variables given
the physical variables, z = g−1(x). The kept degrees of free-
dom emerge as renormalized collective variables at coarser
scales during the inference. In the reversed direction, the la-
tent variables are injected into the neural network at differ-
ent depths. And they affect the physical variables at different
length scales.
The proposed NeuralRG architecture shown in Fig. 1(a) is
largely inspired by the MERA structure [6]. In particular,
stacking bijectors to form a reversible transformation is analo-
gous to the quantum circuit interpretation of MERA. The dif-
ference is that the neural network transforms probability den-
sities instead of quantum states. Compared to the tensor net-
works, the neural network has the flexibility that the blocks
can be arbitrarily large and long-range connected. More-
over, arbitrary complex NeuralRG architecture constructed in
a modular fashion can be trained efficiently using differen-
tiable programming frameworks [43, 44]. In practice, one can
let the bijectors in the same layer share weights due to the
translational invariances of the physical problem [45].
Compared to ordinary neural networks used in deep learn-
ing, the architecture in Fig 1(a) has stronger physical and in-
formation theoretical motivations. To see this, we consider
a simpler reference structure shown in Fig. 2(a) where one
uses disentangler blocks at each layer. The resulting structure
resembles a time-evolving block decimation network [46].
Since each disentangler block connects only a few neighbor-
ing variables, the causal light cone of the physical variables
at the bottom can only reach a region of latent variables pro-
portional to the depth of the network. Therefore, the correla-
tion length of the physical variables is limited by the depth of
the disentangler layers. The structure of Fig. 2(a) is sufficient
for physical problems with finite correlation length, i.e. away
from the criticality.
On the other hand, a network formed only by the decima-
tors is similar to the tree tensor network [47]. For example, the
Figure 2. (a) A reference neural network architecture with only dis-
entanglers. The physical variables in the two shaded regions are un-
correlated because their causal light cones do not overlap in the la-
tent space. (b) Mutual information is conserved at the decimation
step, see Eq. (2). (c) The arrangement of the bijectors in the two-
dimensional space. (d) Each bijector acts on four variables. Dis-
entanglers reduce mutual information between variables. While for
decimators, only one of its outputs is passed on to the next layer and
the others are treated as latent variables.
mutual information (MI) between the variables at each deci-
mation step shown in Fig. 2(b) follows
I(A : B) = I(z1 ∪ a : b ∪ z4) = I(a : b). (2)
The first equality is due to the MI being invariant under in-
vertible transformation of variables within each group. While
the second equality is due to the random variables z1 and z4
being independent of all other variables. Applying Eq. (2) re-
cursively at each decimation step, one concludes that the MI
between two sets of physical variables is limited by the top
layer in a bijector net of the tree structure. One thus needs to
allocate sufficient resources in the bottleneck blocks to suc-
cessfully capture the MI of the data.
It is straightforward to generalize the NeuralRG architec-
ture in Fig. 1 to handle data in higher dimensional space.
For example, one can stack layers of bijectors in the form
of Fig. 2(c). These bijectors accept 2 × 2 inputs as shown
in Fig. 2(d). For the decimator, only one out of four outputs
is passed on to the next layer. In a network with only disen-
tanglers, the depth should scale linearly with system size to
capture diverging correlation length at criticality. While the
required depth only scales logarithmically with system size
if one employs the MERA-like structure. Note that different
from the tensor network modeling of quantum states [48], the
MERA-like architecture is sufficient to model classical sys-
tems with short-range interactions even at criticality since they
exhibit the MI area law [49].
3Building the neural network using Normalizing Flows pro-
vides a generative model with explicit and tractable likeli-
hoods compared to previous studies [21, 23, 24, 50–52]. This
feature is valuable for studying physical problems because one
can have unbiased and quantitative control of the training and
evaluation of the model. Consider a standard setup in statisti-
cal physics, where one has accesses to the bare energy func-
tion, i.e. the unnormalized probability density pi(x) of a phys-
ical problem, direct sampling of the physical configurations
is generally difficult due to the intractable partition function
Z =
∫
dx pi(x) [53]. The standard Markov chain Monte Carlo
(MCMC) approach suffers from the slow mixing problem in
many cases [54].
We train the NeuralRG network by minimizing the Proba-
bility Density Distillation (PDD) loss
L =
∫
dx q(x)
[
ln q(x) − ln pi(x)] , (3)
which was recently employed by DeepMind to train the Par-
allel WaveNet [38]. The first term of the loss is the negative
entropy of the model density q(x), which favors diversity in its
samples. While the second term corresponds to the expected
energy since − ln pi(x) is the energy function of the physical
problem.
In fact, the loss function Eq. (3) has its origin in the varia-
tional approaches in statistical mechanics [53, 55, 56]. To see
this, we write
L + ln Z = KL
(
q(x)
∥∥∥∥∥ pi(x)Z
)
≥ 0, (4)
where the Kullback-Leibler (KL) divergence measures the
proximity between the model and the target probability den-
sities [42, 56]. Equation (4) reaches zero only when the two
distributions are identical. One thus concludes that the loss
Eq. (3) provides a variational upper bound of the physical free
energy of the system, − ln Z.
For the actual optimization of the loss function, we ran-
domly draw a batch latent variables according to the prior
probability p(z) and pass them through the generator network
x = g(z), an unbiased estimator of the loss Eq. (3) is
L = E
z∼p(z)
[
ln p(z) − ln
∣∣∣∣∣∣det
(
∂g(z)
∂z
)∣∣∣∣∣∣ − ln pi(g(z))
]
, (5)
where the log-Jacobian determinant can be efficiently com-
puted by summing the contributions of each bijector. Notice
that in Eq. (5) all the network parameters are inside the expec-
tation, which amounts to the reparametrization trick [42]. We
perform stochastic optimization of Eq. (5) [57], in which the
gradients with respect to the model parameters are computed
efficiently using backpropagation. The gradient of Eq. (5) is
the same as the one of the KL-divergence Eq. (4) since the
intractable partition function Z is independent of the model
parameter.
Since the KL-divergence is asymmetric, the PDD is differ-
ent from the Maximum Likelihood Estimation (MLE) which
amounts to minimizing the empirical approximation of the
KL-divergence in an opposite direction KL
(
pi(x)
Z
∥∥∥ q(x)) [42,
56]. The most significant difference is that in PDD one does
not rely on an additional way (such as efficient MCMC) to
collect independent and identically distributed configurations
of the physical problem for training. Moreover, optimizing
the variational objectivity Eq. (5) can be more efficient than
MLE because one directly makes use of the analytical func-
tional form and gradient information of the target density pi(x).
Finally, in the variational calculation, it is always better to
achieve a lower value of the training loss Eq. (5) without the
concern of overfitting [41].
The variational approach can also be integrated seamlessly
with the MCMC sampling to produce unbiased physical re-
sults with enhanced efficiency. The partition function of the
physical problem can be expressed in terms of the latent vari-
ables
Z =
∫
dz pi(g(z))
∣∣∣∣∣∣det
(
∂g(z)
∂z
)∣∣∣∣∣∣ =
∫
dz p(z)
[
pi(g(z))
q(g(z))
]
, (6)
where the first equality simply invokes change-of-variables
from the physical space x to the latent space z using the
learned normalizing flow, and the second equality rearranges
terms using Eq. (1).
The integrand of Eq. (6) offers direct access to the renor-
malized energy function in the latent space induced by the
flow z = g−1(x). One sees that when the model density q(x)
perfectly matches the target density pi(x)/Z, the energy func-
tion of the latent variables reduces to one associated with the
prior p(z). The variational calculation Eq. (4) would then
always push the latent distribution towards the independent
Gaussian prior. Therefore, it would be advantageous to per-
form Metropolis [58] or hybrid Monte Carlo (HMC) sam-
pling [59] in the latent space for better mixing. Given samples
in the latent space, one can obtain the corresponding physi-
cal variable via x = g(z). This generalizes the Monte Carlo
updates in the wavelet basis [60, 61] to the case of adaptively
latent space for a given physical problem.
As a demonstration, we apply NeuralRG to the two-
dimensional Ising model, a prototypical model in statistical
physics. To conform with the continuous requirement of the
physical variables, we employ the continuous relaxations trick
of Refs. [64, 65]. We first decouple the Ising spins using a
Gaussian integral, then sum over the Ising spins to obtain a
target probability density
pi(x) = exp
(
−1
2
xT (K + αI)−1 x
)
×
N∏
i=1
cosh (xi) , (7)
where K is an N × N symmetric matrix, I is an identity ma-
trix, and α is a constant offset such that K + αI is positive
definite [66]. For each of the configurations, one can directly
sample the discrete Ising variables s = {±1}⊗N according to
pi(s|x) = ∏i(1 + e−2si xi )−1. It is straightforward to verify
that the marginal probability distribution
∫
dx pi(s|x)pi(x) ∝
exp
(
1
2 s
T Ks
)
≡ piIsing(s) restores the Boltzmann weight of the
Ising model with the coupling matrix K. Therefore, Equa-
tion (7) can be viewed as a dual version of the Ising model, in
4Figure 3. Physical results obtained for the continuous field theory
of Eq. (7) equivalent to the Ising model on a N = 16 × 16 lattice at
critical coupling. (a) The relative error in the variational free energy
Eq. (3) decreases with training epochs. The exact free energy is ob-
tained from the analytical solution of the Ising model [62, 63]. (b)
Uniform spin structure factor computed using hybrid Monte Carlo
sampling in the latent and the physical spaces respectively. The er-
rorbars are computed using independent batch of samples. The solid
red line is the result of Es∼piIsing(s)
[∑
i, j si s j/N2
]
computed directly for
the Ising model.
which the continuous variables x represent the field couple to
the Ising spins. We choose K to describe the two-dimensional
critical Ising model on a square lattice critical with periodic
boundary condition.
We train the NeuralRG network of the structure shown
schematically in Fig. 1(a) where the bijectors are of the size
2 × 2, as shown in Fig. 2(d). The results in Fig. 3(a) shows
that the variational free-energy continuously decreases dur-
ing the training. In this case, the exact lower bound reads
− ln Z = − ln ZIsing − 12 ln det(K + αI) + N2 [ln(2/pi) − α], where
ZIsing =
∑
s piIsing(s) is known from the exact solution of the
Ising model [62] on the finite periodic lattice [63]. We show
results obtained in a wider temperature range and generated
samples in the supplementary material [41].
To make use of the learned normalizing flow, we perform
the hybrid Monte Carlo (HMC) [41] sampling in the latent
space in parallel to the training using the effective energy
function Eq. (6). The physical results quickly converge to
the correct value indicated by the solid red line. In compari-
son, the HMC simulation in the original physical space using
Eq. (7) as the energy function fails to thermalize during the
same HMC steps. Even taking into account the overhead of
training and evaluating the neural network, sampling in the
latent space is still significantly more efficient
To reveal the physical meaning of the learned latent vari-
ables, we recall the wavelets interpretation of the RG [67–
69]. In our context, if each bijector performs the same linear
transformation, the network precisely implements the discrete
wavelet transformation [70]. Using the wavelets language,
the bijectors at each layer extract "smooth" and "detail" com-
ponents of the input signal separately. And the bijectors in
the next layer perform transformations only to these "smooth"
components.
Figure 4. (a) The responses of the latent space collective variables
with respect to the physical variables Ex∼pi(x)[∂zi/∂x]. (b) Mutual in-
formation between the latent variables and (c) the physical variables.
Note different scales in the colorbars of (b) and (c).
We probe the response of the latent variables by comput-
ing the gradient of the transformation z = g−1(x) using back-
propagation through the network. Figure 4(a) visualizes the
expected gradient Ex∼pi(x)[∂zi/∂x] averaged over a batch of
physical samples, where zi are the four top-level collective
variables connecting to all of the physical variables. Each of
them responds similarly to a nonoverlapping spatial region,
which is indeed a reminiscence of the wavelets. On the other
hand, the gradient ∂zi/∂x also exhibits variation for different
physical variables. The variation is an indication of the non-
linearity of the learned transformation since otherwise, the
gradient is independent of data in the ordinary linear wavelets
transformation. Thus, the latent variables can be regarded as a
nonlinear and adaptive learned generalization of the wavelets
representation. Employing more advanced feature visualiza-
tion and interpretability tools in deep learning [71, 72] may
help distill more useful information from the trained neural
network.
Finally, to characterize the effective interactions in the la-
tent space, we plot estimated MI [73] between the latent vari-
ables in Fig. 4(b). The network does not map the physical dis-
tribution into ideally factorized Gaussian prior, in line with the
gap to the exact free energy Fig. 3(a). However, the remaining
MI between the latent variables is much smaller compared to
the ones between the physical variables shown in Fig. 4(c).
Obtaining a mutually independent representation of the origi-
nal problem underlines the efficiency boost of the latent space
HMC demonstrated in Fig. 3(b). Adaptive learning of a non-
linear transformation is a distinct feature of the present ap-
proach compared to linear independent component analysis
and wavelet transformations. These linear transformation ap-
proaches would not be able to remove dependence between
the physical variables unless the physical problem is a free
theory.
The NeuralRG approach provides an automatic way to
identify mutually independent collective variables [74, 75].
Note that the identified collective variables do not need to
be the same as the ones in the conventional RG. This signif-
icant difference is due to the conventional approach focusing
on identifying the fixed points under the iterative application
of the same predetermined transformation to the physical vari-
5ables (e.g. block decimation or momentum shell integration).
While the present approach aims at finding out a set of hierar-
chical transformations that map complex physical probability
densities to the predetermined prior distribution. Thus, its ap-
plication is particularly relevant to off-lattice molecular sim-
ulations that involve a large number of continuous degrees of
freedom which are often very difficult to simulate.
Lastly, the conventional RG is a semigroup since the pro-
cess is irreversible. However, the NeuralRG networks built
on normalizing flows form a group, which can be useful for
exploring the information preserving RG [25, 68, 76] in con-
junction with holographic mapping.
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Appendix A: Training Algorithm
Algorithm 1 shows the variational training procedure of the NeuralRG network.
Algorithm 1 Variational training algorithm of the NeuralRG network
Require: Normalized prior probability density p(z), e.g. a Normal distribution
Require: Unnormalized target probability density pi(x)
Ensure: A normalizing flow neural network x=g(z) with normalized probability density q(x)
Initialize a normalizing flow g
while Stop Criterion Not Met do
Sample a batch of latent variables z according to the prior p(z)
Obtain physical variables x=g(z) and compute their densities q(x) . Eq. (1)
loss = mean{ln[q(x)]-ln[pi(x)]} . Eq. (5)
Optimization step for the loss
end while
Appendix B: Details about the Real NVP Bijector
To implement the bijector we use the real-valued non-volume preserving (Real NVP) net [32], which belongs to a general
class of bijective neural networks with tractable Jacobian determinant [29–37]. Real NVP is a generative model with explicit
and tractable likelihood. One can efficiently evaluate the model probability density q(x) for any sample, either given externally
or generated by the network itself.
The Real NVP block divides the inputs into two groups z = z< ∪ z>, and updates only one of them with information from
another group {
x< = z<,
x> = z>  es(z<) + t(z<), (B.1)
where x = x<∪x> is the output. s(·) and t(·) are two arbitrary functions parametrized by neural networks. In our implementation,
we use multilayer perceptrons with 64 hidden neurons of exponential linear activation [77]. The output activation of the scaling
s-function is a tanh function with learnable scale. While the output of the translation t-function is a linear function. The
 symbol denotes element-wise product. The transformation Eq. (B.1) is easy to invert by reversing the basic arithmetical
operations. Moreover, the transformation has a triangular Jacobian matrix, whose determinant can be computed efficiently by
summing over each component of the outputs of the scaling function ln
∣∣∣∣det ( ∂x∂z )∣∣∣∣ = ∑i[s(z<)]i. The transformation Eq. (B.1)
can be composed by randomly sampling the bipartition so all variables are updated. In our implementation, we perform ten
steps of the transformation Eq. (B.1) within each block. The log-Jacobian determinant of the bijector block is computed by
summing up contributions of each layer. Within each layer on the same scale, we use the same block with shared parameters.
The log-Jacobian determinant is computed by summing up contributions of each block.
Appendix C: Hybrid Monte Carlo in the latent space
Hybrid Monte Carlo (HMC) [59] is a powerful sampling approach widely adopted in physics and machine learning [78]. HMC
reduces the diffusive behavior of the traditional Metropolis updates [58] via exploiting the Hamiltonian dynamics of continuous
variables. Further acceleration of the HMC using neural networks is an active research direction in deep learning [79, 80].
For our application, we can either perform the HMC sampling of the physical variables given the normalized probability
distribution or in the latent space. In the latter case, a key step of the HMC is the integration of the equation-of-motion according
to effective energy function Eq. (6). Note that the auto-differentiation tool in deep learning package conveniently provides tools
to compute the force, i.e., the gradient of the energy with respect to the variables. Algorithm 2 outlines the key steps of the HMC
simulation.
9Algorithm 2 Hybrid Monte Carlo simulation in the latent space
Require: Energy function of the latent variables U(z)=-ln[p(z)]-ln[pi(g(z))]+ln[q(g(z))] . Eq. (6)
Initial state of the latent variable z
while Stop Criterion Not Met do
Sample velocity v from a Normal distribution
Leapfrog integration using the energy function U(z)
Metropolis acceptance according to the change of total energy vTv/2+U(z)
end while
Obtain the physical variable x=g(z) and estimate physical observables
Appendix D: Symmetrized variational calculation
One can further incorporate physical symmetries of the target problem into the variational scheme. As a concrete example,
we discuss the implementation for the discrete inversion symmetry of the problem pi(x) = pi(−x). For general discussions, please
refer to Ref. [81].
We introduce the symmetrized variational density
qsym(x) =
1
2
[
q(x) + q(−x)] , (D.1)
where q(x) is given by the normalizing flow network. To evaluate q(−x) we will first need to compute z = g−1(−x), and then use
Eq. (1) of the main text. The density qsym defined in this way manifestly respect the inversion symmetry. The training loss of
symmetrized model reads
Lsym =
∫
dx qsym(x)
[
ln qsym(x) − ln pi(x)
]
(D.2)
=
∫
dx q(x)
[
ln qsym(x) − ln pi(x)
]
, (D.3)
where for the second equality we used the fact the expression in the square bracket is symmetric respect to inversion. Thus, the
practical overhead of symmetrized calculation is merely evaluating qsym(x) instead of q(x). Compared to Eq. (3) in the main
text, the loss of the symmetrized model would always be lower since L − Lsym = KL
(
q(x)
∥∥∥ qsym(x)) ≥ 0. Therefore, one can
achieve better variational free energy by exploiting the symmetry of the physical problem.
Writing the symmetrized density Eq. (D.1) as a mixture model qsym(x) = 12
∑
η=± q(ηx), we can treat the sign variable η on the
equal footing with the latent variable z. In this regards, the generation process is deterministic given both z and η, i.e. p(x|z, η) =
δ(x − ηg(z)). Further marginalizing over the random sign η, one obtains the conditional probability p(x|z) = 12
∑
η δ(x − ηg(z)),
which amounts to randomly flip the sign of the outcome of the normalizing flow network. Lastly, marginalizing over z in the
joint probability p(x, z) = p(x|z)p(z), one obtains the symmetric density Eq. (D.1) as a consistency check.
For inferencing the latent variable given the physical variable, we compute the posterior using the Bayes’ rule,
p(z|x) = p(x|z)p(z)
qsym(x)
=
1
2qsym(x)
∑
η=±
q(ηx)δ(z − g−1(ηx)). (D.4)
Note that the two choices of the sign are weighted by q(ηx) in the posterior. In Fig. 4(a) the latent vector is inferred in this
way, and the physical variables are flipped accordingly. Finally, the posterior also allows us to transform the physical probability
density in the latent space ∫
dx p(z|x)pi(x) = 1
2
∑
η=±
p(z)
[
pi(ηg(z))
qsym(ηg(z))
]
(D.5)
= p(z)
[
pi(g(z))
qsym(g(z))
]
. (D.6)
In the last equality, we used the symmetry condition of the target and the model densities. The resulting probability density is
the same as Eq. (6) in the main text.
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Appendix E: Additional results for a wider temperature range
To gain a deeper understanding of the NeuralRG framework, we provide more data in a wider temperature range from the
network of different depths. For better interpretability of the results, we use a single neural network which does not employ the
Z2 symmetrized variational calculation Appendix. D. To suppress the model’s tendency of collapsing into a single ferromagnetic
solution, we add symmetry regularization term KL(q(x) ‖ q(−x)) to the loss function Eq. (3).
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Figure S1. The relative error of the variational free energy versus temperature for networks of various depths. The deepest network has 5
layers for the N = 322 Ising model under consideration. And we construct shallower models by removing the top layers one by one. So the
shallow network has a trapezoid shape. The errorbar is estimated from the variational loss computed on a batch of generated samples.
Figure S1 shows the relative error in the free energy across a wider temperature range. Deeper models consistently give lower
variational free energy. This is expected since deep networks contain more variational parameters. The error of the variational
free energy in general exhibit nonmonotonic behaviors as a function of temperature. This is because it is hard to capture
critical fluctuations near the phase transition. While the network can simply produce nearly ferromagnetic configurations at low
temperature, and short-range correlated configurations at high temperature. More importantly, shallow models perform almost as
well as deep models at high temperature. This is due to that a few steps of transformations already suffice to remove short-range
correlations from the physical distribution. While the advantage of deeper layers only show up at lower temperatures, and in
particular, around the critical point, where the correlation length diverges.
To further gain intuitive understandings of these discussions, we plotted samples generated from the network in Fig. S2.
Shallow models cannot capture long-range correlation since during the generation process independent Gaussian variables do
not pass through the same transformation block, and cannot be coupled together, c.f. Fig. 2 of the main text. For example, the
upper left corner of Fig. S2 shows that the shallow network generates configuration with sharp domains at low temperature, which
is not optimal in the free energy. In contrast, deeper models shown in the lower left corner better capture long-range coherence
of physical variables. While moving to the right of Fig. S2, at high temperatures all networks generate similar configurations
since short-range correlations dominant at these temperatures.
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Figure S2. Directly generated samples from neural networks of different depth at various temperatures. From top to down, network depth
2, 3, 4, 5. From left to right, temperature T = 2.0, 2.1, . . . , 2.7.
