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SIGNED EXCEPTIONAL SEQUENCES AND THE CLUSTER
MORPHISM CATEGORY
KIYOSHI IGUSA AND GORDANA TODOROV
Abstract. We introduce signed exceptional sequences as factorizations of morphisms in
the cluster morphism category. The objects of this category are wide subcategories of the
module category of a hereditary algebra. A morphism [T ] : A → B is the equivalence class
of a rigid object T in the cluster category of A so that B is the right hom-ext perpendicular
category of the underlying object |T | ∈ A. Factorizations of a morphism [T ] are given
by total orderings of the components of T . This is equivalent to a “signed exceptional
sequence.” For an algebra of finite representation type, the geometric realization of the
cluster morphism category is an Eilenberg-MacLane space with fundamental group equal
to the “picture group” introduced by the authors in [ITW16].
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Introduction
The purpose of this paper is to give an algebraic version of some of the topological
definitions, statements and proofs in our joint paper with Kent Orr and Jerzy Weyman
about the picture groups for Dynkin quivers [ITW16]. To avoid repetition, the concurrently
written paper [ITW16] will logically depend on this paper. In the last section of this paper
we briefly review, extend and simplify the ideas from earlier versions of [ITW16] to lay the
background for a more streamlined revision of that paper. The conversion to algebra follows
the ideas of Quillen [Qu]. Topological spaces are replaced with small categories, continuous
maps with functors and homotopies with natural transformations. In particular, a finite
CW-complex can, up to homotopy, be represented algebraically as a finite category, namely,
one having finitely many objects and finitely many morphisms between any two objects.
When this process is applied to the CW-complex associated in [ITW16] to a Dynkin quiver,
we obtain a category whose morphisms are given by signed exceptional sequences.
Let Λ be a finite dimensional hereditary algebra over any field. Then the cluster mor-
phism category G(Λ) of Λ is defined to be the category whose objects are the finitely
generated wide subcategories of mod-Λ [InTh], (Section 1.1 below). Such a subcategory
A ⊆ mod-Λ is hereditary and abelian and has a cluster category which we denote by CA
[BMRRT]. For any indecomposable object T in the cluster category, let |T | ∈ A be the
underlying module of T given by |M | = M if T = M is a module and |X[1]| = X for
shifted objects X[1] where X is an object in A which is projective in A but not necessar-
ily projective in mod-Λ. We extend additively to all objects of CA and to all objects of
A ∪ A[1] ⊂ Db(A). Then |T | ∈ A is well defined up to isomorphism for any T ∈ CA. The
rank of A, denoted rkA, is defined to be the number of nonisomorphic simple objects of A.
Recall that T ∈ CA is rigid if Ext
1
CA
(T, T ) = 0. We say that two rigid objects T, T ′ are
equivalent if addT = addT ′, i.e., T, T ′ have isomorphic summands. Given A,B ∈ G(Λ) a
morphism [T ] : A → B is defined to be the equivalence class of a rigid object T ∈ CA with
the property that |T |⊥ ∩ A = B where M⊥ is the right hom-ext-perpendicular category of
M in mod-Λ. We note that, if Λ has finite representation type, then the cluster morphism
category of Λ has finitely many objects and finitely many morphism.
The last part of the definition of the cluster morphism category is the definition of
composition of morphisms. This is a difficult technical point which requires a change in
terminology from equivalence classes of rigid objects of cluster categories to partial cluster
tilting sets (Definition 1.2). The composition of [T ] : A → B and [S] : B → B′ is given by
[σTS
∐
T ] : A → B′ where σTS ∈ CA is the unique (up to isomorphism) rigid object in CA
having the following two properties.
(1) σTS
∐
T is a rigid object in CA.
(2) dimσTS − dimS is a linear combination of dimTi where T =
∐
i Ti.
We were not able to construct a functor σT : CB → CA realizing this mapping defined on
rigid objects of CB. What we construct in this paper is a mapping
σT : C(B)→ C(A)
from the set C(B) of isomorphism classes of rigid indecomposable objects of CB to C(A).
With this in mind, we shift our notation and use partial cluster tilting sets T = {T1, · · · , Tk} ⊂
2
C(A) (Definition 1.2) which are sets of components of rigid objects of CA. We say that T is
a cluster tilting set if k is maximal (k = rkA). With this notation, morphisms are written
[T1, · · · , Tk] : A → B and composition of morphisms is written
[S1, S2, · · · , Sℓ] ◦ [T1, · · · , Tk] = [σTS1, σTS2, · · · , σTSℓ, T1, · · · , Tk] : A→ B
′.
The rank of a morphism [T ] : A → B is defined to be the number of elements of T as
a subset of C(A) (the number of nonisomorphic components of T as object of CA). Then
rk [T ] = rkA − rkB. So, [T ] has maximal rank if and only if T is a cluster tilting set in
C(A). A signed exceptional sequence can be defined to be a sequence of objects (X1, · · · ,Xk)
in mod-Λ ∪mod-Λ[1] ⊂ Db(mod-Λ) with the property that
[X1] ◦ [X2] ◦ · · · ◦ [Xk] : mod-Λ→ B
is a sequence of composable morphisms in G(Λ) of rank 1 from mod-Λ to B =
⋂
|Xi|
⊥. This
is equivalent to the following.
Definition 0.1. [Subsection 2.1] A signed exceptional sequence in a wide subcategory A ⊆
mod-Λ is a sequence of objects X1, · · · ,Xk in A ∪A[1] satisfying the following.
(1) (|X1|, |X2|, · · · , |Xk|) is an exceptional sequence in A
(2) Xi ∈ C(Ai) where |Xi+1
∐
· · ·
∐
Xk|
⊥ = Ai, i.e., either Xi ∈ Ai or Xi = P [1] where
P is an indecomposable projective object of Ai.
The signed exceptional sequence is called complete if k is maximal, i.e., k = rkA.
Consider totally ordered cluster tilting sets (Ti) = (T1, · · · , Tk) in C(A). We refer to
these as ordered cluster tilting sets.
Theorem 0.2 (Theorem 2.3). There is a bijection between the set of ordered cluster tilting
sets and the set of (complete) signed exceptional sequences.
For example, in type A2 the cardinality of this set is 2!C3 = 2 · 5 = 10. Another example
is the sequence of simple modules (Sn, · · · , S2, S1) in reverse admissible order (so that Sn
is injective and S1 is projective). Since each Sk is projective in the right perpendicular
category of Sk−1, · · · , S1, it can have either sign. So, there are 2
n possible signs. It is easy
to see that the corresponding ordered cluster tilting sets are distinct as unordered cluster
tilting sets. (Proposition 2.2.)
Our sign conventions make the dimension vectors of the objects in certain signed excep-
tional sequences into the negatives of the c-vectors of cluster tilting objects. Speyer and
Thomas [ST] gave a characterization of c-vectors. We give another description which also
determines the cluster tilting object corresponding to the c-vectors.
Theorem 0.3 (Theorem 2.16). The dimension vectors of objects Xi in a signed exceptional
sequence form the set of negative c-vectors of some cluster tilting object T if and only if
the ordered cluster tilting set (Ti) = (T1, · · · , Tn) corresponding to (Xi) under the bijection
of Theorem 2.3 has the property that HomΛ(|Ti|, |Tj |) = 0 = Ext
1
Λ(|Ti|, |Tj |) for i < j.
Furthermore, all sets of (negative) c-vectors are given in this way and T =
∐
i Ti.
The equation T =
∐
i Ti means we have two different descriptions of the same bijection:
{signed exceptional sequences (Xi) s.t. − dimXi are c-vectors}
∼= {ordered cluster tilting sets (Ti) s.t. HomΛ(|Ti|, |Tj |) = 0 = Ext
1
Λ(|Ti|, |Tj |) for i < j}
One bijection is given by sending (Xi) to the ordered set of c-vectors (− dimXi) and then to
the ordered cluster tilting set which corresponds to these in the usual way by, e.g., Equation
3
(2.1) in section 2.4 below. The other bijection is given by restriction of the bijection given
in Theorem 2.3.
Finally, we return to the motivation of this paper which is to show the following.
Theorem 0.4 (Theorem 3.1). The classifying space BG(Λ) of the cluster morphism category
of a hereditary algebra of finite representation type is a K(π, 1) where π is the “picture
group” introduced in [ITW16]. In fact BG(Λ) is homeomorphic to the topological space
X(Λ) constructed in [ITW16].
This gives a proof of the fact that the “picture space” X(Q) is a K(π, 1) for any Dynkin
quiver Q. A proof of the following slightly stronger theorem, using the results of this
paper and ideas from [I14] will appear in a future paper: For Λ of finite type, BG(Λ) is a
“non-positively curved cube complex” and therefore the picture group is a “CAT(0)-group”.
Contrarily, for Λ of tame infinite type, BG(Λ) is not a K(π, 1).
The contents of this paper are as follows. In Section 1.1 we give the basic definitions
including the key definitions (1.5, 1.7) of A(α∗) and cluster morphisms [T ] : A → B as
outlined above. In Section 1.2 we give the definition of composition of cluster morphisms
assuming Proposition 1.8 which is proved in Section 1.3 using [IOTW09] and [IOTW15].
In Section 2 we define signed exceptional sequences and show that they have the properties
outlined above.
In Section 3 we prove the second main Theorem 3.1 that the classifying space of the
cluster morphism category is a K(π, 1). First, we state the extension of the theorem (The-
orem 3.5) to any convex set of roots (Definition 3.2). In Section 3.2 we give an outline of
the proof of Theorem 3.5 using HNN extensions. The details occupy the rest of Section 3.
In Section 4.1 we recall the picture space X(Λ) of a hereditary algebra Λ of finite rep-
resentation type and extend the definition to any finite convex set of roots S. This space
is a finite CW-complex with one cell e(A) for every wide subcategory A in mod-Λ. Section
4.2 proves that X(S) is homeomorphic to BG(S). Section 4.3 gives a simple example of the
correspondence between parts of X(S) and parts of BG(S). Finally, in 4.4, we construct a
codimension one subcomplex D(S) ⊆ BG(S) and show in Proposition 4.9 that D(S) is the
category theoretic version of the picture complex L(A) ⊂ Sn−1.
1. Definition of cluster morphism category
We will construct a category abstractly by defining objects to be finitely generated wide
categories. We call it the “cluster morphism category” since its morphisms are (isomorphism
classes of) partial cluster tilting objects.
1.1. Wide subcategories. Suppose that Λ is a hereditary finite dimensional algebra over
a field K which we assume to be infinite. Let mod-Λ be the category of finite dimensional
right Λ-modules. Then a wide subcategory of mod-Λ is defined to be an exactly embedded
abelian subcategory A of mod-Λ which is closed under extensions. In particular, taking
extensions with 0, any module which is isomorphic to an object of A is already in A. A
wide category is called finitely generated if there is one object P , which we can take to be
projective, so that every other object X of A is a quotient of Pm for some m depending
on X. The wide category A is then isomorphic to the category of finitely generated right
modules over the endomorphism ring of P . This is an hereditary finite dimensional algebra
over the ground field.
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Theorem 1.1. [InTh] There is a 1-1 correspondence between finitely generated wide subcat-
egories in mod-Λ and isomorphism classes of cluster tilting objects in the cluster category
of Λ.
In this section, we will review the well-known correspondence between cluster tilting
objects of the cluster category with support tilting modules.
We recall that the quiver of Λ consists of one vertex for every (isomorphism class of)
simple module Si for i = 1, · · · , n and one arrow i → j if Ext
1
Λ(Si, Sj) 6= 0. We number
these in admissible order which means that Ext1Λ(Si, Sj) = 0 if i < j. Let Pi, Ii be the
projective cover and injective envelope of Si respectively. Let Fi = EndΛ(Si) = EndΛ(Pi) =
EndΛ(Ii). This is a division algebra which acts on the left on all three of these modules.
So, we identify Fi with these endomorphism rings making them all equal. The modules
Si, Pi, Ii are exceptional where X is called exceptional if EndΛ(X) is a division algebra and
Ext1Λ(X,X) = 0.
The support of M is the set of vertices i for which HomΛ(Pi,M) 6= 0. A (basic) support
tilting module is a module M so that
(1) M is a direct sum of k nonisomorphic exceptional modules Mi where k is the size
of the support of M .
(2) Ext1Λ(M,M) = 0.
For each support tilting module M = M1
∐
· · ·
∐
Mk there is a unique cluster tilting
set (up to isomorphism) which is the unordered set of objects {M1,M2, · · · ,Mk} union the
n− k shifted projective modules Pj [1] for all j not in the support of M . We will take this
to be the definition of a cluster tilting set.
Definition 1.2. Suppose that A is a finitely generated wide subcategory of mod-Λ with k
nonisomorphic projective objects Q1, · · · , Qk. Since these may not be projective in mod-Λ
we sometimes refer to them as relative projective objects. By a partial cluster tilting set for
A we mean a set of objects T1, · · · , Tℓ in the bounded derived category of A so that
(1) Each Ti is either a shifted projective object Qj[1] or an exceptional object of A.
(2) For all i, j we have: Ext1
Db
(Ti, Tj) = 0. Equivalently:
(a) Ext1Λ(Ti, Tj) if Ti, Tj are modules.
(b) HomΛ(Q,Tj) = 0 if Ti = Q[1] and Tj is a module.
If ℓ = k the partial cluster tilting set is called a cluster tilting set. We view all shifted
projective objects Q[1] as objects of the bounded derived category of mod-Λ. We use the
notation |T | to denote the underlying module of T which is equal to T if T is a module and
|Q[1]| = Q.
We denote a finitely generated wide subcategory by its set of simple objects. Thus
A(M1, · · · ,Mk) denotes the wide subcategory ofmod-Λ whose simple objects areM1, · · · ,Mk.
Proposition 1.3. A finite set of exceptional modules {M1, · · · ,Mk} forms the set of sim-
ple objects in a finitely generated wide subcategory of mod-Λ if and only if it satisfies the
following two conditions.
(1) HomΛ(Mi,Mj) = 0 for all i 6= j.
(2) The modules Mi can be ordered in such a way that Ext
1
Λ(Mi,Mj) = 0 for all 1 ≤
i < j ≤ k.
We say that the Mi are hom-orthogonal if they satisfy (1). Note that, given (1), (2) is
equivalent to the statement that (Mk, · · · ,M1) is an exceptional sequence.
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Proof. Necessity is clear. Conversely, suppose these condition hold. Then the exceptional
sequence (Mk, · · · ,M1) can be completed by adding Λ-modules Mn, · · · ,Mk+1 on the left.
Then M1, · · · ,Mk are the simple objects of the wide subcategory (Mn
∐
· · ·
∐
Mk+1)
⊥. 
The dimension vector dimM ∈ Nn of a module M is defined to be the integer vector
whose ith coordinate is dimFi HomΛ(Pi,M). The dimension vector of any shifted object
M [1] is defined to be dim(M [1]) = −dimM . The Euler-Ringel form 〈·, ·〉 is the bilinear
form on Zn with the property that
〈dimM,dimN〉 = dimK HomΛ(M,N)− dimK Ext
1
Λ(M,N)
If M,N lie in a finitely generated wide subcategory A then this form takes the same
value if evaluated in A or in mod-Λ because A →֒ mod-Λ is an exact full embedding
(so, HomA(M,N) = HomΛ(M,N) for all M,N ∈ A) and A is extension closed in mod-Λ
(so, Ext1A(M,N) = Ext
1
Λ(M,N) for all M,N ∈ A).
We will also use the same bilinear form in the derived category using the following
formula which is easily verified.
Proposition 1.4. Suppose that M,N lie in Db(A). Then
〈dimM,dimN〉 =
∑
j∈Z
(−1)j dimK Ext
j
Db(A)
(M,N) =
∑
j∈Z
(−1)j dimK Ext
j
Db(Λ)
(M,N)
Recall that the dimension vectors of all exceptional objects and all shifted relative pro-
jective objects of f.g. wide subcategories are real Schur roots and all real Schur roots occur
as such [Rin]. For example, let β be a real Schur root of Λ. Let Mβ be the unique ex-
ceptional object with dimension vector β. Then Mβ is a relative projective object in the
abelian category A(Mβ) generated by Mβ . So, both β and −β occur as dimension vectors
of exceptional objects and shifted relative projective objects in some f.g. wide subcategory
of mod-Λ.
Definition 1.5. Let α∗ = {α1, α2, · · · , αk} be an unordered set of distinct positive real
Schur roots so that the corresponding modules M1, · · · ,Mk are hom-orthogonal and form
an exceptional sequence in some order. Then we denote by A(α∗) the wide subcategory
with simple objects Mi. Equivalently, A(α∗) is the abelian category of all modules having a
filtration for which all subquotients are isomorphic to some Mi. Let C(α∗) be the union of
the set of all exceptional objects of A(α∗) and the set of shifted relative projective objects
Q[1] for all indecomposable relative projective objects Q in A(α∗). Two elements T, T
′ of
C(α∗) are called ext-orthogonal if Ext
1
Db
(T, T ′) = Ext1
Db
(T ′, T ) = 0.
Definition 1.6. For any finitely generated wide subcategory A in mod-Λ let ⊥A denote
the full subcategory of mod-Λ of all modules X with the property that HomΛ(X,M) =
0 = Ext1Λ(X,M) for all M ∈ A. Similarly, let A
⊥ be the full subcategory of mod-Λ of all
modules X with the property that HomΛ(M,X) = 0 = Ext
1
Λ(M,X) for all M ∈ A.
It is well-known that the categories ⊥A and A⊥ are finitely generated wide subcategories
of mod-Λ. As a special case (replacing mod-Λ with B), B ∩ (⊥A) and B ∩ (A⊥) are finitely
generated wide subcategories of B if A ⊆ B.
Definition 1.7. Suppose that A and B are finitely generated wide subcategories of mod-Λ
and B ⊆ A. Then a cluster morphism A → B is defined to be a partial cluster tilting set
T = {T1, · · · , Tk} in C(A) so that |T |
⊥ ∩ A = B. In other words, B is the full subcategory
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of A of all objects B so that HomΛ(|Ti|, B) = 0 = Ext
1
Λ(|Ti|, B) for all i. We denote the
corresponding morphism by [T ] or [T1, · · · , Tk] : A → B. Note that T is an unordered set.
For example, the empty set gives the identity morphism [ ] = idA : A → A.
1.2. Composition of cluster morphisms. We come to the difficult part of the definition
which is the formula for composition of cluster morphisms. Suppose that we have cluster
morphisms [T ] : A(α∗)→ A(β∗) and [S] : A(β∗)→ A(γ∗). Then the composition [S] ◦ [T ] :
A(α∗)→ A(γ∗) will be the partial cluster tilting set
(1.1) [S1, · · · , Sℓ] ◦ [T1, · · · , Tk] = [σTS1, · · · , σTSℓ, T1, · · · , Tk]
where the set mapping σT : C(β∗)→ C(α∗) is uniquely determined by the following propo-
sition.
Proposition 1.8. Suppose that [T ] = [T1, · · · , Tk] is a cluster morphism A(α∗) → A(β∗).
Then, for any S ∈ C(β∗) there is a unique object σTS ∈ C(α∗) satisfying the following three
conditions.
(a) {T1, · · · , Tk, σTS} is a partial cluster tilting set in C(α∗).
(b) A(β∗) ∩ |S|
⊥ = A(β∗) ∩ |σTS|
⊥
(c) dim(σTS)− dimS is an integer linear combination of the vectors dimTi.
Furthermore, the following additional properties hold as a consequence of the first three.
(d) If S1, S2 are ext-orthogonal elements of C(β∗) then σTS1, σTS2 are ext-orthogonal
elements of C(α∗).
(e) If {T1, · · · , Tk, S} is a partial cluster tilting set in C(α∗) then σTS = S.
We note that Property (e) follows immediately from the uniqueness of σTS. The proof
of the other statements will be given later. For the moment suppose that this proposition
holds. Then we will show that composition of cluster morphisms is associative. But first
we need to show that composition is defined.
Corollary 1.9. Given cluster morphisms [T ] : A(α∗) → A(β∗) and [S] : A(β∗) → A(γ∗),
the formula (1.1) gives a cluster morphism [T, σTS] : A(α∗) → A(γ∗). In other words
Properties (a) and (b) in the proposition above hold when σTS = {σTS1, · · · , σTSℓ} has
more than one element.
Proof. First, {T, σTS} = {T1, · · · , Tk, σTS1, · · · , σTSℓ} is a partial cluster tilting set in
C(α∗) since, by (a), each σTSi is ext-orthogonal to each Tj and by (d) the σTSi are ext-
orthogonal to each other. Second, [T, σTS] is a morphism A(α∗)→ A(γ∗). In other words,
A(α∗) ∩ |T, σTS|
⊥ = A(γ∗). But this follows from Property (b):
A(γ∗) = A(β∗) ∩ |S|
⊥ = A(β∗) ∩ |S1|
⊥ ∩ · · · ∩ |Sℓ−1|
⊥ ∩ |Sℓ|
⊥ =
⋂(
A(β∗) ∩ |Si|
⊥
)
=
⋂(
A(β∗) ∩ |σTSi|
⊥
)
= A(β∗) ∩ |σTS|
⊥ = A(α∗) ∩ |T, σTS|
⊥

Corollary 1.10. The composition law (1.1) is associative and unital. Consequently, we
have a category with objects given by finitely generated wide subcategories A of mod-Λ and
morphisms given by partial cluster tilting sets [T ] : A → A∩ |T |⊥.
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Proof. It follows from the Definition (1.1) that the empty set in C(β∗) is a left identity:
[ ]◦ [T ] = [T, σT (∅)] = [T ]. As a special case of Property (e), σ∅S = S. Therefore, the empty
set is a right identity:
[S1, · · · , Sℓ] ◦ [ ] = [σ∅S1, · · · , σ∅Sℓ] = [S1, · · · , Sℓ]
Finally, we need to show that composition is associative. So, suppose we have the
composable cluster morphisms:
A(α∗)
[T ]
−−→ A(β∗)
[S]
−→ A(γ∗)
[R]
−−→ A(δ∗)
By definition we have:
([R] ◦ [S]) ◦ [T ] = [S, σSR] ◦ T = [T, σTS, σTσSR]
[R] ◦ ([S] ◦ [T ]) = [R] ◦ [T, σTS] = [T, σTS, σT,σTSR]
Therefore, we need to show that, for each Ri in R, σTσSRi = σT,σTSRi. To prove this we
can assume that R has only one element. Then we will verify that σTσSR satisfies the three
conditions which uniquely characterize σT,σTSR. By the previous corollary we have the first
two conditions:
(a) {T, σTS, σTσSR} forms a partial cluster tilting set in C(α∗) and
(b) A(γ∗)∩ |R|
⊥ = A(β∗)∩ |S, σSR|
⊥ = A(α∗)∩ |T, σTS, σTσSR|
⊥ = A(γ∗)∩ |σTσSR|
⊥
The third condition is also easy:
σTσSR−R = (σTσSR− σSR) + (σSR−R)
which is an additive combination of dimTi plus an additive combination of dimSj. However,
modulo the vectors dimTi, each dimSj is congruent to dimσTSj. Therefore:
(c) σTσSR−R is an integer linear combination of the vectors dimTi and dimσTSj.
Therefore, by the uniqueness clause in the Proposition, we have
(1.2) σTσSR = σT,σTSR
making composition of cluster morphisms associative. 
1.3. Proof of Proposition 1.8. To complete the definition of the cluster morphism cate-
gory we need to prove Proposition 1.8. We do this by induction on k starting with k = 1.
Without loss of generality we assume that A(α∗) = mod-H. Then A(β∗) = |T |
⊥.
1.3.1. Uniqueness of σTS when k = 1.
Lemma 1.11. Let A(α1, α2) be a finitely generated wide subcategory of mod-Λ of rank 2
and suppose that T,X, Y ∈ C(α1, α2) so that T is ext-orthogonal to both X and Y . Then
dimX + dimY is a multiple of dimT .
Proof. Cluster mutation in cluster categories of rank 2 are very well understood. After
possibly switching X and Y we have X = τY and an almost split triangle
X → Tm → Y → X[1]
If Y is not projective then dimX + dimY = dimTm = m dimT . If Y is projective then
X = τY = Y [1] and dimX + dimY = 0. So, the lemma holds in all cases. 
We recall the statement of Proposition 1.8 when k = 1: For any rank 1 cluster morphism
[T ] : A(α∗)→ A(β∗) and any S ∈ C(β∗) there is a unique σTS ∈ C(α∗) so that:
(a) {T, σTS} is a partial cluster tilting set in C(α∗).
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(b) A(β∗) ∩ |S|
⊥ = A(β∗) ∩ |σTS|
⊥
(c) dim(σTS)− dimS is an integer multiple of the vector dimT .
To prove uniqueness of σTS, let X,Y be two candidates for σTS. Then, by Properties
(a) and (b), {T,X}, {T, Y } are both cluster tilting sets in the rank 2 cluster category of
the finitely generated wide subcategory ⊥
(
|T, S|⊥
)
of A(α∗). By Property (c), dimX and
dimY are both congruent to dimS modulo dimT . By the lemma we conclude that 2 dimS
is a multiple of dimT and thus dimX, dimT are collinear. But this is not possible since
the dimension vectors of elements of a cluster tilting set are always linearly independent.
This completes the proof of the uniqueness of σTS. We will now show the existence of
σTS satisfying Properties (a),(b),(c).
1.3.2. Case 1: T, S are modules. We are given that S ∈ T⊥. I.e, (S, T ) is an exceptional
sequence. If Ext1Λ(S, T ) = 0 then we let σTS = S. This clearly satisfies all three conditions.
Otherwise, let m ≥ 1 be the dimension of Ext1Λ(S, T ) over the division algebra FT :=
EndΛ(T ). If we choose a basis for Ext
1
Λ(S, T ) then we get an extension
Tm֌ E ։ S
which is universal in the sense that any extension of T by S is given as the pushout of this
extension by a unique morphism Tm → T . So, in the exact sequence:
HomΛ(T
m, T )
∼=
−→ Ext1Λ(S, T )→ Ext
1
Λ(E,T )→ Ext
1
Λ(T
m, T ) = 0
the first arrow is an isomorphism making Ext1Λ(E,T ) = 0. Applying Ext
1
Λ(T,−) to the
universal extension we also get Ext1Λ(T,E) = 0. So, E,T are ext-orthogonal and we let
σTS = E.
The construction of E is the well-know mutation rule for exceptional sequences. We start
with the exceptional sequence (S, T ) and we get the exceptional sequence (T,E) by the
universal extension in the case when Ext1Λ(S, T ) 6= 0. See [CB93] for details. In particular,
E is an exceptional module and (T,E)⊥ = (T, S)⊥. Also, dimE = dimS +m dimT . So,
Properties (a),(b),(c) all hold.
1.3.3. Case 2: T is a module and S = Q[1]. We are given that (Q,T ) is an exceptional
sequence and Q is a relative projective object in T⊥.
Suppose first that HomΛ(Q,T ) = 0. If Q is projective in A(α∗) then we can let σTQ[1] =
Q[1] and there is nothing to prove. So, suppose Q is not projective in A(α∗). Let T
m
֌
E ։ Q be the universal extension. Then, just as in Case 1, E,T are ext-orthogonal, (T,E)
is an exceptional sequence and (T,E)⊥ = (T, S)⊥. We also claim that E is projective in
A(α∗). So, we can let σTQ[1] = E[1] and Properties (a),(b),(c) will hold.
To prove the E is projective in A(α∗), suppose not and let X be an object in A(α∗) of
minimal length so that Ext1Λ(E,X) 6= 0. By right exactness of Ext
1
Λ(−,X), Ext
1
Λ(E,X) = 0
if X ∈ A(β∗). So, we can assume X /∈ T
⊥. This means either
(i) HomΛ(T,X) 6= 0 or
(ii) Ext1Λ(T,X) 6= 0.
In Case (i), let f : T → X be any nonzero morphism and let Y be the cokernel of f . Then
Ext1Λ(E,Y ) = 0 by minimality of X. So, Y = 0. But (T,E) is an exceptional sequence.
So, Ext1Λ(E,T ) = 0. By right exactness of Ext
1
Λ(E,−) this implies that Ext
1
Λ(E,X) = 0
which is a contradiction. In Case (ii), let X → Z → Tm be the universal extension.
Applying HomΛ(T,−) to this extension we see that Z ∈ T
⊥. Therefore Ext1Λ(E,Z) = 0.
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But Ext1Λ(E,Z)
∼= Ext1Λ(E,X) 6= 0 which is a contradiction. So, E must be projective in
A(α∗) as claimed.
Now, suppose that HomΛ(Q,T ) 6= 0. Let f : Q→ T
m be the minimal left T -approximation
of Q. Then, by the theory of exceptional sequences, f is either a monomorphism or an epi-
morphism. In the first case we get a short exact sequence Q֌ Tm ։ E and (T,E) is an
exceptional sequence with (T,E)⊥ = (Q,T )⊥. By right exactness of Ext1Λ(T,−) we also get
Ext1Λ(T,E) = 0. So, E,T are ext-orthogonal and we can let σTQ[1] = E.
If f : Q → Tm is an epimorphism, we let P = ker f . Then P is a projective object of
A(α∗) by the same argument used to prove that E is projective in the case HomΛ(Q,T ) = 0.
(Take X minimal so that Ext1Λ(P,X) 6= 0, thenX /∈ T
⊥ giving two cases (i), (ii) each leading
to a contradiction as before.) Then we can take σTQ[1] = P [1]. By construction (T, P ) is
an exceptional sequence which is braid mutation equivalent to (Q,T ). Therefore (a) and
(b) are satisfied and (c) follows from the exact sequence P ֌ Q։ Tm.
In all subcases of Case 2 we have the following.
Proposition 1.12. When T is a module and S = Q[1], then (T, σTS) is a signed exceptional
sequence.
1.3.4. Case 3: T = P [1]. If S is a module then we have HomΛ(P, S) = 0. So, P [1], S are
ext-orthogonal and we let σP [1]S = S. This trivially satisfies Properties (a),(b),(c).
So, suppose that S = Q[1] where Q is a relative projective object of P⊥. If Q is a
projective object of A(α∗) then P [1], Q[1] ∈ C(α∗) form a partial cluster tilting set so we
can let σP [1]Q[1] = Q[1] which satisfies (a),(b),(c).
We are reduced to the case when S = Q[1] where Q is not projective in A(α∗). In this
case let dimFQ Ext
1
Λ(Q,P ) = m (necessarily positive as we will see) and let
Pm֌ E ։ Q
be the universal extension. Then we claim that E is an indecomposable projective object
of A(α∗), the proof being the same as in Case 2 above (but shorter since (ii) does not
occur). So, we can let σP [1]Q[1] = E[1] and Property (a) will hold. Since (P,E) is the braid
mutation of (Q,P ), it is an exceptional sequence. So, E is indecomposable and Property
(b) holds. Since dimE[1] = dimQ[1] +m dimP [1], Property (c) also holds.
1.3.5. Stronger version of Proposition 1.8. To complete the proof of the proposition, we
need to make the statement stronger. We will prove the following theorem along with the
proposition by simultaneous induction on k.
Theorem 1.13. Suppose that T = {T1, · · · , Tk} is a partial cluster tilting set in a finitely
generated wide category A(α∗) of rank k + ℓ and let A(β∗) = |T |
⊥ ∩ A(α∗). Then the
mapping σT given by Proposition 1.8 gives a bijection
σT : C(β∗)→ CT (α∗)
where CT (α∗) is the set of all elements of C(α∗) which are ext-orthogonal to T but not equal
to any Ti. Furthermore, X = {X1, · · · ,Xℓ} is a partial cluster tilting set in C(β∗) if and
only if σTX ∪ T is a partial cluster tilting set in C(α∗).
So far we have shown the existence of a unique σT satisfying Properties (a),(b),(c) of
Proposition 1.8 for k = 1. We will show that this implies the theorem for k = 1. This
clearly implies Property (d) in the proposition for k = 1. The induction step is easy for
both proposition and theorem.
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We first note that σT is clearly a monomorphism. To see this, let Rα∗ be the ℓ dimen-
sional vector space of formal real linear combinations of the roots αi. Then βi are linearly
independent as elements of Rα∗ since they are dimension vectors of modules Si in an ex-
ceptional sequence. This implies that Rβ∗ ⊆ Rα∗ is ℓ dimensional. Furthermore, the Si
and Tj form an exceptional sequence. So, βi and dimTj span Rα∗. So, the inclusion map
Rβ∗ →֒ Rα∗ induces a linear isomorphism
λT : Rβ∗ ∼= Rα∗/RT
By Property (c),
dimσTX + RT = λT (dimX)
for all X ∈ C(β∗). Since X is determined by its dimension vector, σT is 1-1.
1.3.6. Proof that σT is a bijection for k = 1. It remains to show that σT is surjective.
Let X ∈ CT (α∗). We will find an object of C(β∗) which maps to X. Let A(γ∗) =
|T |⊥ ∩ |X|⊥. Then {T,X} is a cluster tilting set in ⊥A(γ∗). There exists a unique module
M in A(δ∗) =
⊥A(γ∗) so that (M, |T |) is an exceptional sequence. Applying σT we have
either σTM = X, in which case we are done, or σTM = Y 6= X and {T, Y } is another
cluster tilting set in A(δ∗) with T . In the second case we claim that M is a relatively
projective object of A(β∗). So, M [1] ∈ C(β∗) and σTM [1] = X by Lemma 1.11.
To prove thatM is projective in A(β∗) we examine the AR quiver of the cluster category
of A(δ∗) =
⊥A(γ∗). If A(δ∗) is semi-simple then Y =M and X =M [1]. So,M is projective
in A(α∗) and thus also in A(β∗). So, we may assume the AR quiver of the cluster category
of A(δ∗) is connected:
· · ·
❄
❄❄
❄ I2
""❉
❉❉
❉
P2[1]
""❊
❊❊
❊
P2
  ❅
❅❅
❅❅
I1
@@✁✁✁✁
P1[1]
::✉✉✉✉
P1
??⑦⑦⑦⑦
· · ·
We look at all possible cases.
Case 0: If T is not one of the four middle terms: I2, P1[1], P2[1], P1 then Y = M,T,X
form an almost split sequence M ֌ Tm ։ X. Since Ext is right exact, Ext1Λ(M,−) = 0
on T⊥ = A(β∗), making M projective in that category.
Case 1: If T = P1 then M = I2 and σTM = P2 making X = P2[1]. Since this is an
element of C(α∗), P2 is projective in A(α∗) making P1 ⊆ P2 projective as well. The exact
sequence T = P1 ֌ P
m
2 ։ I2 = M show that Ext
1
Λ(I2,−)
∼= Ext1Λ(P
m
2 ,−) = 0 on T
⊥. So,
M = I2 is projective in A(β∗).
Case 2: T = P2[1]. Then M = P1 = Y and X = P1[1]. Since P1[1] ∈ C(α∗), M = P1 is
projective.
Case 3: If T = P1[1] then M = I2,X = P2[1] is just like Case 1.
Case 4: If T = I2 then M = Y = I1 and X = P1[1]. So, P1 is projective in A(α∗). The
exact sequence P1֌M ։ T
m when shows that M is projective in T⊥ = A(β∗).
So, M is projective in A(β∗) in all cases and X = σTM [1]. So, σT is a bijection for
k = 1.
1.3.7. Virtual semi-invariants. To show that the bijection σ−1T : CT (α∗) → C(β∗) takes
cluster tilting sets to cluster tilting sets we need some results about virtual semi-invariants.
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Let Y be a fixed exceptional module in A(β∗) with dimension vector γ ∈ Nβ∗. We
consider all pairs of relatively projective objects P,Q in A(β∗) for which there is a homo-
morphism f : P → Q so that
HomΛ(f, Y ) : HomΛ(Q,Y )→ HomΛ(P, Y )
is an isomorphism. When f : P → Q is a monomorphism, this is equivalent to the condition
that HomΛ(M,Y ) = 0 = Ext
1
Λ(M,Y ) where M = coker f .
Definition 1.14. [IOTW15] The determinant of the matrix of HomΛ(f, Y ) with respect
to some basis is called a (determinantal) virtual semi-invariant on the presentation space
HomΛ(P,Q) with determinantal (det)-weight γ = dimY and is denoted cY : HomΛ(P,Q)→
K. The set of all integer vectors dimQ− dimP ∈ Zβ∗ for such pairs (relatively projective
objects P,Q in A(β∗) so that cY is nonzero) is called the integer support of cY in A(β∗) and
is denoted DZβ∗(γ). The real support of cY , denoted Dβ∗(γ) is the convex hull of DZβ∗(γ)
in Rβ∗. When A(β∗) = mod-Λ and Rβ∗ = R
n, DZβ∗(γ), Dβ∗(γ) are denoted DZ(γ), D(γ).
We observe that, if X ∈ C(β∗) and Y ∈ A(β∗) is exceptional then dimX lies in
Dβ∗(dimY ) if and only if HomDb(X,Y ) = 0 = Ext
1
Db
(X,Y ) if and only if |X| ∈ ⊥Y .
The following theorem is proved in [IOTW15] in the case A(β∗) = mod-Λ and Rβ∗ = R
n.
Theorem 1.15 (Stability theorem for virtual semi-invariants). Let Y be an exceptional
module in A(β∗) with dimY = γ ∈ Rβ∗. Then, a vector v ∈ Rβ∗ lies in the convex hull
Dβ∗(γ) of DZβ∗(γ) if and only if the following hold.
(1) 〈v, γ〉 = 0 and
(2) 〈v, γ′〉 ≤ 0 for all real Schur subroots γ′ ⊆ γ so that γ′ ∈ Nβ∗ (these are the
dimension vectors of exceptional submodules Y ′ ⊆ Y which lie in A(β∗))
Note that the second condition is vacuous when Y is a simple object of A(β∗).
Proof. Let k be the rank of A(β∗). Then we have an isomorphism ϕ∗ : Z
k ∼= Zβ∗ given by
ϕ∗(a1, · · · , ak) =
∑
aiβi. This is the linear isomorphism induced by the exact embedding
ϕ : A(β∗) →֒ mod-Λ. Exactness of ϕ implies that ϕ∗ is an isometry with respect to the form
〈·, ·〉 and this extends to a linear isometry ϕ∗ : R
k ∼= Rβ∗.
Let α = ϕ−1∗ (γ) ∈ N
k. Then the Virtual Stability Theorem ([IOTW15], Theorem 3.1.1)
for A(β∗) states, in the present notation, that ϕ
−1
∗ (Dβ∗(γ)) is the set of all x ∈ R
k so that
(1)′ 〈x, α〉 = 0 and
(2)′ 〈x, α′〉 ≤ 0 for all real Schur subroots α′ ⊆ α
and ϕ−1∗ (DZβ∗(γ)) = ϕ
−1
∗ (Dβ∗(γ)) ∩ Z
k. Since ϕ∗ is an isometry, the theorem follows. 
Corollary 1.16. Let Y ∈ A(β∗) = |T |
⊥ with dimY = γ and let v ∈ Rβ∗. Then v lies in
Dβ∗(γ) if and only if dimT + εv ∈ Dα∗(γ) for all ε > 0 sufficiently small.
Proof. (⇒) Suppose that v ∈ Dβ∗(γ). Then
(1) 〈dimT + εv, γ〉 = 0 since Y ∈ |T |⊥.
(2) If γ′ ⊆ γ lies in A(β∗) then 〈dimT + εv, γ
′〉 = ε 〈v, γ′〉 ≤ 0.
(3) If γ′′ ⊆ γ does not lie in A(β∗) then Y has a submodule W ∈ A(α∗) of dimension
γ′′ so that W /∈ |T |⊥. So, either HomΛ(|T |,W ) 6= 0 or Ext
1
Λ(|T |,W ) 6= 0. If T is a
module, we cannot have a nonzero homomorphism T →W since HomΛ(T, Y ) = 0. If
T is a shifted projective then Ext1Λ(|T |,W ) = 0. In either case, we get 〈dimT, γ
′′〉 <
0. Therefore 〈dimT + εv, γ′′〉 < 0 for sufficiently small ε.
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(⇐) Conversely, suppose that dimT +εv ∈ Dα∗(γ) for all ε > 0 sufficiently small. Then,
〈dimT + εv, γ〉 = 0. This implies that 〈v, γ〉 = 0 since 〈dimT, γ〉 = 0. For any γ′ ⊆ γ where
γ′ is the dimension vector of an object of A(β∗) = |T |
⊥, we also have 〈dimT, γ′〉 = 0. So,〈
dimT + εv, γ′
〉
= ε
〈
v, γ′
〉
≤ 0
which implies 〈v, γ′〉 ≤ 0. 
Example 1.17. LetA(α∗) = A(S1, S2, S3) be the module category of the quiver 1← 2← 3.
Let T be the module with dimT = (0, 1, 1)t . (So, T = I2 is the injective envelope of S2.)
Then T⊥ = A(β∗) = A(S2, P3) is a semi-simple category whose simple objects S2 and P3
are also projective. So, S2[1], P3[1] ∈ C(β∗). Let Y = P3 with dimension vector γ = (1, 1, 1)
t
and v = (0,−1, 0)t = dimS2[1]. Then 〈v, γ〉 = 0. So, v ∈ Dβ∗(γ). The corollary states that
dimT + εv = (0, 1, 1)t + ε(0,−1, 0)t = (1, 1 − ε, 1)t
is an element of Dα∗(γ) for sufficiently small ε > 0. In fact, (1, 1−ε, 1)
t ∈ Dα∗(γ) if and only
if ε ≤ 1 since
〈
(1, 1 − ε, 1)t,dimS1
〉
= ε − 1 is required to be ≤ 0 since S1 is a submodule
of T in A(α∗).
Another result that we need, also proved in [IOTW15], is the virtual generic decompo-
sition theorem. As in the proof of Theorem 1.15, this can be reworded as follows.
Theorem 1.18 (Virtual generic decomposition theorem). Suppose that {X1, · · · ,Xk} is a
partial cluster tilting set in C(α∗). Let P,Q be projective objects in A(α∗) so that dimQ−
dimP =
∑
nidimXi for positive integers ni. Then for f in an open dense subset of
HomΛ(P,Q), we have a distinguished triangle in the bounded derived category of A(α∗):
P
f
−→ Q→
∐
niXi → P [1].
Corollary 1.19. Suppose that {X1, · · · ,Xk} is a partial cluster tilting set in C(α∗) with
dimension vectors dimXi = γi. Let Y ∈ A(α∗) with dimY = γ so that Dα∗(γ) contains∑
niγi where the ni are positive rational numbers. Then Dα∗(γ) contains γi for all i.
Proof. By multiplying by a positive integer we may assume that the ni are all positive
integer. For these ni we take P,Q and f : P → Q as in the theorem. Then, for general
f the semi-invariant cY is defined, i.e., HomΛ(f, Y ) is an isomorphism. By the long exact
sequence for the distinguished triangle in the theorem, Extj
Db(A(α∗))
(niXi, Y ) = 0 for all i
and j. So, Xi ∈ Dα∗(γ) for all i. 
1.3.8. σ−1T takes cluster tilting sets to cluster tilting sets. Using virtual semi-invariants we
will show that the bijection σ−1T : CT (α∗) → C(β∗) takes ext-orthogonal elements to ext-
orthogonal elements assuming Properties (a),(b),(c) of Proposition 1.8 for k = 1. This will
imply that σ−1T takes cluster tilting sets to cluster tilting sets.
Suppose that X1,X2 ∈ CT (α∗) are ext-orthogonal but Yi = σ
−1
T (Xi) ∈ C(β∗) are not.
Then we will obtain a contradiction.
We have that {T,X1,X2} is a partial cluster tilting set inA(α∗). LetA(γ∗) = |T,X1,X2|
⊥.
Then A(δ∗) := A(β∗) ∩
⊥A(γ∗) is a rank 2 f.g. wide subcategory of A(α∗). By Properties
(a),(b) we have:
|Yi|
⊥ ∩A(β∗) = |Xi|
⊥ ∩ A(β∗) ⊇ A(γ∗)
for each i. Therefore, |Yi| lie in
⊥A(γ∗) = A(δ∗). Since projectives in A(β∗) are projective
in A(δ∗) this implies Yi ∈ C(δ∗).
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We are assuming that Yi are not ext-orthogonal. We can renumber the Yi so that Y1 is to
the left of Y2 in the fundamental domain of τ
−1[1] in the AR-quiver of the bounded derived
category of A(δ∗). Then HomDb(Y2, Y1) = 0 and Ext
1
Db
(Y1, Y2) = 0 in D
b = Db(A(δ∗). If
Y1, Y2 are not ext-orthogonal in the cluster category, we must have Ext
1
Db
(Y2, Y1) 6= 0. Also,
Y1 must be a module which implies that Ext
j
Db
(Y2, Y1) = 0 for j 6= 0, 1. Therefore, with the
notation γi = dimYi, we have
〈γ2, γ1〉 = dimK HomDb(Y2, Y1)− dimK Ext
1
Db(Y2, Y1) < 0
Also, 〈γ1, γ1〉 > 0. This implies that there are positive rational numbers a, b, unique up
to scaling, so that 〈aγ1 + bγ2, γ1〉 = 0. Let Z be the unique object so that there is an
irreducible map Y1 → Z. Then |Z| ∈
⊥Y1. So, 〈dimZ, γ1〉 = 0. By uniqueness of a, b we
have dimZ = aγ1 + bγ2. Since |Z| ∈
⊥Y1, this vector v = aγ1 + bγ2 lies in the support
Dβ∗(γ1) of the virtual semi-invariant σγ1 defined on Rβ∗.
By Corollary 1.16, Dα∗(γ1) contains the vector
dimT + εv = dimT + εaγ1 + εbγ2
for ε > 0 sufficiently small. By Property (c), this is equal to cdimT + εadimX1+ εbdimX2
where c is a number which converges to 1 as ε→ 0. By Corollary 1.19, the objects T,X1,X2
lie in Dα∗(γ1). In other words, |T |, |X1|, |X2| lie in
⊥Y1. Equivalently, Y1 lies in |T,X1,X2|
⊥
which is a contradiction. Therefore, σ−1T takes ext-orthogonal elements to ext-orthogonal
elements.
1.3.9. σT takes cluster tilting sets to cluster tilting sets. Let K be the set of all cluster tilting
sets in C(β∗) which are the images under σ
−1
T of cluster tilting sets in CT (α∗). We know
that K is nonempty since CT (α∗) contains at least one cluster tilting set. We claim that
K is closed under all mutations of cluster tilting sets. Using the well-known fact that all
cluster tilting sets over a hereditary algebra are mutation equivalent, this will imply that K
contains all cluster tilting sets in C(β∗) and that therefore σT sends all cluster tilting sets
in C(β∗) to cluster tilting sets in CT (α∗).
To prove the claim, let Y = {Y1, · · · , Yℓ} be a cluster tilting set in C(β∗) which lies in
K. Then X = {σTY1, · · · , σTYℓ, T} is a cluster tilting set in C(α∗) by definition of K. For
any j = 1, · · · , ℓ we want to show that the mutation µjY of Y , given by replacing Yj with
Y ∗j ∈ C(β∗) also lies in K. But this is easy: Take µjX. This is the cluster tilting set in C(α∗)
obtained by replacing σTYj with the unique other object Z which will complete the cluster
tilting set. Since σ−1T takes cluster tilting sets to cluster tilting sets, σ
−1
T (µjX) is a cluster
tilting set in C(β∗). But this is the same as Y except that Yj is replaced with σ
−1
T (Z) 6= Yj .
This must be equal to Y ∗j . So, µjY is in K. So, K contains all cluster tilting sets in C(β∗).
This completes the proof of Proposition 1.8 and Theorem 1.13 in the case k = 1.
1.3.10. Induction step. Suppose now that k = 2 and the proposition and theorem both hold
for k − 1. So, we have T = {T1, · · · , Tk} a partial cluster tilting set in A(α∗) and |T |
⊥ =
A(β∗). By an observation of Schofield, the modules |Ti| can be reordered in such a way that
they form an exceptional sequence (|T1|, |T2|, · · · , |Tk|). This implies that |T1|, · · · , |Tk−1|
lie in |Tk|
⊥ which we denote A(γ∗). Also, the bijection σTk : C(γ∗) → CTk(α∗) sends Ti to
Ti for i < k.
By induction on k we also have a bijection σT∗ : C(β∗) → CT∗(γ∗) given by the partial
cluster tilting set T∗ = {T1, · · · , Tk−1} in C(γ∗).
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C(β∗)
σT∗
≈
// CT∗(γ∗)
⊆

// CT (α∗)
⊆

C(γ∗)
σTk
≈
// CTk(α∗)
Claim 1: The bijection σTk sends CT∗(γ∗) bijectively onto CT (α∗) and therefore induces a
bijection
σT := σTk ◦ σT∗ : C(β∗)
≈
−→ CT∗(γ∗)
≈
−→ CT (α∗)
Proof: An element Y of C(γ∗) lies in CT∗(γ∗) iff it is ext-orthogonal to but not equal to
Ti for i < k. The element X = σTkY ∈ CTk(α∗) lies in CT (α∗) iff X is ext-orthogonal to but
not equal to Ti for i < k. Since σTk(Ti) = Ti and by using the theorem for k = 1 we see
that these conditions are equivalent.
We now show that the bijection σT := σTk ◦ σT∗ satisfies Proposition 1.8.
(a) If Y ∈ C(β∗) then σTY ∈ CT (α∗) implies, by definition, that {Y, T1, · · · , Tk} is a
partial cluster tilting set in C(α∗). So, σT has Property (a).
(b) For any Y ∈ C(β∗) we have, by induction on k, that
A(β∗) ∩ |Y |
⊥ = A(β∗) ∩ |σT∗Y |
⊥ = A(β∗) ∩ |σTkσT∗Y |
⊥
Since σT = σTk ◦ σT∗ , Property (b) holds.
(c) By induction on k we have the following for any Y ∈ C(β∗):
dimY + RT∗ = dimσT∗Y + RT∗
By the case k = 1 we have
dimσT∗Y + RTk = dimσTY +RTk
Since RT = RT∗ + RTk, we can put these together to get:
(1.3) dimY +RT = dimσTY + RT
which is equivalent to the statement that σT satisfies Property (c).
The uniqueness of σT follows from the following observation.
Claim 2: The inclusion map Rβ∗ →֒ Rα∗ induces a linear isomorphism
λT : Rβ∗
≈
−→ Rα∗/RT
In other words, σTY is the unique element of CT (α∗) satisfying (1.3).
Proof: Since Rβ∗ and RT have complementary dimensions in Rα∗, it suffices to show that
they span Rα∗. Choose any exceptional sequence in A(β∗), for example the simple objects
(Sℓ, · · · , S1). Then (Sℓ, · · · , S1, |T1|, · · · , |Tk|) is an exceptional sequence in A(α∗). So, the
dimension vectors of these modules form a basis for Rα∗. Since Si ∈ A(β∗), dimSi ∈ Rβ∗.
Therefore Rβ∗ + RT = Rα∗, proving Claim 2.
Property (d) and its converse are easy: Y1, Y2 ∈ C(β∗) are ext-orthogonal iff σT∗Y1, σT∗Y2
are ext-orthogonal iff σTkσT∗Y1, σTkσT∗Y2 are ext-orthogonal. Therefore σT = σTkσT∗ satis-
fies Property (d) and both σT and σ
−1
T take cluster tilting sets to cluster tilting sets.
This concludes the proof of Proposition 1.8 and Theorem 1.13 and therefore also com-
pletes the definition of the cluster morphism category.
15
2. Signed exceptional sequences
We are now in a position to explore signed exceptional sequences and prove one of the
main theorems of this paper: There is a bijection between signed exceptional sequences and
ordered cluster tilting sets.
2.1. Definition and basic properties. Let A be a finitely generated wide subcate-
gory of mod-Λ. Recall Definition 0.1: a signed exceptional sequence in A is a sequence
(X1,X2, · · · ,Xk) in A ∪A[1] ⊂ D
b(A) with the following properties.
(1) (|X1|, · · · , |Xk|) is an exceptional sequence. So, |Xi| ∈ |Xj |
⊥ for i < j.
(2) If Xj = Q[1] then Q is a relatively projective object of |Xj+1, · · · ,Xk|
⊥.
In our notation, it is understood that perpendicular categories are taken inside the ambient
category A. Thus |Xj |
⊥ means |Xj |
⊥ ∩A.
Let Aj = |Xj+1, · · · ,Xk|
⊥. Then (2) is equivalent to the condition: Xj ∈ C(Aj). There-
fore, a signed exceptional sequence gives a sequence of composable cluster morphisms:
A = Ak
[Xk]
−−→ Ak−1
[Xk−1]
−−−−→ · · ·
[X2]
−−→ A1
[X1]
−−→ A0
Conversely, given any composition of cluster morphisms [Y1] ◦ [Y2] ◦ · · · ◦ [Yk] : A → B where
each Yj is a one element cluster tilting set, the sequence (Y1, · · · , Yk) is a signed exceptional
sequence in the domain A.
By the composition law for cluster morphism we have the following.
Proposition 2.1. The cluster morphism corresponding to a signed exceptional sequence
(X1, · · · ,Xk) in A is [X1] ◦ [X2] ◦ · · · ◦ [Xk] = [T (1)] where T (j) = (Tj , Tj+1, · · · , Tk) is the
(ordered) partial cluster tilting set in C(A) given recursively as follows.
(1) Tk = Xk.
(2) Given T (j), let Tj−1 = σT (j)Xj−1. 
We call T = T (1) = (T1, · · · , Tk) the ordered partial cluster tilting set in C(A) corre-
sponding to (X1, · · · ,Xk).
As an example, consider the sequence of simple modules (S1, S2, · · · , Sn) in admissible
order, i.e., so that (Sn, Sn−1, · · · , S1) is an exceptional sequence. Since each Sk is projective
in the right perpendicular category of S1, · · · , Sk−1, it can have either sign. So, there are
2n possible signed exceptional sequences coming from this one exceptional sequence.
Proposition 2.2. The cluster tilting sets corresponding to these 2n signed exceptional se-
quences are all distinct.
For example, the 23 = 8 signed exceptional sequences and corresponding cluster tilting
sets for the quiver 1 ← 2 ← 3 are listed in Figure 1 where Pi, Ii, Si are the ith projective,
injective and simple modules.
Proof. Note that the elements of each of these cluster tilting sets have a natural ordering
since Tn is supported at vertex 1, Tn−1 at vertices 1,2, etc. Suppose that E∗, E
′
∗ are two
signed exceptional sequences whose underlying modules are the simple objects Sn, · · · , S1.
Let T , T ′ be the corresponding cluster tilting sets with their natural ordering. Let j
be maximal so that Ej 6= E
′
j. Then Ti = T
′
i for i > j and the support tilting object
T ′j
∐
Tj+1
∐
· · ·
∐
Tn is the mutation of the support tilting object Tj
∐
Tj+1
∐
· · ·
∐
Tn in
the j-direction. So, Tj 6= T
′
j making T, T
′ nonisomorphic. 
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signed exceptional sequence ordered cluster tilting set
S3 S2 S1 P3 P2 P1
S3[1] S2 S1 P3[1] P2 P1
S3[1] S2[1] S1 P3[1] P2[1] P1
S3[1] S2[1] S1[1] P3[1] P2[1] P1[1]
S3[1] S2 S1[1] P3[1] S2 P1[1]
S3 S2[1] S1[1] S3 P2[1] P1[1]
S3 S2 S1[1] I2 S2 P1[1]
S3 S2[1] S1 S3 P2[1] P1
Figure 1. The 2n = 8 signed exceptional sequences of simple objects and
corresponding ordered cluster tilting sets for the quiver 1← 2← 3.
2.2. First main theorem. We can now state and prove the first main theorem. Note that
Proposition 2.1 assigns an ordered cluster tilting set to each signed exceptional sequence.
Theorem 2.3. There is a bijection θk from the set of isomorphism classes of signed excep-
tional sequences in A of length k to the set of ordered partial cluster tilting sets in A of size
k which is uniquely characterized by the following properties.
(1) If θk(X1, · · · ,Xk) = T then |X|
⊥ = |T |⊥. Let B = |T |⊥.
(2) If θk(X1, · · · ,Xk) = T then [T ] = [X1]◦[X2]◦· · ·◦[Xk] as cluster morphisms A→ B.
(3) If θk(X1, · · · ,Xk) = (T1, · · · , Tk) then θk−j+1(Xj , · · · ,Xk) = (Tj , · · · , Tk) for all
1 ≤ j ≤ k.
To clarify the wording of the theorem we mean that there is a unique mapping θk
satisfying the three listed conditions and that, furthermore, this mapping is a bijection.
Proof. The formula in Proposition 2.1 gives a function θk satisfying these three conditions.
So, it remains to show that θk is uniquely determined and that it is a bijection. We prove
both statements at the same time by induction on k.
If k = 1 then Condition (2) implies that T1 = X1. The two sets are both equal to C(A)
and θ1 must be the identity map.
Suppose k ≥ 2 and θk−1 is a uniquely determined bijection. Let (X1, · · · ,Xk) be a
signed exceptional sequence. Condition (2) implies that T = θk(X1, · · · ,Xk) is uniquely
determined up to permutation of its elements. But Condition (3) for j = k − 1 determines
the last k− 1 elements of T . So, the first element is also determined. So, the function θk is
uniquely determined.
To show that θk is a bijection, we start with any rigid object T =
∐
1≤j≤k Tj with
k summands in a fixed order. This gives a cluster morphism [T ] : A → B. Let T ′ =
(T2, T3, · · · , Tk). This gives a morphism [T
′] : A → B′ where B ⊂ B′ ⊂ A. By induction on
k, there is a unique signed exceptional sequence Y of length k − 1 so that θk−1(Y ) = T
′.
Since T is rigid, T1 lies in CT ′(A). By Theorem 1.13, there is a unique object Y0 ∈ C(B
′) so
that σT ′Y0 = T1. The recursive formula in Proposition 2.1 then gives θk(Y0, Y ) = T . 
Remark 2.4. Theorem 2.3 has been extended to the m-cluster category by the first author
and to arbitrary finite dimensional algebras using τ -tilting by Buan and Marsh. Details will
appear when available.
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The bijection between ordered cluster tilting sets and signed exceptional sequences can
be used to define the composition of cluster morphisms.
Corollary 2.5. If [T ] : A0 → A1 and [T
′] : A1 → A2 are cluster morphism, the compo-
sition [T ′] ◦ [T ] : A0 → A2 can be given as follows. Take two signed exceptional sequences
(X1, · · · ,Xℓ) in A1 and (Y1, · · · , Yk) in A0 so that θℓ(Y ) = T in some order and θk(X) = T
′
in some order. Then [T ′] ◦ [T ] = θ−1k+ℓ(X,Y ).
Proof. This follows immediately from Property (2) in Theorem 2.3. 
The inverse bijection θ−1k from ordered cluster tilting sets to signed exceptional sequences
is given by the following “twist” formula which is based on [MS].
A finite set of vectors in Qn will be called nondegenerate if it is linearly independent and
satisfies the condition that the Euler-Ringel pairing 〈·, ·〉 is nondegenerate on the span of
any subset of the set of vectors.
Definition 2.6. We define the right twist of any nondegenerate sequence of vectors v∗ =
(v1, · · · , vk) in Q
n to be the unique sequence of vectors τ+(v∗) = (w1, · · · , wk) satisfying the
following.
(1) For each j, wj − vj is a linear combination of vi for i > j.
(2) 〈vi, wj〉 = 0 for all i > j.
Note that, given (1), Condition (2) is equivalent to
(2′) 〈wi, wj〉 = 0 for all i > j.
We say that (w∗) is an integer right twist of (v∗) if each wj is an integer linear combination
of the vi.
Proposition 2.7. The dimension vectors of any signed exceptional sequence (X1, · · · ,Xk)
is nondegenerate with respect to the pairing 〈·, ·〉. Furthermore τ+(dimX∗) = (dimX∗).
Proof. Any subset of the Xi forms an exceptional sequence. So the span of their dimension
vectors is the span of the dimension vectors of a wide subcategory which is equivalent to the
module category of a finite acyclic quiver. Thus 〈·, ·〉 is nondegenerate on any such span.
The equation τ+(dimX∗) = (dimX∗) follows from Proposition 2.1 and the properties of σT
listed in Proposition 1.8, in particular (c). 
We also need the following important theorem essentially due to Schofield.
Theorem 2.8. Any partial cluster tilting set {T1, · · · , Tk} giving a morphism [T ] : A → B
can be ordered in such a way that it forms a signed exceptional sequence.
Proof. Schofield [Sc92] proved this in the case when the Ti lie in A. But this case extends
easily to cluster tilting sets by putting the shifted projective objects last. 
Theorem 2.8 and Proposition 2.7 imply that the set of dimension vectors of any partial
cluster tilting set is nondegenerate, therefore, its right twist is defined.
Theorem 2.9. The sequence of dimension vectors of any ordered partial cluster tilting set
T = (T1, · · · , Tk) has an integer right twist τ+(dimTi) = (dimXi) which gives the dimension
vectors of the corresponding signed exceptional sequence (X1, · · · ,Xk) = θ
−1
k (T ).
Proof. Let T>j = (Tj+1, · · · , Tk). Then it follows from the formula Tj = σT>jXj that
dimTj − dimXj is an integer linear combination of the vectors dimTi for i > j. By
downward induction on j, this implies that the span of dimXi for i > j is equal to the
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span of the vectors dimTi for i > j. So, the fact that (Xi) is a signed exceptional sequence
implies that 〈dimTi,dimXj〉 = 0 for i > j. Therefore, the sequence of dimension vectors
(dimXi) satisfies the definition of an integral right twist for (dimTi). 
2.3. Permutation of signed exceptional sequences. The question we address here is:
When can the terms in a signed exceptional sequence be permuted? Without the signs, the
answer is given by the following trivial observation.
Proposition 2.10. Suppose that (M1, · · · ,Mn) is an exceptional sequence in mod-Λ. Let
σ be any permutation of n. Then (Mσ(1), · · · ,Mσ(n)) is an exceptional sequence if and only
if Mi,Mj are hom-ext perpendicular whenever i < j and σ(i) > σ(j). 
We will show that the same holds for signed exceptional sequences. This is not completely
obvious since there is a condition on which modules can be shifted. We consider the signed
version of Proposition 2.10 in the key case when n = 2 and σ is a transposition.
Lemma 2.11. Suppose that (X,Y ) is a signed exceptional sequence in A with corresponding
ordered partial cluster tilting set (Z, Y ) in C(A) where Z = σYX. Then the following are
equivalent.
(1) (Y,X) is a signed exceptional sequence in A.
(2) (|Y |, |X|) is an exceptional sequence.
(3) |X|, |Y | are hom-ext orthogonal.
(4) Z, Y are hom orthogonal and Z = X.
Furthermore, when this holds, (Y,X) is the ordered partial cluster tilting set corresponding
to the signed exceptional sequence (Y,X). I.e., σXY = Y .
Proof. It follows from the definitions that (1) implies (2) and that (2), (3) are equivalent.
(3)⇒ (4). By Property (c) of σY we know that dimZ = dimX + cdimY . Then
〈dimY,dimZ〉 = 〈dimY,dimX〉+ c 〈dimY,dimY 〉 = cdimEndΛ(Y )
〈dimZ,dim Y 〉 = 〈dimX,dim Y 〉+ c 〈dimY,dimY 〉 = cdimEndΛ(Y )
By Schofield’s theorem above, one of these must be zero. So, c = 0 and Z = X since Z
is uniquely determined by its dimension vector. So, |Z|, |Y | are hom-ext orthogonal. This
implies (4) when Y,Z have the same sign. So, it is left to consider the case when one of them,
say Y , is a module and X = Z = P [1] where P is projective. Then HomDb(A)(P [1], Y ) = 0
and HomDb(A)(Y, P [1]) = Ext
1(Y, P ) = 0 by (3). So, (4) holds.
(4) ⇒ (3). If Z = X and Y have the same sign, this is clear. So, suppose they
have opposite signs. Say, Y is a module and Z = X = P [1]. Since Y,Z form a partial
cluster tilting set we have HomΛ(P, Y ) = 0. Also Ext
1
Λ(P, Y ) = 0 since P is projective.
So, Y ∈ |X|⊥. Since (X,Y ) is given to be a signed exceptional sequence, we also have
|X| ∈ Y ⊥. So, |X|, |Y | are hom-ext orthogonal.
(2), (4) ⇒ (1). Given that (|Y |, |X|) is an exceptional sequence, we just need to check
that the signs on Y,X are admissible. But, by (4), X,Y are either objects of A or shifted
projective objects. So, by definition, their signs are admissible and (Y,X) is a signed
exceptional sequence.
Finally, the last statement σXY = Y follows from Property (e) of the function σX . 
Lemma 2.12. Let (X1, · · · ,Xn) be a signed exceptional sequence with corresponding ordered
cluster tilting set (T1, · · · , Tn). Then, for each i, the following are equivalent.
(1) (X1, · · · ,Xi−1,Xi+1,Xi,Xi+2, · · · ,Xn) is a signed exceptional sequence.
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(2) (|X1|, · · · , |Xi−1|, |Xi+1|, |Xi|, |Xi+2|, · · · , |Xn|) is an exceptional sequence.
(3) |Xi|, |Xi+1| are hom-ext perpendicular.
Furthermore, when these hold, the signed exceptional sequence in (1) corresponds to the
ordered cluster tilting set (T1, · · · , Ti−1, Ti+1, Ti, Ti+2, · · · , Tn).
Proof. The equivalence of (1), (2) and (3) follows from Lemma 2.11 applied to the signed
exceptional sequence (Xi,Xi+1) in A = |Xi+2, · · · ,Xn|
⊥.
To prove the last statement, we use the fact, also proved in Lemma 2.11, that σXiXi+1 =
Xi+1 and σXi+1Xi = Xi. Then Ti+1 = σT ′Xi+1 where T
′ = (Ti+2, · · · , Tn) and, using the
notation T ′′ = (Ti+1, Ti+2, · · · , Tn), we also have
Ti = σT ′′Xi = σT ′σXi+1Xi = σT ′Xi .
If (M1, · · · ,Mn) is the ordered cluster tilting set associated to the signed exceptional se-
quence in (1) then we must have Mj = Tj for j 6= i, i+ 1 and
Mi+1 = σT ′Xi = Ti
Mi = σT ′σXiXi+1 = σT ′Xi+1 = Ti+1
proving the last claim of the lemma. 
Given any permutation σ of n, the inversions of σ are defined to be pairs of integers
(i, j) so that i < j and σ(i) > σ(j).
Proposition 2.13. Suppose that (M1, · · · ,Mn) is a signed exceptional sequence in mod-Λ
with corresponding ordered cluster tilting set (T1, · · · , Tn). Let σ be any permutation of n.
Then the following are equivalent.
(1) (Mσ(1), · · · ,Mσ(n)) is a signed exceptional sequence.
(2) (|Mσ(1)|, · · · , |Mσ(n)|) is a signed exceptional sequence.
(3) |Mi|, |Mj | are hom-ext orthogonal for all inversions (i, j) of σ.
When this holds, the ordered cluster tilting set corresponding to (Mσ(i)) is (Tσ(1), · · · , Tσ(n)).
Proof. If σ has only one inversion then it is a simple transposition (i, i+ 1) and the propo-
sition follows from Lemma 2.12 in that case. So, suppose σ has k ≥ 2 inversions and the
proposition holds for k−1. Then σ is the product of k simple transpositions: σ = τ1τ2 · · · τk.
Let σ′ = τ1 · · · τk−1. Then it is an elementary fact that σ
′ has k−1 inversions each of which
is an inversion of σ. We can now prove the proposition for k.
If (Mi), (Mσ(i)) are signed exceptional sequences then (|Mi|), (|Mσ(i)|) are exceptional
sequences. This implies (3). Conversely, suppose that |Mi|, |Mj | are hom-ext orthogonal for
every inversion (i, j) of σ. Then, a fortiori, the same holds for every inversion (i, j) of σ′.
By induction on k we have that (Mσ′(1), · · · ,Mσ′(n)) is a signed exceptional sequence with
corresponding ordered cluster tilting set (Tσ′(1), · · · , Tσ′(n)). By Lemma 2.12 we can apply
the last simple transposition τk to show that (Mσ(i)) is a signed exceptional sequence with
corresponding ordered cluster tilting set (Tσ(i)). 
2.4. c -vectors. In lieu of the definition, we first recall the following characterizing property
of c-vectors associated to a cluster tilting set. (See [IOTW15], [ST], [IOs], [ITW14].) Since
there are two notions of correspondence, we use the term exchange correspondence for this
association.
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Theorem 2.14. Given an ordered cluster tilting set T = (T1, · · · , Tn) for mod-Λ, the
exchange-corresponding c-vectors are real Schur roots β1, · · · , βn which are uniquely deter-
mined by the following equation:
(2.1) 〈dimTi, βj〉 = −fiδij
where fi = dimK EndΛ(Ti).
It follows immediately that the set of c-vectors βi determines the cluster tilting set T .
In [ST], Speyer and Thomas gave a characterization of c-vectors. In terms of signed
exceptional sequences their theorem can be phrased as follows.
Theorem 2.15. [ST] A set {β1, · · · , βn} of real Schur roots is the set of c-vectors of a
cluster tilting set if and only if there is a signed exceptional sequence X1, · · · ,Xn with
dimXi = −βσ(i) for some permutation σ so that X1, · · · ,Xk are hom-orthogonal shifted
modules and Xk+1, · · · ,Xn are hom-orthogonal modules.
The next theorem shows that, under certain conditions, the bijection between ordered
cluster tilting sets and signed exceptional sequences is equivalent to the exchange corre-
spondence between cluster tilting sets and c-vectors. It is not immediate how Theorem 2.16
and Theorem 2.15 are related.
Theorem 2.16 (Exchange-correspondence=bijective correspondence). Given any signed
exceptional sequence (X1, · · · ,Xn), the negatives of the dimension vectors γi = dimXi
form the set of c-vectors for some cluster tilting set if and only if the ordered cluster tilting
set (T1, · · · , Tn) bijectively corresponding to (Xi) has the property that
(2.2) HomΛ(|Ti|, |Tj |) = 0 = Ext
1
Λ(|Ti|, |Tj |)
for all i < j. Furthermore, (−γ1, · · · ,−γn) is equal to the ordered set of c-vectors exchange-
corresponding to the ordered cluster tilting set (Ti).
Proof. Suppose that (T1, · · · , Tn) is an ordered cluster tilting set satisfying (2.2) and let
(X1, · · · ,Xn) be the corresponding signed exceptional sequence. Then we will show that
(−γi = − dimXi) satisfies (2.1) and are thus the c-vectors of the cluster tilting set.
We will first find the solution of the equations (2.1). Condition (2.2) implies that aij :=
〈dimTi,dimTj〉 = 0 if i < j. We also have aii = dimEndTi = fi. By elementary linear
algebra this implies that there is a unipotent lower triangular matrix (bjk) so that〈
dimTi,
∑
j
bjk dimTj
〉
=
∑
j
〈dimTi,dimTj〉 bjk =
∑
j
aijbjk = fiδik
Therefore, −βk = −
∑
j bjk dimTj are the c-vectors of the cluster tilting set.
Claim: βk = γk = dimXk for each k.
Proof: By Theorem 2.9, dimXj − dimTj is a linear combination of dimTi for i > j. If
we let k be maximal so that βk 6= dimXk then this tells us that βk − dimXk is a linear
combination of dimTi for i > k, say,
βk − dimXk =
∑
ai dimTi 6= 0.
Let j be minimal so that aj 6= 0. Then
〈dimTj, βk − dimXk〉 =
∑
ai 〈dimTj ,dimTi〉 = ajfj 6= 0.
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But this is impossible since 〈dimTj , βk〉 = 0 by construction of βk and 〈dimTj ,dimXk〉 = 0
since |Xk| ∈ |Tj |
⊥.
Conversely, given that −γi = − dimXi are the c-vectors of an ordered cluster tilting set
T ′ = (T ′1, · · · , T
′
n) we will show that T
′ = T and that the cluster tilting set satisfies (2.2).
Using Theorem 2.8, there exists a permutation σ of n so that HomΛ(|T
′
σ(i)|, |T
′
σ(j)|) = 0 =
Ext1Λ(|T
′
σ(i)|, |T
′
σ(j)|) for i < j. By what we have shown in the first part of this proof, this
implies that the signed exceptional sequence (Xσ(i)) corresponding to (T
′
σ(i)) has negative
dimension vectors equal to the ordered set of c-vectors −γσ(i) = − dimXσ(i). Since X and
(Xσ(i)) are both signed exceptional sequences, we can apply Proposition 2.13 to conclude
that T ′ is the ordered cluster tilting set corresponding to X. In other words, T ′ = T as
claimed. This proved all the statements of the theorem. 
For example, in Figure 1, the top 4 ordered cluster tilting sets satisfy (2.2). So, the
dimension vectors of the corresponding signed exceptional sequences satisfy (2.1) and are
thus the negatives of the c-vectors corresponding to the cluster tilting set. Also, the top 4
signed exceptional sequence in Figure 1 satisfy the criteria of Theorem 2.15.
Since the objects in a cluster tilting set are ext-orthogonal, it is easy to see that condition
(2.2) is equivalent to the condition
(2.3) 〈dimTi,dimTj〉 = 0.
By Schofield’s observation (Theorem 2.8), we get the following corollary.
Corollary 2.17. Let (T1, · · · , Tn) be an ordered cluster tilting set with corresponding ordered
set of c-vectors (−γ1, · · · ,−γn). Then there exists a permutation σ so that (γσ(1), · · · , γσ(n))
are the dimension vectors of a signed exceptional sequence. Furthermore, σ has this property
if and only if
(2.4)
〈
dimTσ(i),dimTσ(j)
〉
= 0
for all i < j.
Proof. The existence of σ satisfying (2.4) follows from the observation of Schofield. By
Theorem 2.16 this implies that (γσ(i)) are the dimension vectors of the signed exceptional
sequence corresponding to the ordered cluster tilting set (Tσ(i)).
Conversely, suppose that σ is a permutation of n so that (γσ(i)) are the dimension
vectors of a signed exceptional sequence. Let (Mσ(1), · · · ,Mσ(n)) be the corresponding
ordered cluster tilting set. By Theorem 2.16, this cluster tilting set has the property that〈
dimMσ(i),dimMσ(j)
〉
= 0 for i < j and (−γσ(i)) is the corresponding ordered set of c-
vectors. Since ordered cluster tilting sets are determined by their ordered set of c-vectors,
this implies that Mσ(i) = Tσ(i) for all i proving the second half of the corollary. 
Remark 2.18. Using Theorems 2.9 and 2.16, this corollary gives another method to find
the c-vectors of a cluster tilting set (T1, · · · , Tn): First find σ satisfying (2.4). Then
(−γσ(i)) = τ+(dimTσ(i)).
3. Classifying space of the cluster morphism category
In this section we state the second main theorem of this paper, give an extension of this
theorem more suitable for induction, give an outline and verify all the steps in the outline
with some review of basic topics such as Quillen’s Theorem A.
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3.1. Statement of the theorem. Here is the second main theorem.
Theorem 3.1. The classifying space of the cluster morphism category of any hereditary
algebra of finite representation type is a K(π, 1) where π is the picture group of the algebra
as defined in [ITW16].
The fundamental group of the cluster morphism category is described below together
with a generalization of this theorem to extension closed full subcategories of the module
category. This generalization is easier to prove since we can apply induction on the number
of roots in the extension closed subset.
Recall that, for any pair of real Schur roots α, β, hom(α, β) = dimHomΛ(Mα,Mβ) and
ext(α, β) = dimExt1(Mα,Mβ). We say that α, β are hom-orthogonal if Mα,Mβ are hom-
orthogonal.
Definition 3.2. A set S of real Schur roots of mod-Λ will be called convex if it satisfies
the following two conditions.
(1) Given any wide subcategory A(α∗) of mod-Λ whose simple objects have dimension
vectors αi ∈ S, the set ab(α∗) of all dimension vectors of all exceptional modules in
A(α∗) is a finite subset of S.
(2) There is a partial ordering of S so that for all α, β ∈ S with α < β we have
hom(β, α) = 0 = ext(α, β).
For example, in A3 with straight orientation, S = {α, β} with α = (1, 1, 0)
t, β = (0, 1, 1)t
satisfies (1) since its two elements are not hom-orthogonal. So, the elements of ab(α, β) are
not required to be in S. This is possible since the middle term of the extension is not
indecomposable. The partial ordering is α < β.
If Λ is of finite representation type then all roots are real Schur roots and the set of
all roots is convex. The set of all preprojective (or preinjective) roots, i.e., the dimension
vectors of the projective modules in mod-Λ is also convex. We note that, in Definition 3.2,
the simple objects of A(α∗) are not necessarily simple in mod-Λ.
Definition 3.3. If S is any convex set of real Schur roots, let G(S) be the groups given
with generators and relations as follow.
(1) G(S) has one generator x(β) for every β ∈ S.
(2) For each pair (α, β) of hom-orthogonal roots in S so that ext(α, β) = 0, we have the
relation:
x(α)x(β) =
∏
x(aiα+ biβ)
where the product is over all aiα+ biβ ∈ ab(α, β) in order of the ratio ai/bi.
When S is the set of all positive roots for a Dykin quiver, G(S) is the picture group of
the quiver as defined in [ITW16].
We observe that the order of objects in the product
∏
x(γi) is the right to left order
(“backwards” order) of the objects Mγi in the AR quiver of A(α, β). For example, in the
case B2, the modulated quiver R← C with simple roots α = (1, 0)
t and β = (0, 1)t, the AR
quiver is:
P2
  ❆
❆❆
❆
I2
P1
>>⑤⑤⑤
I1
??⑦⑦⑦
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These modules have dimension vectors dimP1,dimP2,dim I1,dim I2 = α, 2α + β, α + β, β.
The ratios ai/bi for these modules are: ∞, 2, 1, 0 respectively. So, the order is reversed in
the product and we get:
x(α)x(β) = x(β)x(α + β)x(2α + β)x(α)
or: [x(α), x(β)] = x(α+ β)x(2α + β) where we always use the notation:
[x, y] := y−1xyx−1
Definition 3.4. If S is any convex set of real Schur roots, let G(S) be the full subcategory
of the cluster morphism category whose objects are all A(α∗) where α∗ ⊆ S is a finite set
of hom-orthogonal roots which form an exceptional sequence. (By definition of convexity
this implies that the dimension vector of every exceptional object in A(α∗) lies in S.)
Note that G(S) always has at least one object A(∅). In the classifying space BG(S),
we use this as the base point. The choice of base point is important in order to make the
fundamental group of BG(S) well-defined.
Theorem 3.5. Let S be any finite convex set of real Schur roots. Then the classifying space
of the cluster morphism category G(S) is a K(π, 1) with π = π1G(S) = G(S):
BG(S) ≃ BG(S) = K(G(S), 1).
3.2. HNN extensions and outline of proof. The proof of Theorem 3.5 will be by
induction on |S|. If S is empty, then G(∅) has only one object A(∅) and one morphism:
the identity map on this object. The classifying space is therefore a single point which is
K(π, 1) with π = {e}, the trivial group. So, the theorem holds in this case.
If S is nonempty we will construct two convex proper subsets Sω ⊆ S0 ⊂ S (in (3.1)
and Lemma 3.9 below). Then, by induction on |S|, the classifying space BG(S0), BG(Sω)
will be a K(π, 1)’s with π = G(S0), G(Sω), respectively. We will show that BG(S) can be
obtained from BG(S0), BG(Sω) in the following steps.
First we show (Lemma 3.17) that G(S) is the union of two subcategories G+,G− so that
BG(S) = BG+ ∪BG−
and
BG+ ∩BG− = BG(Sω)
∐
BH(S, ω)
where, by Proposition 3.16, there is an isomorphism
ϕ : H(S, ω)
∼=
−→ G(Sω)
Next, we show (Lemma 3.20) that there is a homotopy equivalence
BG+ ≃ BG(S0)
and (Lemma 3.19) a homeomorphism
BG− ∼= BH(S, ω)× [0, 1] ∼= BG(Sω)× [0, 1]
So,
BG(S) = BG+ ∪BG− = BG+ ∪BH(S, ω)× [0, 1]
We also show in Lemma 3.19 that the cylinder BH(S, ω)× [0, 1] is attached to BG+ on its
two ends by mappings
Bϕi : BH(S, ω) ∼= BG(Sω)→ BG+
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for i = 0, 1 induced by functors ϕi : H(S, ω)→ G+ where ϕ0 : H(S, ω) →֒ G+ is the inclusion
functor and ϕ1 is the composition of ϕ : H(S, ω) ∼= G(Sω) with the inclusion G(Sω) →֒ G+.
Next, we show that the induced maps on fundamental groups
π1(ϕi) : G(Sω) →֒ G(S0)
are monomorphisms where π1(ϕ1) = ϕ and π1(ϕ0) = ψ in the notation below. This is
shown in Proposition 3.12 for π1(ϕ1) and Proposition 3.28 for π1(ϕ0) = ψ.
This will be enough to prove Theorem 3.5 because of the following well-known result
about HNN extensions.
Definition 3.6. An HNN extension of a group G is given by a subgroup H which is
embedded in G in two different ways. Let ϕ,ψ : H → G be two such group monomorphisms.
Then N(H,G,ϕ, ψ) is the quotient of the free product G ∗ 〈t〉 of G with the free group on
one generator t modulo the relation
tϕ(h) = ψ(h)t
for every h ∈ H.
Given G,H,ϕ, ψ suppose that BG = K(G, 1), BH = K(H, 1) and f, g : BH → BG are
continuous maps so that
(1) f is pointed (takes basepoint to basepoint) and induces the group homomorphism
π1(f) = ϕ : H →֒ G and
(2) g is not pointed but there is a path γ from g(∗) to the basepoint of BG so that the
induced homomorphism on π1 is
π1(g, γ) = ψ : H →֒ G
Here π1(g, γ) sends [α] ∈ π1BH = H, represented by the loop α in BH, to
[γ−1g(α)γ] ∈ π1BG = G.
Theorem 3.7. The space
BG ∪BH × [0, 1]
given by attaching the two ends of the cylinder BH × [0, 1] to BG by the mappings f, g is
a K(π, 1) with π = N(H,G,ϕ, ψ).
The space BG∪BH × [0, 1] is an example of a “graph of groups” which is show to be a
K(π, 1) in [Ha].
Remark 3.8. The isomorphism
N(H,G,ϕ, ψ) ∼= π1(BG ∪BH × [0, 1])
is the inclusion map on G = π1BG and sends the generator t of N(H,G,ϕ, ψ) to the
homotopy class of the path γ−1β where β is the path β(t) = (∗, t) ∈ (∗×[0, 1]) ⊆ BH×[0, 1].
We will fill in the details of this outline and show (Theorem 3.26) that G(S) is the
corresponding HNN extension of G(S0). We conclude that BG(S) = K(G(S), 1).
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3.3. Definitions and proofs. Suppose that S = {α}. Then G(S) has two objects: A(∅)
and A(α) and it has two nonidentity morphisms: [α] and [−α] : A(α) → A(∅). Thus the
classifying space is two points connected by two edges. This is a circle with fundamental
group Z. This is isomorphic to the group G(α) = 〈x(α)〉. So, BG({α}) = S1 = K(Z, 1).
The proof is by induction on |S|. Recall that S is a finite convex set of real Schur roots.
Then, the terms in the commutation relation for x(α), x(β) are in the set. So, the group
G(S) is defined.
Lemma 3.9. In any finite, nonempty, convex set of real Schur roots S there is an ω ∈ S
so that S0 := S\ω has the following properties.
(1) hom(ω,α) = 0 for all α ∈ S0.
(2) ext(α, ω) = 0 for all α ∈ S0.
(3) S0 is convex.
Remark 3.10. This implies that, for any M ∈ A(α∗) ∈ G(S), there is a uniquely de-
termined exact sequence M0 ֌ M ։ M
m
ω where M0 ∈ A(α∗\ω) ∈ G(S0). Equivalently,
whenever ω is an element of α∗, it is a source in the quiver of A(α∗). So, any projective
object in A(α∗\ω) is also projective in A(α∗).
Proof. Take a partial ordering of S as given in the definition of convexity and let ω be any
maximal element. Then (1), (2), (3) are clearly satified. 
Since S0 has one fewer element than S, the theorem is true for S0. In other words,
BG(S0) is K(G(S0), 1). We will show that G(S) is an HNN extension of G(S0) and that
BG(S) is a graph of groups for this group extension and therefore a K(π, 1) with π = G(S).
Let Sω be the set of all γ ∈ S so that hom(γ, ω) = 0. In particular, γ 6= ω. Since
ext(γ, ω) = 0 for all γ ∈ S, this is a linear condition:
(3.1) Sω = {γ ∈ S | 〈γ, ω〉 = 0}
Lemma 3.11. Suppose that α, β ∈ S are hom perpendicular and ext(α, β) = 0.
(1) If α, β ∈ Sω then ab(α, β) ⊆ Sω. So, Sω is convex.
(2) If Sω does not contain both α and β then {α, β} ∩ Sω = ab(α, β) ∩ Sω.
Proof. Since every element of ab(α, β) is a nonnegative linear combination of α, β the linear
condition 〈−, ω〉 = 0 holds on all elements if it holds for either α or β and at least one other
element. This proves (1) and (2) in the case when {α, β} ∩ Sω is nonempty.
If α, β /∈ Sω then 〈α, ω〉 > 0 and 〈β, ω〉 > 0 so 〈γ, ω〉 > 0 and thus γ /∈ Sω for any positive
linear combination γ of α, β. This proves the remaining case of (2). 
Proposition 3.12. The group homomorphism
G(Sω) →֒ G(S)
induced by the inclusion Sω ⊆ S has a left inverse. Since Sω ⊆ S0 ⊆ S, this implies that
G(Sω) is a retract of both G(S0) and G(S).
The homomorphism π1(ϕ1) in the outline is the map G(Sω) →֒ G(S0) included by the
inclusion Sω ⊆ S0.
Proof. A retraction r : G(S)→ G(Sω) can be defined as follows.
r(x(α)) =
{
x(α) if α ∈ Sω
1 otherwise
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Since the relations in both groups are of the form x(α)x(β) =
∏
x(γi) where the product
is over all γi ∈ ab(α, β), the lemma shows that r preserves relations. 
LetH(S, ω) be the full subcategory of G(S) of all objects which do not lie in G(S0). These
are A = A(β∗) so that ω ∈ β∗, i.e., Mω is a simple object of A. The disjoint subcategories
H(S, ω) and G(S0) of G(S) together contain all the objects of G(S). There are no morphisms
from G(S0) to H(S, ω) and there are two types of morphisms from H(S, ω) to G(S0).
Definition 3.13. By a negative morphism we mean a cluster morphism [T ] : A(α∗, ω) →
A(β∗) from an object of H(S, ω) to an object of G(S0) so that T contains the shifted
projective object Pω[1]. A positive morphism is a morphism [T ] : A(α∗, ω) → A(β∗) with
A(β∗) ∈ G(S0) which is not negative.
We note that the target A(β∗) of a negative morphism necessarily lies in G(Sω). And
any positive morphism [T ] must contain a module T0 which maps onto Mω since, otherwise,
|T |⊥ = A(β∗) would contain Mω.
Proposition 3.14. The composition of any positive (resp. negative) morphism with any
morphism in G(S) is positive (resp. negative).
We say that the positive morphisms form a two-sided ideal in the category G(S). The
negative morphisms also form an ideal which is disjoint from the ideal of positive morphisms.
Proof. Suppose that [T ] : A(α∗, ω) → A(β∗) is positive. Equivalently, T contains some T0
which maps onto the module Mω. Then any composition [R] ◦ [T ] = [T, σ
−1
T R] will also
contain T0 and thus be positive. Also, any composition
[T ] ◦ [S] = [S, σ−1S T ] : A(α∗, ω)
[S]
−→ A(β∗, ω)
[T ]
−−→ A(γ∗)
will contain σ−1S T0 ∈ Rα∗⊕Rω which is congruent to T0 module RS ⊆ Rα∗ and therefore will
have positive Rω-coordinate. So, [T ] ◦ [S] will be positive. The negative case is similar. 
Lemma 3.15. Any negative morphism A(α∗, ω)→ A(β∗) factors uniquely through [Pω[1]] :
A(α∗, ω)→ A(α∗).
A(α∗, ω) //
[Pω[1]] %%
❑❑
❑❑
❑❑
A(β∗)
A(α∗)
∃![T ]
;;✈
✈
✈
Proof. Any negative morphism has the form [Pω, T ] by definition. To be ext-orthogonal to
Pω[1] each Ti ∈ T must lie in A(α∗). So, σPω [1](T ) = T is the unique partial cluster tilting
set in A(α∗) so that [T ] ◦ [Pω[1]] = [Pω[1], T ]. 
Proposition 3.16. There is an isomorphism of categories
ϕ : H(S, ω)
∼=
−→ G(Sω)
given on objects by ϕA(α∗, ω) = A(α∗) and on morphisms by ϕ[T ] = [T ]. Furthermore,
inside the larger category G(S), there is a natural transformation from the inclusion functor
ι : H(S, ω) →֒ G(S) to ϕ : H(S, ω) ∼= G(Sω) →֒ G(S) given by [Pω[1]] : A(α∗, ω)→ A(α∗).
Proof. First, ϕ is a bijection on objects since A(α∗) is an object of G(Sω) if and only if each
αi is hom-orthogonal to ω which is equivalent to A(α∗, ω) being in H(S, ω).
Let Pω, Pαi be the relatively projective objects of A(α∗, ω). Then each Pαi ∈ A(α∗). So,
each shifted projective object Pαi [1] in C(α∗) lies in C(α∗, ω). Thus, C(α∗) ⊆ C(α∗, ω).
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A morphism [T ] : A(α∗) → A(β∗) in G(Sω) is given by a partial cluster tilting set
T ⊆ C(α∗) so that |T |
⊥ ∩ A(α∗) = A(β∗).
Claim: |T |⊥ ∩ A(α∗, ω) = A(β∗, ω). So, T , considered as a partial cluster tilting set in
C(α∗, ω), gives a morphism [T ] : A(α∗, ω)→ A(β∗, ω).
Proof: Since Mω ∈ T
⊥ by definition of Sω, we have |T |
⊥∩A(α∗, ω) ⊇ A(β∗, ω). Conversely,
let M ∈ |T |⊥ ∩ A(α∗, ω). Then there is a short exact sequence M0 ֌ M ։ M
m
ω where
M0 ∈ A(α∗). Since M,Mω ∈ |T |
⊥, we must have M0 ∈ |T |
⊥ ∩ A(α∗) = A(β∗). But this
implies that M lies in A(β∗, ω) as required, proving the claim.
Conversely, given any morphism [T ] : A(α∗, ω) → A(β∗, ω), we can compose with
[Pω[1]] : A(β∗, ω) → A(β∗), where Pω is the projective cover of Mω in A(β∗, ω), to get
a negative morphism A(α∗, ω) → A(β∗). By the lemma, we get an induced morphism
ϕ[T ] : A(α∗) → A(β∗) which is the unique morphism making the following diagram com-
mute.
A(α∗, ω)
Pω[1]

[T ] // A(β∗, ω)
Pω [1]

A(α∗)
ϕ[T ]=[T ]
// A(β∗)
This diagram implies at the same time that ϕ is a functor and that [Pω[1]] is a natural
transformation. For example, given any morphism [S] : A(β∗, ω)→ A(β
′
∗, ω) we have:
[P
′
ω[1]] ◦ [S] ◦ [T ] = ϕ[S] ◦ [P ω[1]] ◦ [T ] = ϕ[S] ◦ ϕ[T ] ◦ [Pω[1]]
showing that ϕ([S] ◦ [T ]) = ϕ[S] ◦ ϕ[T ]. By the Claim proved above, ϕH(S, ω)→ G(Sω) is
an isomorphism of categories. 
We can now make precise the structure of the category G(S) as given in the outline.
The union of disjoint subcategories H(S, ω)
∐
G(S0) contains all of the objects of G(S) by
definition. There are no morphisms from G(S0) to H(S, ω). The morphisms from H(S, ω)
to G(S0) fall into two classes: positive and negative morphisms as defined above. Thus we
have:
Lemma 3.17. G(S) is the union of two subcategories:
G(S) = G+(S, ω) ∪ G−(S, ω)
where G+(S, ω) is the union of H(S, ω)
∐
G(S0) with all positive morphisms and G−(S, ω)
is the union of H(S, ω)
∐
G(Sω) and all negative morphisms. (In G− we include only the
targets of the negative morphisms.) So,
G+(S, ω) ∩ G−(S, ω) = H(S, ω)
∐
G(Sω).
From the definition of the classifying space of a category, we will obtain:
Lemma 3.18. We have an analogous decomposition of the topological space BG(S):
BG(S) = BG+(S, ω) ∪BG−(S, ω)
BG+(S, ω) ∩BG−(S, ω) = BH(S, ω)
∐
BG(Sω).
By the unique factorization of negative morphisms given in Lemma 3.15, we then show:
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Lemma 3.19. The classifying space BG−(S, ω) is homeomorphic to a cylinder:
BG−(S, ω) = BH(S, ω)× [0, 1]
The end BH(S, ω)×0 of this cylinder is attached to BG+(S, ω) by the inclusion BH(S, ω) ⊆
BG+(S, ω) and the other end by the mapping Bϕ : BH(S, ω) ∼= BG(Sω) ⊆ BG+(S, ω)
induced by the functor ϕ : H(S, ω) ∼= G(Sω).
In another key lemma proved below, we will see that BG+(S, ω) is homotopy equivalent
to BG(S0) which is a K(π, 1) by induction since |S0| = |S| − 1. We will then use Theorem
3.7 to conclude that BG(S) is a K(π, 1).
3.4. Classifying space of a category and Lemmas 3.18, 3.19. We first recall the
definition of the classifying space of a category.
3.4.1. Classifying space of a category. The classifying space of any small category C is the
geometric realization of its nerve: BC = |N•C| where N•C is the simplicial set which in
degree n is the set of all sequences of n composable morphisms in C:
NnC :=
∐
X,Y ∈C
Cn(X,Y )
where Cn(X,Y ) is the set of all directed paths of length n from X to Y in C:
Cn(X,Y ) :=
{
X = X0
f1
−→ X1
f2
−→ X2
f3
−→ · · ·
fn
−→ Xn = Y
}
To simplify notation and clarify the case n = 0, we will sometimes add redundant informa-
tion to the elements of the set Cn(X,Y ). Namely, we add all compositions of morphisms
and all identity morphisms of all objects Xi in the sequence. Then, a path of length n in C
becomes a collection of morphisms fij : Xi → Xj for 0 ≤ i ≤ j ≤ n so that fjk ◦ fij = fik
for all 0 ≤ i ≤ j ≤ k ≤ n, and so that fii is the identity morphism of Xi for each i. When
n = 0 we have only the identity morphism f00 of X = X0 = Y . (So, C0(X,Y ) is empty
when X 6= Y .)
The simplicial structure maps for N•C are given as follows. Let [n] := {0, 1, · · · , n}.
Then for any set mappings a : [n]→ [m] so that 0 ≤ a(i) ≤ a(j) ≤ m for all 0 ≤ i ≤ j ≤ n
we have the mapping a∗ : NmC → NnC given by
a∗((p, q) 7→ fpq) = ((i, j) 7→ fa(i)a(j))
The classifying space of C is the geometric realization of N•C which is the topological
space given by
BC = |N•C| :=
∐
n≥0
NnC ×∆
n/ ∼
with the quotient topology where ∆n is the standard n-simplex with vertices v0, · · · , vn and
the equivalence relation is given by
(f, a∗(t)) ∼ (a
∗f, t)
for all f ∈ NmC, t ∈ ∆
n and a : [n]→ [m]. The mapping a∗ : ∆
n → ∆m is the unique affine
linear mapping which sends vi to va(i) for all i ∈ [n].
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3.4.2. Proof of Lemma 3.18. By definition,
BG(S) =
∐
n
NnG(S)×∆
n/ ∼
So, NnG(S) is the disjoint union of four sets: NnH(S, ω), NnG(S0), the set of all paths (fij)
which included one positive morphism, call these negative paths, and the set of all paths
including one negative morphism, call these positive paths.
But, all positive paths lie in NnG+(S, ω) and all negative paths lie in NnG−(S, ω). Also,
NnG+(S, ω) contains NnH(S, ω)
∐
NnG(S0). Therefore,
BG(S) = BG+(S, ω) ∪BG−(S, ω)
Since a sequence of composable morphisms in G(S) contains at most one morphism not
in H(S, ω) or G(S0), a path cannot be both positive and negative. So any element of
NnG+(S, ω) ∩ NnG−(S, ω) lies in NnH(S, ω) or NnG(Sω). Therefore,
BG+(S, ω) ∩BG−(S, ω) = BH(S, ω)
∐
BG(Sω)
completing the proof of Lemma 3.18.
3.4.3. Proof of Lemma 3.19. We will use the following well-know construction of the cylinder
of a category. Let I be the category with two objects 0, 1 and exactly one nonidentity
morphism d : 0 → 1. Then, it is easy to see that BI is the unit interval [0, 1]. Since
B(C × D) = BC ×BD for any two small categories C,D, we get:
B(C × I) = BC × [0, 1]
with two ends given by B(C × 0) = BC × 0 and B(C × 1) = BC × 1.
To prove Lemma 3.19 it therefore suffices to construct an isomorphism of categories:
Φ : H(S, ω)× I ∼= G−(S, ω)
Such an isomorphism is given on objects by Φ(A, 0) = A for all A = A(α∗, ω) ∈ H(S, ω)
and Φ(A, 1) = ϕA = A(α∗). On morphisms, Φ is given by Φ([T ], idi) = [T ] for i = 0, 1 and
Φ([T ], d) = [Pω[1], T ]. It is easy to see that Φ is a functor, that it is the inclusion functor
on H(S, ω)× 0 and ϕ on H(S, ω)× 1.
The inverse of Φ is Ψ : G−(S, ω)→H(S, ω)× I given as follows.
(1) ΨA(α∗, ω) = (A(α∗, ω), 0) for all A(α∗, ω) ∈ H(S, ω).
(2) ΨA(β∗) = (A(β∗, ω), 1) for all A(β∗) ∈ G(Sω).
(3) Ψ[T ] = ([T ], id0) for all [T ] : A(α∗, ω)→ A(β∗, ω) in H(S, ω).
(4) Ψ[T ] = (ϕ−1[T ], id1) for all [T ] : A(α∗) → A(β∗) in G(Sω) where ϕ
−1[T ] = [T ]
considered as a morphism A(α∗, ω)→ A(β∗, ω). (See Proposition 3.16.)
(5) Ψ takes [Pω[1], T ] : A(α∗, ω)→ A(β∗) to ([T ], d) : (A(α∗, ω), 0)→ (A(β∗, ω), 1).
It follows from Lemma 3.15 and Proposition 3.16 that Ψ is well-defined and inverse to Φ.
This proves Lemma 3.19.
3.5. Key lemma. We will now prove the key lemma:
Lemma 3.20. The inclusion functor j : G(S0) →֒ G+(S, ω) induces a homotopy equivalence
to Bj : BG(S0) ≃ BG+(S, ω).
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The proof uses Quillen’s Theorem A which we now review.
Given any functor ψ : C → D between small categories C,D, the fiber category X\ψ of
ψ over any object X in D is defined to be the category of all pairs (Y, f) where Y ∈ C and
f : X → ψY is a morphism of D. A morphism (Y, f) → (Z, g) in X\ψ is defined to be a
morphism h : Y → Z in C so that g = ψh ◦ f : X → ψY → ψZ.
Theorem 3.21 (Quillen’s Theorem A). [Qu] If B(X\ψ) is contractible for every X ∈ D
then the mapping Bψ : BC → BD is a homotopy equivalence.
Remark 3.22. By a common abuse of language we will often say that a category is con-
tractible if its classifying space is contractible and a functor is a homotopy equivalence if it
induces a homotopy equivalence on classifying spaces.
To prove the key lemma it therefore suffices to show that the fiber category A0\j is
contractible for every fixed object A0 ∈ G+(S, ω). There are two cases. Either A0 ∈ G(S0)
or A0 ∈ H(S, ω). In the first case, A0\j is contractible since it has an initial object given
by (A0,A0, idA0). Therefore, we assume A0 = A(α∗, ω) ∈ H(S, ω).
The fiber category A0\j is the category of all positive morphisms [T ] : A0 → B ∈ G(S0).
The elements of Nk(A0\j) are equivalent to commuting diagrams:
A(α∗, ω)
zz✈✈
✈✈
✈✈
✈✈
✈
 ))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
B0 // B1 // · · · // Bk
where each Bi ∈ G(S0) and each arrowA(α∗, ω)→ Bi is a positive morphism. Such diagrams
are in bijection with filtrations T0 ⊆ T1 ⊆ · · · ⊆ Tk of nonempty partial cluster tilting sets
in C(α∗, ω) which have the following two properties.
(1) Tk does not contain Pω[1].
(2) T0 contains a module which maps onto Mω. (Equivalently, T0 6⊆ A(α∗).)
Using this description we will show that the simplicial set N•(A0\j) is isomorphic to a
familiar simplicial complex.
Suppose that α∗ = {α1, · · · , αn} has n elements. Then every cluster tilting set in the
finite set C(α∗, ω) has n + 1 elements and every subset of every cluster tilting set is a
partial cluster tilting set by definition. Therefore, the set of nonempty partial cluster tilting
sets is an n-dimensional simplicial complex which we denote Kn. By [IOTW15], |Kn| is
homeomorphic to the n-sphere Sn.
Lemma 3.23. Nonempty partial cluster tilting sets in C(α∗, ω) which do not contain Pω[1]
form a subcomplex En of Kn whose realization is homeomorphic to a closed n-disk Dn.
Proof. Pω[1] is a single vertex of K
n and its link is given by all nonempty partial cluster
tilting sets in C(α∗). This forms an n− 1 sphere which divides |K
n| = Sn into two halves.
The half containing Pω[1] is a cone on S
n−1 and thus standard. This implies that the other
half, which is |En| is also standard and thus an n-disk. 
Note that the boundary of |En| = Dn is the link of Pω[1] in K
n. We denote the
corresponding subcomplex of En by ∂En. Then ∂En is the set of all nonempty cluster
tilting sets in C(α∗).
Let Simp(En) be the “poset category” whose objects are the simplices of En with one
morphism σ → τ whenever σ ⊆ τ . Recall that the first barycentric subdivision of En is
sdEn = N•Simp(E
n).
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Lemma 3.24. The fiber category A(α∗, ω)\j is isomorphic to the full subcategory J of
Simp(En) consisting of all simplices σ which are not contained in ∂En.
Proof. The objects of A(α∗, ω)\j are nonempty partial cluster tilting sets [T ] with two
additional conditions listed earlier. If we ignore the conditions, we have a poset category
isomorphic to Simp(Kn) by definition. Adding the first condition give the full subcategory
Simp(En). Adding the second condition gives the full subcategory J . 
The key lemma now follows from the following elementary topological fact whose proof
is left as an easy exercise.
Proposition 3.25. Let En be a simplicial complex whose geometric realization |En| is
homeomorphic to the standard n-disk Dn. Let J be the subcomplex of the first barycentric
subdivision sdEn spanned by all barycenters bσ of simplices σ of E
n which are not contained
in the boundary of Dn. Then |J | is contractible.
3.6. G(S) is an HNN extension of G(S0). We will show that
G(S) = N(G(Sω), G(S0), ϕ, ψ)
where G = G(S0), H = G(Sω), ϕ : G(Sω) →֒ G(S0) is the monomorphism induced by
the inclusion Sω ⊆ S0 (see Proposition 3.12) and ψ : G(Sω) →֒ G(S0) is a monomorphism
which we now construct. The key step is the following theorem where we use the shorthand
notation [β] := [Mβ] and [−β] := [Mβ[1]].
Theorem 3.26. Taking the zero category 0 = A(∅) as basepoint for BG(S), we have an
isomorphism of groups G(S) ∼= π1BG(S) given by sending each generator x(β), β ∈ S of
G(S) to (the homotopy class of) the loop in BG(S) at A(∅) given by
A(∅)
[−β]
←−−− A(β)
[β]
−→ A(∅)
(going from left to right).
If S = {β} then this is true since the loop is the entire category. So, we can assume
this holds for S0 and Sω by induction on the size of S. Since H(S, ω) ∼= G(Sω), we get the
following corollary which we will use to prove the proposition.
Corollary 3.27. Taking A(ω) as basepoint for BH(S, ω), we have an isomorphism of
groups G(Sω) ∼= π1BH(S, ω) given by sending each generator x(α), α ∈ Sω of G(Sω) to (the
homotopy class of) the loop in BH(S, ω) at A(ω) given by
A(ω)
[−α]
←−−− A(α, ω)
[α]
−→ A(ω)
(going from left to right).
We define ψ : G(Sω)→ G(S0) to be the homomorphism:
G(Sω) ∼= π1BH(S, ω)→ π1BG+(S, ω) ∼= π1BG(S0) = G(S0)
induced by the inclusion functors H(S, ω) →֒ G+(S, ω) and G(S0) →֒ G+(S, ω) and by the
choice of paths γ = [ω] as explained below.
First, we recall that, when a continuous mapping f : X → Y fails to take the basepoint
x0 ∈ X to the basepoint y0 ∈ Y , we need to choose a path γ from f(x0) to y0 in order
to get an induced map on fundamental groups. Then, for any [α] ∈ π1(X,x0), we define
π1(f, γ)[α] ∈ π1(Y, y0) to be the homotopy class of the loop at y0 given by γ
−1f(α)γ.
In our case we take γ to be the path in BG+(S, ω) from the base point A(ω) of BH(S, ω)
to the basepoint A(∅) of BG(S0) given by the positive morphism [ω] : A(ω)→ A(∅).
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Proposition 3.28. The homomorphism ψ : G(Sω) → G(S0) has a left inverse and is
therefore a monomorphism. Furthermore, ψ is given on generators x(α) for α ∈ Sω by
(3.2) ψ(x(α)) =
∏
x(γi)
where γi runs over all real Schur roots of the form γi = aiα + biω where ai > 0 and the
product is taken in decreasing order of the ratio bi/ai.
Proof. We show that the second statement implies the first. Let ι : G(S0) → G(S) be the
homomorphism induced by the inclusion S0 →֒ S. Let φ be the automorphism of G(S)
given by conjugation by x(ω). Thus φ(g) = x(ω)gx(ω)−1. Then, by the defining relations
of G(S), we have
φ ◦ ι ◦ ψ(x(α)) = x(ω) (
∏
x(γi)) x(ω)
−1 = x(α)
Therefore φ◦ι◦ψ : G(Sω)→ G(S) is the split monomorphism with left inverse r and r◦φ◦ι
is a left inverse for ψ.
It remains to prove the equation (3.2). Since ψ is defined in terms of the inclusion functor
H(S, ω) →֒ G+(S, ω), we need to look at the positive morphisms A(α, ω) → A(∅). These
are given by all cluster tilting sets in C(α, ω) which do not include Pω[1]. Since C(α, ω) is
finite, there are six possible cases: A1 ×A1, A2, B2, B
op
2 = C2, G2, G
op
2 . We will use type C2
as an example. The other cases are very similar.
When we say that C(α, ω) has type C2 we mean that the division ring Fα is a degree two
extension of Fω. The Auslander-Reiten quiver of the category A(α, ω) has four objects:
Pω
!!❇
❇❇
❇
Iω
Pα
==④④④④
Iα
>>⑥⑥⑥
with dimension vectors α, β, γ, ω, respectively, where β = α + ω and γ = β + 2ω. The
objects of C(α, ω) are Pω, Pα, Iα, Iω, Pα[1], Pω [1]. Of these, the first five give all positive
morphisms from A(α, ω) to a wide category of rank 1. Consecutive pairs from these first
five objects give all four positive morphisms A(α, ω)→ A(∅), each of which can be factored
in two ways. This gives the following commuting diagram in G+(S, ω).
A(ω)
[ω]

A(α, ω)
[−α]
oo
[α]
//
[γ]

[ω]
zz✉✉
✉✉
✉✉
✉✉
✉ [β]
$$■
■■
■■
■■
■■
A(ω)
[ω]

A(∅) A(γ)
[γ]

[−γ]
oo A(β)
[β] $$■
■■
■■
■■
■■
[−β]zz✉✉
✉✉
✉✉
✉✉
✉
A(α)
[−α]

[α]
// A(∅)
A(∅) A(∅)
The homomorphism ψ sends x(α) first to the loop at A(ω) given by the top row of the
diagrams as in Corollary 3.27:
A(ω)
[−α]
←−−− A(α, ω)
[α]
−→ A(α)
then to the loop at A(∅) given by the path
A(∅)
[ω]−1
−−−→ ·
[−α]−1
−−−−→ ·
[α]
−→ ·
[ω]
−→ A(∅)
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which is homotopic to the path [−γ]−1[γ][−β]−1[β][−α]−1[α]. In other words,
ψ(x(α)) = x(γ)x(β)x(α)
These correspond to the objects in the AR quiver of A(α, ω) in reverse order starting from
the (relatively) injective module Iα and ending in the (relatively) simple projective module
Pα in all cases. Therefore, (3.2) holds in all cases. Our proposition follows. 
Recall that we are assuming by induction that Theorem 3.26 holds for S0 and Sω by
induction on |S|.
Corollary 3.29. Let S = S0 ∪ {ω} be as above. Then G(S) is isomorphic to the HNN
extension N(G(Sω), G(S0), ι, ψ) where ι : G(Sω) →֒ G(S0) is the inclusion map and ψ :
G(Sω) →֒ G(S0) is the split monomorphism described above. The isomorphism
N(G(Sω), G(S0), ι, ψ) ∼= G(S)
is the inclusion map on G(S0), G(Sω) and sends the new generator t to x(ω)
−1.
Proof. The HNN extension N(G(Sω), G(S0), ι, ψ) adds one generator t
−1 = x(ω) to G(S0)
and, for each α ∈ S0, the new relation
x(α) = x(ω)ψ(x(α))x(ω)−1
By (3.2), this is equivalent to the relation
x(α)x(ω) =
∏
x(γi)
where γi runs over all real Schur roots of the form γi = aiα+ biω including the case ai = 0
and the product is taken in decreasing order of the ratio bi/ai. These are the defining
relations of G(S) which are not in G(S0), proving the corollary. 
Proof of Theorem 3.26. We have completed the proofs of all statement in the outline in Sec-
tion 3.2. Therefore, by Theorem 3.7, BG(S) is a K(π, 1) with π equal to the HNN extension
N(G(Sω), G(S0), ι, ψ) which is equal to G(S) with generators x(α) ∈ G(S) corresponding
to either x(α) ∈ G(S0) or to t
−1 by Corollary 3.29 above. This proves the theorem for all
finite convex S. 
The proof above also completes the proof of the main Theorem 3.5.
4. Picture groups
We will show that, when Λ has finite representation type, the classifying space of the clus-
ter morphism category of mod-Λ is the CW-complex associated to the algebra in [ITW16]
using pictures. This cell complex has one k-cell e(A) for every wide subcategory of mod-Λ
of rank k. We extend this construction to a space X(S) for every finite convex set S of
real Schur roots and show that X(S) is homeomorphic to BG(S). We will write ε(A) for
the cell in BG(S) corresponding to e(A) ⊆ X(S). We will also construct the cellular chain
complex of X(S) ≃ BG(S) to be used in later papers.
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4.1. Construction of the CW-complex X(S). For every object A in G(S) we will con-
struct a simplicial complex whose geometric realization E(A) is homeomorphic to a disk of
dimension equal to the rank of A. There is a continuous mapping E(A)→ BG(S) which is
an embedding on the interior of E(A) and BG(S) will be the disjoint union of the images
ε(A) of these interiors. When C(A) is not finite, E(A) is not compact and therefore cannot
be homeomorphic to a disk and our construction would not give a CW-complex. Therefore,
finiteness of S is essential for this construction.
Suppose A = A(α∗) with rank n. Then the set of real Schur roots in Zα∗ ∼= Z
n, being
finite by the assumption that they all lie in the finite set S, is the root system Φ(α∗) of a
disjoint union of Dynkin quivers which form the valued quiver associated to A. Let K(A)
be the simplicial complex whose vertices are the positive roots Φ+(α∗) and the negative
projective roots in Φ(α∗). These are the dimension vectors of the objects of C(A). A set of
vertices span a simplex in K(A) if they are pairwise ext-orthogonal. It is well-known (see
[IOTW15]) that the geometric realization |K(A)| is homeomorphic to the n−1 sphere. For
example, when n = 1, there are only two roots α,−α and |K(A)| = S0 is two points.
Let simp+K(A) be the poset category of simplices in K(A) ordered by inclusion, in-
cluding the empty simplex. Let simpK(A) be the full subcategory of nonempty sim-
plices. The classifying space B simpK(A) is the first barycentric subdivision of K(A)
and B simp+K(A), being the cone on B simpK(A) is a triangulated n disk. We define
E(A) := B simp+K(A)
∼= Dn.
We define the picture space X(S) to be the union of cells:
X(S) =
∐
A∈G(S)
E(A)/ ∼
with identifications given as follows.
For every cluster morphism [T ] : A → B in the category G(S) of rank rkA − rkB = k
we have the embedding
σT : C(B) →֒ C(A)
with image CT (A) so that X,Y ∈ C(B) are ext-orthogonal if and only if σTX,σTY are
ext-orthogonal in C(A). This induces an embedding of categories:
ΣT : simp+K(B)→ simp+K(A)
which sends every p-simplex X in simp+K(B) (p ≥ −1) to the (p + k)-simplex
ΣTX = σTX ∪ T
in simp+K(A). In particular, it sends the cone point in simp+K(A) to the k − 1 simplex
spanned by the k objects of T .
Lemma 4.1. Given [T ] : A → B and [S] : B → C with composition [S] ◦ [T ] = [T ∪ σTS] :
A → C, we have
ΣT∪σTS = ΣTΣS
Proof. For any X in simp+ C we have
ΣTΣSX = ΣT (S ∪ σSX) = T ∪ σTS ∪ σTσSX = σT∪σTSX
since σTσS = σT∪σTS (1.2). 
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On classifying spaces, this gives an embedding of cells:
BΣT : E(B) = B simp+K(B)→ B simp+K(A) = E(A)
which sends the center of E(B) to the barycenter of the k − 1 simplex spanned by T .
Let e(A), e(A) be the images of E(A) and its interior in X(S). Then the statement that
the quotient space ⋃
e(A) =
∐
A∈G(S)
E(A)/ ∼ ,
with equivalence relation given by identifying every point in E(B) to its image in E(A) under
all mappings BΣT : E(B)→ E(A) constructed as above, is a CW-complex is equivalent to
the following proposition.
Proposition 4.2. For a fixed A ∈ G(S) of rank n, the embeddings BΣT : E(B) →֒ E(A)
for all cluster morphisms [T ] : A → B of rank ≥ 1 define a continuous map
ηA : ∂E(A) = B simpK(A)→
⋃
rk B<n
e(B)
giving the attaching map for the cell e(A) in a CW-complex X(S) =
⋃
e(A).
Proof. If n = 0 then ∂E(A) is empty and there is nothing to prove. So, suppose that n > 0
and the proposition holds for numbers < n. In particular
⋃
rkB<n e(B) is a CW-complex
The statement is that the maps BΣT : E(B)→ E(A) together form a surjective contin-
uous mapping ⋃
[T ]:A→B
e(B) =
∐
E(B)/∼ ։ ∂E(A)
and that, furthermore, any two elements which map to the same point in ∂E(A) are already
identified in the subcomplex
⋃
[T ]:A→B e(B) ⊆
⋃
rkB<n e(B).
To prove the surjectivity statement, take any point z ∈ ∂E(A). Then z will be in the
span of a simplex
Z∗ : Z0 ⊂ Z1 ⊂ · · · ⊂ Zp
where each Zi is nonempty. Let B = |Z0|
⊥. Then [Z0] : A → B is a cluster morphism of
positive rank and the p-simplex Z∗ in ∂E(A) is the image of the p-simplex
X∗ : X0 ⊂ X1 ⊂ · · · ⊂ Xp
in E(B) where X0 = ∅ and each Xi is the unique partial cluster tilting set in B so that
Zi = Z0 ∪ σZ0Xi = ΣZ0Xi
and z = BΣZ0x where x is a point in the simplex spanned by X∗. Therefore,
⋃
BΣT :⋃
e(B)։ ∂E(A) is surjective.
Now suppose that y ∈ E(B′) maps to the same point z ∈ ∂E(A) under the map induced
by [T ] : A → B′. Since each ΣT is an embedding, this implies that y lies in the interior of
a simplex of the same dimension as Z∗, say, Y∗ : Y0 ⊂ Y1 ⊂ · · · ⊂ Yp. This implies that
Zi = T ∪ σTYi
In particular, T ⊆ Z0 and Z0 = T ∪ σTY0. In other words, the morphism [Z0] : A → B
is the composition of [T ] and [Y0] : B
′ → B. By Lemma 4.1, this implies ΣZ0 = ΣT ◦ ΣY0 .
Since ΣT is an embedding, the equation
ΣTYi = Zi = ΣZ0Xi = ΣTΣY0Xi
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implies Yi = ΣY0Xi for all i. So, y = BΣY0(x) and the points x, y are identified in the
subcomplex
⋃
e(B). 
4.2. Proof that X(S) = BG(S). We will show:
Theorem 4.3. For any finite convex set S of real Schur roots, we have a homeomorphism
X(S) ∼= BG(S).
The image of e(A) ⊆ X(S) in BG(S), denoted ε(A), is the union of all simplices corre-
sponding to sequences of composable morphisms
A0 → A1 → · · · → Ap
where A0 = A. The center of the cell e(A) maps to A considered as a vertex of BG(S).
Remark 4.4. Since the top dimensional simplices are given by maximal sequences of com-
posable morphisms which in turn are given by signed exceptional sequences for A, each
such sequence will give an orientation for the cell ε(A).
The proof of Theorem 4.3 is based on the following general observation.
Proposition 4.5. The classifying space of any small category D is equal to the union of
classifying spaces B(X\D) of under-categories X\D for all X ∈ D modulo the identifications
given by all mappings
Bf∗ : B(Y \D)→ B(X\D)
induced by all morphisms f : X → Y in D. Furthermore, the image of B(X\D) in BD is
the union of all simplices corresponding to sequences of composable morphisms
X → X1 → X2 → · · · → Xp
and the identity morphism (X, idX ) ∈ X\D maps to the vertex X in BD. 
Since this statement follows from the definitions and holds in any category, we leave the
proof to the reader.
Lemma 4.6. For any object A in the category G(S) we have an isomorphism of categories:
A\G(S) ∼= simp+K(A)
given by sending each objects [T ] : A → B in A\G(S) to the simplex T considered as an
object of simp+K(A). This inducing a homeomorphism B(A\G(S))
∼= E(A) ∼= Dn.
Proof. Recall that the objects of A\G(S) are cluster morphisms [T ] : A → B given by partial
(unordered) cluster tilting sets T = {T1, · · · , Tk} ⊂ C(A). There is a unique morphism
[T ] → [S] if and only if T ⊆ S. Thus A\G(S) is a poset category and the mapping
A\G(S) → simp+K(A) sending [T ] to T gives an isomorphism of partial ordered sets and
therefore an isomorphism of poset categories. 
Proof of Theorem 4.3. Proposition 4.5 and Lemma 4.6 imply that
BG(S) =
∐
A∈G(S)
B(A\G(S))/∼ ∼=
∐
A∈G(S)
E(A)/∼ =
⋃
A∈G(S)
e(A) = X(S).
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It remains to show that the identifications on the cells E(A) ∼= B(A\G(S)) are the same in
BG(S) and in X(S). This is equivalent to showing that the following diagram of functors
commutes for any morphism [T ] : A → B.
B\G(S)
[T ]∗

// simp+K(B)
ΣT

A\G(S) // simp+K(A)
But this follows from the fact that the vertical maps are defined by the same formula.
Namely, they both take the partial cluster tilting set X in B to T ∪ σTX in A.
This commuting diagram of categories induces a commuting diagram of classifying spaces
showing that BG(S) and X(S) are made from the same pieces pasted together in the same
way. So, they are homeomorphic. 
4.3. Example. Suppose that A = A(α, β) where Mα,Mβ are relative simple projectives.
Then the only objects in C(α, β) are Mα,Mα[1],Mβ ,Mβ [1] and
β
③③
③③
③
❅❅
❅❅
❅
K(α, β) = −α
❉❉
❉❉
α
⑦⑦
⑦⑦
−β
This simplicial complex has 4 edges, 4 vertices and one empty simplex:
{−α, β} βoo // {α, β}
simp+K(α, β) = −α
OO

∅
OO

oo //
dd■■■■■■■■■■■
;;✈✈✈✈✈✈✈✈✈✈
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉
##❍
❍❍
❍❍
❍❍
❍❍
❍ α

OO
{−α,−β} −βoo // {α,−β}
with classifying space E(A(α, β)) ∼= D2. This category is isomorphic to the under-category:
A(∅) A(α)
[−α]oo [α] // A(∅)
A(α, β)\G(S) = A(β)
[β]
OO
[−β]

A(α, β)
[β]
OO
[−β]

[−α]oo [α] //
[−α,β]
ee❑❑❑❑❑❑❑❑❑❑
[α,β]
99ssssssssss
[−α,−β]
yysss
ss
ss
ss
s
[α,−β]
%%❑❑
❑❑
❑❑
❑❑
❑❑
A(β)
[−β]

[β]
OO
A(∅) A(α)
[−α]
oo
[α]
// A(∅)
The space BG(α, β) ∼= X(α, β) has four cells: ε(A(∅)) which is at each of the four vertices
in the diagram, ε(A(α)) which is the interior of the top and bottom rows, ε(A(β)) which is
the interior of the left and right columns and ε(A(α, β)) which is the interior of the square.
So,
X(α, β) ∼= BG(α, β) = S1 × S1
38
is a torus.
4.4. Semi-invariant labels. One of the key properties of the picture space X(S) is that
it has a “normally oriented” codimension one subcomplex
D(S) =
⋃
β∈S
D(β)
where each D(β) is locally the support of the virtual semi-invariant with det-weight β (Def-
inition 1.14). Using the categorical version of X(S), these subspaces are easy to describe.
Definition 4.7. For any β ∈ S, let D(β) ⊆ BG(S) be the union of all simplices given by
composable sequences of morphisms
A0 → A1 → · · · → Ap
where Mβ ∈ Ap. Then D(S) =
⋃
D(β) is the union of all simplices given by sequences of
morphisms as above where Ap is nonzero.
It follows directly from this definition that the complement of D(S) in BG(S) ∼= X(S)
is the open star of A(∅) which is, by definition, the set of all points so that the barycentric
coordinate of A(∅) is positive. This is a contractible space with deformation retraction to
the vertex A(∅) given by linear deformation of barycentric coordinates.
In the universal covering X˜(S) of X(S), the complement of the inverse image D˜(S)
of D(S) in X˜(S) is a disjoint union of contractible spaces, one for each element of the
fundamental group G(S) of X(S). This gives is a locally constant function
g : X˜(S)\D˜(S)→ G(S)
which has the following property.
For any root β ∈ S, let xt be the path in X(S) given by the cell E(A(β)) ∼= BA(β)\G(S)
going from left to right along the path
A(∅)
[−β]
←−−− A(β)
[β]
−→ A(∅).
This path intersects D(β) only in its midpoint A(β). Since this represents the generator
x(β) of G(S), any lifting x˜t of this path to X˜(S) ∼= BG(S) will have the property that
g(x˜1) = g(x˜0)x(β).
We will now determine the relationship between the subcomplex D(β) ⊆ X(S) and the
subspace Dα∗(β) ⊆ Rα∗ defined in Theorem 1.15. Suppose that A = A(α1, · · · , αn) where
αi ∈ S. Then, for each positive root β ∈ Φ+(A), we recall that
Dα∗(β) = {v ∈ Rα∗
∼= Rn | 〈v, β〉 = 0 and
〈
v, β′
〉
≤ 0 ∀β′ ⊆ β, β′ ∈ Φ+(A)}
This is a closed convex subset of the hyperplane {v ∈ Rα∗ | 〈v, β〉 = 0}. This hyperplane
has a normal orientation. The positive side is the set
{v ∈ Rα∗ | 〈v, β〉 > 0}.
For example, β is on the positive side of Dα∗(β). One point in Rα∗ which is on the positive
side of all of these hyperplanes is the dimension vector of the sum of all projective objects.
We recall that Dα∗(β) contains the dimension vector of any object M ∈ C(A) with the
property that
HomΛ(|M |,Mβ) = 0 = Ext
1
Λ(|M |,Mβ),
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i.e., |M | ∈ ⊥Mβ . This implies that, given any cluster tilting set T = (T1, · · · , Tn) in C(A),
with corresponding c-vectors (−γ1, · · · ,−γn), we have
dimTi ∈ Dα∗(|γj |)
for all i 6= j. Furthermore, dimTj is on the positive or negative side of Dα∗(|γj |) depending
on whether γj is positive or negative, respectively.
For any n-dimensional simplicial complex we define a normal orientation on an n − 1
simplex τ to be the assignment of a sign (+ or −) to each n-simplex containing τ as a face.
A normal orientation of an n − 1 dimensional subcomplex of an n-dimensional simplicial
complex is defined to be a normal orientation of each of its n − 1 simplices. We do not
assume any consistency between orientations of adjacent n− 1 simplices.
Definition 4.8. Let A ∈ G(S) of rank n and let β ∈ Φ+(A). We define LA(β) ⊂ K(A) to
be the normally oriented codimension one subcomplex consisting of simplices all of whose
vertices lie in A ∩ ⊥Mβ. The normal orientation is given in the discussion above. Namely,
an n − 1-simplex T = {T1, · · · , Tn} with one face ∂iT in
⊥Mβ has positive sign if the
corresponding vector γi is positive (the c-vector −γi is negative). Take the full subcategory
simp+ LA(β) ⊂ simp+K(A) which is normally oriented when considered as a simplicial
complex. Denote its classifying space by
DA(β) = B simp+ LA(β) ⊂ B simp+K(A) = E(A).
For a fixed A with rank n, the space
L(A) =
⋃
β∈Φ+(A)
B simpLA(β) ⊂ B simpK(A) ∼= S
n−1
is the picture for A as defined in [ITW16] and B simpLA(β) is the normally oriented
subset labeled β. The following proposition shows that the spaces D(β) ⊆ BG(S) play the
analogous role. So, the union D(S) =
⋃
D(β) is a generalization of a picture.
Proposition 4.9. DA(β) ⊆ E(A) is the inverse image of ε(A) ∩D(β) under the epimor-
phism E(A) ։ ε(A). Furthermore, the normal orientation of DA(β) is such that each
embedding of the 1-cell E(A(β)) in E(A), oriented by the path [−β]−1[β] passes from the
negative to the positive side of DA(β).
Proof. By Theorem 4.3 and the definition of D(β), the intersection ε(A(α∗)) ∩D(β) is the
union of all simplices in BG(S) corresponding to sequences of morphisms A0 → · · · → Ap
starting at A0 = A(α∗) and ending at Ap = A(β). If the rank of A(α∗) is n, the composition
of these morphisms is a morphism
[T ] : A(α∗)→ A(β)
where T = (T1, · · · , Tn−1) is a cluster tilting set in A(α∗) ∩M
⊥
β . Such a cluster tilting set
corresponds to a maximal simplex in LA(α∗)(β) and the sequence of objects Ai correspond
to faces of this simplex starting with the empty face. So, the inverse image of ε(A) ∩D(β)
in E(A) is DA(β) = B simp+ LA(β) ⊂ B simp+K(A).
Conversely, any simplex in DA(β) is a chain of faces of a maximal simplex in LA(β).
Such a chain corresponds to an ordered cluster tilting set in A∩M⊥β which corresponds to a
maximal chain of morphisms A → · · · → A(β) which is a maximal simplex in ε(A)∩D(β).
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The completion of the cluster tilting set T is given by the composition of [T ] : A → A(β)
with [Mβ ] : A(β) → A(∅) which is [Mβ] ◦ [T ] = [T, σTMβ] : A → A(∅). The cluster tilting
set (T1, · · · , Tn−1, σTMβ) has last c-vector −γn = −β since 〈dimTi, β〉 = 0 and
〈dimσTMβ, β〉 = 〈β, β〉 > 0
Therefore, the normal orientation of DA(β) assigns a positive sign to the maximal simplex
{T1, · · · , Tn,Mβ}. But this is equivalent to saying that [−β]
−1[β] goes through DA(β) in
the positive direction as claimed. 
4.5. Cellular chain complex for X(S). We recall that the cellular chain complex of any
CW -complex X is:
· · · → Cn(X)
dn−→ Cn−1(X)→ · · · → C1(X)
d1−→ C0(X)→ 0
where Cn(X) is the free abelian group generated by the n-cells of X with some chosen
orientation for each cell. The boundary map dn : Cn(X)→ Cn−1(X) is given by an integer
matrix whose ij coordinate is the incidence number of the composition
Sn−1
ηj
−→ Xn−1
πi−→ Sn−1
where Xn−1 is the n− 1 skeleton of X, ηj is the attaching map of the jth n-cell of X and
πi is the map which collapses all cells in X
n−1 to a point except for the ith n− 1-cell.
In the case X = X(S), where S is a finite convex set of real Schur roots, the generators
of Cn(X) are oriented wide categories A = A(α1, · · · , αn) where αi ∈ S. We denote this
element [A] ∈ Cn(X). The orientation is given by the ordering of the hom-orthogonal roots
αi which span A(α∗). Any odd permutation of the αi will change the sign of the generator.
For example [A(α2, α1)] = −[A(α1, α2)].
Theorem 4.10. The boundary map dn : Cn(S) → Cn−1(S) is given on each oriented
generator A = A(α1, · · · , αn) by
dn[A] =
∑
β∈Φ+(A) not projective
det(cij)[A ∩M
⊥
β ]
where the sum is over all nonprojective exceptional roots β ∈ Φ+(A) ⊆ S. The sign
det(cij) = ±1 is the determinant of the unique integer matrix (cij) satisfying
βi =
n∑
j=1
cijαj
for all 1 ≤ i ≤ n where A∩β⊥ = A(β1, · · · , βn−1) is any chosen orientation of B = A∩M
⊥
β
and βn = β.
Proof. By Theorem 4.3, the n-cell ε(A) in X(S) is the union of n-simplices A0 → A1 →
· · · → An where A0 = A. The first morphism A → B = A1 is given by a single exceptional
object [Mβ] in the cluster category of A and the n − 1 simplex B = A1 → · · · → An is
part of the n− 1 cell ε(B). Every simplex is oriented by the ordering of its vertices. Since
each maximal chain of composable morphisms A = A0 → · · · → An is given by a signed
exceptional sequence, each such sequence gives an orientation of ε(A).
Claim: The corresponding sequence of dimension vectors (α1, · · · , αn) is unique up to
invertible integer matrix tranformation. I.e., βi =
∑
cijαj where (cij) ∈ GL(n,Z) for any
other such sequence (βi).
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Proof of Claim: Any two exceptional sequences can be transformed into each other by
braid moves. Each braid move changes the sequence of dimension vectors by transposing
two and adding a multiple of one to the other. The signs in a signed exceptional sequence
can be changed by multiplication by a diagonal matrix with entries ±1. In all cases, the
dimension vectors change by an integer matrix of determinant ±1.
Suppose we have a fixed orientation of the n-cell ε(A). Then which morphisms [Mβ] :
A → B do we have? By definition of cluster morphism, there is one such morphism for
every (isomorphism class of) indecomposable object Mβ of the cluster category of A. These
objects have target B = A ∩M⊥β . Each wide subcategory B ⊆ A of rank n − 1 occurs in
this way and Mβ is uniquely determined by B except in the case when Mβ is projective in
which case [Mβ[1]] = [M−β] is also a morphism A → B.
When Mβ is not projective, the incidence number of ε(A) with ε(B) is ±1 and the
sign is determined by the choice of orientation of both A and B. The orientation of B
is specified by an n − 1 simplex: B = B1 → B2 → · · · → Bn = 0 which is given by a
signed exceptional sequence (β1, · · · , βn−1). Appending the morphism [Mβ ] : A → B gives
the signed exceptional sequence (β1, · · · , βn−1, β). If (cij) is the comparison matrix of this
sequence with (α1, · · · , αn) then det(cij) is the incidence number of [A] with [B].
For each projective object P = Mβ ∈ A there are two objects in the cluster category:
P and P [1] = M−β . This gives two morphisms [M±β] : A → B. For any fixed orientations
(α∗), (β∗) of A,B = A ∩ P
⊥ these two morphisms have opposite sign since the sign of the
last vector βn = ±β changes. Therefore, the incidence number of [A] and [A∩ P
⊥] is zero.
This proves the formula for dn : Cn(X(S))→ Cn−1(X(S)) for any finite convex set S. 
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