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Resumen
En este artı´culo, se ofrecen diferentes leyes de control de Control Predictivo Basado en Modelos con el ﬁn de mejorar la
estabilidad y robustez. El Constrained Receding-Horizon Predictive Control (CRHPC) proporciona estabilidad (en ausencia de
incertidumbre), y la te´cnica Bounded Data Uncertainties (BDU) proporciona una regularizacio´n guiada que mejora el mal condi-
cionamiento y la robustez, resultando en el original CRHPC-BDU. El objetivo de este artı´culo consiste, por una parte, en ofrecer
leyes de control alternativas para el CRHPC, usando diferentes herramientas matema´ticas y compararlas. E´stos constituyen la base
para extender dichas estrategias al CRHPC-BDU. Ası´, una de las principales contribuciones consiste en obtener una versio´n de
CRHPC-BDU ma´s robusta y con menor coste computacional. Copyright c© 2013 CEA. Publicado por Elsevier Espan˜a, S.L. Todos
los derechos reservados.
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1. Introduction
En el contexto del control de procesos, la estrategia Control
Predictivo Basado en Modelos (MPC, Model Predictive Con-
trol) se puede encontrar en una amplia variedad de aplicaciones
industriales (Qin and Badgwell, 1997, 2003; Lee, 2011). En
este caso, las acciones de control se calculan mediante la op-
timizacio´n de una funcio´n de coste a lo largo de un horizonte
de tiempo mo´vil (horizonte de prediccio´n). Dicho ı´ndice incor-
pora unos factores de ponderacio´n empı´ricos para las acciones
de control, los cuales mejoran la robustez del sistema (Camacho
and Bordo´ns, 2004).
Frente al ajuste empı´rico de dicha penalizacio´n del esfuer-
zo de control, la te´cnica BDU (Bounded Data Uncertainties)
proporciona una manera guiada de sintonizado, que se usa ha-
bitualmente en problemas de estimacio´n de para´metros (Sayed
et al., 2002; Subramanian and Sayed, 2004; Watson, 2001),
pero escasamente en el control de procesos (Ramos et al., 2005,
2007; Sayed et al., 1998).
Dentro del MPC, un esquema que proporciona estabilidad
del bucle cerrado, es el Constrained Receding-Horizon Predic-
tive Control (CRHPC) (Clarke and Scattolini, 1991; Rossiter
and Kouvaritakis, 1994), el cual logra dicho cometido mediante
la imposicio´n de restricciones sobre la salida.
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Ası´, fusionando, por una parte el CRHPC y por otra BDU,
se obtiene el controlador CRHPC-BDU (Ramos et al., 2008,
2009), que proporciona robustez y estabilidad. Por tanto, la te´cni-
ca BDU sirve para sintonizar, de un modo guiado, el para´metro
de penalizacio´n del esfuerzo de control del CRHPC cuando hay
incertidumbre.
Como aportaciones principales de este trabajo, por una parte,
se ha profundizado en el CRHPC, ofreciendo leyes de control
para el mismo diferentes a la original y la presentada en tra-
bajos previos (Ramos et al., 2009), con diferentes herramien-
tas y comprobando la equivalencia entre ellas. Lo cual sirve de
base para plantear tambie´n otras leyes de control del CRHPC-
BDU, diferentes a la presentada en trabajos previos (Ramos
et al., 2008, 2009), y que consiguen mejoras en la estabilidad
del sistema en presencia de incertidumbre, robustez y tiempo
de co´mputo.
La estructura del artı´culo es la siguiente: Inicialmente, la
seccio´n 2, constituye una extensio´n de la introduccio´n donde se
plantea el controlador CRHPC, la seccio´n 3 presenta las dife-
rentes leyes de control del CRHPC, y se comparan. En la sec-
cio´n 4 se presentan, brevemente, los fundamentos de la te´cni-
ca BDU, para mostrar en la seccio´n 5, las diferentes leyes de
control para el CRHPC-BDU. Posteriormente, se plasman las
bondades del CRHPC-BDU en diferentes ejemplos sobre una
columna de destilacio´n, en la seccio´n 6. Y ﬁnalmente, las con-
clusiones en la seccio´n 7.
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2. Fundamentos del CRHPC
El CRHPC (Clarke and Scattolini, 1991) es una variante del
GPC (Clarke et al., 1987a,b) que garantiza la estabilidad del
bucle cerrado al imponer restricciones sobre la salida. La idea
ba´sicamente consiste en calcular una secuencia de acciones de
control futuras (horizonte de control Nu) para forzar a que la
salida predicha sea exactamente igual a la referencia durante un
horizonte m suﬁcientemente largo tras el horizonte de predic-
cio´n N.
En realidad, se utilizan algunos grados de libertad (g.d.l.)
del controlador para forzar esta igualdad mientras que el resto
se utilizan para minimizar el ı´ndice de coste a lo largo del hori-
zonte de prediccio´n. A partir del GPC, se plantea el CRHPC de
la siguiente forma
min
Δu
[
‖ G1Δu − e1 ‖22 +ρ ‖ Δu ‖22
]
s.a. G2Δu = e2 (1)
siendo G1 y G2 matrices que se forman a partir de los coeﬁ-
cientes de la respuesta ante escalo´n unitario, para los horizontes
N y m, respectivamente, e1 y e2 la diferencia entre los vectores
de referencia futura y la prediccio´n de la respuesta libre, para
los horizontes N y m, respectivamente, Δu es el vector de los
futuros incrementos de acciones de control (para el horizonte
Nu) y ρ el para´metro de penalizacio´n del esfuerzo de control.
Deﬁniendo las matrices
G˜Nu×Nu =
[
GT1 G1 + ρI
]−1
(2)
Mm×m =
[
G2G˜GT2
]−1
(3)
se puede obtener una solucio´n original analı´tica a este problema
de minimizacio´n utilizando multiplicadores de Lagrange, pro-
duciendo el siguiente resultado (Yoon and Clarke, 1995)
Δuˆ = G˜[I −GT2 MG2G˜]GT1 e1 + G˜GT2 Me2. (4)
El resultado es bastante ma´s complejo y con una carga com-
putacional mayor que la solucio´n de un GPC esta´ndar, y adema´s
hay que tener cuidado con la inversio´n de las matrices G˜ y M,
puesto que se pueden dar casos de mal condicionamiento.
Un modo de evitar la inversio´n de matrices, consiste en
plantear la siguiente ecuacio´n lineal extendida (Yoon and Clarke,
1995) [
G˜−1 GT2
G2 0
] [
Δuˆ
ν
]
=
[
GT1 e1
e2
]
(5)
donde ν es el multiplicador de Lagrange para la restriccio´n ter-
minal. El sistema se resuelve fa´cilmente mediante eliminacio´n
Gaussiana. A partir del sistema[
Δuˆ
ν
]
=
[
G˜−1 GT2
G2 0
]−1 [ GT1 e1
e2
]
(6)
siendo G˜−1 y G2G˜GT2 matrices no singulares, y usando el com-
plemento de Schur y aplicando el lema de inversio´n de matrices[
Δuˆ
ν
]
=
[
G˜[I −GT2 MG2G˜] G˜GT2 M
−MG2G˜ M
] [
GT1 e1
e2
]
(7)
se puede obtener la solucio´n (4) para Δuˆ.
3. Nuevas leyes de control del CRHPC
En esta seccio´n, se presentan y describen tres soluciones
alternativas al CRHPC original, es decir, tres leyes de control
para CRHPC distintas en apariencia a la presentada en (4), pero
equivalentes, ya que proporcionan similares resultados, y se
comprueba su equivalencia.
La ventaja de estas nuevas leyes de control frente a (4) ra-
dica en el hecho de que ya no requieren la inversio´n de dos
matrices, a lo sumo una, estando menos expuesto a problemas
de mal condicionamiento.
Por otra parte, estas soluciones alternativas son la base y
fundamento para poder obtener nuevas leyes de control para
el CRHPC-BDU, como se vera´ en la seccio´n 5, donde se ob-
tienen considerables mejoras. A continuacio´n se muestran las
tres soluciones alternativas del CRHPC, y posteriormente se
comprueba su equivalencia.
3.1. La solucio´n mediante μ→ ∞
Una forma interesante de obtener una solucio´n al proble-
ma (1) consiste en plantearlo como un problema de mı´nimos
cuadrados regularizado sin restriccio´n. Ası´, la ecuacio´n (1) re-
sulta
min
Δuμ
⎡⎢⎢⎢⎢⎢⎣∥∥∥∥∥∥
[
G1
μG2
]
Δuμ −
[
e1
μe2
]∥∥∥∥∥∥2
2
+ ρ ‖ Δuμ ‖22
⎤⎥⎥⎥⎥⎥⎦ (8)
para valores elevados de μ. Se ha sustituido el vector de los
futuros incrementos de las acciones de control Δu por Δuμ, ya
que en este caso la solucio´n depende del valor de μ. En (Golub
and van Loan, 1996) se demuestra que Δuˆμ → Δuˆ (solucio´n
(4)) conforme μ→ ∞.
Si se hace el cambio de variables G =
[
G1, μG2
]T , e =[
e1, μe2
]T se obtiene
min
Δuμ
[∥∥∥GΔuμ − e∥∥∥22 + ρ ‖ Δuμ ‖22] (9)
y entonces la solucio´n, que depende de μ, resulta
Δuˆμ =
[
GTG + ρI
]−1
GTe (10)
que tras deshacer el cambio de variables
Δuˆμ =
[
GT1 G1 + μ
2GT2 G2 + ρI
]−1 [
GT1 e1 + μ
2GT2 e2
]
. (11)
Ası´, se obtiene una ley de control que proporciona resulta-
dos similares a (4), conforme μ→ ∞.
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3.2. La solucio´n mediante GSVD
Se puede eliminar la dependencia de μ de la solucio´n ante-
rior (aplicando el lı´mite μ → ∞) usando la Generalized Singu-
lar Value Decomposition (GSVD) (Golub and van Loan, 1996).
A partir de (8) primero se supone ρ = 0 por simplicidad
(luego se mostrara´ el caso ρ  0).
• Caso con ρ = 0:
Sabiendo que G1 ∈ RN×Nu con N ≥ Nu y G2 ∈ Rm×Nu con
Nu ≥ m, se pueden deﬁnir las siguientes matrices ortogonales
C ∈ RN×N y Z ∈ Rm×m y una matriz invertible X ∈ RNu×Nu tales
que permiten transformar G1 y G2 en matrices diagonales (con
αi ≥ 0, βi ≥ 0)
CTG1X = Dα = diag(α1, . . . , αNu ) ∈ RN×Nu (12)
ZTG2X = Dβ = diag(β1, . . . , βm) ∈ Rm×Nu . (13)
A partir de estas deﬁniciones se puede expresar el problema (8)
con ρ = 0
min
Δuμ
∥∥∥[G1, μG2]T Δuμ − [e1, μe2]T ∥∥∥22 (14)
siendo G1 = CDαX−1, G2 = ZDβX−1, como
min
Δuμ
∥∥∥∥[CDαX−1, μZDβX−1]T Δuμ − [e1, μe2]T ∥∥∥∥2
2
. (15)
Si se saca factor comu´n X−1 y se an˜ade CT y ZT , no se altera la
norma
min
Δuμ
∥∥∥∥[CTCDα, μZTZDβ]T X−1Δuμ − [CTe1, μZTe2]T ∥∥∥∥2
2
(16)
por lo que resulta (siendo CTC = I, ZTZ = I)
min
Δuμ
∥∥∥∥[Dα, μDβ]T X−1Δuμ − [CTe1, μZTe2]T ∥∥∥∥2
2
. (17)
Si se deﬁne y ∈ RNu×1
y = X−1Δuμ (18)
se obtiene
min
Δuμ
∥∥∥∥[Dα, μDβ]T y − [CTe1, μZTe2]T ∥∥∥∥2
2
(19)
y si se desglosan las siguientes matrices por columnas, C =
[c1, . . . , cN], Z = [z1, . . . , zm] y X =
[
x1, . . . , xNu
]
, entonces se
puede expresar la solucio´n yˆ para μ elevados como
yˆi =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
αicTi e1+μ
2βizTi e2
α2i +μ
2β2i
i = 1, . . . ,m
cTi e1
αi
i = m + 1, . . . ,Nu.
(20)
Gracias a que la matrices Dα y Dβ son diagonales, la solu-
cio´n ya no se expresa en formato matricial, sino elemento a
elemento, pues aparecen escalares y multiplicaciones de vec-
tores ﬁla por vectores columna. En la solucio´n se ve que apare-
cen dos grupos, por una parte, los elementos que van desde
i = 1, . . . ,m que se obtienen para cumplir con la restriccio´n
terminal impuesta durante dicho horizonte, y posteriormente, si
sobran g.d.l., es decir, si Nu > m (para i = m + 1, . . . ,Nu), se
minimiza el ı´ndice general sabiendo que ya esta´ asegurado el
cumplimiento de la restriccio´n terminal.
Tras deshacer el cambio de variables anterior
Δuˆμ = Xyˆ =
[
x1, . . . , xNu
] [
yˆ1, . . . , yˆNu
]T (21)
y, por tanto, resulta
Δuˆμ =
m∑
i=1
αicTi e1 + μ
2βizTi e2
α2i + μ
2β2i
xi +
Nu∑
i=m+1
cTi e1
αi
xi. (22)
Se observa que so´lo el primer sumatorio (en el horizonte de la
restriccio´n terminal), es el que depende de μ.
La ventaja de haber aplicado la GSVD radica en que como
la expresio´n ya no es matricial, sino que se usan escalares y
vectores, es ma´s sencillo aplicar el lı´mite μ → ∞. Ası´, tras
aplicar el lı´mite, la solucio´n que ya no depende de μ resulta
Δuˆ =
m∑
i=1
zTi e2
βi
xi +
Nu∑
i=m+1
uTi e1
αi
xi. (23)
• Caso con ρ  0:
Para el caso ρ  0, el problema (8) se puede expresar como
min
Δuμ
∥∥∥∥∥∥∥∥
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
G1√
ρI
]
μG2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦Δuμ −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
e1
0
]
μe2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∥∥∥∥∥∥∥∥
2
2
(24)
donde con el cambio de variables G˜1 =
[
G1,
√
ρI
]T
, e˜1 = [e1, 0]T ,
G˜2 = G2, e˜2 = e2 se obtiene
min
Δuμ
∥∥∥∥[G˜1, μG˜2]T Δuμ − [˜e1, μ˜e2]T ∥∥∥∥2
2
(25)
que so´lo se diferencia de (14) en que las matrices G˜1 y e˜1 tienen
dimensiones G˜1 ∈ R(N+Nu)×Nu (y por tanto, C˜ ∈ R(N+Nu)×(N+Nu),
con C˜ =
[˜
c1, . . . , c˜N+Nu
]
) y e˜1 ∈ R(N+Nu)×1.
Aplicando la GSVD se puede obtener una solucio´n similar a
(23). Ahora se aplica la GSVD que G˜1 y G˜2, que se transforman
en matrices diagonales (con α˜i ≥ 0, β˜i ≥ 0)
C˜T G˜1X˜ = D˜α˜ = diag(α˜1, . . . , α˜Nu ) ∈ R(N+Nu)×Nu (26)
Z˜T G˜2X˜ = D˜β˜ = diag(˜β1, . . . , β˜m) ∈ Rm×Nu (27)
y se obtiene
Δuˆμ =
m∑
i=1
α˜i˜cTi e˜1 + μ
2β˜i˜zTi e˜2
α˜2i + μ
2β˜2i
x˜i +
Nu∑
i=m+1
c˜Ti e˜1
α˜i
x˜i (28)
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que tras aplicar el lı´mite μ→ ∞ resulta
Δuˆ =
m∑
i=1
z˜Ti e˜2
β˜i
x˜i +
Nu∑
i=m+1
c˜Ti e˜1
α˜i
x˜i. (29)
3.3. La solucio´n mediante SVD
A continuacio´n so´lo se plasma la solucio´n del CRHPC con
SVD, ya presentada en (Ramos et al., 2009), la cual, tras cumplir
la restriccio´n terminal, resuelve el ı´ndice de coste para el resto
de g.d.l. Como se muestra en (Ramos et al., 2008, 2009), con
la Singular Value Decomposition (SVD) de G2 = UΣVT , y
con H ∈ N(G2), espacio nulo de G2, que representa los g.d.l.
disponibles, tras cumplir la restriccio´n terminal, se obtiene
Δuˆ = M˜GT1 e1 +
[
I − M˜[GT1 G1 + ρI]
]
G+2 e2, (30)
M˜ = H
[
HT [GT1 G1 + ρI]H
]−1
HT , (31)
siendo G+2Nu×m la pseudoinversa de G2, y donde so´lo se requiere
invertir una matriz frente a la inversio´n de dos en (4).
3.4. Equivalencia entre soluciones
Se han planteado tres formas equivalentes de expresar la ley
de control del CRHPC, frente a la original (4), primero usando
la expresio´n cuando μ→ ∞ (11), mediante la GSVD (29) y por
u´ltimo mediante el uso de la SVD, (30) y (31).
La equivalencia de las dos primeras formulaciones, (11)
y (29), se desprende del hecho que ambas derivan del mismo
planteamiento (8).
Pero la diferencia radica en que en (11), la solucio´n se ob-
tiene para valores elevados de μ (es aproximada), pues no se
obtiene una expresio´n analı´tica aplicando el lı´mite μ → ∞, al
tratarse de una ecuacio´n matricial, mientras que en (29), gracias
a la aplicacio´n de la GSVD, se aplica el lı´mite con facilidad a
la solucio´n aproximada (28) y se elimina la dependencia de μ,
obteniendo una solucio´n exacta.
Se podrı´a cuantiﬁcar el error que se comete en funcio´n del
valor de μ elegido. Ası´ pues, restando a la solucio´n real (29) la
solucio´n aproximada (28), se obtiene la diferencia
Δuˆ − Δuˆμ =
m∑
i=1
α˜i(β˜i˜cTi e˜1 − α˜i˜zTi e˜2)
β˜i(α˜2i + μ
2β˜2i )
x˜i (32)
donde se observa que conforme μ → ∞, la diferencia tiende a
cero y la solucio´n aproximada tiende a la exacta. En la pra´ctica,
para valores suﬁcientemente grandes de μ, no se aprecia dife-
rencia entre ambas soluciones, tal y como se mostrara´ poste-
riormente en los ejemplos.
La tercera formulacio´n (SVD), aun partiendo de la misma
expresio´n (1), divide el problema en dos partes, primero cumple
con la restriccio´n terminal y posteriormente, si sobran g.d.l. en
la solucio´n, se minimiza el ı´ndice de coste.
En cierta manera, en la solucio´n con GSVD, se observa que
se realiza algo similar, pues como se comento´ en dicha seccio´n,
en la solucio´n (28) se ve que aparecen dos grupos, por una parte,
los elementos que van desde i = 1, . . . ,m que se obtienen para
cumplir con la restriccio´n terminal impuesta durante dicho ho-
rizonte, y posteriormente, si sobran g.d.l., es decir, si Nu > m
(para i = m+1, . . . ,Nu), se minimiza el ı´ndice general sabiendo
que ya esta´ asegurado el cumplimiento de la restriccio´n termi-
nal.
Por tanto, aunque el objetivo del presente trabajo no con-
siste en demostrar analı´ticamente la equivalencia entre solu-
ciones (se vera´ la comparacio´n entre soluciones en la seccio´n
de ejemplos, viendo los resultados de las simulaciones), sı´ se
estima que ası´ es, dado que todas parten del mismo problema
(1), pero siguen desarrollos matema´ticos diferentes.
Sin pretender ser una demostracio´n rigurosa, si se va a com-
probar, a modo de ejemplo, si se cumple para una caso particu-
lar (por sencillez, un ejemplo con m = 1 y Nu = 2).
Ası´, si la solucio´n con SVD y la solucio´n original son equi-
valentes, los te´rminos que multiplican a e1 y e2 deberı´an ser
similares, respectivamente. Por simplicidad, se considerara´ so´lo
la parte de (4) que multiplica a e1
G˜
[
I −GT2
[
G2G˜GT2
]−1
G2G˜
]
GT1 (33)
que debe ser igual a la correspondiente de (30)
H
[
HT
[
GT1 G1 + ρI
]
H
]−1
HTGT1 . (34)
Es decir
G˜
[
I −GT2
[
G2G˜GT2
]−1
G2G˜
]
= H
[
HT G˜−1H
]−1
HT , (35)
G˜ = G˜GT2
[
G2G˜GT2
]−1
G2G˜ +H
[
HT G˜−1H
]−1
HT . (36)
Ejemplo: A modo de ejemplo se asumen las matrices si-
guientes, siendo m = 1 y Nu = 2
G˜ =
[
g1 g2
g3 g4
]
, G2 = [r1, r2]. (37)
Se obtiene una base nula H para G2, N(G2) = H, por ejemplo
H = [−r2r1 , 1]
T , veriﬁcando G2H = 0.
Sustituyendo las matrices G˜, G2 y H tanto en (33) como
(34) se obtiene el mismo resultado
g2g3 − g1g4
r22g4 + r2[g2 + g3]r1 + g1r
2
1
[ −r22 r2r1
r2r1 −r21
]
, (38)
por lo que para este caso particular sı´ se cumple que dicha
equivalencia es cierta.
Por otra parte, se van a analizar ciertas propiedades que se
pueden extraer de las ecuaciones anteriores. Ası´, si no se elige
cualquier base nula de G2, sino la que se obtiene a partir de la
matriz ortonormal V de la SVD, N(G2) = H, entonces de la
SVD de G2 = UΣVT , resulta
Σm×Nu =
[
Sm×m 0m×(Nu−m)
]
(39)
S =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ1 0 · · · 0
0 σ2 · · · 0
...
...
. . .
...
0 0 · · · σm
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (40)
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y si se descompone V en dos matrices
VNu×Nu =
[
JNu×m HNu×(Nu−m)
]
, (41)
siendo H la base nula, que se construye a partir de las (Nu −m)
columnas de V asociadas al resto de g.d.l.
Entonces la expresio´n (36) se satisface incluso si se susti-
tuye GT2 por la parte de V que no representa la base nula, esto
es, J→ GT2
G˜ = G˜J
[
JT G˜J
]−1
JT G˜ +H
[
HT G˜−1H
]−1
HT . (42)
Ejemplo: Se va a comprobar, a modo de ejemplo, que
sustituyendo G2 = UΣVT en (35) resulta que
G˜
[
I − VΣTUT
[
UΣVT G˜VΣTUT
]−1
UΣVT G˜
]
=
= H
[
HT G˜−1H
]−1
HT , (43)
y por tanto
G˜
[
I − VΣT
[
ΣVT G˜VΣT
]−1
ΣVT G˜
]
= H
[
HT G˜−1H
]−1
HT .
(44)
Siendo VΣT = JS se obtiene
G˜
[
I − JS
[
SJT G˜JS
]−1
SJT G˜
]
= H
[
HT G˜−1H
]−1
HT (45)
G˜
[
I − J
[
JT G˜J
]−1
JT G˜
]
= H
[
HT G˜−1H
]−1
HT (46)
y ası´, se comprueba que se obtiene (42)
G˜ = G˜J
[
JT G˜J
]−1
JT G˜ +H
[
HT G˜−1H
]−1
HT . (47)
Por otra parte, para este ejemplo, se comprueba que se
cumplen las siguientes propiedades
JTJ = I, JJT  I, (48)
HTH = I, HHT  I, (49)
JJT +HHT = I. (50)
4. Fundamentos del BDU
El problema Bounded Data Uncertainties (BDU) o Incer-
tidumbre Acotada en los Datos (Chandrasekaran et al., 1998;
Sayed et al., 1998, 2002; Subramanian and Sayed, 2004), tam-
bie´n llamado Min-Max, o Robust Least-Squares (RLS) se pro-
puso y resolvio´ en (Chandrasekaran et al., 1998; Ghaoui and
Lebret, 1997). Entre los diferentes planteamientos del proble-
ma BDU (Sayed et al., 2002), uno muy u´til en el contexto de la
identiﬁcacio´n y control es
min
x
max
‖δA‖2≤ηA‖δb‖2≤ηb
[
‖[A + δA]x − [b + δb] ‖22 +ρ ‖ x ‖22
]
= (51)
= min
x
[
[‖ Ax − b ‖2 +ηA ‖ x ‖2 +ηb]2 + ρ ‖ x ‖22
]
(52)
siendo (A ∈ Rm×n,b ∈ Rm) el modelo nominal (con m ≥ n),
y (δA, δb) el modelo real perturbado, no conocido, aunque se
conoce una cota, ηA y ηb, tal que ‖δA‖2 ≤ ηA y ‖δb‖2 ≤ ηb,
siendo ρ el para´metro empı´rico de penalizacio´n (en ausencia
de incertidumbre) para la variable de minimizacio´n x ∈ Rn.
La te´cnica BDU modiﬁca la solucio´n del problema de mı´nimos
cuadrados regularizado original
xˆ =
[
ATA + ρI
]−1
ATb (53)
cuando la incertidumbre esta´ presente. Ası´, la te´cnica BDU susti-
tuye ρ por λ (Chandrasekaran et al., 1998)
xˆ =
[
ATA + λI
]−1
ATb, (54)
λ =
ηA ‖ Axˆ − b ‖2
‖ xˆ ‖2 +
ρ ‖ Axˆ − b ‖2
‖ Axˆ − b ‖2 +ηA ‖ xˆ ‖2 +ηb . (55)
Dicho sistema de ecuaciones no lineal se resuelve mediante
un me´todo iterativo de localizacio´n de raı´ces tipo biseccio´n para
resolver la ecuacio´n secular de λ (55).
5. Nuevas leyes de control del CRHPC-BDU
Del mismomodo que se utilizo´ la te´cnica BDU para mejorar
la robustez del controlador LQR (Linear Quadratic Regulator)
en (Ramos et al., 2005, 2007), tambie´n se puede sintonizar el
CRHPC mediante BDU (CRHPC-BDU) con el mismo objetivo.
En esta seccio´n, se plasman tres leyes de control alternati-
vas para el CRHPC-BDU, a partir de la extensio´n de las pre-
viamente planteadas para el CRHPC. En concreto, se plantean
las 2 primeras (μ → ∞, y usando la GSVD) como la novedad,
frente a la tercera (usando SVD) que ya fue presentada en traba-
jos anteriores (Ramos et al., 2008, 2009), y que so´lo se plasma
aquı´ para facilitar la lectura del artı´culo.
Se pone de maniﬁesto que los dos nuevos planteamientos
(μ→ ∞, y GSVD) no son equivalentes al presentado en (Ramos
et al., 2008, 2009) con SVD, de hecho, presentan mejoras, ya
que ofrecen un controlador ma´s robusto y, uno de los me´to-
dos, un menor coste computacional. So´lo son equivalentes las 3
leyes de control en ausencia de incertidumbre, ya que resultarı´a
un CRHPC.
Partiendo del problema original del CRHPC (1), donde se
considera que las matrices G1, G2 y los vectores e1, e2 ver-
daderos son G1 + δG1, G2 + δG2 y e1 + δe1, e2 + δe2, respecti-
vamente, donde se desconoce δG1, δG2, δe1, δe2.
Pero sı´ se conoce una cota ηG1 , ηG2 , ηe1 y ηe2 , respectiva-
mente, se puede obtener la ley de control del CRHPC-BDU,
plantea´ndolo como un problema BDU sujeto a la restriccio´n
terminal para el peor caso
min
Δu
max
‖δG1‖2≤ηG1‖δe1‖2≤ηe1
[
‖ [G1 + δG1]Δu − [e1 + δe1] ‖22 +ρ ‖ Δu ‖22
]
s.a. max
‖δG2‖2≤ηG2‖δe2‖2≤ηe2
‖[G2 + δG2]Δu − [e2 + δe2]‖2 = 0. (56)
A continuacio´n, se plasman las diferentes soluciones al pro-
blema CRHPC-BDU planteado.
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5.1. La solucio´n mediante μ→ ∞
Del mismo modo que en el CRHPC, una forma interesante
de obtener una solucio´n a este problema consiste en solucionar
el problema BDU sin restriccio´n siguiente
min
Δuμ
max
‖δG1‖2≤ηG1‖δe1‖2≤ηe1‖δG2‖2≤ηG2‖δe2‖2≤ηe2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∥∥∥∥∥∥∥∥∥∥∥
[
[G1 + δG1]
μ[G2 + δG2]
]
Δuμ
−
[
[e1 + δe1]
μ[e2 + δe2]
]
∥∥∥∥∥∥∥∥∥∥∥
2
2
+
+ρ ‖ Δuμ ‖22
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(57)
para valores elevados de μ. Llamando
G =
[
G1
μG2
]
, δG =
[
δG1
μδG2
]
, (58)
e =
[
e1
μe2
]
, δe =
[
δe1
μδe2
]
(59)
y asumiendo ‖δG‖2 ≤ ηG
‖δG‖2 =
√
‖δG1‖22 + μ2 ‖δG2‖22 ≤ ηG, (60)
siendo
ηG =
√
η2G1 + μ
2η2G2 , ηe =
√
η2e1 + μ
2η2e2 , (61)
resulta
min
Δuμ
max
‖δG‖2≤ηG‖δe‖2≤ηe
[
‖ [G + δG]Δuμ − [e + δe] ‖22 +ρ ‖ Δuμ ‖22
]
, (62)
cuya solucio´n BDU, teniendo en cuenta las expresiones (54) y
(55), resulta
Δuˆμ = [GTG + λGI]−1GTe, (63)
λG =
ηG ‖ GΔuˆμ − e ‖2
‖ Δuˆμ ‖2 + (64)
+
ρ ‖ GΔuˆμ − e ‖2
‖ GΔuˆμ − e ‖2 +ηG ‖ Δuˆμ ‖2 +ηe ,
y tras deshacer el cambio de variables se puede expresar co-
mo un problema BDU que se resuelve de forma similar a las
ecuaciones (54) y (55)
Δuˆμ =
[
GT1 G1 + μ
2GT2 G2 + λGI
]−1 [
GT1 e1 + μ
2GT2 e2
]
, (65)
λG =
√
η2G1 + μ
2η2G2
√ ∥∥∥G1Δuˆμ − e1∥∥∥22 +
μ2
∥∥∥G2Δuˆμ − e2∥∥∥22
‖ Δuˆμ ‖2 + (66)
+
ρ
√∥∥∥G1Δuˆμ − e1∥∥∥22 + μ2 ∥∥∥G2Δuˆμ − e2∥∥∥22√ ∥∥∥G1Δuˆμ − e1∥∥∥22 +
μ2
∥∥∥G2Δuˆμ − e2∥∥∥22 +
√
η2G1+
μ2η2G2
‖ Δuˆμ ‖2 +
√
η2e1+
μ2η2e2
.
5.2. La solucio´n mediante GSVD
Al igual que con el CRHPC, se puede obtener una solucio´n
al problema anterior que no dependa de μ (tras aplicar el lı´mite
μ→ ∞) haciendo uso de la GSVD (Generalized Singular Value
Decomposition) (Golub and van Loan (1996)).
Teniendo en cuenta que se debe aplicar el lı´mite μ → ∞,
resulta que el escalar λG se podrı´a simpliﬁcar
λG =
ηG2
∥∥∥G2Δuˆμ − e2∥∥∥2
‖ Δuˆμ ‖2 μ
2 = λ˜μ2. (67)
Comparando la solucio´n (11) del CRHPC con la del CRHPC-
BDU (ecuaciones (65) y (67)), la u´nica diferencia radica en que
se ha sustituido el para´metro ρ por λG.
Ası´ pues, se puede expresar el CRHPC-BDU como un pro-
blema de mı´nimos cuadrados sin restriccio´n, similar a (24)
min
Δuμ
∥∥∥∥∥∥∥∥∥
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
G1
μ
[
G2√
λ˜I
] ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦Δuμ −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ e1μ [ e20
] ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∥∥∥∥∥∥∥∥∥
2
2
(68)
donde con el siguiente cambio de variables resulta
G˜2 =
[
G2√
λ˜I
]
, e˜2 =
[
e2
0
]
(69)
min
Δuμ
∥∥∥∥∥∥
[
G1
μG˜2
]
Δuμ −
[
e1
μ˜e2
]∥∥∥∥∥∥2
2
(70)
y se puede hacer uso de la GSVD, calculando las matrices or-
togonales C y Z y la matriz invertible X, como se mostro´ con
el CRHPC, obteniendo una solucio´n similar a (23).
5.3. La solucio´n mediante SVD
La ley de control del CRHPC-BDU mediante SVD se ob-
tiene en (Ramos et al., 2008, 2009), luego aquı´ so´lo se plasma
el resultado
Δuˆ =
∗
MGT1 e1 +
[
I − ∗M[GT1 G1 + λ2I]
]
Δuˆp, (71)
Δuˆp = GT2 [G2G
T
2 + λG2I]
−1e2, (72)
λG2 =
ηG2 ‖ G2Δuˆp − e2 ‖2
‖ Δuˆp ‖2 , (73)
∗
M = H
[
HT [GT1 G1 + λ1I]H
]−1
HT , (74)
λ1 =
ηG1 ‖H‖2 ‖ G1HΔuˆ f − [e1 −G1Δuˆp] ‖2
‖ Δuˆ f ‖2 +(75)
+
ρ ‖ G1HΔuˆ f − [e1 −G1Δuˆp] ‖2[ ‖G1HΔuˆ f−[e1−G1Δuˆp]‖2 +
+ηG1‖H‖2 ‖Δuˆ f ‖2+[ηe1+ ηG1
∥∥∥Δuˆp∥∥∥2]
] ,
(76)
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λ2 =
ρ ‖ G1HΔuˆ f − [e1 −G1Δuˆp] ‖2[ ‖G1HΔuˆ f−[e1−G1Δuˆp]‖2+
+ηG1‖H‖2 ‖Δuˆ f ‖2+[ηe1+ηG1
∥∥∥Δuˆp∥∥∥2]
] , (77)
Δuˆ f =
[
HT
[
GT1 G1 + λ1I
]
H
]−1
[HTGT1
[
e1 −G1Δuˆp
]
−λ2HTΔuˆp]. (78)
5.4. Prestaciones de las leyes de control del CRHPC-BDU
Frente a la solucio´n original mediante SVD (ecuaciones de
(71) a (78)), presentada y desarrollada en (Ramos et al., 2008,
2009), en este trabajo se plantean otras dos versiones (con μ→
∞ y GSVD) que no son equivalentes a la original, sino que
suponen una mejora en cuanto a la robustez del sistema, y una
de ellas, incluso mejora el coste computacional.
Eso es debido a que en (60) se considera un lı´mite para la
incertidumbre mayor, de forma global, por lo que el me´todo re-
sulta ma´s robusto. Por tanto, se consigue mejorar la robustez, al
mismo tiempo que, tambie´n se reduce el coste computacional,
tal y como se mostrara´ en los ejemplos de la seccio´n 6.
6. Ejemplos. Columna de destilacio´n
La columna de destilacio´n es probablemente uno de los pro-
cesos ma´s populares de la literatura de ingenierı´a quı´mica. En
la ﬁgura 1 se muestra el esquema de una columna de destilacio´n
binaria.
Alimentación
Destilado
Fondo
Vapor
Reflujo
Tanque
Condensador
R
e
b
o
ile
r
x
B
z
F
V
R x
D
Figura 1: Esquema del destilador.
La fraccio´n molar del componente ma´s vola´til zF determina
la composicio´n de la alimentacio´n, la fraccio´n molar xB la del
fondo y la fraccio´n xD la del destilado (Luyben, 1996). Cen-
trando la atencio´n en la parte inferior de la columna (calderı´n)
se puede sintonizar un controlador que ajuste el vapor V para
controlar la fraccio´n xB.
El incremento del vapor V puede provocar dos efectos opues-
tos (ver (Luyben, 1996)), uno de corta duracio´n (x1) que aumen-
ta xB, modelado como un sistema de primer orden
G1(s) =
k1
τ1s + 1
y otro de mayor duracio´n (x2), que disminuye xB, tambie´n de
primer orden
G2(s) =
−k2
τ2s + 1
.
Considerando G(s) = G1(s) + G2(s) resulta un sistema de
fase no mı´nima como se muestra en la ﬁgura 2, donde se mues-
tra la respuesta de ambos subsistemas ante entrada escalo´n.
Time (sec.)
A
m
p
lit
u
d
e
Step Response
0 10 20 30 40 50 60 70 80 90 100
-80
-60
-40
-20
0
20
40
60
From: U(1)
T
o
:
Y
(1
)
V
x
B
G1(s)
G2(s)
+
-
x
1
x
2
x
1
x
2
x
B
t
Figura 2: Diagrama y respuesta ante escalo´n.
En el presente trabajo, se particularizara´ los modelos con
los siguientes valores
k1 = 2 k2 = 3.25
τ1 = 5 τ2 = 10
por lo que el sistema a controlar G(s) = G1(s) +G2(s) resulta
G(s) =
0.075(s − 0.33)
(s + 0.2)(s + 0.1)
.
A continuacio´n, se presenta una serie de ejemplos donde
se plasman las principales aportaciones y conclusiones de este
trabajo.
6.1. Ejemplo 1. Equivalencia de las diferentes leyes de control
del CRHPC
En este ejemplo, se muestra que las diferentes leyes de con-
trol del CRHPC mostradas en la seccio´n 3 (mediante μ → ∞,
GSVD y SVD) coinciden con el original (4).
Ası´, asumiendo el sistema de la columna de destilacio´nG(s)
descrito anteriormente y sintonizando el CRHPC con los si-
guientes para´metros
N = 8,m = 3,Nu = 5, ρ = 1
y un periodo de muestreo de T = 1 seg., las cuatro respuestas
ante cambios en la referencia del CRHPC, coinciden tal y como
se muestra en la ﬁgura 3.
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Figura 3: Respuesta del CRHPC en ausencia de incertidumbre. Se plasma el
resultado del CRHPC mediante μ → ∞, GSVD, SVD y el original. Como se
observa, las cuatro respuestas son coincidentes.
6.2. Ejemplo 2. CRHPC-BDU mejora el condicionamiento y
la robustez frente al CRHPC
En este ejemplo se muestra co´mo la incertidumbre puede
provocar inestabilidad del CRHPC, y co´mo el CRHPC-BDU
puede solventar dicho problema mejorando la robustez y el mal
condicionamiento del sistema.
Ası´ considerando incertidumbre en G1(s) y G2(s), en con-
creto se asumira´n variaciones en los para´metros de ganancia
esta´tica (k1 y k2) y constante de tiempo (τ1 y τ2) de hasta un
15%, se muestra en la ﬁgura 4 co´mo el CRHPC proporciona
una respuesta inestable.
Figura 4: Respuesta del CRHPC en presencia de incertidumbre. Con cualquiera
de las cuatro versiones de CRHPC (μ → ∞, GSVD, SVD y el original) se
obtiene una respuesta inestable. En la ﬁgura se muestra la respuesta para la
versio´n con SVD.
En cambio el CRHPC-BDU, en cualquiera de las tres ver-
siones presentadas (cuando μ → ∞, GSVD o SVD) se ob-
tiene una respuesta estable, mediante el ajuste dina´mico de los
para´metros de regularizacio´n λG2 , λ1 y λ2.
En concreto, en la ﬁgura 5 se muestra la respuesta estable
para la versio´n con SVD.
Figura 5: Respuesta del CRHPC-BDU en presencia de incertidumbre. Con
cualquiera de las tres versiones de CRHPC-BDU (μ → ∞, GSVD y SVD)
se obtiene una respuesta estable. En la ﬁgura se muestra la respuesta para la
versio´n con SVD.
En (Ramos et al., 2008, 2009) se muestra co´mo el CRHPC-
BDU sintoniza los para´metros de regularizacio´n λG2 , λ1 y λ2 en
cada instante de muestreo mejorando el nu´mero de condicio´n κ
de las matrices a invertir (so´lo se muestra para los para´metros
λG2 y λ1, puesto que λ2 no interviene en ninguna inversio´n de
matrices).
Tabla 1: Reduccio´n del mal condicionamiento del CRHPC-BDU
Para´m. κ κ con λ Reduc. κ con λ Reduc.
(λ) (λ=0) (media) (%) (mı´n.) (%)
λG2 9638.2 581.96 93.96 1.044 99.98
λ1 1.0007 1.0006 0.0055 1 0.0682
En la tabla 1 se muestra para cada para´metro λ (λG2 ,λ1) de
regularizacio´n, el valor del nu´mero de condicio´n κ original, es
decir, si dicho para´metro λ vale cero. Por otra parte, se muestra
el valor de κ medio y mı´nimo obtenido para todo el intervalo
de simulacio´n cuando se considera λ  0. Asimismo, se mues-
tra, en porcentaje, la reduccio´n que signiﬁca respecto del valor
original.
Se observa que el mayor efecto se consigue con λG2 , ya que
el nu´mero de condicio´n original es elevado, obteniendo en me-
dia una reduccio´n de un 93.96% y en algu´n momento llegando
incluso al 99.98%.
6.3. Ejemplo 3. Comparacio´n entre las diferentes versiones
del CRHPC-BDU
En este ejemplo se muestra co´mo las versiones cuando μ→
∞ y GSVD del CRHPC son ligeramente diferentes a la de SVD,
debido al hecho de considerar la incertidumbre de una forma
global y presentar mayor robustez. Ası´, continuando con el ejem-
plo 2, donde se suponı´a una incertidumbre de un 15% en los
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para´metros, se muestra en la ﬁgura 6 co´mo la respuesta cuan-
do μ → ∞ y GSVD es ma´s suave y oscila menos que ante la
versio´n SVD.
Figura 6: Comparacio´n entre diferentes versiones del CRHPC-BDU. Se observa
co´mo la respuesta cuando μ → ∞ y GSVD son similares, y es ma´s suave y
oscila menos que ante la versio´n SVD.
Por otra parte, cuanto ma´s pequen˜a es la incertidumbre ma´s
se parecen ambas respuestas, convergiendo a la misma respues-
ta en ausencia de incertidumbre, ya que en ese caso, ya no serı´a
el CRHPC-BDU, sino el CRHPC, y ahı´ todos los planteamien-
tos son equivalentes.
6.4. Ejemplo 4. Mejora de la robustez del CRHPC-BDU ori-
ginal
En este ejemplo se muestra co´mo de entre las diferentes
leyes de control del CRHPC-BDU presentadas en la seccio´n
5, las versiones cuando μ → ∞ y GSVD, suponen una mejo-
ra respecto a la planteada mediante SVD ((Ramos et al., 2008,
2009)). Ası´, como se comento´ anteriormente, el hecho de con-
siderar la incertidumbre de una forma global, permite un lı´mite
mayor para la incertidumbre y redunda en ma´s robustez.
En la ﬁgura 6 del ejemplo anterior se observo´ que cualquier
versio´n del CRHPC-BDU estabilizaba el sistema ante una in-
certidumbre en los para´metros del 15%.
En cambio, si se considera que dicha incertidumbre puede
ser de hasta un 22%, y para los controladores disen˜ados en el
ejemplo anterior que suponı´an un 15% de incertidumbre, la ver-
sio´n con SVD no logra estabilizar el sistema, mientras que las
otras dos au´n logran mantenerlo estable, tal y como se muestra
en la ﬁgura 7, aunque, obviamente, se degradan las prestaciones
respecto al ejemplo anterior (mayor tiempo de establecimiento
y oscilaciones).
Finalmente, podrı´a ser interesante detectar la cota ma´xima
de incertidumbre para la que los me´todos con μ → ∞ y GSVD
tampoco logran estabilizar. En este caso, para una incertidum-
bre del 26% ambos me´todos tambie´n se tornan inestables.
6.5. Ejemplo 5. Reduccio´n del coste computacional del con-
trolador CRHPC-BDU
En este ejemplo se muestra co´mo adema´s de mejorar la ro-
bustez, como se vio en el ejemplo anterior, se puede reducir
Figura 7: Mejora de la robustez del CRHPC-BDU. Se observa co´mo la respues-
ta cuando μ→ ∞ y GSVD son similares, y todavı´a logran mantener el sistema
estable, frente a la inestabilidad que proporciona la versio´n SVD.
tambie´n el coste computacional del CRHPC-BDU planteado
mediante SVD en (Ramos et al., 2008, 2009).
Ası´ pues, se propone comprobar el coste computacional de
manera experimental, pero no so´lo para una simulacio´n, como
en los ejemplos anteriores, sino para 100 simulaciones, por lo
que en la ﬁgura (8) se muestra, mediante un trazo, para cada
uno de los tres me´todos, el coste computacional en segundos
para cada iteracio´n del algoritmo (instante de tiempo) a lo largo
del horizonte de tiempo (en concreto se ha elegido un intervalo
de 100 seg.), y a su vez se han realizado 100 simulaciones, por
lo que se muestra el coste en cada instante para las 100 simula-
ciones (100 trazos).
Para este ejemplo, se ha llevado a cabo los ca´lculos con un
PC con procesador i5 a 3.20 GHz, con 4 Gb de memoria RAM,
y con el software Matlab, versio´n R2009b.
Figura 8: Coste computacional (para los tres me´todos) en segundos para cada
iteracio´n del algoritmo (100 seg.). Se han llevado a cabo 100 simulaciones.
Con estos resultados, se procede a realizar una compara-
cio´n entre los tres me´todos. Para ello, se muestra en la ﬁgura
(9) la media del coste de las 100 simulaciones del algoritmo,
obtenie´ndose ası´ un so´lo trazo del coste computacional a lo
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largo del intervalo de tiempo y a su vez, mediante una lı´nea
horizontal, el valor medio de dicho trazo, para obtener un valor
cuantitativo u´nico para cada me´todo.
Figura 9: Media del coste de las 100 simulaciones a lo largo del intervalo de
tiempo y valor medio de dicho coste (lı´nea horizontal) para cada me´todo.
De la ﬁgura (9) se desprende que para este conjunto de si-
mulaciones, el me´todo cuando μ→ ∞ presenta un menor coste
computacional que el original con SVD presentado en trabajos
previos (no ası´ el me´todo con GSVD, debido a su expresio´n no
en formato matricial, sino con ca´lculo elemento a elemento con
sumatorios, lo cual requiere un coste mayor).
Por tanto, en este caso, frente al planteamiento mediante
SVD (con un valor medio del coste de 0.0037 seg.), la versio´n
cuando μ → ∞ proporciona un valor de 0.0032 seg., que sig-
niﬁca un 13% menos de coste en media. Analizando las curvas
del coste, en algunos instantes del horizonte de tiempo, esta re-
duccio´n de coste es signiﬁcativamente importante, llegando a
un ma´ximo de hasta un 34% para el instante 78 seg.
Concluyendo, para este caso particular de 100 simulacio-
nes, el me´todo con μ → ∞ es ma´s ra´pido, intentando inferir
que de alguna forma eso serı´a podrı´a ser generalizable para ma´s
situaciones.
7. Conclusiones
En este trabajo, como principales aportaciones, se presentan
diferentes leyes de control del CRHPC, mostrando la analogı´a
entre los mismos. Por otra parte, la incorporacio´n de la te´cnica
BDU al CRHPC mejora el mal condicionamiento de las matri-
ces, regularizando el sistema y por tanto mejorando la robustez
del mismo ante la presencia de incertidumbre, situacio´n en la
cual el CRHPC sin BDU puede no funcionar bien.
Las nuevas leyes de control para el CRHPC mejoran la ro-
bustez frente a la original que se planteo´ en (Ramos et al., 2008,
2009), y tambie´n se consigue una reduccio´n del coste computa-
cional, tal y como se ha demostrado en los ejemplos.
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Ape´ndice A. Deﬁnicio´n de variables
- N: Horizonte de Prediccio´n.
- Nu: Horizonte de Control.
- m: Horizonte de la restriccio´n terminal.
- G1 ∈ RN×Nu con N ≥ Nu: Matriz formada a partir de los
coeﬁcientes de la respuesta ante escalo´n para el horizonte
N.
- G2 ∈ Rm×Nu con Nu ≥ m: Matriz formada a partir de los
coeﬁcientes de la respuesta ante escalo´n para el horizonte
m.
- e1 ∈ RN×1: Diferencia entre la referencia futura y la predic-
cio´n de la respuesta libre, para el horizonte N.
- e2 ∈ Rm×1: Diferencia entre la referencia futura y la predic-
cio´n de la respuesta libre, para el horizonte m.
- δG1, δG2, δe1, δe2: Incertidumbre de G1, G2, e1 y e2, de la
misma dimensio´n que e´stas, respectivamente.
- Δuˆ ∈ RNu×1: Vector solucio´n de los futuros incrementos de
las acciones de control, para el horizonte Nu.
- Δuˆμ ∈ RNu×1: Vector solucio´n de los futuros incrementos de
las acciones de control, dependiente del para´metro μ.
- ρ: Para´metro de penalizacio´n del esfuerzo de control.
- C ∈ RN×N ,X ∈ RNu×Nu ,Dα ∈ RN×Nu : Matrices de la GSVD
de G1.
- Z ∈ Rm×m,X ∈ RNu×Nu ,Dβ ∈ Rm×Nu : Matrices de la GSVD
de G2.
- C˜ ∈ R(N+Nu)×(N+Nu), X˜ ∈ RNu×Nu , D˜α˜ ∈ R(N+Nu)×Nu : Matrices
de la GSVD de G˜1.
- Z˜ ∈ Rm×m, X˜ ∈ RNu×Nu , D˜β˜ ∈ Rm×Nu : Matrices de la GSVD
de G˜2.
- VNu×Nu ,Σm×Nu ,Sm×m,Um×m: Matrices de la SVD de G2.
- σ: Valores singulares, en la matriz Σ.
-
[
JNu×m HNu×(Nu−m)
]
: Particio´n de la matriz V de la SVD de
la matriz G2.
- H = N(G2): Espacio nulo de la matriz G2, asociado a los
valores singulares nulos.
- I: Matriz identidad.
- ηG1 , ηG2 , ηe1 , ηe2 : Cota de la incertidumbre de las matrices o
vectores G1,G2, e1, e2, respectivamente.
- λG2 , λ1, λ2: Para´metros de regularizacio´n de la aplicacio´n del
BDU al CRHPC.
- κ: Nu´mero de condicio´n.
Ape´ndice B. Siglas
- g.d.l.: Grados de libertad.
- MPC: Model Predictive Control, Control Predictivo Basado
en Modelos.
- BDU: Bounded Data Uncertainties, Incertidumbre Acotada
en los Datos.
- GPC: Generalized Predictive Control, Control Predictivo Ge-
neralizado.
- LQR: Linear Quadratic Regulator, o tambie´n Regulador Li-
neal Cuadra´tico.
- CRHPC: Constrained Receding-Horizon Predictive Control,
Control Predictivo con Restriccio´n Terminal.
- CRHPC-BDU: Es el regulador que combina CRHPC y BDU.
- SVD: Singular Value Decomposition, Descomposicio´n en
Valores Singulares.
- GSVD: Generalized Singular Value Decomposition, Descom-
posicio´n Generalizada en Valores Singulares.
- RLS: Robust Least-Squares, Mı´nimos Cuadrados Robusto.
