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摘要：网元子图是指大规模网络基础设施中包含承载具体业务网元的拓扑子图，网元子图可用于网络基础设施运维中
的故障排查、诊断与修复．首先定义重要网元的概念；其次，为确定重要网元子图，提出一个统一框架来度量网元在结构
和业务两方面的影响力，将其作为重要网元的衡量标准，并设计了从重要网元扩展生成重要网元子图的高效算法．基于
真实的网络基础设施数据以及合成的业务承载数据进行实验，实验结果验证了该方法可以高效地找到高质量的重要网
元子图，并用于网络基础设施的运维，提高运维的效率，节省运维的成本．
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　　目前，现代大规模复杂网络基础设施的日常运维
往往依赖于集中式网络监控平台和人工干预来保证
网络服务的可靠性［１－２］．重要网元的监视和管理对保障
网络服务的可靠性至关重要．网元的重要性往往由网
络管理员根据经验来判断，然而在网络基础设施规模
日益增大和网络管理人力资源有限的背景下，对于承
载重要业务的网元相对较易确定，而对于处于网络基
础设施拓扑结构中的重要节点的判断却很难由人工
判定，常常出现错误及遗漏．
网络基础设施中面向业务的网元子图是指网络
基础设施中承载具体业务的重要网元的拓扑子图，也
包括其他非重要网元．通过确定面向业务的网元子图，
可以满足大规模网络基础设施中运维需求，仅需投入
较少人力对这些拓扑子图中的网元进行重点监控，就
可以提高故障分析的效率，节省网络基础设施运维的
成本．目前在网络基础设施运维中并没有成熟的网元
子图的确定方法，传统的方法是从发生故障的网元出
发，将其邻域网元所组成的子图作为网元子图．
在社交网络研究领域，已经有一些学者对节点的
影响力进行了研究，并将高影响力的节点作为重要节
点．Ｋｅｍｐｅ等［３］研究了影响最大化问题，集中介绍了
描述节点激活行为的模型．Ｌｅｓｋｏｖｅｃ等［４］提出一种高
性价 比 的 懒 惰 前 向 （ｃｏｓｔ－ｅｆｆｅｃｔｉｖｅ　ｌａｚｙ　ｆｏｒｗａｒｄ，
ＣＥＬＦ）贪心算法的优化策略，运用独立级联型的次模
特性（ｓｕｂ－ｍｏｄｕｌａｒｉｔｙ），大大降低了选择最具影响力
节点的工作次数．此外，Ｌｅｉ等［５］提出了一个能够在市
场病毒式营销中学习到传播概率的方法．Ｆａｒａｊｔａｂａｒ
等［６］通过对社会活动进行建模，构建了一个凸优化框
架确定激励用户刺激社交活动所需的活动水平．但这
些社交网络中的影响力评估算法着重关注社交网络
中信息的传播模型，而不是故障传播模型，并不适用
于评估网络技术设施中网元的影响力．在图数据挖掘
的研究领域中，已经有一些学者提出了一些节点之间
关系的度量方法．Ｊｅｈ等［７］提出了一种通过节点邻域
的相似性来度量节点之间的相似度的方法，称为Ｓｉｍ－
Ｒａｎｋ，表征从两个节点出发的随机游走的期望相遇距
离．Ｐａｌｍｅｒ等［８］定义了一个距离函数来衡量两个属性
数据集之间的相似度，用图模型来表示属性值，两个
属性值之间的距离定义为重启随机游走的逃逸概率．
但这些重要性的度量方法都没有考虑到网络基础设
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施中网元重要性的特点，没有将重要节点的邻域节点
进行深入分析．此外，由于拓扑结构和承载业务两者的
异构性，也不能直接利用上述方法度量网元的重要性．
另一方面重要网元子图的确定与社交网络研究领域
中的社区发现有一定相似．目前，对图上的社区发现算
法主要包括：基于谱分析的聚类算法［９］，基于图划分
的聚类算法［１０］，基于层次的聚类算法［１１］以及基于密
度的聚类算法［１２］．Ｌｉｕ等［１３］搜索网络中的极大团，并
依据其连接情况合并极大团来获得网络的社区结构．
Ｐｏｎｓ等［１４］提出利用长度为ｌ的随机游走来度量图上
两个节点的相似度用于社区发现．Ｔｏｎｇ等［１５］也提出
了利用重启随机游走在图数据上发现中心子图．但社
交网络中的社区发现偏重于寻找社交网络中的相似
节点的集合，而不是根据节点的影响力来判断节点的
影响范围．
为了同时考虑网元连接关系的重要性和承载业
务的重要性，本研究将业务转换为图模型上的点，利
用邻域影响度来衡量网元之间（图上节点之间）的连
接关系，并由此评估节点的重要性．识别重要节点后，
根据其重要性衡量标准，将确定网元子图的问题变成
一个在图上对节点进行分组的问题．为此，本文中提出
了一个３步的框架来识别重要网元子图：
１）评估网元节点的重要性，寻找重要的网元
节点；
２）从每个重要网元节点出发，根据节点之间的相
关性，生成网元重要子图；
３）融合网元重要子图，形成网元重要子图集合．
１　评估网元节点的重要性
为了同时考虑网元连接关系的重要性和承载业
务的重要性，首先需要弄清重要网元的特征．从大规模
复杂网络运维实际出发，网元的重要性主要体现在以
下两方面：１）重要网元与其他网元的直接连接或间接
连接的关系较密切，体现在重要网元与其他网元之间
的连通路径较多，一旦重要网元发生故障，可能会影
响其他网元之间的通信或服务交互．２）重要网元所承
载的业务的数量较多，级别也较高．一旦重要网元发生
故障，会影响到承载同样业务的其他网元服务的稳
定性．
根据重要网元的特征，本研究将业务转换为图模
型上的节点，再利用邻域影响度捕捉节点的连接关
系，进而将连接关系的重要性和承载业务的重要性统
一起来．本文中的网络基础设施用图模型Ｇ＝〈Ｖ，Ｅ〉
表示，其中Ｖ 是所有网元节点ｖｉ 所组成的集合，Ｅ 表
示网元之间连接关系的集合，即图上两个节点之间的
边ｅｉ 的集合．
对于用图模型Ｇ 表示的网络基础设施，令Ａ 表
示有权重图的邻接矩阵．Ａ（ｉ，ｊ）表示边ｅｉｊ＝（ｖｉ，ｖｊ）
上的权重．基于随机游走的概念，在图Ｇ 上的影响力
扩散是指从某一节点ｖ０ 出发，并按一定概率在图上沿
节点和边随机移动．假设目前第ｖｓ 步的随机游走在节
点ｓ＋１上，则第ｓ＋１步将以概率Ｐｓｔ移动到ｖｓ 的某
一相邻节点ｖｔ 上，即ｖｔ∈Ｎ（ｖｓ），其中Ｎ（ｖｓ）表示节
点ｖｓ 在图Ｇ 上的所有相邻节点的集合，其转移概率
Ｐｓｔ＝Ａ（ｓ，ｔ）／∑ｖｋ∈Ｎ（ｖｓ）Ａ（ｓ，ｋ），所经过的节点路径
组成一个马尔科夫链．令Ｄ 表示一个对角矩阵，其中
对角线上某个值ｄ（ｓ）＝∑ｖｋ∈Ｎ（ｖｓ）Ａ（ｓ，ｋ），则对应的
马尔科夫链的转移概率矩阵Ｐ的矩阵表示为Ｐ＝Ｄ－１
Ａ．从节点ｖｊ 到节点ｖｋ 的长度为ｌ的概率Ｑｊｋ可以通
过转移矩阵Ｐ经过ｌ次乘积后相应位置上的对应元素
来表示，故Ｑ＝（Ｑｊｋ）＝Ｐｌ．
当Ｇ 为非二项图时，由于马尔科夫链的无记忆
性，从任何节点出发，经过无限步的影响度最后落在
同一个节点ｖｋ 的概率只和最终节点的度的大小有关．
可以通过返回概率ｃ，将影响度倾向于在出发节点的
周围的局部的连接关系，同时只考虑长度为ｌ的随机
游走，即邻域影响度所能达到的节点与出发的节点的
最短路径长度不超过ｌ．值得注意的是，本文中提出的
算法可以根据不同需要自由地增大ｌ以扩大邻域的
范围．
定义１　邻域影响度：若随机游走的长度为ｌ，则
节点ｖｊ 到节点ｖｋ 的邻域影响度（影响力）为
Πｊｋ ＝ ∑
τ：ｖｊ，…，ｖｋ；ｌｅ（τ≤ｌ）
Ｐ（τ）ｃ（１－ｃ）ｌｅ（τ），
其中，０＜ｃ＜１，τ是从节点ｖｊ 到节点ｖｋ 的一条路径，
ｌｅ（τ）表示路径τ的长度，Ｐ（τ）为节点ｖｊ 到节点ｖｋ
的转移概率．
由此可知邻域影响度的矩阵可表示为：
Π＝∑
ｌ
γ＝１ｃ（１－ｃ）
γＰγ． （１）
根据邻域影响度（影响力）矩阵，重要网元节点的
重要性可定义为
Ｓ（ｖｊ）＝∑ｖｋ∈ＶΠｊｋ， （２）
其中，重要性分值Ｓ（ｖｊ）表示节点ｖｊ 的影响力．是根
据重要节点对其他节点的影响力，即邻域影响度长度
的总和来决定．
式（２）定义网络基础设施图模型Ｇ 上的重要性，
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为了同时考虑承载业务的重要性，本文中提出将业
务也转换为图模型上的点，如图１所示．假设网络基
础设施中的业务有｛ｗ１，ｗ２，ｗ３，…｝．每种业务ｗｊ 在
图上都映射相应的节点ｗｊ．如果某网元承载某业务，
则在图上增加连接网元对应节点ｖｉ 到业务对于节点
ｗｊ 的一条边ｅ（ｖｉ，ｗｊ）．这样生成的包括业务信息的
图模型用Ｇ′表示．在图Ｇ′上利用邻域影响度来统一
衡量节点的重要性，可同时衡量连接关系的重要性
和关于业务的重要性．对于业务的级别，可以通过给
边ｅ（ｖｉ，ｗｊ）赋予相应的权重，为简化描述，本文中假
设所有业务级别都一样，即相应的边的权重为１．下
文中将不区分Ｇ′和Ｇ，两者都表示包括业务信息的
图模型．
图１　业务转化为图上的节点
Ｆｉｇ．１ Ｓｅｒｖｉｃｅ　ｖｅｒｔｉｃｅｓ　ｉｎ　ｔｈｅ　ｇｒａｐｈ
网元节点重要性评估算法步骤为：
１）计算转移概率矩阵Ｐ．将业务转化为图上业务
节点，利用图上网元节点的邻接关系和网元承载业务
情况得到邻接矩阵Ａ，根据Ｐ＝Ｄ－１　Ａ 计算转移概率
矩阵Ｐ．
２）计算影响力距离矩阵Π．设置合适的随机游走
长度ｌ和随机游走的重启概率ｃ，根据式（１）计算Π．
３）根据式（２）计算网元节点的重要性分值．
４）生成重要网元节点列表．重要性分值大于ξ的
网元节点称为重要节点，其中ξ表示重要网元节点重
要性的阈值．图２所示的是基于本文中实验部分数据
集的网络基础设施图Ｇ 上的网元重要性的分布情况．
通过对网元节点影响力的曲线拟合，可见网元节点影
响力分布曲线与幂律分布函数ｙ＝１．７２ｘ－０．０６－１的
曲线基本吻合，遵循幂律（ｐｏｗｅｒ　ｌａｗ）分布，因此确定
重要节点的重要性的阈值ξ并不是绝对的，而是相对
的．在下文３．２节对ξ的取值进行了讨论．
由于评估节点重要性需要对两个矩阵进行乘积，
所以整体的时间复杂度是Ｏ（ｌｎ３），其中ｎ是图中的网
元个数．在实际应用中，可以利用快速稀疏矩阵乘法来
图２　网元节点影响力分布曲线
Ｆｉｇ．２ Ｔｈｅ　ｃｕｒｖｅ　ｏｆ　ｖｅｒｔｅｘ　ｉｎｆｌｕｅｎｃｅ　ｄｉｓｔｒｉｂｕｔｉｏｎ
代替通常的矩阵相乘算法以加快计算速度．
２　生成重要网元子图
重要网元子图应包括重要网元节点和与重要网
元节点相似度较大的节点，即被重要节点影响大的节
点，有如下几个特点：１）重要网元子图应该是一个连
通图；２）重要网元子图应该包括重要节点；３）重要网
元子图应该包括被重要节点影响的节点．
本文中提出了一个类似高维空间中密度聚类思
想的扩展策略，从重要网元节点扩展出网元子图．生成
重要网元子图的算法步骤如下：
１）从重要网元节点列表中选择当前重要性分值
最大的网元ｖｊ，初始化子图ｇｓ为空，并将该网元插入
到空节点图中，从重要网元节点列表中删除ｖｊ，标记
ｖｊ 为已访问节点，设置子图扩展的停止条件阈值ε，计
算公式为：
ε＝ｍａｘ（Π（ｊ，∶））×ｒｌｂ，
其中ｒｌｂ的取值为幂律分布曲线的拐点位置．
２）初始化最大堆Ｈ，将所有未被访问过的重要网
元ｖｊ 的相邻节点ｖｍ 和影响力值Πｊｍ插入到最大堆
Ｈ 中．
３）从最大堆Ｈ 的堆顶获取当前影响力最大值节
点ｖｋ 和其影响力值，若该影响力值大于阈值ε，将所
有未被访问过的ｖｋ 的相邻节点ｖｍ 和影响力值Πｋｍ插
入到最大堆Ｈ 中，同时将ｖｋ 加入到图ｇｓ中，标记ｖｋ
为已访问，如果节点ｖｋ 是重要网元，更新阈值ε，更新
公式为：
ε＝ｍａｘ（Π（ｋ，∶））×ｒｌｂ．
重复步骤３），若该影响力值小于阈值ε，则将当前
生成的子图ｇｓ加入到重要网元子图集合Ｇｓ中；若重要
·０６５·
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网元节点列表不为空，返回步骤１）；否则进行步骤４）．
４）融合重要网元子图．遍历重要网元子图集合
Ｇｓ，若两个重要网元子图存在节点在原图上是直接相
连的，将两个网元子图合并成一个网元子图．
生成重要网元子图的算法从重要网元节点出发，
通过扩展重要网元来生成重要网元子图．步骤２）和３）
使用最大堆来维持影响力大的节点，每次从最大堆Ｈ
中取出第一个节点加入到当前的重要网元子图ｇｓ中．
检查是否结束当前重要网元子图ｇｓ的扩展的判断条
件是当前网元子图ｇｓ中的所有节点对待扩展节点的
影响力是否小于阈值ε．阈值ε为最后加入到网元子图
的重要节点对图上其他节点的影响力的最大值的ｒｌｂ
倍．由于影响力距离遵循幂律分布，ｒｌｂ的取值为幂律分
布曲线的拐点位置，在本文中根据实验中的具体幂律
分布情况，ｒｌｂ的值为０．２．在步骤４）中，对于生成的重
要网元子图集合，如果两个重要网元子图存在节点在
原图上是直接相连的，那么这两个网元子图将被合并
成一个网元子图．
３　实验结果与分析
本文中实验所使用的运行环境为ＯＳ　Ｘ　１０．１０．５，
ＣＰＵ为Ｉｎｔｅｌ　ｉ５　１．６ＧＨｚ，内存为４ＧＢ，算法的实现基
于Ｐｙｔｈｏｎ语言．在所有实验中，使用的随机游走的返
回概率为０．１５．
３．１　数据集
本研究在数据集ＳＮＡＰ１Ｎ、ＳＮＡＰ１Ｕ、ＳＮＡＰ２Ｎ、
ＳＮＡＰ２Ｕ上进行实验．这４个数据集由数据集ＳＮＡＰ１
和ＳＮＡＰ２生成，数据集ＳＮＡＰ１和ＳＮＡＰ２均来源于
俄勒冈大学路由查看计划，来自 Ｓｔａｎｆｏｒｄ大学的
ＳＮＡＰ项目（ｈｔｔｐｓ：∥ｓｎａｐ．ｓｔａｎｆｏｒｄ．ｅｄｕ／ｄａｔａ／）．两个
数据集的基本特征如表１所示．
表１　数据集特征
Ｔａｂ．１　Ｄａｔａｓｅｔ　ｃｈａｒａｃｔｅｒｉｓｔｉｃｓ
数据集 节点数 边数
ＳＮＡＰ１　 ２　１０７　 ４　４８９
ＳＮＡＰ２　 ６　４７４　 １３　２３３
数据集中每个节点代表一个自治系统（如路由），自
治系统之间的通信遵循边界网关协议，基于边界网关协
议的日志消息可以构建自治系统之间的通信网络拓扑
图．由于ＳＮＡＰ１和ＳＮＡＰ２中并没有网元所承载的业务
信息，本研究中在其上叠加了合成的业务数据．假设有
１００种不同的业务，对于每个节点，允许其承载１０个不
同的业务，承载的业务的数量有均匀分布和正态分布两
种情况．随机地从１００种业务中选择某节点所承载的具
体业务．通过对ＳＮＡＰ１和ＳＮＡＰ２叠加两种不同的业务
分布，共生成４个不同的数据集供实验中使用，后文用
ＳＮＡＰ１Ｕ、ＳＮＡＰ１Ｎ、ＳＮＡＰ２Ｕ、ＳＮＡＰ２Ｎ 表 示．其 中，
ＳＮＡＰ１Ｕ表示在ＳＮＡＰ１上叠加均匀分布的业务数量，
ＳＮＡＰ１Ｎ表示在ＳＮＡＰ１上叠加正态分布的业务数量．
ＳＮＡＰ２的表示与之类似．
３．２　有效性
首先介绍如何衡量重要网元子图的质量．对于确
定的某重要网元子图Ｇｓ，可以利用式（３）来衡量重要
网元子图的质量：
Ｒｃｏｖｅｒａｇｅ（ｇ）＝
∑ｖｊ，ｖｋ∈Ｖ（Ｇｓ），ｓｃｏｒｅ（ｖｊ）≥ξΠｊｋ
∑ｖｊ∈Ｖ（Ｇｓ），ｖｋ∈Ｖ（Ｇ），ｓｃｏｒｅ（ｖｊ）≥ξΠｊｋ
，（３）
其中Π 是影响力矩阵．∑ｖｊ，ｖｋ∈Ｖ（Ｇｓ），ｓｃｏｒｅ（ｖｊ）≥ξΠｊｋ 表示
重 要 网 元 子 图 内 节 点 之 间 的 影 响 力，
∑ｖｊ∈Ｖ（Ｇｓ），ｖｋ∈Ｖ（Ｇ），ｓｃｏｒｅ（ｖｊ）≥ξΠｊｋ 衡量了重要网元子图内
的重要节点到子图内其他节点的影响力，Ｒｃｏｖｅｒａｇｅ 值越
高，说明重要网元子图内捕捉到大部分重要节点的影
响力越大．
图３显示了在数据集ＳＮＡＰ１Ｕ和ＳＮＡＰ１Ｎ上，
对于不同的ξ找到的前１０个重要网元子图的Ｒｃｏｖｅｒａｇｅ
的算术平均值．对于每个ξ，变化邻域影响度的长度为
２～６．当随机游走的长度为２时，Ｒｃｏｖｅｒａｇｅ的算术平均值
在两个数据集上都只有０．３左右，这是因为长度为２
的随机游走在图上所能访问范围过小，不足以捕捉重
要节点的影响力．当随机游走的长度超过３时，发现两
个数据集上的Ｒｃｏｖｅｒａｇｅ的算术平均值都超过７０％，例如
对于长度为５，ξ为８５％时，重要网元子图内的重要节
点的影响力超过８５％都在子图内部．
图４展示了分别在数据集ＳＮＡＰ１Ｕ和ＳＮＡＰ１Ｎ
上找到的重要网元子图，其中随机游走的长度为４，ξ为
８５％，灰色节点表示重要网元子图中的重要节点．可见，
找到的重要网元子图里包括相当部分的重要节点，也包
括与重要节点相连的非重要节点．寻找网元子图的传统
方法是从同一时间窗口内的每个故障网元出发，以每个
故障网元为中心，寻找与其路径距离小于ｈ的网元节
点．将故障网元以及这些故障网元的邻接网元节点所构
成的子图作为此故障网元的邻域子图，即为重要网元子
图．同一时间窗口内的故障网元邻域子图如有重合，即
包含相同节点，则把重合的邻域子图合并．图５展示了
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图３　数据集ＳＮＡＰ１Ｕ和ＳＮＡＰ１Ｎ的Ｒｃｏｖｅｒａｇｅ
Ｆｉｇ．３　Ｒｃｏｖｅｒａｇｅｏｆ　ｄａｔａｓｅｔ　ＳＮＡＰ１Ｕａｎｄ　ＳＮＡＰ１Ｎ
图中数值表示网元的编号，下同．
图４　数据集ＳＮＡＰ１Ｕ和ＳＮＡＰ１Ｎ的重要网元子图示例
Ｆｉｇ．４ Ａｎ　ｅｌｅｍｅｎｔ　ｓｕｂｇｒａｐｈ　ｏｆ　ｄａｔａｓｅｔ　ＳＮＡＰ１Ｕａｎｄ　ＳＮＡＰ１Ｎ
在数据集ＳＮＡＰ１Ｕ和ＳＮＡＰ１Ｎ上利用传统的方法找
到的与图４对应的网元子图，即包括发生故障网元的邻
域子图，其中邻域子图中的节点到发生故障节点的路径
长度为２．可见，传统方法找到的网元子图包括的节点远
远多于本文中所找到的重要网元子图中的节点，会极大
地增加运维人员的负担．
３．３　运行时间
本研究在４个数据集上都进行了运行时间的实
验，其中随机游走的长度为４和６，ξ为８５％．图６显示
了在ＳＮＡＰ１Ｕ、ＳＮＡＰ１Ｎ、ＳＮＡＰ２Ｕ、ＳＮＡＰ２Ｎ的运行
时间，包括长度为４和６的随机游走．运行时间分两部
分，分别对应评估网元节点的重要性和生成重要网元
子图．其中，ＳＮＡＰ１Ｕ和ＳＮＡＰ１Ｎ的实验结果对应左
边的坐标纵轴，ＳＮＡＰ２Ｕ和ＳＮＡＰ２Ｎ的实验结果对
应右边的坐标纵轴．由于评估网元重要性算法的时间
复杂度为Ｏ（ｌｎ３），所以评估网元节点重要性所需的时
间随ｌ的增加而增加．生成重要网元子图算法是一个
启发式的算法，其时间复杂度与重要节点的个数以及
重要节点的影响范围有关，但ｌ的变化会影响重要节
点的个数，所以生成重要网元算法的时间也会随ｌ的
变化而变化．由于生成重要网元子图中要频繁更新最
大堆中所对应的影响力值，其时间复杂度为Ｏ（ｌｏｇｍ），
其中ｍ 是最大堆里的元素个数，所以扩展生成重要网
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图５　数据集ＳＮＡＰ１Ｕ和ＳＮＡＰ１Ｎ的传统网元子图示例
Ｆｉｇ．５ Ａｎ　ｅｌｅｍｅｎｔ　ｓｕｂｇｒａｐｈ　ｏｆ　ｄａｔａｓｅｔ　ＳＮＡＰ１Ｕａｎｄ　ＳＮＡＰ１Ｎ
图６　数据集的运行时间
Ｆｉｇ．６ Ｔｈｅ　ｒｕｎｎｉｎｇ　ｔｉｍｅ　ｏｎ　ｄａｔａｓｅｔｓ
元子图的时间相对较长．
为了衡量算法的时间复杂度，本研究中分别选取不
同节点数，在数据集ＳＮＡＰ２Ｎ上进行实验．图７显示了
在不同大小的图上算法的运行时间，其中随机游走的长
度为４，ξ为８５％．可见，随着节点数量的增加，计算网元
重要性算法和生成重要网元子图算法的运行时间符合
上面的复杂度分析，整体上呈多项式时间增长．当节点
数为２　０００时，生成重要网元子图步骤的变化也反映了
启发式算法的启发策略对整体运行时间的影响．
４　结　论
快速而准确地确定重要网元子图可以用于提高
图７　数据集ＳＮＡＰ２Ｎ的运行时间
Ｆｉｇ．７ Ｔｈｅ　ｒｕｎｎｉｎｇ　ｔｉｍｅ　ｏｎ　ｄａｔａｓｅｔ　ＳＮＡＰ２Ｎ
网络基础设施的运维效率，降低运维成本．本研究的主
要贡献：１）针对在大规模网络基础设施中确定面向业
务的重要网元子图的问题，提出利用邻域影响度来统
一衡量网元在连接和业务两方面的重要性；２）给出了
确定重要网元子图的算法，利用类似密度聚类的思
想，通过扩展重要网元生成重要网元子图；３）在真实
的网络基础设施数据集上，通过叠加合成的业务承载
数据进行了广泛的实验，实验结果验证了提出的方法
可以高效地找到高质量的重要网元子图，并将其用于
网络基础设施的运维．未来可能的研究方向包括利用
其他影响力模型来构建重要网元子图，以及在动态网
络基础设施中如何维护所发现的重要网元子图等．
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