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Abstract
We extend classical results of Kostant et al. on multiplets of representations of finite-dimensional Lie
algebras and on the cubic Dirac operator to the setting of affine Lie algebras and twisted affine cubic
Dirac operator. We prove in this setting an analogue of Vogan’s conjecture on infinitesimal characters of
Harish-Chandra modules in terms of Dirac cohomology. For our calculations we use the machinery of Lie
conformal and vertex algebras.
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1. Introduction
Let g be a finite-dimensional reductive Lie algebra over C with a non-degenerate symmetric
invariant bilinear form (,), and let a be a reductive subalgebra of g, such that the restriction of
the form (,) to a is non-degenerate. For future reference, we call (g,a) a reductive pair. Then the
adjoint representation of a in g induces a homomorphism a → so(p), where p is the orthogonal
complement of a in g. Hence, by restriction, we obtain a representation of the Lie algebra a in
the spinor representation F of so(p). Assume now that rank(a) = rank(g). Then dim(p) is even,
hence F decomposes in a direct sum of two irreducible representations F+ and F− of so(p).
The following “homogeneous Weyl character formula” was established in [3], as an identity in
the character ring of a:
V (λ)⊗ F+ − V (λ)⊗ F− =
∑
w∈W ′
(−1)(w)U(w(λ+ ρg)− ρa), (1.1)
where ρg, ρa are half the sum of the positive roots of g and a respectively, V (λ) is an irreducible
representation of g with highest weight λ, U(μ) is an irreducible representation of a with highest
weight μ, and W ′ is the set of minimal length representatives in the Weyl group of g from
each right coset of the Weyl group of a. In Remark 5.1 we adjust definitions as to make (1.1)
meaningful even when the representatives are not minimal.
The collection of a-modules in the right-hand side of (1.1) is called a multiplet. It is clear
from (1.1) that the Casimir operator of a has equal eigenvalues on all modules from this multiplet,
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important for M-theory, these kind of multiplets have been earlier discovered by physicists, and
formula (1.1) for the embedding so9 ⊂ F4 reproduced their observations.
In fact we observe (see Proposition 5.9) that any multiplet satisfies a stronger property, namely
the signed sum of quantum dimensions of modules of a multiplet is zero. Recall that the quantum
dimension of an a-module L(Λ), where a is a semisimple subalgebra,1 equals
dimq L(Λ)=
∏
α∈(Δ+a )∨
[(Λ+ ρa, α)]q
[(ρa, α)]q , (1.2)
where (Δ+a )∨ is the set of positive coroots of a and [n]q = q
n/2−q−n/2
q1/2−q−1/2 (note that
limq→1 dimq L(Λ)= dimL(Λ)).
In a subsequent paper [12], Kostant showed that for a “cubic” Dirac operator /∂g/a, with a
cubic term associated to the fundamental 3-form of g, the kernel on V (λ) ⊗ F decomposes
precisely in a direct sum of the a-modules of the multiplet:
KerV (λ)⊗F /∂g/a =
⊕
w∈W ′
U
(
w(λ+ ρg)− ρa
)
. (1.3)
Both decompositions (1.1) and (1.3) were extended to the setting of affine Lie algebras by
Landweber [15]. The affine analogue of the “cubic” Dirac operator, used in [15], was introduced
much earlier by Kac and Todorov in their work [10] on unitary representations of Neveu–Schwarz
and Ramond superalgebras.
Another interesting application of the Dirac operator /∂g/a was a conjecture of Vogan express-
ing the infinitesimal character of an irreducible (g,K)-module X of a real reductive group G in
terms of an a-type of X appearing in the cohomology defined by /∂g/a (the “Dirac cohomology”),
where a is the complexification of the Lie algebra of K (cf. Theorem V in this Introduction). This
conjecture has been proved in [5] as a consequence of an algebraic statement (cf. Theorem HP
below) relative to a “quadratic” Dirac operator associated to a symmetric pair (g,a) (i.e., a is the
fixed point set of an involution of g). Subsequently Kostant [13] observed that using his “cubic”
Dirac operator yields this algebraic statement for any reductive pair.
In the present paper we define a general σ -twisted “cubic” Dirac operator in the affine setting,
where σ is a semisimple automorphism (not necessarily of finite order) of the reductive Lie
algebra g, leaving invariant the subalgebra a, and extend all the results mentioned above to this
setting. As in [10] we work with the “superization” g[ξ ] of g, where ξ is an odd indeterminate
with ξ2 = 0, in order to treat the Kac–Moody and Clifford affinizations simultaneously. Also,
we use the very convenient for calculations machinery of Lie conformal and vertex algebras, and
their twisted representations.
In more detail, let
gˆsuper = g[ξ ][t, t−1]⊕ CK⊕ CK
be the “superization” of the affine Lie algebra gˆ = g[t, t−1] ⊕ CK, where K,K are even central
elements, and the remaining commutation relations are (a, b ∈ g):
1 The definition of quantum dimension for an arbitrary reductive subalgebra a is given in (5.17).
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atm, btn
]= [a, b]tm+n +mδm,−n(a, b)K,[
atm, bξ tn
]= [a, b]ξ tm+n,[
aξtm, bξ tn
]= δm,−n−1(a, b)K.
Denote by V k+g,1 the gˆsuper-module, induced from the 1-dimensional representation of the sub-
algebra g[ξ ][t] ⊕ CK⊕ CK given by
g[ξ ][t] 
→ 0, K 
→ k + g, K 
→ 1.
We assume here that the Casimir operator Cas of g, acting on g, has a unique eigenvalue 2g.
(If Cas has several eigenvalues, we take the tensor product of the corresponding modules, and
below we take the sum of the corresponding “cubic” Dirac operators.) The module V k+g,1 has
a canonical structure of a vertex algebra with vacuum vector |0〉 = 1, translation operator T ,
induced by − d
dt
, and generating fields{
a(z) =
∑
j∈Z
(
atj
)
z−j−1, a(z) =
∑
j∈Z
(
aξtj
)
z−j−1
}
a∈g
.
Denote by a and a the corresponding elements under the field-state correspondence:
a = (at−1)|0〉, a = (aξ t−1)|0〉. Let {xi} and {xi} be dual bases of g, i.e. (xi, xj ) = δi,j . The
following element of the vertex algebra V k+g,1 is the father of all affine σ -twisted “cubic” Dirac
operators (cf. [1,10]):
Gg =
∑
i
:xixi : + 13
∑
i,j
:[xi, xj ]xixj :.
This element satisfies the following key λ-bracket relation (cf. [1,10]):
[GgλGg] = Lg + λ
2
2
(
k + g
3
)
dimg, (1.4)
where
Lg =
∑
i
:xixi : + (k + g)
∑
i
:T (xi)xi : +
∑
i,j
:xi[xi, xj ]xj :. (1.5)
The basic object of our considerations is the element Gg −Ga, which is the father of all affine
relative σ -twisted “cubic” Dirac operators, in the following sense. First, notice that the vertex
algebra V k+g,1 is isomorphic to the vertex algebra V k(g)⊗F(g), the isomorphism being induced
by the map x 
→ x − 12
∑
i :[x, xi]xi :, x 
→ x (x ∈ g), where V k(g) is the affine vertex algebra of
level k, isomorphic to the subalgebra of V k,1 generated by the fields {a(z)}a∈g, and F(g) is the
fermionic vertex algebra, isomorphic to the subalgebra of V k,1 generated by the fields {a(z)}a∈g.
Since the vertex algebra V k(g) (resp. F(g)) is the affine analogue of the universal enveloping
algebra U(g) (resp. of the Clifford algebra generated by g = gξ ), any (twisted) representation of
the vertex algebra V k+g,1 gives rise to a representation of the affine Lie algebra gˆ of the form
M ⊗F(g), where M is a (twisted) gˆ-module of level k and F(g) is the restriction of the (twisted)
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twisted affine Lie algebra.)
Denote by τ the automorphism of the Lie superalgebra g[ξ ], defined by being σ on g and −σ
on g = gξ . This automorphism induces an automorphism of the vertex algebra V k+g,1, also de-
noted by τ , such that τ(Gg) = −Gg. It follows that in any twisted representation N = M ⊗F(g)
of V k+g,1, the odd field corresponding to the element Gg is of the form
YM⊗F(g)(Gg, z) =
∑
n∈Z
GNg,nz
−n− 32 .
The operator GNg,0 (resp. GNg,0 −GNa,0) is called the σ -twisted (resp. relative σ -twisted) affine
Dirac operator.
One shows that the operators GNg,n (n ∈ Z) and their brackets define a representation of the
Ramond superalgebra in M ⊗F(g) (an easy way to do it is to use the λ-bracket relation (1.4) and
similar λ-bracket relations for [Lg λGg] and [Lg λLg]). In particular, one gets the formula for
(GNg,0)
2 = 12 [GNg,0,GNg,0], similar to Kostant’s formula in the finite-dimensional setup [12] (going
to the affine setup one should replace Cas in Kostant’s formula by the Virasoro operator LNg,0).
Moreover, we define Gg,a = Gg −Ga. The relative operators GNg,a,n = GNg,n −GNa,n (n ∈ Z)
and their brackets again define a representation of the Ramond superalgebra in M ⊗F(g), which
intertwines the representation of aˆ. This construction was used in [10] to describe all unitary
discrete series representations of the Ramond (and Neveu–Schwarz) superalgebra. Here we use
this construction to obtain a twisted representation of aˆ, and to derive a formula, similar to (1.3)
in the affine setting. This generalizes the main result of [15] from σ = 1 to arbitrary σ .
The proof of the decomposition (1.1) in [3] works also in the affine setting (cf. [15] for σ = 1).
As a corollary, we obtain that the signed sum of asymptotic dimensions of aˆ-modules from a
multiplet equals zero. Of course, all the aˆ-modules are infinite-dimensional, but one can use a
substitute for dimension, called asymptotic dimension [8] (cf. (5.15)), which is a positive real
number that has all the basic properties of dimension. Moreover, if a is reductive, the sum runs
over an infinite set, but a suitable use of Theta functions makes the sum finite.
Next we introduce a notion of Dirac cohomology H((Gg,a)0,M) of a σ -twisted gˆ-module M .
It turns out that it is not difficult to prove a non-vanishing result for this cohomology which is
an affine analogue of Kostant’s result [13]. In light of this, it is natural to speculate in our affine
setting on results in the spirit of the following conjecture of Vogan [16], proved by Huang and
Pandžic´ [5].
Let G be a connected real reductive group with a maximal compact subgroup K and let K˜ be
the two-fold spin cover of K . Let g = k⊕ p be the Cartan decomposition of the complexified Lie
algebra g of G.
Theorem V. Let X be an irreducible (g,K)-module. Let γ be the highest weight of an irre-
ducible K˜-module appearing in the Dirac cohomology of X. Then the infinitesimal character of
X is given by γ + ρk, where ρk is the half sum of the positive roots of k.
For more details on this statement (in particular for an explanation of how γ + ρk defines an
infinitesimal character) see the discussion in [5, 2.3].
This theorem has been proved in [5] as a consequence of a purely algebraic statement, which
is as follows. Consider the embeddings k → g → U(g), k → so(p) → Cl(p), and let kΔ be the
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let h, t be Cartan subalgebras of g, k and W , Wk their respective Weyl groups. Recall the iso-
morphisms S(h)W ∼= P(h∗)W , S(t)Wk ∼= P(t∗)Wk (here P(V ) denotes the algebra of polynomial
functions on the vector space V and S(V ) the symmetric algebra on V ).
Theorem HP. Let {zi} be an orthonormal basis of p with respect to the Killing form of g and let
D =∑i zi ⊗ zi be the Dirac operator.
(1) For any z ∈Z(g) there is a unique ζ(z) ∈Z(kΔ) and an element a ∈ U(g)⊗ Cl(p) such that
z⊗ 1 = ζ(z)+ aD +Da.
(2) The map ζ :Z(g) → Z(kΔ) ∼= Z(k) is an algebra homomorphism which makes the following
diagram commutative:
Z(g)
ζ
Z(k)
S(h)W
Res
S(t)WK .
Here the vertical arrows are Harish-Chandra isomorphisms, whereas Res is the restriction of
polynomials on h∗ to t∗.
Kostant observed in [13] that Theorem HP holds for any reductive pair (g,a) provided
one uses the cubic Dirac operator. Since this operator is in a precise sense a specialization of
our G
(σ)
g,a,0 (see the discussion in [1, §3.4]), it is natural to ask whether it is possible to formulate
a kind of affine analogue of Theorems V or HP. We obtain this analogue in the following setting.
We replace the (g,K)-module X by a highest weight twisted gˆ-module M . Let g0, a0 denote
the fixed point subalgebras of σ in g, a, respectively. Let h0 denote a Cartan subalgebra of g0.
Fix a Cartan subalgebra ha of a0 and let hˆa be the corresponding Cartan subalgebra of aˆ. Let Cg
denote the Tits cone of gˆ (cf. (8.1)) and let ρˆσ , ρˆaσ be as in (4.27). Let Ŵ be the Weyl group
of gˆ. The following result is our affine analog of Vogan’s conjecture.
Theorem 1.1. Assume that the centralizer C(ha) of ha in g0 equals h0. Fix Λ ∈ hˆ∗0 such that
Λ + ρˆσ ∈ Cg and let M be a highest weight module for gˆ with highest weight Λ. Let f be a
holomorphic Ŵ -invariant function on Cg. Suppose that a twisted highest weight aˆ-module of
highest weight μ occurs in the Dirac cohomology H((Gg,a)0,M). Then
f|hˆ∗a(μ+ ρˆaσ ) = f (Λ+ ρˆσ ).
The content of the paper is as follows. In Sections 2 and 3 we introduce the basic material
on vertex and Lie conformal algebras, and on their twisted representations, respectively. Here
we discuss in some detail the examples of affine, fermionic and super affine vertex algebras, and
their twisted representations.
In Section 4 we introduce (for any reductive pair) the relative affine Dirac operators, in the
framework of twisted representations of super affine vertex algebras. We compute their squares
and the values of the squares on highest weight vectors (formula (4.10) and Propositions 4.2
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Section 6 that in the special case when σ is a finite order automorphism, formula (4.21) turns
into the “very strange formula” [8, (13.15.4)].
In Section 5 we decompose (under the assumption rank a0 = rank g0) the kernel of a relative
affine Dirac operator in the multiplets (Theorem 5.4), compute the (common) eigenvalue of the
affine Casimir operator on representations of each multiplet (Corollary 5.6) and show that the
signed sum of asymptotic dimensions of representations of a multiplet is zero (Proposition 5.7).
In Section 7, in the general setting of reductive pairs, we obtain a non-vanishing result for
affine Dirac cohomology, similar to Kostant’s [13] in the finite-dimensional setting.
In by far the longest Section 8 we prove our affine analogue of Vogan’s conjecture: the main
result is Theorem 8.1, which is a technically more precise formulation of Theorem 1.1 above.
Though the flavor of Huang–Pandžic´’s proof remains (notably in exploiting the exactness of
suitable Koszul complexes), we have to overcome several difficulties which are due to the com-
pletion, which has to be introduced in order to have a large holomorphic center, constructed
in [7], and the corresponding Harish-Chandra type homomorphism.
In Section 9 we give proofs, omitted in previous sections, of various technical results.
2. Basic definitions and examples
For background on vertex algebras, conformal Lie algebras and twisted vertex algebras see
[1,9,11].
A vector superspace is a Z/2Z = {0,1}-graded vector space V = V0 ⊕ V1. If α ∈ Z/2Z, then
set p(v) = α if v ∈ Vα and call p(v) the parity of v. We also set p(v,w) = (−1)p(v)p(w). Recall
that an End(V )-valued quantum field is a series
a(z) =
∑
n∈Z
a(n)z
−n−1
where a(n) ∈ End(V ) all have the same parity (called the parity of a(z)) and, for all v ∈ V ,
a(n)v = 0 for n 0.
Definition 2.1. A vertex algebra is triple (V , |0〉, Y ), where V is a vector superspace, |0〉 is an
even vector in V , and Y :a 
→ Y(a, z) =∑n∈Z a(n)z−n−1 is a parity preserving linear map from
V to the space of End(V )-valued quantum fields. These data satisfy the following axioms, where
T a = a(−2)|0〉:
(i) T |0〉 = 0, Y(a, z)|0〉|z=0 = a,
(ii) [T ,Y (a, z)] = ∂zY (a, z),
(iii) (z−w)N [Y(a, z), Y (b,w)] = 0 for some N ∈ Z+.
As a consequence of the axioms one deduces that, if a, b ∈ V , then, in End(V ),
[a(n), b(m)] =
∑ (n
j
)
(a(j)b)(n+m−j), n,m ∈ Z. (2.1)j∈Z+
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:ab: = a(−1)b. Letting Y+(a, z) =∑n<0 a(n)z−n−1 and Y−(a, z) =∑n0 a(n)z−n−1, one de-
fines the normal order product of quantum fields by
:Y(a, z)Y (b, z): = Y+(a, z)Y (b, z)+ p(a, b)Y (b, z)Y−(a, z).
Then
:Y(a, z)Y (b, z): = Y(:ab:, z).
The normal order product is, in general, neither commutative nor associative, but the following
“quasi-commutativity” and “quasi-associativity” relations hold:
:ab: = p(a, b):ba: +
0∫
−T
[aλb]dλ, (2.2)
::ab:c: = :a:bc:: + :
( T∫
0
dλa
)
[bλc]: + p(a, b):
( T∫
0
dλb
)
[aλc]:, (2.3)
where
[aλb] =
∑
n0
λn
n! a(n)b. (2.4)
Definition 2.2. A Lie conformal superalgebra is a Z/2Z-graded C[T ]-module R = R0 ⊕ R1,
endowed with a parity preserving C-bilinear map R ⊗ R → C[λ] ⊗ R, denoted by [aλb], such
that the following axioms hold:
(sesquilinearity) [T aλb] = −λ[aλb], T [aλb] = [T aλb] + [aλT b],
(skewsymmetry) [bλa] = −p(a, b)[a−λ−T b],
(Jacobi identity) [aλ[bμc]]− p(a, b)[bμ[aλc]]= [[aλb]λ+μc].
A vertex algebra can be endowed with the structure of a Lie conformal superalgebra by intro-
ducing the λ-product via (2.4). Moreover [·λ·] and : · : are related by the non-commutative Wick
formula:
[aλ:bc:] = :[aλb]c: + p(a, b):b[aλc]: +
λ∫ [[aλb]μc]dμ. (2.5)0
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la”:
[:ab:λc] = :
(
eT ∂λa
)[bλc]: + p(a, b):(eT ∂λb)[aλc]: + p(a, b) λ∫
0
[
bμ[aλ−μc]
]
dμ. (2.6)
Given a Lie conformal superalgebra R one can construct its universal enveloping vertex alge-
bra V (R). This vertex algebra is characterized by the following properties:
1. There is an embedding R → V (R) of Lie conformal superalgebras.
2. Given an ordered basis {ai} of R, the monomials :ai1ai2 · · ·ain : with ij  ij+1 and ij < ij+1
if p(aij ) = 1 form a basis of V (R).
Here and further, the normal ordered product of more than two fields is defined from right to left,
as usual.
We will be using the following three examples of Lie conformal superalgebras and their uni-
versal enveloping vertex algebras.
2.1. The affine vertex algebra
Given a reductive finite-dimensional complex Lie algebra g endowed with a non-degenerate
invariant bilinear form (·,·), one defines the current Lie conformal algebra Cur(g) as
Cur(g) = (C[T ] ⊗ g)+ CK
with T (K) = 0 and the λ-bracket defined for a, b ∈ 1 ⊗ g by
[aλb] = [a, b] + λ(a, b)K, [aλK] = [KλK] = 0.
Let V (g) be its universal enveloping vertex algebra. Given a, b ∈ g then it follows from (2.1)
that, in End(V (g)),
[a(n), b(m)] = [a, b] + δn,mn(a, b)K, m,n ∈ Z.
The vertex algebra
V k(g) = V (g)/:(K − k|0〉)V (g):
is called the level k universal affine vertex algebra.
2.2. The fermionic vertex algebra
Given a vector superspace A with a non-degenerate bilinear form (·,·) such that (a, b) =
(−1)p(a)(b, a), one can construct the Clifford Lie conformal algebra as
RCl(A) = (C[T ] ⊗A)⊕ CK ′
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[aλb] = (a, b)K ′, [aλK ′] =
[
K ′λK ′
]= 0.
Let V (A) be its universal enveloping vertex algebra. Given a, b ∈ A, it follows from (2.1) that,
in End(V (A)),
[a(n), b(m)] = δn+m,−1(a, b)K ′, m,n ∈ Z.
The vertex algebra
F(A) = V (A)/:(K ′ − |0〉)V (A):
is called the fermionic vertex algebra.
2.3. The super affine vertex algebra
Let g be a reductive complex finite-dimensional Lie algebra endowed with a non-degenerate
symmetric bilinear invariant form (·,·). Regard g as an even superspace and let g be g
viewed as an odd superspace. Consider the Lie conformal superalgebra Rsuper = (C[T ] ⊗ g) ⊕
(C[T ] ⊗ g) ⊕ CK ⊕ CK with T (K) = T (K) = 0, K, K being even central elements, the λ-
brackets for a, b ∈ 1 ⊗ g being
[aλb] = [a, b] + λ(a, b)K, [aλb] = [aλb] = [a, b], [aλb] = (a, b)K. (2.7)
Denote by V (Rsuper) the corresponding universal enveloping vertex algebra, by V 1(Rsuper) its
quotient modulo the ideal generated by K − |0〉 and by V k,1(Rsuper) the quotient modulo the
ideal generated by K− k|0〉 and K− |0〉.
We conclude this section by showing how our three examples are related. First of all we recall
that a tensor product of vertex algebras V1 and V2 is the vertex algebra V1 ⊗ V2 with vacuum
vector |0〉1 ⊗ |0〉2 and state-field correspondence defined by Y(a ⊗ b, z) = Y(a, z)⊗ Y(b, z).
Assume that g is semisimple or abelian. Let Cas be the Casimir operator of g with respect to
(·,·). We can and do assume that the form is chosen so that Cas = 2gIg when acting on g, where
g is a positive real number.
Proposition 2.1. Let {xi} be an orthonormal basis of g. For x ∈ g set
x˜ = x − 1
2
∑
i
:[x, xi]xi :, K˜ =K− g|0〉.
The map x 
→ x˜, K 
→ K˜ , y 
→ y defines a Lie conformal superalgebra homomorphism
Cur(g) ⊕ RCl(g) → V 1(Rsuper), which induces an isomorphism of vertex algebras
V k(g)⊗ F(g) ∼= V k+g,1(Rsuper).
Proof. We first show that for a, b ∈ g we have (in V 1(Rsuper))
[aλb˜] = [˜a, b] + λ
(K− g|0〉)(a, b) = [a˜λb]. (2.8)
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[aλb˜] = [aλb] − 12
∑
i
[
aλ:[b, xi]xi :
]
= [aλb] − 12
∑
i
(
:[aλ[b, xi]]xi : + :[b, xi][aλxi]: + λ∫
0
[[
aλ[b, xi]
]
μ
xi
]
dμ
)
= [aλb] − 12
∑
i
(:[a, [b, xi]]xi : + :[b, xi][a, xi]: + λ([a, [b, xi]], xi))
= [aλb] − 12
∑
i
(:[a, [b, xi]]xi : + :[b, [xi, a]]xi :)− λg(a, b)|0〉
= [aλb] − 12
∑
i
:[[a, b], xi]xi : − λg(a, b)|0〉.
Recalling that [aλb] = [a, b] + λ(a, b)K we have (2.8). By skewsymmetry of the λ-bracket, we
readily obtain the second equality in (2.8).
Next we prove that
[aλb˜] = 0. (2.9)
Just compute, using the Wick formula (2.5):
[aλb˜] = [aλb] − 12
∑
i
[
aλ:[b, xi]xi :
]
= [a, b] − 1
2
(∑
i
:[aλ[b, xi]]xi : −∑
i
:[b, xi][aλxi]:
)
= [a, b] − 1
2
(∑
i
(
a, [b, xi]
)
xi −
∑
i
(a, xi)[b, xi]
)
= [a, b] − 1
2
[a, b] + 1
2
[b, a] = 0.
Finally, using (2.9) we get [a˜λb˜] = [aλb˜], and, using (2.8), we find
[a˜λb˜] = [˜a, b] + λ(K− g)(a, b) = [˜a, b] + λK˜(a, b) = [˜aλb]. (2.10)
This proves the first part of the statement.
Clearly the ideal generated by K − k|0〉 gets mapped to the ideal of V 1(Rsuper) generated by
K− (k+g)|0〉, so our map factors to a map from V k(g)⊗F(g) to V k+g,1(Rsuper). We now show
that this map is an isomorphism. For this it suffices to show that it maps a basis of V k(g)⊗F(g)
to a basis of V k+g,1(Rsuper). A basis of V k(g)⊗ F(g) is given by vectors
:T i1(xj ) · · ·T ih(xj ): ⊗ :T r1(xs ) · · ·T rt (xst ):,1 h 1
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:T i1(x˜j1) · · ·T ih(x˜jh)T r1(xs1) · · ·T rt (xst ):.
Define a filtration of V k+g,1(Rsuper) (as a vector space) by setting
V k+g,1
(
Rsuper
)
m
= span{:T i1(xj1) · · ·T ih(xjh)T r1(xs1) · · ·T rt (xst ): ∣∣ hm}.
Then, since [x˜λy] = 0, we see that
:T i1(x˜j1) · · ·T ih(x˜jh)T r1(xs1) · · ·T rt (xst ):
= :T i1(xj1) · · ·T ih(xjh)T r1(xs1) · · ·T rt (xst ): + a,
with a ∈ V k+g,1(Rsuper)h−1. Since the vectors
:T i1(xj1) · · ·T ih(xjh)T r1(xs1) · · ·T rt (xst ):
form a basis of V k+g,1(Rsuper) we are done. 
3. Representations of vertex algebras
A field module over a Lie conformal superalgebra R is a vector superspace M endowed with
a linear map YM from R to the superspace of End(M)-valued quantum fields,
a 
→ YM(a, z) =
∑
n∈Z
aM(n)z
−n−1
such that for all a, b ∈R, m,n ∈ Z one has:
[
aM(n), b
M
(m)
]= ∑
j∈Z+
(
n
j
)
(a(j)b)
M
(n+m−j), (3.1)
YM
(
T (a), z
)= ∂zYM(a, z). (3.2)
Also recall that a representation of a vertex algebra V in a vector superspace M is a linear
map YM :V → End(M)[[z, z−1]] as above, such that YM(|0〉, z) = IM , :YM(a, z)YM(b, z): =
YM(:ab:, z) and (3.1), (3.2) hold. Notice that the vertex algebra V itself is a representation of V .
More generally, one has the notion of a twisted field module over a Lie conformal superalgebra
and of a twisted representation of a vertex algebra. Let R be a Lie conformal algebra and σ a
semisimple automorphism of R. Assume (for simplicity) that the eigenvalues of σ are of modulus
one. Then R decomposes in a direct sum of C[T ]-submodules Rμ = {a ∈ R | σ(a) = e2πiμa},
μ ∈ R/Z. A σ -twisted field module over R is a vector superspace M endowed with a linear map
YM :a 
→ YM(a, z), where YM(a, z) with a ∈Rμ is an End(M)-valued σ -twisted quantum field
YM(a, z) =
∑
n∈μ
aM(n)z
−n−1, aM(n)v = 0 for n  0,
such that (3.1) and (3.2) hold. Here and further μ stands for a coset of R/Z.
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ues. If M is a σ -twisted field module of V , viewed as a Lie conformal superalgebra, and a ∈ V μ,
choose μ ∈ R in the coset μ and set
YM+ (a, z) =
∑
n<μ
aM(n)z
−n−1, YM− (a, z) =
∑
nμ
aM(n)z
−n−1.
Define the normal ordered product of σ -twisted fields as
:YM(a, z)YM(b, z): = YM+ (a, z)YM(b, z)+ p(a, b)YM(b, z)YM− (a, z),
(it depends on the choice of μ in μ).
A σ -twisted representation of a vertex algebra V is a σ -twisted field module M of V (viewed
as a Lie conformal superalgebra), such that
YM
(|0〉, z)= IM, (3.3)
:YM(a, z)YM(b, z): =
∑
j∈Z+
(
μ
j
)
YM
(
a(j−1)b, z
)
z−j , a ∈ V μ. (3.4)
If σ is an automorphism of a Lie conformal algebra R then we can extend σ to an automor-
phism, still denoted by σ , of V (R) by
σ(:ai1 · · ·aik :) = :σ(ai1) · · ·σ(aik ):.
The following lemma is a restatement of Proposition 1.1 of [11], which provides a handy way to
construct σ -twisted representations of V (R) from σ -twisted field modules over R.
Lemma 3.1. Any σ -twisted field module over a Lie conformal algebra R extends uniquely to a
σ -twisted representation over V (R), using (3.3) and (3.4).
We now apply Lemma 3.1 to our examples of vertex algebras.
3.1. Twisted representations of the affine vertex algebra
Let σ be a semisimple automorphism of g with modulus 1 eigenvalues that keeps the bilinear
form invariant. Then σ can be viewed as an automorphism of Cur(g) by setting σ(K) = K and
letting σ and T commute. It follows that we can extend σ to an automorphism of V (g) that
clearly stabilizes :(K − k|0〉)V (g):. We obtain therefore an automorphism of V k(g).
Let L′(g, σ ) =∑j∈R(tj ⊗ gj ) ⊕ CK , where gj = {x ∈ g | σ(x) = e2πij x}, and, as before,
j ∈ R/Z denotes the coset containing j . This is a Lie algebra with bracket defined by[
tm ⊗ a, tn ⊗ b]= tm+n ⊗ [a, b] + δm,nm(a, b)K, m,n ∈ R,
K being a central element. We say that an L′(g, σ )-module M is restricted if, for any v ∈ M ,
(tj ⊗ a)(v)= 0 for j  0. We say that M is a representation of level k if Kv = kv for all v ∈ M .
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n∈j π(tn ⊗ a)z−n−1 and YM(K,z) = kIM . Clearly these fields satisfy (3.1) and (3.2). Ap-
plying Lemma 3.1 we obtain a σ -twisted representation of V k(g) on M .
A particular example of a restricted module is given by a highest weight module. Let h0 be
a Cartan subalgebra of g0 and h′ = h0 + CK . If μ ∈ (h′)∗, we set μ = μ|h0 . Denote by Δ0 the
set of roots for the pair (g0,h0) and fix a subset of positive roots Δ+0 in Δ0. For α ∈ Δ0, let
(g0)α denote the corresponding root space and set n =∑α∈Δ+0 (g0)α , n′ = n +∑j>0 tj ⊗ gj .
Fix Λ ∈ (h′)∗ and set k = Λ(K). A L′(g, σ )-module M is called a highest weight module with
highest weight Λ if there is a non-zero vector vΛ ∈ M such that
n′(vΛ) = 0, hvΛ = Λ(h)vΛ for h ∈ h′, U
(
L′(g, σ )
)
vΛ = M. (3.5)
If μ ∈ h∗0, we let hμ be the unique element of h0 such that (h,hμ) = μ(h). Let Δj be the set of
h0-weights of gj . Set
ρ0 = 12
∑
α∈Δ+0
α, ρj =
1
2
∑
α∈Δj
(
dimgjα
)
α if j = 0, ρσ =
∑
0j 12
(1 − 2j)ρj . (3.6)
Choose an orthonormal basis {xi} of g and set
Lg = 1
2
∑
i
:xixi : ∈ V k(g), (3.7)
z(g, σ ) = 1
2
∑
0j<1
j (1 − j)
2
dimgj . (3.8)
Lemma 3.2. If M is a highest weight module over L′(g, σ ) with highest weight Λ, then
(
Lg
)M
(1)(vΛ)=
1
2
(Λ+ 2ρσ ,Λ)vΛ + kz(g, σ )vΛ. (3.9)
Proof. If {yi} is any basis of g and {yi} is its dual basis, then, clearly, 2Lg =∑i :yiyi :. We can
and do choose {yi} so that yi ∈ gsi , for some si ∈ R/Z. By (3.4) we have(∑
i
(:yiyi :))M
(1)
=
∑
i
(∑
n<si
(yi)
M
(n)
(
yi
)M
(−n) +
∑
nsi
(
yi
)M
(−n)(yi)
M
(n)
)
−
∑
r∈Z+
(
si
r + 1
)(
(yi)(r)
(
yi
))M
(−r). (3.10)
We choose si ∈ [0,1), thus(∑(:yiyi :))M
(1)
(vΛ)=
∑((
yi
)M
(−si )(yi)
M
(si )
− si
[
yi, y
i
]M
(0) − k
(
si
2
))
(vΛ)i i
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∑
i
((
yi
)M
(−si )(yi)
M
(si )
− si
[
yi, y
i
]M
(0) − k
(
si
2
))
(vΛ)
=
∑
i: si=0
(
yi
)M
(0)(yi)
M
(0)(vΛ)−
∑
i: si>0
(
si
[
yi, y
i
]M
(0) + k
(
si
2
))
(vΛ).
Choosing an orthonormal basis {hi} of h0 and writing ∑i: si=0 yiyi = 2hρ0 +∑i h2i +
2
∑
α∈Δ+0 X−αXα , we find that(∑
i
(:yiyi :)M)
(1)
(vΛ) = (Λ+ 2ρ0,Λ)vΛ + k
( ∑
0<j<1
j (1 − j)
2
dimgj
)
vΛ
−
∑
i: si>0
si
[
yi, y
i
]M
(0)(vΛ).
In order to evaluate
∑
i: si>0 si[yi, yi]M(0)(vΛ), we observe that∑
i: si=s
[
yi, y
i
]= ∑
i: si=1−s
[
yi, yi
]
.
This relation is easily derived by exchanging the roles of yi and yi . Hence∑
i: si>0
si
[
yi, y
i
]M
(0)(vΛ) =
∑
i: 12>si>0
si
[
yi, y
i
]M
(0)(vΛ)+
∑
i: 1>si> 12
si
[
yi, y
i
]M
(0)(vΛ)
=
∑
i: 12>si>0
si
[
yi, y
i
]M
(0)(vΛ)+
∑
i: 0<si< 12
(si − 1)
[
yi, y
i
]M
(0)(vΛ)
= −
∑
i: 12>si>0
(1 − 2si)
[
yi, y
i
]M
(0)(vΛ).
We can choose yi ∈ gsiα so that [yi, yi] = hα , hence∑
i: 12>si>0
(1 − 2si)
[
yi, y
i
]M
(0)(vΛ) =
∑
i: 0<si< 12
(1 − 2si)(2ρsi ,Λ)vΛ.
This completes the proof of (3.9). 
We extend the Lie algebra L′(g, σ ) by setting L̂(g, σ ) = L′(g, σ )⊕Cd , where d is the deriva-
tion of L′(g, σ ) such that d(K) = 0 and d acts as t d
dt
on L(g, σ ). Set hˆ0 = h0 ⊕ CK ⊕ Cd . If
Λ ∈ hˆ∗0, a L̂(g, σ )-module M is called a highest weight module with highest weight Λ if M is a
highest weight module for L′(g, σ ) with highest weight Λ|h′ and d · vΛ|h′ = Λ(d)vΛ|h′ . We let
dM be the operator on M given by the action of d .
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then, as an operator on M ,
(
Lg
)M
(1) + (k + g)dM =
(
1
2
(Λ+ 2ρσ ,Λ)+ kz(g, σ )+ (k + g)Λ(d)
)
IM. (3.11)
Proof. It is well known (and easy to show) that if x ∈ g, then [xλLg] = (k + g)λx, hence,
by (3.1)
[
xM(n),
(
Lg
)M
(1)
]= (k + g)nxM(n). (3.12)
It follows that, as operators on M ,
[
tn ⊗ x, (Lg)M
(1) + (k + g)dM
]= 0. (3.13)
By Lemma 3.2,
((
Lg
)M
(1) + (k + g)dM
) · vΛ = (12 (Λ+ 2ρσ ,Λ)+ kz(g, σ )+ (k + g)Λ(d)
)
vΛ.
Since M = U(L′(g, σ )) · vΛ, (3.13) implies the result. 
3.2. Twisted representations of the fermionic vertex algebra
Analogously to the affine vertex algebra case, if A is an odd vector superspace with a non-
degenerate bilinear symmetric form (·,·) and σ is a semisimple automorphism of A with modulus
one eigenvalues that keeps the bilinear form invariant, then we can extend σ to RCl(A) by letting
T and σ commute and setting σ(K ′) = K ′. As in the affine case, we can extend σ to F(A).
We set L(A,σ) =⊕μ∈R(tμ ⊗ Aμ) and define the bilinear form 〈·,·〉 on L(A,σ) by setting〈tμ ⊗ a, tν ⊗ b〉 = δμ+ν,−1(a, b). Let Cl(L(A,σ )) be the corresponding Clifford algebra. We
choose a maximal isotropic subspace L+(A,σ ) of L(A,σ) as follows: fix a σ -invariant maximal
isotropic subspace A+ of A− 12 , and let
L+(A,σ ) =
( ⊕
μ>− 12
(
tμ ⊗Aμ))⊕ (t− 12 ⊗A+).
We obtain a Clifford module Fσ (A) = Cl(L(A,σ ))/Cl(L(A,σ ))L+(A,σ ). Then we can
define fields Yσ (a, z) =∑n∈μ(tn ⊗ a)z−n−1, a ∈ Aμ, where we let tn ⊗ a act on Fσ (A) by
left multiplication. Set Yσ (K ′, z) = IFσ (A). Lemma 3.1 now gives a σ -twisted representation of
F(A) on Fσ (A). If a ∈ F(A) then we write aσ(n) instead of aF
σ (A)
(n) . Fix a basis {bi} of A and let
{bi} be its dual basis. Set
LA = −1
2
∑
:T (bi)bi : ∈ F(A). (3.14)
i
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[
LA λa
]= −(T + 1
2
λ
)
a (3.15)
for a ∈ A, hence, by (3.1),
[
LA(1), a(n)
]= (n+ 1
2
)
a(n). (3.16)
As in [11, (1.16)], we have from (3.4):
Yσ
(
LA, z
)= −1
2
(∑
i
:Yσ (T (bi), z)Yσ (bi, z): +(si2
)
z−2
)
.
3.3. Twisted representations of the super affine vertex algebra
Fix, once and for all, a semisimple automorphism σ of g with modulus 1 eigenvalues that
keeps the bilinear form invariant. This automorphism extends to two automorphisms of the Lie
conformal superalgebra Rsuper , denoted by σ and τ , as follows. Both fix K and K and commute
with T , both act on 1 ⊗ g as 1 ⊗ σ , and σ (resp. τ ) acts on 1 ⊗ g as 1 ⊗ σ (resp. −1 ⊗ σ ). We
therefore obtain two automorphisms of V (Rsuper), also denoted by σ and τ . Clearly σ and τ
stabilize
:(K− k|0〉)V (Rsuper): + :(K− |0〉)V (Rsuper):,
so we obtain automorphisms of V k,1(Rsuper), also denoted by σ and τ .
Denote by τ the automorphism τ restricted to RCl(g) = C[T ] ⊗ g + CK. As above, we can
extend this automorphism to F(g), also denoted by τ .
Observe that σ˜ (x)= τ(x˜) for x ∈ g. Indeed,
σ(x)− 1
2
∑
i
:[σ(x), xi]xi : = τ(x)− 12σ
(∑
i
:[x,σ−1(xi)]σ−1(xi):)= τ(x˜). (3.17)
Remark 3.1. It follows from (3.17) that the isomorphism V k+g,1(Rsuper) → V k(g) ⊗ F(g)
intertwines τ and σ ⊗ τ . Thus, if M is a level k highest weight L′(g, σ )-module, then
M ⊗ Fτ (g) is a σ ⊗ τ -twisted representation of V k(g) ⊗ F(g) hence a τ -twisted representa-
tion of V k+g,1(Rsuper). In particular, if b ∈ g, then b˜ acts only on the first factor of M ⊗ Fτ (g)
whereas b acts only on the second factor.
Next let a be a reductive σ -invariant subalgebra of g, such that (·,·) remains non-degenerate
when restricted to a. Let p be the orthogonal complement of a in g. If x ∈ g we write x = xa +xp
for the orthogonal decomposition of x. We fix once and for all an orthonormal basis {ai} of a and
an orthonormal basis {bi} of p.
Let Casa be the Casimir of a with respect to (·,·)|a. Write a =∑S aS for the eigenspace
decomposition of a under the action of Casa, and let 2gS be the eigenvalue relative to aS . In
particular we let a0 be the center of a, while aS is semisimple for S > 0.
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algebra V k(aS) using the form (·,·) restricted to aS , so that, if x, y ∈ aS , then [xλy] = [x, y] +
λ(x, y)KS . We abuse slightly of notation by letting Cur(a) = (C[T ] ⊗ a)⊕ (⊕S CKS).
The super affine conformal algebra Rsuper(a) corresponding to a embeds naturally in Rsuper ,
thus we have an embedding of V k+g,1(Rsuper(a)) in V k+g,1(Rsuper). In particular M ⊗ Fτ (g)
turns into a representation of V k+g,1(Rsuper(a)) by restriction. Set, for x ∈ a,
(x˜)a = x − 12
∑
i
:[x, ai]ai :.
Since ad(Casa)|aS = 2gSIaS , applying Proposition 2.1 to Rsuper(a), we have that x 
→ (x˜)a,
x 
→ x induces an isomorphism (⊗S V k+g−gS (aS)) ⊗ Fτ (a) → V k+g,1(Rsuper(a)) that inter-
twines σ ⊗ τ with τ .
It follows that we can look upon M ⊗ Fτ (g) as a σ ⊗ τ -twisted representation of
(
⊗
S V
k+g−gS (aS))⊗ Fτ (a).
In order to understand this representation we write N = M ⊗Fτ (g) as (M ⊗Fτ (p))⊗Fτ (a).
For x ∈ a set
θ(x) = (x˜)a − x˜. (3.18)
Then x acts on N via YN((x˜)a, z) = YN(x˜, z) + YN(θ(x), z) = YM(x, z) ⊗ IF τ (g) + IM ⊗
YF
τ (g)(θ(x), z). Since
θ(x) = 1
2
∑
i
:[x, bi]bi :, (3.19)
we have that θ(x) ∈ F(p), and in turn YFτ (g)(θ(x), z) = YFτ(p) (θ(x), z) ⊗ IF τ (a). Thus, as a
representation of
⊗
S V
k+g−gS (aS) ⊗ Fτ (a), M ⊗ Fτ (g) is (M ⊗ Fτ (p)) ⊗ Fτ (a), where the
representation of V k+g−gS (aS) on M ⊗ Fτ (p) is the one induced by the field module of Cur(a)
defined by
YM(x, z)⊗ IF τ (p) + IM ⊗ YF
τ (p)
(
θ(x), z
)
. (3.20)
Recall that Δ+0 is a subset of positive roots for the set of h0-roots of g0. Let b = h0 ⊕ n be
the corresponding Borel subalgebra. Fix a Cartan subalgebra ha of a0 = a ∩ g0. We can assume
that ha ⊂ h0, so that h0 = ha ⊕hp is the orthogonal decomposition of h0. Furthermore, as shown
in §1.1 of [13], we can assume that n = n ∩ a0 ⊕ n ∩ (p ∩ g0) and that, if na = n ∩ a0, then
ha ⊕ na is a Borel subalgebra of a0. Let Δ+a be the corresponding subset of positive roots in
the set Δa of ha-roots of a0. Set n− =∑α∈−Δ+0 g0α . The same argument used for n shows that
n− = n− ∩ a0 ⊕ n− ∩ (p ∩ g0). We define L′(a, σ ) =∑j∈R tj ⊗ aj ⊕ (∑S CKS). This is a Lie
algebra with bracket defined by[
t i ⊗ a, tj ⊗ b]= t i+j ⊗ [a, b] + δi,j i(a, b)KS
for a ∈ aS , the elements KS being central.
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∑
S CKS))
∗, we say that an L′(a, σ )-module M is a
highest weight module of weight μ if there is a non-zero vector vμ ∈M such that
n′a(vμ)= 0, hvμ = μ(h)vμ for h ∈ ha ⊕
(∑
S
CKS
)
, U
(
L′(a, σ )
)
vμ = M. (3.21)
If M is a highest weight module for L′(g, σ ) with highest weight Λ and k = Λ(K), then M ⊗
Fτ (p) is a representation of
⊗
S V
k+g−gS (aS), thus we can regard M ⊗ Fτ (p) as an L′(a, σ )-
module. In particular, by letting M be the trivial representation of L′(g, σ ), we have an action of
L′(a, σ ) on Fτ (p).
Let ΛS0 be the element of (ha +
∑
S CKS)
∗ defined by
ΛS0 (ha) = 0, ΛS0 (KT ) = δST .
Define moreover
ρaj = 12
∑
α∈(Δj )|ha
dim
(
aj
)
α
α, ρaσ =
∑
0j< 12
(1 − 2j)ρaj . (3.22)
Lemma 3.4. Let M be a level k highest weight module for L′(g, σ ) with highest weight Λ.
If vΛ is a highest weight vector, set M ′ = U(L′(a, σ ))(vΛ ⊗ 1). Then M ′ is a highest weight
L′(a, σ )-module with highest weight
μ = (Λ+ ρσ )|ha − ρaσ +
∑
S
(k + g − gS)ΛS0 . (3.23)
Proof. If x ∈ aj (with − 12  j < 12 ) then, by (3.20), tn ⊗x acts via xM(n) ⊗ IF τ (p) + IM ⊗ θ(x)τ(n).
If n > 0 then xM(n)(vΛ) = 0. Moreover θ(x)τ(n) = 12
∑
i :[x, bi]bi :τ(n), hence, using (3.4),
θ(x)τ(n)(1) =
1
2
∑
i: j+si>0
[x, bi]τ
(j+si− 12 )
(
bi
)τ
(−j−si− 12 +n)(1)
− 1
2
∑
i: j=si=− 12
(
bi
)τ
(− 12 +n)[x, bi]
τ
(− 12 )
(1)
= 0.
If n = 0 and x ∈ na then, since na ⊂ n, xM(0)(vΛ) = 0. Moreover
θ(x)τ(0)(1) =
1
2
∑
i: si0
[x, bi]τ
(si− 12 )
(
bi
)τ
(−si− 12 )(1)
= 1
2
∑
[x, bi]τ
(− 12 )
(
bi
)τ
(− 12 )(1)+
1
2
∑ ([x, bi], bi).i: si=0 i: si>0
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i,si>0(x, [bi, bi]) = 0. We choose a maximal isotropic space h+p of hp, so that (n ∩ p)⊕ h+p is
a maximal isotropic space in g0 ∩ p.
We can choose the basis {bi} as the union of a basis {xi} of n ∩ p with an orthonormal basis
{hi} of hp and a basis {yi} of n− ∩ p. Set {xi} (resp. {yi}) be the basis of n− ∩ p (resp. n ∩ p)
dual to {xi} (resp. {yi}). Then∑
i: si=0
[x, bi]τ
(− 12 )
(
bi
)τ
(− 12 )(1) =
∑
i
[x, xi]τ
(− 12 )
(
xi
)τ
(− 12 )(1)
+
∑
i
[x,hi]τ
(− 12 )
(hi)
τ
(− 12 )
(1)+
∑
i
[x, yi]τ
(− 12 )
(
yi
)τ
(− 12 )(1).
Since x ∈ n, then [x,h] ∈ n ∩ p and [x, xi] ∈ n ∩ p, thus∑
i: si=0
[x, bi]τ
(− 12 )
(
bi
)τ
(− 12 )(1) =
∑
i
(
x,
[
xi, x
i
])+∑
i
(
x, [hi, hi]
)= 0.
It remains to compute the highest weight μ. If h ∈ ha, then
(h)N(0) · (vΛ ⊗ 1)= hvΛ ⊗ 1 + vΛ ⊗ θ(h)τ(0) · 1 = Λ(h)vΛ ⊗ 1 + vΛ ⊗ θ(h)τ(0) · 1.
Now
θ(h)τ(0) · 1 =
∑
i
:[h,bi]bi :τ(0) · 1.
Applying (3.4) we find that
Y τ
(
θ(h), z
)= 1
2
∑
i
:Y τ ([h,bi], z)Y τ (bi, z): − ∑
j>0
α∈(Δj )|ha
jα(h)dim
(
gj ∩ p)
α
z−1.
Writing out explicitly the normal order in the r.h.s. of the previous equation, we get:
θ(h)τ(0) · 1
= 1
2
∑
i
[h,bi]τ
si− 12
(
bi
)τ
−si− 12 · 1 −
∑
j>0
2j (ρj − ρaj )(h)
= 1
2
∑
i: si=0
[h,bi]τ− 12
(
bi
)τ
− 12 · 1 +
1
2
∑
i: si>0
([h,bi], bi)−∑
j>0
2j (ρj − ρaj )(h)
× 1
2
∑
[h,bi]τ− 12
(
bi
)τ
− 12 · 1 +
∑
(ρj − ρaj )(h)−
∑
2j (ρj − ρaj )(h).i: si=0 j>0 j>0
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1
2
∑
i: si=0
[h,bi]τ− 12
(
bi
)τ
− 12 · 1 =
1
2
∑
i: si=0
[h,xi]τ− 12
(
xi
)τ
− 12 · 1 = (ρ0 − ρa0)(h).
The final outcome is that
θ(h)τ(0) · 1 = (ρσ − ρaσ )(h).
Since we are looking at M ⊗ Fτ (p) as a representation of ⊗S V k+g−gS (aS), then KS acts as
(k + g − gS)I . 
Similarly to what we have done with L′(g, σ ), we define L̂(a, σ ) by extending L′(a, σ ) with
da and letting da and KS commute for all S. We wish to extend the action of L′(a, σ ) on Fτ (p) to
L̂(a, σ ). In order to do this we need the following computation. Recall from (3.14) the definition
of the element LA for the vector superspace A.
Lemma 3.5. In V k,1(Rsuper), [
θ(x)λL
p
]= −λθ(x).
Consequently, due to (3.1), for any a ∈ C, we can extend the action of L′(a, σ ) on Fτ (p) to
L̂(a, σ ) by letting da act as (Lp)τ(1) + aI .
Proof. By (2.9) and Wick formula (2.5), we have
1
2
∑
i
[
θ(x)λ:T (bi)bi :
]= 1
2
∑
i
[
(x˜)aλ:T (bi)bi :
]− 1
2
∑
i
[
x˜λ:T (bi)bi :
]
= 1
2
∑
i
[
(x˜)aλ:T (bi)bi :
]
= 1
2
∑
i
(:[(x˜)aλT (bi)]bi : + :T (bi)[(x˜)a λbi]:)
+ 1
2
∑
i
λ∫
0
[[
(x˜)aλT (bi)
]
μ
bi
]
dμ.
As in the proof of Proposition 2.1 it can be computed easily that, if y ∈ p and x ∈ a,
then [(x˜)a λy] = [x, y]. By sesquilinearity of the λ-bracket we have then [(x˜)a λT (bi)] =
T ([(x˜)a λbi])+ λ[(x˜)a λbi] = T ([x, bi])+ λ[x, bi], hence we can write
1
2
∑
i
[
θ(x)λ:T (bi)bi :
]= 1
2
∑
i
(:T ([x, bi])bi : + λ:[x, bi]bi : + :T (bi)[x, bi]:)
+ 1
2
∑
i
λ∫ [(
T
([x, bi])+ λ[x, bi])μbi]dμ0
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2
∑
i
λ∫
0
(−λ([x, bi], bi)+ λ([x, bi], bi))dμ
= λθ(x). 
4. Dirac operators
The affine Dirac operator was introduced by Kac and Todorov in [10]. It is the following odd
element of V k+g,1(Rsuper):
Gg =
∑
i
:xixi : + 13
∑
i,j
:[xi, xj ]xixj :. (4.1)
Here {xi}, {xi} is a pair of dual bases of g w.r.t. the invariant form (,). Then, choosing xi as the
eigenvectors of σ , say σ(xi) = aixi , we see that τ(xi)= −aixi , τ(xi) = −a−1i xi , hence
τ(Gg) = −Gg. (4.2)
The element Gg has the following properties:
[aλGg] = λ(k + g)a, (4.3)
[aλGg] = a. (4.4)
Note that
Gg =
∑
i
:x˜ixi : − 16
∑
i,j
:[xi, xj ]xixj :. (4.5)
In Section 9.1 we will show (cf. [1]) that
[Gg λGg] =
∑
i
:x˜i x˜i : + (k + g)
∑
i
:T (xi)xi : + λ
2
2
(
k + g
3
)
dimg. (4.6)
Identifying V k+g,1(Rsuper) with V k(g)⊗ F(g) we have that (4.5) and (9.1) can be rewritten as
Gg =
∑
i
xi ⊗ xi − 16
∑
i,j
|0〉 ⊗ :[xi, xj ]xixj : (4.7)
and
[Gg λGg] = 2
(
Lg ⊗ |0〉)− 2(k + g)(|0〉 ⊗Lg)+ λ2
2
(
k + g
3
)
dimg, (4.8)
where Lg is defined in (3.7) and Lg is defined in (3.14). Note that if Lg is as in (1.5), then we
have
Lg = 2
(
Lg ⊗ |0〉)− 2(k + g)(|0〉 ⊗Lg).
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and setting N = M ⊗ Fτ (g), we can consider the twisted quantum field
YN(Gg, z) =
∑
n∈ 12 +Z
GN(n)z
−n−1 =
∑
n∈Z
GN
( 12 +n)
z−n−
3
2 .
(Recall from (4.2) that τ(Gg) = −Gg.) Let GNn = GN( 12 +n). We want to calculate (G
N
0 )
2
. Using
(4.8) we have
(
GN0
)2 = 1
2
[
GN0 ,G
N
0
]= 1
2
[
GN
( 12 )
,GN
( 12 )
]= 1
2
(Gg (0)Gg)
N
(1) −
1
16
(
k + g
3
)
(dimg)IN . (4.9)
Combining (4.9) and (4.8) with λ= 0, we obtain
(
GN0
)2 = (Lg)M
(1) ⊗ IF τ (g) − (k + g)IM ⊗
(
Lg
)τ
(1) −
1
16
(
k + g
3
)
(dimg) IN . (4.10)
We are interested in calculating GN0 (vΛ⊗1), vΛ being a highest weight vector of an L′(g, σ )-
module M with highest weight Λ. From (4.7) we know that GN0 splits as the sum of a quadratic
and a cubic term. We shall calculate the action of these two sums separately. We assume that
xi ∈ gsi where − 12  si < 12 , so that xi ∈ g−si . Writing Y τ for YF
τ (g) and, if a ∈ F(g), aτ(r) for
a
Fτ (g)
(r) , we have
Y τ
(∑
i,j
:[xi, xj ]xixj :, z
)
=
∑
i,j
:Y τ ([xi, xj ], z)Y τ (xi, z)Y τ (xj , z): + 3∑
i
(
si + 12
)
Y τ
([
xi, xi
]
, z
)
z−1. (4.11)
This equality follows by repeated applications of (3.4). We now simplify the second summand
of the right-hand side. We already observed that∑
si=t
[
xi, x
i
]= − ∑
si=−t
[
xi, x
i
]
hence in particular
∑
si=0[xi, xi] = 0. Thus
∑
i
(
si + 12
)[
xi, x
i
]= ∑
0<si< 12
2si
[
xi, x
i
]
.
If we single out the coefficient of
∑
i,j :Y τ ([xi, xj ], z)Y τ (xi, z)Y τ (xj , z): corresponding to
z− 12 −1 and apply it to vΛ ⊗ 1 (indeed to 1), we have
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i,j
:Y τ ([xi, xj ]p, z)Y τ (xi, z)Y τ (xj , z):( 12 )(1)
=
∑
i,j
( ∑
si=sj=0
([xi, xj ])τ(− 12 )(xi)τ(− 12 )(xj )τ(− 12 )
)
(1)− 3
∑
sj>0
([
xj , xj
])τ
(− 12 )(1). (4.12)
The first summand in (4.12) is the cubic term in Kostant’s Dirac operator for g0. In Kostant [13]
it is proved that
∑
i,j
( ∑
si=sj=0
([xi, xj ])τ(− 12 )(xi)τ(− 12 )(xj )τ(− 12 )
)
(1) = −6(hρ0)τ(− 12 )(1).
With easy calculations one proves that
(∑
i
xi ⊗ xi
)N
( 12 )
(vΛ ⊗ 1) = vΛ ⊗ (hΛ)τ(− 12 ) · 1. (4.13)
Now we can complete the proof of
Proposition 4.1. Let ρσ be as in (3.6). Then
GN0 (vΛ ⊗ 1)= vΛ ⊗ (hΛ+ρσ )τ(− 12 ) · 1. (4.14)
Proof. Collecting all the contributions (4.11)–(4.13), we find that
GN0 (vΛ ⊗ 1)= vΛ ⊗
(
hΛ+ρ0 +
1
2
∑
j : 12>sj>0
(1 − 2sj )
[
xj , xj
])τ
(− 12 )
· 1. (4.15)
Now, if {vi} is a basis of gt , then∑si=t (1− 2si)[vi, vi] is independent of the choice of the basis.
It follows that ∑
i: si=t
(1 − 2si)
[
xi, x
i
]= ∑
i: si=t
∑
α∈Δt
(1 − 2si)
[
xαi, x
i
α
] (4.16)
where {xαi} is a basis of gtα and {xiα} is its dual basis. Since [xαi, xiα] = hα , we have that the
left-hand side of (4.16) equals 2(1 − 2t)hρt . Summing over t and substituting in (4.15) we get
(4.14). 
Recall from (3.8) the definition of z(g, σ ). We have
Proposition 4.2.
1. (Lg)τ · 1 = z(g, σ )− 1 dimg.(1) 16
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(
GN0
)2
(vΛ ⊗ 1) = 12
(
(Λ+ 2ρσ ,Λ)+ g12 dimg − 2gz(g, σ )
)
(vΛ ⊗ 1).
Proof. If M0 is a highest weight module with highest weight −ρσ + kΛ0 then, by Proposi-
tion 4.1, GN0 (v−ρσ+kΛ0 ⊗ 1) = 0. Applying (4.10) and Lemma 3.2, we find that
0 =
(
−1
2
‖ρσ‖2 + kz(g, σ )− 116
(
k + g
3
)
dimg
)
(vΛ ⊗ 1)− (k + g)
(
vΛ ⊗
(
Lg
)τ
(1) · 1
)
.
Since this equality holds for any k, the coefficient of k must vanish. This implies the first claim
of the proposition.
Again by (4.10) and Lemma 3.2,
(
GN0
)2
(vΛ ⊗ 1)=
(
1
2
(Λ+ 2ρσ ,Λ)+ kz(g, σ )− 116
(
k + g
3
)
dimg
)
(vΛ ⊗ 1)
− (k + g)(vΛ ⊗ (Lg)τ(1) · 1).
Using the first equality we get the second claim. 
We now turn to the study of the relative Dirac operator. Fix a subalgebra a as in Section 3.3
and consider Ga ∈ V k+g,1(Rsuper(a)) ⊂ V k+g,1(Rsuper).
Set Gg,a = Gg −Ga. By (4.3) and (4.4),
[Gg,aλGg,a] = [GgλGg] − [GaλGa].
In particular
(
(Gg,a)
N
0
)2 = (GN0 )2 − ((Ga)N0 )2, (4.17)
so, by (4.10),
(
(Gg,a)
N
0
)2 = (Lg)M
(1) ⊗ IF τ (g) − (k + g)IM ⊗
(
Lg −La)τ
(1) −
(
La
)M⊗Fτ (p)
(1) ⊗ IF τ (a)
− 1
16
((
k + g
3
)
dimg −
∑
S
(
k + g − 2gS
3
)
dimaS
)
IN . (4.18)
Proposition 4.3. If (Λ+ ρσ )|hp = 0 then (Gg,a)N0 (vΛ ⊗ 1)= 0 and, if μ is as in (3.23),
(μ+ 2ρaσ ,μ)− (Λ+ 2ρσ ,Λ)
= g
12
dimg − 2gz(g, σ )−
∑
S
(
gS
12
dimaS − 2gSz(aS, σ )
)
. (4.19)
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using Lemma 3.4, we find that
(Gg,a)
N
0 (vΛ ⊗ 1) = vΛ ⊗ (hΛ+ρσ )τ(− 12 ) · 1 − vΛ ⊗
(
h(Λ+ρσ )|ha
)τ
(− 12 ) · 1.
Since hΛ+ρσ − h(Λ+ρσ )|ha = (hΛ+ρσ )p, we obtain
(Gg,a)
N
0 (vΛ ⊗ 1)= vΛ ⊗
(
(hΛ+ρσ )p
)τ
(− 12 ) · 1. (4.20)
This proves the first part of the statement.
In particular, by (4.17), ((GN0 )2 − ((Ga)N0 )2)(vΛ ⊗ 1) = 0. Now applying Proposition 4.2 to
(Ga)
N
0 we see that
(
(Ga)
N
0
)2
(vΛ ⊗ 1)= 12
(
(μ|ha + 2ρaσ ,μ|ha)+
∑
S
(
gS
12
dimaS − 2gSz(aS, σ )
))
,
hence
(μ|ha + 2ρaσ ,μ|ha)+
∑
S
(
gS
12
dimaS − 2gSz(aS, σ )
)
= (Λ+ 2ρσ ,Λ)+ g12 dimg − 2gz(g, σ ). 
Corollary 4.4.
‖ρσ‖2 − ‖ρaσ‖2 = g12 dimg − 2gz(g, σ )−
∑
S
(
gS
12
dimaS − 2gSz(aS, σ )
)
. (4.21)
Proof. Plug Λ = −ρσ in (4.19). 
We now observe that Gg,a defines a twisted quantum field on M ⊗Fτ (p). Clearly M ⊗Fτ (p)
is a twisted representation of V k(g) ⊗ F(p). Recall from Proposition 2.1 that, if we set x˜ =
x − 12
∑
i :[x, xi]xi : for x ∈ g, then the map x 
→ x˜, x 
→ x induces an isomorphism
V k(g)⊗ F(g)  V k+g,1(Rsuper). In the next result we show explicitly that Gg,a is in the image
of V k(g)⊗ F(p) under this isomorphism.
Lemma 4.5. Let {bi} be an orthonormal basis of p. We have
Gg,a =
∑
i
:b˜ibi : − 16
∑
i,j
:[bi, bj ]pbibj :. (4.22)
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Gg −Ga
=
∑
i
:bibi : + 13
(∑
i,j
:[ai, bj ]aibj : +
∑
i,j
:[bi, aj ]biaj : +
∑
i,j
:[bi, bj ]bibj :
)
. (4.23)
First remark that ∑
i,j
:[ai, bj ]aibj : = −
∑
i,j
:[bj , ai]aibj : =
∑
i,j
:[bj , ai]bjai :,
where the second equality follows from (2.2) since
0∫
−T
[ai λbj ]dλ= T
(
(ai, bj )|0〉
)= 0.
Now, since [ai, bj ] ∈ p, using the invariance of the form we get the following relation:∑
i,j
:[ai, bj ]aibj : =
∑
i,j,k
([ai, bj ], bk):bkaibj :
=
∑
i,j,k
:bk
([bj , bk], ai)aibj : =∑
j,k
:bk[bj , bk]abj :.
Finally ∑
j,k
:bk[bj , bk]abj : =
∑
i,j
:[bi, bj ]abibj :. (4.24)
Indeed by (2.2) and (2.3)∑
j,k
:bk:[bj , bk]abj :: =
∑
i,j
::[bi, bj ]abi :bj : =
∑
i,j
:[bi, bj ]a:bibj ::
(here we use several times that ([bi, bj ]a, bk) = 0). The upshot is that (4.23) simplifies to
Gg −Ga =
∑
i
:bibi : +
∑
i,j
:[bi, bj ]abibj : + 13
∑
i,j
:[bi, bj ]pbibj :. (4.25)
Now we look at the right-hand side of (4.22). Using (2.3) and (4.24) we have
∑
i
:b˜ibi : =
∑
i
:bibi : − 12
∑
i,j
::[bi, xj ]xj :bi :
=
∑
:bibi : − 12
∑
::[bi, aj ]aj :bi : − 12
∑
::[bi, bj ]bj :bi :
i i,j i,j
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∑
i
:bibi : + 12
∑
i,j
::bj [bi, bj ]a:bi : + 12
∑
i,j
:[bi, bj ]bibj :
=
∑
i
:bibi : + 12
∑
i,j
:[bi, bj ]abibj : + 12
∑
i,j
:[bi, bj ]bibj :
=
∑
i
:bibi : +
∑
i,j
:[bi, bj ]abibj : + 12
∑
i,j
:[bi, bj ]pbibj :
hence the desired equality (4.22). 
Note that formula (4.22) specializes to (4.5) when a = 0.
Remark 4.1. Set
G = Gg,a√
k + g , L=
1
k + g
(
L˜g − L˜a)− (Lg −La),
where L˜g is the image of Lg ⊗|0〉 in the isomorphism V k(g)⊗F(g) ∼= V k+g,1(Rsuper) of Propo-
sition 2.1, Lg is defined in (3.7) and Lg is defined in (3.14). A direct computation (cf. [1]) shows
that G and L form a Neveu–Schwarz Lie conformal superalgebra
NS = C[T ]L+ C[T ]G+ CC,
[LλL] = (T + 2λ)L+ λ
3
12
C, [LλG] =
(
T + 3
2
λ
)
G, [GλG] = 2L+ λ
2
3
C
with central charge
C = 1
2
dim(p)−
∑
S
(
1 − gS
k + g
)
dim(aS). (4.26)
Set k = 0. Then (4.26) vanishes if and only if the pair (g,a) is symmetric, i.e. a is the algebra
of fixed points of an involution of g. Indeed, if (g,a) is symmetric, choosing σ as the involutive
automorphism that fixes a, then g = g0 ⊕ g1/2 and a = g0, p = g1/2. This implies that ρσ =
ρaσ = ρ0 and that z(as , σ ) = 0 while z(g, σ ) = 116 dimp. Substituting in (4.21) we find that
C = 0 in (4.26).
The reverse implication is a consequence of the “Symmetric Space Theorem” by Goddard,
Nahm, Olive [2]. We can also derive it from our previous discussion. Indeed choose σ = I .
Then the vanishing of the central charge together with the fact that Fτ (p) is a unitarizable rep-
resentation of the Ramond Lie superalgebra implies the vanishing of G and L. In particular
(Gg,a)
C⊗Fτ (p)
0 = 0. Writing Gg,a explicitly as in Lemma 4.5,
0 = (Gg,a)C⊗F
τ (p)
0 = −
1
6
∑
:[bi, bj ]pbibj :C⊗F
τ (p)
0 .
i,j
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−1
6
∑
i,j
[:[bi, bj ]pbibj :λb]= −12∑
i
:[b, bi]pbi :
and
−1
2
∑
i
[:[b, bi]pbi :λb′]= [b, b′]p.
This implies that, if we apply (Gg,a)C⊗F
τ (p)
0 to b
C⊗Fτ (p)
r b
′C⊗Fτ (p)
s · (1 ⊗ 1), then ([b, b′]p)r+s ·
(1 ⊗ 1) = 0 for any r, s. This in turns implies that [b, b′]p = 0, hence [p,p] ⊂ a. Therefore the
pair (g,a) is symmetric.
Let Λ0 be the element of hˆ∗0 defined setting Λ0(d) = Λ0(h0) = 0 and Λ0(K) = 1. Define also
δ ∈ hˆ∗0 setting δ(d) = 1 and δ(h0) = δ(K) = 0. Set hˆa = ha ⊕ Cda ⊕
∑
S CKS . Let δa be the
analogous element of hˆ∗a defined by δa(KS) = 0 for all S, δa(ha) = 0, δa(da)= 1.
Extend (·,·) to all of hˆ∗0 by setting (Λ0, δ) = 1 and (Λ0,Λ0) = (δ, δ) = (δ,h0) = (Λ0,h0) = 0.
Set
ρˆσ = ρσ + gΛ0, ρˆaσ = ρaσ +
∑
S
gSΛ
S
0 . (4.27)
Then, writing Λ =Λ+ kΛ0 +Λ(d)δ, we see that
(Λ+ 2ρσ ,Λ)+ 2(k + g)Λ(d)= ‖Λ+ ρˆσ‖2 − ‖ρˆσ‖2. (4.28)
Consider the map ϕa :h0 ⊕ (∑S CKS)⊕ Cda → hˆ0
ϕa(h) = h if h ∈ h0, ϕa(da) = d, ϕa(KS)= K for all S. (4.29)
Since ϕa is onto, ϕ∗a is an embedding of hˆ∗0 into (h0 ⊕ (
∑
S CKS) ⊕ Cda)∗. We can therefore
view (·,·) as a bilinear form on ϕ∗a(hˆ∗0). If μ ∈ h∗a we let μ0 be its extension to h0 defined by
setting μ0(hp)= 0. In this way we can view hˆ∗a as a subspace of (h0 ⊕ (
∑
S CKS)⊕ Cda)∗.
In view of Lemma 3.5, we can define the action of da on Fτ (p) by letting it act as
(
Lp
)τ
(1) −
(
z(g, σ )− z(a, σ )− 1
16
dimp
)
IF τ (p). (4.30)
With this normalization we have that da ·1 = 0. The reason for this particular choice will be clear
in Proposition 4.6. We can then let da act on M ⊗Fτ (p) via dM ⊗ I + I ⊗ dτa . Given ν ∈ (hˆa)∗,
we denote by (M ⊗ Fτ (p))ν its ν-weight space. If (M ⊗ Fτ (p))ν = 0, then ν + ρˆaσ ∈ ϕ∗a(hˆ∗0)
(indeed ν + ρˆaσ = ϕ∗a((ν|ha)0 + (ρaσ )0 + ν(d)δ + (k + g)Λ0)) and
(ν|h + 2ρaσ , ν|h )+ 2(k + g)ν(da)= ‖ν + ρˆaσ‖2 − ‖ρaσ‖2. (4.31)a a
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consider the operator (Gg,a)N
′
0 .
Proposition 4.6. If v ∈ (M ⊗ Fτ (p))ν , n′a · v = 0 and ρˆσ , ρˆaσ are as in (4.27) then(
(Gg,a)
N ′
0
)2
(v) = 1
2
(‖Λ+ ρˆσ‖2 − ‖ν + ρˆaσ‖2)v.
Proof. Clearly (Gg,a)N
′
0 ⊗ IF τ (a) = (Gg,a)N0 , so applying (4.18), Lemmas 3.2, 3.3, and using
the fact that Lg −La = Lp, we obtain that
(
(Gg,a)
N ′
0
)2
(v) =
(
1
2
(Λ+ 2ρσ ,Λ)+ kz(g, σ )+ (k + g)Λ(d)
)
v
− (k + g)(dM ⊗ IF τ (p) + IM ⊗ (Lp)τ(1))(v)
−
(
1
2
(ν|ha + 2ρaσ , ν|ha)+
∑
S
(k + g − gS)z(aS, σ )
)
v
− 1
16
((
k + g
3
)
dimg −
∑
S
(
k + g − 2gS
3
)
dimaS
)
v.
By our normalization of the action of da on M ⊗ Fτ (p) we have that(
dM ⊗ IF τ (p) + IM ⊗
(
Lp
)τ
(1)
)
(v) =
(
ν(da)+ z(g, σ )− z(a, σ )− 116 dimp
)
v,
hence
(
(Gg,a)
N ′
0
)2
(v) =
(
1
2
(Λ+ 2ρσ ,Λ)+ kz(g, σ )+ (k + g)Λ(d)
)
v
− (k + g)
(
ν(da)+ z(g, σ )− z(a, σ )− 116 dimp
)
v
−
(
1
2
(ν|ha + 2ρaσ , ν|ha)+
∑
S
(k + g − gS)z(aS, σ )
)
v
− 1
16
((
k + g
3
)
dimg −
∑
S
(
k + g − 2gS
3
)
dimaS
)
v
thus (
(Gg,a)
N ′
0
)2
(v) = 1
2
(‖Λ+ ρˆσ‖2 − ‖ν + ρˆaσ‖2)v − 12(‖ρσ‖2 − ‖ρaσ‖2)v
+ 1
2
(
g dimg
12
− 2gz(g, σ )−
∑
S
(
gS dimaS
12
− 2gSz(aS, σ )
))
v.
Applying Corollary 4.4 we get the result. 
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5.1. Kostant’s theorem on multiplets in the twisted affine setting
First of all we study Fτ (g) viewed as a L̂(g, σ )-module. The action of L̂(g, σ ) on Fτ (g)
is obtained by letting tj ⊗ x act via θg(x)τ(j) where θg(x) = x − x˜ = 12
∑
i :[x, xi]xi :. In our
framework this action corresponds to the pair (g⊕ g,g) where g embeds diagonally in g⊕ g and
the automorphism of g ⊕ g is σ ⊕ σ .
Recall from [8, Proposition 6.3] that the choice of a set of positive roots for Δ0 induces the
choice of a set of positive roots Δ̂+ for L̂(g, σ ). Let Π̂ = {α0, . . . , αn} denote the corresponding
set of simple roots.
Lemma 5.1. Fτ (g) is completely reducible as a hˆ0-module and the set of weights of Fτ (g) is
ρˆσ − S where
S =
{
λ ∈ hˆ∗0
∣∣∣ λ= ∑
α∈Δ̂+
n(α)α, where all but finitely many n(α) are zero
and each n(α)multα
}
. (5.1)
Proof. Fix a basis {hi} of h0 such that (hi, hn−j+1) = δij . Choose for any α ∈ h∗0 a basis {xiα}
of gα . If γ ∈ −Δ+0 , let yγ be a root vector in g0γ . Fix any order in Δ0 and in the set {(i, α) | gα = 0,
1 i  dimgα}. Then a basis of Fτ (g) is given by the set of vectors
(hi1)
τ
(− 12 )
· · · (hir )τ(− 12 )(yγ1)
τ
(− 12 )
· · · (yγs )τ(− 12 )(xh1β1)
τ
(j1)
· · · (xhtβt )τ(jt )(1) (5.2)
where [n2 ] < i1 < i2 < · · · < ir  n, γ1 < · · · < γs , jp < − 12 for any p, and j1  · · ·  jt with
(hp,βp) < (hp+1, βp+1) when jp = jp+1. Moreover βjp ∈ Δjp+ 12 .
If h ∈ h0, by (9.15), [(θg(h))τ(0), (a)τ(n)] = ([h,a])τ(n). By Lemma 3.4 the vector in (5.2) is
therefore a weight vector for h0 with weight
ρσ +
∑
i
γi +
∑
p
βjp .
By (4.30) the action of d is given by (Lg)τ(1) − (z(g, σ ) − 116 dimg)IF τ (g) and, by (3.15),
[(Lg)τ(1), (x)τ(n)] = (n + 12 )(x)τ(n). Since d · 1 = 0 we obtain that the vector in (5.2) is an eigen-
vector for the action of d with eigenvalue
∑
p(jp + 12 ).
Finally, by Lemma 3.4, K acts by 2g − g = g. Summarizing we have that the vector in (5.2)
is a weight vector for hˆ0 whose weight is
ρσ + gΛ0 +
∑
i
γi +
∑
p
((
jp + 12
)
δ + βjp
)
= ρˆσ − η,
with η = −∑i γi −∑p((jp + 12 )δ + βjp ). Since (jp + 12 )δ + βjp can at most occur dimgβjp
times in the sum, we have that η ∈ S. 
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(Gg,h0)
N ′
0 (xi)
τ
(−si− 12 )
(1) = 0.
Proof. We start by computing [Gg,h0λxi]. By (4.4) and skewsymmetry of the λ-bracket, we have
[Ggλxi] = xi . On the other hand, since h0 is commutative, Gh0 =
∑
j :hjhj :, where {hj } is an
orthonormal basis of h0. It follows from Wick’s formula and skewsymmetry that [Gh0λxi] =∑
j :[xi, hj ]hj :. Thus
[Gg,h0λxi] = xi −
∑
j
:[xi, hj ]hj :,
or, by writing xi = x˜i + (xi − x˜i ),
[Gg,h0λxi] = x˜i +
1
2
∑
t
:[xi, yt ]yt : −
∑
j
:[xi, hj ]hj :,
where, as usual, {yt } and {yt } are a pair of dual basis for g. Choosing a suitable basis
{yα,ji } of p ∩ gjα , we can assume that (yα,ri , y−α,−rj ) = δij . We choose as basis of g the set
(
⋃
α,t,r {yα,rt })∪ {hj }. With this particular choice of basis we can write
[Gg,h0λxi] = x˜i +
1
2
∑
α,t,r
:[xi, yα,rt ]y−α,−rt : − 12∑
j
:[xi, hj ]hj :. (5.3)
Since αi is a real root we have that dimgsiαi = 1, hence
[Gg,h0λxi] = x˜i +
1
2
∑
(r,α) =(si ,αi )
:[xi, yα,rt ]y−α,−rt :.
We have used the fact that :[xi, y(αi ,si )1 ]y−αi ,−si1 : = −:hαi xi : =
∑
j :[xi, hj ]hj :. In particular
[
(Gg,h0)
N ′
0 , (xi)
τ
(−si− 12 )
]= 1
2
∑
(r,α) =(si ,αi )
:[xi, yα,rt ]y−α,−rt :τ(−si ).
Since hp = 0, by applying (4.20), we have that (Gg,h0)N
′
0 (1) = 0, thus we are left with showing
that
1
2
∑
t
∑
(r,α) =(si ,αi )
(:[xi, yα,rt ]y−α,−rt :)τ(−si )(1) = 0.
Since [[xi, yα,rt ]λy−α,−rt ] = 0, we have that
Y τ
(:[xi, yα,rt ]y−α,−rt :, z)= :Y τ ([xi, yα,rt ], z)Y τ (y−α,−rt , z):.
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we find that(:[xi, yα,rt ]y−α,−rt :)τ(−si ) =∑
n<0
[
xi, y
α,r
t
]
τ
(−si+r+ 12 +n)
(
y
−α,−r
t
)τ
(−n−r−1− 12 )
−
∑
n0
(
y
−α,−r
t
)τ
(−n−r−1− 12 )
[
xi, y
α,r
t
]
τ
(−si+r+ 12 +n)
.
If r = 0, we can choose r ∈ (−1,0) so (y−α,−rt )τ(−n−r−1− 12 )(1) = 0 for n < 0, and
[xi, yα,rt ]τ(−si+r+ 12 +n)(1) = 0 for n > 0. It follows that(:[xi, yα,rt ]y−α,−rt :)τ(−si )(1) = −(y−α,−rt )τ(−r−1− 12 )[xi, yα,rt ]τ(−si+r+ 12 )(1).
Since (r + 1)δ + α is a positive root and αi is simple, we have that either [xi, yα,rt ] = 0 or
(r + 1 − si)δ + α − αi is still positive. In both cases [xi, yα,rt ]τ(−si+r+ 12 )(1) = 0.
It remains to deal with the case r = 0, i.e. α ∈ Δ0. If α ∈ Δ+0 then either [xi, yα,0t ] = 0 or
si = 0, otherwise −siδ + α − αi would be a positive root. In both cases [xi, yα,0t ]τ(−si+ 12 )(1) = 0.
If α ∈ −Δ+0 then(
y
−α,0
t
)τ
(− 12 )
[
xi, y
α,0
t
]
τ
(−si− 12 )
= −[xi, yα,0t ]τ(−si− 12 )(y−α,0t )τ(− 12 )
and (y−α,0t )τ(− 12 )
(1) = 0. 
Lemma 5.3.
2
(ρˆσ , αi)
(αi, αi)
= 1.
Proof. Suppose that αi = siδ+αi . Observe that (x−αi )τ(−si− 12 ) ·1 ∈ F
τ (p) and that this vector is
annihilated by n′h0 . From Lemma 5.2 and Proposition 4.6 (applied with a = h0, M = C, Λ = 0)
we deduce that ‖ρˆσ‖2 = ‖ν + ρˆh0σ‖2, ν being the weight of (x−αi )τ(−si− 12 ) · 1.
Since h0 is commutative, (h˜)h0 = h hence (h˜)h0 − h˜= θg(h). Observe that (x−αi )τ(−si− 12 ) ·1 is
a vector of the form given in (5.2). Thus, arguing as in Lemma 5.1, its weight is ν = ρˆσ −siδ−αi .
We therefore obtain
‖ρσ‖2 = ‖ρσ‖2 + ‖αi‖2 − 2(ρσ αi)− 2gsi
or
2(ρσ ,αi) = (αi, αi)− 2gsi . (5.4)
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2
(ρˆσ , αi)
(αi, αi)
= 1 + 2gsi
(αi, αi)
− 2gsi
(αi, αi)
hence the result. 
In the rest of this section we assume that a0 is an equal rank subalgebra of g0. If α is a root of
L̂(a, σ ), then α = kδa +α. Thus α = ϕ∗a(kδ+α) (ϕa is as in (4.29)) and a root vector in L̂(a, σ )
for α is a root vector for kδ + α in L̂(g, σ ). It follows that (ϕ∗a)−1 maps the set of roots Δ̂(a) of
L̂(a, σ ) into the set of roots Δ̂ of L̂(g, σ ). For simplicity we identify Δ̂(a) and (ϕ∗a)−1(Δ̂(a)),
thus viewing Δ̂(a) as a subset of Δ̂. Let Ŵ be the Weyl group of L̂(g, σ ) and let Ŵa be the
subgroup generated by the reflections sα with α ∈ Δ̂(a). Denote by Ŵ ′ the set of minimal right
coset representatives of Ŵa in Ŵ .
If Λ ∈ hˆ∗0 is dominant and integral, we let L(Λ) denote the irreducible highest weight module
for L̂(g, σ ) with highest weight Λ. We set Δ̂+a = Δ̂+ ∩ Δ̂(a). If ξ ∈ (h0 ⊕ (
∑
S CKS)⊕ Cda)∗
is dominant and integral, denote by V (ξ) the irreducible L̂(a, σ )-module with highest weight ξ .
The following result is a generalization of Theorem 16 in Landweber’s paper [15], where the
case σ = Ig is treated.
Theorem 5.4. Assume that a0 is an equal rank subalgebra of g0 and that Λ is a dominant integral
weight for L̂(g, σ ). Set X = L(Λ)⊗ Fτ (p). Then
Ker(Gg,a)X0 =
⊕
w∈Ŵ ′
V
(
ϕ∗a
(
w(Λ+ ρˆσ )
)− ρˆaσ ). (5.5)
Proof. Suppose that V (ξ) occurs in Ker((Gg,a)X0 )
2
. Then ξ = γ + β where γ is a weight of
Fτ (p) and β is a weight of L(Λ). By Lemma 5.1, we know the form of the weights of Fτ (g).
Since we are assuming that rank(a0) = rank(g0) the weights of Fτ (p) ⊗ 1 ⊂ Fτ (g) are also
of this form. Hence we can write ξ + ρˆaσ = ϕ∗a(−ν + β + ρˆσ ) where ν ∈ S (cf. (5.1)). By
Proposition 4.6 we have that ‖−ν + β + ρˆσ‖2 = ‖Λ + ρˆσ‖2. Lemma 5.3 tells us that ρˆσ is
what is usually denoted by ρ for L̂(g, σ ). Hence we can use [14, Lemma 3.2.4] to deduce the
existence of w ∈ Ŵ such that ξ = ϕ∗a(w(Λ+ ρˆσ ))− ρˆaσ . We claim that w ∈ Ŵ ′ and that for any
w ∈ Ŵ ′ the corresponding submodule occurs with multiplicity one in Ker((Gg,a)X0 )2. The proof
of all these statements can be done along the lines of Kostant’s argument in the finite-dimensional
case, as extended to the affine case by Kumar in [14, Theorem 3.2.7]. There is only one difference
with Kumar’s setting: Ŵa is a reflection subgroup of Ŵ and not, in general, a standard parabolic
subgroup. But Kumar’s proof relies on a description of Ŵ ′ (see [14, Exercise 1.3.E]) which holds
in our weaker hypothesis too. This concludes the proof since, by Proposition 9.2 below, (Gg,a)X0
is self-adjoint (in our hypothesis), hence Ker(Gg,a)X0 = Ker((Gg,a)X0 )2. 
5.2. Applications
We want to discuss in our setting some consequences of Theorem 5.4 which are the analogues
of Theorems 4.17 and 4.24 of [12] in the finite-dimensional case. As in the finite-dimensional
case, we name multiplet the set of L̂(a, σ )-modules occurring in the decomposition (5.5). As
discussed in the Introduction, these were discovered in [3] (in the finite-dimensional equal rank
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by the same scalar on all the representations in the multiplets. This fact has a direct analogue in
the affine case. Indeed C(a) = (La0 )X + (k+g)dXa can be considered as (one half of the) Casimir
element for L̂(a, σ ) acting on X = L(Λ)⊗ Fτ (p): this follows e.g. from the formula displayed
in [8, Exercise 7.16], noting that in our context the central elements KS specialize to the levels
k + g − gS . We shall deduce the above remarkable property by a formula for the square of the
Dirac operator acting on L(Λ)⊗ Fτ (p), which holds in the framework of Section 4 (i.e., (g,a)
a reductive pair, Λ any weight of L̂(g, σ )). The following result is a twisted affine analog of [12,
Theorem 2.13].
Proposition 5.5. Set N = M ⊗F , where M is any level k highest weight module for L̂(g, σ ) and
F = Fτ (p). Set C(g) = (Lg0 )M + (k + g)dM , C(a) = (La0 )N + (k + g)dNa . Then
(
(Gg,a)
N
0
)2 = C(g)⊗ IF −C(a)+ [12(‖ρσ‖2 − ‖ρaσ‖2)+ c(k)
]
IN , (5.6)
where c(k) = −kz(g, σ )+∑S(k + g − gS)z(aS, σ ).
Proof. Combine formulas (4.18), (4.30), and (4.21). 
Corollary 5.6. Under the hypothesis of Theorem 5.4, C(a) acts on all L̂(a, σ )-modules
V (ϕ∗a(w(Λ+ ρˆσ ))− ρˆaσ ) of the multiplet (5.5) by the scalar
1
2
(‖Λ+ ρˆσ‖2 − ‖ρaσ‖2)+∑
S
(k + g − gS)z(aS, σ ). (5.7)
Proof. By Theorem 5.4 and formula (5.6), C(a) acts as
C(g)⊗ IF +
[
1
2
(‖ρσ‖2 − ‖ρaσ‖2)+ c(k)]IN
on the multiplet. Combine Lemma 3.3 and formula (4.28) to compute the action of C(g). 
The second property discovered in [3] involves the dimensions of the representations in the
multiplets. In the finite-dimensional case the multiplets are canonically indexed by the set W ′ of
minimal length representatives of (right) cosets of the Weyl group of a (a reductive subalgebra
of g of the same rank) in the Weyl group W of g. If we let Vw denote the g-module indexed by
w ∈W ′, then ∑
w∈W ′
(−1)(w) dimVw = 0, (5.8)
where (·) is the length function on W .
Obviously this result cannot hold true in the affine case for the representations involved are
infinite-dimensional. However in Proposition 5.7 below we obtain an analog of (5.8) involv-
ing the asymptotic dimensions of the representations V (ϕ∗a(w(Λ + ρˆσ )) − ρˆaσ ) as defined in
[8, Ch. 13].
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tor space endowed with a symmetric bilinear form (,). Fix σ ∈ O(V ) and assume that σ is
diagonalizable with modulus 1 eigenvalues. Suppose also that the set of σ -fixed points is even-
dimensional. Set V˜ = V ⊕ C and extend (,) to V˜ by setting (v,1) = 0, (1,1) = 1. Then so(V )
embeds in so(V˜ ) and (so(V˜ ), so(V )) is a reductive pair. Indeed, for v ∈ V define Xv ∈ so(V˜ ) by
Xv(w + c) = cv − (v,w). If we endow so(V˜ ) with the invariant form 〈X,Y 〉 = 12 tr(XY), then
we have that so(V )⊥ = {Xv | v ∈ V }. Note that, if A ∈ so(V ) and v ∈ V , then [A,Xv] = XA(v).
Thus, identifying V with {Xv | v ∈ V }, we see that the adjoint action of so(V ) on its orthogonal
complement gets identified with the natural action of so(V ) on V .
Extend σ to an automorphism of V˜ by letting σ(1) = 1. Then σXvσ−1 = Xσ(v). Let V be the
space V viewed as an odd space, and set τ = −σ . By applying our machinery to the reductive
pair (so(V˜ ), so(V )) we can turn Fτ (V ) into a L̂(so(V ),Ad(σ ))-module. Let σ0 ∈ End(V˜ ) be
defined by σ0(v) = v, σ0(1) = −1. Then the decomposition so(V˜ ) = so(V )⊕ V is precisely the
eigenspace decomposition of σ0. Since σ 20 = I , the pair (so(V˜ ), so(V )) is actually symmetric.
As observed in Remark 4.1, we have that (Gso(V˜ ),so(V ))0 acts trivially on L(V , τ). Thus L(V , τ)
decomposes as a L̂(so(V ),Ad(σ ))-module as prescribed by Theorem 5.4. Hence we need to find
the set of minimal right coset representatives of the Weyl group of L̂(so(V ),Ad(σ )) in the Weyl
group of L̂(so(V˜ ),Ad(σ ))-module. For this we need to distinguish two cases. Suppose first that
detσ = 1. It follows that Ad(σ ) is an automorphism of so(V ) of inner type. Choose a Cartan sub-
algebra hso(V ) of so(V ) which is fixed by Ad(σ ). Since detσ = 1, dim(V ) is even (recall that we
are assuming that the set of σ -fixed vectors in V is even-dimensional), hence hso(V ) is a Cartan
subalgebra of so(V˜ ). Choose h ∈ hso(V ) such that Ad(σ )= e2πi ad(h). Let {β1, . . . , βn} be a set of
simple roots for so(V˜ ). Let θ be the corresponding highest root for so(V˜ ). Then we can assume
that βi(h)  0, i = 1, . . . , n, θ(h)  1. It follows that the map nδ + α 
→ (n + α(h))δ + α is a
bijection between the set of real roots of L̂(so(V˜ ), I ) and the set of real roots of L̂(so(V˜ ),Ad(σ ))
that maps {δ− θ,β1, . . . , βn} to the set {α0, . . . , αn} of simple roots for L̂(so(V˜ ),Ad(σ )) and the
set {δ − θ,β1, . . . , βn−1, sβn(βn−1)} of simple roots of L̂(so(V ), I ) to the set of simple roots of
L̂(so(V ),Ad(σ )). Then the Weyl groups of L̂(so(V˜ ),Ad(σ )) and L̂(so(V ),Ad(σ )) are isomor-
phic to the Weyl groups of L̂(so(V˜ ), I ) and L̂(so(V ), I ), respectively, the index of the latter in
the former is two, and the set of minimal length coset representatives is {1, sαn}. Note finally that,
in this case, ϕso(V ) is the identity. Thus, according to Theorem 5.4,
Fτ (V ) = V (ρˆAd(σ ) − ρˆso(V ),Ad(σ ))⊕ V
(
sαn(ρˆAd(σ ) − ρˆso(V ),Ad(σ ))
) (5.9)
(see (3.6), (3.22) for notation). Here we used the fact that sαn(ρˆso(V ),Ad(σ )) = ρˆso(V ),Ad(σ ).
If instead detσ = −1 then dimV is odd and Ad(σ ) is of inner type for so(V ) but not for
so(V˜ ). Let, as above, hso(V ) be a Cartan subalgebra of so(V ) fixed pointwise by σ . Then there is
an element h of hso(V ) such that Ad(σ ) = Ad(σ0)e2πi ad(h). Arguing as in the detσ = 1 case, we
find that the index of the Weyl group of L̂(so(V ),Ad(σ )) in the Weyl group of L̂(so(V˜ ),Ad(σ ))
equals the index of the Weyl group of L̂(so(V ), I ) in the Weyl group of L̂(so(V˜ ),Ad(σ0)) and
that the set of minimal length representatives is {I, sα0}. Hence, in this case
Fτ (V )= V (ρˆAd(σ ) − ρˆso(V ),Ad(σ ))⊕ V
(
sα (ρˆAd(σ ) − ρˆso(V ),Ad(σ ))
)
. (5.10)0
V.G. Kac et al. / Advances in Mathematics 217 (2008) 2485–2562 2521On the algebra Cl(L(V , τ )) there is a unique involutive automorphism such that x 
→ −x for
x ∈ L(V ,σ ). Then, denoting by Cl(L(V , τ))± the ±1 eigenspace for this automorphism, we can
write
Cl
(
L(V , τ)
)= Cl(L(V , τ))+ ⊕ Cl(L(V , τ))−.
Recall from Section 3.2 that
Fτ (V )= Cl(L(V , τ))/Cl(L(V , τ))L+(V , τ ).
It follows that
Fτ (V ) = Fτ (V )+ ⊕ Fτ (V )−,
where Fτ (V )± = Cl(L(V , τ))±/Cl(L(V , τ))L+(V , τ ) ∩ Cl(L(V , τ))±. Moreover
Cl(L(V , τ))+ acts naturally on Fτ (V )±.
Set θso(V )(X) = 12
∑ :X(bi)bi :, where {bi}, {bi} are bases of V dual to each other. We note
that the action of Xr ∈ L̂(so(V ),Ad(σ )) is given by (θso(V )(X))F
τ (V )
r . It follows that Fτ (V )±
are stable under the action of L̂(so(V ),Ad(σ )). Thus, by the decompositions (5.9), (5.10), we
obtain that Fτ (V )± are both irreducible L̂(so(V ),Ad(σ ))-modules whose highest weights are
switched by an involution s of the Dynkin diagram of L̂(so(V ),Ad(σ )).
In particular, if (g,a) is any reductive pair and σ is an automorphism such that ranka0 =
rankg0, we can apply the above discussion to Fτ (p), turning it into a L̂(so(p),Ad(σ ))-module.
Note that we can see L′(a, σ ) as a subalgebra of L′(so(p),Ad(σ )) by embedding a in so(p)
via adp and that the action of L′(a, σ ) on Fτ (p) is just the restriction of the action of
L′(so(p),Ad(σ )). Since, by Wick’s formula,[
θso(p)(X)λL
p
]= −λθso(V )(X),
letting dso(V ) act as (Lp)τ0 − (z(g, σ ) − z(a, σ ) − 116 dimp)I , we can extend this action to
L̂(so(p),Ad(σ )) in such a way that the action of dso(p) equals the action of da.
Now we observe that in our setting the so-called “homogeneous Weyl–Kac” formula holds
(recall that a0 is assumed to have the same rank of g). Indeed, in the (completed) representation
ring of L̂(a, σ ), we have
L(Λ)⊗ Fτ (p)+ −L(Λ)⊗ Fτ (p)− =
∑
w∈Ŵ ′
(−1)(w)V (ϕ∗a(w(Λ+ ρˆσ ))− ρˆaσ ). (5.11)
This relation can be proved exactly as in the finite-dimensional case (or affine σ = I case, see
[15, Theorem 4]), using Lemma 5.1 to evaluate Fτ (p)+ − Fτ (p)−.
Remark 5.1. If μ ∈ hˆ∗a is dominant integral for Δ̂+a and w ∈ Ŵa, we set V (w(μ + ρˆa,σ ) −
ρˆa,σ ) = (−1)(w)V (μ). Then, with this definition, we can rewrite (5.11) as
L(Λ)⊗ Fτ (p)+ −L(Λ)⊗ Fτ (p)− =
∑
x∈Ŵa\Ŵ
(−1)(wx)V (ϕ∗a(wx(Λ+ ρˆσ ))− ρˆaσ ), (5.12)
where Ŵa\Ŵ is any set of right coset representatives and wx is any element from the coset x.
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that σ is an indecomposable diagonalizable automorphism of a having modulus one eigenvalues
and leaving the form invariant. Following [8, Ch. 13] or [6, (2.2.1)], we recall the asymptotics of
the character of an integrable highest weight module V over the affine algebra L̂(a, σ ). Recall
that the series
chV (τ,h) = trV e2πi(−τda+h)
converges to an analytic function of the complex variable τ , if Im τ > 0, for each h ∈ ha. The
asymptotics of this function, as τ ↓ 0 (i.e. τ = it , t ∈ R+, t → 0), is as follows:
chV (τ,h) ≈ a(Λ)e πic(k)12τ , (5.13)
where V = V (Λ) is a highest weight module with highest weight Λ, c(k) is the conformal anom-
aly (= Sugawara central charge, see [6, (1.4.2)]), which depends only on the level k = Λ(K)
of V , and
a(Λ)= b(k)
∏
α∈R+
sinπ
(Λ+ ρa, α)
k + ga . (5.14)
Here b(k) is a positive constant, depending only on k (one can find in [8] a simple formula for
b(k), which is unimportant for the present paper) and R+ denotes the set of positive roots (resp.
coroots) of a if L̂(a, σ ) is of type X(1)n or A(2)2n (resp. all other types). Moreover, ρa = 12
∑
α∈R+ α
and ga is half of the value of the Casimir operator on a.
Suppose now that σ is not indecomposable and let a =⊕sj=0 aj be the decomposition of
a in the direct sum of an abelian Lie algebra a0 and indecomposable semisimple ideals aj ,
j  1. Let V be an integrable L̂(a, σ )-module form the categoryO of level k = (k0, . . . , ks) (i.e.,
Kj ∈ L̂(aj , σ ) acts on V via the scalar kj ). Motivated by the above discussion, we define the
asymptotic dimension of V by
asdim(V ) = lim
τ↓0 e
− πi12τ
∑s
j=0 c(kj )chV (τ,h). (5.15)
If V is irreducible, then it is an outer tensor product of irreducible L̂(aj , σ )-modules with highest
weights Λj of level kj , j = 0, . . . , s, and it follows from (5.13) that
asdim(V )=
s∏
j=1
a
(
Λj
)
,
where a(Λ) is given by (5.14). We stipulate that asdim(V ) = 1 if s = 0, i.e. if a is abelian.
Remark 5.2. Note that the asymptotic dimension is a positive real number, which has all proper-
ties of the usual dimension. Namely, the asymptotic dimension of the tensor product of modules
equals the product of asymptotic dimensions of the factors, and the asymptotic dimension of a
finite direct sum of modules of the same level equals the sum of asymptotic dimensions of sum-
mands. In particular we can extend the asymptotic dimension by linearity to the subring of the
representation ring of L̂(a, σ ) generated by the integrable highest weight modules.
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To deal with the reductive case we need some preliminaries and more notation. Let M ⊂ h0 be
the lattice which indexes the translations in the Weyl group of L̂(g, σ ) (see [8, (6.5.8)]) and set
M0 = a00 ∩ M (recall that a00 is the center of a0). Let P0 be the lattice in a00 dual to M0 and let
L0 the lattice corresponding to M0 in h∗0 under the identification induced by the bilinear form.
Let TL0 = {tα | α ∈ L0} be the set of translations by elements of L0 (see [8, (6.5.2)]). Let Ŵ ′fin be
a set of representatives for the right cosets of TL0 × Ŵa in Ŵ . Note that in the semisimple case
Ŵ ′fin is a set of right coset representatives for Ŵa in Ŵ .
Set
hˆ∗c =
(
a00
)∗ ⊕ CΛ00, hˆ∗ss = (h0 ∩∑
S>0
aS
)∗
⊕
∑
S>0
CΛS0 ,
so that any λ ∈ hˆ∗a can be uniquely written as λ = λc + λss + aδa, λc ∈ hˆ∗c , λss ∈ hˆ∗ss , a ∈ C. Set
r = dima00.
Proposition 5.7. If a0 is a reductive equal rank subalgebra of g0 such that a00 = SpanCM0, then
Ŵ ′fin is finite and ∑
w∈Ŵ ′fin
(−1)(w) asdim(V (ϕ∗a(w(Λ+ ρˆσ ))− ρˆaσ ))= 0.
(here asdim(V (ϕ∗a(w(Λ+ ρˆσ ))− ρˆaσ )) is defined as in Remark 5.2).
Proof. Let Ma be the lattice which indexes the translations in the Weyl group of L̂(a, σ ). Since
h0 ⊂ a, rank(M0 ⊕ Ma) = ranka = dimh0 = rankM , hence TL0 × Ŵa has finite index in Ŵ .
This proves the first claim.
Let Λ± be the highest weights of Fτ (p)± and let s be the involution of the Dynkin diagram
of L̂(so(p),Ad(σ )) such that sΛ+ = Λ−. Let h be an element in a Cartan subalgebra hso(p) of
so(p) such that dso(p) + h is the unique element of Cd + hso(p) such that γ (dso(p) + h) = 1 for
any simple root γ of L̂(so(p),Ad(σ )). Let ch± be the character of Fτ (p)± as L̂(so(p),Ad(σ ))-
modules. Since s(dso(p) + h) = dso(p) + h we see that(
ch+ − ch−)(τ, h) = 0.
In particular we see that
lim
τ↓0
(
ch+ − ch−)(τ, h) = 0.
This limit is independent of h, thus (ch+ − ch−)(τ,0) ≈ 0 as τ ↓ 0. Since dso(p) acts as da we
get for the L̂(a, σ )-modules:
(chL(Λ)⊗Fτ (p)+ − chL(Λ)⊗Fτ (p)−)(τ,0) ≈ 0, (5.16)
as τ ↓ 0.
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constants c1, c2 such that tα(λ) = λ+ c1λ(K)α − c2((λ,K)+ 12 |α|2)δ. Hence we have
ϕ∗a
(
tαΛ
w
)= ϕ∗a(Λw)c + c1(k + g)α − c2((ϕ∗a(Λw)c, α)+ 12 |α|2
)
δa
+ ϕ∗a
(
Λw
)
ss
+mwδa.
Setting, for μ ∈ hˆ∗c , t˙α(μ) = μ+ c1(k + g)α − c2((μ,α)+ 12 |α|2)δa, we can write
ch
(
V
(
ϕ∗a
(
tαΛ
w
)− ρˆaσ ))= et˙α(ϕ∗a(Λw)c))
η(τ )r
chV
(
ϕ∗a
(
Λw
)
ss
+mwδa − ρˆaσ
)
,
η being the Dedekind η-function.
Since TL0Ŵ ′fin is a set of coset representatives for Ŵa in Ŵ and observing that multiplying
any element w ∈ Ŵ by a translation does not change the parity of (w), we can rewrite (5.12) as
ch
(
L(Λ)⊗ Fτ (p)+)− ch(L(Λ)⊗ Fτ (p)−)
=
∑
w∈Ŵ ′fin
∑
α∈L0
(−1)(tαw)ch(V (ϕ∗a(tαΛw)− ρˆaσ ))
=
∑
w∈Ŵ ′fin
(−1)(w)Θ(Λ
w
c )
η(τ)r
ch
(
V
(
ϕ∗a
(
Λw
)
ss
− ρˆaσ +mwδa
))
where Θ(μ) =∑α∈L0 et˙α(μ). Hence, by the asymptotics given in [11, (2.4.3)] and (5.16), we
find that, taking the limit as τ ↓ 0,
0 =
∑
w∈Ŵ ′fin
(−1)(w)|P0/L0|− 12 (k + g)− r2 asdim
(
V
(
ϕ∗a
(
Λw
)
ss
+mwδa − ρˆaσ
))
.
Since, by definition, asdim(V (ϕ∗a(Λw)ss +mwδa − ρˆaσ )) = asdim(V (ϕ∗a(Λw)− ρˆaσ )), simpli-
fying the constant we are done. 
Turning to the finite-dimensional case, if a is an equal rank reductive subalgebra of a finite-
dimensional reductive Lie algebra g, then (5.8) can be extended to q-dimensions. If V is a finite-
dimensional representation of a and ch(V ) is its character, then the q-dimension of V is
dimq V = ch(V )
(
er
∨
a
)
, (5.17)
where r∨a is an element of h such that α(r∨a ) = 1 for any simple root α of a. Note that r∨a coincides
with ρ∨a (the half sum of the positive coroots of a) if a is semisimple. In this case formula (1.2)
gives an explicit expression for dimq V . For a general reductive a the element r∨a is not unique
and the definition of q-dimension depends on this choice. We shall choose r∨a as in the following
lemma.
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Let h be a common Cartan subalgebra and let Δ (resp. Δa) be the set of roots of g (resp. a).
Then there exists an element r ∈ h, for which α(r) = 1 for each simple root α of a and β(r) ∈ Z
for some β ∈Δ \Δa.
Proof. Assume a is semisimple. Then we have to show that α(ρ∨a ) ∈ Z for some α in Δ \ Δa.
Let α1, . . . , αn be a set of simple roots for Δ and let θ =∑ni=1 aiαi be the highest root. Fix
an index i0, 1  i0  n; then the set {−θ,αi, . . . , αi0−1, αi0+1, . . . , αn} is a set of simple roots
of a semisimple subalgebra ai0 of g. It is a Theorem of Dynkin and Borel–de Siebenthal that
any semisimple a can be obtained in this way by repeating the procedure several times, and the
maximal (equal rank) subalgebras are exactly the ai0 with ai0 a prime number. We may assume
that a = ai0 with ai0 prime. Then we have
ρ∨a (αi0) = 1 −
h
ai0
,
where h = 1 +∑ni=1 ai is the Coxeter number. Since ai0 always divides h if it is prime, we can
take α = αi0 .
If a is reductive, start from ρ∨a + th with t ∈ C and h in the center of a, and choose t in such
a way that ρ∨a + th is integer valued on some root in Δ \Δa. 
Now we can prove the following
Proposition 5.9. Let L be a finite-dimensional irreducible module with highest weight λ over a
reductive Lie algebra g. Let a be a reductive subalgebra of g, and r = r∨a be as in Lemma 5.8.
Let Vw denote the irreducible a-module with highest weight w(λ+ ρg)− ρa, where w ∈W ′ and
W ′ is as in (1.1). Then ∑
w∈W ′
(−1)(w) dimq Vw = 0. (5.18)
Proof. Let F+ and F− be the even and odd components of the spin representation of p. (Recall
that, since a is equal rank in g, p is even-dimensional.) Then, by (1.1),
ch
(
L⊗ F+)− ch(L⊗ F−)= ∑
w∈W ′
(−1)(w)ch(Vw),
hence, to prove our claim, we need only to check that
(
ch
(
F+
)− ch(F−))(er∨a )= 0.
Let Δ be the set of roots of g and choose a positive set of roots Δ+ for g. Then Δ is the disjoint
union of Δa and Δp, where Δa (resp. Δp) is the set of roots in Δ such that gα ⊂ a (resp. gα ⊂ p).
Let Δ+p = Δ+ ∩ Δp and set p± =
∑
±α∈Δ+p gα . If α ∈ Δp, choose xα ∈ gα in such a way that
(xα, xβ) = δα,−β . Define Eα,β ∈ End(p) by Eα,β(xγ ) = δα,γ xβ . A Cartan subalgebra of so(p)
2526 V.G. Kac et al. / Advances in Mathematics 217 (2008) 2485–2562is hso(p) =∑α∈Δ+p (Eα,α − E−α,−α). Define α ∈ (hso(p))∗ by α(Eβ,β − E−β,−β) = δα,β . The
so(p) character of F+ − F− is
e
1
2
∑
α∈Δ+p α
∏
α∈Δ+p
(
1 − e−α ).
The Cartan subalgebra h of g is a Cartan subalgebra of a, hence it embeds in so(p) via ad|p.
It follows that h ∈ h embeds as ∑α∈Δ+p α(h)(Eα,α − E−α,−α). In particular, to check that
ch(F+ − F−)(er∨a ) = 0, it is enough to find a root α ∈ Δp such that α(r∨a ) = 0. This root can
be found as follows. By Lemma 5.8 we have that α(r∨a ) ∈ Z for some α ∈ Δp. We may assume
that α(r∨a ) > 0. Then there is a simple root β in Δ+a such that (α,β) > 0, hence α − β is a
root. Since the pair is reductive [a,p] ⊂ p, hence α − β ∈ Δp. Now (α − β)(r∨a ) = α(r∨a )− 1. If
(α − β)(r∨a ) = 0 we are done. Otherwise repeat the argument substituting α with α − β . 
6. Interlude: the very strange formula
We want to show that formula (4.21) becomes the “very strange formula” (cf. [8, (13.15.4)])
when σ is an automorphism of order m (hence it affords a generalization of it, holding for infinite
order automorphisms too). Let g be a simple finite-dimensional Lie algebra and h a Cartan sub-
algebra. Let Π = {η1, . . . , ηn} be a set of simple roots for g, Δ+ the associated subset of positive
roots and ρ the corresponding half sum of positive roots.
Proposition 6.1. Let κ(·,·) denote the Killing form on g and σ be an automorphism of order m
of type (s0, s1, . . . , sn;1) [8, Chapter 8]. Let g =⊕j∈Z/mZ gj be the eigenspace decomposition
with respect to σ . Define λs ∈ h∗ by κ(λs, ηi) = si2m , 1 i  n. Then
κ(ρ − λs, ρ − λs) = dimg24 −
1
4m2
m−1∑
j=1
j (m− j)dimgj . (6.1)
Proof. Plug a = 0 in formula (4.21) and choose κ(·,·) as invariant form on g. Then we have
g = 12 and the right-hand side of (4.21) becomes the right-hand side of (6.1). Let θ denote the
highest root of Δ. We claim now that if we choose as simple roots in g0 the set
Π0 =
{ {ηi | si = 0} ∪ {−θ} if s0 = 0,
{ηi | si = 0} otherwise
then λs = ρ − ρσ . To prove this we use the following fact, which is not difficult to prove: if we
put β0 = s0mδ − θ , βi = simδ + ηi , then {β0, . . . , βn} is a set of simple roots for L̂(g, σ ). Note that
βi = ηi ; using (5.4) in our context we have
κ(ρ − ρσ , ηi) = κ(ηi, ηi)2 −
κ(ηi, ηi)
2
+ si
2m
as desired. 
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If M is a highest weight module of L̂(g, σ ) and N ′ = M ⊗ Fτ (p), the Dirac cohomology of
the affine Dirac operator is
H
(
(Gg,a)
N ′
0
)= Ker(Gg,a)N ′0 /(Im(Gg,a)N ′0 ∩ Ker(Gg,a)N ′0 ). (7.1)
In this section we obtain a non-vanishing result for H((Gg,a)N
′
0 ) similar to Theorem 3.15
of [13]. Although the general strategy is parallel to Kostant’s one, we obtain the crucial result
(Lemma 7.1) using vertex algebra techniques. The setting is as in Section 4; in particular, when
we consider the module L(Λ) ⊗ Fτ (p), the highest weight Λ is not assumed to be dominant
integral. Note that if Λ is dominant integral we have already determined the cohomology: in
this case N ′ = X = L(Λ)⊗ Fτ (p) and H((Gg,a)X0 ) = Ker(Gg,a)X0 . Indeed, by Proposition 9.2,
Im(Gg,a)X0 ∩ Ker(Gg,a)X0 = 0.
Suppose that M is a highest weight module for L̂(g, σ ). Recall that n′− = n− +
∑
j<0 t
j ⊗
gj ⊂ L̂(g, σ ). We set n′− = t− 12 ⊗ n− ∩ p +∑j<0 tj− 12 ⊗ gj ∩ p ⊂ L(p, τ ). Set
M= n′−M ⊗ Fτ (p)+M ⊗ n′−Fτ (p).
Lemma 7.1.
(Gg,a)
N ′
0 (M) ⊂M.
Proof. We need the following formulas: if x ∈ g then, in V k+g,1(Rsuper),
[x˜λGg,a] =
∑
i
:[˜x, bi]bi : + λkxp,
while, if x ∈ p,
[xλGg,a] = x˜ + 12
∑
i
:[x, bi]pbi :.
These formulas are easily computed using Wick formula and the explicit form for Gg,a given in
Lemma 4.5. Using (3.2), we deduce that, on M ⊗ Fτ (p), we have, if x ∈ g,[
x˜(n), (Gg,a)
N ′
0
]=∑
i
:[˜x, bi]bi :τ
(n+ 12 )
+ nk(xp)τ
(n− 12 )
(7.2)
and, if x ∈ p, [
x(n), (Gg,a)
N ′
0
]= x˜τ
(n+ 12 )
+ 1
2
∑
i
:[x, bi]pbi :τ
(n+ 12 )
. (7.3)
If we compute explicitly the normal order using (3.4), then∑
:[˜x, bi]bi :τ
(n+ 12 )
=
∑
[˜x, bi]
τ
(r)
(
bi
)τ
(−r+n− 12 ).i i,r
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and x ∈ n−.
Since v = x˜τ(n)(w ⊗ u), we have that
(Gg,a)
N ′
0 (v) = −
[
x˜τ(n), (Gg,a)
N ′
0
]
(v)+ x˜(n)(Gg,a)N ′0 (v),
so we need only to check that
∑
i,r [˜x, bi]
τ
(r)(b
i)τ
(−r+n− 12 )
(w ⊗ u) ∈ M and that
(xp)
τ
(n− 12 )
(w⊗u) ∈M. This is obvious if n < 0. For n = 0 then xp ∈ n− ∩ p so t− 12 ⊗ xp ∈ n′−.
Moreover t r ⊗ [x, bi] ∈ n′− if r < 0 and t−r−
1
2 ⊗ bi ∈ n′− if r > 0. It remains only to check the
term r = 0. If bi ∈ n− ∩ p ⊕ hp then [x, bi] ∈ n−, while if bi ∈ n ∩ p then t− 12 ⊗ bi ∈ n′−.
Suppose now v = w⊗x(n)u with either n < − 12 or n = − 12 and x ∈ n− ∩ p. Arguing as above
we need only to check that
(x˜)τ
(n+ 12 )
(w ⊗ u)+
∑
i
:[x, bi]pbi :τ
(n+ 12 )
(w ⊗ u) ∈M,
or, equivalently, that 12
∑
i :[x, bi]pbi :τ(n+ 12 )(u) ∈ n
′−Fτ (p).
Write u = (∏mi=1 t ri ⊗ yi) · 1 with either ri < − 12 or ri = − 12 and yi ∈ n− ∩ p + hp. We
introduce the following notation: if x ∈ p, write
γ (x) = 1
2
∑
i
:[x, bi]pbi :,
{bi}, {bi} being dual bases of p. If y ∈ p, by Wick formula,[
yλγ (x)
]= [y, x]p,
thus, if u′ = (∏mi=2 t ri ⊗yi) ·1, then γ (x)τ(n+ 12 )(u) = (y)τ(r)γ (x)τ(n+ 12 )(u′)+([y, x]p)τ(r+n+ 12 )(u′).
Since [(y)τ(r), (a)τ(s)] = 0 if t s ⊗ a ∈ n′−, we have that (y)τ(r)M ⊂M. Hence we are left with
checking that γ (x)τ
(n+ 12 )
(u′) ∈M. By an obvious induction on m, we reduce ourselves to check
that γ (x)τ
(n+ 12 )
(1) ∈M. Computing explicitly the normal order and using the fact that, if {bi} is
a basis of gj ∩ p then∑i ([x, bi], bi)= 0 if x ∈ n− ∩ p, we find that∑
i
:([x, bi]p)bi :τ
(n+ 12 )
=
∑
i,r<n
([x, bi]p)τ(r)(bi)τ(−r+n− 12 )
−
∑
i,rn
(
bi
)τ
(−r+n− 12 )
([x, bi]p)τ(r).
Thus
∑
i :([x, bi]p)bi :τ(n+ 12 )(1) = −
∑
i,rn(b
i)τ
(−r+n− 12 )
([x, bi]p)τ(r)(1). The terms that are not
obviously in M are those with n = r and bi ∈ n ∩ p + hp. But in this case [x, bi]p ∈ n− ∩ p and
we are done. 
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Set N ′ = L(Λ)⊗ Fτ (p). If (Λ+ ρσ )|hp = 0 then H((Gg,a)N ′0 ) = 0.
Proof. From the explicit description of the basis of Fτ (p) given in Lemma 5.1, we see that
Fτ (p) = M ⊕ (vΛ ⊗ Cl(t− 12 ⊗ hp) · 1). To conclude the proof we need only to show that
(Gg,a)
N ′
0 (vΛ ⊗ Cl(t−
1
2 ⊗ hp) · 1)= 0. For this, it suffices to show that
(Gg,a)
N ′
0 (hi1)
τ
(− 12 )
· · · (hir )τ(− 12 )(vΛ ⊗ 1) = 0
with hij chosen as in (5.2). We prove this by induction on r . If r = 0, then, by Proposition 4.3
and our assumption that (Λ+ ρσ )|hp = 0, we have (Gg,a)N ′0 (vΛ ⊗ 1) = 0. If r > 0 then, by the
induction hypothesis and (7.3),
(Gg,a)
N ′
0 (hi1)
τ
(− 12 )
· · · (hir )τ(− 12 )(vΛ ⊗ 1)
= ((h˜i1)τ(0) + γ (hi1)τ(0))(hi2)τ(− 12 ) · · · (hir )τ(− 12 )(vΛ ⊗ 1).
Since [γ (hi1)λh] = [hi1 , h] = 0 for any h ∈ hp, we can rewrite the last formula as
(Gg,a)
N ′
0 (hi1)
τ
(− 12 )
· · · (hir )τ(− 12 )(vΛ ⊗ 1)
= Λ(hi1)(hi2)τ(− 12 ) · · · (hir )
τ
(− 12 )
(vΛ ⊗ 1)
+ (hi2)τ(− 12 ) · · · (hir )
τ
(− 12 )
(
vΛ ⊗ γ (hi1)τ(0)(1)
)
.
But γ (h)τ(0)(1) = ρσ (h) · 1 (see formula (8.34) further on) whence
(Gg,a)
N ′
0 (hi1)
τ
(− 12 )
· · · (hir )τ(− 12 )(vΛ ⊗ 1)
= (Λ+ ρσ )(hi1)
(
(hi2)
τ
(− 12 )
· · · (hir )τ(− 12 )(vΛ ⊗ 1)
)= 0
by our assumption that (Λ+ ρσ )|hp = 0. 
8. An analogue of a conjecture of Vogan in affine setting
8.1. The “Vogan conjecture” and its generalization
Recall from (4.29) the function ϕa :h0 ⊕∑S CKS ⊕Cda → hˆ0 and that, extending function-
als by zero on hp, we can view hˆ∗a as a subspace of (h0 ⊕
∑
S CKS ⊕ Cda)∗. Recall that the
complexified Tits cone of an affine algebra L̂(g, σ ) is the set
Cg =
{
λ ∈ hˆ∗ ∣∣ Reλ(K) > 0}. (8.1)0
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∗
a(Cg) ∩ hˆ∗a defined by f|hˆ∗a(λ) =
(f ◦ (ϕ∗a)−1)(λ). Suppose that M is a highest weight module for L̂(g, σ ) with highest weight
Λ ∈ Cg. We already observed in Section 4 that, given ν ∈ (hˆa)∗ such that (M ⊗ Fτ (p))ν = 0,
then ν + ρˆaσ ∈ ϕ∗a(Cg) so f|hˆ∗a(ν + ρˆaσ ) makes sense.
The following result is our affine analog of Vogan’s conjecture. It appears, in a slightly differ-
ent formulation, as Theorem 1.1 in the Introduction. In order to use Kac’s results from [7] on the
holomorphic center of a suitable completion of U(L̂(g, σ )), we need a technical hypothesis on
the pair (g,a) (which is satisfied in important cases, e.g. when a0 is an equal rank subalgebra of
g0 or the set of fixed points of a diagonalizable automorphism of g).
Theorem 8.1. Assume that the centralizer C(ha) of ha in g0 equals h0. Fix Λ ∈ hˆ∗0 such that
Λ+ ρˆσ ∈ Cg and let M be a highest weight module for L̂(g, σ ) with highest weight Λ. Let f be
a holomorphic Ŵ -invariant function on Cg. Suppose that a highest weight L̂(a, σ )-module Y of
highest weight μ occurs in the Dirac cohomology H((Gg,a)N
′
0 ) of N ′ = M ⊗ Fτ (p). Then
f|hˆ∗a(μ+ ρˆaσ ) = f (Λ+ ρˆσ ). (8.2)
Remark 8.1. Assume that a0 is an equal rank subalgebra of g0 and that Λ is dominant integral.
Then (8.2) is a fairly trivial consequence of Theorem 5.4. Indeed, in the integral dominant case,
we have H((Gg,a)X0 ) = Ker((Gg,a)X0 ), and formula (5.5) tells us that the only weights appearing
in the decomposition are precisely those in the orbit of Λ+ ρˆσ . Since f is Ŵ -invariant, the claim
follows.
The following sections are devoted to the proof of Theorem 8.1.
8.2. The basic setup
Consider the algebra W = U(L′(g, σ )) ⊗ Cl(L(g, τ )) and its quotient algebra Wk =
W/W(K − k). We view L(g, σ )⊕L(g, τ ) as a subspace of L′(g, σ )) ⊕L(g, τ ) and identify it
with its image in Wk .
Recall that we are assuming that the centralizer of ha in g0 is the Cartan subalgebra h0.
Therefore we can fix fa ∈ ha such that the centralizer of fa in g0 is h0. We can choose Δ+0 so
that α(fa) > 0 if α ∈ Δ+0 . Choose c ∈ R such that αi(cd + fa) > 0 for all i. Set fˆa = cd + fa.
With this choice, we have that if α ∈ Δ̂+, then α(fˆa) > 0.
We define a R-grading deg on L′(g, σ ) and on L(g, τ ) by setting, for x ∈ grα ,
deg
(
t r ⊗ x)= deg(t r− 12 ⊗ x)= (rδ + α)(fˆa), deg(K) = 0 (8.3)
and write L′(g, σ ) =⊕j L′(g, σ )j , L(g, τ ) =⊕j L(g, τ )j for the corresponding decomposi-
tion into homogeneous components.
We can extend deg to W thus defining an R-grading W =⊕jWj . Since K − k is homoge-
neous, deg induces an R-grading on Wk that we again denote by deg.
Observe that gr =⊕μ∈ha gμ,r where gμ,r is the ha-weight space of weight μ. Note that
gμ,r is homogeneous with respect to deg and gμ,r = aμ,r ⊕ pμ,r , where aμ,r = gμ,r ∩ a and
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from the grading deg on L(g, σ ), L(g, τ ) and
L(g, σ )j = L(a, σ )j ⊕L(p, σ )j , L(g, τ )j = L(a, τ )j ⊕L(p, τ )j . (8.4)
Recall the triangular decompositions L′(g, σ ) = n′− ⊕ h′0 ⊕ n′ and L(g, τ ) = n′− ⊕ h0 ⊕ n′. Set
W+ = U(n′)⊗ Cl(n′)
and observe that W+ =⊕n∈R+W+n .
Let F be the algebra of holomorphic functions on (h∗0 ⊕Cδ)× (h∗a ⊕Cδa). Observe that one
can define a product on W ⊗F by setting, for x ∈ grα , y ∈ pμ,r , z ∈ aμ,r , and f,g ∈F ,
f
(
t r ⊗ x)= (t r ⊗ x)fα+rδ,α|ha+rδa, f (t r− 12 ⊗ y)= (t r− 12 ⊗ y)f0,μ+rδa (8.5)
and [(
t r−
1
2 ⊗ z), f ]= [f,g] = [f,K] = 0, (8.6)
where fα,β(λ,μ) = f (λ + α,μ + β). We will refer to fα,β as a translate of f . Since
(1 ⊗ f )W(K − k) ⊂W(K − k) ⊗ F the product on W ⊗ F factors to define a product on
Wk ⊗F .
Set j0 = 0 and define recursively, for N ∈ N,
jN = min
(
j > jN−1
∣∣W+j = {0}). (8.7)
To see that jN is well defined we argue as follows: if x ∈ W+j then x is a sum of prod-
ucts x1 · · ·xm with xi = t ri ⊗ yi or xi = t ri− 12 ⊗ yi with yi ∈ griγi . Then j = λ(fˆa) where
λ=∑(riδ+ γi). Since λ=∑niαi with ni ∈ N and since αi(fˆa) > 0, we see that, fixing R > 0,
then the set {j < R |W+j = {0}} is finite. This in turn implies that {j > jN−1 |W+j = {0}} has a
minimum.
If N ∈ N set
FN =
∑
n∈R, njN
W+n .
The set {(Wk ⊗F)(FN ⊗F)}N∈N is, by PBW theorem, a fundamental system of neighborhoods
of 0 in Wk ⊗F . Let (Wk)comF be the corresponding completion. Set
WkF =
⊕
j
Wkj ⊗F .
The product we just defined onWk ⊗F can be extended to a product onWkF . Indeed, suppose
that u ∈Wki ⊗F and w ∈Wkj ⊗F . Writing explicitly u,w as a sequence un ⊗ fn and wn ⊗ gn,
we now check that (un ⊗ fn)(wn ⊗ gn) converges (i.e. is a Cauchy sequence). We need to check
that for each N there is p such that, if n,m> p then (un⊗fn)(wn⊗gn)−(um⊗fm)(wm⊗gm) ∈
(Wk ⊗F)(FN ⊗F). Observe that
2532 V.G. Kac et al. / Advances in Mathematics 217 (2008) 2485–2562(
un ⊗ fn
)(
wn ⊗ gn
)− (um ⊗ fm)(wm ⊗ gm)
= (un ⊗ fn − um ⊗ fm)(wn ⊗ gn)+ (um ⊗ fm)(wn ⊗ gn −wm ⊗ gm).
Since w is a Cauchy sequence, there is N1 such that, for n,m > N1, (wn ⊗ gn − wm ⊗ gm) ∈
(Wk ⊗ F)(FN ⊗ F). Since u is a Cauchy sequence, there is N2 such that, for n,m > N2,
(un ⊗ fn − um ⊗ fm) ∈ (Wk ⊗F)(FM ⊗F) with jM > jN − j . By (8.4) we have that
(1 ⊗F)(Wkj )=Wkj ⊗F , (8.8)
hence (un ⊗fn −um ⊗fm)(wm ⊗gm) ∈ (Wk ⊗F)(FMWkj ⊗F). By PBW theorem, FMWkj ⊂∑
r0, r+sjN WkrW+s ⊂WkFN . Thus (un ⊗fn −um ⊗fm)(wm ⊗gm) ∈ (Wk ⊗F)(FN ⊗F),
for n,m>N2. Setting p max(N1,N2) we are done.
Note that (8.8) implies that defining deg(F) = 0 we can extend deg to a grading on WkF , by
declaring deg(u) = j if u ∈Wkj ⊗F .
Assume that k + g > 0 and choose Λ ∈ hˆ∗0 a weight of level k. If M is a highest weight
module for L̂(g, σ ) of highest weight Λ, then N = M ⊗Fτ (g) is a representation ofWk . Since,
for any v ∈ N , there is p > 0 such that FM · v = 0 for M  p, we can extend the action of Wk
to Wk ⊗ 1 ⊂WkF .
Lemma 8.2. Let u ∈Wk ⊗ 1 be such that, for any highest weight module M of level k and any
v ∈ N = M ⊗ Fτ (g), relation u · v = 0 holds. Then u= 0.
The proof is postponed to Section 9.3.
If r ∈ R/Z and r ∈ r , let rV k+g,1(Rsuper) be the e2πir -eigenspace of τ in V k+g,1(Rsuper). Set
H = 1
k+g L˜
g
(1) − Lg(1). Since τ fixes 1k+g L˜g − Lg, the R/Z-grading induced on V k+g,1(Rsuper)
by τ is compatible with H , i.e. we can write
V k+g
(
Rsuper
)= ⊕
r∈R/Z
Δ∈R
rV k+g,1
(
Rsuper
)[Δ],
where rV k+g(Rsuper)[Δ] are the joint eigenspaces for τ and H . If N is a τ -twisted representation
of V k+g,1(Rsuper) and a ∈ rV k+g(Rsuper)[Δ] then, for r ∈ r − Δ, we set aNr = aN(r+Δ−1). If
a ∈ rV k+g(Rsuper)[Δ] we set ra = r and Δa = Δ. Δa is called the conformal weight of a.
Set σfa = ead(fa). As in Section 3.3 we can extend σfa to an automorphism σfa of
V k+g,1(Rsuper). If v ∈ V k+g,1(Rsuper) is an eigenvector for σfa with eigenvalue s we set
deg(v) = log(s).
Since fa ∈ h0, σfa commutes with τ and clearly fixes 1k+g L˜g − Lg, thus rV k+g(Rsuper)[Δ]
is spanned by elements that are homogeneous with respect to deg.
Lemma 8.3. For any a ∈ rV k+g(Rsuper)[Δ] and r ∈ r − Δ, there is a unique element ar ∈
Wk ⊗ 1 such that, for any highest weight module M of level k and any v ∈N = M ⊗ Fτ (g),
ar · v = aNr · v.
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deg(ar )= cr + deg(a). (8.9)
Uniqueness follows at once from Lemma 8.2; the existence part of the proof as well as the
proof of (8.9) can be found in Section 9.4.
Recall that, for x ∈ a, θ(x) = (x˜)a − x˜.
Lemma 8.4. If h ∈ ha, we have θ(h)0 − (ρσ − ρaσ )(h) ∈WkF 1 ⊗ 1. Moreover, if D = Lp0 −
(z(g, σ )− z(a, σ )− 116 dimp)I (cf. (4.30)) then D ∈WkF 1 ⊗ 1.
Proof. Arguing as in the proof of Lemma 3.4, if {xi} is a basis of n and {xi} is the basis of n−
dual to {xi}, then
θ(h)0 =
∑
i
[
h,xi
]
0(xi)0 + (ρσ − ρaσ )(h)+ u
with u ∈WkF 1 ⊗ 1. We can choose xi , xi as root vectors for g0. Recall that we have chosen deg
in such a way that deg(xi) > 0. Hence
θ(h)0 = (ρσ − ρaσ )+ u′
as wished.
In order to show that D ∈WkF 1 ⊗ 1, we first show that there is a constant d0 ∈ C such
that D = d0 + u with u ∈WkF 1 ⊗ 1. Recall that, up to a constant, D = Lp0 . Writing explicitly
L
p
0 = − 12
∑ :T (bi)bi :0, we see that
D = 1
2
(∑
i
(∑
r<si
(
r + 1
2
)
(bi)rb
i−r −
∑
rsi
(
r + 1
2
)
bi−r (bi)r
))
+ const.
Choosing si ∈ [0,1) we see that
D = −1
4
(∑
i
( ∑
i: si=0
bi0(bi)0
))
+ u+ const
with u ∈WkF 1 ⊗ 1. We can choose {bi | si = 0} to be an orthonormal basis of p ∩ g0 so, since
((bi)0)2 = 12 , D = u + d0 with d0 ∈ C and u ∈WkF 1 ⊗ 1. To conclude the proof it is enough
to recall that the normalization in (4.30) was chosen precisely to obtain that Dτ · 1 = 0, hence
d0 = 0. 
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to (h˜)a0, and da − d to D = Lp0 − (z(g, σ )− z(a, σ )− 116 dimp)I (cf. (4.30)).
Remark that formula (3.1) says that, if a, b ∈ V k+g,1(Rsuper),
[
aNs , b
N
r
]=∑
j0
(
s +Δa − 1
j
)
(a(j)b)
N
s+r . (8.10)
Hence, by Lemma 8.2,
[as, br ] =
∑
j0
(
s +Δa − 1
j
)
(a(j)b)s+r . (8.11)
In view of Lemma 3.5 and (8.11), h˜0, (h˜)a0 and D commute with each other, hence we can
extend the map defined above to an algebra map L :S(h0 × ha × C(d − da)) →WkF .
Clearly we can look upon S(h0 × ha ×C(d − da)) as a subset of F by setting h(λ,μ)= λ(h)
for h ∈ h0, h(λ,μ) = μ(h) for h ∈ ha and (d − da)(λ,μ) = λ(d) − μ(da). This embedding
induces an algebra map R :S(h0 × ha × C(d − da)) →WkF .
Let I be the (two-sided) ideal in WkF generated by {L(f ) − R(f ) | f ∈ S(h0 × ha ×
C(d − da))}. We need to describe the ideal I more carefully. Note that the product in WkF
has been devised in such a way that, if x ∈ grα , then
x˜r
(
L(f )−R(f ))= (L(f ′)−R(f ′))x˜r (8.12)
and
xr
(
L(f )−R(f ))= (L(f ′′)−R(f ′′))(xp)r + (L(f )−R(f ))(xa)r (8.13)
with f ′ and f ′′ suitable translates of f . Moreover, if u ∈U(h0)⊗ Cl(h0)⊗F ,[
u,L(f )−R(f )]= 0. (8.14)
Observe that (8.12) and (8.13) imply that, if u ∈W+, then u(L(f ) − R(f )) =∑i (L(fi) −
R(fi))ui with ui ∈W+. Since deg(L(f )) = deg(R(f )) = 0, then, if u ∈ FN ⊗F ,
u
(
L(f )−R(f ))=∑
i
(
L(fi)−R(fi)
)
ui (8.15)
with ui ∈ FN ⊗F .
It follows that, if u ∈WkF , then, for each N ∈ N, we can find u′ ∈WkF such that
u
(
L(f )−R(f ))= u′(L(f )−R(f ))+w
with w ∈WkF (FN ⊗F). Writing u′ =
∑
v−i v
+
i with v
−
i ∈ U(n′− ⊕ h0) ⊗ Cl(n′−) and v+i ∈
(1 ⊗F)U(n′)⊗ Cl(n′ ⊕ h0), then there are u−i ∈ U(n′− ⊕ h0)⊗ Cl(n′−), u+i ∈ (1 ⊗F)U(n′)⊗
Cl(n′ ⊕ h0), and fi ∈ S(h0 × ha × C(d − da)) such that
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(
L(f )−R(f ))=∑
i
u−i
(
L(fi)−R(fi)
)
u+i .
Observe finally that (8.12)–(8.14) imply that I is the left ideal generated by {L(f )−R(f ) | f ∈
S(h0 × ha × C(d − da))}. Summarizing, we can conclude that, given u ∈ I and N ∈ N, we can
always write u as
u=
∑
i
u−i
(
L(fi)−R(fi)
)
u+i +w (8.16)
with u−i ∈ U(n′− ⊕ h0)⊗ Cl(n′−), u+i ∈ (1 ⊗F)U(n′)⊗ Cl(n′ ⊕ h0), and w ∈WkF (FN ⊗F).
8.3. The main filtration
Define
A=WkF/I.
By (8.9), I is generated by homogeneous elements, hence we can define a grading
A=
⊕
j
Aj
where Aj =Wkj ⊗F/(I ∩Wkj ⊗F). Set, for p ∈ N
Ap = (WkF (Fp ⊗F)+ I)/I.
We use {Ap}p∈N as a fundamental system of neighborhoods of 0, and let Acom be the corre-
sponding completion. Set
A=
⊕
j
(Aj ).
Similarly to what we did with W , the product on A can be extended to A.
We now start the construction of a sort of PBW-basis for A. If {x1, x2, . . .}, {y1, y2, . . .} are
bases of n′, n′− respectively and I = {i1, i2, . . .} is a multi-index with a finite number of non-zero
elements, we set
xI = (x1)i1(x2)i2 · · · , yI = (y1)i1(y2)i2 · · · . (8.17)
Here xI , yI are viewed as elements of the symmetric algebra of L(g, σ ).
For I a multi-index with ij  1 for all j and a finite number of non-zero elements, set∧I
x = (x1)i1 ∧ (x2)i2 · · · , ∧I y = (y1)i1 ∧ (y2)i2 · · · .
Here
∧I
x,
∧I
y are viewed as elements of the exterior algebra
∧
(L(g, σ )).
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(h1)s1 · · · (hl)sl and, if si  1 for all i, (∧Sh) = (h1)s1 ∧ · · · ∧ (hl)sl . Here hS is an element
of the symmetric algebra S(h0) and
∧S
h is an element of the exterior algebra
∧
h0.
Clearly we can choose xi = t r ⊗ x with x ∈ gr and yi = t−r ⊗ y with y ∈ g−r . Moreover we
can assume that xi , yi are homogeneous with respect to deg and that deg(yi) = −deg(xi). If
xj = t r ⊗ x with x ∈ gr , then we set x˜j = x˜r and xj = xr . Similarly we define y˜j , yj . We also
set hi = hi0, h˜i = h˜i0.
For I a multi-index with a finite number of non-zero elements and S ∈ Nl , define, as
in (8.17), x˜I = (x˜1)i1(x˜2)i2 · · ·, y˜I = (y˜1)i1(y˜2)i2 · · ·, h˜S = (h˜1)s1 · · · (h˜l)sl . If ij  1, similarly
define xI , yI . If si  1 for i = 1, . . . , l, set hS = (h1)s1 · · · (hl)sl . Here x˜I , y˜I , . . . , etc., are seen
as elements of WkF or of A. Finally define
deg(I ) =
∑
j
ij deg
(
xj
)
, |I | =
∑
j
ij .
If u⊗ f ∈WkF and a ⊗ g ∈ FN ⊗F , then, by the triangular decomposition, we can write u
as a sum of terms of type u−u+ with u− ∈U(n′− ⊕ h0)⊗ Cl(n′− ⊕ h0) and u+ ∈W+. Note also
that, by (8.5), (1 ⊗F)W+ =W+ ⊗F , hence, by (8.8), a ⊗ g ∈ (1 ⊗F)FN . It follows that we
can write (u⊗f )(a⊗g) as a sum of terms of type u−f ′u+a+ with u+ ∈W+ and a+ ∈ FN . By
applying PBW-theorem, we can write any element of WkF (FN ⊗F) as a sum of terms of type
y˜I yLh˜Sf hT x˜H xK (8.18)
with deg(H +K) jN and f ∈F . Therefore the elements ofWkF (FN ⊗F) are series
∑∞
n=N un
with deg(un) bounded and un a finite sum of monomials as in (8.18) with deg(H +K) jn.
Using the fact that h˜S = L(hS), we see that an element of Ap is a series ∑∞n=p un with
deg(un) bounded and un a finite sum
un =
∑
I,L,T ,H,K
deg(H+K)jn
y˜I yLfI,L,T ,H,Kh
T x˜H xK. (8.19)
This writing is, however, not unique. To afford uniqueness we need to restrict the functions to a
suitable subspace of (h∗0 ⊕ Cδ)× (h∗a ⊕ Cδa). Define
Cdiag =
{
(Λ,λ) ∈ (h∗0 ⊕ Cδ)× (h∗a ⊕ Cδa) ∣∣ (Λ+ ρσ )(h) = (λ+ ρaσ )(h) ∀h ∈ ha ⊕ Cda},
Idiag = {f ∈F | f|Cdiag = 0}.
Define Kp ⊂ S(n′ ⊕ n′−)⊗
∧
(n′ ⊕ n′−) as
Kp = Span
(
yI xH ⊗∧Ly∧Kx ∣∣ deg(H +K) = jp)
(jp is defined in (8.7)).
The following lemma gives a sort of PBW-theorem for A.
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yI xH ⊗∧Ly∧Kx ⊗ f ⊗∧T h 
→ y˜I yLf hT x˜H xK +Ap+1
extends to a linear onto map
S :Kp ⊗F ⊗∧(h0) →Ap/Ap+1. (8.20)
Moreover KerS = Kp ⊗ Idiag ⊗∧h0 thus S induces a linear isomorphism, still denoted by S ,
Kp ⊗F|Cdiag ⊗
∧
(h0) −→Ap/Ap+1. (8.21)
Proof. The first statement amounts to proving that the set{
y˜I yLf hT x˜H xK +Ap+1 ∣∣ deg(H +K) = jp}
spans Ap/Ap+1, so assume that a + Ap+1 ∈ Ap/Ap+1. We can assume that a ∈ Ap , hence
a =∑∞n=p un with un as in (8.19). Thus
a +Ap+1 = up +Ap+1 =
∑
I,L,T ,H,K
deg(H+K)=jp
y˜I yLfI,L,T ,H,Kh
T x˜H xK +Ap+1
as desired.
In order to prove the second statement suppose that
a =
∑
y˜I yLfI,L,T ,H,Kh
T x˜H xH ∈Ap+1.
Then a = limai with ai ∈ Ap+1, hence, since a ∈ A, we have that a ∈ Ap+1. This says that
a ∈ (WkF (Fp+1 ⊗F)+ I)/I , hence we can write
y˜I yLfI,L,T ,H,Kh
T x˜H xK = u+w′
with u ∈ I and w′ ∈WkF (Fp+1 ⊗F). By (8.16) we can write
u=
∑
i
u−i
(
L(fi)−R(fi)
)
u+i +w
with u−i ∈ U(n′− ⊕ h0)⊗ Cl(n′−), u+i ∈ (1 ⊗F)U(n′)⊗ Cl(n′ ⊕ h0) and w ∈WkF (Fp+1 ⊗F).
Writing u−i as a linear combination of terms y˜I yLh˜S , u
+
i as a linear combination of terms
fih
T x˜H xK and setting w′′ = w +w′ we can write∑
y˜I yLfI,L,T ,H,Kh
T x˜H xK
=
∑
y˜I yLh˜S
(
L(pI,L,S,T ,H,K,i)−R(pI,L,S,T ,H,K,i)
)
fih
T x˜H xK +w′′, (8.22)
with w′′ ∈Wk (Fp+1 ⊗F).F
2538 V.G. Kac et al. / Advances in Mathematics 217 (2008) 2485–2562Since h˜S = L(hS), by substituting h˜S(L(p) − R(p)) with (L(hSp) − R(hSp)) − (L(hS) −
R(hS))R(p), we can assume that S = 0, thus (8.22) simplifies to∑
y˜I yLfI,L,T ,H,Kh
T x˜H xK
=
∑
y˜I yL
(
L(pI,K,J,H,S,i )−R(pI,K,J,H,S,i )
)
fih
T x˜H xK +w′′. (8.23)
Fix a basis {vi} of ha. By performing the affine change of variables (u, v, d − da) →
(u′, v′, d − da), where {
u′ = u if u ∈ h0,
v′ = (−v, v,0)− (ρσ − ρσa)(v) if v ∈ ha,
and setting x0 = d − da and xi = v′i for i > 0, we can write a polynomial P ∈ S(h0 × ha ×
C(d − da)) as
P = P 0 +
∑
i
xiPi (8.24)
with P 0,Pi suitable polynomials and P 0 = P 0(u′,0,0) depending only on (u′,0,0). By
Lemma 8.4, L(xi) ∈WkFF 1 for all i. Hence
L(P ) = L(P 0)+w>0
with w>0 ∈WkFF 1. We can therefore write that∑
y˜I yL
(
w>0I,L,T ,H,K,i
)
fih
T x˜H xK +w′′
=
∑
y˜I yLfI,L,T ,H,Kh
T x˜H xK −
∑
y˜I yL
(
L
(
p0I,L,T ,H,K,i
))
fih
T x˜H xK
+
∑
y˜I yLR(pI,L,T ,H,K,i)fih
T x˜H xK.
Let LHS denote the left-hand side of the above equation and RHS the right-hand side. Set p′ =
inf{q | jq = deg(H + K), pI,L,T ,H,K,i = 0}. If p′ < p then LHS ∈WkF (Fp′+1). Since RHS ∈
WkF we have that RHS ∈WkFFp
′+1
. If deg(H + K) = jp′ , using PBW and comparing terms,
we find that L(p0I,L,T ,H,K,i) must be a constant. We can clearly assume this constant to be zero,
obtaining that p0I,L,T ,H,K,i = 0, or, equivalently, that R(pI,L,T ,H,K,i) ∈ Idiag. Thus, if we set
P = pI,L,T ,H,K,i in (8.24) we can write pI,L,T ,H,K,i =∑j xjPj with Pj suitable polynomials.
Now remark that L(xjPj ) − R(xjPj ) = (L(Pj ) − R(Pj ))L(xj ) + (L(xj ) − R(xj ))R(Pj ) and
that L(xj ) ∈WkFF 1, so, if deg(H +K) = jp′ ,
y˜I yL
(
L(P )−R(P ))fihT x˜H
=
∑
j
y˜I yL
(
L(xj )−R(xj )
)
f ′jhT x˜H
+
∑
deg(H+K)>j ′
y˜I yL
(
L(pI,K,J,H,S,i )−R(pI,K,J,H,S,i )
)
fih
T x˜H .p
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y˜I yKfI,K,J,H,Sh
Sx˜J xH
=
∑
deg(J+K)=jp′
∑
j
y˜I yK
(
L(xj )−R(xj )
)
f ′jhSx˜J xH
+
∑
deg(J+K)>jp′
y˜I yK
(
L(pI,K,J,H,S,i )−R(pI,K,J,H,S,i )
)
gih
Sx˜J xH +w′′. (8.25)
Moreover degree considerations imply that we must have that∑
j
R(xj )f
′
j = 0.
For j > 0 write f ′j = pj + R(x0)qj with pj , qj ∈ F and pj independent of R(x0). Then∑
j>0 R(xj )pj = 0 and f ′0 = −
∑
i>0 R(xj )qj . Substituting, we find that∑
j
(
L(xj )−R(xj )
)
f ′j
=
∑
j>0
(
L(xj )−R(xj )
)
R(x0)qj −
∑
j>0
(
L(x0)−R(x0)
)
R(xj )qj +
∑
j>0
(
L(xj )−R(xj )
)
pj
=
∑
j>0
(
L(xj )R(x0)−L(x0)R(xj )
)
qj +
∑
j>0
(
L(xj )−R(xj )
)
pj
=
∑
j>0
L(x0)
(
L(xj )−R(xj )
)
qj −
∑
j>0
L(xj )
(
L(x0)−R(x0)
)
qj +
∑
j>0
(
L(xj )−R(xj )
)
pj .
Since L(xj ) ∈WkFF 1 we obtain that (8.25) becomes∑
y˜I yKfI,K,J,H,Sh
Sx˜J xH
=
∑
deg(J+K)=jp′
∑
j>0
y˜I yK
(
L(xj )−R(xj )
)
pjh
Sx˜J xH
+
∑
deg(J+K)>jp′
y˜I yK
(
L(p′I,K,J,H,S,i )−R(p′I,K,J,H,S,i )
)
g′ihSx˜J xH +w′′.
Repeating the argument for all the variables xj we can rewrite (8.25) as∑
y˜I yKfI,K,J,H,Sh
Sx˜J xH
=
∑
deg(J+K)>jp′
y˜I yK
(
L
(
p′′I,K,J,H,S,i
)−R(p′′I,K,J,H,S,i))g′′i hSx˜J xH +w′′.
We can therefore assume that p′  p. Again we deduce that RHS ∈Wk Fp+1.F
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fI,K,J,H,S =
∑
i
R(pI,K,J,H,S,i )fi ∈ Idiag
as desired. 
We introduce an increasing filtration on Ap/Ap+1 by(Ap/Ap+1)
n
= Span(hT y˜J yRf x˜H xK +Ap+1 ∣∣ |J | + |H | n). (8.26)
Note that the associated graded vector space is given by
Gr
(Ap/Ap+1)=⊕
n
Grn
(Ap/Ap+1)
where, setting Kpn = (Sn(n′ ⊕ n′−)⊗
∧
(n′ ⊕ n′−))∩Kp ,
Grn
(Ap/Ap+1)= S(Kpn ⊗F ⊗∧h0).
Remark 8.2. Set Jp = Span(yJ y˜I hU x˜H xK | deg(H + K) = jp). Lemma 8.5 implies that an
element u in the closure of
∑
p J
p can be written uniquely as a series
∑∞
i=0 ui with ui ∈ J i . In
particular u ∈Ap if and only if ui = 0 for i < p.
8.4. The basic complex
Let d :A→A be the superbracket operator d(a) = [(Gg,a)0, a]. Set
Ainv = {a ∈A ∣∣ [da, a] = 0}.
Lemma 8.6.
1. Ainv is d-stable.
2. d2 = 0 on Ainv.
Proof. By (3.12), [L˜g0 , x˜r ] = −(k + g)rx˜r and [L˜g0 , xr ] = 0. By the definition of the product in
A and (3.10) we see that [L˜g0 , f ] = 0 for f in F . On the other hand in (8.5) we set [d, x˜r ] = rx˜r ,
[d, xr ] = 0 and [d,f ] = 0 for f in F . Thus bracketing with d and L˜g0 stabilizes the subalgebra
of A generated by x˜r , xr , f and if x is in this subalgebra, then [L˜g0 , x] = −(k + g)[d, x]. By
Lemma 8.5 this subalgebra is dense in A, hence[
L˜
g
0 , x
]= −(k + g)[d, x]
for all x ∈A.
To prove the first statement it is enough to show that (Gg,a)0 ∈ Ainv. To check that
[(Gg,a)0, da] = 0 we recall that da = d + D, so [(Gg,a)0, da] = [(Gg,a)0, d + Lp] =0
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L˜a0 )+Lp0 ] = [(Gg,a)0,− 1k+g (Gg,a)20] = 0, (Gg,a)20 being even.
To prove the second statement, we first notice that d2(a) = [(Gg,a)20, a], (Gg,a)0 being odd.
Arguing as above, we see that, if a ∈Ainv, [(Gg,a)20, a] = −(k + g)[da, a] = 0. 
By (8.4) we can find a basis of p homogeneous w.r.t. deg. Then (4.22) implies that (Gg,a)0
has degree 0. It follows that [(Gg,a)0,Ap] ⊂Ap . Thus[
(Gg,a)0,Ap ∩Ainv
]⊂Ap ∩Ainv.
Set Apinv =Ap ∩Ainv. We can therefore define a differential
dp :Apinv/Ap+1inv →Apinv/Ap+1inv
by
dp
(
x +Ap+1inv
)= d(x)+Ap+1inv .
By (8.4), [da,Ap] ⊂Ap , hence we can define an action of da onAp/Ap+1. If x ∈Ap/Ap+1,
let us write da ·x for this action. Using the isomorphism S we can lift this action to Kp⊗F|Cdiag ⊗∧
h0. In order to describe explicitly this action, set
n′p = n ∩ p ⊕
∑
r>0
t r ⊗ (gr ∩ p), n′a = n ∩ a ⊕∑
r>0
t r ⊗ (gr ∩ a).
Analogously define (n′−)p and (n′−)a. Since [da, x˜r ] = rx˜r for x ∈ gr , [da, xr ] = rxr for x ∈
gr ∩p, [da, xr ] = 0 for x ∈ gr ∩a, and [da, f hT ] = 0, we see that da acts on Kp ⊗F|Cdiag ⊗
∧
h0
as the derivation on S(n′ ⊕ n′−) such that da · (tr ⊗ x) = r(tr ⊗ x) and as the even derivation on∧
(n′p ⊕ (n′−)p) such that da · (tr ⊗ x)= r(tr ⊗ x). Moreover da acts trivially on
∧
(n′a ⊕ (n′−)a)
and on F|Cdiag ⊗
∧
h0.
By (8.4), we can choose the basis {xi} as the union of a basis of n′p with a basis of n′a.
Likewise, the basis {yi} can be chosen as the union of bases of (n′−)p and (n′−)a. With this
choice of bases, it is clear that the monomials yI xJ ⊗∧yH∧xK are eigenvectors for the action
of da. In particular the action of da is semisimple. We can therefore write Kp =⊕s Kp,s where
Kp,s denotes the s-eigenspace of Kp under the action of da. Let (Ap/Ap+1)inv be the da-
invariant subspace ofAp/Ap+1. By construction (Ap/Ap+1)inv = S(Kp,0 ⊗F⊗∧h0). On the
other handApinv/Ap+1inv embeds in (Ap/Ap+1)inv. Moreover, if yI xJ ⊗
∧
yH
∧
xK ⊗f ⊗∧T h ∈
Kp,0 ⊗ F ⊗∧h0, then, clearly, yI y˜H f hT x˜J xK commutes with da, hence the embedding of
Apinv/Ap+1inv in (Ap/Ap+1)inv is onto. In particular we have an isomorphism
S :Kp,0 ⊗F|C ⊗∧h0 →Ap /Ap+1. (8.27)diag inv inv
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⊕
n K
p,r
n , where K
p,r
n =
Kp,r ∩ Kpn . Set (Apinv/Ap+1inv )n = (Apinv/Ap+1inv ) ∩ (Ap/Ap+1)n, so the isomorphism in (8.27)
gives an isomorphism ⊕
mn
(
K
p,0
m ⊗F|Cdiag ⊗
∧
h0
)
→ (Apinv/Ap+1inv )n.
Setting Grn(Apinv/Ap+1inv ) = (Apinv/Ap+1inv )n/(Apinv/Ap+1inv )n−1, the map S induces an isomorphism
S :Kp,0n ⊗
(
F|Cdiag ⊗
∧
h0
)
→ Grn
(Apinv/Ap+1inv ), (8.28)
and, setting Gr((Apinv/Ap+1inv )) =
⊕
n Grn(Apinv/Ap+1inv ), an isomorphism
S :Kp,0 ⊗
(
F|Cdiag ⊗
∧
h0
)
→ Gr(Apinv/Ap+1inv ). (8.29)
By the decompositions n′ = n′p ⊕ n′a, n′− = (n′−)p ⊕ (n′−)a, we have
S(n′ ⊕ n′−) = S
(
n′p ⊕ (n′−)p
)⊗ S(n′a ⊕ (n′−)a),∧
(n′ ⊕ n′−) =
∧(
n′p ⊕ (n′−)p
)⊗∧(n′a ⊕ (n′−)a).
Set
K
p
p = Kp ∩
(
S
(
n′p ⊕ (n′−)p
)⊗∧(n′p ⊕ (n′−)p)),
K
p
a = Kp ∩
(
S
(
n′a ⊕ (n′−)a
)⊗∧(n′a ⊕ (n′−)a)),
and define Kp,sa , K
p,s
p , (K
p,s
n )a, (K
p,s
n )p analogously. Since da ·Kpa ⊂ Kpa and da ·Kpp ⊂ Kpp ,
we can write
Kp,s =
∑
r+t=p
a+b=s
(
Kr,a
)
p
⊗ (Kt,b)
a
. (8.30)
Let ∂p− , ∂p+ be the Koszul differentials on S((n′−)p) ⊗
∧
(n′−)p and S(n′p) ⊗
∧
n′p re-
spectively. Consider the complex Cu = S((n′−)p) ⊗
∧u
(n′−)p ⊗ S((n′−)a) endowed with the
Koszul differential ∂p− ⊗ I (denoted for shortness ∂p− in the following) and the complex Dv =
(S(n′p)⊗
∧v
(n′p))⊗
∧
((n′−)a⊕n′a⊕h0)⊗F|Cdiag ⊗S((n′)a) endowed with the “signed” Koszul
differential ∂signp+ defined as ∂p+ ⊗ (−1)j I ⊗I ⊗I ⊗I on (S(n′p)⊗
∧v
(n′p))⊗
∧j
((n′−)a⊕h0)⊗∧
n′a ⊗ F|Cdiag ⊗ S((n′)a). This endows S(n′ ⊕ n′−) ⊗
∧
(n′ ⊕ n′−) ⊗ F|Cdiag ⊗
∧
h0 = C ⊗ D
with the differential ∂p− ⊗ ∂signp+ . By Künneth formula this differential is exact except in degree
zero and
H0(C ⊗D)= S
(
n′a ⊕ (n′−)a
)⊗∧(n′a ⊕ (n′−)a)⊗F|C ⊗∧h0.diag
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∧
h0 and Kp,s ⊗ F|Cdiag ⊗
∧
h0 are subcomplexes of S(n′ ⊕ n′−) ⊗∧
(n′ ⊕ n′−) ⊗ F|Cdiag ⊗
∧
h0, the differential ∂p− ⊗ ∂signp+ restricts to differentials on Kp ⊗
F|Cdiag ⊗
∧
h0, Kp,s ⊗ F|Cdiag ⊗
∧
h0, which we denote by ∂p , ∂p,s respectively. Since
S(n′ ⊕ n′−)⊗
∧
(n′ ⊕ n′−)⊗F|Cdiag ⊗
∧
h0 =⊕p,s(Kp,s ⊗F|Cdiag ⊗∧h0), we have that ∂p,s is
exact except in degree zero and, by (8.30),
H0(∂p,s) = Kp,sa ⊗F|Cdiag ⊗
∧
h0. (8.31)
Lemma 8.7. We have [
(Gg,a)0, f
] ∈A1. (8.32)
Set hTj = ht10 · · · ĥ
tj
0 · · ·htk0 . Then, if htj ∈ hp for each j ,[
(Gg,a)0, h
T
]=∑
j
(−1)j (h˜tj0 + ρσ (htj ))hTj + u (8.33)
with u ∈A1.
Proof. The first relation is proven via a direct computation.
We write (Gg,a)0 explicitly using (4.22) and (3.4). The cubic term turns out to be
∑
i,j
( ∞∑
h,k=0
([bi, bj ]psi+sj−h−1bi−si−k−1bj−sj+h+k+2 − [bi, bj ]psi+sj−h−1bj−sj+h−k+1bi−si+k)
+
∞∑
h,k=0
(
bi−si−k−1b
j
−sj−h+k+1[bi, bj ]psi+sj+h − b
j
−sj−h−kb
i
−si+k[bi, bj ]psi+sj+h
))
+ 3
∑
i
si
[
bi, bi
]
p0
.
Hence the bracket of f with the cubic term is 0. Let us now consider the quadratic term. This
turns out to be ∑
i
∑
h∈Z
(b˜i)si−hbi−si+h.
If deg(bi−si+h) > 0 then, since deg(f ) = 0, deg([f, bi−si+h]) > 0. It follows that
[f, (b˜i)si−hbi−si+h] = [f, (b˜i)si−h]bi−si+h + (b˜i)si−h[f,bi−si+h] ∈ A1. If deg(bi−si+h) < 0 then
deg((b˜i)si−h) > 0, hence deg([f, (b˜i)si−h)]) > 0 and [f, (b˜i)si−hbi−si+h] = bi−si+h[f, (b˜i)si−h]+
[f,bi−si+h](b˜i)si−h ∈ A1. Finally, if deg(bi−si+h) = 0, then, since we are assuming that the
centralizer of ha in g0 is h0, we have that (b˜i)si−h ∈ h0 and bi−si+h ∈ h0. Thus, in this case
[f, (b˜i)s −hbi ] = 0.i −si+h
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To deal with the case |T | > 0, recall that for x ∈ p, we write γ (x) = 12
∑
i :[x, bi]pbi :. Then, by
(7.3), we have[
(Gg,a)0, h
T
]= (h˜t10 + γ (ht1)0)(ht20 · · ·htk0 )+ (ht10 )[(Gg,a)0, ht20 · · ·htk0 ],
so, by the induction hypothesis, we need only to check that γ (h)(0) ≡ ρσ (h) mod A1. We have
γ (h)0 ≡ −12
∑
i
(
bi
)
0
([h,bi]p)0 − 12∑
i
(
si + 12
)([h,bi], bi)
≡ 1
2
(
−
∑
bi∈n−∩p
([h,bi], bi)−∑
i
(
si + 12
)([h,bi], bi))
≡ 1
2
(
−
∑
xi∈n−
([h,xi], xi)+ ∑
i,0<si 12
(1 − 2si)
([h,xi], xi))
≡
(
h,
1
2
(
−
∑
xi∈n−
[
xi, x
i
]+ ∑
i,0<si 12
(1 − 2si)
[
xi, x
i
]))
≡ ρσ (h).  (8.34)
Lemma 8.8. The differential dp maps (Apinv/Ap+1inv )n to (Apinv/Ap+1inv )n+1 and the induced differ-
ential on Gr(Apinv/Ap+1inv ) is ∂p,0 (under the identification (8.29)).
Proof. Fix p ∈ N. It suffices to prove that, if z +Ap+1 = S(z′) with z′ ∈ Kpn ⊗F|Cdiag ⊗
∧
h0,
then [(Gg,a)0, z] +Ap+1 = S(∂p(z′))+w with w ∈ (Ap/Ap+1)n.
Note that, if w ∈WkF , we can find u1 ∈WkF and u2 ∈WkFFp+1 such that uw = u1w + u2.
This is easily checked using (8.8).
For n ∈ N, letWkF (p,n) be the span of monomials y˜I yJ h˜Sf hT x˜H xK , with deg(H +K) jp
and |I | + |H | n. Set also WkF (n) =WkF (0, n). The ordinary PBW theorem for W combined
with (8.5) shows that, if u1 ∈WkF (m) and deg(H +K) jp , then
u1
(
y˜I yJ h˜Sf hT x˜H xK
) ∈WkF (p,m+ |I | + |H |).
Moreover, if deg(u1) = jq1 , deg(H1 +H2 +K1 +K2) = jq2 , then
y˜I yJ h˜Sf hT x˜H1xK1u1x˜
H2xK2 ∈WkF
(
q1 + q2,m+ |H1| + |H2| + |I |
)
.
We now apply the above observations to the computation of[
(Gg,a)0, y˜
I yJ f hT x˜H xK
]
with deg(H +K) = jp and |H | + |I | = n. Clearly
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(Gg,a)0, y˜
I yJ f hT x˜H xK
]
= [(Gg,a)0, y˜I ]yJ f hT x˜H xK + y˜I [(Gg,a)0, yJ ]f hT x˜H xK
+ (−1)|J |y˜I yJ [(Gg,a)0, f hT ]x˜H xK + (−1)|J |+|T |y˜I yJ f hT [(Gg,a)0, x˜H ]xK
+ (−1)|J |+|T |y˜I yJ f hT x˜H [(Gg,a)0, xK].
By the above observations, applying formula (7.2), we find that[
(Gg,a)0, y˜
I
]
yJ f hT x˜H xK and y˜I yJ f hT
[
(Gg,a)0, x˜
H
]
xK ∈WkF (p,n)+WkFFp+1,
while Lemma 8.7 implies that
y˜I yJ
[
(Gg,a)0, f h
T
]
x˜H xK ∈WkF (p,n)+WkFFp+1.
It follows that[
(Gg,a)0, y˜
I yJ ySf hT x˜H xK
]+Ap+1
≡ y˜I [(Gg,a)0, yJ ]f hT x˜H xK + (−1)|J |+|T |y˜I yJ f hT x˜H [(Gg,a)0, xK]
+Ap+1 mod (Ap/Ap+1)
n
.
Writing explicitly xK = xn1 · · ·xnt and yJ = ym1 · · ·ymt we set xKi = xn1 · · · x̂ni · · ·xnt and
yJi = ym1 · · · ŷni · · ·ymt . The above observations imply, by (7.3) and the fact that [(Gg,a)0, a] = 0
if a ∈ a, that[
(Gg,a)0, y˜
I yJ f hT x˜H xK
]+Ap+1
≡
∑
i: ymi∈(n′−)p
(−1)i y˜I y˜mi yJi f hT x˜H xK +
∑
i: xmi∈(n′)p
(−1)|J |+|T |+i y˜I yJ f hT x˜ni x˜H xKi
+Ap+1 mod (Ap/Ap+1)
n
as wished. 
We also need the following (possibly known) fact. It can be proved either generalizing Lem-
mas 4.3, 4.4 in [1] to the series case, or extending (as we do in Section 9.5) the standard homotopy
argument which proves the exactness of the Koszul complex. Let E(z1, . . . , zn) denote the algebra
of entire functions in n complex variables z1, . . . , zn. Let ξ be an odd variable and set ξi = ziξ .
Lemma 8.9. Fix h0 ∈ Cn. Consider the complex
Rp = E(z1, . . . , zn)⊗∧p(ξ1, . . . , ξn)
endowed with the Koszul differential
∂h0(f ⊗ ξ1 ∧ · · · ∧ ξp) =
p∑
(−1)k(zk − zk(h0))f ⊗ ξ1 ∧ · · · ∧ ξ̂k ∧ · · · ∧ ξp. (8.35)
k=1
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g ∈R1.
If xj = xr with x ∈ ar , then we set x˜ja = (x˜)ar and θ(xj ) = θ(x)r (θ is as in (3.18)). For a
multi-index J = (j1, j2, . . .) we set x˜Ja = xj1a xj2a . . . . We define y˜j and y˜J similarly. We shall
need the following technical lemma, whose proof is in Section 9.6.
Lemma 8.10. If deg(H +K) = jp and |J +H | = n then
yI y˜Jaf h
T x˜Ha x
K = yI y˜J f hT x˜H xK + u
with u ∈Ap and u+Ap+1 ∈ (Ap/Ap+1)n−1.
The main use we will make of Lemma 8.10 is highlighted in the following corollary.
Corollary 8.11. If a = p ⊗ f ⊗∧T h with p ∈ (Kp,0n )a, f ∈ (F|Cdiag ⊗∧hp), and∧T h ∈∧ha
then
dp
(S(a))= S(p ⊗ ∂−(ρσ )|hp (f )⊗∧T h)+ dp(v)+ v′
with v, v′ ∈ (Apinv/Ap+1inv )n−1. (See (8.35) for the definition of ∂−(ρσ )|hp .)
Proof. Write explicitly S(a) as a sum of terms of type yI y˜J f hT hSx˜H xK + Ap+1 with f ∈
F|Cdiag ,
∧T
h ∈∧hp, and∧Sh ∈∧ha. Then, by Lemma 8.10, we have that yI y˜J f hT hSx˜H xK +
Ap+1 = yI y˜Jaf hT x˜Ha xK + Ap+1 + v, with v ∈ (Ap/Ap+1)n−1. If x ∈ a then [da, (x˜)ar ] =
r(x˜)ar , hence we have that [da, yI y˜Jaf hT x˜Ha xK ] = 0, thus v ∈ (Apinv/Ap+1inv )n−1. Hence
dp(S(a)) is a sum of terms of type yI y˜Ja [(Gg,a)0, f hT ]hSx˜Ha xK + Ap+1 + dp(v). By
Lemma 8.8 we obtain that dp(S(a)) is a sum of terms of type yI y˜Ja ∂−(ρσ )|hp (f hT )hSx˜Ha xK +
Ap+1 + dp(v). Applying Lemma 8.10 again, we find that dp(S(a)) is a sum of terms of type
yI y˜J ∂−(ρσ )|hp (f h
T )hSx˜H xK +Ap+1 + dp(v)+ v′, with v, v′ ∈ (Apinv/Ap+1inv )n−1. 
Let Fa be the set of holomorphic functions on h∗a⊕Cδa viewed as a subset of F . Consider the
subalgebraA(a) ofA generated by {ar , ar | a ∈ a}∪Fa. SetAp(a) =Ap ∩A(a) andApinv(a) =
Ap(a)∩Ainv. Notice that [(Gg,a)0,A(a)] = 0.
Proposition 8.12. The embedding Apinv(a) →Apinv induces an isomorphism
Apinv(a)/Ap+1inv (a)  H(dp). (8.36)
Proof. We will show by induction on n that, if x ∈ Ker dp ∩ (Apinv/Ap+1inv )n, then there is a ∈
Ap (a)/Ap+1(a) and b ∈Ap /Ap+1 such that x = a + dp(b).inv inv inv inv
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x =
∑
i
S(ui)+ x′,
with ui ∈ Kp,0n ⊗ F|Cdiag ⊗
∧
h0 and x′ ∈ (Apinv/Ap+1inv )n−1. By Lemma 8.8, dp(x) =∑
i S(∂p,0(ui)) + x′′ with x′′ ∈ (Apinv/Ap+1inv )n so, since dp(x) = 0,
∑
i S(∂p,0(ui)) ∈
(Apinv/Ap+1inv )n. Since ∂p,0(ui) ∈ Kp,0n+1 ⊗F|Cdiag ⊗ h0, we have that ∂p,0(ui) = 0. By (8.31), we
have that ui = ai + ∂p,0(u′i ) with ai ∈ Kp,0a ⊗F|Cdiag ⊗
∧
h0 and u′i ∈
⊕
m<nK
p,0
m ⊗F|Cdiag ⊗∧
h0. Set b′ =∑S(u′i ). It follows that
dp(b
′) =
∑
S(∂p,0(u′i ))+ b′′ =∑S(ui)+ b′′ −∑S(ai)
with b′′ ∈ (Apinv/Ap+1inv )n−1. Hence x =
∑S(ai)+ dp(b′)+ u with u ∈ (Apinv/Ap+1inv )n−1.
It follows that, if we write explicitly ai =∑T pi ⊗ f iT ⊗∧T h with pi ∈ (Kp,0n )a, f iT ∈
F|Cdiag ⊗
∧
hp,
∧T
h ∈∧ha, then, by Corollary 8.11,
dp
(∑
S(ai)
)
=
∑
S
(
pi ⊗ ∂−(ρσ )|hp
(
f iT
)⊗∧T h)+ dp(v)+ v′
with v, v′ ∈ (Apinv/Ap+1inv )n−1.
Since dp(x) = 0 we see that dp(u) = −dp(∑S(ai)), so
∑
S
(
pi ⊗ ∂−(ρσ )|hp
(
f iT
)⊗∧T h)= dp(−v − u)− v′.
Since −v − u ∈ (Apinv/Ap+1inv )n−1, by Lemma 8.8, dp(−v − u) =
∑S(xi) + u′ with xi ∈∑
r+s=p,m>0 Kra ⊗ (Ksp ∩Ksm)⊗F|Cdiag ⊗ h0 and u′ ∈ (Ap/Ap+1)n−1, thus, comparing terms,
we find
∂−(ρσ )|hp
(
f iT
)= 0.
Using Lemma 8.9 we can find giT ∈ F|Cdiag ⊗
∧
hp such that (f iT ) = F iT + ∂−(ρσ )|hp (giT ). Here,
if f iT =
∑
L f
i
T ,L ⊗
∧L
h ∈F|Cdiag ⊗
∧
hp, F
i
T is the holomorphic function on Cdiag defined, for
λ ∈ h∗p and μ = μ+ δa ∈ h∗a ⊕ Cδa, by
F iT
(
λ+μ+ δ + ρσa − (ρσ )|ha ,μ
)= f iT ,0(μ+ δ + ρσa − ρσ ,μ).
Hence, by Corollary 8.11,
∑
S(ai)=
∑
S
(
pi ⊗ F iT ⊗
∧T
h
)
+ dp
(∑
S
(
pi ⊗ giT ⊗
∧T
h
)
+w
)
+w′
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δ + ρσa − ρσ ,μ). Since (F iT )|Cdiag = F iT we obtain that
∑S(ai) =∑S(pi ⊗ F iT ⊗∧T h)+
dp(
∑S(pi ⊗ giT ⊗∧T h)+w)+w′. Writing explicitly S(pi ⊗ F iT ⊗∧T h) as a sum of terms
of type yI y˜J F iT h
T x˜H xK +Ap+1 we can apply Lemma 8.10 and write S(pi ⊗ F iT ⊗
∧T
h) as
a sum of terms yI y˜JaF iT h
T x˜Ha x
K +Ap+1 + y with y ∈ (Apinv/Ap+1inv )n−1. The final outcome is
that
∑S(ai) = a′ + dp(z)+ z′ with a′ ∈Apinv(a)/Ap+1inv (a), z′ ∈ (Apinv/Ap+1inv )n−1, hence
x = a′ + dp(b′ + z)+ u+ z′.
Since dp(x) = 0 we see that dp(u + z′) = 0, so, by the induction hypothesis, there is a′′ ∈
Apinv(a)/Ap+1inv (a) and b′′′ ∈ (Apinv/Ap+1inv ) such that u+ z′ = a′′ + dp(b′′′), therefore, setting a =
a′ + a′′ and b = b′ + z+ b′′′ we have that x = a + dp(b).
We now prove by induction on n, that, if a ∈ (Apinv(a)/Ap+1inv (a)) ∩ Imdp and a ∈
(Apinv/Ap+1inv )n then a = 0. First of all observe thatA(a) is the closure of the algebra generated by
(x˜)ar , xr , f with x ∈ ar and f ∈Fa. By applying the PBW theorem to L′(a, σ )⊗Cl(L(a, τ )) we
can write a as a sum of terms of type yJ y˜Jaf hT x˜Ha xK +Ap+1. By Lemma 8.10 we can assume
that deg(K + H) = p and |J + H |  n. Suppose now that a = dp(u). We will show that u ∈
(Apinv/Ap+1inv )n−2 thus, by the induction hypothesis, a = 0. So assume that u ∈
∑S(xi)+u′ with
xi ∈ Kp,0m ⊗ F|Cdiag ⊗
∧
h0 and u′ ∈ (Apinv/Ap+1inv )m−1. Then, a =
∑S(∂p,0(xi)) + v + dp(u′)
with v ∈ (Apinv/Ap+1inv )m.
Since, by Lemma 8.8, ∂p,0(xi) ∈∑r+s=p,m>0 Kra ⊗ (Ksp ∩ Kpm) ⊗ F|Cdiag ⊗∧h0, and, by
Lemma 8.10, a =∑S(ai) + a′ with ai ∈ (Kp,0n )a ⊗ F|Cdiag ⊗∧h0 and a′ ∈ (Apinv/Ap+1inv )n−1,
by comparing terms, we deduce that, if m n− 1, then ∂p,0(xi) = 0.
Since ∂p,0 is exact except in degree 0, we see that xi = a′i +∂p,0(yi) with a′i ∈ Kp,0a ⊗F|Cdiag ⊗∧
h0 and yi ∈ Kp,0m−1 ⊗ F|Cdiag ⊗
∧
h0. Setting y =∑S(yi) we have that dp(y) =∑S(xi) −∑S(a′i )+ y′ with y′ ∈ (Apinv/Ap+1inv )m−1, hence u= dp(y)− y′ +∑S(a′i )+ u′. Substituting u
with u− dp(y) and u′ with u′ − y′, we can assume that
u =
∑
S(a′i)+ u′, (8.37)
with a′i ∈ (Kp,0m )a ⊗F|Cdiag ⊗
∧
h0.
Setting a′i =
∑
T pi ⊗ f iT ⊗
∧T
hT and applying Corollary 8.11, we obtain that
dp(u) =
∑
S
(
pi ⊗ ∂−(ρσ )|hp
(
f iT
)⊗∧T h)+ dp(v′)+ v′′
with v′, v′′ ∈ (Apinv/Ap+1inv )m−1. Since dp(u) = a, comparing terms we deduce that
∂−(ρσ )|hp (f
i
T ) ∈ (Fa)|Cdiag , this means that it is a function on Cdiag that does not depend from
λ ∈ hp. On the other hand, since ∂−(ρσ )|hp (f iT ) is a boundary, it is zero when computed in
−(ρσ )|h hence ∂−(ρσ ) (f i ) = 0. Arguing as in the first part of the proof, we obtain thatp |hp T
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dp(a
′) = 0 we find that dp(u − dp(z) − a′) = a, hence, in light of (8.37), we can substitute u
with z′ +u′ and assume u ∈ (Apinv/Ap+1inv )m−1. Repeating the argument we can assume m< n−1
and conclude the proof. 
We now come to the main reduction.
Corollary 8.13. The embedding Ainv(a) →Ainv induces an isomorphism
Ainv(a)  H(d).
Proof. Fix x ∈ Ainv such that d(x) = 0. Then d0(x + A1inv) = 0, so, by (8.36), x + A1inv =
a0 + A1inv + d0(v0 + A1inv). That is x = a0 + d(v0) + u1 with a0 ∈ Ainv(a), v0 ∈ Ainv, and
u1 ∈A1inv. Since d(a0) = 0 we see that d(u1) = 0, hence, arguing as above, we can write u1 =
a1 + d(v1) + u2, with a1 ∈ A1inv(a), v1 ∈ A1inv, and u2 ∈ A2inv. Substituting we find that x =
a0 + a1 + d(v0 + v1)+ u2. An obvious induction shows then that for any n we can find an, vn,
un+1 such that an ∈Aninv(a), vn ∈Aninv, and un+1 ∈An+1inv and
x =
n∑
i=0
ai + d
(
n∑
i=0
vi
)
+ un+1.
Since limi ai = limi vi = limi ui = 0, setting a =∑∞i=0 ai and v =∑∞i=0 vi , we have
x = a + d(v).
Suppose now that a ∈Ainv(a) is such that a ∈ Im d. Then a +A1inv ∈ Imd0, hence, by (8.36),
a ∈A1inv. Repeating this argument we find that a ∈Apinv for any p, thus a = 0. 
8.5. The final step
We need to recall the main results of [7]. Let L⊂ hˆ∗0 be the degeneracy locus of the Shapo-
valov form. Let F be the set of complex-valued functions on hˆ∗0 \ L. In [7] it is proven that
there exists a natural algebra structure on UF = U(L̂(g, σ )) ⊗U(hˆ0) F and on a completion ÛF.
Roughly speaking, ÛF consists of suitable series
∑
I,J y
I ϕI,J x
J
, with yI , xJ monomials in neg-
ative and positive root vectors with respect to a triangular decomposition of L̂(g, σ ) and ϕI,J ∈ F.
Recall that Cg denotes the Tits cone of L̂(g, σ ) (see (8.1)).
Proposition 8.14. Let ZF denote the center of ÛF.
1. Given ϕ ∈ F there exists a unique element zϕ =∑I,J yI ϕI,J xJ ∈ZF such that ϕ0,0 = ϕ.
2. The “Harish-Chandra” map H :ZF → F,H(zϕ) = ϕ is an algebra isomorphism.
3. Let ϕ ∈ F be a function which can be extended to an holomorphic function on −ρˆσ + Cg.
Let ϕ−ρˆ be the holomorphic function on Cg defined by ϕ−ρˆ (λ) = ϕ(λ − ρˆσ ). If ϕ−ρˆ isσ σ σ
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with all the ϕI,J holomorphic on −ρˆσ +Cg).
Let Fhol be the subalgebra of F of the functions that can be extended to holomorphic functions
on −ρˆσ +Cg. Set UFhol = U(L̂(g, σ ))⊗S(hˆ0) Fhol ⊂ UF. Note that the embedding
U
(
L′(g, σ )
)⊗ Fhol ⊂ U(L̂(g, σ ))⊗ Fhol
induces an algebra isomorphism
U
(
L′(g, σ )
)⊗S(h′0) Fhol  UFhol . (8.38)
As in Section 8.3, if we choose a basis {xi} of n′ and a basis {yi} of n′−, and I is a multi-index,
we use the notation xI , yI to denote the corresponding monomials. Assume that xi and yi are
root vectors of L̂(g, σ ) and let γi be the root corresponding to xi . Clearly we can assume that
−γi is the root corresponding to yi . If I = (i1, i2, . . .), let ht(I ) =∑j ij ht (γj ). Consider the
subalgebra Û0Fhol of ÛF whose elements are series
∑
yIφI,J x
J with φI,J ∈ Fhol and∑ ihγh =∑
jhγh.
If φ ∈ Fhol, let fφ ∈F be defined by
fφ(λ,μ) = φ(kΛ0 + λ). (8.39)
Then the mapping x⊗φ 
→ x˜fφ defines an algebra map from U(L′(g, σ ))⊗Fhol toA. Note that
the map pushes down to define, thanks to the isomorphism (8.38), a map
Ω :UFhol →A. (8.40)
We claim that Ω can be extended to a map
Ω : Û0Fhol →A.
Indeed, recall from the beginning of Section 8.2 that αi(fˆa) > 0 for all simple roots αi . Set C =
inf(αi(fˆa)). Then, if λ =∑i niαi , ni ∈ N, we have ∑i niαi(fˆa)  C∑i ni . Thus deg(x˜J ) 
C ht(J ), hence the series
∑
y˜I φI,J x˜
J converges in A.
Recall that given a level k highest weight module M for L̂(g, σ ), then an action of ÛF on M
is defined in [7]. Moreover M ⊗Fτ (g) decomposes as a direct sum of weight spaces both for hˆ0
and hˆa. Since the actions of hˆ0 and hˆa commute, we can write
M ⊗ Fτ (g)=
⊕
(λ,μ)∈hˆ∗0×hˆ∗a
(
M ⊗ Fτ (g))
(λ,μ)
.
Then, if (M ⊗Fτ (g))(λ,μ) = {0}, we have that λ= kΛ0 +λ+xδ and μ =∑S(k+g−gS)ΛS0 +
μ + yδa with μ ∈ h∗ . We can therefore define an action of F on M ⊗ Fτ (g) by setting f · v =a
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that for any v ∈ M , w ∈ Fτ (p) and z ∈ Û0Fhol
Ω(z)(v ⊗w)= (zv)⊗w. (8.41)
We finally come to the main result of this section.
Proof of Theorem 8.1. Let f be as in the statement and let φ be the holomorphic function
on −ρˆσ + Cg defined by φ(λ) = f (λ + ρˆσ ). Extend φ to an element of Fhol. By part 3 of
Proposition 8.14 we get the existence of a central element zφ of ÛF such that zφ ∈ Û0Fhol and
zφ · v = f (Λ + ρˆσ )v for any v ∈ M . Moreover, zφ = φ +∑I =0,J =0 yIφI,J xJ . It follows that
Ω(zφ) = fφ + x (cf. (8.39)) with x ∈A1inv. Recall that we are viewing Fa as a subset of F . Let
Φ ∈Fa be the function defined in μ = μ+ xδa, by
Φ(μ) = φ(kΛ0 +μ+ xδ + ρσa − ρσ ).
By Lemma 8.9, there is f ′ ∈ F|Cdiag ⊗
∧
hp such that (fφ)|Cdiag = f0 + ∂−(ρσ )|hp (f ′) where
f0 is the function on Cdiag defined, for λ ∈ h∗p, μ ∈ h∗a, by
f0
(
λ+μ+ ρσa − (ρσ )|ha + xδ,μ+ xδa
)= fφ(μ+ ρσa − ρσ + xδ,μ+ xδa) = Φ(μ+ xδa).
Hence f0 = Φ|Cdiag .
According to Lemma 8.7, in A0/A1, S(∂−(ρσ )|hp (f ′)) = d0(S(f ′)) hence we can write fφ +
A1inv = f0 +A1 + d0(S(f ′)). Thus fφ +A1inv = Φ +A1inv + d0(w) with w ∈A0inv/A1inv. Since
Ω(zφ) + A1inv = fφ + A1inv, we have that Ω(zφ) = Φ + d(z) + z1 with z1 ∈ A1inv. Since zφ
is central, [(Gg,a)0,Ω(zφ)] = 0, hence d(Ω(zφ) − Φ − d(z)) = 0. It follows that d(z1) = 0.
According to Corollary 8.13, there is a ∈A1inv(a) such that z1 = a+d(y), hence, setting u = y+z
Ω(zφ) = Φ + a + d(u).
Suppose now that a highest weight L̂(a, σ )-module Y of highest weight μ = ∑S(k +
g − gS)ΛS0 + μ + yδa occurs in the Dirac cohomology H((Gg,a)N
′
0 ) of N
′ = M ⊗ Fτ (p) and
that v is an highest vector for Y . Since a ∈A1inv(a), by Lemma 8.10, a · v = 0, hence, by (8.41)
Ω(zφ)v = f (Λ+ ρˆσ )v = Φ(μ)v.
Hence f (Λ+ ρˆσ ) = Φ(μ)= φ(kΛ0 +μ+ yδ + ρσa − ρσ ). Finally observe that φ(kΛ0 +μ+
yδ + ρσa − ρσ ) = f ((k + g)Λ0 +μ+ yδ + ρσa) = f ((ϕ∗a)−1(μ+ ρˆaσ )) = f|hˆ∗a(μ+ ρˆaσ ). 
9. Proofs of technical results
9.1. Evaluation of [GgλGg]
Let Gg ∈ V k+g,1(Rsuper) be the affine Dirac operator defined in (4.1); write for shortness
G instead of Gg. We want to calculate [GλG] by using expression (4.5). We assume that g is
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operator Cas of g and let 2gS be the eigenvalue relative to gS .
We proceed in steps. First of all we fix an orthonormal basis {xSi } of gS and choose {xi} =⋃
S{xSi } as orthonormal basis of g. If a ∈ gS ,
[a˜λG] =
∑
i
:[˜a, xi]xi : + λ:(k + g − gS)a:, (9.1)
and
[Gλa˜] = −
∑
i
:[˜a, xi]xi : + λ:(k + g − gS)a: + :(k + g − gS)T (a):, (9.2)
[Gλ:a˜a:] = −
∑
i
:[˜a, xi]xia: + :a˜a:
+ :(k + g − gS)T (a)a: + λ
2
2
(k + g − gS)(a, a). (9.3)
Formula (9.1) is checked directly whereas (9.2) follows from (9.1) by the sesquilinearity of the
λ-bracket. Finally, (9.3) follows from (9.2) using the Wick formula (2.5). We also have
[aλ:b˜b:] = (a, b)b˜, (9.4)
[:b˜b:λa] = (a, b)b˜, (9.5)
[:a˜a:λ:bc:] = (a, b):a˜c: − (a, c):a˜b:, (9.6)
[:a˜a:λ:bcd:] = (a, b):a˜cd: − (a, c):ba˜d: + (a, d):bca˜: (9.7)
= (a, b):a˜cd: − (a, c):a˜bd: + (a, d):a˜bc:. (9.8)
In checking all the formulas one uses the Wick formula (2.5). Moreover, (9.4) follows from (2.9),
(9.5) follows from (9.4) by sesquilinearity. Formula (9.6) is checked similarly. Finally one proves
(9.7) combining (9.5) and (9.6). The equality between (9.7) and (9.8) follows from (2.3) and
relations :a˜b: = :ba˜: and :ab˜c: = :b˜ac:. From (9.8) it follows also that∑
h,k
[:a˜a:λ:[xh, xk]xhxk:]= −3∑
h
:a˜[a, xh]xh:. (9.9)
In turn (9.3) and (9.9) imply∑
i
[Gλ:x˜ixi :] =
∑
i,j
: ˜[xi, xj ]xixj : +
∑
i,S
:(k + g − gS)T
(
xSi
)
xSi :,
+
∑
i
:x˜ixi : +
∑
S
λ2
2
(k + g − gS)dimgS, (9.10)
∑[:x˜ixi :λ:[xh, xk]xhxk:]= −3∑ :x˜i[xi, xk]xk:. (9.11)
i,h,k i,k
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∑
i,j,h,k[:[xi, xj ]xixj :λ:[xh, xk]xhxk:]. We have∑
i,j
[
aλ:[xi, xj ]xixj :
]= −3∑
i
:[a, xi]xi :, (9.12)
∑
i,j
[:[xi, xj ]xixj :λa]= −3∑
i
:[a, xi]xi :, (9.13)
∑
i
[
aλ:[b, xi]xi :
]= 2[a, b], (9.14)
∑
i
[:[a, xi]xi :λb]= 2[a, b]. (9.15)
Hence ∑
i,j,h,k
[:[xi, xj ]xixj :λ:[xh, xk]xhxk:]
= −3
∑
i,h,k
::[[xh, xk], xi]xi :xhxk: − ∑
i,j,h,k
:[xh, xk]
[:[xi, xj ]xixj :λ:xhxk:]
− 3
∑
i,h,k
λ∫
0
[:[[xh, xk], xi]xi :μ:xhxk:]dμ
= −3
∑
i,h,k
::[[xh, xk], xi]xi :xhxk: + 3∑
i,h,k
:[xh, xk]:[xh, xi]xi :xk:
− 3
∑
i,h,k
:[xh, xk]xh[xk, xi]xi :
−
∑
i,j,h,k
λ∫
0
:[xh, xk]
[[:[xi, xj ]xixj :λxh]μxk]:dμ (9.16)
− 6
∑
h,k
λ∫
0
[:[[xh, xk], xh]xk:]dμ− 6∑
h,k
λ∫
0
[:xh[[xh, xk], xk]:]dμ
− 3
∑
i,h,k
λ∫
0
μ∫
0
[[:[[xh, xk], xi]xi :μxh]νxk:]dν dμ. (9.17)
Using the relation
∑
h[xh, xk] · [xh, xj ] =
∑
h[[xj , xh], xk] · xh for any bilinear product ·, we can
rewrite (9.17) as
−3
∑
::[[xh, xk], xi]xi :xhxk: + 3∑ :[[xi, xh], xk]:xhxi :xk:
i,h,k i,h,k
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∑
i,h,k
:[xh, [xi, xk]]xhxkxi : + 6∑
i,h,k
λ∫
0
:[xh, xk][xh, xk]:dμ
−6
∑
h,k
λ∫
0
:[xk, xh][xk, xh]:dμ− 6
∑
h,k
λ∫
0
:[xk, xh][xh, xk]:dμ
+12λ
2
2
∑
S
gS dimgS.
Since :aa: = 0 (by (2.2)) we get
−3
∑
i,h,k
::[[xh, xk], xi]xi :xhxk: + 3∑
i,h,k
:[[xi, xh], xk]:xhxi :xk:
−3
∑
i,h,k
:[xh, [xi, xk]]xhxkxi : + 12λ22 ∑
S
gS dimgS.
By (2.2) and (2.3) we find∑
i,h,k
::[[xh, xk], xi]xi :xhxk: =∑
i,h,k
:[[xh, xk], xi]xixhxk: − 8∑
S,i
gS :T
(
xSi
)
xSi :
hence ∑
i,h,k
:[[xi, xh], xk]:xhxi :xk: = −∑
i,h,k
:[[xi, xh], xk]:xixh:xk:,
and therefore ∑
i,h,k
:[[xi, xh], xk]:xhxi :xk:
= −
∑
i,h,k
:[[xi, xh], xk]xixhxk: + 4∑
S,i
gS :T
(
xSi
)
xSi :.
Upon substituting we find
−3
∑
i,h,k
:[[xh, xk], xi]xixhxk: − 3∑
i,h,k
:[[xi, xh], xk]xixhxk:
−3
∑
i,h,k
:[xh, [xi, xk]]xhxkxi : + 36∑
i,S
gS :T
(
xSi
)
xSi : + 12
λ2
2
∑
S
gS dimgS.
By the Jacobi identity we find∑ [:[xi, xj ]xixj :λ:[xh, xk]xhxk:]= 36∑gS :T (xSi )xSi : + λ2∑ 2gS3 dimgS.
i,j,h,k S,i S
V.G. Kac et al. / Advances in Mathematics 217 (2008) 2485–2562 2555Hence
[GλG] =
∑
i
[Gλ:x˜ixi :] − 16
∑
i,j,h
[
Gλ:[xi, xj ]xixj :
]
=
∑
i
[Gλ:x˜ixi :] − 16
∑
i,h,k
[:x˜ixi :λ:[xh, xk]xhxk:]
+ 1
36
∑
i,j,h,k
[:[xi, xj ]xixj :λ:[xh, xk]xhxk:],
which in turn gives
[GλG] =
∑
i,j
: ˜[xi, xj ]xixj : +
∑
S,i
:(k + g − gS)T
(
xSi
)
xSi :
+
∑
i
:x˜ixi : + λ
2
2
∑
S
(k + g − gS)dimgS + 12
∑
i,k
:x˜i[xi, xk]xk:
+
∑
S,i
gS :T
(
xSi
)
xSi : +
λ2
2
∑
S
gS
3
dimgS
or
[GλG] =
∑
i,j
: ˜[xi, xj ]xixj : + (k + g)
∑
i
:T (xi)xi :
+
∑
i
:x˜i x˜i : +
∑
i,k
:x˜i[xi, xk]xk: + λ
2
2
∑
S
(
k + g − 2gS
3
)
dimgS.
Since
∑
i,j
: ˜[xi, xj ]xixj : = −
∑
i,j
:x˜i[xi, xj ]xj :
we finally get
Proposition 9.1.
[GλG] =
∑
i
:x˜i x˜i : + (k + g)
∑
i
:T (xi)xi : + λ
2
2
∑
S
(
k + g − 2gS
3
)
dimgS. (9.18)
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Assume that g is semisimple. If {αi} is the set of simple roots of L̂(g, σ ), let hR be the real
span of { hαi
(αi ,αi )
} ⊂ h0. Set t0 = ihR and let k be a compact form of g. By Exercise 8 of Chapter VI
of [4], we can assume that k is σ -invariant and that t0 ⊂ k. Denote by conj the conjugation in g
w.r.t. k: conj(x + iy) = x − iy, x, y ∈ k, and let ω0 be the antilinear antiautomorphism of g
defined by ω0(x) = −conj(x). Extend ω0 to an antiautomorphism of L̂(g, σ ) by
ω0(x(r)) =
(
ω0(x)
)
(−r), ω0(K) = K, ω0(d) = d.
If αi is a simple root of L̂(g, σ ), with αi = siδ + αi , choose xi ∈ gsi ∩ gαi in such a way that
[xi,ω0(xi)] = 2hαi(αi ,αi ) . Set ei = t si ⊗ xi, fi = ω0(ei), so that [ei, fi] = α∨i =
2hαi
(αi ,αi )
+ 2si
(αi ,αi )
K .
With this choice of Chevalley generators for L̂(g, σ ), ω0 is the unique antilinear antiautomor-
phism of L̂(g, σ ) which exchanges the ei with the fi and which is the identity when restricted
to hˆR = spanR(α∨i ). Recall that a L̂(g, σ )-module M is called unitarizable if there is a positive
definite hermitian form H(·,·) on M such that H(x · v,w) = H(v,ω0(x) · w). Theorem 11.7
of [8] asserts that L(Λ) is unitarizable if and only if Λ is dominant integral.
Recall that we are assuming that g ∈ R+ hence (·,·) is negative definite on k. Thus we can
define a positive definite hermitian form H(·,·) on g by the formula
H(x,y) = (x,ω0(y)). (9.19)
Define a positive definite hermitian form H(·,·) on L(g, τ ) by
H
(
x(r), y(s)
)= δr,sH(x, y).
We can extend this form to the Clifford module Fτ (g) by setting
H(x1 · · ·xn · 1, y1 · · ·ym · 1)= δn,m det
(
H(xi, yj )
)
,
obtaining a form which is again positive definite. A standard calculation shows that, if x ∈ g and
v,w ∈ Fτ (g):
H(x
(r− 12 )v,w)= H
(
v,
(
ω0(x)
)
(−r− 12 )w
)
.
Suppose that M is a unitarizable L̂(g, σ )-module. On N = M ⊗ Fτ (g) we can consider the
form {·,·} = H(·,·)⊗H(·,·). Straightforward calculations show that for v,w ∈M ⊗ Fτ (g){∑
i
(:x˜ixi :)τ
( 12 )
v,w
}
=
{
v,
∑
i
(:ω˜0(xi)ω0(xi):)τ( 12 ) ·w
}
=
{
v,
∑
i
(:x˜ixi :)τ
( 12 )
·w
}
,
and similarly for the cubic term of (Gg)N0 . In particular, if Λ is dominant integral, then (Gg)
N
0 is
self-adjoint with respect to a Hermitian positive definite form on L(Λ)⊗Fτ (g). For the general
case of Gg,a it suffices to apply the argument to (Ga)N acting on N = (L(Λ) ⊗ Fτ (p)) ⊗0
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restriction to L̂(a, σ ) of a unitarizable representation of L̂(so(p),Ad(σ )). Summing up
Proposition 9.2. The action of (Gg,a)N ′0 on N ′ = L(Λ) ⊗ Fτ (p) is self-adjoint with respect to
the positive definite Hermitian form {,}. Consequently, Ker(Gg,a)N ′0 = Ker((Gg,a)N
′
0 )
2
.
9.3. Proof of Lemma 8.2
If Λ ∈ −ρˆσ +Cg is a weight of level k, let M(Λ) be the Verma module of highest weight Λ.
Let (·,·)Λ be the Shapovalov form on M(Λ) and ω the Chevalley involution of L̂(g, σ ). Choose
ρˆ ∈ hˆ∗0 such that ρˆ(α∨i )= 1 for all i. We assume furthermore that 2(Λ+ ρˆ + γ,α) = n(α,α) for
all n > 0, γ in the root lattice of L̂(g, σ ), and α ∈ Δ̂+. With this assumption we have that (·,·)Λ
is non-degenerate (see e.g. [7, Lemma 1]). It follows that, for each μ =∑niαi with ni ∈ N there
is a basis {yiμ} of U(n′−)−μ such that {yiμvΛ} is an orthonormal basis of M(Λ)Λ−μ. Here and
in the following we use boldface letters to make clear that we are dealing with polynomials and
multi-indexes. Set xiμ = ω(yiμ). Note that xiμyjν ·vΛ ∈
⊕
ht(η)=ht(ν)−ht(μ)M(Λ)Λ−η . In particular,
if ht(μ) = ht(ν), we have that xiμyjν · vΛ ∈ CvΛ. Since (xiμyjν · vΛ,vΛ)Λ = (yjν · vΛ,yiμ · vΛ)Λ =
δν,μδi,j , we see that
xiμy
j
ν · vΛ = δν,μδi,jvΛ. (9.20)
Fix a basis {hi} of h0 such that (hi, hn−j+1)= δij and set
h+0 = span
(
hi
∣∣∣ i  ⌊n2
⌋)
, h−0 = span
(
hi
∣∣∣ i  ⌈n2
⌉
+ 1
)
.
Note that h0 = h+0 ⊕ h−0 ⊕ E with dimE  1. Set g+ = h+0 ⊕ n′ and g− = h−0 ⊕ n′−. If s ∈ N,
set Cl(g±)s = (g±)s ⊂ Cl(g). Note that Cl(g+)sCl(g−)r · 1 ∈⊕tr−s Cl(g−)t · 1. Moreover it is
easy to construct a basis {uis} of Cl(g+)s and a basis {vjs} of Cl(g−)s such that
uisvjs · 1 = δi,j. (9.21)
Suppose that u ∈Wk ⊗ 1 is such that
u · v = 0 for any v ∈M(Λ)⊗ Fτ (p).
Write u = limπ(un). Fix p > 0. Since π(un) is a Cauchy sequence we can find M such that, for
any nM , π(uM − un) ∈WkFp . Suppose that deg(xjν ⊗ ust ) < p. Choose nM big enough
so that un · (yjν · vΛ ⊗ vst · 1) = 0. Then uM · (yjν · vΛ ⊗ vst · 1) = (un − (un − uM)) · (yjν · vΛ ⊗
vst · 1) = 0. Hence, for any j, s, t , ν such that deg(xjν ⊗ ust ) < p,
uM ·
(
yjν · vΛ ⊗ vst · 1
)= 0. (9.22)
Using the PBW theorem we can write
uM =
∑
cj,ν,t,s,w

(
xjν ⊗ uts
)
,j,ν,t,s,
2558 V.G. Kac et al. / Advances in Mathematics 217 (2008) 2485–2562with cj,ν,t,s, ∈ U(n′− ⊕ h′0) ⊗ Cl(g−). Here w occurs only if dimE = 1 and, in such a case,
E = Cw and  ∈ {0,1}.
We now show by induction on q that cj,ν,t,s,w ∈W(K − k) for all j, ν, t, s,  such that
ht(ν) + s = q and deg(xjν ⊗ uts) < p. This concludes the proof since it implies that π(uM) ∈
WkFp , hence π(un) ∈WkFp for nM .
If ht(ν) = s = 0, then π(uM) · vΛ ⊗ 1 = uM · vΛ ⊗ 1 = 0. Hence ∑ c1,0,1,0,w · vΛ ⊗
1 = 0. Write explicitly c1,0,1,0, = ∑i,μ,t,n(yiμ ⊗ vtn)pi,μ,t,n, with pi,μ,t,n ∈ U(h′0). Since
U(n′−) ⊗ Cl(g− ⊕ N) acts freely on vΛ ⊗ 1 (and U(h′0) commutes with w ), we see that
pi,μ,t,n(kΛ0 + Λ) = 0 for any i, μ, t, n. Since Λ can be chosen in a dense subset of h0, we
see that pi,μ,t,n(kΛ0 +Λ)= 0 for any Λ, thus K − k divides pi,μ,t,n.
Fix now ν0 and s0 with ht(ν0) + s0 = q > 0 and such that deg(xlν0 ⊗ ums0) < p. Applying(9.22) we get that ∑
j,ν,s,t,
ht(ν)+sq
cj,ν,s,t,w

(
xjν ⊗ uts
) · (ylν0 · vΛ ⊗ vms0 · 1)= 0.
Indeed, by the induction hypothesis, in the above sum appear only coefficients with ht(ν)+s  q .
Since xjνylν0 · vΛ = 0 if ht(ν) > ht(ν0) and utsvms0 · 1 = 0 if s > s0, we can write∑
j,ν,s,t,
ht(ν)=ht(ν0), s=s0
cj,ν,s,t,w

(
xjν ⊗ uts
) · (ylν0 · vΛ ⊗ vms0 · 1)= 0.
Using (9.20), (9.21), we get ∑

cl,ν0,m,s0,w
 · (vΛ ⊗ 1)= 0.
Arguing as above we deduce that cl,ν0,m,s0, ∈W(K − k).
9.4. Proof of Lemma 8.3
We may assume that a = :T i1(x1) · · ·T ih(xh): with xi ∈ {x˜, x | x ∈ grα , r ∈ R, α ∈ h∗0}. Set
N(a, r) = cr + deg(a) and U(a, r) =WkFN(a,r). We will prove by induction on h that for each
r there is ar ∈U(a, r) such that ar · v = aNr · v.
If h = 1, we set
T i(x˜)r = (−1)i i!
(
r + i
i
)
t r ⊗ x, T i(x)r = (−1)i i!
(
r + i − 12
i
)
t r−
1
2 ⊗ x. (9.23)
If h > 1 we can assume that a = :T i1(x1)b: with b = :T i2(x2) · · ·T ih(xh):.
By Wick formula, we have that T i1(x1)(j)b =∑ :T j1(y1) · · ·T jv (yv): with v < h, so, by the
induction hypothesis, we can define(
T i1
(
x1
)
b
) =∑ :T j1(y1) · · ·T jv (yv):r . (9.24)(j) r
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ar = −
∑
j1
(
m+Δx1 + i1 − 1
j
)(
T i1
(
x1
)
(j−1)b
)
r
+
∞∑
j=0
T i1
(
x1
)
m−j−1br−m+j+1 + p
(
x1, b
)
br−m−j T i1
(
x1
)
m+j .
By (9.23)
br−m−j T i1
(
x1
)
m+j ∈U
(
x1,m+ j)
and, by the induction hypothesis,
T i1
(
x1
)
m−j−1br−m+j+1 ∈ U(b, r −m+ j + 1),
hence the series
∞∑
j=0
T i1
(
x1
)
m−j−1br−m+j+1 + p
(
x1, b
)
br−m−j T i1
(
x1
)
m+j
converges. Therefore the definition of ar makes sense and, by (3.4), ar · v = aNr · v for any N ,
v ∈ N .
To conclude the induction step we need to check that ar ∈ U(a, r). Recall that we wrote
T i1(x1)(j)b =∑v<h :T j1(y1) · · ·T jv (yv):, hence we can assume that deg(:T j1(y1) · · ·T jv (yv):)= deg(a). By the induction hypothesis it follows that (T i1(x1)(j)b)r ∈ U(a, r).
It follows from (3.1) and Lemma 8.2, that
[
T i1
(
x1
)
s
, br−s
]=∑
j0
(
s +Δx1 + i1 − 1
j
)(
T i1
(
x1
)
(j)
b
)
r
. (9.25)
The induction hypothesis and (9.25) now imply that
T i1
(
x1
)
s
br−s ∈U(a, r), br−sT i1
(
x1
)
s
∈ U(a, r)
for, if deg(b)+ c(r − s) < deg(a)+ cr , then deg(x1)+ cs > 0 and
T i1
(
x1
)
s
br−s = br−sT i1
(
x1
)
s
+ p(x1, b)[T i1(x1)
s
, br−s
]
and, if deg(x1)+ cs < deg(a)+ cr , then
br−sT i1
(
x1
)
s
= T i1(x1)
s
br−s + p
(
x1, b
)[
br−s , T i1
(
x1
)
s
]
.
This concludes the induction step.
Finally (8.9) follows easily by induction on h and the explicit formula for ar .
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We may clearly assume that h0 = 0. Set for shortness ∂ = ∂0. Note that ∂ =∑ni=1 zi ∂∂ξi .
Define h=∑ni=1 ξi ∂∂zi , and note that both ∂ and h are odd derivations. Hence we have that
h∂ + ∂h =
n∑
i,j=1
[
zi
∂
∂ξi
, ξj
∂
∂zj
]
=
n∑
i=1
zi
∂
∂zi
+
n∑
i=1
ξi
∂
∂ξi
.
Denote by E =∑ni=1 zi ∂∂zi the Euler operator and take a p-cycle f ⊗ u ∈ Rp with p > 0;
we have (h∂ + ∂h)(f ⊗ u) = (E(f ) + pf ) ⊗ u. Define ϕ =∑ fi1,...,in
i1+···+in+p z
i1
1 · · · zinn . Then ϕ
is holomorphic in any polydisk |zi | ri , since∑ |fi1,...,in |
i1 + · · · + in + pr
i1
1 · · · rinn 
∑
|fi1,...,in |ri11 · · · rinn .
Set M =∑ni=1 ziE(z1, . . . , zn)+∑p>0 E(z1, . . . , zn)⊗∧p(ξ1, . . . , ξn). Then E+pI :M → M
is bijective, and M is preserved by the Koszul operator. Moreover ∂ commutes with ∂h + h∂ .
Therefore ϕ ⊗ u is a cycle if f ⊗ u is, hence
f = (E + p I)(ϕ ⊗ u) = (h∂ + ∂h)(ϕ ⊗ u) = ∂(h(ϕ ⊗ u))
as required.
9.6. Proof of Lemma 8.10
We first show that if deg(I ) = jp and |I | = n then
x˜Ia = x˜I + u (9.26)
with u ∈Ap and u+Ap+1 ∈ (Ap/Ap+1)n−1.
We will show by induction on |I | that x˜Ia = x˜I + u with u a series
∑∞
i=p ui where ui =∑
ciJ,T ,H,Ky
J hT x˜H xK and ciJ,T ,H,K ∈ C, deg(H +K) = ji , |H | < n.
If |I | = 0 the result is obvious. Suppose |I | = n > 0. Then
x˜Ia = x˜i1a x˜I0a = x˜i1 x˜I0a + θ
(
xi1
)
x˜I0a ,
with |I0| = n− 1. If deg(I0) = jp′ , applying the induction hypothesis, we have
x˜Ia = x˜I + x˜i1u′ + θ
(
xi1
)
x˜I0 + θ(xi1)u′,
where u′ is a series
∑∞
i=p′ u′i with u′i =
∑
c′iJ,T ,H,KyJ hT x˜H xK , deg(H + K) = ji , and |H | <
n− 1.
Let u = x˜h1u′ + θ(xi1)x˜I0 + θ(xi1)u′. Clearly x˜i1u′i =
∑
diJ,T ,H,Ky
J hT x˜H xK with
deg(H + K) = ji + deg(xi1)  p′ + deg(xi1) = jp and, by PBW theorem, |H | < n. Since
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i=i0 θi where ji0 = deg(xi1) and θi =
∑
kiJ,T ,Ky
J hT xK with kiJ,T ,K ∈ C, deg(K) = ji .
Hence θ(xi1)x˜I0 =∑∞i=i0 θi x˜I0 and θi x˜I0 =∑kiJ,T ,KyJ hT x˜I0xK . Moreover deg(I0 +K) =
deg(I0 + i)  deg(I0) + deg(xi1) = jp and |I0| < n. Finally θ(xi1)u′ =∑∞i=p′ θ(xi1)u′i . Note
that θ(xi1)u′i =
∑∞
t=i u′′it with u′′it =
∑
citJ,T ,H,Ky
IhT x˜H xK with deg(H +K) = jt and |H | < n.
Since deg((x˜)ar ) = deg(x˜r ) we have that deg(x˜I0a ) = deg(x˜I0), hence deg(u′) = deg(I0). It fol-
lows that deg(θ(xi1)u′i ) = jp . This implies, by Remark 8.2, that
∑t
i=p′ u′′it = 0 for t < p. This
concludes the induction step and proves (9.26).
We prove the statement of the lemma by induction on |J |. If |J | = 0 the statement is easily
obtained from the previous step. If |J | > 0 then
yI y˜Jaf h
T x˜Ha x
K = yI y˜j1 y˜J0a f hT x˜Ha xK + yI θ
(
yj1
)
yJ0a f h
T x˜Ha x
K.
Applying the induction hypothesis we can write
yI y˜Jaf h
T x˜Ha x
K = yI y˜J f hT x˜H xK + yI y˜j1u′ + yI θ(yj1)y˜J0f hT x˜H xK + yI θ(yj1)u′
with u′ ∈Ap and u′ +Ap+1 ∈ (Ap/Ap+1)n−2.
Set u = yI y˜j1u′ + yI θ(yj1)y˜J0f hT x˜H xK + yI θ(yj1)u′. Clearly u ∈ Ap . Write u′ =∑
yI
′
y˜J
′
fI ′,J ′,T ′,H ′,K ′hT
′
x˜H
′
xK
′ + u′′ with deg(H ′ + K ′) = jp , |J ′ + H ′| < n − 1, and
u′′ ∈Ap+1.
By PBW theorem
yI y˜j1u′ +Ap+1 =
∑
yI yI
′
y˜j1 y˜J
′
fI ′,J ′,T ′,H ′,K ′h
T ′ x˜H
′
xK
′ +Ap+1
=
∑
yI
′′
y˜J
′′
fI ′′,J ′′,T ′,H ′,K ′h
T ′ x˜H
′
xK
′ +Ap+1
with |J ′′ +H ′|< n.
Writing, as above, θ(yj1) = ∑∞i=0 θi with θi = ∑ kiJ,T ,KyJ hT xK with kiJ,T ,K ∈ C,
deg(K) = ji and using the commutation relations (8.5) and (8.6), we see that
yI θ
(
yj1
)
y˜J0f hT x˜H xK +Ap+1 = yI θ0y˜J0f hT x˜H xK +Ap+1
hence
yI θ
(
yj1
)
y˜J0f hT x˜H xK +Ap+1 =
∑
yI
′
y˜J0fI ′,T ′h
T ′ x˜H xK +Ap+1
and, clearly, |J0 +H | < n.
The same argument shows that
yI θ
(
yj1
)
u′ +Ap+1 =
∑
yI
′
y˜J
′
fI ′,J ′,T ′,H ′,K ′h
T ′ x˜H
′
xK
′ +Ap+1
with |J ′ +H ′| < n as desired.
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In a forthcoming joint paper, we shall apply Theorem 8.11 to obtain decomposition formulas
in the spirit of Theorem 5.4 in certain non-equal rank cases.
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