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Let D be a bounded Lipschitz domain of Rd. We consider the complement value problem{
(∆ + aα∆α/2 + b · ∇+ c)u+ f = 0 in D,
u = g on Dc.
Under mild conditions, we show that there exists a unique bounded continuous weak solution.
Moreover, we give an explicit probabilistic representation of the solution. The theory of semi-
Dirichlet forms and heat kernel estimates play an important role in our approach.
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1 Introduction and Main Result
Let d ≥ 1 and D be a bounded Lipschitz domain of Rd. Suppose 0 < α < 2 and p > d/2.
Let a > 0, b = (b1, . . . , bd)
∗ satisfying |b| ∈ L2p(D; dx) if d ≥ 2 and |b| ∈ L∞(D; dx) if d = 1,
c ∈ Lp∨2(D; dx), f ∈ L2(p∨1)(D; dx) and g ∈ Bb(Dc). We consider the complement value problem:{
(∆ + aα∆α/2 + b · ∇+ c)u+ f = 0 in D,
u = g on Dc.
(1.1)
The fractional Laplacian operator ∆α/2 can be written in the form
∆α/2φ(x) = lim
ε→0
A(d,−α)
∫
{|x−y|≥ε}
φ(y)− φ(x)
|x− y|d+α
dy, φ ∈ C∞c (R
d),
1
whereA(d,−α) := α2α−1π−d/2Γ((d+α)/2)Γ(1−α/2)−1 and C∞c (R
d) denotes the space of infinitely
differentiable functions on Rd with compact support.
The problem (1.1) is analogue of the Dirichlet problem for second order elliptic integro-
differential equations. For these non-local equations, as opposed to the classical local case, the
function g should be prescribed not only on the boundary ∂D but also in the whole complement
Dc. The complement value problem for non-local operators has many applications, for example,
in peridynamics [1, 15, 31], particle systems with long range interactions [20], fluid dynamics [14]
and image processing [21]. The problem has been widely studied by using different approaches
from both probability and analysis. These include, in particular, the semi-group approach by
Bony, Courre`ge and Priouret [8], the classical PDE approach by Garroni and Menaldi [19], the
viscosity solution approach by Barles, Chasseigne and Imbert [3] and Arapostathisa, Biswasb and
Caffarelli [2], and the Hilbert space approach by Hoh and Jocob [25] and Felsinger, Kassmann
and Voigt [16]. Many results have also been obtained for the interior and boundary regularity of
solutions, see for example, [3, 4, 5, 6, 7, 9, 10, 12, 22, 23, 28, 34, 35] and the references therein.
Different from [2, 3], b, c, f and g in (1.1) are not assumed to be continuous. Also, the second
order elliptic integro-differential operator in (1.1) is not assumed to have the maximum principle.
To overcome these complications, in this paper, we will use the theory of semi-Dirichlet forms to
study both the existence and uniqueness of solutions to the problem (1.1). Our work is partially
motivated by Guan and Ma [24], which uses the Dirichlet form approach to study the boundary
value problem for regional fractional Laplacians. The heat kernel estimates recently obtained by
Chen and Hu [11] play an important role in our work.
Denote L := ∆ + aα∆α/2 + b · ∇. By setting b = 0 off D, we may assume that the operator
L is defined on Rd. By [11, Theorem 1.4], the martingale problem for (L,C∞c (R
d)) is well-posed
for every initial value x ∈ Rd. We use ((Xt)t≥0, (Ft)t≥0, (Px)x∈Rd) to denote the strong Markov
process associated with L. Let ρ > 0. Define
qρ(t, z) = t
−d/2 exp
(
−
ρ|z|2
t
)
+ t−d/2 ∧
t
|z|d+α
, t > 0, z ∈ Rd.
By [11, Theorems 1.2-1.4], X has a jointly continuous transition density function p(t, x, y) on
(0,∞)× Rd × Rd, and for every T > 0 there exist positive constants Ci, i = 1, 2, 3, 4 such that
C1qC2(t, x− y) ≤ p(t, x, y) ≤ C3qC4(t, x− y), (t, x, y) ∈ (0, T ]× R
d × Rd. (1.2)
Define
e(t) := e
∫ t
0
c(Xs)ds, t ≥ 0,
and τ := inf{t > 0 : Xt ∈ Dc}. Denote W 1,2(D) = {u ∈ L2(D; dx) : |∇u| ∈ L2(D; dx)},
W 1,20 (D) = {u ∈ W
1,2(D) : ∃{un}n∈N ⊂ C∞c (D) such that un → u in W
1,2(D)}, and
W 1,2loc (D) := {u : uφ ∈ W
1,2
0 (D) for any φ ∈ C
∞
c (D)}.
The main result of this paper is the following theorem.
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Theorem 1.1 There exists M > 0 such that if ‖c+‖Lp∨1 ≤ M , then for any f ∈ L
2(p∨1)(D; dx)
and g ∈ Bb(Dc), there exists a unique u ∈ Bb(Rd) satisfying u|D ∈ W
1,2
loc (D) ∩ C(D) and{
(∆ + aα∆α/2 + b · ∇+ c)u+ f = 0 in D,
u = g on Dc.
Moreover, u has the expression
u(x) = Ex
[
e(τ)g(Xτ ) +
∫ τ
0
e(s)f(Xs)ds
]
, x ∈ Rd. (1.3)
In addition, if g is continuous at z ∈ ∂D then
lim
x→z
u(x) = u(z).
Hereafter (∆ + aα∆α/2 + b · ∇ + c)u+ f = 0 is understood in the distribution sense: for any
φ ∈ C∞c (D), ∫
D
〈∇u,∇φ〉dx+
aαA(d,−α)
2
∫
Rd
∫
Rd
(u(x)− u(y))(φ(x)− φ(y))
|x− y|d+α
dxdy
−
∫
D
〈b,∇u〉φdx−
∫
D
cuφdx−
∫
D
fφdx = 0. (1.4)
Note that the double integral appearing in (1.4) is well-defined for any u ∈ Bb(R
d) with u|D ∈
W 1,2loc (D) and φ ∈ C
∞
c (D).
As a direct consequence of Theorem 1.1, we have the following corollary.
Corollary 1.2 If c ≤ 0, then for any f ∈ L2(p∨1)(D; dx) and g ∈ Bb(Dc) satisfying g is contin-
uous on ∂D, there exists a unique u ∈ Bb(Rd) such that u is continuous on D, u|D ∈ W
1,2
loc (D),
and {
(∆ + aα∆α/2 + b · ∇+ c)u+ f = 0 in D,
u = g on Dc.
Moreover, u has the expression
u(x) = Ex
[
e(τ)g(Xτ ) +
∫ τ
0
e(s)f(Xs)ds
]
, x ∈ Rd.
The proof of Theorem 1.1 will be given in Section 3. In the next section, we first present
several lemmas. In particular, we will use an old result of Kanda [27] to prove a key lemma (see
Lemma 2.7 below), which will be used in proving the continuity of solutions in Theorem 1.1.
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2 Some Lemmas
Throughout this paper, we denote by (·, ·) the inner product of L2(Rd; dx) and denote by C a
generic fixed strictly positive constant, whose value can change from line to line. Recall that a
measurable function ϕ on Rd is said to be in the Kato class if and only if

lim
r↓0
[
sup
x∈Rd
∫
{|y−x|≤r}
|ϕ(y)|
|x−y|d−2
dy
]
= 0, if d ≥ 3,
lim
r↓0
[
sup
x∈Rd
∫
{|y−x|≤r}
(− ln(|x− y|))|ϕ(y)|dy
]
= 0, if d = 2,
sup
x∈Rd
∫
{|y−x|≤1}
|ϕ(y)|dy <∞, if d = 1.
Lemma 2.1 Define

E0(φ, ψ) =
∫
Rd
〈∇φ,∇ψ〉dx+ a
αA(d,−α)
2
∫
Rd
∫
Rd
(φ(x)−φ(y))(ψ(x)−ψ(y))
|x−y|d+α
dxdy
−
∫
Rd
〈b,∇φ〉ψdx, φ, ψ ∈ D(E0),
D(E0) =W 1,2(Rd).
Then, (E0, D(E0)) is a regular lower-bounded semi-Dirichlet form on L2(Rd; dx). Moreover,
((Xt)t≥0, (Px)x∈Rd) is the Hunt process associated with (E
0, D(E0)).
Proof. By the assumption on b and Ho¨lder’s inequality, we find that |b|2 belongs to the Kato
class. Then, we obtain by [37, Chapter 7, Lemma 7.5] that there exists β0 > 0 such that∫
Rd
|b|2φ2dx ≤
1
2
∫
Rd
|∇φ|2dx+ β0
∫
Rd
|φ|2dx, ∀φ ∈ W 1,2(Rd). (2.1)
Define
E0β(φ, ψ) = E
0(φ, ψ) + β(φ, ψ), φ, ψ ∈ D(E0).
Then, (E0β , D(E
0)) is a coercive closed form on L2(Rd; dx) for any β > β0.
Denote by C0(R
d) the space of continuous functions on Rd which vanish at infinity. If φ ∈
C∞c (R
d), then ∆α/2φ ∈ C0(Rd) (cf. [36, Theorem 31.5]). Moreover, we have ∆α/2φ ∈ L2(Rd; dx).
In fact, suppose supp[φ] ⊂ B(0, N) for some N ∈ N, then we get∫
{|x|>2N}
|∆α/2φ|2dx =
∫
{|x|>2N}
(
A(d,−α)
∫
Rd
φ(x+ y)
|y|d+α
dy
)2
dx
=
∫
{|x|>2N}
(
A(d,−α)
∫
{|y|≥1}
φ(x+ y)
|y|d+α
dy
)2
dx
≤ C
∫
{|x|>2N}
∫
{|y|≥1}
φ2(x+ y)
|y|d+α
dydx
≤ C
∫
Rd
φ2dx
∫
{|y|≥1}
1
|y|d+α
dy
< ∞.
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We have
E0(φ, ψ) = (−Lφ, ψ), ∀φ, ψ ∈ C∞c (R
d).
By [38, Theorem 3.1], (E0, D(E0)) is a regular lower-bounded semi-Dirichlet form on L2(Rd; dx).
We now show that ((Xt)t≥0, (Px)x∈Rd) is the Hunt process associated with (E
0, D(E0)). We
will follow the method of [18, Section 4], which relates the Hunt process associated with a semi-
Dirichlet form to a martingale problem. Since b in (1.1) is not assumed to be continuous, we
cannot directly apply [18, Theorem 4.3]. We give the detailed argument below.
Let ((XEt )t≥0, (P
E
x )x∈Rd) be a Hunt process associated with (E
0, D(E0)). Suppose that φ ∈
C∞c (R
d). Define
Mφt := φ(X
E
t )− φ(X
E
0 )−
∫ t
0
Lφ(XEs )ds.
Let ψ = (1−L)φ. Then, ψ ∈ L2(Rd; dx). Since φ = G1ψ dx-a.e., we get φ = RE1ψ q.e., where G1
and RE1 are the 1-resolvents of E
0 and XE , respectively. Hence
Mφt = R
E
1ψ(X
E
t )−R
E
1ψ(X
E
0 )−
∫ t
0
(RE1ψ − ψ)(X
E
s )ds, P
E
x − a.s., q.e. x ∈ R
d,
which implies that {Mφt } is a martingale under P
E
x for q.e. x ∈ R
d.
Let Φ be a countable subset of C∞c (R
d) such that for any φ ∈ C∞c (R
d) there exist {φn} ⊂ Φ
satisfying ‖φn−φ‖∞, ‖∂iφn−∂iφ‖∞, ‖∂i∂jφn−∂i∂jφ‖∞ → 0 as n→∞ for any i, j ∈ {1, 2, . . . , d}.
Then, there is an E0-exceptional set of Rd, denoted by F , such that {Mφt } is a martingale under
P Ex for any x ∈ F
c. Note that
EEx
[∫ t
0
|b · ∇φ|(XEs )ds
]
≤ et‖|∇φ|‖∞R
E
1 |b|(x).
We obtain by taking limits that {Mφt } is a martingale under P
E
x for any φ ∈ C
∞
c (R
d) and q.e.
x ∈ Rd. Therefore, by the uniqueness of solutions to the martingale problem for (L,C∞c (R
d))
(see [11, Theorem 1.4]), we find that ((Xt)t≥0, (Px)x∈Rd) is the Hunt process associated with
(E0, D(E0)).
Lemma 2.2
lim
t→0
sup
x∈Rd
Px
(
sup
0≤s≤t
|Xs − x| > r
)
= 0, ∀r > 0.
Proof. Let t, r > 0. Define
ιt := sup
x∈Rd,0≤s≤t
Px(|Xs − x| ≥ r) = sup
x∈Rd,0≤s≤t
∫
B(x,r)c
p(s, x, y)dy.
By (1.2), we get
lim
t→0
ιt = 0. (2.2)
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Define
S = inf{t > 0 : |Xt −X0| > 2r}.
For x ∈ Rd, we have
Px
(
sup
0≤s≤t
|Xs − x| > 2r
)
= Px(S ≤ t)
≤ Px(|Xt − x| ≥ r) + Px(S ≤ t, Xt ∈ B(x, r))
≤ ιt + Px(S ≤ t and |Xt −XS| > r)
≤ ιt + Ex[1{S≤t}PXS(|Xt−S −X0| > r)]
≤ 2ιt. (2.3)
The proof is complete by (2.2) and (2.3).
Let U be an open set of Rd. Define
τU := inf{t > 0 : Xt ∈ U
c}.
Denote by pU(t, x, y) the transition density function of the part process ((XUt )t≥0, (Px)x∈U). Define
GUγ (x, y) :=
∫∞
0
e−γtpU(t, x, y)dt for x, y ∈ U and γ ≥ 0.
Lemma 2.3 Let U be a bounded open set of Rd.
(1) For any x ∈ U ,
Px(τU <∞) = 1. (2.4)
(2) There exist positive constants θ1 and θ2 such that
pU(t, x, y) ≤ θ1qθ2(t, x− y), (t, x, y) ∈ (0,∞)× U × U. (2.5)
(3) For any t > 0, Px(τU = t) = 0 and the function x 7→ Px(τU > t) is upper semi-continuous on
Rd.
(4) For any x, y ∈ U , the function t 7→ pU(t, x, y) is continuous on (0,∞).
Proof. By (1.2), similar to [29, Lemma 6.1], we can show that
sup
x∈U
Px(τU > 1) < 1, (2.6)
and there exist positive constants θ∗1 and θ
∗
2 such that
pU(t, x, y) ≤ θ∗1e
−θ∗
2
(t−1), (t, x, y) ∈ (1,∞)× U × U. (2.7)
By (2.6) and the Markov property of X , we conclude that (2.4) holds. By (1.2) and (2.7), we
conclude that (2.5) holds.
The proof of (3) is the same as [33, Theorem 1.4.7 and Proposition 2.2.1]. We now prove (4).
For x, y ∈ U and t > 0, we have
pU(t, x, y) = p(t, x, y)−Ex[p(t− τU , XτU , y)1{τU≤t}]. (2.8)
Then, (4) follows from (2.8), the continuity of p(t, x, y), (1.2) and (3).
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Lemma 2.4 Let U be a bounded open set of Rd. Suppose that ϕ is a measurable function on Rd
which belongs to the Kato class. Then, we have
lim
t→0
sup
x∈U
Ex
[∫ t
0
|ϕ(XUs )|ds
]
= 0.
Proof. We have
t−d/2 ∧
t
|x− y|d+α
≤ t−d/2 ≤ eρt−d/2 exp
(
−
ρ|x− y|2
t
)
if |x− y|2 < t, (2.9)
and ∫ |x−y|2
0
(
t−d/2 ∧
t
|x− y|d+α
)
dt
≤
∫ |x−y|2
0
t
|x− y|d+α
dt
=
1
2|x− y|d+α−4
. (2.10)
Then, we obtain by (2.5), (2.7), (2.9) and (2.10) that there exists C > 0 such that for any x, y ∈ U ,
GU0 (x, y) ≤


C
|x−y|d−2
, d ≥ 3,
C ln
(
1 + 1
|x−y|
)
, d = 2,
C, d = 1.
(2.11)
The proof is complete by Lemma 2.2, (2.11) and [39, Theorem 1].
Lemma 2.5 There exists C > 0 such that
sup
x∈D
Ex
[∫ τ
0
v(Xs)ds
]
≤ C‖v‖Lp∨1, ∀v ∈ L
p∨1
+ (D). (2.12)
Proof. We only prove (2.12) when d ≥ 3. The cases that d = 1, 2 can be considered similarly.
Let v ∈ Lp∨1+ (D) and x ∈ D. Denote by ς(D) the diameter of D. By (2.11), we have
Ex
[∫ τ
0
v(Xs)ds
]
≤
∫
D
GD0 (x, y)v(y)dy
≤ C
∫
D
v(y)
|x− y|d−2
dy
≤ C
(∫
D
v(y)pdy
)1/p(∫
D
|x− y|−q(d−2)dy
)1/q
= C ′‖v‖Lp
(∫ ς(D)
0
rd−1−q(d−2)dr
)1/q
= C
′′
‖v‖Lp,
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where C ′ and C
′′
are positive constants.
Suppose that D ⊂ B(0, N) for some N ∈ N. Define
Ω = B(0, N). (2.13)
Lemma 2.6 Let γ ≥ 0. For any compact set K of Ω, there exist δ > 0 and ϑ1, ϑ2 ∈ (0,∞) such
that for any x, y ∈ K satisfying |x− y| < δ, we have{
ϑ1
|x−y|d−2
≤ GΩγ (x, y) ≤
ϑ2
|x−y|d−2
, if d ≥ 3,
ϑ1 ln
1
|x−y|
≤ GΩγ (x, y) ≤ ϑ2 ln
1
|x−y|
, if d = 2.
(2.14)
Proof. We only prove (2.14) when d ≥ 3. The case that d = 2 can be considered similarly.
Similar to (2.11), we can prove that there exists ϑ2 > 0 such that for any x, y ∈ Ω,
GΩγ (x, y) ≤
ϑ2
|x− y|d−2
.
We obtain by (1.2) and (2.8) that there exist C1, C2, C3, ǫ > 0 such that if 0 < t ≤ ǫ and
x, y ∈ K satisfying |x− y| < ǫ then
pΩ(t, x, y) ≥ C1t
−d/2 exp
(
−
C2|x− y|2
t
)
− C3.
Thus, for x, y ∈ K satisfying |x− y| < ǫ, we have
GΩγ (x, y) ≥ e
−γǫ
∫ ǫ
0
pΩ(t, x, y)dt
≥ e−γǫ
∫ ǫ
0
[
C1t
−d/2 exp
(
−
C2|x− y|2
t
)
− C3
]
dt
≥ e−γǫ
[∫ ∞
0
C1t
−d/2 exp
(
−
C2|x− y|2
t
)
dt−
∫ ∞
ǫ
C1t
−d/2dt− C3ǫ
]
= e−γǫ
[
C4
|x− y|d−2
−
C5
ǫ
d−2
2
− C3ǫ
]
,
where C4 and C5 are positive constants. Therefore, there exist 0 < δ < ǫ and ϑ1 > 0 such that if
x, y ∈ K satisfying |x− y| < δ then
GΩγ (x, y) ≥
ϑ1
|x− y|d−2
.
Lemma 2.7 Any point on ∂D is a regular point of D and Dc for the process ((Xt)t≥0, (Px)x∈Rd).
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Proof. We first consider the case that d ≥ 2. Let β > β0 (see (2.1)) and Ω be defined as in (2.13).
Denote by ((XΩt )t≥0, (P
β
x )x∈Ω) the Markov process associated with (E
0
β ,W
1,2
0 (Ω)). To prove the
lemma, it is sufficient to show that any point on ∂D is a regular point of D and Dc for the process
((XΩt )t≥0, (P
β
x )x∈Ω).
Let A be a Borel set of Ω satisfying A ⊂ Ω. Denote by eA the 0-equilibrium measure of A
w.r.t ((XΩt )t≥0, (P
β
x )x∈Ω). Then, there exists a finite measure µA concentrating on A such that
(cf. [32, page 58 and Theorem 3.5.1]),
P βx (σA < τΩ) = eA(x) =
∫
A
GΩβ (x, y)µA(dy) for q.e. x ∈ Ω,
where σA is the first hitting time ofA. Since both ϕ(x) := P
β
x (σA < τΩ) and ψ(x) :=
∫
A
GΩβ (x, y)µA(dy)
are 0-excessive functions of ((XΩt )t≥0, (P
β
x )x∈Ω), we have
P βx (σA < τΩ) =
∫
A
GΩβ (x, y)µA(dy), ∀x ∈ Ω. (2.15)
Let z ∈ ∂D. By the assumption on D, we know that z is a regular point of D and Dc for the
Brownian motion in Rd. Therefore, z is a regular point of D and Dc for ((Xt)t≥0, (Px)x∈Rd) by
Lemma 2.6, (2.15) and [27, Theorem 4.2].
We now consider the case that d = 1. To prove the lemma, it is sufficient to show that for any
x ∈ R1, x is a regular point of both (−∞, x) and (x,∞). We assume without loss of generality
that x = 0. We will use an idea from [26] to show below that 0 is a regular point of (0,∞). Using
the same method, we can show that 0 is also a regular point of (−∞, 0).
Let B be a Brownian motion on R1 and Y be a rotationally symmetric α-stable process on
R1 that is independent of B. Then, B + aY is the symmetric Le´vy process associated with
∆ + aα∆α/2. Denote by P and Q the probability measures on D([0,∞),R1) that are solutions
to the martingale problems for (∆ + aα∆α/2, C∞c (R
1)) and (L,C∞c (R
1)) with initial value 0,
respectively. Since |b| ∈ L∞(D; dx), P and Q are mutually locally absolutely continuous (cf. e.g.
[13, Theorem 2.4]). Define
σ(ω) = inf{t > 0 : ω(t) > 0}, σ′(ω) = inf{t > 0 : ω(t) < 0} for ω ∈ D([0,∞),R1),
and
S = {ω ∈ D([0,∞),R1) : σ(ω) = 0}, S ′ = {ω ∈ D([0,∞),R1) : σ′(ω) = 0}.
By the Blumenthal 0-1 law, we know that P(S) = 0 or 1. If P(S) = 0, then we obtain by the
symmetry of B + aY that P(S ′) = 0 also. We have a contradiction. Therefore,
P(S) = 1,
which implies that
P(Sc) = 0. (2.16)
Define
Tn = {ω ∈ D([0,∞),R
1) : 0 < σ(ω) ≤ n} for n ∈ N,
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T = {ω ∈ D([0,∞),R1) : 0 < σ(ω) <∞},
Rn = {ω ∈ D([0,∞),R
1) : σ(ω) > n} for n ∈ N,
and
R = {ω ∈ D([0,∞),R1) : σ(ω) =∞}.
Then, (2.16) implies that P(Tn) = P(Rn) = 0 for any n ∈ N. Since Q is locally absolutely
continuous w.r.t. P, we have Q(Tn) = Q(Rn) = 0 for any n ∈ N. Then, Q(T ) =↑ Q(Tn) = 0 and
Q(R) =↓ Q(Rn) = 0. Therefore, Q(S) = 1−Q(T )−Q(R) = 1, which implies that 0 is a regular
point of (0,∞).
Lemma 2.8 Define ξ(x) = Ex[g(Xτ)] for x ∈ Rd. If g is continuous at z ∈ ∂D, then limx→z ξ(x) =
ξ(z).
Proof. Suppose that g is continuous at z ∈ ∂D. Let δ > 0. We define
Aδ = {y ∈ R
d : |y − z| < δ}, T = inf{t > 0 : Xt ∈ A
c
δ}.
For t > 0, we have
lim
x→z
x∈D
Px(T ≤ τ) ≤ lim sup
x→z
x∈D
Px(τ > t) + lim sup
x→z
x∈D
Px(T ≤ t).
Then, we obtain by Lemma 2.2, Lemma 2.3 (3) and Lemma 2.7 that
lim
x→z
x∈D
Px(T ≤ τ) = 0. (2.17)
By the strong Markov property of X , we get
ξ(x) = Ex[g(Xτ )1{τ<T}] + Ex[ξ(XT )1{τ≥T}].
Therefore, the proof is complete by the continuity of g at z, the boundedness of g and (2.17).
Lemma 2.9 For any t > 0 and z ∈ ∂D, we have
lim
x→z
x∈D
(
sup
y∈D
pD(t, x, y)
)
= 0. (2.18)
Proof. By (1.2), for ε < t, we have
pD(t, x, y) =
∫
D
pD(ε, x, w)pD(t− ε, w, y)dw ≤ C(t− ε)−d/2Px(τ > ε).
Therefore, we obtain (2.18) by Lemma 2.3 (3) and Lemma 2.7.
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Lemma 2.10 Let U be a bounded open set of Rd and ϕ ∈ Bb(R
d) with supp[ϕ] ⊂ U
c
. Then, for
dx-a.e. x ∈ U , we have
Ex[ϕ(XτU )1{τU≤t}] = a
αA(d,−α)
∫ t
0
(∫
U
c
∫
U
pU(s, x, z)ϕ(y)
|z − y|d+α
dzdy
)
ds. (2.19)
Proof. Let ϕ ∈ Bb(Rd) with supp[ϕ] ⊂ U
c
and ψ ∈ Bb(Rd) with supp[ψ] ⊂ U . By the quasi-left
continuity of ((Xt)t≥0, (Px)x∈Rd), we have
Eψ·dx[ϕ(XτU )1{τU≤t}] = Eψ·dx[1{XτU−∈U}ϕ(XτU )1{τU≤t}].
By Lemma 2.1, we know that (E0,W 1,20 (U)) is a regular lower-bounded semi-Dirichlet form on
L2(U ; dx) and XU is the Hunt process associated with (E0,W 1,20 (U)) (cf. [32, Theorem 3.5.7]).
Let (TUt )t≥0 be the L
2-semigroup associated with (E0,W 1,20 (U)). Denote by (Tˆ
U
t )t≥0 the dual
semigroup of (TUt )t≥0 on L
2(U ; dx). Similar to [17, Lemma 4.5.5], we can show that for any
̺ ∈ Bb(Rd) with supp[̺] ⊂ U ,
Eψ·dx[̺(XτU−)ϕ(XτU )1{τU≤t}] = a
αA(d,−α)
∫ t
0
(∫
U
c
∫
U
TˆUs ψ(x)̺(x)ϕ(y)
|x− y|d+α
dxdy
)
ds.
Then,
Eψ·dx[ϕ(XτU )1{τU≤t}]
= aαA(d,−α)
∫ t
0
(∫
U
c
∫
U
TˆUs ψ(x)ϕ(y)
|x− y|d+α
dxdy
)
ds
= aαA(d,−α)
∫
Rd
ψ(x)
∫ t
0
(∫
U
c
∫
U
pU(s, x, z)ϕ(y)
|z − y|d+α
dzdy
)
dsdx.
Since ψ is arbitrary, (2.19) holds for dx-a.e. x ∈ U .
3 Proof of Theorem 1.1
3.1 Boundedness and continuity of solutions
Let u be defined by (1.3). In this subsection, we will show that u ∈ Bb(Rd), u is continuous in
D, and if g is continuous at z ∈ ∂D then limx→z u(x) = u(z).
(1) By Khasminskii’s inequality and (2.12), there exists C > 0 such that for any v ∈ Lp∨1+ (D)
satisfying ‖v‖Lp∨1 ≤ C, we have
sup
x∈D
Ex
[
e
∫ τ
0
v(Xs)ds
]
<∞. (3.1)
In particular, this implies that there exists δ > 0 such that
sup
x∈D
Ex
[
eδτ
]
<∞. (3.2)
11
By (2.12), we get
Ex
[∣∣∣∣
∫ τ
0
e
∫ s
0
v(Xt)dtf(Xs)ds
∣∣∣∣
]
≤
(
Ex
[∫ τ
0
e
∫ s
0
2v(Xt)dtds
])1/2(
Ex
[∫ τ
0
f 2(Xs)ds
])1/2
≤ C
(
Ex
[
e
∫ τ
0
2v(Xs)ds · τ
])1/2
‖f 2‖1/2Lp∨1
≤ C
(
Ex
[
e
∫ τ
0
4v(Xs)ds
])1/4 (
Ex
[
τ 2
])1/4
‖f 2‖1/2Lp∨1. (3.3)
By (3.1)–(3.3), we know that there exists M > 0 such that if ‖c+‖Lp∨1 ≤ M , then for any
f ∈ L2(p∨1)(D; dx) and g ∈ Bb(Dc), u ∈ Bb(Rd).
(2) For x ∈ D and t > 0, we have
u(x) = Ex
[
e(τ)g(Xτ )1{τ≤t} +
∫ t∧τ
0
e(s)f(Xs)ds
]
+Ex
[
e(τ)g(Xτ )1{τ>t} + 1{τ>t}
∫ τ
t∧τ
e(s)f(Xs)ds
]
= Ex
[
e(τ)g(Xτ )1{τ≤t} +
∫ t∧τ
0
e(s)f(Xs)ds
]
+Ex
[
e(t)1{τ>t}EXt
[
e(τ)g(Xτ ) +
∫ τ
0
e(s)f(Xs)ds
]]
= Ex
[
e(t)u(Xt)1{τ>t} + e(τ)g(Xτ )1{τ≤t} +
∫ t∧τ
0
e(s)f(Xs)ds
]
. (3.4)
Define
ut(x) = Ex [u(Xt)] ,
and
εt(x) = Ex
[
−u(Xt)1{τ≤t} + (e(t)− 1)u(Xt)1{τ>t} + e(τ)g(Xτ )1{τ≤t} +
∫ t∧τ
0
e(s)f(Xs)ds
]
:=
4∑
i=1
ε
(i)
t .
Then, we have u = ut+ εt. By (1.2) and the joint continuity of p(t, x, y) on (0,∞)×R
d×Rd, we
obtain that ut is continuous in D. By Lemma 2.2, we find that
lim
t→0
Px(τ ≤ t) = 0 uniformly on any compact subset of D. (3.5)
Then, we obtain by the boundedness of u and (3.5) that ε
(1)
t converges to 0 uniformly on any
compact subset of D.
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Let ϕ = |c|+ |f |. By Lemma 2.4 and the assumptions on c and f , we have
lim
t→0
sup
x∈D
Ex
[∫ t
0
ϕ(XDs )ds
]
= 0, (3.6)
and
sup
x∈D
Ex
[
e
∫ t
0
rϕ(XDs )ds
]
<∞, ∀t, r > 0. (3.7)
Note that for t < τ , we have
e(t) = 1−
(
e
∫ t
s
c(XDw )dw
)∣∣∣t
s=0
= 1−
∫ t
0
d
(
e
∫ t
s
c(XDw )dw
)
= 1 +
∫ t
0
e
∫ t
s
c(XDw )dwc(XDs )ds. (3.8)
By (3.6), (3.7) and (3.8), we get
lim
t→0
sup
x∈D
Ex[1{τ>t}|e(t)− 1|]
≤ lim
t→0
sup
x∈D
Ex
[∫ t
0
e
∫ t
s
|c|(XDw )dw|c|(XDs )ds
]
= lim
t→0
sup
x∈D
Ex
[∫ t
0
|c|(XDs )EXDs
[
e
∫ t−s
0
|c|(XDw )dw
]
ds
]
= 0.
Then, ε
(2)
t converges to 0 uniformly on D.
By (3.5), (3.7) and the boundedness of g, we obtain that ε
(3)
t converges to 0 uniformly on any
compact subset of D. Similar to (3.8), we can show that for t < τ ,
e
∫ t
0
ϕ(XDs )ds = 1 +
∫ t
0
e
∫ t
s
ϕ(XDw )dwϕ(XDs )ds. (3.9)
By (3.6), (3.7) and (3.9), we get
lim
t→0
sup
x∈D
∣∣∣∣Ex
[∫ t∧τ
0
e(s)f(Xs)ds
]∣∣∣∣
≤ lim
t→0
sup
x∈D
Ex
[∫ t
0
e
∫ s
0
ϕ(XDw )dwϕ(XDs )ds
]
= lim
t→0
sup
x∈D
Ex
[∫ t
0
e
∫ t
s
ϕ(XDw )dwϕ(XDs )ds
]
= lim
t→0
sup
x∈D
Ex
[∫ t
0
ϕ(XDs )EXDs
[
e
∫ t−s
0
ϕ(XDw )dw
]
ds
]
= 0.
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Then, ε
(4)
t converges to 0 uniformly on D. Therefore, u is continuous in D.
(3) Define
Mt = u(Xt)1{τ>t} + g(Xτ)1{τ≤t} +
∫ t∧τ
0
(f + cu)(Xs)ds, (3.10)
and
Nt = e(t)u(Xt)1{τ>t} + e(τ)g(Xτ)1{τ≤t} +
∫ t∧τ
0
e(s)f(Xs)ds. (3.11)
Let 0 ≤ s < t. By (3.4), we get
u(Xs) = EXs
[
e(t− s)u(Xt−s)1{τ>t−s} + e(τ)g(Xτ )1{τ≤t−s} +
∫ (t−s)∧τ
0
e(w)f(Xw)dw
]
,
which together with the strong Markov property of X implies that
Ex[Nt −Ns|Fs] = 0.
Then, (Nt)t≥0 is a martingale under Px for any x ∈ D.
By (3.10) and (3.11), we get
Nt = e(t)u(Xt)1{τ>t} + e(t)g(Xτ)1{τ≤t} −
∫ t
0
e(s)c(Xs)g(Xτ )1{τ≤s}ds
+
∫ t∧τ
0
e(s)f(Xs)ds
= e(t)u(Xt)1{τ>t} + e(t)g(Xτ)1{τ≤t} + e(t)
∫ t∧τ
0
(f + cu)(Xs)ds
−
∫ t
0
e(s)c(Xs)
(
u(Xs)1{τ>s} + g(Xτ)1{τ≤s} +
∫ s
0
f(Xw)1{τ≥w}dw
)
ds
−
∫ t
0
c(Xw)u(Xw)1{τ≥w}
(∫ t
w
e(s)c(Xs)ds
)
dw
= e(t)Mt −
∫ t
0
Msde(s). (3.12)
By the integration by parts formula for semi-martingales, we have
e(t)Mt − u(x) =
∫ t
0
Msde(s) +
∫ t
0
e(s)dMs.
Hence we obtain by (3.12) that (Mt)t≥0 is a martingale under Px for any x ∈ D. Therefore, we
have
u(x) = Ex
[
u(Xt)1{τ>t} + g(Xτ)1{τ≤t} +
∫ t∧τ
0
(f + cu)(Xs)ds
]
, x ∈ D. (3.13)
Define
ξ(x) = Ex[g(Xτ)], x ∈ R
d, (3.14)
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and
w(x) = u(x)− ξ(x), x ∈ Rd. (3.15)
By (3.13), we get
w(x) = Ex
[
w(Xt)1{τ>t} +
∫ t∧τ
0
(f + cu)(Xs)ds
]
, x ∈ D. (3.16)
By the assumptions on f and c, the boundedness of u and Lemma 2.4, we have
lim
t→0
sup
x∈D
Ex
[∫ t∧τ
0
|f + cu|(Xs)ds
]
= 0. (3.17)
Therefore, we obtain by Lemma 2.8, Lemma 2.9 and (3.14)–(3.17) that if g is continuous at
z ∈ ∂D, then limx→z u(x) = u(z).
3.2 Existence of solutions
Let u be defined by (1.3), and ξ and w be defined by (3.14) and (3.15), respectively.
We will first show that ξ ∈ W 1,2loc (D) and E
0(ξ, φ) = 0 for any φ ∈ C∞c (D). We assume without
loss of generality that g ≥ 0 on Dc. Let {Dn}n∈N be a sequence of relatively compact open
subsets of D such that Dn ⊂ Dn+1 and D = ∪∞n=1Dn, and {χn}n∈N be a sequence of functions in
C∞c (D) such that 0 ≤ χn ≤ 1 and χn|Dn = 1. Suppose that β > β0 (see (2.1)). Let e
β
Dn
be the
β-equilibrium of Dn w.r.t. X
D. By [32, Lemma 2.1.1], eβDn ∈ W
1,2
0 (D) and e
β
Dn
= 1 dx-a.e. on
Dn. Note that
ξ(x) = Ex[ξ(Xτ)], x ∈ R
d. (3.18)
We find that ξ|D is a β-excessive function w.r.t. XD. Then, we get (‖ξ‖∞e
β
Dn
) ∧ ξ ∈ W 1,20 (D)
(cf. [30, Theorem 2.6]). Since (‖ξ‖∞e
β
Dn
) ∧ ξ = ξ dx-a.e. on Dn and n ∈ N is arbitrary, we have
ξ ∈ W 1,2loc (D).
Suppose φ ∈ C∞c (Dm) for some m ∈ N. By (3.18), we know that (ξ(Xt∧τ ))t≥0 is a martingale
under Px for x ∈ D. By the integration by parts formula for semi-martingales, we get
Ex[e
−β(t∧τDm )ξ(Xt∧τDm )] = ξ(x)− βEx
[∫ t∧τDm
0
e−βsξ(Xs)ds
]
.
Then, we have
lim
t→0
∫
Rd
φ(x)
ξ(x)−Ex[e−β(t∧τDm )ξ(Xt∧τDm )]
t
dx = β
∫
Dm
ξφdx. (3.19)
For n > m, define
ηn(x) = Ex[e
−βτDm (ξχn)(XτDm )], x ∈ R
d.
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We have ηn(x) = Ex[e
−β(t∧τDm )ηn(Xt∧τDm )] for t ≥ 0 and x ∈ Dm, and ηn(x) = ξχn(x) for
q.e.-x ∈ Dcm. By [32, Theorem 3.5.1], we get
E0β(ξχn, φ)
= E0β(ξχn − ηn, φ)
= lim
t→0
∫
Dm
φ(x)
ξχn − ηn − Ex[e−β(t∧τDm )((ξχn)(Xt∧τDm )− ηn(Xt∧τDm ))]
t
dx
= lim
t→0
∫
Dm
φ(x)
ξ − Ex[e−β(t∧τDm )(ξχn)(Xt∧τDm )]
t
dx. (3.20)
By (3.19) and (3.20), we get
E0(ξχn, φ)
= lim
t→0
1
t
∫
Dm
φ(x)Ex[e
−β(t∧τDm )ξ(Xt∧τDm )(1− χn(Xt∧τDm ))]dx
= lim
t→0
1
t
∫
Dm
φ(x)Ex[1{τDm≤t}e
−βτDmξ(Xt∧τDm )(1− χn(Xt∧τDm ))]dx. (3.21)
Let ε > 0. There exists δ > 0 such that for any 0 < t < δ, 1−e−βt < ε. Suppose that D ⊂ B(0, N)
for some N ∈ N. Then, we obtain by Lemma 2.10 that for 0 < t < δ,∣∣∣∣1t
∫
Dm
φ(x)Ex[1{τDm≤t}(1− e
−βτDm )ξ(Xt∧τDm )(1− χn(Xt∧τDm ))]dx
∣∣∣∣
≤
ε
t
∫
Dm
|φ(x)|Ex[1{τDm≤t}ξ(Xt∧τDm )(1− χn(Xt∧τDm ))]dx
=
εaαA(d,−α)
t
∫
Dm
|φ(x)|
[∫ t
0
∫
D
c
m
(
ξ(y)(1− χn(y))
∫
Dm
pDm(s, x, z)
|z − y|d+α
dz
)
dyds
]
dx
≤
εaαA(d,−α)
t
(∫
Dm
|φ(x)|
[∫ t
0
∫
(B(0,2N))c
(
ξ(y)(1− χn(y))
∫
Dm
pDm(s, x, z)
|z − y|d+α
dz
)
dyds
]
dx
+
∫
Dm
|φ(x)|
[∫ t
0
∫
B(0,2N)∩Dcn
(
ξ(y)(1− χn(y))
∫
Dm
pDm(s, x, z)
|z − y|d+α
dz
)
dyds
]
dx
)
≤ εaαA(d,−α)‖φ‖∞‖ξ‖∞|Dm|
(∫
(B(0,2N))c
1
(|y|/2)d+α
dy + ϑ−(d+α)|B(0, 2N) ∩Dcn|
)
, (3.22)
where ϑ = inf{|x − y| : x ∈ Dm, y ∈ Dcn}, and |Dm| and |B(0, 2N) ∩ D
c
n| denote the Lebesgue
measures of Dm and B(0, 2N) ∩ Dcn, respectively. Since ε > 0 is arbitrary, we obtain by (3.21)
and (3.22) that
E0(ξχn, φ) = lim
t→0
1
t
∫
Dm
φ(x)Ex[1{τDm≤t}ξ(Xt∧τDm )(1− χn(Xt∧τDm ))]dx. (3.23)
Define
Fn(z) =
∫
Dcn
ξ(y)(1− χn(y))
|z − y|d+α
dy, z ∈ Dm. (3.24)
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Then, Fn ∈ Bb(Dm). By (3.23), Lemma 2.10 and (3.24), we get
E0(ξχn, φ)
= lim
t→0
aαA(d,−α)
t
∫
Dm
φ(x)
[∫ t
0
∫
D
c
m
(
ξ(y)(1− χn(y))
∫
Dm
pDm(s, x, z)
|z − y|d+α
dz
)
dyds
]
dx
= lim
t→0
aαA(d,−α)
t
∫
Dm
φ(x)
[∫ t
0
∫
Dcn
(
ξ(y)(1− χn(y))
∫
Dm
pDm(s, x, z)
|z − y|d+α
dz
)
dyds
]
dx
= lim
t→0
aαA(d,−α)
t
∫ t
0
∫
Dm
φ(x)pDms Fn(x)dxds
= aαA(d,−α)
∫
Dm
φ(x)Fn(x)dx
= aαA(d,−α)
∫
Dm
∫
Dcn
ξ(y)(1− χn(y))
|x− y|d+α
dyφ(x)dx. (3.25)
On the other hand, we have
E0(ξχn, φ)
=
∫
Rd
〈∇(ξχn),∇φ〉dx−
∫
Rd
〈b,∇(ξχn)〉φdx
+
aαA(d,−α)
2
∫
Rd
∫
Rd
((ξχn)(x)− (ξχn)(y))(φ(x)− φ(y))
|x− y|d+α
dxdy
= E0(ξ, φ) + aαA(d,−α)
∫
Dm
∫
Dcn
ξ(y)(1− χn(y))
|x− y|d+α
dyφ(x)dx. (3.26)
Thus, we obtain by (3.25) and (3.26) that E0(ξ, φ) = 0.
By (3.16), we have
lim
t→0
∫
D
w(x)
w(x)− pDt w(x)
t
dx
≤ lim
t→0
∫
D
|w|(x)
Ex[
∫ t∧τ
0
|f + cu|(Xs)ds]
t
dx
= lim
t→0
1
t
∫ t
0
(
pDs |f + cu|, |w|
)
ds
= (|f + cu|, |w|)
< ∞.
Then, w ∈ W 1,20 (D) and hence u = ξ + w ∈ W
1,2
loc (D). For φ ∈ C
∞
c (D), we have
E0(w, φ) = lim
t→0
∫
D
φ(x)
w(x)− pDt w(x)
t
dx
= lim
t→0
∫
D
φ(x)
Ex[
∫ t∧τ
0
(f + cu)(Xs)ds]
t
dx
= lim
t→0
1
t
∫ t
0
(
pDs (f + cu), φ
)
ds
= (f + cu, φ).
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Therefore,
E0(u, φ) = E0(ξ + w, φ) = (f + cu, φ),
which implies that (1.4) holds.
3.3 Uniqueness of solutions
In this subsection, we will prove the uniqueness of solutions. To this end, we will show that there
exists M > 0 such that if ‖c+‖Lp∨1 ≤ M , then v ≡ 0 is the unique function in Bb(R
d) satisfying
v|D ∈ W
1,2
loc (D) ∩ C(D) and {
E0(v, φ) = (cv, φ), ∀φ ∈ C∞c (D),
v = 0 on Dc.
(3.27)
Suppose that v ∈ Bb(Rd) satisfying v|D ∈ W
1,2
loc (D) ∩ C(D) and (3.27). Let {Dn}n∈N be a
sequence of relatively compact open subsets of D such that Dn ⊂ Dn+1 and D = ∪∞n=1Dn, and
{χn}n∈N be a sequence of functions in C∞c (D) such that 0 ≤ χn ≤ 1 and χn|Dn = 1. We have
vχn ∈ W
1,2
0 (D). Note that
∫
Rd
∫
Rd
|(v(y)− v(x))(χn(y)− χn(x))|
|x− y|d+α
dydx <∞. (3.28)
Let β > β0 (see (2.1)) and φ ∈ C∞c (D). By (3.27) and (3.28), we get
E0β(vχn, φ)
=
∫
Rd
〈∇(vχn),∇φ〉dx−
∫
Rd
〈b,∇(vχn)〉φdx
+
aαA(d,−α)
2
∫
Rd
∫
Rd
((vχn)(x)− (vχn)(y))(φ(x)− φ(y))
|x− y|d+α
dxdy + (β, vχnφ)
= E0(v, χnφ)−
∫
Rd
(Lχn)vφdx− 2
∫
Rd
〈∇v,∇χn〉φdx
−aαA(d,−α)
∫
Rd
[∫
Rd
(v(y)− v(x))(χn(y)− χn(x))
|x− y|d+α
dy
]
φ(x)dx+ (β, vχnφ)
=
(
(c+ β)vχn − (Lχn)v − 2〈∇v,∇χn〉 − a
αA(d,−α)
∫
Rd
(v(y)− v(·))(χn(y)− χn(·))
| · −y|d+α
dy, φ
)
:= (θn, φ). (3.29)
Let n > m and φ ∈ C∞c (Dm). By (3.29), we get
(θn, φ)
= E0(v, φ) + aαA(d,−α)
∫
Dm
∫
Dcn
v(y)(1− χn(y))
|x− y|d+α
dyφ(x)dx+ (β, vφ)
=
(
(c+ β)v + aαA(d,−α)
∫
D∩Dcn
v(y)(1− χn(y))
| · −y|d+α
dy, φ
)
. (3.30)
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Since φ ∈ C∞c (Dm) is arbitrary, by (3.30), we find that for n > m,
θn(x) = (c(x) + β)v(x) + a
αA(d,−α)
∫
D∩Dcn
v(y)(1− χn(y))
|x− y|d+α
dy, x ∈ Dm.
Hence
θn converges to (c+ β)v uniformly on any compact subset of D. (3.31)
Denote by ((Xt)t≥0, (P
β
x )x∈Rd) the Markov process associated with (E
0
β ,W
1,2(Rd)). For n > m,
define
Am,nt :=
∫ t∧τDm
0
θn(Xs)ds and c
m,n
t (x) := E
β
x [A
m,n
t ], t ≥ 0, x ∈ Dm.
By the joint continuity of p(t, x, y) on (0,∞)× Rd × Rd, we know that the function t 7→ cm,nt (x)
is continuous for any x ∈ Dm. We have c
m,n
t ∈ L
2(Dm; dx) for t ≥ 0 and
cm,nt+s (x) = c
m,n
t (x) + p
β,Dm
t c
m,n
s (x), t, s ≥ 0, (3.32)
where (pβ,Dmt )t≥0 is the transition semigroup of the part process ((X
Dm
t )t≥0, (P
β
x )x∈Dm). By (3.29),
we get
lim
t→0
1
t
Eβφ·dx[A
m,n
t ] = lim
t→0
1
t
∫ t
0
(pβ,Dms θn, φ)ds
= (θn, φ)
= E0β(vχn, φ), ∀φ ∈ W
1,2
0 (Dm). (3.33)
Define
ηm,n(x) = E
β
x [(vχn)(XτDm )], x ∈ R
d.
We have
ηm,n(x) = E
β
x [ηm,n(Xt∧τDm )], t ≥ 0, x ∈ Dm, (3.34)
and ηm,n(x) = vχn(x) for q.e.-x ∈ Dcm. By [32, Theorem 3.5.1], we get
E0β(vχn, φ) = E
0
β(vχn − ηm,n, φ), ∀φ ∈ W
1,2
0 (Dm). (3.35)
Let (T β,Dmt )t≥0 be the L
2-semigroup associated with (E0β ,W
1,2
0 (Dm)). Denote by (Tˆ
β,Dm
t )t≥0
the dual semigroup of (T β,Dmt )t≥0 on L
2(Dm; dx). Define
Sˆmt :=
∫ t
0
Tˆ β,Dms ds, t ≥ 0. (3.36)
Similar to [17, (1.5.5), page 39], we can show that
E0β(v, Sˆ
m
t ρ) = (v, ρ− Tˆ
β,Dm
t ρ), ∀v ∈ W
1,2
0 (Dm), ρ ∈ L
2(Dm; dx). (3.37)
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Then, we obtain by (3.32), (3.33), (3.35), (3.36) and (3.37) that for φ ∈ C∞c (Dm) and t, r > 0,
(cm,nt , φ− Tˆ
β,Dm
r φ)
= lim
s→0
1
s
(cm,nt , Sˆ
m
r φ− Tˆ
β,Dm
s Sˆ
m
r φ)
= lim
s→0
1
s
(cm,ns , Sˆ
m
r φ− Tˆ
β,Dm
t Sˆ
m
r φ)
= E0β(vχn, Sˆ
m
r φ− Tˆ
β,Dm
t Sˆ
m
r φ)
= E0β(vχn − ηm,n, Sˆ
m
r φ− Tˆ
β,Dm
t Sˆ
m
r φ)
= (vχn − ηm,n, φ− Tˆ
β,Dm
t φ− Tˆ
β,Dm
r φ+ Tˆ
β,Dm
t+r φ)
= (vχn − ηm,n − p
β,Dm
t (vχn − ηm,n), φ− Tˆ
β,Dm
r φ).
Hence lm,nt := (c
m,n
t − (vχn − ηm,n) + p
β,Dm
t (vχn − ηm,n), φ) satisfies the linear equation l
m,n
t =
lm,nt+r − l
m,n
r . By (3.33) and (3.35), we get limt→0 l
m,n
t /t = 0. Then, l
m,n
t = 0. Since φ ∈ C
∞
c (Dm)
is arbitrary, we obtain by the continuity of the function t 7→ pβ,Dm(t, x, y), which can be proved
similar to Lemma 2.3 (4), and the continuity of the function t 7→ cm,nt (x) that for dx-a.e. x ∈ Dm,
(vχn − ηm,n)(x) = E
β
x [(vχn − ηm,n)(Xt∧τDm )] + E
β
x
[∫ t∧τDm
0
θn(Xs)ds
]
, ∀t ≥ 0.
By (3.34), we obtain that for dx-a.e. x ∈ Dm,
(vχn)(x) = E
β
x [(vχn)(Xt∧τDm )] + E
β
x
[∫ t∧τDm
0
θn(Xs)ds
]
, ∀t ≥ 0. (3.38)
Note that v ∈ Bb(Rd) and v = 0 on Dc. Letting n→∞, we obtain by (3.31) and (3.38) that
for dx-a.e. x ∈ Dm,
v(x) = Eβx [v(Xt∧τDm )] + E
β
x
[∫ t∧τDm
0
((c+ β)v)(Xs)ds
]
, ∀t ≥ 0. (3.39)
Letting m→∞, we obtain by (3.39) that for dx-a.e. x ∈ D,
v(x) = Eβx [v(Xt)1{τ>t}] + E
β
x
[∫ t∧τ
0
((c+ β)v)(Xs)ds
]
, ∀t ≥ 0. (3.40)
Define
It = v(Xt)1{τ>t} +
∫ t∧τ
0
((c+ β)v)(Xs)ds. (3.41)
By (3.40), we find that (It)t≥0 is a martingale under P βx for dx-a.e. x ∈ D. Define
eβ(t) := e
∫ t
0
(c+β)(Xs)ds, t ≥ 0.
The integration by parts formula for semi-martingales implies that
eβ(t)It − v(x) =
∫ t
0
Isdeβ(s) +
∫ t
0
eβ(s)dIs.
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By (3.41), we get
eβ(t)It −
∫ t
0
Isdeβ(s)
= eβ(t)v(Xt)1{τ>t} + eβ(t)
∫ t∧τ
0
((c+ β)v)(Xs)ds−
∫ t
0
eβ(s)((c+ β)v)(Xs)1{τ>s}ds
−
∫ t
0
((c+ β)v)(Xw)1{τ≥w}
(∫ t
w
eβ(s)(c+ β)(Xs)ds
)
dw
= eβ(t)v(Xt)1{τ>t}
:= Jt.
Hence (Jt)t≥0 is a martingale under P βx for dx-a.e. x ∈ D. Then, we have
v(x) = Eβx [eβ(t)v(Xt)1{τ>t}]
= Ex[e(t)v(Xt)1{τ>t}], dx− a.e. x ∈ D. (3.42)
By (3.1), there exists M > 0 such that if ‖c+‖Lp∨1 ≤ M then
sup
x∈D
Ex
[
e
∫ τ
0
c+(Xs)ds
]
<∞. (3.43)
Therefore, by letting t→∞, we obtain by (3.42), (3.43) and the dominated convergence theorem
that v(x) = 0 for dx-a.e. x ∈ D. Since v|D ∈ C(D), we obtain v ≡ 0 on Rd. The proof is
complete.
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