Introduction
In the context of the study of the ecosystems of the shallow coastal areas of the world's oceans, physical phenomena occurring on the surface of the aquatic environment play an important role. These phenomena, like all natural phenomena, are complex and nonlinear. Therefore, this leads to the nonlinear mathematical models of the actual processes.
The theory of wave motion fluids is a classical section of hydrodynamics and has a three-hundred-year history. The interest in wave activities on the surface of the fluid could be explained by the prevalence and accessibility of this physical phenomenon. Despite a great deal of research, the theory of wave fluid movements is still incomplete.
Of great importance is the matter of researching and modeling the wave activities at shallow water and the impact of surface gravity waves to coast formations and hydrotechnical structures. Therefore, the question of 3D modeling of the distribution, run-up and refraction of nonlinear surface waves can play an important role in monitoring and forecasting the sustainable development of the ecosystems of these areas.
The results of the research and numerical modeling of the dynamic of nonlinear surface gravity waves at shallow water are introduced in this work. Corresponding equations of mathematical physics and methods of mathematical modeling are used for describing and modeling.
Analytical descriptions of these nonlinear wave activities often use different modifications of the shallow water equations. For the numerical modeling, shallow water equations are also used in a 1D case. 2D and 3D numerical modeling of nonlinear surface gravity waves to beach approaches are based on Navier-Stokes equations. Navier-Stokes equations allow for both nonlinear effects and turbulent processes to be considered in the incompressible fluid.
Therefore, appropriate nonlinear waves of hydrodynamic equations will be used to adequately model nonlinear wave activities in shallow water conditions.
1
Equations of Hydrodynamics
Features of the Problems in the Formulation of Mathematical Physics
When examining a physical process, the scientist needs to describe it in mathematical terms. A mathematical description or a process modeling could be quite varied. Mathematical modeling does not investigate the actual physical process itself, and some of its models are the ideal process written in the form of mathematics. The mathematical model should preserve the basic features of the actual physical process and, at the same time, should be simple enough to be solved by known methods. In the future, the consistency of the mathematical model with the actual process needs to be tested. Many ways of mathematically describing physical processes lead to differential equations with private derivatives, and in some cases to Integrodifferential equations. It is this group of tasks that is assigned the term mathematical physics, and the methods of solving them are referred to as mathematical physics methods.
The subject of mathematical physics is the mathematical theory of physical phenomena. The wide distribution of mathematical physics is connected to the commonality of mathematical models based on fundamental laws of nature: the laws of mass, energy, charge conservation, kinetic momentum. This results in the same mathematical models describing the physical phenomena of different natures.
Mathematical physics usually examines processes in a certain spatial area filled with a continuous material environment called the solid environment. Values that describe the state of the environment and the physical processes that occur in it depend on the spatial coordinates and time. In general, mathematical physics models describe the behavior of the system at three levels: the interaction of the system as a whole with the external environment; the interaction between the system's basic volumes and the properties of a single, basic system volume.
The interaction of the system with the external environment is the wording of the boundary conditions, i.e., the conditions at the border of the task area, which include in general the boundary and initial conditions. The second level describes the interaction of elementary volumes based on laws for the preservation of physical substances and their transfer in space. The third level corresponds to the establishment of the state equations of the environment, i.e., the creation of a mathematical model of the basic environment behavior.
The equations of mathematical physics emerged from the consideration of such essential physical tasks as the distribution of sound in gases, waves in liquids, heat in physical bodies. The phenomena of nuclear reaction, gravity, electromagnetic effects, the origin and evolution of the universe are being actively explored now. Mathematical models of these different physical phenomena lead to equations with private derivatives.
An equation with a private derivative is an equation that includes an unknown function that depends on several variables and its private derivatives. Dependence on many variables in an unknown function makes it much harder to solve equations with private derivatives. Very few of these equations are explicitly solved.
As a result of the development of computer technology, the role of computational methods in the approximation of mathematical physics has grown. However, the approximate analytical methods that make it possible to obtain the connection between the functions sought and the specified parameters of the task in question have not lost their importance.
A precise analytical solution to mathematical physics usually requires the integration of differential equations with private derivatives. These equations need to be integrated into a certain spatial-temporal area where the desired functions are subjected to the specified boundary conditions. Therefore, a precise analytical solution to such equations is possible only in rare cases, which underscores the importance of approximation methods. Before we go into the methods of solving equations, consider classifying differential equations with private derivatives.
Classification of Linear Differential Equations with Partial Derivatives of the Second Order
Many problems of mathematical physics lead to linear differential equations of the second order. For an unknown function u, a linear differential equation of the second order, depending on two variables x and y, has the following form [Aramanovich, 1969] : 
In this case, the equation is called elliptic. Finally, any equation of the form (1.2.1) can be reduced to one of the following canonical types:
Equations of hyperbolic and parabolic types arise most often when studying processes occurring in time (equations of oscillations, wave propagation, heat propagation, diffusion). In the one-dimensional case, one coordinate always participates х and time t. Additional conditions for such tasks, divided into initial and boundary.
The initial conditions consist in setting for t=0 the values of the desired function u and its derivative (in the hyperbolic case) or only the values of the function itself (in the parabolic case).
The boundary conditions for these problems lie in the fact that the values of the unknown function u(x,t) are indicated at the ends of the coordinate change interval.
If the process proceeds in an infinite interval of variation of the coordinate x, then the boundary conditions disappear, and the problem is obtained only with initial conditions, or, as it is often called, the Cauchy problem.
If a problem is posed for a finite interval, then the initial and boundary conditions must be given. Then we speak of a mixed problem.
Equations of elliptic type arise usually in the study of stationary processes. The time t does not enter into these equations, and both independent variables are the coordinates of the point. Such are the equations of the stationary temperature field, the electrostatic field, and the equations of many other physical problems. For problems of this type, only boundary conditions are set, that is, specifies the behavior of the unknown function on the contour area. This can be the Dirichlet problem, when the values of the function itself are given; the Neumann problem when the values of the normal derivative of the unknown function are given; and the problem, when a linear combination of the function is given on the contour, and its normal derivative.
In the basic problems of mathematical physics, it is physical considerations that prompt what additional conditions should be put in one or another problem in order to obtain a unique solution of it that corresponds to the nature of the process being studied.
In addition, it should be borne in mind that all the equations derived are of an idealized nature, that is, they reflect only the most essential features of the process. The functions entering into the initial and boundary conditions in physical problems are determined from experimental data and can be considered only approximately.
Nonlinear Equations of Fluid Dynamics
Linear integro-differential equations describe wave processes possessing the superposition property. In linear waves, the space-time spectral components of the wave fields propagate without distortion and do not interact with each other.
The linear medium is some idealized model for describing the real environment, and this is not always adequate. The applicability of the linear medium model depends first of all on the magnitude of the ratio of the wave amplitude to the characteristic quantity that determines the properties of the medium. In a linear environment, the ratio of the wave amplitude to the characteristic value of the medium is assumed to be infinitesimal, as a result of which the wave equation becomes linear.
For a finite value of this ratio, it is necessary to take into account nonlinear terms in the wave equation. The inclusion of nonlinear terms in the wave equation leads to qualitatively new phenomena. If a monochromatic wave is fed to the input of such a system, then the nonlinearity leads to successive excitation of the time harmonics of the initial wave. The spreading of the frequency spectrum further distorts the shape of the initial sinusoidal wave profile.
In wave systems, the degree of nonlinear interaction is determined both by the considered local nonlinearity and by the ratio of the extent of the interaction region to the wavelength. The extent of the region of effective harmonic interaction largely depends on the dispersion and dissipation of the medium. The energy exchange between the harmonics depends on the phase relationship. In a medium without frequency dispersion, all waves run with the same velocities, and the phase relations remain in the process of propagation between the harmonics. This condition is called the phase matching condition. If the attenuation of the waves is small, even minor nonlinear effects can accumulate in proportion to the distance, and the wave will become unstable and breaking over time [Vinogradova, Rudenko, 1979] .
In the case of a medium with dispersion, the phase velocities of the waves at different frequencies are different, so that the relations between the phases of the harmonics vary rapidly in space. In case of violation of phase matching nonlinear effects do not accumulate and energy transfer is negligible. Therefore, in the dispersive media there is no noticeable distortion of the shape of the wave profile.
Consider the nonlinear equations, which are often used in fluid dynamics, although they are found in many other areas of modern physics. Taking into account the analogy of nonlinear effects of any nature, one can create a model equation for a one-dimensional wave [Brekhovskikh, 1982] , [Gabov, 1988] 
Here << 1 is the nonlinearity parameter; L -linear operator, corresponding to a certain dispersion of linear waves.
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If L = c x we obtain equation
This is a nonlinear equation of acoustic type without dispersion and dissipation; its solution is Riemann invariants, leading to different propagation velocities of the compression and extension regions. The Burgers equation refers to a parabolic type and is a one-dimensional case of the Navier-Stokes equations. The Navier-Stokes equations describe two-dimensional wave processes in a viscous incompressible fluid:
The process of propagation of a bounded sound beam in a nonlinear medium is described by the two-dimensional Khokhlov-ZabolotskayaKuznetsov equation: The sin-Gordon equation is used to describe topological solitons with the geometry of surfaces of negative Gaussian curvature.
The theory of nonlinear waves also uses an equation having a solution of the type of running waves of arbitrary shape. . . (1.3.13) This is the Born-Infeld equation; it describes the phase discontinuities in the interaction of two solitons.
Methods for Solving Nonlinear Equations The Method of Successive Approximations
There are various approximate analytical methods for solving problems in mathematical physics. The choice of a suitable method for solving equations depends on the nature of the problem under consideration. Nonlinear equations can be divided into two classes -algebraic and transcendental. Algebraic equations are equations that contain only algebraic functions (integer, rational, irrational). Equations containing other functions (trigonometric, exponential, logarithmic, and others) are called transcendental [Amosov, 1994] , [Shup Terry, 1990] .
Methods for solving nonlinear equations can be divided into two groups:
1. exact methods; 2. iterative methods.
Exact methods allow us to write the roots in the form of a finite relation (formula). As is known, many equations and systems of equations do not have analytic solutions. First of all, this applies to most transcendental equations. In some cases, the equation contains coefficients known only approximately. To solve them, iterative methods are used with a given degree of accuracy.
Solving the equation by the iterative method means: to establish whether it has roots, how many roots, and to find the values of the roots with the required accuracy. Approximate values of the roots (initial approximations) can also be known from the physical meaning of the problem, from solving a similar problem with other input data, or can be found graphically.
The iterative process consists in the successive refinement of the initial approximation х 0 . Each such step is called an iteration. As a result of iterations there is a sequence of approximate values of the root х 1 , х 2 ,..., х n . If these values increase with the number of iterations n approach the true value of the root, then it is said that the iterative process converges. Iterative methods include the method of successive approximations (or the simple iteration method). ( ) is taken as the second approximation for the root. If an approximation х п is found, then the following approximation х п+1 is determined by the formula x x n n 1 ( ).
Suppose that after a few approximations we find that a given degree of accuracy the equality x x n n 1 . Since x x n n 1 ( ), then this means that the equation is satisfied with a given accuracy x x n n ( ), that is, x n which is the approximate value of the root of the equation x x ( ). When using the method of successive approximations, it is necessary to find out the following features: Answering the first question, let's say, that the numbers x 1 , ..., x n ... approaching the number . Consider the equality x x n n 1 ( ), Giving an expression of the next approximation in the previous. With increasing n, its left-hand side approaches to , and the right-hand side to ( ) . Therefore in the limit we obtain ( ) , that is, it is the root of equation
The second question is ambiguous; for this we consider the geometric representation of the method of successive approximations [Vilenkin, 1968] . -a «spiral» (Figure 1.4.1b) . The solution in the form of a «stairs» is obtained if the derivative ( ) x is positive, and the solution in the form of a «spiral», if ( ) x negative. Thus, the geometrical meaning of the method of successive approximations is that we move to the desired point of intersection of the curve and the straight line along the broken line. In this case, the vertices of the broken line lie alternately on the curve and on the straight line, and the sides alternately have horizontal and vertical directions (Figure 1.4.1) .
Geometric Interpretation of the Method of Successive Approximations
In Figure 1 .4.1a, b the curve y x ( ) in the neighborhood of the root -that is, ( ) x <1, and the iteration process converges. However, if we consider the case when ( ) x 1, then the iteration process can be divergent (Figure 1.4.2) . Therefore, for practical application of the method of successive approximations, it is necessary to find out sufficient conditions for the convergence of the iterative process.
The Basic Laws of Hydrodynamics of an Ideal Fluid
Hydrodynamics studies the motion of liquids and gases; the basic principles of hydrodynamics were established by Euler, Bernoulli and Lagrange. 
A0
To derive the basic laws, we shall first consider the fluid to be ideal, that is, the liquid has no internal friction, and the mechanical energy does not go over into thermal energy. We also neglect heat exchange between different volumes of the liquid. This means that all processes occur at constant entropy, and the stressed state of the liquid is characterized by a single scalar quantity, the pressure р. The motion of a fluid can be considered definite if all the quantities characterizing the fluid (the particle velocity v, pressure р, density , temperature Т etc.), are given as functions of the coordinates and time. This method of specifying fluid motion was proposed by Euler. At the same time, fixing a certain point of space, we follow the change in time of the corresponding quantities at this point. Fixing the moment of time, we find the change of this quantity from point to point. However, no information on what kind of a particle of liquid is at a given point at a given time and how it moves in space, we do not directly have.
Another way of describing the flows, based on the description of the motion of individual liquid particles, was proposed by Lagrange. In the Lagrangian description, attention is fixed to certain particles of the liquid and can be traced, as a change over time of their position, speed, pressure, density, temperature and other quantities in their environment.
These two descriptions of the movement are completely equal, and the choice of one of them in each particular case is dictated only by considerations of convenience. Most instruments measure fluid characteristics at a fixed point, that is, they give Euler information. If you paint (mark) a part of the liquid, then by spreading the paint, Lagrangian motion information is obtained. Therefore, the Lagrange method is simpler; it describes the diffusion process associated with the movement of the particles. is the external volume force (f -is the force per unit mass); F s -is the force acting on the volume V from the environment side through the bounding surface S,
