A fewest switches trajectory surface hopping algorithm based on linear response time-dependent density-functional theory is developed and implemented into the plane wave ab initio molecular dynamics package CPMD. A scheme to calculate nonadiabatic couplings using a multi determinantal approximation of the excited state wave function is introduced. The method is applied to the study of the photorelaxation of protonated formaldimine, a minimal model of the rhodopsin chromophore retinal. A good agreement of the structural and dynamic behavior is found with respect to state averaged multiconfiguration self consistent field based trajectory surface hopping. [4, 5] ) and forces [3, 6] . Although these methods perform well in certain cases, the assumptions made are difficult to justify in general [4, 5] . In this Letter, we use time-dependent DFT (TDDFT) [4, 5, 7] which corresponds to an exact reformulation of timedependent (TD) quantum mechanics. Within linear response (LR) theory, TDDFT provides a treatment of electronically excited states, which is exact up to first order [4] . Excitation energies [8, 9] as well as excited state nuclear forces can be derived in this framework [10 -12].
A fewest switches trajectory surface hopping algorithm based on linear response time-dependent density-functional theory is developed and implemented into the plane wave ab initio molecular dynamics package CPMD. A scheme to calculate nonadiabatic couplings using a multi determinantal approximation of the excited state wave function is introduced. The method is applied to the study of the photorelaxation of protonated formaldimine, a minimal model of the rhodopsin chromophore retinal. A good agreement of the structural and dynamic behavior is found with respect to state averaged multiconfiguration self consistent field based trajectory surface hopping. Ab initio molecular dynamics (AIMD) [1] has become an established tool to study physical and chemical processes in condensed matter physics and molecular sciences. Because of its modest computational cost, Kohn-Sham (KS) density-functional theory (DFT) [2] is currently the preferred electronic structure method for AIMD. Most DFT-AIMD simulations are performed in the ground state, but recently also excited state dynamics has become available.
Several time-independent KS DFT methods, such as for instance SCF or the restricted open shell KS (ROKS) [3] approach, have been proposed to approximate excited state energies (for a review, see [4, 5] ) and forces [3, 6] . Although these methods perform well in certain cases, the assumptions made are difficult to justify in general [4, 5] . In this Letter, we use time-dependent DFT (TDDFT) [4, 5, 7] which corresponds to an exact reformulation of timedependent (TD) quantum mechanics. Within linear response (LR) theory, TDDFT provides a treatment of electronically excited states, which is exact up to first order [4] . Excitation energies [8, 9] as well as excited state nuclear forces can be derived in this framework [10 -12] .
Originally formulated in the Born-Oppenheimer (BO) approximation, TDDFT based AIMD can be successfully applied only to adiabatic processes, where nuclear and electronic motion are decoupled. However, when nuclear and electronic degrees of freedom are strongly coupled [nonadiabatic (NA) processes], several electronic states are necessary to properly describe nuclear motion. Scattering processes and a large number of photochemical reactions belong to the group of NA processes. To overcome the limitation of AIMD to adiabatic processes a complete quantum description of both electrons and nuclei (multicomponent DFT [13] ) should be applied. However, this level of accuracy is only suited for the study of very small systems, while computationally more promising methods are based on a semiclassical approach, in which nuclei are treated as classical particles. Semiclassical NA AIMD [14] schemes either use a mean field (Ehrenfest) approximation [15] for the joined electron-nuclear dynamics or make use of trajectory surface hopping (TSH) technique [16] . Advantages and disadvantages of both methods have been discussed extensively in the literature [17] . In particular, the TSH approach is preferable when reactions pass regions of close lying electronic states but end up in a state which is well described by a single BO potential energy surface (PES).
The TSH technique requires the computation of the NA coupling (NAC) term kj _ R d kj _ R h k r; Rtjr R j r; Rti between two electronic states k, j. r and R denote collective electronic and nuclear coordinates, respectively, and d kj is the NAC vector. Within DFT, difficulties to calculate NACs arise from the fact that the many electron wave functions for the adiabatic states are not available. In the first NA DFT-AIMD method based on ROKS [18] , NACs are obtained from orbital velocities of the fictitious electron dynamics of the CarParrinello scheme. Finite difference schemes based on KS orbitals or single KS Slater determinants (SDs) can be used if the excited state configuration is sufficiently well described by a single SD [6, 19] . Recently several alternative approaches to compute NACs within DFT have been proposed [12, 19, 20] .
In this Letter we combine the fewest switches TSH scheme [16] with LR-TDDFT AIMD [10] . The method is applied to the study of the photophysics of protonated formaldimine (CH 2 NH 2 ), a minimal model for the chromophore of the visual photoreceptor rhodopsin. Compared to existing DFT TSH methods, namely, the ROKS based TSH [18] and a TD-KS TSH method of Craig et al. [6] , an important improvement consists in the use of theoretically rigorous excited state PESs and nuclear forces. In the method of Craig et al. [6] , total energies are approximated as expectation values of KS-SDs, and excited state wave functions are taken simply as singly excited SDs. Therefore the nuclear forces in their approach are only very approximative. In contrast, our approach uses LR-TDDFT to calculate both, excited state energies and forces, increasing considerably the accuracy and reliability of the PESs. The use of LR-TDDFT also allows the inclusion of an in principle unlimited number of excited states, overcoming one of the major limitations of ROKS AIMD, which is capable to treat only the lowest lying excited state. Therefore the method can be applied to the study of systems with a dense manifold of excited states. The NAC term is computed by finite differences using a multideterminantal approximation of the excited state configuration as proposed by Casida [4] . Since excited states are in general not well described by a single SD, we expect a clear improvement of the quality of the computed NACs.
In TD perturbation theory the response of the density to a periodic perturbation with frequency ! and amplitude V can be expressed by means of the LR orbitals f j g, defined by the coupled KS equations [21] . Excitation energies ! k can be found by solving the non-Hermitian eigenvalue problem
KS orbitals f i g and Lagrange multipliers ij are determined previously in a ground state calculation. N o is the number of occupied orbitals, H KS is the KS Hamiltonian, and ij is the Kronecker delta. V SCF ! represents the response of the effective potential to the first order change in the electronic density. It is composed of the Hartree plus the exchange-correlation kernel and is determined selfconsistently via the LR orbitals. The kernel corrects the KS orbital energy differences to the true excitation energies. In the Tamm-Dancoff approximation (TDA) [9, 10] the linear response associated with the orbitals f g is neglected and Eq. (1) can therefore be approximated by a Hermitian eigenvalue problem, with good accuracy [9, 10] .
According to the assignment ansatz by Casida [4] , the expansion coefficients c k ov for the configuration of the excited state k
are obtained by projecting the LR orbitals on a subset of N v unoccupied KS orbitals
In Eq. (2),â i is the annihilation operator acting on KS orbital i and indices o, v refer to occupied and unoccupied space, respectively. The ground state wave function 0 r; R is taken to be the single SD of the occupied KS orbitals, j 0 i.
Following Tully [16] we derive a fewest switches TSH algorithm based on LR-TDDFT quantities. We expand the TD many electron wave function r; R; t as a linear combination of the stationary KS-SDs
Substituting this ansatz into the TD-KS equation, one can derive a first order differential equation for the expansion coefficients
where the equality kj h k j @ j @t i _ R d kj was used. The expansion is truncated at N ad adiabatic states. In the adiabatic representation the matrix V kj h k jHj j i is diagonal and the V jj can be replaced by relative energies V jj V jj ÿ h 0 jHj 0 i [22] , here H refers to the Hamiltonian of the interacting system. TheṼ jj can be interpreted as the TDDFT excitation energies ! j , which simplifies Eq. (5) into
Note that this substitution transforms the C j t into a new set of coefficientsC j t, which are used to calculate the switching probability [22] . The NAC term kj can be directly approximated by the finite differences kj j t=2 1 2 h k r; Rtj j r; Rt i ÿ h k r; Rt j j r; Rti:
Equation (7) is evaluated using the expansion in Eq. (2) for the states k and j , taken at subsequent classical time steps t and t . The switching probability g kj between states k and j in the interval t; t is finally computed from the solutions of Eq. (6) g k;j t; ÿ2
where jk is obtained by linear interpolation.
The algorithm was implemented into the plane wave code CPMD [23] using the recently implemented LR-TDDFT scheme for the calculation of excited state energies and nuclear forces [10] . At each time step, an electronic spectra calculation provides the eigenvalues ! k of all included adiabatic states and the corresponding many electron wave functions according to Eqs. (2) 
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is calculated from Eq. (7) using the overlap matrix between the KS orbitals at time t and t h i r; Rtj j r; Rt i. TheC k t are propagated by integration of Eq. (6) using a standard Runge-Kutta 4th order algorithm, and g kj is evaluated at each time step via Eq. (8) . In a Monte-Carlo step a random number from 0; 1 is compared to g k;j . If the random number is smaller than g kj the system switches PES and the nuclear forces are taken from the new state j, while theC j are continuously propagated. To conserve total energy, the ionic velocities are rescaled isotropically if a switch is accepted. For the case in which the trajectory hits an intersection point and the NAC is undefined, a switch between adiabatic surfaces is forced following the electronic character of the current state and interchanging the labels of theC j of the two involved states. This scheme does not include spin-orbit coupling and therefore it is not able to describe intersystem crossings.
As an application of the described method, we studied the photorelaxation process of the protonated Schiff base CH 2 NH 2 , the smallest model compound of rhodopsin chromophore. The mechanism of the light induced cistrans isomerization in retinal has been subject of many experimental and theoretical studies [24] . In CH 2 NH 2 , the second excited singlet state (S 2 : -) exhibits an oscillator strength orders of magnitude larger than the one of the first excited singlet state (S 1 : -). Photoexcitation promotes the system mainly into S 2 and the following relaxation involves at least 3 states, S 2 , S 1 , and S 0 . The aim of our study is to test the implemented scheme, in particular, its capability to include several excited states, and to identify the main reaction pathways. A complete statistical description of all possible reaction branches on the other hand is beyond the scope of this Letter. The quality of our results is checked against reference data obtained from high level wave function based methods [25, 26] .
All calculations employ the PBE exchange-correlation functional [27] . Further details are given in Ref. [28] . If not specified differently, dynamics were performed in the microcanonical ensemble (NVE). In order to investigate the effect of heat dissipation, we also carried out some simulations in the NVT ensemble using a Nosé-Hoover thermostat. An ensemble of 20 starting geometries, taken from a Boltzmann distribution at 300 K, was excited into S 2 . The ionic degrees of freedom were propagated with a time step of 10 a.u. (0.241 fs) whereas for the propagation of theC j a time step of 10 ÿ5 a:u: was used. Starting in the FranckCondon region, the system loses potential energy, resulting in a fast increase of temperature up to 3000 K. In most trajectories, relaxation to the ground state occurs after 30 -100 fs, but also trajectories with excited state lifetimes longer than 200 fs were found (Fig. 1) . For a typical trajectory the time evolution of the energies of the relevant electronic states and their state populations are shown in Fig. 2 . The S 2 lifetimes typically range from 10 up to 50 fs, whereas S 1 lifetimes are found to be in the range 10 -100 fs. The ratio of the lifetimes qualitatively agree with the ones obtained using a state averaged multiconfiguration self consistent field (SA-MCSCF) TSH approach [26] . For comparison, we also computed the NAC terms for some geometries of the trajectory using the complete active space self-consistent field (CASSCF) method [30] . The state where nuclear forces were taken from (solid lines) and S 0 (dotted lines) are shown. Red and blue colors stand for S 2 and S 1 , respectively, whereas black indicates that the system has relaxed into S 0 . Most trajectories relax to S 0 within 100 fs.
FIG. 2 (color). Evolution of the state populations (upper panel)
and of the potential energy surfaces (lower panel) S 0 (solid line), S 1 (dashed line), S 2 (dash dotted line), and S 3 (dotted line) together with some characteristic molecular structures for a typical trajectory. The state that drives the dynamics is shown in red. The main structural change in S 2 during the first 10 fs is a CN bond elongation (C cyan, N blue). After 6 fs the system enters the avoided crossing region between S 2 and S 1 . Population is transferred until a switch to S 1 is accepted after 10 fs. In S 1 , the geometry at N changes from planar to pyramidal. After 40 fs the system reaches the intersection between S 1 and S 0 (*) and relaxes to S 0 . in the first 10 fs and subsequent pyramidalization of the nitrogen center (see molecular structures in Fig. 2 ). These geometrical changes are identical to the ones reported in the SA-MCSCF study [26] .
Different forces in the excited states as well as the excess kinetic energy, accumulated during the relaxation process, trigger different reaction channels. If the system is cooled down to 300 K upon S 1 ! S 0 transition, we find that half of the trajectories isomerize around the CN bond. Without thermostat, the kinetic energy is sufficiently high to allow multiple rotations around the CN bond. Another possible reaction channel is intramolecular proton transfer, leading to CH 3 NH which remains stable in S 1 for several tens of fs. After thermalization at 300 K in S 0 , the proton is transferred back, leading eventually to an isomerized product. Some trajectories also exhibit the experimentally observed H 2 abstraction [31] .
In summary, we have developed and implemented a new TSH scheme based on LR-TDDFT, which makes use of a multideterminantal approximation of the excited states for the computation of the NACs. The presented method benefits from a formally exact description of excited state energies and nuclear forces at the LR-TDDFT level. The relatively low computational costs allows the study of relatively large systems and multiple trajectories. Furthermore, the number of excited states included in the NA dynamics is in principle unlimited. We have applied this method to the photorelaxation of the retinal model compound CH 2 NH 2 . The relative magnitudes of the NAC terms compare well to NACs obtained by CASSCF. Observed lifetimes and structural relaxation are also in remarkably good agreement with wave function based methods.
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