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 要  旨 
 GPU は画像処理用のプロセッサであり、内部に多くの演算器を持ち、それらを並列動作さ
せることで高い演算性能を持っている。近年その高い演算能力を画像処理以外の汎用計算に
も応用する GPGPU（General Purpose computation on Graphics Processing Unit）という
考え方が注目されている。2010 年 1 月現時点で GPU の演算性能は 1TFLOPS を越える物も
登場し、2009 年には T. Hamada らによって 256 個の GPU で構成されたクラスターで
42Tflops を達成した研究も報告されている。また近年 NVIDIA の GPU においてグラフィッ
クスの予備知識なしに GPU の高い並列性を利用した並列プログラミングが書ける CUDA が
登場し、汎用計算への GPU の応用が注目されている。 
 本研究では 2 次元領域上に配置した点のポテンシャルを高速多重極展開(Fast Multipole 
Method)と呼ばれるアルゴリズムにより計算し、更に FMM を GPU で実装し高速化を行う。
FMM は 1987 年に L.Greengard と V.Rokhlin によって考案されたポテンシャルの高速解法
である。ポテンシャル計算は単純な総当たり計算で求めると O(N2)の計算量が必要となるが、
高速多重極展開は最終的にポテンシャルの計算を O(N)で行えるアルゴリズムである。FMM
は並列性が高く、GPU による並列化に適していると考えられる。GPU は本来画像処理を行
うハードウェアであるため、分岐処理などを扱う事は想定されておらず、メモリアクセスも
連続的なメモリアクセスに最適化されている。また、GPU でキャッシュを使うには開発者が
プログラムに記述する必要があるなど効率的な実装のためには考慮すべき事が多い。本研究
では、FMM を GPU で実装し、汎用計算への GPU の適用性を示す事を目的とする。 
本研究では単精度 2 次元 FMM の多重極展開係数計算、M2M 変換、M2L 変換、L2L 変換、
ポテンシャル計算部分を GPU で実装した。2 次元 FMM の係数の変換部分では領域を４分木
構造に分割し、階層的なデータ構造を扱うが、GPU では再帰処理を扱えないので、木構造を
そのまま GPU で扱うことは難しい。本研究では GPU 側の処理を階層毎に呼ぶことで階層的
な処理の実装を実現した。CPU のキャッシュにあたるものとして、GPU では共有メモリと
いうメモリが使えるが、本研究では L2L 変換において共有メモリをキャッシュとして効率的
に使い、高速化を達成した。M2L 変換では領域外参照を避けるために、領域を拡張し、効率
的な実装を実現した。 
FMM 全体の処理時間としては CPU の処理時間と比べ約 34 倍、もっとも効率的な部分で
は M2L 変換部において CPU に比べ 350 倍の高速化を達成した。今後の課題として、ポテン
シャル計算部分など M2L 変換に比べて効率が悪い部分の改良、また、３次元への応用が挙げ
られる。 
 
