Correspondence
In Brief Barnes et al. show that TNF-a-dependent spine size increases are correlated with recent spine loss within dendritic branches in both inhibitory and excitatory cortical neurons in vivo following visual deprivation. Branch-specific plasticity increases information processing relative to global plasticity.
INTRODUCTION
Following a reduction in activity resulting from sensory deprivation, excitatory synapses have been shown to strengthen, which is thought to facilitate the restoration of activity levels (Hengen et al., 2013 (Hengen et al., , 2016 Keck et al., 2013; Wallace and Bear, 2004) . There are two well-studied mechanisms that lead to strengthening of synapses: homeostatic mechanisms, such as synaptic scaling , and Hebbian mechanisms, such as long-term potentiation (LTP). Hebbian processes occur over small spatial scales, on the order of single synapses or small groups of neighboring synapses (Harvey et al., 2008) , and are thought to strengthen spared inputs following sensory deprivation and facilitate cortical reorganization (Cheetham et al., 2012; Feldman, 2000) . In contrast, synaptic scaling is believed to occur across a larger, cell-wide spatial scale and is potentially implemented through global changes in a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPAR) properties (Makino and Malinow, 2011; Turrigiano et al., 1998) . However, studies in reduced preparations have demonstrated that synaptic scaling can be locally induced in dendritic branches (Sutton et al., 2006) and that AMPARs can be synthesized locally within branches (Ju et al., 2004) . These studies suggest that scaling could be implemented independently within dendritic branches (Yu and Goda, 2009) , consistent with the idea that the dendritic branch is a fundamental computational unit for the processing of neural information (Branco and H€ ausser, 2010; Poirazi et al., 2003) .
Homeostatic mechanisms are thought to restore activity after deprivation while maintaining input-output properties of the cell. Whether these processes occur homogenously across a cell or are targeted to individual compartments in vivo is still unclear. This issue is of particular interest given recent evidence that inputs with similar properties cluster on dendritic branches (Iacaruso et al., 2017; Takahashi et al., 2012; Wilson et al., 2016) . Therefore, input levels across the dendritic arbor may become disparate following sensory deprivation, as deprivation-induced reductions of input may vary considerably across branches. A global homeostatic strategy that modifies synaptic strengths cell-wide would perturb inputs onto branches that may have been unaffected by sensory deprivation. Thus, global scaling may come at the cost of interfering with initially unaffected input-output relationships. Understanding the spatial scales at which synapses are altered is necessary to understand how the neuron can regulate activity levels and still maintain the specific circuitry associated with memory storage established through experience.
Synaptic scaling of excitatory synapses occurs in both inhibitory and excitatory neurons following reduction of activity in reduced preparations (Hartman et al., 2006; Turrigiano et al., 1998) . Synaptic scaling in inhibitory neurons will likely affect activity levels in those cells, which could in turn alter the balance between excitation and inhibition onto excitatory cells. Thus, synaptic scaling in inhibitory neurons, which has received relatively little attention to date, could have implications for overall cortical activity levels. In mouse visual cortex, we have previously described a population of inhibitory neurons that exhibit visual deprivation-induced increases in spine dynamics in vivo (Keck et al., 2011) , suggesting that changes to spines do occur in this cell type. Our more recent work, however, shows that inhibitory neurons have a wide range of activity profiles following sensory deprivation, from cells that become functionally silent to those that increase their activity (Barnes et al., 2015) . These results indicate that homeostatic recovery of activity in inhibitory neurons may be different from that in excitatory cells. Thus, whether excitatory synapses in inhibitory neurons undergo similar processes of strengthening to those seen in excitatory neurons in vivo following deprivation is still unclear.
Here we examined the spatial scale of spine size increases within individual cells following visual deprivation in mouse monocular visual cortex. Using in vivo imaging, we found that, following monocular enucleation, dendritic spines show an increase in size on both a subset of layer 2/3 inhibitory and layer 5 excitatory pyramidal neurons. When we examined the spatial extent of these spine size increases, we found that they do not occur across all dendritic branches. Instead, in both inhibitory and excitatory neurons, spine size increases were most prominent on branches that had undergone spine loss after deprivation, such that branches with greater spine loss had larger subsequent increases in the sizes of the remaining spines. Using simulations, we show that this local regulation results in higher information capacity for the neuron than global changes.
RESULTS
To examine the spatial scale of spine size changes following sensory deprivation via monocular enucleation in inhibitory and excitatory neurons, we used repeated ( Figures 1A-1C , every 24 hr for 4 days) two-photon imaging of dendritic spines in the monocular visual cortex of anaesthetized adult mice expressing green fluorescent protein (GFP) either in a subset of spiny layer 2/3 inhibitory neurons (under the GAD65 promoter; GAD65-GFP) (Ló pez-Bendito et al., 2004) or in layer 5 excitatory pyramidal cells (under the Thy1 promoter; Thy1-GFP) (Feng et al., 2000) . It is important to note that the cell bodies of these distinct cell types are in different cortical layers, but they both have dendrites in the upper layers of the cortex. Thus, for both cell types we repeatedly imaged the same dendritic spines in cortical layers 1 and 2/3 before and after deprivation and measured spine sizes as a proxy for synaptic strength, as spine size correlates with both AMPAR expression and the strength of functional synaptic responses (Noguchi et al., 2011) . Here, we focus on layer 5 excitatory cells, as we have previously reported that they exhibit spine size increases following sensory deprivation (Keck et al., 2013) , whereas in layer 2/3 excitatory cells, we have previously found no evidence for either net increases in spine size or synaptic scaling in adult animals (Barnes et al., 2015) . We first determined whether spine size increased in layer 2/3 inhibitory neurons following monocular enucleation. We focused on a subset of inhibitory neurons that have dendritic spines, a majority of which contain excitatory synapses (Keck et al., 2011) . These cells are largely ($90%) neuropeptide-Y (NPY) positive (Keck et al., 2011) and located in layer 2/3, which also technically facilitates imaging dendritic spines. In these inhibitory neurons, we found an average increase in the population spine size 48 hr after deprivation ( Figures 1A, 1D , and S1A-S1D). This time course was slower than for layer 5 excitatory neurons ( Figures 1B, 1E , and S1E-S1H), where the population spine size increased within 24 hr, consistent with previous results (Keck et al., 2013 ).
An increase in spine size in both inhibitory and excitatory neurons in response to a decrease in overall cortical activity levels could be due to either synaptic scaling or Hebbian-like processes. Before examining the spatial scale of the spine changes we observed in vivo, we wanted to establish whether these changes in spine size shared mechanisms with classical synaptic scaling studied in in vitro preparations or Hebbian LTP-like processes. Previous work has demonstrated that synaptic scaling, but not Hebbian plasticity, is dependent on TNF-a, a cell signaling cytokine released from glial cells (Kaneko et al., 2008; Stellwagen and Malenka, 2006) . TNF-a is thought to be released in response to a reduction in glutamate and to support the persistent expression of synaptic scaling by upregulating AMPA receptor insertion (Steinmetz and Turrigiano, 2010; Stellwagen and Malenka, 2006) . We used a pharmacological approach to inhibit TNF-a by injecting mice before and after they underwent deprivation with a dominant-negative TNF (XPRo1595, see STAR Methods; Lewitus et al., 2014 Lewitus et al., , 2016 to inhibit soluble TNF-a in vivo ( Figure 1C ). Although we still observed a range of spine size changes similar to what we measured in control animals (Figures S1I-S1L), we found that the net in vivo spine size increases were blocked in both inhibitory ( Figures 1D, S1I , and S1J) and excitatory (Figures 1E, S1K, and S1L) neurons in deprived animals that were injected with the TNF-a inhibitor, suggesting that the net increases in spine size reflect a synaptic scaling-like process.
To confirm that TNF-a inhibition also prevented functional measures of synaptic scaling, we made electrophysiological recordings of miniature excitatory postsynaptic currents (mEPSCs) in acute slices prepared from mice 48 hr after enucleation or sham-enucleation ( Figure 1F ). In agreement with the observed in vivo spine changes, we observed a multiplicative increase in mEPSC amplitude in enucleated mice in both inhibitory ( Figures 1G, S1M , S2I, and S2K) and excitatory ( Figures 1H,  S1N , S2M, and S2O) neurons. Synaptic scaling was abolished in deprived animals when they were injected with the TNF-a inhibitor (Figures 1G and 1H, gray; Figures S1O and S1P) , consistent with past work (Kaneko et al., 2008; Stellwagen and Malenka, 2006) . We found a significant increase in mEPSC inter-event interval (consistent with a decrease in frequency) in deprived animals and deprived animals that were injected with the TNF-a inhibitor (Figures S1Q-S1T).
Synaptic scaling is also associated with an increase in the AMPAR subunit GluA2 (Gainey et al., 2009) , which is facilitated (D and E) Spine size normalized to baseline (average of time points -24 and 0) for individual spines in control (black), deprived (red/blue), or deprived with the TNF-a inhibitor (gray) for inhibitory (D) or excitatory (E) neurons. Asterisks denote statistics from one-way repeated-measures ANOVA (see Table S1 ). (F-H) Example mEPSC recordings (F) or average mEPSC amplitude per cell 48 hr after enucleation (red/blue), enucleation with the TNF-a inhibitor (gray), or control (black). (I) (Top) Dendritic section from an excitatory neuron 48 hr after deprivation with immunohistochemistry against GFP (left), GluA2 (middle), and GRIP1 (right). (Bottom) Line trace of fluorescence intensity and the background measured by rotating the individual fluorescence images by 90 (gray). Scale bars, 2 mm and 25 intensity units.
(J and K) Spine size normalized to average control spine size (J) and fluorescence intensity of GluA2 in spines that co-localized with GRIP1 normalized to the background GluA2 fluorescence (K, see STAR Methods and Figures S1U-S1Z) for branches from either inhibitory (red) or excitatory (blue) neurons 48 hr after enucleation or control (black). (Insets) Mouse with objective is in vivo imaging experiment, slice with objective is in vitro imaging experiment, and slice with electrode is in vitro electrophysiology experiment. *p < 0.05; **p < 0.01; ***p < 0.001. For statistical comparisons and n values, see Table S1 . Error bars, mean and SEM. Crossing axons have been removed from images for clarity. See also Figure S1 and Table S1 . by interactions with the AMPAR-binding protein Glutamate Receptor Interacting Protein 1 (GRIP1) (Gainey et al., 2015) . To examine this molecular signature of synaptic scaling, we again prepared brain slices from mice 48 hr after deprivation and performed immunohistochemistry against GFP, GluA2, and GRIP1 (Figures 1I and S1U-S1Y). Spine size ( Figure 1J ), the intensity of GluA2 that is co-localized with GRIP1 in spines ( Figure 1K ), and the GluA2 intensity per unit spine size ( Figure S1Z ) increased following deprivation in both inhibitory and excitatory cells, consistent with measures of synaptic scaling (Gainey et al., 2009 (Gainey et al., , 2015 . Taken together, these results suggest that the observed net increases in spine size are likely due to synaptic scaling, not Hebbian mechanisms, in both inhibitory and excitatory neurons. While synaptic scaling is generally thought to occur cell-wide (Turrigiano, 2012) , it has been demonstrated to be inducible locally at individual dendritic branches in reduced preparations (Sutton et al., 2006) . It is still unclear, however, if synaptic scaling is compartmentalized to individual dendritic branches in vivo. Given the evidence that in vivo spine size changes reflect a TNF-a-dependent scaling-like process, we used spine size increases as a proxy for synaptic scaling to investigate the spatial scale of this process in vivo. To this end, we analyzed the spatial clustering of spine size changes following deprivation. We first quantified if there is clustering of increasing spines within a dendritic branch (see STAR Methods) and found no evidence for spatial clustering more local than branch-wide in either inhibitory (Figures 2A, 2B , S2A, S2C, and S2E) or excitatory (Figures 2A,  2C , S2B, S2D, and S2F) neurons. We then expanded the spatial scale of our analysis to determine if all branches on a cell undergo spine size increases. We found that spines on the same branch as an increasing spine were more likely to increase in size than the population average ( Figures 2B and 2C ), while spines on a different branch (DB) of the same cell were not (Figures 2B and 2C) . We then calculated whether each dendritic branch underwent average increases in spine size or not (see STAR Methods for criteria for ''increasing branches''). Overall, we found that roughly half of all branches in both inhibitory (18/31 branches, or 58%) and excitatory (12/24 branches, or 50%) neurons underwent increases in spine size (see STAR Methods). This proportion was greater than both the fraction of branches that we would expect to increase by chance given the number of increasing spines (see STAR Methods; inhibitory cell branches, 30% ± 1%; excitatory cell branches, 31% ± 1%), and those we measured in control animals (inhibitory cell branches, 11/40 or 28%; excitatory cell branches, 7/34 or 21%). Within individual cells, we found that pairs of branches on the same cell did not always both undergo increases in spine size following enucleation in either inhibitory or excitatory neurons ( Figure 2D ). We confirmed these in vivo findings by imaging dendritic branches in slices prepared from mice that had previously undergone deprivation, showing that pairs of branches on the same cell do not always both have increases in spine size ( Figure 2E ). In these slices, we were able to reconstruct a larger percentage of the dendritic arbor and found that branches with spines that increase in size occurred across all branch orders on the dendritic tree ( Figures S2G and S2H ). These results suggest that increases in spine size do not occur uniformly across all dendritic branches of a given neuron. Instead, spines that increase in size were preferentially located on a subset of the branches in the dendritic tree. This result seemed inconsistent with the observation of multiplicative synaptic scaling from the electrophysiology data ( Figures S2I, S2K , S2M, and S2O), so we used established methods (Kim et al., 2012, see STAR Methods) to determine if multiplicative scaling could occur with only 50% of inputs increasing in size. Consistent with the in vivo imaging results, we found that multiplicative scaling of only 50% of the control mEPSC amplitude distribution gave a better fit to (B and C) Cluster analysis for inhibitory (B) and excitatory (C) neurons. The fraction of spines, at different distances (4 mm bins) from a spine (Sp 0 ) in deprived (red/ blue) animals, that increase in size (at least 1.1 times larger than baseline at 48 hr post-enucleation). Data are plotted when Sp 0 is a spine that increases (red/blue), is any spine from the entire population (black), and where the spatial position of neighboring spines for each increasing Sp 0 is randomly shuffled (gray, Figure 2A) . DB is the probability of an increasing spine on the same cell, but a different branch. Cyan dashed line depicts proportion of all spines increasing. (O and P) Average peak amplitude (O) or average frequency (P) of all dendritic calcium events and branch-specific calcium events. (Q) Percentage difference in total calcium activity attributable to branch specific events (see STAR Methods) between branches in branch pairs. (Insets) Mouse with objective is in vivo imaging experiment; slice with objective is in vitro imaging experiment. NS, no significance; *p < 0.05; **p < 0.01; ***p < 0.001. For statistical comparisons and n values, see Table S2 . Error bars, mean and SEM. See also Figure S2 and Table S2. the deprived distribution than scaling 100% of the control distribution ( Figures S2I-S2P ).
The engagement of homeostatic synaptic strengthening mechanisms, including synaptic scaling, is thought to depend on strong changes in supra-threshold postsynaptic activity (Ibata et al., 2008) . To test if differences in supra-threshold dendritic activity between branches on the same cell could explain the branch-specific changes in spine size that we observed in vivo, we expressed GCaMP6f (Chen et al., 2013) in (NPY-positive) inhibitory or, in a separate set of animals, layer 5 excitatory cells (see STAR Methods). We then measured dendritic calcium transients, as a proxy for suprathreshold activity (back-propagating action potentials and dendritic spikes) in awake headfixed mice, which were free to run on a spherical treadmill with visual stimulation coupled to the mouse's movement. In dendritic branches (Figures 2H and 2I) that shared a branchpoint (as with the structural imaging data in Figures 2D and 2E) located in layer 2/3, we examined calcium transients after enucleation, but before we observed spine size increases (see STAR Methods). We compared the activity in a dendritic branch with (1) activity in another branch that shared a branchpoint, (2) activity in a neighboring region 10 mm away on the same dendritic branch (which provides an approximation of the within-branch signal variability over a spatial scale in which we measured all of the structural imaging branches and do not observe differences in spine size changes, see Figures 2B and 2C), or (3) activity in a branch from a different cell in the same imaging region. Activity levels (measured as the integral of the DF/F 0 signal in the imaging session) were similar in all conditions (Figures 2J and 2K) . The variation in activity patterns (measured as the correlation and mutual information) between branch pairs was indistinguishable from that measured within a single dendritic branch ( Figures 2L, 2M , S2Q, and S2R) but was very different from branches of other neurons in the same imaging field of view for both cell types ( Figures 2L, 2M , S2Q, and S2R). We next examined branch-specific calcium events that occurred in only one of the two dendritic branches ( Figure 2N ; see STAR Methods). We measured the peak amplitude ( Figure 2O ) and frequency (Figure 2P) of branch-specific events and found that these events accounted for a small fraction (<1%) of the overall activity in the branches ( Figure S2S ). Specifically, the activity differences between the branches as a result of these branch-specific calcium events was very small (on the order of 0.20%) and was also similar to the difference in activity between branch pairs attributable to branch-specific events in control animals (Figure 2Q) . Together, these results indicate that between dendritic branchpoint pairs, there are not strong differences in suprathreshold activity that are typically associated with the induction of synaptic scaling (Ibata et al., 2008) .
Given that we did not see large differences in postsynaptic activity between branchpoint pairs, we next examined whether there were clear differences in the total input to branches by measuring spine density in the chronic in vivo imaging data. We found that dendritic branches with spines that underwent increases in size following deprivation also lost more spines following enucleation. They therefore had a lower spine density after enucleation than branches whose spines stayed the same size or decreased following deprivation ( Figures 3A-3C and S3A). It is important to note that the observed effect is not simply that small spines are lost and the absolute spine sizes on the branches are larger after deprivation. Instead, spines on increasing branches get larger relative to their individual sizes prior to deprivation, which is paralleled by spine loss within that dendritic branch. This decrease in spine density was largely a function of spine loss, as we measured no significant difference in new spine formation between control and deprived animals (percentage new spines: inhibitory, control 3.6% versus deprived 3.9%, p = 0.493; excitatory, control 9.3% versus deprived 7.7%, p = 0.993, Chi-square test). Decreased spine density occurred in both inhibitory and excitatory cells ( Figures  3A-3C , S3A, and S3B), but we found no evidence that increasing branches depend on cortical depth ( Figure S3C ), initial spine size ( Figure S3D ), or initial spine density ( Figure S3E ). This decrease in density was observed across a number of spine size increase thresholds ( Figure S3F ). We also observed no spatial clustering within dendritic branches of spine loss (Figures S3G and S3H) and found that dendrite width did not change or alter spine size measures following enucleation ( Figures S3I-S3N ).
We next examined the relative timing of the observed changes by chronically measuring spine size and density following monocular enucleation with in vivo two-photon imaging. Because these increases in spine size happen more rapidly than 24 hr in excitatory cells (but not inhibitory cells), we repeatedly measured the same dendritic branches over a period of 8 hr after enucleation for excitatory cells and over 48 hr for inhibitory neurons. We found that spine density decreases prior to increases in spine size in both inhibitory ( Figure 3D ) and excitatory ( Figure 3E ) neurons.
We then examined if there was a relationship between spine size and spine loss within a dendritic branch in vivo. Following enucleation, we found a negative correlation between the normalized spine density and the normalized size of the remaining spines on that branch for both inhibitory ( Figure 3F ) and excitatory ( Figure 3G ) neurons. Therefore, on dendritic branches that lose more spines after deprivation, the remaining spines undergo greater size increases ( Figures 3F-3H ), but only following enucleation (Figures S3O and S3P) . We then examined this inverse relationship between spine size and spine density in slices we prepared from deprived mice. In these data, we were able to examine branches across the entire dendritic tree, rather than just the distal branches. Across dendrites for all branch orders ( Figures S3Q and S3R ), spine density was lower than control in the dendritic branches whose average spine size was significantly higher than control ( Figures 3I and S3B ). In both inhibitory ( Figure 3J ) and excitatory ( Figure 3K ) neurons, spine density was inversely correlated with spine size. These data further support the results observed with repeated in vivo imaging. This relationship between spine size and density was absent in deprived mice injected with the TNF-a inhibitor, where spine loss still occurred ( Figures 3L, 3M , and S3S-S3V), but there was no spine size increase ( Figure 3N ). Taken together, these results suggest that increases in spine size occur in a dendritic branch-specific manner and are correlated with the degree of preceding spine loss on that branch.
In comparison to the traditional view of global synaptic scaling, with branch-specific synaptic scaling, homeostatic processes are most prominent on dendritic branches that have undergone input loss. A simple consequence of this effect is that activity can be locally restored in deprived branches, without disturbing the existing input-output relationships at the unaffected branches. However, the relative weights of the synapses across the cell are perturbed, since only a subset of synapses are strengthened. We investigated whether there are neural processing benefits to spatially restricted synaptic scaling in comparison to global scaling. We developed a model to examine the effect of branch-specific versus global synaptic scaling on the mutual information between input ensembles and spiking output. To do this, we used an abstract two-layer ''neural network'' model (see STAR Methods; Poirazi et al., 2003;  Figure 4A ) that consists of inputs that are summed and passed through non-linear dendritic compartments. These dendritic outputs are then summed and passed through an additional non-linearity at the soma.
To simulate the in vivo findings, we then eliminated a subset of the inputs (on average 10%) to 50% of dendritic branches and subsequently either (1) scaled synaptic weights on individual branches depending on their degree of individual input loss (branch specific) or (2) scaled synaptic weights equally across all branches by an amount proportional to the total spine loss Table S3 . Error bars, mean and SEM. See also Figure S3 and Table S3. in the cell (global) ( Figure 4A ). We measured the response of the cell (somatic output) to the activation of a fraction of randomly chosen inputs (see STAR Methods). We found that when weights were normalized within a branch rather than globally, the mutual information ( Figure 4B ) between the stimulus (i.e., the specific pattern of inputs that were activated) and the cell's output was higher, suggesting that the neuron has a greater capacity for information after branch-specific scaling. These results are due to a combination of two effects. First, with local scaling, unaffected branches are not modified, so their input-output relationships are unaltered, as described above. Second, in the global scaling condition ( Figure 4A , global), more branches have larger outputs (due to increases in input size without input loss on some branches), so their input sum moves onto the non-linear high plateau section of the sigmoid. Therefore, several different inputs ( Figure 4A , global top, vertical yellow and red dashed lines) result in the same output ( Figure 4A , global top, horizontal red dashed line) and are thus indistinguishable. Also with global scaling, several branches are very low in summed input due to spine loss and limited scaling ( Figure 4A , global top, vertical blue and green dashed lines). Their input sum is in the lower non-linear part of the sigmoid, and they therefore map to the same output ( Figure 4A , global top, horizontal green dashed line). In branchspecific scaling, branches remain in the linear component of the sigmoid and thus have distinguishable outputs ( Figure 4A , branch specific), resulting in higher mutual information between the inputs and outputs ( Figure 4B ). Thus, this local implementation of synaptic scaling provides a mechanism by which activity levels can be adjusted to prevent extreme firing rates, with increases to the information processing capabilities of the neuron relative to global scaling.
DISCUSSION

Branch-Specific Increases in Spine Size
We find that spine size increases following deprivation are TNF-a dependent and occur in parallel with classical signatures of synaptic scaling (mEPSC amplitude increase following decreased sensory activity and increased GluA2 co-localized with GRIP1 in spines). The spatial scale of synaptic scaling in vivo was previously unclear, but there had been indications from reduced preparations that mechanisms associated with scaling can be implemented more locally than cell-wide (Ju et al., 2004; Sutton et al., 2006) . We found that increases in spine size occurred on dendritic branches that had undergone recent spine loss in a subset of both inhibitory and excitatory neurons. Given that this effect occurs across multiple cell types and layers, it may reflect a general phenomenon of homeostatic synaptic compensation following deprivation; however, it is important to note that laminar differences have been reported in homeostatic plasticity paradigms (Desai et al., 2002) , and therefore the mechanisms underlying this phenomenon may be layer specific. Previous work has suggested that plasticity can be implemented locally in dendritic branches (Losonczy et al., 2008; Makara et al., 2009; Sutton et al., 2006) and that there is synaptic weight homeostasis (Bourne and Harris, 2011) , where the overall sum of synaptic area on a dendritic branch is constant across dendritic branches and cells. Together with these previous studies, our results provide further evidence for the dendritic branch as a key processing unit in the brain (Branco and H€ ausser, 2010) .
Synaptic Scaling in Inhibitory Neurons
While synaptic scaling has previously been shown to occur in inhibitory neurons in reduced preparations (Hartman et al., 2006 ), here we demonstrate that synaptic scaling occurs following in vivo deprivation in what are likely NPY-positive inhibitory neurons measured via an increase in mEPSC amplitudes. NPY-positive inhibitory neurons have been implicated in inhibiting seizure-like events in cortex and hippocampus (Baraban et al., 1997; Bijak, 2000) . Thus, homeostatic regulation of their activity levels may be important for preventing runaway excitation. More generally, inhibitory neurons are not only instrumental in regulating network activity levels but also play a role in sharpening tuning curves ( Thus, how and when inhibitory neurons engage homeostatic mechanisms or change their firing rates will influence the overall network activity of excitatory cells.
In the present study, we only examine synaptic scaling, but the resulting activity levels of inhibitory neurons after deprivation will reflect the interactions between multiple homeostatic mechanisms-synaptic scaling, changes in intrinsic excitability, and altering the balance between excitation and inhibition. We have previously reported that on average inhibitory neurons in layer 2/3 of visual cortex undergo an extended (at least 48 hr) reduction in activity following deprivation (Barnes et al., 2015) ; however, within the population, we observed a wide range of activity responses following deprivation, from inhibitory cells that became functionally silent to those that underwent complete recovery of activity or even became more active after deprivation. We previously speculated that the variability in responses could be inhibitory cell type specific (Barnes et al., 2015) , but to date the relationship between homeostatic activity profiles and cell type is still unknown. Different inhibitory subtypes may play different roles in homeostatic plasticity, and therefore our results regarding synaptic scaling could be specific to the inhibitory subtype studied here. If synaptic scaling would occur in many inhibitory subtypes, for cells that show a reduction of activity, scaling alone may not be sufficient to fully restore activity levels to pre-deprivation set points (Hengen et al., 2016) . This interpretation would suggest a balancing role for inhibitory cells in network homeostasis after sensory deprivation, where activity levels in inhibitory neurons remain at moderate levels, sufficient to prevent runaway excitation if necessary, but still low enough to promote overall recovery of activity in the excitatory cells. Elucidating activity profiles and cell-intrinsic and synaptic plasticity mechanisms for specific inhibitory subtypes will be essential for understanding how changes in inhibitory cell activity facilitate network plasticity following input loss.
Potential Mechanisms
We demonstrated that the branch-specific increases in spine size are dependent on TNF-a, which is thought to be released from glia in response to a decrease in glutamate and to facilitate the induction of synaptic scaling (Stellwagen and Malenka, 2006) . Given that glial processes are adjacent to individual or small groups of synapses (Lin and Bergles, 2004) , one possibility is that focal TNF-a release initiates plasticity mechanisms that are spatially mediated by factors intrinsic to the dendrite. These could include molecules with the potential to work at the spatial scale of a dendritic branch. Potential candidates would include retinoic acid (Aoto et al., 2008 ) and brain-derived neurotrophic factor (BDNF) , among others. Our results are also consistent with work showing that the diffusion of postsynaptic components is spatially confined within individual dendritic branches (Cui-Wang et al., 2012) . Thus, the branchspecific nature of our findings may be attributable to postsynaptic plasticity mechanisms, rather than coordinated TNF-a release at numerous synapses across the dendrite.
Given that we observe a decrease in mEPSC frequency, we cannot rule out that presynaptic changes may also contribute to our observed effects, particularly in the initiation of spine loss. The spine loss we observe is not dependent on TNF-a and thus may be mediated by Hebbian-like mechanisms. Previous work has shown clustered spine formation following learning paradigms (Fu et al., 2012) , which may be facilitated by local molecular mechanisms (Harvey et al., 2008 ) associated with Hebbian plasticity induction. Here, we did not find evidence for clustered spine loss following deprivation ( Figures S3G and  S3H) . Thus, while Hebbian depression of synapses may be facilitated by local activity interactions (Winnubst et al., 2015) , deprivation-induced spine loss itself may be more spatially widespread. Previous work in hippocampus has suggested that following potentiation of groups of spines on a dendritic branch, neighboring spines that were not co-stimulated are weakened (Oh et al., 2015) . In our study, we instead find that spine loss precedes spine size increases. Given that in the study of Oh et al. (2015) spine size increase is induced by high frequency stimulation and not a sensory deprivation-induced protocol, the precise mechanisms may be different, but the study does suggest that the local balance between spines that share a dendritic branch may apply more generally and could act through heterosynaptic mechanisms (Keck et al., 2017) . The exact combination of molecular mechanisms underlying our branch-specific phenomenon beyond the dependence on TNF-a release will require future investigation.
We observe that dendritic branches on the same cell do not have the same degree of changes in spine size. While our experiments using the calcium indicator GCaMP6f are likely dominated by suprathreshold activity, we did not see dramatic differences in activity levels or patterns between two branches sharing a branchpoint, and we observed very few dendritic branch-specific events that would be typically associated with dendritic calcium spikes (Cichon and Gan, 2015) . These results are consistent with previous calcium imaging studies that suggest branch-specific calcium events are more prominent in motor cortex (Cichon and Gan, 2015) than in sensory cortices (Xu et al., 2012) . Synaptic scaling is generally thought to require large changes (greater than 20%) in activity levels (Ibata et al., 2008; Turrigiano, 2011) , and we only detect differences in neighboring dendritic activity on the order of 0.2% or less ( Figure 2Q ). We also observed that the proportional relationship between spine size changes and spine loss was only present in deprived animals ( Figures 3F, 3G , S3O, and S3P), suggesting that net spine size increases may require input loss or an overall reduction in activity. In line with previous studies (Fong et al., 2015; Sutton et al., 2006) , one possible interpretation of our results is that more subtle changes in subthreshold activity associated with input loss may be enough to induce synaptic scaling differentially among dendritic branches in the same cell. This idea is consistent with previous work that indicates functional changes at the level of the dendrite are sufficient to induce plasticity, independent of the global changes in activity levels and patterns (Losonczy et al., 2008; Makara et al., 2009; Sutton et al., 2006) .
Consequences for the Network
One of the important properties of synaptic scaling is that by changing the strength of the synapses while maintaining their relative weights, the input-output relationships that were developed prior to deprivation through experience and learning are maintained. We used simulations to compare the effects of global scaling with branch-specific scaling on the mutual information between the inputs and outputs of the neuron. We found that mutual information was greater when scaling occurred locally within a branch, suggesting that information capacity is not maximized with global scaling. This effect results from including an experimentally reported dendritic non-linearity H€ ausser, 2010, 2011; Poirazi et al., 2003) . With global scaling, branches that have not lost spines are still scaled, increasing the overall structural input to the dendrite. Additionally, on branches that have lost many spines, the maintained spines are only moderately increased in strength because all spines on the cell are scaled by an equal fraction. Thus, in the global scaling condition, a fraction of dendritic branches has either very high or very low levels of input because the change in synaptic weights is not proportional to local spine loss. Because of the dendritic non-linearity ( Figure 4A , global), these outlier branches will end up in the extreme ends of the sigmoid summation (the plateaus) and thus will have an altered inputoutput relationship. Alternatively, with branch-specific scaling, the maintained spines are scaled in proportion to the degree of local spine loss. As a result, the dendrites are less likely to have such extreme input levels because the total spine weight is balanced in individual branches ( Figure 4A, branch specific) . A potential benefit of global scaling is that the relative weights of all inputs across the cell are maintained, since they are all changed by the same fraction. One consequence of branch-specific scaling is that the relative weights of individual inputs are altered across branches, since only affected dendrites undergo scaling and thus their individual inputs are increased relative to the population. The consequences of this for neural coding are currently unknown. Our simulations indicate that branch-specific scaling is associated with an increase in mutual information relative to global scaling. Thus, the compartmentalized form of branch-specific scaling may better preserve input-output relationships in neurons with dendritic non-linearities.
Mouse visual cortex is known to be multimodal, showing neural responses to auditory (Ibrahim et al., 2016; Iurilli et al., 2012) , motor (Andermann et al., 2011; Ayaz et al., 2013; Keller et al., 2012; Niell and Stryker, 2010; Pakan et al., 2016; Saleem et al., 2013; Zmarz and Keller, 2016) , and somatosensory stimuli (Yoshitake et al., 2013) , as well as contextual signals (Attinger et al., 2017; Fiser et al., 2016; Roth et al., 2016; Tohmi et al., 2014) . Given recent evidence for inputs with similar properties clustering within a dendritic branch (Iacaruso et al., 2017; Wilson et al., 2016) , alterations to the animal's environment related to a particular stimulus type may lead to drastic activity changes in some branches where inputs related to that stimulus cluster, but not others that have inputs for different types of stimuli. Local compensation of synapses (and in theory activity) prevents any particular stimuli from dominating the output activity levels and patterns for any extended period of time. Additionally, adjusting activity locally in dendritic branches will likely result in activity levels being maintained cell-and network-wide. Overall, branch-specific homeostatic changes provide a mechanism by which activity levels can be regulated without substantial disruption to the existing circuitry that is unaffected by sensory deprivation.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
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Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Tara Keck (t.keck@ucl.ac.uk).
EXPERIMENTAL MODEL AND SUBJECT DETAILS Animals
Experiments were conducted according to the United Kingdom Animals (Scientific Procedures) Act 1986 or were approved by the Veterinary Department of the Canton of Basel-Stadt, Switzerland. We used adult male and female mice (P60-120; n = 60 Thy1-GFP; n = 59 GAD65-GFP; n = 13 C57BL/6; n = 14 Tg(Npy-cre)RH26Gsat). All animals were sex and age matched within experimental groups. Mice were housed with littermates (2-6 mice depending on litter size) and kept on a 12 hr light-dark cycle. Imaging experiments were time matched during the light cycle. C57BL/6 mice were used for functional imaging experiments of excitatory neurons. As a majority ($90%) of inhibitory neurons with dendritic spines in the mouse visual cortex in the GAD65-GFP line express NPY (Keck et al., 2011) , we used Tg(Npy-cre)RH26Gsat mice (Gerfen et al., 2013) for functional imaging of inhibitory neurons. Mice expressing enhanced green fluorescent protein (GFP) under the Thy1 promoter, GFP-M line (Feng et al., 2000) were used for excitatory cell structural imaging, electrophysiology and immunohistochemistry experiments. Mice expressing GFP under the GAD65 promoter (Ló pezBendito et al., 2004) were used for inhibitory cell structural imaging, electrophysiology and immunohistochemistry experiments, where inhibitory neurons with dendritic spines were used in all experiments.
METHOD DETAILS Surgery
For in vivo imaging experiments, cranial windows were surgically implanted over the right hemisphere of monocular visual cortex, as described previously (Holtmaat et al., 2009 ). We made a craniotomy in ketamine/xylazine (0.15 mg/g and 0.015 mg/g of body weight respectively) anesthetized mice and replaced the skull with a glass coverslip that was attached to the bone with dental cement. For functional imaging experiments, mice were injected with AAV2/1-ef1a-GCaMP6f (C57BL/6 mice) or AAV2/1-ef1a-DiO-GCaMP6f (Tg(Npy-cre)RH26Gsat mice) before the glass coverslip was positioned. Mice were allowed to recover for at least 28 days after surgery before imaging commenced. For monocular enucleation, we applied lidocaine (Emla cream) to the area around the left eye in anesthetized mice prior to surgical removal of the eye. Control 'sham-enucleated' mice were given time-matched anesthesia. Animals were randomly assigned into enucleation or sham-enucleation groups, such that half of each litter was in each group. We used intrinsic signal imaging before enucleation to localize the monocular visual cortex as described previously (Keck et al., 2013) . For functional imaging using GCaMP6f, brief isoflurane sedation (approximately 10 s) was used to head-fix the mice before imaging either 4 hr (excitatory cells) or 24 hr (inhibitory cells) after enucleation or sham-enucleated controls. For structural imaging, animals were imaged while anaesthetised with ketamine/xylazine either 1) every 24 hr, twice before enucleation or sham-enucleation and twice after ( Figure 1C ) or 2) once before, then every 4 hr for 8 hr total after enucleation (or sham-enucleated controls) where the animals remained anaesthetized throughout ( Figure 3E ). For the in vivo imaging and slice electrophysiology experiments with the TNF-a inhibitor, mice were injected with XPro1595 (Lewitus et al., 2014 ) (Xencor, Inc) at a dose of 10 mg/kg twice before enucleation and once after (-72,-24 and 24 hr).
Immunohistochemistry
We transcardially perfused either deprived (48 hr post-enucleation) or anesthesia matched sham-enucleated control GAD65-GFP or Thy1-GFP mice with phosphate-buffered saline (PBS), then 4% paraformaldehyde (PFA) and performed immunohistochemistry against GFP, GluA2 and GRIP1. Coronal brain slices were prepared from primary visual cortex at a thickness of 60 mm and incubated in blocking agent (3% Bovine Serum Albumin, 0.25% Triton-X in PBS) and then in primary antibody for 20 hr at room temperature. Slices were then washed 3 times for 10 min in PBS and incubated with secondary antibody for 3 hr. The slices were again washed 3 times for 10 min in PBS before mounting them on a coverslip. We used the following antibodies: anti-GFP chicken polyclonal (Abcam, ab13970, 1:1000), anti-GluA2 mouse monoclonal (NeuroMab, 75-002, 1:300), anti-GRIP1 rabbit polyclonal (Abcam, ab25963, 1:100), goat anti-chicken Alexa Fluor 488 (Invitrogen, A11039, 1:500), goat anti-mouse IgG1 Alexa Fluor 568 (Invitrogen, A21124, 1:500), goat anti-rabbit Alexa Fluor 647 (Invitrogen, A21244, 1:500). Cells located in the monocular portion of primary visual cortex, as identified by stereotaxic coordinates, were imaged using a Leica SP8 confocal microscope (LAS-X software). Images were collected with a Leica 63 3 1.40 NA oil CS2 objective (15506350) and a zoom of 4 3. Parameters of the collected images were 1024 pixels 3 1024 pixels, 46 mm 3 46 mm, 0.5 mm z-step. Custom written software was developed in MATLAB and used to analyze GFP, GluA2 and GRIP1 fluorescence intensity profiles, which were measured in ImageJ.
Electrophysiology
Targeted whole-cell patch clamp electrophysiological recordings of mEPSCs from layer 2/3 GAD65-GFP or layer 5 Thy1-GFP positive neurons were made under epi-fluorescence illumination on a custom built set-up as described previously (Barnes et al., 2015; Keck et al., 2013) . In brief, we prepared acute slices of visual cortex from mice 48 hr after monocular enucleation (or anesthesia matched controls) and recorded in the monocular visual cortex contralateral to the deprived eye. We measured mEPSC recordings in the presence of 1 mM TTX at room temperature, in recording ACSF (in mM, 126 NaCl, 3.5 KCl, 25 NaHCO 3 , 1 NaH 2 PO 4 , 25 D-glucose, 2 CaCl 2 and 1 MgSO 4 saturated with 95% O 2 / 5% CO 2 ). Recordings were disregarded if the cellular resistance was lower than 200 MU, the resting membrane potential was more positive than À60mV, or the cellular resistance or resting membrane potential changed by more than 10% of initial values throughout the duration of the experiment.
Model
We developed a model neuron consisting of Nbr = 20 branches, each of which has Nsyn = 15 synapses. The input patterns x ij were generated from a random uniform distribution from 0.5 to 1.5 (mean of 1), where i is the branch index (from 1 to Nbr) and j is the synaptic index (from 1 to Nsyn). Each dendritic branch computes the weighted (W ij ) sum of its activated inputs, which is then passed through a non-linearity (a sigmoid function) to mimic the nonlinear summation of dendrites (based on Poirazi et al., 2003) . The output of the neuron y is calculated by summing the branch activations and then passing the result through an additional non-linearity, as described by:
where the nonlinearity f is a sigmoid, fðxÞ = 1=1 + e ÀbðxÀmÞ , where b = 0.7, m = 33 are constants for the branch non-linearity f b , b = 5, m = 0.5 are constants for the neuron non-linearity f n , and w b i is the weight of the branch (Poirazi et al., 2003) . The weights w ij are taken from a lognormal distribution with a mean of 30 [a.u.] spanning from 20-150 [a.u.] , based on observations from our experimental data. Conditions of deprived animals are simulated so that 50% of the dendritic branches undergo spine loss, in which on average 10% of randomly selected weights are set to zero. We then apply two possible normalizations to mimic synaptic scaling: either the weights are normalized per branch (branch specific) so that all branches have the same total synaptic weight, or across the whole neuron (global). Increases in input weight and total input loss are balanced so that the total synaptic weight of the neuron is the same in both conditions. Note that the weights that are removed during the deprivation are kept at zero. The neuron was presented with 1000 random input patterns, where a subset of the inputs on a branch is active at one given time. The mutual information between the output y and the inputs x ij (discretized in 10 bins) was computed for the same input patterns in the model conditions of global and branch specific scaling. The process was repeated 100 times to estimate the mean and the standard deviation.
QUANTIFICATION AND STATISTICAL ANALYSIS
Functional imaging and analysis Measurements and analysis of functional imaging data were conducted as described previously (Barnes et al., 2015; Keck et al., 2013; Keller et al., 2012) . Functional calcium imaging of volumes of cortex was performed on a custom built two-photon microscope with an 8 kHz resonance scanner (Cambridge Technology) and a high power objective Z-piezo stage (Physik Instrumente), using a MaiTai eHP laser with a DeepSee prechirp unit (Newport/Spectra Physics) or a Chameleon Vision S (Coherent) set to 910 nm and a Nikon 16 3 0.8 NA objective, as described previously (Barnes et al., 2015) . Data were acquired with a 250 MHz digitizer (National Instruments) and pre-processed with a custom programmed field programmable gate array (FPGA) (National Instruments). The dynamic range of both the amplifier and the PMT exceeded the digitization range and the data acquisition software automatically detected digital saturation of all pixels. Animals were allowed to habituate to the setup, while head-fixed and running freely on a spherical treadmill (Keller et al., 2012) . Animals were presented with vertical visual gratings whose movement was coupled to the animal's movement, alternating with periods of darkness for three minutes each, repeated twice. Imaging data were full-frame registered using a custom written registration algorithm. To remove slow signal changes in raw fluorescence traces, the 8 th -percentile value of the fluorescence distribution in a ± 15 s window was subtracted from the raw fluorescence signal (Dombeck et al., 2007) . Dendritic branchpoints of layer 5 pyramidal cells were identified in the upper layers, where they could be traced below layer 4 to the cell body. Dendritic branchpoints in NPY positive cells were identified and traced to the cell body in layer 2/3. To examine the variation in activity between two dendritic branches at a branchpoint, we measured the correlation between the signals measured in the two dendritic branches. To determine the expected variation within a dendritic branch given our experimental protocol, we measured the correlation between signals in two regions within the same dendritic branch that were 10 mm apart. Finally, we measured the correlation with a dendrite that was in the same imaging region, but on a different cell. For all three of the above descriptions, we also measured the mutual information between the two signals and took the integral of the DF/F 0 signal to measure the total activity. Between the two branches and within a branch, 'branch 1' was randomly chosen, but was consistent across all conditions. To identify calcium transients that were specific to individual branches (branch specific events), we based our criteria on previously published work (Cichon and Gan, 2015) . Calcium transients that occurred in one branch and not the other had to have a peak response of at least 15% DF/F 0 . We measured the frequency and peak amplitude of all identified branch specific calcium events in individual branches. We then measured the total integral of branch specific event activity and all activity in each branch, and measured the percentage of all activity that is attributable to the branch specific events for each dendrite. Finally, we subtracted the total integral of branch specific calcium events in branch 1 of the pair from branch 2 of the pair and took the absolute value. This gave us a measure of how different the overall activity between the branches was in total due to dendritic branch specific calcium events. We made these measurements for both enucleated animals and sham-enucleated controls.
Structural imaging and analysis
In vivo structural imaging and analysis was performed as described previously (Barnes et al., 2015; Keck et al., 2013) . Briefly, we used a two-photon microscope with a MaiTai BB laser with a DeepSee prechirp unit (Newport/Spectra Physics) set to 909 nm and an Olympus 40 3 0.8 NA water immersion objective. The average laser power was kept below 50 mW. For image acquisition, we used Scanimage freeware (VidrioTech). Image parameters were: 64 3 64 mm, 512 3 512 pixels, 0.5 mm step in depth. Three-dimensional in vivo images of dendritic spines were analyzed in ImageJ (NIH), blind to experimental condition and to time. All further analyses were done in custom written MATLAB software (Mathworks, Inc.). Density was calculated as all spines that were clearly visible per micrometer of dendrite. Spine size was calculated as integrated brightness, as described previously (Barnes et al., 2015; Keck et al., 2013) . Briefly, spine intensity was background subtracted and normalized by the intensity of the adjacent dendrite to account for differences in image intensity between imaging time points. Only spines visible in the x-y plane were measured. Because spine size is normalized to the parent dendrite, changes in the width of the dendrite could potentially affect our spine size measurements. We measured dendrite width over our imaging time course at the same position before and after enucleation, with the analyzer blind to time. We next determined the degree of spine size measurement noise attributable to changes in dendrite width by normalizing our spine size measurements at time point 0 hr (just prior to deprivation) to the dendrite at time point 48 hr after deprivation. We compared this value to the same 0 hr spine size normalized to the dendrite at 0 hr. This measure gives us an idea of the variation in spine size that would result from any changes in the dendrite width ( Figures S3J and S3L-S3N ).
Dendritic branches imaged in vivo were defined as undergoing increases in spine size (''increasing branches'') if they had a significant increase of at least 10% (or 1.1 when normalized) in average normalized spine size (> 90 th percentile of control distribution), when normalized to baseline for individual spines. Our results did not change qualitatively when using different thresholds ( Figures  S2C, S2D , and S3F). Branches also needed to have more than 45% (> 90 th percentile of control distribution) of dendritic spines increasing in size above the 1.1 value. This constraint prevents single large outlier spines from determining the classification of a dendrite as increasing. The same criterion was applied to dendritic branches from immunohistochemistry experiments (which are from a single time point), but here individual spines in deprived animals were normalized to the average spine size in control animals. To determine the chance levels of dendritic branches imaged in vivo undergoing increases in spine size given the total number of individual dendritic spines that increase in size, we generated 100 datasets of 30 simulated dendritic branches, in which we randomly chose 25 dendritic spines, with replacement, from all dendritic spines measured in deprived animals. We then calculated the average spine size and proportion of spines increasing in size for these simulated dendritic branches to determine the fraction of branches that met our criteria for a branch undergoing increases in spine size by chance. For analyses where we grouped branches into increasing, same and decreasing, increasing branches used the same criteria as above. Of the remaining branches, same branches had an average change in spine size between 0.9 and 1.1 and branches that decrease had an average change in spine size below 0.9. Related to the timing of spine size increase and spine loss, we examined the time point at which the spine size increased according to our criteria and determined the fraction of branches that had a decrease in spine size in the previous time point. (Inhibitory: Increasing branches = 81%, Non-increasing branches = 27%, p = 0.007, z-test. Excitatory: Increasing branches = 80%, Nonincreasing branches = 30%, p = 0.025, z-test.).
For the cluster analysis, we measured whether a spine increased or not for every spine on a dendrite based on a scaling threshold (1.1, 1.15, 1.20), measured as the size at 48 hr after enucleation and normalized to baseline for each individual spine. For all increasing spines Sp 0 , we calculated the proportion of all neighboring spines that also increased by the same threshold a given distance away from the increasing spine, either in 4 mm bins, based on the average interspine interval (inhibitory neurons: 4.2 ± 0.1 mm; excitatory neurons: 3.5 ± 0.4 mm), or 10 mm bins. Positions of dendritic spines on branches with increasing spines were then randomly shuffled, so that branches had the same number of spines as before with the same distribution of distances, but not in the same spatial order (Figure 2A) . The same calculation for clustering was then performed on the shuffled data. The population distribution (Figures 2B and 2C, black) was calculated in the same way as above, but for all spines in the population serving as Sp 0 (increasing and not), rather than just spines that increase in size. Finally, the same calculations were performed specifically for spines, Sp 0 , that did not increase in size ('same', normalized size between 0.9 and 1.1) or decreased in size (normalized size below 0.9), with neighboring spines that did exceed the scaling threshold. Based on Fu et al., 2012 , spine position was measured from the position where the spine touched the dendritic shaft, without consideration for the direction in which the spine extended. Thus, spines that extend directly opposite one another on the dendrite were considered 0 mm apart. Distance between spines was calculated as the distance along the dendrite between the positions where each respective spine meets the dendrite. We ran the clustering analysis for all spines imaged, so not all spines had the same number of neighbors in each distance bin. The average number of stable spines per dendritic branch was inhibitory: 13 ± 1 stable spines; excitatory: 16 ± 2 stable spines. The different branch (DB) condition was calculated for each spine by randomly choosing a single spine on a different branch of the same cell. To get a DB probability for each spine Sp 0 , we repeated this sampling, with replacement, ten times. We also calculated the interspine distance between lost spines to determine if there was clustering of spine loss. We measured all lost spines' positions, independent of the time point in which they were lost. We then measured the distance between each lost spine and its nearest lost spine neighbor. We did this analysis for both control and deprived animals. Then, on dendrites from deprived animals, we shuffled the position of the all spines on the dendrite (lost, stable and new), and again calculated the interspine distance between lost spines.
Immunohistochemistry image analysis
The peak of the GFP intensity profile was used to localize the values from the intensity profiles of both the GluA2 and GRIP1 images within individual spines. To control for non-specific immunostaining, the GluA2 and GRIP1 intensity values were then normalized to a 90 degree rotation of the original fluorescence image (background value) within the spine. We measured the peak intensity of GluA2 that co-localized with GRIP1. Co-localization was determined as dendritic spines that had an intensity of both GRIP1 and GluA2 that was greater than two standard deviations above their respective background fluorescence. Measurements were then averaged for all spines on the entire dendrite that co-localized with GRIP1. For a given spine, the GluA2 to spine size ratio values were calculated by dividing the normalized GluA2 intensity value at a spine by the integrated brightness of that spine ( Figure S1Z ). We measured spine size in these slices in the same way described for in the in vivo spine size measurements. Branch order measurements were made in all slices where we could trace the analyzed branches back to the soma. All data collection and analysis was done blind to experimental condition.
Electrophysiology analysis
Analysis of mEPSCs was conducted blind to experimental condition using Mini Analysis (Synaptosoft, Inc.). Parameters were as described previously, with 30-50 mEPSC events taken per cell (Barnes et al., 2015; Keck et al., 2013) . Briefly, amplitudes were greater than 5 pA and 20%-80% rise times of less than 1 ms. In order to determine whether the mEPSC amplitude distribution exhibited multiplicative scaling we adapted a previously published approach . A range of multiplicative scaling factors were used to scale either 100% or 50% of the control mEPSC amplitude distribution to the deprived distribution. We then compared each (50% or 100%) scaled control distribution to the measured deprived distribution using Kolomogrov-Smirnov tests (K-S test) for each scaling factor tested ( Figures S2I-S2P ). The highest non-significant p value from the K-S test was considered the best scaling factor. For cases where 50% of the control distribution were scaled, we randomly sampled values based on the underlying probability distribution of the control sample, which was non-parametric. We then combined these 'scaled' values with the remaining non-scaled values to get a 50% scaled distribution.
Statistics
Statistical analyses were performed either in MATLAB or SigmaPlot. Data were tested for equal variance and normality (Shapiro-Wilk test) and then comparisons were made using parametric or non-parametric tests, as appropriate (t test, paired t test, z-test Chi-square test, Wilcoxon Signed Rank test, Mann Whitney Rank Sum test, One-Way ANOVA with Holm-Sidak post hoc test, repeated-measures ANOVA with Holm-Sidak post hoc test, ANOVA on Ranks with Dunn's Method post hoc test or a Two-Way ANOVA with Holm-Sidak post hoc test, Kullback-Leibler divergence test). For normalized dendritic spine size, data were log 10 transformed (Loewenstein et al., 2011) before statistical tests were run, as noted in the text. Statistical tests were two-sided. Correlation coefficients were calculated with a Spearman's rank or Pearson's correlation coefficient. A power analysis was performed to ensure we used a sufficient sample size. Specific statistical tests used for all figures along with the number of samples and details of center and dispersion measures can be found in supplemental tables S1-S3 and the figure legends.
DATA AND SOFTWARE AVAILABILITY
Requests for data and software should be directed to the Lead Contact, Tara Keck (t.keck@ucl.ac.uk) and will be made available upon reasonable request.
Code availability
The code used for image registration and data acquisition of the functional data is available at https://sourceforge.net/projects/ iris-scanning/.
