Extending the memory times of trapped-ion qubits with error correction
  and global entangling operations by Seis, Yannick et al.
Extending the memory times of trapped-ion qubits
with error correction and global entangling operations
Yannick Seis,1, 2 Benjamin J. Brown,3, 4 Anders S. Sørensen,1, 2 and Joseph F. Goodwin5, 6
1Niels Bohr Institute, Blegdamsvej 17, 2100 Copenhagen Ø, Denmark
2Center for Hybrid Quantum Networks (Hy-Q), Niels Bohr Institute, Blegdamsvej 17, 2100 Copenhagen Ø, Denmark
3Niels Bohr International Academy, Niels Bohr Institute, Blegdamsvej 17, 2100 Copenhagen Ø, Denmark
4Centre for Engineered Quantum Systems, School of Physics,
University of Sydney, Sydney, New South Wales 2006, Australia
5Quantum Optics and Laser Science, Blackett Laboratory, Imperial College London, London, SW7 2AZ
6Clarendon Laboratory, Parks Road, Oxford, OX1 3PU, United Kingdom
(Dated: September 5, 2018)
The technical demands to perform quantum error correction are considerable. The task requires
the preparation of a many-body entangled state, together with the ability to make parity mea-
surements over subsets of the physical qubits of the system to detect errors. Here we propose two
trapped-ion experiments to realise error-correcting codes of variable size to protect a single encoded
qubit from dephasing errors. Novel to our schemes is the use of a global entangling phase gate,
which could be implemented in both Penning traps and Paul traps. We make use of this entangling
operation to significantly reduce the experimental complexity of state preparation and syndrome
measurements. We also show, in our second scheme, that storage times can be increased further
by repeatedly teleporting the logical information between two codes supported by the same ion
Coulomb crystal to learn information about the locations of errors. We estimate that a logical qubit
encoded in such a crystal will maintain high coherence for times more than an order of magnitude
longer than each physical qubit would.
I. INTRODUCTION
The realisation of quantum technologies will require
the long-term maintenance of coherent quantum states.
To this end we have recently seen impressive experimen-
tal results demonstrating small instances of quantum er-
ror correction using superconducting qubits [1–5] and ion
traps [6–8]. These experiments demonstrate the manipu-
lation of complex many-qubit entangled states such that
encoded quantum information can be recovered, even if
some of the physical qubits are subject to errors.
The long-term goal of quantum error-correction is to
construct codes of arbitrary size that are robust to all
types of local quantum noise. This ability will enable
us to store quantum states with arbitrarily high fidelity
by increasing the size of the quantum error-correcting
code, provided the noise acting on the system is suffi-
ciently weak. The preparation and manipulation of states
stored in these codes presents a significant challenge,
since it requires a high level of control over the phys-
ical components of the codes. To facilitate large scale
error correction, it is thus desirable to find simple ap-
proaches to realise codes that extend the coherence time
of an encoded logical qubit beyond that of its constituent
parts [9]. Moreover if we can interact our
In this Manuscript we propose a simple experiment to
extend the coherence time of an encoded qubit by real-
ising a large error-correcting code written on a Coulomb
crystal of trapped ions. Given that trapped ion qubits
are typically far more vulnerable to dephasing noise than
depolarization (spin-flip) noise, improvements in coher-
ence time can be achieved by using a biased code that
protects the encoded information exclusively against de-
phasing errors. We thus propose an experiment to realise
a repetition code of variable size that is sufficient to pro-
tect against such errors. Novel to our proposal is that all
the necessary entangling operations are performed glob-
ally. This greatly reduces the experimental complexity
of the scheme, as addressability of a single ion is only
required for incoherent initialisation and read-out opera-
tions. This is of particular utility to Penning trap imple-
mentations, where large Coulomb crystal qubit registers
can be conveniently produced but addressing single ions
is more challenging due to the rotation of the crystal.
We remark that the entangling operation we use to
measure syndrome data is not fault tolerant. Indeed, due
to its global nature, small imperfections in its execution
will introduce an error on a given ion with a probabil-
ity that scales with the size of the system. However,
the errors that the entangling operation is most likely
to introduce are those that are identified and corrected
by the code we prepare and therefore do not present a
significant problem for codes of modest size. Instead,
small imperfections in the entangling operation control
parameters only reduce the threshold of dephasing noise
the code will tolerate. Our scheme thus suggests that we
may be able to design simpler and more experimentally
amenable architectures for small-scale quantum compu-
tation by relaxing certain demands for fault tolerance.
Our scheme improves and simplifies earlier work [10]
where it was shown that both the five-qubit repetition
code, and the five qubit code [11] can be encoded and
read out in a Penning trap using only global opera-
tions. This earlier work exploited the rotational symme-
try of the Penning trap to exhaustively search for global
operations that realise the required unitaries. Such a
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2method is limited, as the space over which to search grows
rapidly with the size of the code. Here we take a system-
atic approach to discovering global entangling operations
by studying only the centre-of-mass (CoM) vibrational
mode of the Coulomb crystal. We find that this global
operation is sufficient to realise a repetition code of ar-
bitrary size. We also propose a method of reading out
syndrome data with global operations. We achieve this
by partitioning our ion trap into two separate codes and
teleporting the quantum information between the codes.
The teleportation measurement identifies and corrects er-
rors on the physical qubits, up to a Pauli error on the log-
ical qubit heralded by the outcome of the measurement.
Given that our scheme only protects against dephasing
errors, we cannot scale the repetition code arbitrarily as
the effects of spin-flip errors become appreciable in large
codes. However, as the spin-flip rate is many orders of
magnitude smaller than the dephasing rate, correcting
dephasing errors allows us to improve the storage time
of an encoded qubit. Protection against the small resid-
ual spin-flip error rate could be provided by integration
into distributed quantum error-correction schemes [12–
15], further extending the lifetime of the encoded qubits.
Such distributed schemes have been considered explicitly
for trapped ions in Refs. [16, 17]. We also point out re-
cent work [18] where biased codes such as those we study
have been considered in schemes for universal quantum
computation with low resource costs.
This Manuscript is structured as follows. In Sec. II
we describe the experimental setup, the operations we
have available, and the states we use in our code. In
Sec. III and IV we give the explicit program to execute
error correction. Finally in Sec. V and VI we consider the
feasibility of our proposal by means of a noise analysis.
We give some concluding remarks and propose extensions
in Sec. VII. Appendices A, B, C and D give technical
details of important calculations.
II. EXPERIMENTAL SETUP
We consider a Coulomb crystal of N ions. Qubits are
encoded on either the Zeeman or hyperfine sublevels of
the S1/2 ground state of each ion of the crystal, depend-
ing on the chosen species of ion. We will typically write
qubits using the eigenbasis of the Pauli-Z operator, such
that a qubit register is denoted |s〉 = |s1s2 . . . sN 〉 where
sj = 0, 1. We denote the standard Pauli matrices acting
on the j-th qubit of the register as Xj , Yj and Zj . States
|±x〉 = (|0〉 ± |1〉)/
√
2 and |±y〉 = (|0〉 ± i |1〉)/
√
2 denote
the eigenstates of the Pauli-X and Pauli-Y matrices with
eigenvalue ±1, respectively.
State preparation of the qubits is achieved by optically
pumping the ions on a strong dipole transition, driving
the population into |0〉 or |1〉 as required. Projective mea-
surements in the Pauli-Z basis are performed by driving
the qubit on the dipole transition and observing state
dependent fluorescence. Collective local rotations Rx(θ)
θ
ωL
ω
L +
µ
L
B
FIG. 1: A Penning trap with N ions and a static central
ion coloured red. The optical dipole force beams shown in
blue produce a travelling-wave optical lattice with wavevector
perpendicular to the plane of the crystal. For appropriate
choices of beam polarisation, this produces periodic, spin-
dependent, optical dipole forces at the difference frequency
µL.
and Ry(θ) of all the qubits in the trap can be achieved via
the application of radio-frequency (RF) or microwaves at
the qubit splitting frequency.
Many-ion entanglement can be achieved via a gener-
alised geometric phase gate, namely a periodic, state-
dependent optical dipole force (ODF) [10, 19, 20] tuned
close to a vibrational mode of the Coulomb crystal, en-
tangling spin states to states of motion. If the ODF drive
frequency is detuned from the vibrational resonance, the
motional excitation will periodically return to zero. The
spin states are thus disentangled from the motion, but
acquire a geometric phase proportional to the degree of
excitation [21, 22].
Such an ODF can be produced by a pair of crossed
Raman lasers (Fig. 1) that produce a travelling one-
dimensional optical lattice across the crystal with fre-
quency µL, given by the frequency difference between
the two laser beams. In general, the phase of the optical
lattice must be the same for all the qubits driven by the
entangling gate. For many-qubit gates this means that
the plane of the lattice must be aligned to the plane of the
Coulomb crystal, limiting us to driving transverse vibra-
tional modes of one- and two-dimensional crystals. By
tuning the ODF drive frequency close to different vibra-
tional modes of the crystal it is possible to achieve cou-
plings to the qubit register identical to the mode eigen-
vector. Previously it was proposed to use such inhomo-
geneous couplings to produce complex entanglement in
Penning traps, where the target state shared the symme-
try of the driven mode [10]. In contrast, the protocols
described in this proposal utilise excitations of the CoM
mode alone, which couples homogeneously to all ions in
the crystal.
3A. Unitary operations in ion traps
Using this setup, we design an experiment to prepare,
maintain, and read out logical information encoded with
a repetition code which we describe shortly. We first
describe the experimental capabilities that we will require
to realise the different protocols given in Sec. III.
Firstly, we require the ability to measure and prepare
one of the qubits of the crystal separately, so that we
can rotate it onto an arbitrary state using standard tech-
niques. This will play an important role in the encoding
protocols; we will address the logical information during
the encoding into and reading out of the crystal by appro-
priately rotating and measuring this qubit. In general,
addressing of single ions within a planar Coulomb crys-
tal confined in a Penning trap is extremely challenging
as the crystal rotates at ∼100 kHz. However, for certain
choices of ion number N , the resultant crystal will in-
clude a single ion that remains stationary at the centre
of the rotating crystal. We can individually address this
central static ion with a focused beam without interact-
ing with the other mobile ions of the crystal. We refer to
this ion as the ‘hub’ qubit, shown in red in Fig. 2(a).
More generally, the rotation of the crystal in a Penning
trap restricts our protocols to operations that either ad-
dress the entire ion crystal globally or address subsets
of the crystal which can be manipulated i.e. initialised,
measured and rotated without affecting the other sub-
sets. Such partitions can, for example, be all ions at a
given radial distance from the axis of rotation, dividing
the crystal into concentric rings. A laser focused at the
appropriate radial displacement will interact with each
of the ions in a partition in turn, as the crystal rotation
moves them through the beam. Fluorescence can be asso-
ciated with each ion via time-tagging of the detected pho-
tons, a technique successfully demonstrated in a Penning
trap [23, 24]. In a linear Paul trap, the partitions would
be formed along a length of a one-dimensional Coulomb
crystal, as shown in Fig. 2(b), while the single hub qubit
could be any qubit in the string.
By combining projective measurements and state
preparations in the Pauli-Z basis with collective RF or
microwave rotations of the whole register, it is possi-
ble to measure and prepare partitions in other bases as
required. As we only require control of the individual
partitions during state preparation or readout, no local
coherent control is required, avoiding the experimental
complexity associated with high-fidelity single qubit ma-
nipulation.
To generate the entanglement to complete both of our
protocols we require the ability to perform a global uni-
tary operation U such that, up to local Pauli-Z rotations
on the individual spins, we have
U |s〉 = (−1)|s|(|s|−1)/2 |s〉 , (1)
on basis states |s〉 where |s| is the Hamming weight of s,
i.e., the number of spins of |s〉 in the |1〉 state. In App. A
we show that driving the CoM interaction for time T =
(a) Penning trap architecture
(b) Paul trap architecture
FIG. 2: The partition of our trapped ion crystal into two
subsets (green and blue), with the hub qubit in the center
(red).
2pik/δ, with integer k, detuning δ = µL−ω1, CoM mode
frequency ω1 and appropriately chosen ODF magnitude,
allows us to implement this unitary operation. We also
note that provided we keep track of the local Pauli-Z
rotations that may occur we need not correct the single-
qubit rotations. Indeed, as we will see, they do not alter
the capability of the code to protect against dephasing
errors. Specifically, we have that U ∼ U ′(T ) where
U ′(T ) = e−iHintT , (2)
with the interaction Hamiltonian for the CoM vibrational
mode
Hint =
J
N
N∑
j<k
ZjZk, (3)
and
J ≈ F
2
4Mω1δ
, (4)
where each ion has mass M , and the travelling one-
dimensional optical lattice imparts a periodic force on
each ion with magnitude F and frequency µL.
III. PROTOCOLS
Having introduced the experimental setup we now
give explicit programs to carry out two different error-
correction protocols, the simplified protocol, and the dou-
bled protocol. Both protocols are based on the repetition
code. For more information on which we refer the reader
to Appendix B.
The simplified protocol encodes logical information
onto one code of size n = N−1 of the N ions in the crys-
tal. When the encoded information is teleported back
onto the hub qubit to be read out, this protocol allows
us to learn syndrome information about the phase errors
which have occured. Based on this syndrome we can then
recover the quantum state in the hub qubit.
4In the second protocol, the doubled protocol, we parti-
tion the crystal into two codes of size smaller than N/2.
With this protocol, we are able to repeatedly obtain syn-
drome data by teleporting the encoded information be-
tween codes, thus enabling us to correct for errors while
continuously protecting the information with an error-
correcting code.
As the simplified protocol is a special case of the dou-
bled protocol, we give explicit details for the doubled
protocol, and then summarise the stages we omit to ex-
ecute the simplified protocol.
A. The doubled protocol
We first define the code partitioning. The crystal is
divided into three subsets Q1,Q2 and Qh as is illustrated
in Fig. 2. Subsets Q1 and Q2 support codes 1 and 2,
respectively. As discussed in Sec. II, we can address each
of the subsets separately, however, each of the qubits in a
given subset are all either rotated or measured together
in a uniform basis.
In what follows we describe the steps to encode and
read out logical information from the qubit register, to-
gether with the steps we follow to learn syndrome data
while information is encoded on the register. Here we fo-
cus only on the procedure to perform the different proto-
cols; details explaining how the protocols work are given
in Appendices A, B and C. Technical details on how to
achieve the different protocols in the laboratory are given
in Appendix D.
The following three steps first encode an arbitrary state
onto a repetition code across the qubits of subset Q1.
1. Initialise the crystal such that the qubits of Q1 are
in the state |+x〉, the qubits of Q2 in the state |0〉,
and the hub qubit in the state we wish to encode
|ψy〉 = α |+y〉+ β |−y〉.
2. Apply the global unitary U .
3. Measure the hub qubit in the Pauli-X basis to tele-
port the information onto Q1, up to a correction
determined by the measurement outcome.
We note that the qubits that are initialised in the state
|0〉 do not interact with the other qubits of the system
under the action of the ODF. Rotating them into this
state therefore isolates them from the other qubits, which
we wish to target with the unitary U .
By completing the first three steps we teleport the log-
ical data onto a repetition code encoded on Q1. From
here we can measure syndromes while maintaining the
encoding by teleporting the information onto a second
partition Q2, via entanglement of the two partitions and
measurement of the qubits of Q1. Alternatively we can
read out the information by teleporting the logical state
back to the hub qubit, which provides us with syndrome
data while decoding the information. To read out the en-
coded information, we proceed to step 7 below. To move
the encoded information to a new partition, we continue
with steps 4 to 6.
4. Prepare all of the qubits of Q2 in the state |+x〉.
5. Apply the U operation.
6. Measure all of the qubits of Q1 in the Pauli-X ba-
sis to teleport the state onto Q2 up to a correction
determined by the majority outcome of the X mea-
surements.
The program between step 4 and step 6 teleports the
protected information from Q1, which has suffered phase
errors, to the freshly initialised state in Q2 which has not
yet undergone decoherence. Any ions that have experi-
enced dephasing errors will give a inverted measurement
outcome in step 6, providing the necessary syndrome.
By determining the teleportation correction via a major-
ity vote we effectively utilise this syndrome data, ensur-
ing that the protocol preserves the logical state provided
fewer than half the qubits experience errors. Similarly,
if the information is stored on Q2, we can detect and
correct for errors by performing the reciprocal operation
where we teleport the information from Q2 to Q1.
Note that while we carry out steps 4 through 6, the
hub qubit remains idle. During this period, we are free
to include the hub qubit within one of the code subsets
provided it is once again isolated before proceeding to
step 7.
In the final steps we read out information from the
code, where in the following steps we suppose that infor-
mation is stored in code 1. However, the steps are easily
adapted if information is stored in code 2. The readout
steps are as follows.
7. Initialise the hub qubit to |+x〉 and pump the
qubits in Q2 onto an eigenstate of the Pauli-Z op-
erator.
8. Apply U .
9. Measure the qubits of Q1 in the Pauli-X basis to
teleport logical information back to the hub, deter-
mining the appropriate Pauli correction via a ma-
jority vote of the measurement outcomes.
With the logical information moved back to the hub
qubit, we are free to extract this quantum information
via single-qubit operations.
B. The simplified protocol
In the simplified protocol we follow the program above,
except steps 4, 5 and 6 are skipped. Moreover, qubit
subset Q2 is an empty subset, and Q1 contains all of the
qubits of the crystal except for the hub qubit.
5(a) (1,6)
(b) (1,12) (c) (1,36)
(d) (1,6,12) (e) (1,18,18)
FIG. 3: The partition of our Penning trap ion crystal into
two subsets (Q1 in green and Q2 blue), with the hub qubit
Qh in the center (red). The subfigures show crystals with up
to three full concentric rings of 6, 12 and 18 ions. Subfigures
(a), (b) and (c) show the configuration for the simplified pro-
tocol, whereas subfigures (d) and (e) give the partitions for
the doubled protocol.
IV. SMALL IMPLEMENTATIONS
It is worth considering the smallest implementation of
our protocol. In a Paul trap, the simplified protocol can
be performed with any linear crystal of length ≥ 4 ions,
where one ion is reserved as the hub qubit. The dou-
bled protocol requires any crystal with ≥ 7 ions. Due
to the geometry of a Penning trap, the configurations
of ions we have available is restricted, as any code must
be written on a crystal configuration that is symmetric
about a single central hub ion. The smallest possible
configuration for the simplified protocol consists of a hub
qubit surrounded by five code qubits, as demonstrated in
Ref. [10]. For larger crystals, assuming we consider only
those with complete hexagonal ‘rings’, possible configu-
rations consist of {Qh,Q1} = {1, 6}, {1, 18} and {1, 36}
ions. The simplest configurations for the doubled proto-
col are {Qh,Q1,Q2} = {1, 6, 12} and {1, 18, 18}. These
configurations are given in Fig. 3.
V. NOISE ANALYSIS
We now investigate how our two proposals perform in
the presence of environmental noise and imperfect oper-
ations.
A. Noise model
Qubits encoded in ions are usually much more vuner-
able to dephasing errors than spin flips. To model this
noise bias, we assume that ions dephase with a rate γZ ,
and spin flips occur at a rate γX . The noise bias is thus
defined as η = γZ/γX . Unless we specify otherwise, we
will take η ∼ 104, as this is a typical value for qubits
encoded in electronic ground state sublevels. For conve-
nience we will work in units where γZ = 1.
Given these parameters, the noise incident to each ion
is described by the noise map E = EZ◦EX , where EX (EZ)
describes spin-flip (dephasing) noise acting on each indi-
vidual ion of the system. At time t after initialisation,
we write these maps as
Eσ(ρ) = (1− pσ(t))ρ/2 + pσ(t)σρσ/2, (5)
where σ = X,Z are the standard Pauli matrices,
pX(t) = (1− e−t/η)/2, (6)
and
pZ(t) = (1− e−t)/2. (7)
It is worth noting that the noise channels EZ and EX
commute. We are therefore able treat the two channels
separately. To simplify our analysis, we also frequently
make the assumption that pX(t) and pZ(t) are small.
B. Figure of merit
To quantify and compare the performance of different
protocols, we require a suitable figure of merit, which we
take to be the high-fidelity time as defined in Ref. [10].
Specifically, we calculate the time, τ , before which no
logical error, of any form, has been introduced to the en-
coded information with probability more than  ∼ 0.01.
Maximising this storage time for the parameters of the
protocols will allow us to compare the storage schemes
with information storage in a single qubit.
C. The simplified protocol
We first consider the simplified protocol using a crys-
tal of N ions. We teleport information from the central
hub ion onto a code of size n = N − 1. We then tele-
port the information back to the hub qubit to read the
encoded information. This protocol is a generalisation of
the repetition-code protocol presented in Ref. [10] where
N = 6. As we will show, we find that we can extend the
storage time over that of a qubit encoded with a single
ion by a factor of 38 for the case of η ∼ 104. We achieve
this improvement with a crystal of size N ∼ 80 ions.
With the repetition code, the logical information is
lost once a single spin flip is introduced to the system.
We find the probability PX(t, n) that a single spin has
flipped scales linearly with n as described by the first-
order expression
PX(t, n) ≈ npX(t) ≈ nt
2η
. (8)
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FIG. 4: The fidelity due to bit-flips (blue) and phase-flips
(red) at a fixed ratio η = 104 for varying number of phys-
ical qubits: 60 (dotted), 80 (solid) and 100 (dashed). The
resistance of the code to phase-flips improves with increasing
number of qubits (red arrow), but it becomes more suscepti-
ble to bit-flips (blue arrow). The optimal number of physical
qubits in the simplified protocol for η = 104 is about 80, which
is when the fidelity losses due to bit and phase-flips are equal.
The maximum storage time with an error  = 0.01 is then
τsim = 1.25 · γ−1Z . In contrast, the memory time of a single
ion, ∼ 0.02·γ−1Z , is shorter by almost two orders of magnitude.
where each ion of the system is subject to the noise map
EX given in Eqn. (5), and where we have assumed that
pX(t) is small.
We can correct dephasing errors introduced to the rep-
etition code provided fewer than half of the qubits have
experienced dephasing. The probability that a majority
of qubits suffer a dephasing error is
PZ(t, n) =
n∑
j=ne
(
n
j
)
pz(t)
j(1− pz(t))n−j , (9)
where each ion is subject to the noise map EZ and ne =
(n−1)/2 when n is odd and ne = n/2−1 when n is even.
We optimise the performance of the code by choosing
n such that the logical failure rate due to bit-flips and
dephasing errors both remain suitably low. If the number
of ions is too few, the logical information is vulnerable
to phase-flips. At the same time, bit-flip errors degrade
the stored state by a small amount. By increasing n,
we improve the protection that the code offers against
dephasing errors. However, logical errors due to bit flips
become more appreciable. If n becomes too large, while
we have very good protection against dephasing errors,
the probability that a logical error occurs due to bit-flip
errors becomes too great. We find the optimal number
of ionic qubits, nopt, such that the high fidelity time of
the simplified single code protocol, τsim, is maximised.
Specifically, we will evaluate nopt such that
PZ(τsim, nopt) = PX(τsim, nopt) =

2
. (10)
In Fig. 4 we illustrate the performance of the code for
different values of n. As the number of qubits is increased
towards nopt, the logical X and Z error probabilities con-
verge. The optimal case is indicated by the circle in Fig.
4, where the solid black, red and blue curves intersect.
We now consider the optimal number of ions for a range
of noise biases η and how to determine the improvements
in high-fidelity time. In Fig. 5 we plot nopt as a function
of η where solutions of Eqn. (10) are evaluated numeri-
cally. We find that the optimal number of physical qubits
in the code increases as a power law with η. For our
choice of  = 0.01, we find from the data that the opti-
mal number of ions scales with η by the expression
nopt = 0.048 · η0.80 + 5. (11)
Having evaluated nopt we can now determine the op-
timal high-fidelity time for a given setup with noise-bias
value η. Inverting Eqn. (8) we find
τsim =
η
2nopt
. (12)
where we can evaluate nopt using Eqn. (11). From this
expression, we have τsim = 1.25 · γ−1Z for η ∼ 104 in
agreement with the results shown in Fig. 4.
To show how the coherence time improves using the
simplified protocol we compare the high-fidelity time of
the encoded qubit with the high-fidelity time of a qubit
encoded in a single ion subject to Z errors which we
denote τ1. From Eqn. (7), we take all errors to be caused
by dephasing and equate pZ(τ1) =  = 0.01. We then
have
τ1 = − ln (1− 2) ∼ 0.02 · γ−1Z . (13)
For the case of η = 104, we find τsim/τ1 ∼ 63 for a crystal
of size N = nopt ∼ 80 ions. Hence a substantial improve-
ment in storage time is achieved with this protocol.
It should be emphasised that nopt is the limit up to
which it is beneficial to use the simplified protocol. If
experimental considerations make this large a number of
qubits impractical, improvements in storage time can still
be achieved with smaller repetition codes.
D. The doubled protocol
We next investigate the doubled protocol. In this pro-
tocol we teleport the encoded information onto a second
repetition code as we read out syndrome data. This al-
lows us to repeatedly learn syndrome data without break-
ing the encoding and thus allows for multiple rounds of
error correction. This ability comes at the expense of
reducing the number of qubits ndbl in each of the two
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FIG. 5: The optimal number of qubits as function of qubit
bias η. This is the qubit number for which the state fidelity
is degraded by the same amount by X and Z errors. The fit
given in Eqn. (11) is shown by the red curve.
codes by more than half. Nevertheless, we will show that
we can extend the coherence time of encoded information
beyond that of the simplified protocol. This is possible
provided teleportation can be repeated with sufficient fre-
quency that logical information is repeatedly moved onto
a new pure code state before too many errors accumulate.
Here, we compare the performance of this alternative
scheme to that of the simplified protocol of optimal size
nopt ∼ 80, with variations in the teleportation frequency.
We initially consider a simplified case where we assume
that we can perform teleportation operations without in-
troducing additional errors to the system.
We consider the explicit example of a crystal of rea-
sonable size where N >∼ 2ndbl ∼ 41 with η ∼ 104. The
following calculations show that the doubled protocol of
size ndbl ∼ 20 = nopt/4 can outperform the simplified
protocol where N ∼ nopt ∼ 80.
We first consider the noise the doubled protocol must
tolerate. After a time t, the protocol will have experi-
enced a logical error due to a bit-flip with probability
PX(t, ndbl), as given by Eqn. (8).
As with the previous study of the simplified protocol,
we compare Eqn. (8) to the rate at which dephasing er-
rors occur. After teleporting the information between the
codes at a frequency K for a time t, i.e. at the (Kt)th
teleportation, the probability of logical failure due to de-
phasing is given by the expression
PZ,tele(t,K, ndbl) = KtPZ
(
1
K
,ndbl
)
, (14)
where PZ (1/K, ndbl) gives the fidelity lost between two
teleportations due to dephasing.
We define K1 to be the smallest teleportation fre-
quency which allows us to outperform the optimally sized
simplified protocol at all times t < τsim, i.e., such that
the dephasing fidelity of logical information in the dou-
bled protocol is higher than 1 −  at τsim. To calculate
K1, we compare Eqn. (14) to Eqn. (8) (which by defi-
nition of the optimal number for the simplified protocol,
nopt, is equal to Eqn. (9) at τsim), then K1 is the smallest
frequency for which
PZ,tele(τsim,K1, ndbl) < PX(τsim, nopt) (15)
In Fig. 6, we show how K1 may be found graphically
for ndbl = 20. We need to teleport before the de-
phasing fidelity of the doubled protocol (continous blue
line) goes below the bit-flip fidelity of the simplified code
1 − PX(t, nopt) (green dotted line). The latest time t1
at which this can be done is marked by the green cir-
cle. Teleporting at a frequency K1 = 1/t1 keeps the de-
phasing fidelity of the doubled protocol (continous green
line) above the simplified code dephasing fidelity (dashed
black line) at time τsim (black circle). For our specific
case, we find K1 = 2.0 · γZ .
In the limit of small code sizes, the teleportation fre-
quency calculated with the above method increases and
makes the (continous green) doubled code fidelity con-
verge onto the (green dotted) simplified code fidelity and
guarantees that, at any time, we always perform at least
as well as the simplified protocol.
We have thus shown that we may outperform the sim-
plified protocol by teleporting the stored qubit between
two codes of smaller size. However teleporting at the fre-
quency K1 only allows us to keep a high fidelity up to
the time τsim. We now show how to calculate the telepor-
tation frequency K2, which maintains a high dephasing
fidelity up to the longest possible high fidelity time τdbl,
when bit-flip errors in the doubled protocol exceed the
maximum allowable fidelity loss, /2. Since for our ex-
ample nopt = 4 ndbl, we improve the high fidelity storage
time four fold, now exceeding the single qubit high fi-
delity storage time by a factor τdbl/τ1 ∼ 250.
In an analogous manner to the above, we calculate the
necessary teleportation frequency K2 as
PZ,tele(τdbl,K2, ndbl) < PX(τdbl, ndbl). (16)
We thereby find that K2 = 1/t2 = 2.6 · γZ allows us to
keep the dephasing fidelity above the bit-flip fidelity of
the doubled-code protocol (red dotted line in Fig. 6) at
all times.
In general, we can improve the high-fidelity time of the
crystal by decreasing the size of the code and increasing
the teleportation frequency. However, practical consider-
ations limit the rate at which we can perform high-fidelity
teleportation operations. Given a certain available tele-
portation frequencyKlab, it is thus interesting to consider
the code sizes n1 and n2 required to respectively outper-
form the simplified protocol at τsim, and maximise the
total high fidelity time to τdbl.
For a typical ion qubit coherence time of a few millisec-
onds [29–31], if we take a plausibly achievable teleporta-
tion frequency Klab = 3 · γZ ≈ 1 kHz (dotted black line
in Fig. 7), we find that n1 = 13 is the smallest number of
qubits for which we outperform the simplified protocol
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FIG. 6: Minimal and maximal teleportation frequency. The
fidelity due to X-errors for codes of size nopt = 80 and
ndbl = 20 are given by the dotted green and red lines. The
blue curve gives the fidelity 1−PZ(t, ndbl) of a code of size ndbl
subject to Z-errors when no teleportations are performed. To
outperform the simplified code, the first teleportation needs
to occur at t1, indicated by the green circle, and thereafter
periodically teleport at a frequency K1 = t
−1
1 = 2 · γZ such
that the fidelity of the doubled protocol stays above the dot-
ted green line. To maximise the potential of the doubled
protocol, we must start teleporting earlier (at time t2 indi-
cated by the red circle) and more frequently at frequency
K2 = t
−1
2 = 2.6 · γZ in order to stay above the fidelity due
to X-errors (dotted red line).
on nopt qubits. We then see an improved performance
with increasing ndbl, until n2 = 19, beyond which spin-
flip error rate starts to dominate. However it should also
be noted that changing ndbl may influence how many
teleportations can be made since entangling operations
become slower and more susceptible to errors the more
qubits are involved (see Appendix D).
VI. TELEPORTATION ERRORS
The discussion given so far has made the assumption
that teleportation operations can be performed without
introducing any additional noise to the system. We now
discuss how other errors may occur if we look beyond this
assumption. In particular, we consider errors that may
occur during teleportation, and how these will affect the
ideal type and size of code.
We split the error introduced by each use of the tele-
portation operation, i.e. the application of U followed by
single-qubit measurements, into two parts: spin-flip er-
rors and dephasing errors. Spin-flip errors can be caused
by spontaneous Raman scattering during the entangle-
ment operation, by the scattering of photons by neigh-
bouring ions during readout or by microwave phase er-
rors, since we require qubits in one subset to remain un-
changed during the collective rotation of the other subset.
Further discussion of these error sources and other exper-
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FIG. 7: Teleportation frequencies for varying code sizes. For
two codes of size ndbl, teleporting at a frequency of at least K1
will outperform the storage fidelity of the simplified code with
optimal qubit number. Teleporting with a frequency above
K2, maximises the storage time in the doubled protocol since
the storage fidelity is then limited by the X-errors. If we can
experimentally perform teleportations at a frequency of, for
example, Klab = 3 · γZ (dotted black line), we can implement
improved storage for ndbl ≥ 13, while the full potential of the
protocol for this Klab is reached for ndbl = 19.
imental considerations can be found in Appendix D. De-
phasing errors can be caused by an imperfect entangling
Hamiltonian, due to fluctuations or inhomogeneity in the
laser intensity, deviations from the ideal interaction times
T and detunings, or spontaneous Rayleigh scattering of
photons from the laser.
Spin-flip errors during the entangling evolution cannot
be corrected and need to be kept low. We define D to
be the probability that an independent spin-flip error is
introduced across the entire crystal when applying the
teleportation operation. We take the error probability
into account by rewriting Eqn. (8) defining the maximum
storage time τ ′dbl as(
ndbl
2η
+KD
)
τ ′dbl =

2
(17)
where the number of teleportations done during the stor-
age protocol is Kτ ′dbl. The bit-flip rate due to environ-
mental noise is given by ndbl/2η, while the teleportation
operations introduce bit-flips at a rate KD.
For the example given in Fig 6, we have ndbl = 20 and
K2 = 2.6·γZ : thus τdbl = 5.0·γ−1Z . If D = 10−3, the stor-
age time is reduced to τ ′dbl = 1.4 · γ−1Z , which is still con-
siderably longer than the single qubit high-fidelity time
τ1 = 0.02γ
−1
z and also longer than the storage time of
the ideal simplified protocol τsim = 1.25γ
−1
z .
We note that these results are obtained for parameters
optimized with D = 0 and further improvement are pos-
sible by optimizing in the presence of teleportation errors
D 6= 0. As D and K are neither independent of one an-
other (faster gates typically have lower fidelities [25]) nor
9the number of qubits, N , a full optimization in the pres-
ence of teleportation errors is thus only meaningful once
we know the details of the experimental system and we
shall not pursue this further.
Due to the global nature of the entangling pulse, small
imperfections in the pulse length may introduce a sig-
nificant degree of noise which dephases the system. In
App. D 3 c we show that if we apply the global pulse
U ′(T + t) with small pulse area error t, then dephas-
ing errors are introduced to individual ions during the
entangling pulse with probability ∼ N2t . If this proba-
bility remains low, our code protects against these errors
just as it does against dephasing from the environment.
The maximum size of useful system will therefore scale
with the precision to which we can control our gate area.
VII. CONCLUSION
To summarise, we have proposed two experiments to
increase the coherence time of encoded quantum infor-
mation using a trapped-ion architecture. We believe such
protocols are achievable with techniques already widely
in use in the ion trapping community and can be imple-
mented with a relatively small number of ions.
Our results show that we can increase the high-fidelity
times even though our entangling operation is not fault
tolerant. Specifically, discrepancies in the control pa-
rameters during global entangling operations introduce
dephasing errors with a likelihood that scales adversely
with the number of ions in the trap. This is clearly not
scalable, and yet, we find that we can improve the coher-
ence times of encoded qubits by choosing a crystal that
is small with respect to ∼ 1/2t , which we may later be
able to integrate into a larger concatenated system. We
see this improvement because we have chosen a biased
code that exclusively protects against the dephasing er-
rors that are dominant in both this type of qubit and the
associated global entangling operation. With our exam-
ple in mind it may be productive to ask from a theoret-
ical perspective what demands for fault-tolerance could
be relaxed to design scalable quantum technologies with
existing experimental techniques.
We finally remark that our ideas presented here may
be used in combination with other schemes for developing
well controlled qubits. For instance, we could use dynam-
ical decoupling protocols [26, 27] to improve the quality
of the constituent ions of the system we have considered.
Further, it may be possible to integrate the protected
qubits we propose into a distributed scheme for quantum
computation, where separate logical qubits are optically
linked or entangled via shuttling in a multi-zone trap.
Improvements in the memory time of individual qubit
nodes that our scheme can provide may reduce the de-
mand on the quantum resources of such systems. Our
proposal may also be useful in quantum communication
networks, where memories are required as an intermedi-
ary storage of photonic qubits.
It may also be interesting to extend this work by inves-
tigating new protocols to realise other interesting codes,
for instance codes which also protect against bit-flip er-
rors. Such a proposal will require further analysis of the
entangled states that can be realised with global entan-
gling operations on large-scale Coulomb crystals. We
leave these questions open for future work.
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Appendix A: The centre-of-mass interaction
In this Appendix we show that we can realise unitary
operator U shown in Eqn. (1) by applying the interaction
Hamiltonian given in Eqn. (3) for a time T = 2pik/δ.
We consider a system with a spin-dependent ODF [10]
whereby ions in the |0〉 (|1〉) state experience a force F0
(F1). The motion of the crystal is excited depending on
the internal spin states. If the excitation frequency is
detuned from the vibrational mode by δ, after a time
t = 2pi/δ the crystal returns to its initial state. The
entangling operation is least sensitive to laser intensity
noise if we set F0 = −F1 = F , leading to the Hamil-
tonian defined in Eqn. (3). However other factors may
constrain us to unbalanced forces leading to the more
general interaction Hamiltonian
Hint =
J
N
N∑
j<k
Z ′jZ
′
k, (A1)
where
Z ′ =
1
F
(
F0 0
0 F1
)
, (A2)
and J ≈ F 2/4Mω1δ with N the number of ions in the
crystal, ω1 the CoM mode frequency, M the ion mass
and F = (F0−F1)/2 the strength of the differential force
applied on the ion crystal by the optical travelling lattice.
For this calculation it will be convenient to write Z ′j in
terms of Pauli matrices such that Z ′j = R1 j + Zj where
R = (F0 + F1)/(F0 − F1).
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To determine the entangled state which we produce
we consider the energy eigenvalues of Hint. Given that
Hint is written in terms of Pauli-Z matrices, it is diagonal
in the computational basis. Using that Z ′j |sj〉 = (R +
1− 2sj) |sj〉, we satisfy the energy eigenvalue expression
Hint |s〉 = λs |s〉 with
Nλs
J
= 4
N∑
j<k
sjsk −A
N∑
j
sj + C, (A3)
where A = 2(R + 1)(N − 1) and C = N(N − 1)(R +
1)2/2, thus giving us the unitary evolution e−iHintt |s〉 =
e−iλst |s〉. To produce the desired unitary evolution in
Eqn. (1), we must then verify that we can find system
parameters such that
e−iλst = V (−1)|s|(|s|−1)/2 (A4)
for all values of s up to local rotations on the spins,
V = exp((−iJ(−A|s|+C)t/N). Given that the constant
term in Eqn. (A3) introduces an irrelevant global phase
to the system, we will consider only the spin-dependent
terms. To find parameters fulfilling Eqn. (A4), we use
the identity
N∑
j<k
sjsk = |s|(|s| − 1)/2. (A5)
Therefore, if we choose 4Jt/N = pi [40] we have
e−iHintt |s〉 = V U |s〉 , (A6)
where
V = exp((−i(−A|s|+ C)pi/4), (A7)
for the designated value of t. This operation introduces
a local Z rotation on every physical qubit of the crystal
which will not be problematic in our protocols provided
we keep accurate account of this additional rotation. We
discuss this in App. D 3 a.
Appendix B: The repetition code
In this Appendix we give explicit details on the repeti-
tion code. We describe how to teleport encoded quantum
states between two separate repetition codes to learn the
locations of incident dephasing errors using the global
operation and single-qubit measurements described in
Subsec. II A. We also show that we can encode arbitrary
states to the repetition code using the same operations.
1. Codewords
We consider repetition codes of n physical qubits that
protect one logical qubit against dephasing errors. En-
coded states, or codewords, are spanned by basis states
|+ϑ〉 = |+ϑ〉 |+ϑ〉 . . . |+ϑ〉︸ ︷︷ ︸
n
, |−ϑ〉 = |−ϑ〉 |−ϑ〉 . . . |−ϑ〉︸ ︷︷ ︸
n
,
(B1)
where |±ϑ〉 = (|0〉± eiϑ |1〉)/
√
2 and ϑ takes an arbitrary
value. We follow the convention that we denote vectors
in the logical basis with a bar above the vector label. We
thus write a logical qubit encoded in an arbitrary state
as
|ψϑ〉 = α |+ϑ〉+ β |−ϑ〉 . (B2)
It is convenient to define x = 0 and y = pi/2 such that
|±x〉 ≡ |±ϑ=0〉 (|±y〉 ≡ |±ϑ=pi/2〉) are eigenstates of the
Pauli-X(Pauli-Y) operators, as defined in the main text.
Dephasing errors affect physical qubits prepared in ba-
sis states |±ϑ〉 as follows
Z |±ϑ〉 = |∓ϑ〉 . (B3)
As such encoded states will have equal protection against
dephasing errors for any value of ϑ. We maintain the
freedom to vary the parameter ϑ of encoded states as
the V term in Eqn. (A6) will change its value. We can
easily correct for this using microwave pulses provided
the value of ϑ is known. The presence of V is therefore
only problematic if there is an uncertainty F in our ODF
strength F which leads to an uncertainty in the phase of
ϑ = (2F +
2
F ). In Appendix D we show how such errors
can be nulled to first order through the use of appropriate
ODF configurations.
2. Syndrome readout by teleportation
We first show that we can use a global entangling op-
eration together with single-qubit measurements to learn
syndrome information. We begin with two codes pre-
pared in the initial state
|C〉 = |ψϑ〉1 |+ϕ〉2 . (B4)
where the encoded information is stored on the first code,
indexed 1, and we prepare a second code, indexed 2, in
the logical state |+ϕ〉 as in Eqn. (B1). Each code can
take an arbitrary size and they do not necessarily have
to use the same number of physical qubits.
We can read syndrome data by entangling two codes in
the trap and teleporting the information onto the second
code with single-qubit measurements. We can entangle
the codes in Eqn. (B4) with the global entangling opera-
tion which acts like a controlled-phase gate on the logical
space of the two codes. One can check that
CZ |C〉 ∼ |+ϑ〉1
(
α+ β√
2
|+ϕ〉2 +
α− β√
2
|−ϕ〉2
)
(B5)
− |−ϑ〉1
(
α+ β√
2
|+ϕ〉2 −
α− β√
2
|−ϕ〉2
)
.
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where CZ is the controlled phase gate explicitly defined
in Eqn. (C13). We prove the equivalence between U and
the controlled-phase gate in App. C up to local rotations
that are not ultimately detrimental to our procedure for
syndrome readout.
Now that the crystal is in the entangled state given
in Eqn. (B5), we measure the physical qubits in code
1 in the |±ϑ〉 basis to teleport the logical information
onto code 2. If no dephasing errors have occured, the
measurements will collapse all the qubits onto a common
eigenstate; either all of the qubits will collapse onto the
state |+ϑ〉 or the state |−ϑ〉. That is, either all ions
will fluoresce or none of them will. However if a few
dephasing errors have occured, the affected qubits will
fluoresce differently from the majority. We may then
infer the measurement outcome by determining whether
the majority of ions fluoresce: such that the best guess
is that the measurement collapsed code 1 to |+ϑ′〉1, or
otherwise, where the probable state is |−ϑ′〉1 [10].
The teleporting measurement supplies us with syn-
drome information of the form ‘the majority of ions flu-
oresce’ or ‘the majority of ions do not fluoresce’ which
tells us whether or not we need to apply a correction to
code 2 to recover the encoded state on the second sub-
set of qubits. This syndrome information will only fail
if more than (n − 1)/2 of the qubits in code 1 have suf-
fered a dephasing error (in which case we will perform the
wrong Pauli correction after the teleportation, introduc-
ing a logical error to code 2). It is at this point that we
see the advantage of protecting qubits using our protocol.
Firstly, we reliably obtain the classical information that
gives us the Pauli correction we need to make after the
teleportation, even if a small fraction of the ions experi-
ence phase errors and, secondly, each time we perform a
teleportation we transfer the logical data onto a new set
of qubits that have been recently initialised into an ideal
pure state and not yet suffered any errors.
Supposing the correction that needs to be made on the
second subsystem is determined correctly, the logical in-
formation will be successfully transferred onto the second
subsystem up to a single-qubit unitary rotation, namely
a Hadamard rotation on the logical qubit. This unitary
squares to the identity operator and thus cancels after an
even number of teleportations are performed.
3. Encoding onto the repetition code by
teleportation
In addition to reading syndrome data to protect logical
qubits from errors, we can also prepare arbitrary code-
words of the quantum error-correcting code using global
operations and single-qubit measurements. If we recon-
sider the teleportation operation given in the previous
Subsection where the first code given in Eqn. (B4), |ψϑ〉1,
only contains a single physical qubit, we see that we can
teleport an arbitrary state prepared on a single qubit
onto a repetition code by the same procedure.
Appendix C: Teleporting logical information
between two repetition codes
Here we show that the global operation U , as defined
in the main text in Eqn. (1), will generate the entangle-
ment we require to teleport the logical information from
one repetition code to another through single-qubit mea-
surements as we have already presented in Eqn. (B5).
We will show this statement holds for the case where the
two repetition codes have different numbers of qubits, n1
and n2, respectively. It will be convenient to denote the
two subsets of qubits of the system Qα with α = 1, 2.
One repetition code is written to each of the two qubit
subsets.
It is readily checked that Eqn. (B5) holds provided we
can show, up to local rotations on the logical space, that
U
∣∣ΛA(ϑ)〉1 ∣∣ΛB(ϕ)〉2 ∼ (−1)AB ∣∣ΛA(ϑ′)〉1 ∣∣ΛB(ϕ′)〉2 ,
(C1)
where we rewrite encoded states in the basis∣∣ΛA(ϑ)〉α = |+ϑ〉α + (−1)A |−ϑ〉α√2 , (C2)
where A = 0, 1 denotes the state of the logical degree of
freedom and α = 1, 2 specifies the subset of qubits Qα
to which a code is written. The states |+ϑ〉 and |−ϑ〉 are
defined in Eqns. (B1).
To show that Eqn. (C1) holds, it is convenient to ex-
press the basis states given in Eqn. (C2) in the compu-
tational basis. Up to normalisation coefficients we have∣∣Λ0(ϑ)〉α = ∑
even |s|
eiϑ|s| |s〉α , (C3)
and ∣∣Λ1(ϑ)〉α = ∑
odd |s|
eiϑ|s| |s〉α , (C4)
where the symbol s labels bit strings of length nα and
|s| is the Hamming weight of the bit string, namely, the
number of bits in s that take the value 1.
We will prove Eqn. (C1) by applying U to pairs of
the encoded basis states shown in Eqns. (C3) and (C4).
First we consider a simpler calculation where we find the
action of U when applied to unentangled states written
in the computational basis. Indeed, from Eqn. (1) we
have
U |s〉1 |t〉2 = (−1)r(r−1)/2 |s〉1 |t〉2 (C5)
where r = |s| + |t| and s and t are bit strings of length
n1 and n2, respectively.
The result shown above in Eqn. (C5) can be applied
directly to the orthogonal states shown in Eqns. (C3)
and (C4) to prove Eqn. (C1). To do so, we expand the
exponent of the eigenvalue found in Eqn. (C5). We find
r(r − 1)
2
=
|s|(|s| − 1)
2
+
|t|(|t| − 1)
2
+ |s||t|, (C6)
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where, importantly, the term |s||t| takes an odd value if
and only if both |s| and |t| are odd.
Now, it follows from the discussion given above that
U
∣∣ΛA(ϑ)〉1 ∣∣ΛB(ϕ)〉2 = (−1)|s||t| ∣∣∣Λ′A(ϑ)〉1 ∣∣∣Λ′B(ϕ)〉2
= (−1)AB
∣∣∣Λ′A(ϑ)〉
1
∣∣∣Λ′B(ϕ)〉
2
,
(C7)
where we use primed ket vectors on the right-hand side of
the equation to capture the remaining phase r(r−1)/2−
|s||t| = |s|(|s| − 1)/2 + |t|(|t| − 1)/2 from Eqn. (C6).
The phase (−1)AB in the result shown in the above
equality generates the entanglement we require to per-
form the teleportation as shown in Eqn. (B5). We finally
check the effect of U on the two partitions of the system
to verify our global unitary is suitable for our syndrome
readout protocol. In particular we have that∣∣∣Λ′A(ϑ)〉
α
= (−i)A ∣∣ΛA(ϑ+ pi/2)〉α . (C8)
The above expressions follow from the fact that the new
terms that appear in the coefficients of the ket vectors of
state
∣∣ΛA(ϑ)〉α when it is expressed in the computational
basis are of the form
(−1)|s|(|s|−1)/2 = exp(ipi|s|/2), (C9)
for even values of |s| and
(−1)|s|(|s|−1)/2 = −i exp(ipi|s|/2) (C10)
for odd values of |s|.
With this we have that U acts on the logical space of
the system expressed in the logical basis like
U = W ×
(
S
† ⊗ S†
)
× CZ (C11)
where S is the phase gate
S =
∣∣Λ0(ϑ)〉 〈Λ0(ϑ)∣∣+ i ∣∣Λ1(ϑ)〉 〈Λ1(ϑ)∣∣ (C12)
and CZ is the controlled-phase gate such that
CZ=
∣∣Λ00(ϑ, ϕ)〉〈Λ00(ϑ, ϕ)∣∣+ ∣∣Λ01(ϑ, ϕ)〉〈Λ01(ϑ, ϕ)∣∣
+
∣∣Λ10(ϑ, ϕ)〉〈Λ10(ϑ, ϕ)∣∣− ∣∣Λ11(ϑ, ϕ)〉〈Λ11(ϑ, ϕ)∣∣ ,
(C13)
where
∣∣ΛAB(ϑ, ϕ)〉 = ∣∣ΛA(ϑ)〉 ∣∣ΛB(ϕ)〉 as defined above.
The operator W =
∏
j∈Q exp(ipiZj/2) rotates the an-
gle of the local bases of the physical qubits such that
ϑ → ϑ + pi/2 and ϕ → ϕ + pi/2. Like the V term that
appears in Eqn. (A6), as discussed in App. A, this W
term is inconsequential provided we track the change in
local basis the operator introduces.
It is important to be vigilant of the imaginary phase
terms that emerge due to the S
† ⊗ S† term of U . In
particular, the states S |±ϑ〉 and S† |±ϑ〉 are not prod-
uct states, and as such we cannot measure the state
of this subsystem to complete the teleportation using
the single-qubit measurements that are available with
our proposed experimental apparatus. However, this
is not problematic in practice as each partition of the
system is acted upon from the global unitary exactly
twice from its initialisation, thus cancelling the prob-
lematic imaginary phase and we thus restore the subsys-
tem to a basis that we can measure through single-qubit
measurements. Indeed, suppose we begin in the state
|C ′〉 = (S† ⊗ 1 ) |ψϑ〉1 |+ϕ〉2 where the first subsystem
supports the encoded information up to a phase gate,
and the second subset has been initialised in the product
state |+ϕ〉. We find that
U |C ′〉 = W
((
S
†)2 ⊗ S†)CZ |C〉 , (C14)
where CZ |C〉 is shown in Eqn. (B5). Using that the
states
(
S
†)2 |±ϑ〉 = |∓ϑ〉 are product states we find that
we can teleport the encoded information successfully us-
ing single-qubit measurements. Repeating the syndrome
readout protocol again which involves a second applica-
tion of U will similiarly introduce a second S
†
operation
on the second subsystem which enables us to read this
state with a measurement in a product basis. We thus
see that we can carry out the desired syndrome readout
via teleportation measurement as specified in our proce-
dure. It is in this point we also see that the logical state
we encode into the system at step 1 in fact differs by a
S
†
rotation as the the logical qubit that is initialised on
the hub qubit at the beginning of the protocol is only
acted upon by the global operation once. This is easily
accounted for since this rotation is made only when the
logical information is written on a single physical qubit
before it is encoded to a larger subsystem of the crystal.
As an aside, we point out that the entangling opera-
tion can also be used to dynamically change the size of
a given repetition code while the information is stored
in it. By entangling fresh qubits, we can increase the
number of physical qubits in |±ϑ〉α. However the qubits
which already suffered errors will not be corrected, thus
increasing the code size would not be as effective as tele-
porting the information onto a clean code.
Appendix D: Practical Considerations
In Sec. II we give a general overview of the experimen-
tal apparatus which wish to use for preparing an error-
correcting code, and in Sec. V we give an analysis on
the capability of our system to tolerate noise in the envi-
ronment and gate operations. We now discuss the likely
sources of such noise by considering practical aspects of
the experiment.
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1. Qubit Properties
The qubits of the system we propose are encoded in
the ground-state Zeeman or hyperfine sublevels of singly-
charged Group-II ions. The spontaneous lifetime of such
levels is effectively infinite, but in practice is limited to
several 1000 s by background gas collisions [27]. The co-
herence time depends on the chosen qubit levels and mag-
netic field noise at the ion. For the magnetic-field sensi-
tive qubits that must be used when implementing phase
gates [28], this is typically  100 ms [29–31], leading to
a noise bias η > 104.
2. State Preparation and Readout
We next consider the technical aspects of performing
collective local operations and the errors that may be
introduced during these processes. We consider perform-
ing local rotations on trapped ions, as well as single-qubit
measurements and logical errors that may be introduced
during readout.
a. Microwave control
The only local operations required by the protocols
we have described are the read-out and state prepara-
tion of partitions of the qubit register. While a variety
of readout techniques are used for different ion species
and magnetic field strengths [19, 32, 33], all ultimately
depend on applying light resonant with a strong, dipole-
allowed transition. With a suitably focussed laser, this
will allow us to prepare or measure qubits within a certain
partition of the Coulomb crystal in the Pauli Z basis.
Most of the operations used in our protocol require
measurement and preparation in, e.g. the Pauli X ba-
sis, achieved by applying a collective local rotation using
microwaves resonant with the qubit transition frequency.
After the global entanglement operation, resulting in the
state described in Eq. (B5), the two partitions are en-
coded in different bases, X or Y . We measure one par-
tition in a certain basis, say X, as follows: we rotate
the entire qubit register around the Y axis and measure
the desired partition in the Z basis via state-dependent
fluorescence detection. The qubits in the other partition
(in the Y basis) remain oriented in the same basis, while
acquiring a relative phase: the information therefore re-
mains protected throughout the measurement.
The same procedure is used in the Protocol Section of
the main text when initialising one partition in a given
basis: one partition is initialised to the Z basis, then the
entire register is rotated around the axis in which the sec-
ond partition is already encoded. During this operation,
it is important to consider the action of the microwaves
on the encoded partition: this manipulation applies a
unitary operation on the logical subspace. This does not
present an issue, provided we keep track of the rotation
on the logical qubit.
The relative phase acquired by the logical qubit de-
pends on the number of physical qubits in the code which
have experienced a dephasing error. Since we do not as-
sume the ability to resolve the fluorescence of individual
ions, we need to manage the relative phase introduced by
this operation to preserve the encoded data. Our solu-
tion to this is a three-step preparation process. We first
perform the prescribed global rotation. We then pump
the qubits that are undergoing initialisation back into
the |0〉 state, before rotating the entire register again us-
ing an equal but opposite rotation thereby nulling the
error due to any dephasing noise. This initialisation pro-
tocol is not robust to dephasing errors that occur dur-
ing the process, which will lead to the improper nulling
of the phase. However this is not a major limitation as
the optical pumping and microwave rotations can be per-
formed much faster than the entangling operation itself,
and make up an insignification fraction of the total stor-
age time.
It should also be noted that this issue may be cir-
cumvented entirely by replacing global microwave control
with rotations induced by Raman lasers that physically
address certain subsets of the register. This alternative
does not come without cost: high-fidelity coherent con-
trol of a subset of qubitsl is harder than projective mea-
surement or optical pumping of the subset, as the former
requires the coupling to be homogeneous across the set.
The situation in a Penning trap is less appealing, due
both to the rotation of the crystal, and the ω0 ≈ 100 GHz
Zeeman qubit splitting – a formidable frequency differ-
ence to bridge with a pair of phase-locked Raman lasers,
and likely necessitating the use of a frequency comb [34].
Throughout Secs. II & III we assumed that encoding
and measurement are always in the Pauli Y and X basis.
However, as we have shown in App. A, residual single
qubit rotations will lead to codewords in a more gen-
eral equatorial basis |+ϑ〉 , |−ϑ〉. This provides equivalent
protection against dephasing errors, but it is essential
that the angle ϑ is well known. This angle will define the
basis for subsequent qubit state preparation and read-out
and thus the phase angle of the microwaves that must be
applied. In Subsubsec. D 3 a we propose a method to
suppress fluctuations in ϑ due to laser intensity noise.
High fidelity readout and qubit rotations will require
microwaves with an intensity and polarisation that are
both stable and uniform across the extent of the crys-
tal. The large size of the Penning trap electrodes make it
easier to produce a uniform microwave intensity. This is
helped by rapid rotation of the crystal which further ho-
mogenizes any spatial variations across its extent. Pro-
ducing such a uniform field is more difficult in a Paul
trap, where the close proximity of electrode surfaces can
lead to greater local variations in Rabi frequency. How-
ever any contribution to the effective error rate will be
negligible providing the uncertainty in the microwave
Rabi frequency across all ions can be reduced to the
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10−2–10−3 level, which is achievable in either architec-
ture.
b. Readout fidelity and speed
Once rotated into the appropriate basis, the read-
out fidelity will be limited by the ability to distinguish
bright and dark qubit states. With a background of
 1 count per readout period, 10−4 error rate per ion
can be achieved by detecting an average of ∼ 15 pho-
tons. Assuming that the beam interacts with a single
ion at a time, with a scattering rate at low saturation
of 25× 107 s−1, and a detection efficiency of 2%, readout
will require a measurement period of 30µs per ion in the
measured partition, giving a total readout time of 0.2–
1 ms, compatible with the assumed teleportation rate of
K = 1 kHz in Sec. V D.
In a Paul trap, the readout time may be substantially
reduced, as an entire partition can be measured simulta-
neously, either with appropriately focussed beams, or by
shuttling the relevant partitions to dedicated regions of
the trap spatially seperated from the entanglement zone.
In either case, it is important to note that very high single
qubit readout fidelities are not necessary as discrimina-
tion errors during readout are equivalent to physical Z
errors, which can be identified and corrected by the code,
provided the total number of errors remains sufficiently
low.
c. Readout-induced logical errors
During readout it is essential that the partitions which
are not being measured are left unperturbed, as any
scattered photons will destroy the coherence of the in-
formation they store. Depending on the required read-
out fidelity, typically several hundred photons must be
scattered from each measured ion without any scattering
from the neighbouring regions we wish to leave encoded.
The lasers used for read-out must therefore be very well
focused, and any stray scattered light minimised. While
this is technically challenging, the relatively large inter-
ion spacing (∼ 10 µm), makes this an achievable goal with
suitably high-NA optics.
Another more fundamental limitation comes from the
fact that the light scattered from each of the target ions
is emitted approximately isotropically. It follows that
the code will fail if the emitted light interacts with ions
in the other partition. The severity of this problem de-
pends upon the number of code ions in proximity to those
being measured, i.e the length of the boundary between
the partitions. In a Penning trap architecture with par-
titions formed of concentric rings, most or all of the ions
in a partition will lie on the boundary. In this case we
estimate that the overall logical fidelity of a readout op-
eration for a doubled protocol for a crystal of size N = 18
will be limited to approximately 99.9%, which is achieved
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FIG. 8: Typical ODF configuration for a beryllium ion in
a Penning trap. Here the large Zeeman splittings allow the
lasers to be tuned within the upper P 3
2
manifold, providing a
greater difference between the forces on each qubit state.
by greatly reducing the total number of scattered pho-
tons and accepting a relatively low readout fidelity per
ion.
This effect is a less significant limitation in a Paul trap,
where although the inter-ion spacing is typically lower,
only a single ion from each partition sits on the bound-
ary. The total probability of secondary scattering oc-
curing during readout is then substantially lower, and
can be further suppressed by introducing ‘buffer’ ions
between the two code partitions to increase the physi-
cal separation. Alternatively, entanglement and readout
regions could be spatially separated and individual par-
titions shuttled back and forth for the respective stages
of the protocol. Finally, we note that the use of differ-
ent ion species for the two partitions will permit per-
fect independent readout without individual addressing
or shuttling, and furthermore present the possibility of
continuous sympathetic cooling between teleportations.
Several methods for multi-species entanglement have re-
cently been demonstrated [30, 35].
3. Optical Dipole Forces
We finally focus on errors that may be introduced while
applying optical dipole forces (ODFs) to the Coulomb
crystal.
The displacement drive required to produce the phase
gates used in this proposal relies on the application of
spin-dependent ODFs. There are a variety of ways to
engineer ODFs, depending upon the species of trapped
ion, Zeeman splitting and presence of hyperfine structure,
and detailed discussions can be found in [19, 36, 37]. Im-
portantly, we require a highly stable and uniform ODF
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across the qubit array. As such it will be necessary to
position the crystal within the centre of a very large
beam. More specifically, we imagine configuring a pair
of crossed laser beams with difference frequency µL, in-
cident at angles ±θR/2 symmetric about the plane of a
crystal in a Penning trap (or the crystal axis in a linear
Paul trap), such that the optical lattice is aligned to the
crystal plane (axis) and the ODF drives the transverse
motional modes. The relative detuning µL of the crossed
beams will typically be set close to the frequency of one
of the trap modes, while both are also detuned 10 GHz
from the nearest electronic transition.
In a Paul trap, the bias field may be applied at an ar-
bitrary angle, and a variety of different ODF beam con-
figurations are possible [25, 38, 39]. As will be discussed
in Section D 3 b, for appropriate choice of polarisation,
this can lead to improved suppression of errors due to
spontaneous photon scattering. The trade-off is that the
difficulty of producing optical lattices with sufficient uni-
formity and alignment along very long chains of ions pre-
vents the use of entangling gates across more than a few
10’s of qubits.
As an example, we will now consider a configuration
that could be used for a Penning trap, as shown in Fig. 8.
In this system, the magnetic field defining the quantisa-
tion axis will always be transverse to the place of the
crystal, and the lattice wavevector must be parallel to
the magnetic field. This limits the possible polarisation
configurations. We consider the case where each beam,
indexed i, is linearly polarised at an angle φp,(i) to the
plane of incidence.
With the specified configuration we will produce time-
independent AC Stark shifts on each of the qubit levels
due to each of the lasers, as well as a spatially and tem-
porally periodic AC Stark shift due to the interference of
the two beams. For more detail of the derivation of the
following expressions see Refs. [10, 37].
The time-independent shift due to each beam is given
by
∆0ACSS,(i) = 2
[
cos2
(
θR
2
)
cos2 φp,(i)
]
(A1 −A0)
+2
[
sin2
(
θR
2
)
cos2 φp,(i) + sin
2 φp,(i)
]
(B1 −B0) ,
(D1)
where A0, A1 (B0, B1) are the AC Stark shifts of the
qubit states |0〉 , |1〉 for a single pi(σ-)polarised beam.
Often it is useful to choose φp,(i) such that this residual
shift is nulled, as this reduces Pauli-Z dephasing due to
laser intensity noise. This is possible when (A1 −A0)
and (B1 −B0) have opposite signs and
θR < arccos
(∣∣∣∣∣
√
4 (B0 −B1)
(A1 −A0) + (B0 −B1)
∣∣∣∣∣
)
. (D2)
Choosing equal and opposite polarisations φp,(i) = ±φp
for the upper and lower beams produces a periodic polar-
isation gradient along the travelling optical lattice pro-
duced by the interference of the beams, with periodic AC
Stark shifts on the upper and lower qubit levels of
∆TACSS(1) =
[
cos2
θR
2
cos2 φpA1 −
(
sin2 φp + sin
2 θR
2
cos2 φp
)
B1
]
2 cos (kR · r− µLt)
∆TACSS(0) =
[
cos2
θR
2
cos2 φpA0 −
(
sin2 φp + sin
2 θR
2
cos2 φp
)
B0
]
2 cos (kR · r− µLt).
(D3)
Taking the spatial derivative in the direction of the lattice wavevector, kR, leads to the spin-dependent ODFs
F1(t) = −2kR
[
cos2
θR
2
cos2 φpA1 −
(
sin2 φp + sin
2 θR
2
cos2 φp
)
B1
]
sin (kR · r− µLt)
F0(t) = −2kR
[
cos2
θR
2
cos2 φpA0 −
(
sin2 φp + sin
2 θR
2
cos2 φp
)
B0
]
sin (kR · r− µLt).
(D4)
The relative strength and sign of the forces on the up-
per and lower qubit levels depends on the single beam
shifts A0,1 and B0,1, the beam crossing angle and polari-
sation. The performance of the gate will be best for forces
that are balanced (R = 0 in App A): this means that the
largest number of spin states (those with approximately(
N
2
)
spins up) will undergo the same Z rotation.
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The magnitude of the ODF, which is proportional to
kR, can be maximised for a given intensity by increasing
the crossing angle θR of the beams. However the maxi-
mum crossing angle is limited by the condition imposed
by Eqn. (D2), beyond which the residual AC Stark shift
cannot be fully nulled. Very large lattice wavevectors also
make it harder to satisfy the Lamb-Dicke confinement
criterion within the lattice, and lead to more stringent
requirements on the alignment of the lattice wavefronts
with the plane of the crystal [37].
a. Nulling of single qubit rotation errors
In App. A we showed that application of a suitable
ODF drive led to the desired unitary, up to a global
phase and an unwanted collective local Z rotation on ev-
ery qubit, with magnitude proportional to F 2. We have
just shown that similar local Z rotations are produced
directly by the optical dipole force with magnitude pro-
portional to F , which can be nulled for suitable choice
of ODF beam polarisation. If we instead choose not to
null ∆0ACSS , we can use it to reduce our sensitivity to
variations in the ODF beam intensity.
For beams with random intensity noise F , the rotation
about the Z axis due to the gate will occur with angle
Φ ∝ [F (1 + F )]2 = cg(1 + 2F + 2F ) (D5)
and constant cg. The corresponding rotation due to the
residual AC Stark shift during the gate period is
Φ′ ∝ F (1 + F ) = cac(1 + F ), (D6)
for constant cac. If we set the residual shift such that
cac = −2cg, we will see a net rotation of
Φtot = −cg(1− 2F ), (D7)
nulling our sensitivity to intensity noise during the gate,
to first order.
b. Errors due to spontaneous emission
Decoherence due to spontaneous scattering of photons
is a key consideration in all optical-dipole force driven
quantum logic gates. Decoherence can occur due to both
Rayleigh scattering and inelastic Raman scattering. The
latter is of most pressing concern to our protocol, be-
cause the dephasing induced by Rayleigh scattering will
lead to correctable Z errors, while inelastic processes are
equivalent to X errors against which the code offers no
protection. Furthermore, for alkali-like ions heavier than
magnesium, the presence of low lying d- or f - orbitals
provide an alternative Raman decay process from the
upper p states that leaves the electron outside the qubit
states. Because the occurence of Rayleigh (or Raman)
scattering on the dominant decay channel implies a non-
vanishing p-level population, any non-zero scattering rate
will also be accompanied by decays on these weaker chan-
nels, equivalent to uncorrectable ‘loss’ errors.
For appropriate choice of the ODF beam polarisation
in a Paul trap, the spin-flip Raman scattering process
can be asymptotically suppressed by detuning the Raman
beams far beyond the S−P transition resonance, ideally
to a little beyond the p-state fine-structure splitting [38].
In beryllium or magnesium, this allows complete suppres-
sion of unprotected errors due to ODF photon scattering,
providing sufficient laser intensity is available to produce
the necessary ODFs so far from resonance. For calcium
ions, the total rate of unprotected errors can be reduced
to < 10−5 over the duration of a two-qubit gate, limited
by the d−channel Raman decays associated with resid-
ual Rayleigh scattering. For N -qubit gates the duration
of a gate for constant ODF intensity, and therefore the
error rate per qubit due to photon scattering, scales as√
N (assuming the detuning δ from the CoM mode is
adjusted to ensure we complete a single loop in phase
space). The probability of a single uncorrectable error
across the register therefore scales as N3/2.
The same techniques for suppression of Raman
scattering could be applied to ions in a Penning trap,
but practical constraints on the beam crossing angle θR
(due to the structure of the trap) make it difficult to
produce lattices with large wavevectors. This reduces
both the intensity gradient and the strength of the
σ± components of the optical lattice, with the result
that the differential force on the spins is weakened and
impractically high laser intensities would be required. At
such high magnetic fields, spin-dependent forces are best
achieved via frequency selectivity, by tuning the Raman
beams within Zeeman sublevels of the upper manifold,
as illustrated in Fig. 8. This configuration provides
for much greater differential forces on the spin states
with more modest powers, but is limited by a residual
‘spin-flip’ Raman scattering rate. For θR = 30
◦ and
laser parameters which maximise the ratio of differential
ODF to Raman scattering rate, the probability of one
or more bit-flip errors occuring during a global con-
trolled phase gate across a register of 19 qubits is ∼ 10−3.
c. Noise incurred due to the teleportation procedure
We finally consider how imperfections in the global en-
tangling operation add noise to the system. We consider
the encoded state that has been prepared to teleport in-
formation from one subsystem to another with the global
entangling operation U ′ as in Eqn. (2). However, instead
of performing the ideal operation we instead apply
U ′(T + t) = exp(−iHint(T + t)), (D8)
where T is the ideal pulse length and t is some small
error in its length. Given that U ′(T + t) = U ′(t)U ′(T )
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and U ′(T ) acting on a code state is another code state
where the two subsystems we consider within the crystal
are entangled, we need only consider the unitary U ′(t)
acting on code state
∣∣ψ〉. Using that t is small we write
U ′(t) ≈ N
∏
j<k
(1− itZjZk) , (D9)
where tan t ≈ sin t ≈ t and N ≈
(
1− 2t
)N(N−1)/2
.
Imperfections in the unitary will only introduce an
even parity of errors. We will thus look at the ampli-
tude of the terms of the state U ′(t)
∣∣ψ〉 where an error
lies on two particular qubits which we index q and r. We
have that the state
∣∣ψ(t)〉 ≡ U ′(t) ∣∣ψ〉 is such that∣∣ψ(t)〉 ≈ N (1− itZqZr − (N − 2)2tZqZr + . . . ) ∣∣ψ〉 .
(D10)
The probability of an error occuring at site q and r is
given by P (Eqr) ≈
∣∣〈ψ∣∣ZqZr ∣∣ψ(t)〉∣∣2 and we can easily
check that〈
ψ
∣∣ZqZr ∣∣ψ(t)〉 ≈ −N (it + (N − 2)2t + . . . ) , (D11)
where the ellipsis represents higher order terms in t. We
thus come to the probability of error per qubit
P (Eq) ≈
∑
r 6=q
P (Eqr)
≈ N 2(N − 1) (2t +N24t . . . ) . (D12)
If we take relatively small system size such that N 
1/2t , we find
P (Eq) ≈ N2t . (D13)
The single qubit error rate increases linearly with the
number of qubits, due to the global nature of the entan-
gling gate, and the size of the system is thus also limited
by the precision to which we are able to tune the pulse
length.
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