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Abstract. An automaton is monotonic if its states can be arranged in
a linear order that is preserved by the action of every letter. We prove
that the problem of deciding whether a given automaton is monotonic is
NP-complete. The same result is obtained for oriented automata, whose
states can be arranged in a cyclic order. Moreover, both problems remain
hard under the restriction to binary input alphabets.
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1 Introduction
We deal with complete deterministic finite (semi)automata A = 〈Q,Σ, δ〉, where
Q is the set of states, Σ is the input alphabet, and δ : Q×Σ → Q is the transition
function defining the action of Σ on Q. This action naturally extends to the
action of δ(q, w) words for any q ∈ Q, w ∈ Σ∗.
Monotonic automata are those that admit a linear order of the states. The
same qualification is applied to transformation semigroups. Formally, an au-
tomaton A is monotonic if there exists a linear order ≤ of Q such that if p ≤ q
then δ(p, a) ≤ δ(q, a), for all p, q ∈ Q and a ∈ Σ. We call such an order ≤ an
underlying linear order of A. It is clear that if the actions of all letters preserve
the order, then also the actions of all words do so.
The class of monotonic automata is a subclass of aperiodic ones [21], which
recognize precisely star-free languages, and form one of the fundamental classes
in the theory of formal languages. An automaton is aperiodic if no transfor-
mation of any word has a nontrivial cycle. Checking whether an automaton is
aperiodic is known to be PSPACE-complete [8]. On the other hand, checking
whether an automaton is nonpermutational, where no transformation acts like
a permutation of a nontrivial subset of Q, can be easily done in (|Σ| × |Q|2)
time [14]. Such results may be useful in improving algorithms recognizing star-
free languages to work better in particular cases. The complexity problems for
various subclasses of regular languages are widely studied (see [6] for regogniz-
ing convex, and [15] for locally testable languages, and [13] for a survey). The
⋆ Supported in part by Polish NCN grant DEC-2013/09/N/ST6/01194.
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languages of monotonic automata do not have bounded level in the dot-depth
hierarchy of star-free languages [4].
Monotonic semigroups were studied by Gomes and Howie [11] for their max-
imum size (they use the term order-preserving). These semigroups play an im-
portant role as building-blocks in the constructions of the largest aperiodic semi-
groups known so far ([5,7]).
Monotonic automata have been considered, in particular, in connection with
the problems of synchronizing automata. An automaton is said to be synchro-
nizing if there is a word w such that |Qw| = 1; such a word is called a reset
word. The Černý conjecture, which is considered one of the most longstanding
open problem in automata theory, states that every synchronizing automaton
has a reset word of length at most (|Q| − 1)2. Ananichev and Volkov [1] have
proved that a synchronizing monotonic automaton has a reset word of length at
most |Q| − 1. They have also proved the same bound for a larger class of gen-
eralized monotonic automata [2]. Volkov have introduced a still larger class of
weakly monotonic automata [28], which contains all aperiodic ones, and proved
that strongly connected automata in this class possess a synchronizing word of
length |Q|(|Q|+1)/6. Finally, Grech and Kisielewicz have generalized this to the
class of automata respecting intervals of a directed graph, and they have proved
that the Černý conjecture holds for each automaton in this class, provided it
holds for smaller quotient automata. These results could be also useful in com-
putational verification of the conjecture for automata of limited size, provided
we could efficiently recognize and skip from computations automata that be-
long to a class for which the conjecture has been proven [17,18]. Therefore it is
important to consider computational complexity of the related problems.
The term monotonic was also used by Eppstein [9] for automata whose states
can be arranged in a cyclic order that is preserved by the actions of the letters.
Following [1] we call such automata oriented automata. They form a broader
class, containing monotonic automata, which has certain applications in robotics
(part-orienters, see Natarajan [22]). Eppstein has established the tight upper
bound for the length of the shortest reset words of an oriented automaton (|Q|−
1)2, and provided an algorithm working in (|Σ| × |Q|2) time for finding such a
word. However, this algorithm requires the cyclic order to be given.
Note that the problem of finding the shortest reset word is hard in general
[23] (also for approximation [3,10] and some restricted classes [20]). But due to
possible practical applications, there are many exponential algorithms that can
deal with fairly large automata and polynomial heuristics (e.g. [19,16,24,25,27]).
Also, hardness does not exclude a possibility of using a polynomial algorithm
for some easily tractable classes (cf. slowly synchronizing [16]).
Here we prove that the problem of checking whether a given automaton
is monotonic is NP-complete, even under restriction to binary alphabets (Sec-
tion 2). We also obtain that checking whether an automaton is oriented is NP-
complete under the same conditions (Section 3). It follows that, unfortunately,
they are hardly recognizable, and it is hard to find a preserved linear (cyclic)
order of a monotonic (oriented) automaton. In particular, we cannot efficiently
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apply the polynomial Eppstein algorithm [9] to compute a shortest reset word
in the cases oriented automata, without knowing a cyclic order. On the other
hand, checking whether an automaton admits a nontrivial partial order is easy
(Section 4).
2 Monotonic Automata
The problem MONOTONIC can be formulated as follows: given an automaton
A, decide if A is monotonic. This is the unrestricted version, where the alphabet
can be arbitrary large. For a given k ≥ 1, the restricted problem to k-letter
alphabets of the input automaton we call MONOTONICk.
We show that MONOTONIC is NP-complete, as well as MONOTONICk
for any k ≥ 2. The problem is easy if the alphabet is unary.
Proposition 1. A unary automaton is monotonic if and only if the transforma-
tion of the single letter does not contain a cycle of length ≥ 2. MONOTONIC1
can be solved in (|Q|) time, and a monotonic order can be found in (|Q|) time if
it exists.
Proof. We simply check if the transformation of the single letter of A contains a
cycle of length ≥ 2, that is δ(q1, a) = q2, δ(q2, a) = q3, . . . , δ(qℓ, a) = q1 for some
distinct states q1, . . . , qℓ. If so, then from q1 < q2 (or dually q1 > q2) it follows
that q2 < q3, . . . , qℓ < q1—a contradiction with that < is an order. Thus the
automaton is not monotonic.
Otherwise we have an acyclic digraph of the transformation, and we can fix
some order on the connected components (sometimes called clusters). Each such
a component form a rooted tree. We can perform an inverse depth-first search
(DFS) starting from the root. Then p ≤ q if p is in a component before that
of q, or they are in the same component but p was visited later than q during
the inverse DFS in this component. So if p ≤ q from the same component,
then δ(p, a) was visited later than δ(q, a), or δ(p, a) = δ(q, a). Thus the order is
preserved. These operations can be done in (|Q|) time. ⊓⊔
Clearly, MONOTONIC is in NP, as we can guess an underlying linear order
and check if the action of each letter preserves it (this can be done in (|Σ|× |Q|)
time).
Proposition 2. MONOTONIC is in NP.
2.1 MONOTONIC is NP-complete
We reduce MONOTONE-NAE-3SAT to MONOTONIC.
NAE-3SAT (NOT-ALL-EQUAL) is a variant of 3SAT, where a clause
is satisfied if it contains at least one true and one false literal. The variant
MONOTONE-NAE-3SAT additionally restricts instances so that every lit-
eral is a positive occurrence of a variable (negations are not allowed). From
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Schaefer’s Theorem [26], we have that NAE-3SAT is NP-complete as well as
MONOTONE-NAE-3SAT.
As an instance I of MONOTONE-NAE-3SAT we get a set of n boolean
variables V = {v1, . . . , vn}, and a set of m clauses C = {C1, . . . , Cm}, each one
with exactly 3 literals. A literal is a positive occurrence of a variable vi. The
problem is to decide if there exists a satisfying assignment σ : V → {0, 1} for I,
that is, for each clause Ci ∈ C, Ci contains at least one true literal (vj ∈ Ci with
σ(vj) = 1) and at least one false literal (vj ∈ Ci with σ(vj) = 0). We can assume
that each variable occurs at least one time, and no variable appears more than
once in a clause. Note that the complement of a satisfying assignment for I is
also satisfying.
Definition of AI . We construct AI = 〈Q,Σ, δ〉 as follows. For each variable
vi ∈ V we create a pair of states pi, qi. We also add a unique state s (sink).
For a j-th clause Cj = (vf , vg, vh) (we fix the order of variables in clauses), we
create the clause gadget as follows. We add three states xj , yj , zj and three letters
aj , bj, cj , which correspond to the three occurrences of the variables vf , vg, vh,
respectively. The action of these letters is defined as follows:
• δ(pf , aj) = xj and δ(qf , aj) = yj;
• δ(pg, bj) = yj and δ(qg, bj) = zj;
• δ(ph, cj) = zj and δ(qh, cj) = xj ;
• δ(pi, aj) = pi and δ(qi, aj) = qi, for i < f ;
• δ(pi, bj) = pi and δ(qi, bj) = qi, for i < g;
• δ(pi, cj) = pi and δ(qi, cj) = qi, for i < h;
• δ(u, e) = s, for the other states u and each e ∈ {aj, bj , cj}.
So the actions of letters aj, bj, cj send every state from Q \ {pi, qi} either to
itself or to s. The clause gadget is presented in Figure 1.
xj
yj zj
pf
qf
pg qg
ph
qhaj
aj
bj bj
cj
cj
Fig. 1. The clause gadget for a j-th clause (vf , vg, vh).
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In Figure 2 the construction of AI is presented, with the action of a1 as an
example, in the case when variable v2 is the first literal in clause C1.
p1
q1
. . .
. . .
pf
qf
. . .
. . .
pn
qn
x1
y1
z1
. . .
. . .
. . .
xj
yj
zj
. . .
. . .
. . .
xk
yk
zk
s
Fig. 2. The action of the letter aj , where vf is the first variable in Cj .
In summary, we have |Q| = 2n+ 3m+ 1 states and |Σ| = 3m letters.
Correctness of the Reduction.
Theorem 1. AI is monotonic if and only if I has a satisfying assignment.
Proof. Suppose that AI is monotonic with the underlying linear order ≤. We
define an assignment σ for I: σ(vi) = 0 if pi < qi, and σ(vi) = 1 otherwise. We
show that σ is satisfying for I.
Assume for the contrary that there is a clause Cj = (vf , vg, vh), where all the
three variables evaluate to 0. This means that pf < qf , pg < qg, and ph < qh.
From that ≤ is preserved, we have:
• δ(pf , aj) = xj < yj = δ(qf , aj);
• δ(pg, bj) = yj < zj = δ(qg, bj);
• δ(ph, cj) = zj < xj = δ(qh, cj).
Thus xj < yj < zj < xj , a contradiction with that ≤ is an order. The argument
holds in the dual way in the case with all the three variables evaluated to 1.
Hence, σ must be satisfying.
Now, suppose that there is a satisfying assignment σ. We define a linear order
≤ and show that it is preserved. To do so, we define τ : Q→ N, which for states
q ∈ Q assigns pairwise distinct natural numbers that will determine ≤.
First, for any 1 ≤ i ≤ n let:
• τ(pi) = 2i− 1 and τ(qi) = 2i if σ(vi) = 0;
• τ(pi) = 2i and τ(qi) = 2i− 1 if σ(vi) = 1.
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For u ∈ {xj , yj, zj} we define τ(u) ∈ {2n + 3j − 2, 2n + 3j − 1, 2n + 3j},
depending on the assignment of the variables in Cj = (vf , vg, vh). Assignment σ
uniquely determines the relation between xj , yj , zj in an underlying linear order.
Each of the six satisfying combinations of σ(vf ), σ(vg), σ(vh) defines an acyclic
relation between xj , yj , zj , which is enforced by the action of the letters aj , bj, cj .
For instance, if σ(vf ) = 0, then pf < qf , which implies δ(pf , aj) = xj < yj =
δ(qf , aj). If σ(vg) = 0 then yj < zj. Then it must be σ(vh) = 1 and zj > xj .
If σ(vg) = 1 then yj > zj , and we have either zj < xj < yj if σ(vh) = 0, or
xj < zj < yj otherwise. This is dual for σ(vf ) = 1.
Finally we define τ(s) = 3n+ 3m+ 1. Hence, in our order ≤, first there are
states pi, qi sorted increasingly by i. The order between pi and qi depends on
the assignment. Next, there are states from clause gadgets xj , yj, zj sorted by j.
The exact order on particular xj , yj, zj depends on the assignment as described
above. Finally s is the last state with u ≤ s for any u ∈ Q. The order is shown
in Figure 2 (from left to right).
Now we show that ≤ is indeed an underlying linear order. Consider a letter
aj for any 1 ≤ j ≤ k, and let Cj = (vf , vg, vh). We show that for every pair of
distinct states the order ≤ is preserved.
• For the pair pf , qf , if pf < qf then also δ(pf , aj) = xj < yj = δ(qf , aj), and
if pf > qf then δ(pf , aj) = xj > yj = δ(qi, aj), since we have chosen the
order of xj , yj , zj to be consistent with σ, as described above.
• For pf (or qf ) and u ∈ Q\{pf , qf}, if pf < u then δ(pf , aj) = xj < δ(u, aj) =
s. If u < pf then δ(u, aj) = u < xj = δ(pi, a
j
i ). The same holds for qf mapped
to yj.
• For distinct states u, v ∈ Q \ {pf , qf} with u < v, if δ(u, aj) = u, then either
δ(v, aj) = v > u or δ(v, aj) = s > u. If δ(u, aj) = s then also δ(v, aj) = s.
The same arguments work for letters bj and cj . It follows that any letter preserves
≤, so ≤ is an underlying linear order of AI . ⊓⊔
We can state our main
Theorem 2. The problem of checking whether a given automaton is monotonic
is NP-complete.
2.2 Reduction from MONOTONIC to MONOTONIC2
Let A = 〈Q,Σ, δ〉 be an automaton with Q = {v1, . . . , vn} and Σ = {a1, . . . , ak}
with k ≥ 3. We construct a binary automaton BA = 〈QB, {a, b}, δB〉 such that
A is monotonic if and only if BA is monotonic.
QB consists of kn states qij for 1 ≤ i ≤ k, 1 ≤ j ≤ n, and a unique state s
(sink). Now we define the action of a. For each state qij with 1 ≤ i ≤ k − 1 and
1 ≤ j ≤ n, we define δB(qij , a) = δB(q
i+1
j ). For each q
k
j we define δB(q
k
j , a) = s.
Finally δ(s, a) = s. The action of b in each set {qi1, . . . , q
i
n} corresponds to the
action of the i-th letter of Σ on Q: For 1 ≤ i ≤ k and 1 ≤ j ≤ n, if δ(vj , ai) = vg
then we define δB(qij , b) = q
i
g. Finally δ(s, b) = s. The construction of BA is
shown in Figure 3.
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q11
q12
. . .
q1n
q21
q22
. . .
q2n
. . .
. . .
. . .
. . .
qk1
qk2
. . .
qkn
s
a
a
a
a
a
a
a
a
a
a
a
a
a
a
a
a
a
Fig. 3. The action of a in BA.
Theorem 3. BA is monotonic if and only if A is monotonic.
Proof. Suppose that A is monotonic with the underlying linear order ≤A. We
define the linear order ≤B on the states of BA. For 1 ≤ i, f ≤ k and 1 ≤ j, g ≤ n,
let qij ≤B q
f
g if and only if i < f , or i = f and vj <A vg. Also, let q
i
j <B s
for each i, j. The order ≤B is linear, since ≤A is linear. We show that ≤B is an
underlying linear order of BA.
Clearly, the actions of both letters preserve ≤B on states qij and s. Consider
a pair qij , q
f
g with q
i
j ≤B q
f
g . Then i ≤ f by definition. Consider the following
cases:
• If i < f , then δB(qij , a) = δB(q
i+1
j , a) <B δB(q
f
g , a), since δB(q
f
g , a) is either
qf+1g or s. Also, for some x, y, δB(q
i
j , b) = q
i
x <B q
f
y = δB(q
f
g ), since i < f .
• If i = f , then vj <A vg by definition. If i = k then δB(qij , a) = δB(q
i
g, a) = s;
otherwise δB(qij , a) = q
i+1
j ≤B q
i+1
g = δB(q
i
g, a) from vj <A vg. Also, vj <A
vg implies δ(vj , ai) = vx ≤A vy = δ(vg, ai) for some x, y. So δB(qij , b) =
qix ≤B q
i
y = δB(q
i
g, b).
Thus ≤B is an underlying linear order of BA.
Now, suppose that BA is monotonic with an underlying linear order ≤B.
We define ≤A on the states of A: for 1 ≤ j, g ≤ n, vj <A vg if and only if
q1j <B q
1
g . Observe that for any j 6= g, q
1
j <B q
1
g implies q
i
j <B q
i
g for each
2 ≤ i ≤ k due to the action of a. Consider two states vj , vg with vj < vg
and the i-th letter ai. By definition q1j <B q
1
g , and so q
i
j <B q
i
g. This implies
δB(q
i
j , b) = q
i
x ≤B q
i
y = δB(q
i
g, b) for some x, y, and it follows that q
1
x ≤B q
1
y . Thus
δ(vj , ai) = vx ≤A vy = δ(vg, ai), and the order ≤A is an underlying linear order
of A. ⊓⊔
As a corollary we obtain that MONOTONIC2 is also NP-complete. We
can reduce an instance of MONOTONE-NAE-3SAT with n variables and m
clauses to a binary automaton with 3m(2n+ 3m+ 1) + 1 states.
Corollary 1. The problem of checking whether a given binary automaton A is
monotonic is NP-complete.
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3 Oriented Automata
The following definition of oriented automata is due to Eppstein [9] (who used
the term monotonic). An automaton is oriented if there is a cyclic order of the
states preserved by the action of the letters. Formally, there is a cyclic order
q1, . . . , qn such that for every a ∈ Σ, the sequence δ(q1, a), . . . , δ(qn, a), after
removal of possibly adjacent duplicate states (the last is also adjacent with the
first), is a subsequence of a cyclic permutation qi, . . . , qn, q1, . . . , qi−1 of the cyclic
order, for some 1 ≤ i ≤ n. Note that if q1, . . . , qn is a cyclic order then also
qi, . . . , qn, q1, . . . , qi−1 is for every 1 ≤ i ≤ n. Figure 4 presents a cyclic order of
some unary oriented automaton. Every monotonic automaton is oriented, since
if a linear order is preserved, then it is also preserved as a cyclic order. But the
converse does not necessarily hold.
v1
v2
v3
v4
v5
v6
v7
v8
v9
Fig. 4. The cyclic order (v1, v2, . . . , v9) (clockwise) of a unary automaton.
LetORIENTED be the problem of deciding if a given automaton is oriented.
As before, we consider ORIENTEDk with the restriction to k-letter alphabets.
Again, ORIENTED1 can be easily solved in (n) time due to the following
Proposition 3. A unary automaton is oriented if and only if all cycles in the
transformation of the single letter have the same length. There is an algorithm
solving the problem ORIENTED1 and finding a cyclic order if it exists, and
working in (|Q|) time.
Proof. Let a be the single letter of the alphabet and n = |Q|. Suppose that
(c1, . . . , ck) and (d1, . . . , dℓ) are two cycles in the transformation of a, with 1 ≤
k < ℓ. Then, the transformation of ak has the cycle (d1, dk, . . . , d(m−1)k mod ℓ)
of length m, for some 2 ≤ m ≤ ℓ. On the other hand it has the fixed point c1.
Let q1, . . . , qn−1, qn = c1 be a cyclic order of the states of the automaton. Since
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the transformation of ak has a cycle of length ≥ 2 (which does not involve c1),
there are two states qi, qj with i < j < n, δ(qi, ak) = qf , and δ(qj , ak) = qg, such
that f > g. It follows that δ(qi, c1) = qf , δ(qj , c1) = qg, δ(c1, ak) = c1 violates the
cyclic order q1, . . . , qg, . . . , qf , . . . , qn = c1, since (qf , qg, c1) is not a subsequence
of any cyclic permutation of the cyclic order—a contradiction.
Assume now that we have m cycles of the same length k:
(c11, . . . , c
1
k), (c
2
1, . . . , c
2
k), · · · , (c
m
1 , . . . , c
m
k ),
so cji is the i-th state of the j-th cycle, and δ(c
j
i ) = c
j
i mod k+1. We can com-
pute a cyclic order by breadth-first search (BFS) in the inverse digraph of the
transformation of a. The constructed cyclic order will have the form
Q11, c
1
1, . . . , Q
m
1 , c
m
1 , · · · , Q
1
k, c
1
k, . . . , Q
m
k , c
m
k ,
where Qji are sequences of states that do not lie on a cycle. Let ℓ(q) (level) be
the smallest integer i such that δ(q, ai) is a state on a cycle. To simplify the
notation, let i⊕ j be (i− 1 + j) mod k + 1.
The algorithm starts from the list (c11, . . . , c
m
1 , · · · , c
1
k, . . . , c
m
k ) of all cycle
states; they are considered as visited in the 0-th step in this order. In the i-th
step (i ≥ 1), the algorithm processes the list of visited states from the (i− 1)-th
step in the order in which they were visited. For each state p from the list, the
algorithm computes all states q such that δ(q, a) = p and q is not a cycle state;
so it visits precisely all the states q with ℓ(q) = i. For every visited state q, it
appends q to the end of the new list of visited states in the current step. For
a visited q, we have the corresponding cycle state cfg = δ(q, a
ℓ(q)), from which
q was reached (possibly indirectly). The algorithm appends q to the beginning
of Qfj with j = (nk + g − 1 − i) ⊕ 1; for example, if g = 1, then for i =
1, 2, 3, . . . , k − 1, k, k + 1, . . . we have j = k, k − 1, . . . , 2, 1, k, . . ., respectively.
To illustrate the algorithm, consider the automaton from Figure 4. We start
from the list (c1, c2, c3) = (v2, v6, v9) of the one cycle, and empty Q1, Q2, Q3. In
the first step, from state v2 we reach v8, from v6 we do not reach any state, and
from v9 we reach v5. Hence, Q3 = (v8) as v2 = c1, and Q2 = (v5) as v9 = c3.
Then, in the second step, from v8 we reach v4 and v3, and from v5 we do not
reach any state; hence, we append v4 and v3 to the beginning of Q2, obtaining
Q2 = (v3, v4, v5). In the third step, from v4 we reach v1, so Q1 becomes (v1).
Finally, in the last fourth step, from v1 we reach v7, obtaining Q3 = (v7, v8).
The final order is so
Q1, c1, Q2, c2, Q3, c3 = v1, v2, v3, v4, v5, v6, v7, v8, v9.
We can show that the resulted cyclic order is indeed preserved by the action
of a. Observe that δ(cji , a) = c
j
i⊕1, and if q ∈ Q
j
i then δ(q, a) ∈ Q
j
i⊕1 or δ(q, a) =
cji⊕1. Hence, the sequence Q
j
i , c
j
i is mapped into Q
j
i⊕1, c
j
i⊕1, and it remains to
show that for each Qji = (p1, . . . , ps), the sequence δ(p1, a), . . . , δ(ps, a), δ(c
j
i , a)
is a subsequence of Qji⊕1, c
j
i⊕1. Consider < as the order in these sequences, and
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let u, v be two states from Qji ∪ {c
j
i} with u < v. If v = c
j
i then we have
δ(u, a) ≤ δ(v, a) = cji⊕1, a. If u = pf , v = pg then u < v means that the algorithm
appended u after v, so u was visited after v. They were directly reached from
δ(u, a) and δ(v, a), respectively. If δ(v, a) = cji then δ(u, a) ≤ δ(v, a) clearly holds,
and if δ(u, a) = cji then also δ(v, a) = c
j
i . Otherwise, δ(u, a), δ(v, a) ∈ Q
j
i⊕1 and it
follows that δ(u, a) was visited after δ(v, a) by the algorithm, so δ(u, a) > δ(v, a).
As usual breadth-first search, this procedure works in (|Q|) time. ⊓⊔
To show hardness, we reduce the NP-complete problems MONOTONIC
and MONOTONICk (with k ≥ 2) to ORIENTED and ORIENTEDk, re-
spectively.
Proposition 4. Let A+1 be an automaton obtained from A = 〈Q,Σ, δ〉 by
adding a unique state s with δ(s, a) = s for every a ∈ Σ. Then the following
are equivalent:
• A is monotonic;
• A+1 is monotonic;
• A+1 is oriented.
Proof. Clearly A+1 is monotonic if and only if A is monotonic, and if A+1 is
monotonic then it is also oriented. It remains to show that if A+1 is oriented
then A+1 is monotonic.
Assume that A+1 is not monotonic but is oriented, and let q1, . . . , qn, s be a
preserved cyclic order of the states of A. Since no state is mapped to s, except s,
and s is mapped to itself under the action of every letter, q1, . . . , qn is a preserved
cyclic order of the states of A. Since A is not monotonic, q1, . . . , qn is not an
underlying linear order of A. So there are two states qi, qj ∈ Q and a ∈ Σ, with
i < j, δ(qi, a) = qf , and δ(qj , a) = qg, such that f > g. It follows that δ(qi, a) =
qf , δ(qj , a) = qg, δ(s, a) = s violates the cyclic order q1, . . . , qg, . . . , qf , . . . , qn, s
of the states of A, since (qf , qg, s) is not a subsequence of any cyclic permutation
of the cyclic order. Thus A+1 cannot be oriented and not monotonic. ⊓⊔
Corollary 2. The problem of checking whether a given automaton is oriented
is NP-complete, even under the restriction to binary alphabets.
4 Discussion
We have proved that checking whether an automaton is monotonic or oriented is
NP-complete. However, several related problems remain open. The complexity
of determining whether an automaton is generalized monotonic [2], and weakly
monotonic [28] is not known. The class of generalized monotonic automata
strictly contains the class of monotonic ones, and the class of weakly mono-
tonic automata strictly contains the class of generalized monotonic ones. Also, it
remains open what is the complexity of checking whether an automaton respects
intervals of a directed graph [12]; this is the widest of the classes containing the
classes of generalized and weakly monotonic automata.
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It can be observed that if the alphabet is unary then the classes of generalized
and weakly monotonic automata are precisely the class of monotonic automata.
However, it is not difficult to check that automata AI from the construction
from Subsection 2.1 are generalized, and so weakly monotonic, regardless of the
instance I; thus our proof of NP-completeness of testing monotonicity does not
work for these wider classes.
On the other hand, for the class of automata preserving a nontrivial partial
order, the membership problem can be easily solved in polynomial time. An
automaton preserves a partial order ≤, if p ≤ q implies δ(p, a) ≤ δ(q, a) for
every p, q ∈ Q, a ∈ Σ. A partial order is nontrivial if at least one pair of
states is comparable. In contrast to monotonic automata, not all pairs of states
must be comparable, but at least one. This class contains monotonic, generalized
monotonic, and weakly monotonic automata, but not oriented, and is a subclass
of automata respecting intervals of a directed graph. From [12] it follows that if
the Černý conjecture is true for all automata outside this class (admitting only
trivial partial orders), then it is true for all automata.
Proposition 5. Checking whether an automaton preserves a nontrivial partial
order and finding it if exists can be done in (|Σ|× |Q|6) time and (|Q|2) working
space.
Proof. For each pair of distinct states p, q ∈ Q, we try to construct a partial order
< with p < q. So at the beginning of constructing, all states are incomparable
and we order p < q. When ordering a pair x, y ∈ Q with x < y, we take all
the consequences δ(x, a) < δ(y, a) for every a ∈ Σ with δ(x, a) 6= δ(y, a). Of
course, this also involves that x′ < y′ for every x′ < δ(x, a) and y′ > δ(y, a).
For each newly ordered pair we repeat the procedure of taking consequences.
If a contradiction is found, that is, if we need to order x < y but they have
been already ordered so that x > y, the construction fails and we start from
another pair p, q. If for some pair p, q all the consequences are taken without a
contradiction, we have found a preserved partial order with p < q.
Clearly, if the algorithm finds a partial order, then x ≤ y implies δ(x, a) ≤
δ(y, a) as it has taken all the consequences, so the order is preserved. Conversely,
if there exists a preserved nontrivial partial order ≤, then p < q for some pair of
states, and the consequences cannot lead to a contradiction. Hence, the algorithm
will find the minimal partial order with p < q that is preserved and is contained
in ≤.
Concerning the complexity, we need to process (|Q|2) pairs. The constructed
partial order can be simply stored as a directed acyclic graph. For every p, q, we
start from the empty digraph with one edge (p, q). For each ordered pair {x, y}
we need to take or check (|Σ|) consequences, and we order (|Q|2) pairs. Taking
a consequence and updating the constructed partial order takes (|Q|2) time, due
to the possibly quadratic size of {z ∈ Q | z < x} × {z ∈ Q | z > y}. These
together yield in (|Σ| × |Q|6) time, and the need of storing digraphs yields in
(|Q|2) space. ⊓⊔
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The algorithm from Proposition 5 may be modified for finding an underlying
linear order of the given automaton. To do so, after finding a partial order that
is not yet linear, we need to order another pair that is not yet comparable, say
{x, y}. Here we must consider both possibilities x < y and x > y to check if one of
them finally leads to a linear order. Hence, this results in super-exponential worst
case running time. However, based on some of our experimental evidence, this
algorithm is practically much more efficient than the naive checking of all linear
orderings: in most cases of not monotonic automata we can find a contradiction
quickly, without the need to enumerate directly all orderings.
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