In this paper we provide a multivariate framework for temporal disaggregation of time series observed at a certain frequency into higher frequency data. The suggested method uses the seemingly unrelated time series equations model and is estimated by the Kalman filter. The methodology is flexible enough to allow for almost any kind of temporal disaggregation problem of both raw and seasonally adjusted time series. Comparisons with other temporal disaggregation methods proposed by the literature are presented using a wide OECD data set.
approach implicitly assumes that the series to be disaggregated and the set of related series are affected by a similar environment. Consequently, they should move together and measure similar things, though none of them necessarily causes the other. Common components restrictions -such as common trends, common cycles and common seasonalities -may be tested and imposed quite naturally in such a context. This represents a further departure from traditional literature on time disaggregation. For example, both the ARIMA(1, 1, 0) structure imposed on the residuals of the time-disaggregation models by Litterman (1983) and the I(1) structure hypothesized by Fernández (1981) implicitly assume the lack of a co-integration relationship between the series to be disaggregated and the related series.
The SUTSE approach is flexible enough to allow for almost any kind of disaggregation problem (i.e. annual to quarterly, annual to monthly, quarterly to monthly, ...) and to handle interpolation, distribution and extrapolation of time series. Furthermore, it can be applied to both raw and seasonally adjusted data. Another advantage of the methodology suggested is that it can allow for simultaneous disaggregation and seasonal adjustment of the series, whereas NSI's usually undertake these two procedures separately (first disaggregation, and then seasonal adjustment of the estimated raw series).
In this paper temporal disaggregation is treated as a missing observation problem applied to variables which are defined over different timing intervals. In this particular context, the SUTSE model is extended so as to allow for different timing intervals of the relevant series.
The SUTSE model is estimated by using the Kalman filter (KF) and then optimal estimates of missing observations are obtained by a smoothing algorithm.
The setup of the article is as follows. In the next Section we provide an introduction to SUTSE models and their statistical treatment. In Section 2 the state space form (SSF) for a general problem of time disaggregation is presented starting from the local linear trend (LLT) model. In Section 3 we compare in theoretical terms the SUTSE approach with the main competitors. Section 4 contains the results of empirical analyses using a wide OECD real data set. Conclusions and lines for future research are presented in Section 5.
SUTSE MODELS AND THEIR STATISTICAL TREATMENT
SUTSE models are widely treated in the literature and represent a multivariate generalization of structural time series models (see, e.g., Harvey 1989; Fernández and Harvey 1990; Harvey and Koopman 1997) . Given a cross-section of time series y t = (y 1t , . . . , y Nt ) 0 , it is assumed that each y it , i = 1, 2, . . . , N and t = 1, 2, ..., n, is not directly related with the others, although subject to similar influences. y t is expressed in terms of additive Ndimensional unobserved components, e.g. level µ t , slope β t , cycle ψ t , seasonality γ t and irregular ξ t , which are allowed to be contemporaneously correlated.
SUTSE models allow for a wide range of formulations: here we start from the multivariate LLT model, where y t consists of a stochastic trend plus a white noise:
where the Σ h 's, h = ξ, η and ζ, are the covariance matrices of system disturbances, ξ t , η t and ζ t , mutually uncorrelated in all time periods.
The LLT model may take a variety of forms: in particular, when Σ ζ = 0 the stochastic slope reduces to a fixed slope and the trend reduces to a multivariate random walk with drift (RWD); when Σ η = 0, while Σ ζ remains positive semidefinite, a smooth trend or integrated random walk (IRW) is modelled; finally, Σ η = Σ ζ = 0 implies a deterministic linear trend.
Different forms also arise when restrictions on the covariance matrices Σ h 's are introduced.
These may concern the rank of any of the Σ h 's, implying a common component restriction, and/or proportionality of the Σ h 's to each other, that is homogeneity.
The LLT collapses to the local level (LL) model when there is no slope component.
Then, the system is defined by equation (1) and by a random walk (RW):
The restriction Σ η = 0 leads the RW to become a constant level. In both cases the LLT and the LL models can allow for more complicated expressions by introducing a cyclical and/or a seasonal component.
Equations (1)- (3) can be written more compactly in the following SSF:
where the system matrices T t , H t , Z t and G t can be time-varying to allow for missing observations. The state vector α t is such that α t = (µ 0 t , β 0 t ) 0 , ε t ∼ NID(0, I) and, dropping the subscripts, the system matrices are T =
SUTSE models are estimated in the time domain by using the KF. Once their SSF have been set up, the KF yields the one-step ahead prediction errors and the Gaussian loglikelihood function via the prediction error decomposition. The system matrices T t , H t , Z t , and G t of the SSF (4)-(5) depend on a set of unknown parameters, denoted by ϕ. Then, numerical optimization routines can be used to maximize the log-likelihood function with respect to ϕ. Once ϕ has been estimated, the output of the KF may be used for different purposes, such as forecasting, diagnostic checking and smoothing. In particular, the backward recursions given by the smoothing algorithm yield optimal estimates of the unobserved components. The treatment of the diffuse initial conditions is approached efficiently by using the methods proposed by Koopman (1997) and Koopman and Durbin (1999) .
TIME DISAGGREGATION WITH SUTSE MODELS
Both interpolation and distribution find an optimal and general solution in the KF framework where they are treated as missing observation problems. The Kalman filtering and smoothing (KFS) allows an adjustment in the dimension of the data and, in particular, in the system matrices Z t and G t . Moreover, if for certain values of t no observations are available, the KFS can be simply run by skipping the updating equations, without affecting the validity of the prediction error decomposition.
While in the interpolation case the SSF introduced in Section 1 remains valid, in the distribution case the model and the observed timing intervals are different. By extending the discussion in Harvey (1989, p. 309) and Harvey and Chung (2000) , we indicate with δ the model frequency and with δ + 1 , . . . , δ + N the frequencies at which the unobserved disaggregated flows y 1,t , . . . , y N,t are respectively observed. Model and observed frequencies are such that their ratios, denoted δ i = δ/δ + i , are integers for each i. Then, the aggregates are such that:
Extending the LLT model
Let us suppose that y t is generated by the LLT model (1)-(3), but that some elements of y t are observed in temporally aggregated form. Following Harvey (1989) and Harvey and Chung (2000) , let us define the cumulator as:
so that y c i,t = y † i,t for t = δ i , 2δ i , . . .. The cumulator can also be written as:
where
. . , c Nt ) and:
Then, the state vector in equations (4)-(5) becomes α t = ¡ µ 
, with y c 0 ≡ 0, and G = 0. Note that, though the form above is not the most parsimonious, it allows the use of fast Kalman filtering and smoothing as suggested by Koopman and Durbin (2000) . Further, the system matrix T is now time-varying as denoted by the subscript t.
Example Let us consider a quarterly disaggregation of an annual variable y 1t through a ,and the system matrices T t , H, and Z can be easily obtained.
Cyclical components
In structural time series models the cyclical component is a linear function of sines and cosines. When a distribution problem occurs, the treatment of this component is similar to the treatment of the level. In a cycle plus noise model the state vector is defined
, and the system matrices become 
Common Components
Though SUTSE models do not necessarily require common components, common factor restrictions on level, slope, irregular and cycle may be introduced by imposing rank restrictions on the covariance matrices of disturbances driving the components of interest. In this respect, of particular convenience is a factorization of the covariance matrix Σ h such as 
Seasonal Component
The LLT model in (1) can be extended to deal with seasonal time series. Here we consider the dummy seasonal (DS) model in which the multivariate seasonal component γ t is such that:
, with L the lag operator and ω t the vector of disturbances driving the seasonal pattern. Hotta and Vasconcellos (1999) discuss the aggregation problem of the DS model in univariate time series. When a flow variable is aggregated across time, the form (10) does not change except the case where δ is a multiple of the aggregation period. In this case seasonality is unobserved and it is confused with the irregular component.
In a multivariate context, we consider the case in which seasonality is observed only for some elements of y † t . Then, the limited seasonal information is to be distributed among all the elements of y † t by restricting in some way model (10). A first solution is the common seasonal model: if r is the number of elements of y † t for which seasonality is not observed, both γ t and ω t will become ((N − r) × 1) vectors. Thus, for a simple seasonal plus irregular model, y † t is represented by:
where Θ ω follows the definition of the previous Section and γ t is a (N × 1) vector of fixed seasonal effects.
When γ t is set to zero, model (11) leads to the stronger restriction of similar seasonals.
In other words, the seasonal pattern is proportional among the elements of y † t . Finally, seasonality is identical when r = N − 1 and Θ ω is further restricted to a N vector of ones. 
I 10 0 ¶ , with
of ones and zeros respectively, and e m is the first row of the identity matrix I m .
COMPARISON WITH OTHER METHODS
The main methods for temporal disaggregation proposed by the literature hypothesize a simple linear univariate relationship between the unknown low-frequency variable y 1t and the high-frequency related time series y 2t . The most important difference among the various methods lies in the structure imposed on the residuals of the hypothesized econometric relationship. Starting from the high frequency variables regression, y 1t = α + βy 2t + u t , the key issue -after temporal aggregation and estimation of the model with observed series -is the identification of the covariance matrix of the disturbances of the high frequency model from the estimated covariance matrix of the low-frequency model. This model is derived from the available low-frequency data, possibly by imposing an ARIMA structure on the data generating process of u t | y 2t . In particular, it is assumed to be an AR(1) process by Chow and Lin (1971) , an I(1) process by Fernández (1981) , and an ARIMA(1, 1, 0) process by Litterman (1983) . Though the proposal of Stram and Wei (1986) encompasses the other models, as it considers a general ARIMA(p, d, q) structure of the data generation process of the aggregated series and, if an indicator is available, an ARIMA(p, d, q) model for the residuals, NSI's often limit their consideration to the Chow and Lin's family of procedures because of their computational simplicity (see Bloem, Dippelsman and Maehke 2001) . The quadratic minimization approach suggested by Denton (1971) , strongly favoured by Bloem, Dippelsman and Maehke (2001) , can be easily seen as a special case of the least squares approach of Lin (1971) (see Fernández 1981) .
Implicit assumptions of the univariate approaches are the weak exogeneity of y 2t and the existence of a behavioural relation between y 1t and y 2t . As stated by Harvey (1989) , none of these assumptions are necessarily fulfilled in current practices.
Then, the question naturally arises as to which circumstances a multivariate approach is equivalent to the univariate approaches utilised for temporal disaggregation so far. In order to theoretically compare the various methods, it is important to note that the reduced form of the LLT model is multivariate IMA(2, 2). Therefore, comparable models can only be obtained if we impose restrictions on its form, and in particular on the MA component.
Let us assume that N = 2 and consider the following factorization of the covariance matrix Σ h 's for the h-th component, h = ξ, η and ζ:
Starting from the multivariate LL model, whose reduced form is multivariate IMA(1, 1), Harvey (1989 Harvey ( , 1996 has shown the conditions to obtain fully efficient estimates of the parameters of interest from the univariate model, namely the hypotheses for y 2t to be weakly exogenous. However, these conditions lead to residuals which are either IMA(1, 1) or white noise. The first case arises if the following results hold: (a) if Σ ξ and Σ η are positive definite and the system is homogeneous, Σ η = q η Σ ξ , with known homogeneity coefficient; (b) if The condition that must be satisfied to obtain a single equation form equal to the model proposed by Fernández (1981) with IMA(1, 0) disturbances is, in some respects, more stringent, as we need Σ ξ = 0 (the two series are equal to their trend components).
The same result is obtained by making the same assumption but starting from the LLT model with fixed slope. In this case, the final univariate model contains a time trend as an additional regressor. Further, weak exogeneity is obtained only if the slope is known and identical for the two series.
The model for temporal disaggregation proposed by Chow and Lin (1971) is obtained from a modified LL model where the level component is AR(1) with autoregressive coefficient equal for both series, namely µ t = φµ t−1 + η t , η t ∼ NID(0, Σ η ), with φ scalar and known. The conclusions here are the same as those discussed before for the model proposed by Fernández (1981) . Anyway, in this situation weak exogeneity can also be obtained by assuming the homogeneity restriction with q ξ known. However, in the majority of situations q ξ is unknown, then y 2t is no longer weakly exogenous and there is a loss of information in neglecting the equation for y 2t . In these cases, the single equation estimator is only asymptotically efficient. Similar conclusions can be obtained from a modified LL model with common levels and common AR(1) residuals. Because y 1t and y 2t are co-integrated, it follows from the results in Stock (1987) that the obtained estimates are (super-)consistent and efficient in large samples even if y 2t and the residuals themselves are correlated by construction. Note that the hypothesis of common levels actually reduces the integration order of the residual component, so that it is no longer an I(1) process.
If the starting point is the modified LLT model with autoregressive slopes and Σ ξ = 0, weak exogeneity is obtained if the model is trend homogeneous, Σ ζ = q ζ Σ η , with q η known.
Furthermore, as stated before, unless the autoregressive parameters are equal in the two equations and known, there is a loss of efficiency in parameters estimates if these are based on single equation estimation. In other words, we do not have weak exogeneity. Anyway, the resulting residuals of the single equation for y 1t are ARIMA(1, 1, 1): then, the model adds to the residual of the model proposed by Litterman (1983) a moving average component, and can be judged as more close to the wider assumptions of the approach by Stram and Wei (1986) and Wei and Stram (1990) .
It should be noted that the assumptions of common levels and slopes, even when Σ ξ = 0, do not lead us to obtain weak exogeneity for y 2t in the equation of interest. Therefore, according to what stated for the model by Fernández (1981) , also the model favoured by Litterman (1983) is in conflict with the likely property in this context of co-integration between y 1t and y 2t .
RESULTS OF THE EMPIRICAL ANALYSES
In this Section we compare the results obtained by applying the structural approach with those obtained from the main methods for temporal disaggregation proposed so far by the literature and discussed in Section 3. The results of the structural approach have been generated using the Ox program, Whenever available in the OECD data set, unadjusted data have been preferred to the corresponding seasonally adjusted series. The eight sets of data have been chosen in order to cover almost all the various situations which typically occur in practice. In particular, in case 6) we have an interpolation problem (stock variables, last observation of the reference period as benchmark), while in the other cases we face a distribution problem (index series in all cases but 8), where a distribution of flow variables is considered). As regards frequencies, the following cases are considered: a disaggregation problem from quarterly to monthly observations, δ i = 3, in cases 1), 3) and 6); from annual to quarterly in cases 2), 3), 4) and 8); and from annual to monthly in case 7). Following the terminology used for the univariate framework, the related series is the second series indicated in every set of data, whilst the first series is the 'dependent' variable.
Once the results of the disaggregations have been obtained for all the methods, they can be compared with the actual data using standard statistics, such as root mean squared . In some experiments the variables are casually linked (cases 1), 3) and 4)), while in others they are only subject to a similar economic environment and simply measure similar things (cases 2) and 5)). The heterogeneity in the data set used is further increased by countries' specificities.
Testing in the SUTSE model
One of the main advantages of the proposed approach is that it does not impose any a priori structure on the data. The final model depends on the stochastic behavior of the data and on their representation in terms of univariate/multivariate structural time series model. Unobserved components may assume a variety of forms and common component restrictions may be imposed, whenever appropriate, in a very straightforward and natural way. In this respect, an important question to be addressed regards the form of the trend component and the determination of whether common factor restrictions can be imposed. However, though common factors are desirable in our context, SUTSE models only impose them as special cases and the SUTSE approach can give gains from using related indicators even if there are significant differences in the time behaviour of the related and the target series, for example a tendency of one series in the system to drift apart (see Harvey and Chung, 2000) .This aspect will be further clarified below.
Given that most of the time-series in our data set show a clear upward trend, our preferred approach consists in starting from the general multivariate LLT model, augmented to include seasonal and cyclical components whenever appropriate.
Concerning the seasonal component, two situations can arise: a) the component is observed only for the high frequency series; b) the component is observed with different frequencies on both series. In the first case, our choice has been either to use, whenever feasible, the information drawn from the estimate of the factor loading of the level, or to impose identical seasonality when the levels of the series are compatible. In the latter case, one can also consider the information on the seasonal factor loading estimated from the low-frequency model.
Once a first estimation is run, some of the variances of the system in the general LLT model can be fixed by the system estimation itself because approximately equal to zero.
The literature has recently proposed a number of tests for the form of the trend component and for the existence of common factors (see Nyblom and Harvey 2000, 2001) . However, in general it is not possible to represent the observed aggregated series by a fully orthogonal structural model (see Harvey 1989; Hotta and Vasconcellos 1999) . This could invalidate the use of the non parametric versions of these tests. One possible solution, adopted in the disaggregations discussed below, consists in using parametric versions of the tests based on the innovations obtained from the model estimated at the lower frequency the series are observed (see, e.g., Harvey 2001; Nyblom and Harvey 2000, 2001) . These tests start from estimating the nuisance parameters of the unrestricted model, then follow in running the Kalman filter and smoother with the appropriate variances set to zero to extract the innovations or 'smoothing errors', and to construct tests which have the same asymptotic properties and more reliable size in small samples (see Nyblom and Harvey 2001) .
In the LL model, a test for the null hypothesis that Σ η = 0 against the homo-
P n t=1 ν t ν 0 t and ν t the Kalman filter estimated residuals. In the LLT with constant slope, the test above is indicated with η 0 (r, N ), with different rejection regions from η(r, N ). In the IRW model, the test for Σ ζ = 0 against the homogeneous alternative Σ ζ = qΣ ξ is given by ζ = tr (S −1 T), where Nyblom and Harvey 2001) . Finally, the test against a stochastic slope with Σ η > 0 is again given by η(r, N ).
Furthermore, we might test for a specified number r of common levels/slopes, that is we might test for the rank of the relevant covariance disturbance. The test is constructed on the sum of the N − r smallest eigenvalues of the matrices constructed on the innovations.
Results of comparison
As an illustrative example of the proposed disaggregation method, we consider the quarterly GDP and the industrial production index for the US. The series are seasonally adjusted and cover the sample period 1960.q1-2002.q1 (n = 169). Data on GDP are firstly annually aggregated and then quarterly disaggregated using a multivariate LLT model. Given the factorization (12), we have obtained the following estimates: e σ 1η = 26.1 e σ 2η = 11.2 e ρ η = 0.292 e σ 1ζ = 22.3 e σ 2ζ = 13.3 e ρ ζ = 0.997 e σ 1ξ = 0.252, with the irregular component of the second series e σ 2ξ equal to zero, and consequently e ρ ξ = 0.
Concerning GDP, the diagnostics based on innovations are Q(6) = 2.75 and NORM = 0.72, while for the production index are Q(13) = 37.45 and NORM = 43.69, where Q (P ) is the Box-Ljung statistic based on the P autocorrelations and NORM is the Bowman-Shenton normality test statistic based on skewness and kurtosis of residuals. If the model is correctly specified, the Box-Ljung statistics are asymptotically distributed with P − 1 degrees of freedom, whereas NORM is distributed as a χ 2 with 2 degrees of freedom. There is no evidence of serial correlation and non normality in the GDP residuals, while this is the case for the production index, possibly because of large changes in the series not completely reflected in GDP data. This is a feature our structural model shares with the other competitors. For example, the second best solution in our experiments is the Litterman's model (see Table 1 ), where we have a Ljung Box Q-statistic of the residuals in the annual relation at lag 7 equal to 34.94. Recently, the literature has shown the existence of different forms of non linearities in the US industrial production index, due for example to outliers, asymmetries in business cycle movements and time irreversibility. When seasonal unadjusted data are used, as in the example considered below, serial correlation and non normalities can also emerge as a result of either of seasonal heteroscedasticity and trends, or different seasonal behaviour between the target and the related series. Structural models can be amended in a number of ways to obtain better fits in these circumstances (see Proietti 1999 , and for the seasonal case, Proietti 1998). The use of logarithms or other transformations of the original series could add to the fit of the structural model, but can create relevant problems, particularly for temporal disaggregations of flow series. We do not address these relevant issues in the present context.
The important point to make here is that the structural approach still works properly even though the fit we obtain is not entirely satisfactory.
The results of the quarterly disaggregation of GDP have been compared with the actual quarterly data to obtain a RMSPE equal to 0.355. The estimates indicate the existence of a common slope (η (1, 2) is equal to 0.075, well below the 5% critical value of 0.218) and an irregular component approximately equal to zero. Imposing such restrictions does not change final results and the diagnostics reported above. The gains from using an indicator series in the structural approach are substantial, as clearly emerges from comparing the results here obtained with those of the univariate model, for which the RMSPE is equal to 0.465 (see Table 1 ). As noted by Harvey and Chung (2000) , this may be due to the fact that, though the slopes of the two series are highly correlated, the two levels show a tendency to drift apart, possibly as a consequence of the decreasing contribution of the industrial sector to total GDP. This evidence shows that a high correlation between the disturbances in the two series -and hence the existence of common factors -not necessarily leads to big increases in the accuracy of final estimates.
The LLT model could also be estimated with a cyclical component. In this respect, an interesting question concerns whether its inclusion adds something to the accuracy of the model. An alternative specification, in line with the findings in Harvey and Jeager (1993) for US quarterly GNP, is the IRW model plus a cyclical component. The results are: e σ 1ζ = 14.3 e σ 2ζ = 8.0 e ρ ζ = 0.973 e σ 1κ = 20.9 e σ 2κ = 11.3 e ρ κ = 0.739, with e σ 1ξ = e σ 1ξ = 0 and the cyclical period equal to 12.5 quarters. The diagnostics are Q(6) = 2.13 and NORM = 0.18 for GDP and Q(13) = 32.44 and NORM = 29.11 for the index of production, somewhat below those of the complete system. The RMSPE of the disaggregation model is equal to 0.351, a result very close to that obtained from the LLT model. The ζ-test, equal to 28.5, clearly rejects the null of a deterministic slope. Similar results are obtained for Spain, where the inclusion of the cyclical component reduces the RMSPE with respect to the LLT model with common slope of only 0.5%.
As a second example, we consider the quarterly aggregated industrial production index and monthly revenues for Germany in the sample 1991.m1-2002.m3 (n = 135). As the series are seasonally unadjusted, we start from the LLT model plus a seasonal component. The results are: e σ 1η = 1.111 e σ 2η = 1.538 e ρ η = 1.000 e σ 1ζ = 0.069 e σ 2ζ = 0.078 e ρ ζ = 1.000 e σ 1ω = 0.319 e σ 2ω = 0.319 e ρ ω = 1.000 e σ 1ξ = 2.532 e σ 2ξ = 4.286 e ρ ξ = −1.000.
The diagnostics for the production index are Q(6) = 14.35 and NORM = 14.79, for deliveries we obtained Q(11) = 43.15 and NORM = 0.69. The RMSPE is equal to 2.328. Common restrictions on level and slope are naturally obtained by numerical optimization, in line with the results given by the test η (1, 2) on the slope component, equal to 0.046.
Considering the general results in terms of RMSPE, presented in Table 1 for the 96 examples, they indicate that the multivariate structural approach is likely to be more accurate than the other methods in virtually all the distributions of time series. Table 2 shows that the SUTSE approach has a percentage of success over the competitors which varies from about 78% (against the univariate structural model) to about 92% (against the Chow-Lin's approach). For all the experiments, the average gain in terms of RMSPE varies from about 14% in the case of the Litterman's procedure, to some 60% for the Denton's model. Among the methods using related time series, the approach by Litterman seems to be, on average, the second-best solution for time disaggregation issues. This is probably due to the fact that this approach is the closest to the SUTSE approach because, on the one hand, it requires less restrictions on the form of the underlying multivariate system, as noted before, and on the other hand it is more able to resemble the time behaviour of highly non-stationary time series. Almost at the same level, the approaches by Denton (1971) and Chow and Lin (1971) have quite unsatisfactory performances with respect to the other methods: their probabilities of success, even against methods which do not use related time series, is seldom above 0.4.
When no indicator is available, the best solution seems again to be offered by the use of a structural approach, with a gain in terms of accuracy over the approaches by Denton and
Stram-Wei of about 15%. Another interesting result emerges from our experiments. Coeteris paribus, the use of a related series can have an impact on accuracy of final estimates which greatly depends on the method used for time disaggregation. In fact, while the gains obtained passing from the univariate structural model to the SUTSE approach are substantial (about 35%, with an increase of the probability of success of 22%), for the Denton's approach the use of a related time series seems to even worsen the final outcomes (a reduction of 3% in accuracy, with a probability of success of about 33%). Therefore, what this limited experiment seems to indicate is that the choice of the method for time disaggregation can be even more relevant than the use of a good reference series, even if the use of this series can add substantially in terms of accuracy when an appropriate framework for time disaggregation is chosen. Furthermore, as noted before, the gains from using the SUTSE over the univariate structural approach can be low when the series show similar behaviour. This is what emerges from cases C and E in our data set where, on average, the target and the related series are characterised by similar patterns. Here the gains in terms of RMSPE from using an indicator series is of 2.4% (against an average of 35.1% in the whole data set) and the probability of success reduces to 62.5% from an average of 78.1%. Table 3 shows, for each experiment, the sample, the final model estimated and the results obtained from the parametric tests discussed above. It can be noted that in 58 over 96 cases the LBI tests confirm the appropriateness of the model finally chosen. The models contain stochastic levels without common factor restrictions in the majority of cases (75 over 96), and in about 50% of these models the slopes of both the indicator and the target series are deterministic. In fifteen cases we obtained a complete LLT model without restrictions, whilst in eleven cases the more appropriate model includes both common levels and slopes.
The other preferred models account for the other twelve cases. A cycle is added in only two final models and the gains obtained are rather weak, as discussed before. In the cases where a seasonal component is needed, the proportional form has always been imposed. Regarding the monthly disaggregation of prices, we have found that in most experiments the seasonal component in both series is well described by a deterministic dummy component.
SUMMARY AND LINES FOR FUTURE RESEARCH
This paper describes a framework for time disaggregation of time series based on structural multivariate models. The approach here suggested has the advantage over the main competitors that it does not impose any particular structure on the data, and it is flexible enough to fit almost any temporal disaggregation problem. Furthermore, it easily allows for common factor restrictions among components, a quite natural circumstance which is not fully taken into account by other methods. We have shown that only under very particular conditions, usually not met in practice, the SUTSE approach reduces to the univariate methods mostly used in current practice by NSI's. The results of our experiments, which use a large number of time series covering almost all the various situations typically occurring in real life, show that the gains from using the multivariate/univariate structural approach can be substantial.
A feasible line for future research is the use of a logarithmic transformation for the variables characterised by increasing trends and variances. That could have some impact on the model chosen on the basis of the parametric tests used in this paper, and could improve diagnostics. Though modelling the series in logs creates no difficulties for stock variables, for flow series no simple solution exists at the moment simply because, for the aggregated variable, the logarithm of the sum is not equal to the sum of the logarithms. As suggested in Harvey and Pierce (1984) , one way to proceed would be to assume that the logarithms of the variables are normally distributed, then to modify accordingly the state-space representation of the model, and finally to use the extended Kalman filter to obtain an approximation to the likelihood function computed by the prediction error decomposition.
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