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The more I study nature, the more I stand amazed at the work of the Creator.              
Louis Pasteur, The Literary Digest, 1902 
 
 
My motto is to research in terror, write with confidence, and publish with humility: 
terror, lest something escape me; confidence, lest the narrative seem weak and uncertain; 
and humility because some sources and interpretations, not to mention perfect literary 
grace, always lie beyond the grasp of any writer.  
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 During locomotion, the spinal cord integrates sensory feedback with central 
commands to generate appropriate motor behavior. The spinal cord must determine 
which sensory inputs are important and which to ignore and then use these inputs to 
regulate motor output. Exactly how the spinal cord achieves this daunting task remains a 
major question in motor control and sensorimotor rehabilitation. 
 The broad purpose of this dissertation was to gain new insight into spinal sensory 
regulation during locomotion. To this end, I developed a novel in vitro spinal cord-
hindlimb preparation (SCHP) composed of the isolated in vitro neonatal rat spinal cord 
oriented dorsal-up with intact hindlimbs allowed to locomote on a custom-built treadmill 
or instrumented force platforms. The SCHP combines the neural and pharmacological 
accessibility of classic in vitro spinal cord preparations with intact sensory feedback from 
physiological hindlimb movements. In this way, the SCHP expands our ability to study 
spinal sensory function and regulation. Following development, I validated the efficacy 
of the SCHP for studying behaviorally-relevant, sensory-modulated locomotion by 
showing the impact of sensory feedback on in vitro locomotion. When locomotion was 
activated by serotonin (5HT) and N-methyl D-aspartate (NMDA), the SCHP was capable 
of producing kinematics and muscle activation patterns similar to the intact adult rat. 
Even when activated by the same neurochemicals, the mechanosensory environment 
could significantly alter SCHP kinematics and muscle activitation patterns, showing that 
sensory feedback regulates in vitro spinal function. I further demonstrated that sensory 
feedback could reinforce or even initiate SCHP locomotion. In addition to validating the 




 Using the SCHP and a custom-designed force platform system, I then investigated 
how presynaptic inhibition dynamically regulates sensory feedback during locomotion 
and how hindlimb mechanics influences this regulation. I hypothesized that contralateral 
limb mechanics would modulate presynaptic inhibition, and thus sensory regulation, on 
the ipsilateral limb. My results indicate that the contralateral limb, specifically stance-
phase limb loading, plays a pivotal role in regulating ipsilateral swing-phase sensory 
inflow. As contralateral stance-phase force increases, contralateral afferents act via a 
GABAergic pathway to increase ipsilateral presynaptic inhibition, thereby inhibiting 
sensory feedback entering the spinal cord during ipsilateral swing. Such force-sensitive 
contralateral presynaptic inhibition likely serves to preserve swing by reducing or 
redirecting counterproductive sensory feedback. It may also help coordinate the limbs 
during locomotion, reduce sensory feedback at higher speeds, and adjust the sensorimotor 
strategy for task-specific demands. 
 This work has important implications for sensorimotor rehabilitation. After spinal 
cord injury, sensory feedback is one of the few remaining inputs available for accessing 
spinal locomotor circuitry. Thus, understanding how sensory feedback regulates and 
reinforces spinally-generated locomotion is vital for designing effective rehabilitation 
strategies. Further, sensory regulation is degraded by many neural injuries and diseases, 
including spinal cord injury, Parkinson's disease, and stroke, resulting in spasticity and 
impaired locomotor function. This work suggests that contralateral limb loading may be 




CHAPTER 1  
INTRODUCTION 
 Locomotion is a complex task that requires the coordination of multiple limbs, 
joints, and muscles, as well as the integration of sensory feedback with central signals. 
With each step, numerous sensory receptors send information to the spinal cord. The 
spinal cord must determine which inputs are important and which to ignore and then use 
these inputs to adapt its motor output to respond to environmental demands and 
unexpected perturbations. Exactly how the cord achieves this daunting task remains a 
major question in motor control research. 
 The broad purpose of this work is to gain insight into sensory regulation in the 
spinal cord during locomotion through the development of a novel in vitro spinal cord-
hindlimb preparation (SCHP). Here I present background work on the importance of 
sensory feedback during locomotion and the power of presynaptic inhibition for 
regulating that feedback. I show that there is a need for a new model that combines in 
vitro neural accessibility and manipulability with intact sensory feedback to investigate 
spinal sensorimotor function. Without such models, our knowledge of sensorimotor 
mechanisms, such as presynaptic inhibition, and their function during behavior remains 
limited. In the subsequent chapters, I present the development of an in vitro spinal cord-
hindlimb preparation. This preparation offers exquisite neural accessibility in the 
presence of physiological, sensory-influenced behavior, enabling us to study spinal 
sensorimotor circuitry in ways not previously possible. Using this preparation, I then 
investigated how sensory feedback reinforces and regulates spinal motor output, how 
sensory access to spinal circuitry is dynamically and selectively regulated at the entry 
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way to the spinal cord, and how the mechanical state of the hindlimbs influences this 
regulation. 
1.1 Source and organization of sensory feedback from the hindlimbs 
 Numerous receptors in the hindlimb contribute to movement-related sensory 
feedback.  Input from proprioceptors, such as muscle spindles and Golgi tendon organs, 
provide muscle length and force feedback. Muscle spindles (Ia and II) lie in parallel with 
muscle fibers and thus respond to changes in muscle length. Within the spinal cord, Ia 
projections provide primarily monosynaptic excitatory feedback to the muscle of origin 
and close synergists, as well as reciprocal inhibition to antagonists (Eccles et al. 1957; 
Eccles and Lundberg 1958; Nichols et al. 1999). While several pathways project across 
joints and many muscles are multifunctional, Ia feedback is most powerfully distributed 
to muscles of similar action and limited to the ipsilateral limb (Harrison and Zytnicki 
1984; Nichols et al. 1999). Group II projections are more wide spread, similar to the 
patterns discussed below for Ib afferents, and the related  interneurons project 
ipsilaterally and contralaterally (Bannatyne et al. 2006). Functionally, length feedback 
regulates muscle and joint stiffness, helps sculpt locomotion, and contributes to 
perturbation responses (Nichols and Houk 1973) 
 Golgi tendon organs (Ib), located within the tendon, lie in series with the muscle 
to report muscle-tendon force. Because they respond to muscle force, they fire most 
vigorously during homonymous muscle contraction. In contrast to the Ia system, force 
feedback is strongest between joints and between groups of similarly acting muscles, 
especially extensors, while autogenic inhibitory force feedback is rather weak 
(Jankowska 1992; Nichols et al. 1999). In most cases, this force feedback is primarily 
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inhibitory, but some muscles about the ankle joint can exhibit antigravity positive force 
feedback during locomotion (Pearson and Collins 1993; Ross and Nichols 2009). Within 
the spinal cord, interneurons in Ib pathways receive a broad spectrum of convergent 
inputs from multiple modalities, from flexors and extensors, and from Ia and Ib afferents. 
Their outputs are also highly divergent, acting on motoneurons of multiple motor nuclei, 
interneurons, afferents, and the contralateral circuitry (Jankowska 1992). To manage this 
extensive complexity, different pathways can be selectively opened or inhibited by 
descending systems (e.g. monoamines), presynaptic and postsynaptic inhibition, and even 
limb mechanics to create different coordination strategies  (Grillner and Rossignol 
1978a).  Depending on the task, this diversely projecting force feedback system provides 
varying degrees of interjoint coordination to regulate whole limb stiffness and plays a 
prominent role in muscle activation during the stance-phase of locomotion.  
 Other receptors also provide information regarding limb state. While typically 
insensitive to midrange movement, joint receptors are sensitive to joint angle at the 
extremes of joint range (Grigg and Greenspan 1977). Cutaneous receptors can signal paw 
pad pressure, skin motion during limb movements, and vertical and shear forces 
(Birznieks et al. 2001; Johansson et al. 1992; Ting and Macpherson 2004). This allows 
cutaneous input to contribute to the magnitude of postural responses (Honeycutt and 
Nichols 2010)  and to precise paw placement during locomotion (Bouyer and Rossignol 
2003a; b).  
1.2 Role of sensory feedback in locomotion 
 Sensory feedback plays an important role in refining the spatiotemporal features 
of motor output. First, sensory signals, particularly limb extension and loading, are 
 
 4 
primary determinants of phase transition timing (Duysens and Pearson 1980b; Grillner 
and Rossignol 1978b; c; Hiebert et al. 1996; Pearson et al. 1998; Whelan et al. 1995b). 
Stretching or vibrating hip or ankle flexors can alter the timing of swing onset (Hiebert et 
al. 1996), while preventing hip extension thwarts swing initiation (Grillner and Rossignol 
1978c). Stretch-sensitive muscle spindle receptors in hindlimb flexors, which respond to 
stretch and vibration, are likely responsible for sensing hip extension and subsequently 
initiating flexion via autogenic and synergistic excitatory inputs.  Even passive oscillatory 
hip extensions can entrain locomotor speed by altering the duration of stance and the 
timing of the stance-to-swing transition (Andersson and Grillner 1983; Kriellaars et al. 
1994). Finally, stimulation of peripheral nerves during fictive locomotion can reset or 
entrain centrally-generated rhythms in a task- and phase-dependent manner (Conway et 
al. 1987; Iizuka et al. 1997; Kiehn et al. 1992; Perreault et al. 1995; Quevedo et al. 2000; 
Quevedo et al. 2005; Stecina et al. 2005). 
 Loading contributes to swing initiation as well. Preventing limb unloading can 
stall swing initiation (Duysens and Pearson 1980a; Pang and Yang 2000), suggesting that 
force-sensitive Golgi tendon organs (Ibs) in loaded extensors can inhibit flexion 
generation at the stance-to-swing transition. The contralateral limb also contributes load-
related signals. Even once the ipsilateral limb reaches critical hip extension with low 
load, swing will only initiate if the contralateral limb is prepared to accept the load 
(Grillner and Rossignol 1978c; Pang and Yang 2000). This effect is consistent in both 
spinal cats and human infants. Overall, a balance between the excitatory stretch and 




 In addition to timing, sensory feedback regulates the magnitude and duration of 
extensor activity during stance, particularly at the ankle (Hiebert and Pearson 1999; Juvin 
et al. 2007; Pearson and Collins 1993; Pearson et al. 1998). For example, if the cat 
hindlimb steps in a hole reducing the loading on ankle extensors, ankle extensor 
magnitude is significantly reduced (Gorassini et al. 1994; Hiebert and Pearson 1999). In 
contrast, if ankle extensors are artificially stretched, ankle extensor activity and force 
production increase (Donelan and Pearson 2004). According to studies in both cats and 
human, length changes in ankle extensors may provide up to 30% of extensor force 
production and 50% of soleus muscle activation (Sinkjaer et al. 2000; Stein et al. 2000). 
Responses to length changes are often attributed to Ia muscle spindles, but Ib afferents 
actually contribute substantially to the generation of ankle extensor activity and their 
response to extensor muscle lengthening. While Ib feedback is typically inhibitory (Ross 
and Nichols 2009), Ib feedback onto ankle extensors during locomotion can actually be 
excitatory. Thus, as force increases, Ibs in ankle extensors can further increase stance-
phase extensor activity and force production (Donelan and Pearson 2004; Pearson and 
Collins 1993). 
 While less is known about modulation of flexor activity, sensory feedback can 
influence several facets of swing-phase flexor activity. Stimulation of group I and II 
flexor nerves during swing or resisting hip flexion both enhance flexor activity (Lam and 
Pearson 2001; Perreault et al. 1995; Quevedo et al. 2000). Stimulation of toe flexors 
during swing can prolong and enhance swing (Stecina et al. 2005). In human cycling, 
changes to contralateral movement and loading also influence the timing and magnitude 
of recovery-phase flexion in a compensatory manner (Alibiglou et al. 2009; Ting et al. 
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1998). Chapter 3 offers an additional mechanism that may contribute to swing-phase 
flexor activity.   
  In sum, sensory feedback allows the nervous system to dynamically alter its 
strategy for biomechanical constraints, environmental demands, and injury. Sensory 
signals can sculpt the timing and the magnitude of both flexors and extensors, and their 
effects vary across the gait cycle. Despite this overwhelming importance of sensory 
feedback, many studies on spinal sensorimotor circuitry are undertaken in the absence of 
intact feedback. In fact, no current in vitro preparations allow for study of spinal 
sensorimotor circuitry with adequate and behaviorally-relevant sensory feedback.  
1.3 In vitro spinal cord models 
 In the absence of sensory feedback, the spinal cord contains sufficient circuitry 
for producing the basic rhythmic patterns that underlie locomotion. This circuitry is 
termed the central pattern generator (CPG). Because of this property, many of the known 
mechanistic details of spinal locomotor circuitry have been elucidated using the isolated 
rodent spinal cord maintained in vitro, in which the CPG can be robustly recruited 
through neurochemical application or electrical stimulation. The circuitry can then be 
dissected anatomically, physiologically, pharmacologically, and, more recently, 
molecularly with the advent of transgenic approaches (Kiehn 2006). The ability to apply 
drugs in known concentrations without interference from the blood-brain barrier and to 
control the ionic composition of the extracellular environment imparts a great advantage 
over in vivo approaches (Bagust and Kerkut 1981; Smith and Feldman 1987; Smith et al. 
1988). Moreover, the mechanical stability of the isolated cord allows for stable 
intracellular recordings from small neurons (Smith and Feldman 1987; Smith et al. 1988), 
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a challenging technical feat in vivo (Eccles et al. 1961a) and unprecedented during non-
fictive hindlimb locomotion. While these advantages make the in vitro spinal cord a 
powerful model system for investigating neural mechanisms of locomotion, the isolated 
cord alone fails to incorporate sensory feedback from ongoing limb movements (Bagust 
and Kerkut 1981; Pearson 1995; Pearson et al. 1998; Wheatley and Stein 1992). Thus, 
many spatiotemporal features of motor output, including phase transition timing and 
extensor amplitude, as well as the ability to study spinal sensory processing, are lost. 
 In Chapter 2, I describe the development of a novel mammalian preparation that 
combines the neural accessibility of in vitro preparations with the modulatory influence 
of sensory feedback from ongoing, physiological hindlimb movements. Previous work in 
the amphibian (mudpuppy) forelimb has progressed toward this goal (Wheatley and Stein 
1992), but no such mammalian nor hindlimb locomotor preparation exists. This model 
greatly expands our ability to study the spinal sensorimotor circuitry and to relate the 
neural substrates of movement to their functional outcomes. This model allows for 
recordings from sensory neurons not possible in the moving intact animal, while 
monitoring behavior and perturbing the mechanical state of the hindlimbs.  
1.4 Regulation of sensory inflow by presynaptic inhibition 
 Precisely because sensory feedback wields such powerful influence over motor 
output, it must be tightly regulated. During a task like locomotion, the spinal cord 
receives vast amounts of sensory information from an array of peripheral receptors. 
Ideally, the nervous system would establish a mechanism to focus on relevant sensory 
inputs while reducing or ignoring the effects of inputs that are irrelevant to the task or 
that might interfere with the intended movement. The nervous system may also need to 
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open interneuronal pathways to specific postsynaptic targets while closing others. During 
locomotion, many sensory inputs help modify muscle timing and magnitude to meet 
environmental demands, but powerful short-latency reflexes could work against 
locomotion if activated in inappropriate phases. For example, the Ia monosynaptic reflex 
may contribute to stance-phase muscle activity but could impede swing progression by 
inappropriately activating extensors. Thus, regulation is important for proper motor task 
execution. 
 Both presynaptic and postsynaptic inhibition regulate the effectiveness of sensory 
transmission onto central circuits (Rudomin et al. 1987; Solodkin et al. 1984), but their 
actions are quite different. However, presynaptic inhibition of afferents is "more powerful 
than postsynaptic inhibition in depressing the central excitatory actions of almost all 
primary afferent fibers (Eccles 1964)." Presynaptic inhibition occurs at the intraspinal 
terminals of afferents before even the first synapse, so it is the first site for regulating 
sensory inflow and can prevent any and all effects on spinal neurons. Additionally, 
presynaptic inhibition exerts longer lasting effects, reducing synaptic efficacy for 
hundreds of milliseconds (300-400msec), while postsynaptic inhibition lasts only tens of 
milliseconds (~10-30msec) (Eccles et al. 1962c; Gossard and Rossignol 1990). 
Presynaptic inhibition can also be highly selective by inhibiting specific intraspinal 
collaterals of an afferent without affecting transmission in other collaterals of the same 
afferent (Eguibar et al. 1994; Eguibar et al. 1997b). In this way, presynaptic inhibition 
converts intraspinal afferent arborizations from hard-wired pathways for afferent 
transmission into "dynamic substrates in which information arising from the periphery 
can be addressed to specific neuronal targets (Rudomin 2009)." In contrast, postsynaptic 
 
 9 
inhibition alters responses to all inputs to a postsynaptic cell by changing the 
postsynaptic cell's excitability. For a cell with multiple inputs, all inputs are affected 
equally by postsynaptic inhibition, while presynaptic inhibition can selectively regulate 
some inputs and not others. Although postsynaptic changes are certainly important (e.g. 
(Kiehn et al. 2000)) and co-exist with presynaptic effects (Solodkin et al. 1984),  
presynaptic inhibition is a highly selective and effective way to gate and/or redirect 
afferent actions.  
1.4.1 History and mechanism of presynaptic inhibition 
 In the 1950s, Hagbarth, Kerr, Wall and colleagues first suggested that afferent 
transmission might be blocked at the first synapse before any contact with spinal neurons 
(Hagbarth and Kerr 1954; Howland et al. 1955). Frank and Fourtes (Frank and Fourtes 
1957) later confirmed that Ia-evoked motoneuron excitatory post-synaptic potentials 
(EPSPs) could be reduced without changing motoneuron excitability, confirming a 
presynaptic source of regulation. Eccles and colleagues later showed that the presynaptic 
inhibition of the Ia monosynaptic reflex involved the depolarization of Ia terminals that 
then reduced Ia impulses (Eccles et al. 1961b; Eccles et al. 1962c). They suggested that 
GABAergic interneurons acting at axo-axonic synapses were responsible for this 
depolarization.  
  It is now well-established that presynaptic inhibition often begins with activation 
of GABAA receptors on the intraspinal terminals of primary afferents (Rudomin 2009; 
Rudomin et al. 1998) (Fig. 1.1).  Due to an active sodium-potassium-chloride co-
transport pump, NKCC1, found on primary afferents, the concentration of chloride is 




A: Presynaptic inhibition (PSI) can be evoked by homonymous afferents, heteronymous 
afferents, or central circuits such as the spinal locomotor circuitry. B: Measurement of 
and mechanism underlying GABAA-mediated presynaptic inhibition by primary afferent 
depolarization (modified from (Hochman et al. 2010)). The order of events is numbered 
1-3. Following activation by one of the events shown in A, GABAAergic neurons activate 
GABAA receptors are primary afferent terminals in the spinal cord. Because the chloride 
gradient is maintained to favor outward flow in afferents, chloride effluxes resulting a 
depolarization wave that travels antidromically into the dorsal root. The depolarization 




Figure 1.1 : Mechanisms of Presynaptic Inhibition 
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Thus, when GABAA receptors are activated, chloride flows out of the terminals. This 
chloride efflux initiates a primary afferent depolarization (PAD) that then travels 
electrotonically back out the dorsal root toward the periphery. This depolarization then 
reduces the transmitter released in response to an incoming action potential by 
inactivating sodium and calcium channels and/or by shunting. In this way, PAD reduces 
the central action of incoming sensory events (Eccles et al. 1961b; Eccles et al. 1962a; 
Eccles et al. 1962b; Ménard et al. 2003). Further, because PAD travels back out the 
dorsal root, presynaptic inhibition can be monitored as a dorsal root potential (DRP), 
which is the summed back propagated PAD from many axons recorded at the dorsal root 
entry zone. [Note: Throughout this dissertation, PAD and DRP will be used to indicate 
presynaptic inhibition.]  
 Presynaptic inhibition can be activated by homonymous afferents, heteronymous 
afferents, descending systems, or spinal circuits, such as the locomotor circuitry, typically 
via GABAAergic pathways (for review see (Rudomin 2009; Rudomin and Schmidt 
1999)). However, since the 1960s, evidence has arisen for several other mechanisms that 
may contribute to these various forms of presynaptic inhibition. Based on synaptic 
delays, afferent-evoked presynaptic inhibition was conventionally thought to occur via a 
minimally trisynaptic pathway, in which afferents activated GABAergic interneurons that 
then formed axo-axonic synapses on the afferents of origin (homonymous) or on distinct 
afferents (heteronymous) (Rudomin 2009; Rudomin and Schmidt 1999). New evidence 
now suggests that afferents in the rat and turtle may also act via more direct synaptic 
mechanisms, such as the co-release of amino acids or acetylcholine acting on GABAA 
receptors or via non-spiking dendro-axonic synapses (Russo et al. 2000; Shreckengost et 
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al. 2010). In addition to ionotropic GABAA receptors, metabotropic GABAB receptors 
may play a role in longer-term depression of afferent transmission. Non-GABAergic 
receptors, such 5HT3 (Lopez-Garcia and King 1996; Peng et al. 2001), AMPA (Lee et al. 
2002), or NMDA (Bardoni et al. 2004) receptors, are also implicated in presynaptic 
inhibition in the spinal cord dorsal horn.  
1.4.2 Patterns of presynaptic inhibition on hindlimb afferents 
 Afferents themselves, descending systems, and spinal circuits, such as the 
locomotor circuitry, all contribute to the regulation of sensory transmission via 
presynaptic inhibition (Fig. 1.1A). The sheer number of potential sources and receiving 
afferents creates quite a complex system. Through the past fifty years, numerous 
researchers have mapped the many sources of presynaptic inhibition onto group I muscle, 
group II muscle, and cutaneous afferents using both intra-axonal and extracellular 
monitoring of PAD in response to peripheral nerve stimulation at rest or during fictive 
locomotion. Most investigations have focused on ipsilateral interactions. These findings 
are summarized in Figure 1.2. 
1.4.2.1 Presynaptic inhibition of Ia afferents 
 Group Ia afferents have received the most attention regarding their presynaptic 
inhibition patterns.  Due to their monosynaptic connections onto motoneurons, only two 
sites exist for modulation of Ia effects on motor output, making presynaptic inhibition 
even more important. Without modulation, the powerful inputs from Ia afferents could 
saturate motoneurons, thereby reducing motoneuron sensitivity to further afferent 
input(Capaday and Stein 1987).  




Muscle afferents typically exhibit three patterns of afferent-evoked presynaptic inhibition derived 
from ipsilateral afferents. Type A PAD: Muscle group I afferents produce PAD in the receiving 
group I afferent, but conditioning with cutaneous stimulation reduces this PAD likely by 
inhibiting interposed interneurons in the PAD pathway. Type B PAD: Muscle group I, cutaneous, 
and many descending supraspinal systems all produce PAD in the receiving group I afferent. 
Type C PAD: Muscle group I afferents and many descending supraspinal systems produce PAD 
in the receiving group I afferent, but cutaneous input reduces this PAD as in Type A. Most group 
Ia afferents exhibit Type A and most group Ib afferents exhibit Type B or C, but all three patterns 
have been observed in both populations.    
Figure 1.2 : Patterns of PAD-related Presynaptic Inhibition 
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receive presynaptic inhibition from group I muscle afferents, both Ia and Ib, from across 
the ipsilateral hindlimb and across functional groups (Eccles et al. 1961b; Eccles et al. 
1962c; Enríquez et al. 1996; Iles 1996; Rudomin and Schmidt 1999). In general, flexor 
group I afferents are more effective than extensors in evoking presynaptic inhibition of Ia 
afferents, but the presynaptic inhibition of extensor Ia afferents is often stronger than that 
seen in flexors (Eccles et al. 1962c; Rudomin 2009). Thus, flexors are stronger sources of 
Ia presynaptic inhibition while extensors receive stronger inhibition. The reticulospinal 
system can also induce presynaptic inhibition in Ia afferents, while other supraspinal 
systems only weakly contribute (Jankowska 1992; Rudomin et al. 1983).  
 In contrast, stimulation of cutaneous nerves or supraspinal centers actually 
reduces the PAD produced in Ia afferents by stimulation of group I muscle afferents 
(Eguibar et al. 1997a; Enríquez et al. 1996; Rudomin et al. 1983; Rudomin and Schmidt 
1999). For example, conditioning stimuli in the superficial peroneal cutaneous nerve 
reduces the PAD produced in plantaris Ia afferents by stimulation of a hamstring nerve 
(Menard et al. 2002). Based on these results, many postulate that PAD pathway 
interneurons receive convergent segmental, multimodal, and supraspinal inputs that can 
modulate PAD transmission, thereby adjusting presynaptic inhibition of other afferent 
inputs. 
 In sum, most group Ia afferents receive PAD-related presynaptic inhibition from 
group I muscle afferents while supraspinal and cutaneous inputs reduce that PAD. This 
pattern is often termed Type A PAD (Fig. 1.2).   
1.4.2.2 Presynaptic inhibition of Ib afferents 
 Because Ib afferents receive such widely convergent input from diverse afferents, 
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presynaptic inhibition may serve to modulate and filter the relative contribution of each 
afferent type (Jankowska 1992; Zytnicki and Jami 1998). While Ia modulation adjusts 
primarily excitatory input onto synergistic motoneurons, Ib modulation adjusts the gain 
of negative feedback onto a diversity of motoneurons.  
 Ib afferents receive PAD-related presynaptic inhibition from group I afferents and 
from many descending supraspinal systems, including the rubrospinal, reticulospinal, 
corticospinal, vestibulospinal, and pyramidal tracts. Stimulation of cutaneous nerves can 
either produce PAD or reduce the PAD produced by other inputs (Rudomin 2009; 
Rudomin et al. 1998). If group I, descending, and cutaneous inputs all produce PAD, the 
pattern is called Type B PAD; if group I and descending inputs produce PAD, but 
cutaneous inputs reduce that PAD, the pattern is called Type C PAD (Fig 1.2). 
Additionally, Ib afferents receive strong autogenic PAD from other Ib afferents (Zytnicki 
and Jami 1998). 
1.4.2.3 Differences within modalities 
 As with all biology, things are not as simple as they may first appear. While Ia 
afferents typically exhibit A and Ibs B or C, Enriquez and colleagues showed that type A, 
B, and C PAD can be found in both Ia and Ib afferents (Enríquez et al. 1996). On 
average, approximately 52% of Ia afferents exhibit type A, 26% type B, and 13% type C. 
The proportions are reversed for Ib afferents, with approximately 11% exhibiting type A, 
35% type B, and 54% type C. Thus, PAD-related presynaptic inhibition exhibits complex 
multimodal and multisystem integration such that activation of afferents, spinal circuits, 
and supraspinal systems interact to influence the ultimate pattern during a behavior.  
1.4.2.4 Presynaptic inhibition of cutaneous and other afferents 
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 Cutaneous afferents receive the strongest presynaptic inhibition from other 
modality-specific cutaneous afferents (Eccles et al. 1963). Low-threshold cutaneous 
afferents, which likely contribute to movement, are also inhibited by group Ib II and III 
muscle afferents as well as supraspinal systems (Rudomin and Schmidt 1999).  
 Similarly, group II muscle afferents receive the strongest inhibition from other 
group IIs, but may also receive weaker presynaptic inhibition from group I, cutaneous, 
and/or supraspinal inputs.  
 Unlike most other afferents, joint afferents receive little autogenic PAD and often 
preserve the information from the periphery, possibly serving to monitor any extreme 
deviations in posture (Rudomin 2009). However, joint afferents can be inhibited by 
cutaneous afferents, group I and II muscle afferents, and select descending systems. 
Cutaneous afferents may also reduce the group I-evoked PAD in joint afferents, as seen 
in Ia afferents (Jankowska et al. 1993).  
1.4.2.5 Contralateral contributions to presynaptic inhibition 
 Most of the investigations on afferent-evoked presynaptic inhibition have focused 
on ipsilateral effects with little attention given to contralateral afferents. A small number 
of early studies found that stimulation of group I and flexor reflex afferents produced a 
contralateral DRP along with the larger ipsilateral DRP (Devanandan et al. 1965; Gossard 
and Rossignol 1990; Jankowska et al. 1966). Figure 1.3 summarizes these findings. As 
shown, most contralateral presynaptic inhibition involves Ib afferents as both the source 
and receiving afferents (Devanandan et al. 1965). In the pentobarbital anesthetized cat, Ib 
afferents evoked presynaptic inhibition of contralateral Ib afferents, but Ia afferents 




Previous studies have shown that contralateral afferents (contra giving) can evoke PAD-
related presynaptic inhibition in ipsilateral afferents (afferents receiving). Cut = 
cutaneous afferents. FRA = flexor reflex afferents, such as group II, III, and high 
threshold cutaneous afferents. Ias: Muscle spindle Ia afferents do not exert contralateral 
presynaptic inhibition on any fibers. Under certain states, such as L-DOPA, Ias may 
receive inhibition from FRAs. Ibs: Golgi tendon Ib afferents both give and receive 
contralateral presynaptic inhibition, particularly Ib onto Ib. Contralateral FRAs (mostly 
group III) and cutaneous afferents can also evoke PAD in Ibs. Cutaneous: Finally, 
cutaneous afferents receive contralateral PAD-related presynaptic inhibition from similar 
cutaneous afferents as well as FRAs. Modified from (Baldissera et al. 1981; Devanandan 
et al. 1965). Data taken from (Baldissera et al. 1981; Devanandan et al. 1965; Eccles et 
al. 1964; Jankowska et al. 1966) 
  




ipsilateral Ia afferent reflex patterns (Devanandan et al. 1965; Jankowska 1992). In the 
presence of L-DOPA, which is known to gate flexor reflex pathways, higher threshold 
flexor reflex afferents (typically group III not II)  could evoke inhibition of contralateral 
Ia afferents (Jankowska et al. 1966). No studies have demonstrated Ia-evoked crossed 
inhibition under any conditions.  
 Studies in cycling further affirm that sensory inputs from the contralateral limb 
affect ipsilateral sensory transmission and motor output, particularly of flexors  
(Alibiglou et al. 2009; Ting et al. 1998). Although contralateral influences may be 
attributed to central interlimb coupling or postsynaptic effects, these finding coupled with 
identified crossed presynaptic inhibition pathways imply that contralateral movement-
related feedback may play a role in ipsilateral sensory regulation. Yet, no recent work has 
investigated crossed presynaptic pathways, and little is known about the potential role of 
contralateral presynaptic inhibition during movements like locomotion that require 
interlimb coordination. 
1.4.3 Presynaptic inhibition during behavior 
 While much is known about afferent-evoked presynaptic inhibition at rest, less is 
known about presynaptic inhibition during behavior. It has been difficult to study both 
centrally-evoked and afferent-evoked presynaptic inhibition during non-fictive 
locomotion because it is "almost technically impossible to record PADs during real 
walking (Menard et al. 1999)." The DC recordings required to monitor slow changes in 
afferent membrane potential are simply too sensitive to spinal cord movement. To the 
best of our knowledge, there is only one brief report in the literature of DRPs recording 
during non-fictive locomotion (Yakhnitsa et al. 1988). However, studies during fictive 
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locomotion and inferences from reflex studies in humans and primates indicate that 
presynaptic inhibition may be quite active during movement and exhibit both phase and 
task dependencies.  
1.4.3.1 Fictive locomotor studies indicate phase- and task-dependent presynaptic 
modulation of reflex transmission  
 From fictive locomotion studies, we know that DRPs and intra-axonal PAD are 
rhythmic during locomotion (e.g. (Duenas and Rudomin 1988; Gossard et al. 1991)). 
Locomotor-related rhythmic DRPs persist in the low-spinal cat, confirming that the spinal 
locomotor circuitry induce rhythmic presynaptic inhibition in the absence of descending 
systems and rhythmic afferent feedback. Intra-axonal recordings from afferents, as well 
as extracellular DRP recordings, indicate that centrally-evoked locomotor-related 
inhibition is typically maximum during the flexion phase in the majority of flexor, 
extensor, and bifunctional group I and group II muscle afferents, as well as cutaneous 
afferents (Gossard et al. 1989; Gossard et al. 1991). However, based on coupled 
intracellular recordings from afferents and motoneurons, afferent-evoked PAD is much 
more effective than locomotor-related PAD at inhibiting the monosysnaptic reflex during 
locomotion (Gossard 1996). Importantly though, activation of the locomotor circuitry 
modulates the effectiveness of sensory-evoked PAD for reducing the monosynaptic reflex 
in a phase-dependent and muscle-dependent manner (Menard et al. 1999; Ménard et al. 
2003).  During fictive locomotion, stimulation of the posterior-biceps-semitendinosus 
nerve reduces the plantaris monosynaptic reflex most effectively between late flexion and 
mid stance. However, the most effective phase for PBSt-evoked presynaptic inhibition 
varies significantly depending on the target muscle for the monosynaptic reflex. This 
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change in effective phase is particularly strong between flexors and extensors. Therefore, 
while the centrally-evoked PAD alone may not strongly affect afferent transmission, the 
spinal locomotor circuitry does influence the effectiveness of sensory-evoked PAD for 
modulating afferent transmission, likely by regulating the excitability of interposed PAD 
pathways  (Menard et al. 1999; Ménard et al. 2003).  
 Additionally, both central and afferent-evoked presynaptic inhibition patterns are 
task dependent. By comparing fictive behaviors, Cote and Gossard showed that rhythmic 
PAD during fictive locomotion was ~34% smaller and maximum during late flexion, 
while PAD during fictive scratching was larger and maximum during early extension 
(Cote and Gossard 2003). On the other hand, afferent-evoked PAD from peripheral nerve 
stimulation was more reduced during scratch than during locomotion, suggesting that the 
scratch may involve more centrally-evoked presynaptic inhibition while locomotion may 
involve more afferent-evoked presynaptic inhibition.  
 In addition to interactions between the locomotor circuitry and afferent-evoked 
presynaptic inhibition, there are also afferent modality interactions that vary depending 
on the task. For example, cutaneous stimulation typically propduces presynaptic 
inhibition of Ib afferents at rest (Rudomin et al. 1983), but reduces muscle-evoked 
presynaptic inhibition of Ib afferents during fictive locomotion (Menard et al. 2002). 
Again, this reveals task-dependency, particularly for Ib afferents. 
 Together, these findings indicate that spinal locomotor circuitry and afferent 
modalities interact to create dynamic patterns of presynaptic sensory regulation that are 
highly phase and task dependent. Given these complex interactions, it is vital to study the 
patterns of locomotion in the most behaviorally relevant conditions possible and with the 
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most natural patterns of afferent interactions possible. Peripheral nerve stimulation 
during fictive locomotion artificially activates all afferents of a given threshold 
simultaneously in a pattern that differs from natural afferent patterns. While stimulation 
of multiple modalities shows that afferents influence presynaptic inhibition by other 
afferents, the resultant pattern produced during different forms of locomotor behavior 
remains elusive. Finally, most of the work has focused on the most direct reflex pathway, 
the monosynaptic reflex. Many afferent pathways contribute to locomotor modulation 
and, therefore, deserve further investigation.  
1.4.3.2 H-reflex studies suggest role of presynaptic inhibition in voluntary movement 
 Because presynaptic inhibition is technically difficult to monitor during 
movement, researchers often utilize the H-reflex, the electrical activation of the 
monosynaptic reflex, to predict presynaptic inhibition of Ia afferents during voluntary 
movement. Early work by Hultborn and colleagues showed that the H-reflex of the 
contracting muscle increases while the H-reflex of antagonist muscles decreases just prior 
to and during voluntary contraction in humans. This work suggests that descending 
presynaptic inhibition may selectively increase monosynaptic reflex sensitivity in 
contracting muscles and reduce sensitivity in muscles whose monosynaptic reflex could 
resist the intended movement (Hultborn et al. 1987). Recent work in monkeys also 
implicated descending contributions to presynaptic regulation of cutaneous inputs just 
prior to and during voluntary contractions (Seki et al. 2003).  
 In agreement with PAD and DRP patterns during fictive locomotion, the soleus 
H-reflex is phasically modulated during locomotion, with a maximum during stance and 
minimum during swing. As during fictive locomotion, H-reflex modulation is task-
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dependent. For example, H-reflexes are significantly lower during running compared to 
walking, suggesting increased presynaptic inhibition during running, particularly during 
the swing phase. In addition to active movements, passive movement can also elicit 
cyclic H-reflex modulation (Brooke et al. 1995a; McIlroy et al. 1992). In agreement with 
peripheral nerve stimulation during fictive locomotion, these results all imply that 
sensory input, even during passive movements, can powerfully and presynaptically 
inhibit Ia monosynaptic transmission during locomotion. 
 H-reflexes also suggest a role for contralaterally-mediated presynaptic inhibition. 
Both active and passive stepping or pedaling of the contralateral limb result in H-reflex 
depression on the ipsilateral limb (Brooke et al. 1995a; Collins et al. 1993; McIlroy et al. 
1992). Although the depression is smaller and less phasic compared to ipsilateral effects, 
contralateral movement appears to play a role in ipsilateral sensory regulation 
purportedly via presynaptic inhibition of Ia afferents. Non-reflex studies further highlight 
contralateral influences on ipsilateral motor output and reflex sensitivity, particularly 
during flexion. During cycling, changes in contralateral phasing or the absence of 
contralateral movement alters the spatiotemporal features of flexor muscle activation 
(Alibiglou et al. 2009; Ting et al. 1998). In spinal cats, altering the position of the 
contralateral limb reverses the effects of sensory inputs on the ipsilateral limb, again 
suggesting contralateral afferents may regulate ipsilateral sensory pathways (Grillner and 
Rossignol 1978a).  
 It should be noted again that no contralateral low-threshold afferents sources 
could evoke presynaptic inhibition of Ia afferents in the pentobarbital anesthetized cat 
(Devanandan et al. 1965). This finding contradicts the assertion that H-reflex modulation 
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(i.e. Ia afferent reflex modulation) partially results from presynaptic inhibition of Ia 
afferents. This apparent discrepancy may be explained by pentobarbital suppression of 
the polysynaptic transmission required for crossed inhibition (Eccles 1946; Mehta and 
Ticku 1999; Ziskind-Conhaim 1990), postsynaptic rather than presynaptic H-reflex 
modulation, or differences between cat and human sensory organization. However, more 
research is clearly needed to determine the existence of contralaterally-derived 
presynaptic inhibition of Ia afferents.  
 Like fictive locomotion studies, H-reflexes suggest that presynaptic inhibition 
may selectively regulate sensory input in a phase- and task-dependent manner to prevent 
counteractive effects during voluntary motor tasks. However, as emphasized by Stein, H-
reflex studies alone cannot truly distinguish pre and postsynaptic effects (Stein 1995). 
Both presynaptic and postsynaptic inhibition can result in H-reflex reduction. 
Intracellular studies in the cat, as well as computer modeling studies, suggest that 
postsynaptic changes cannot account for large changes in monosynaptic reflex amplitude 
independent of motor pool recruitment level (Capaday and Stein 1989; Heckman and 
Binder 1993). Holding background muscle activity constant helps to ensure constant 
motor pool excitability and recruitment to isolate presynaptic inhibition, but postsynaptic 
threshold changes cannot be fully ruled out since different motor units may contribute at 
any time. In addition, the work of Sinkjaer and colleagues showed that modulation of the 
electrically-activated H-reflex can differ significantly from modulation of the 
physiologically-activated stretch reflex during human walking, highlighting the need for 
caution when interpreting H-reflex studies (Anderson and Sinkjaer 1999). The observed 
discrepancies may reflect the difference between artificial and synchronouos activation of 
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all low-threshold afferents used in H-reflex testing and the more specific and natural 
activation of Ia afferents during muscle stretch. Additionally, fusimotor drive and initial 
muscle length affect the stretch reflex but not the H-reflex due to the direct electrical 
activation of afferents. Therefore, while H-reflex studies offer insight into the potential 
contributions of presynaptic inhibition to voluntary motor control, their results should be 
validated with more direct measures of presynaptic inhibition. 
1.4.4 Limitations of previous presynaptic inhibition studies  
 As Rudomin stated in his 2009 review, "After 50 years of continuous research it is 
fairly well established that the synaptic effectiveness of muscle, articular and cutaneous 
afferents can be modulated by a variety of peripheral and central mechanisms...There is 
still limited information on the functional organization of the pathways...and even less 
information on their role in the control of sensory information in behaving organisms 
(Rudomin 2009)." Eccles, Rudomin, Jankowska, Gossard, and others have spent years 
mapping the pathways of presynaptic inhibition. Yet, due to technical challenges, our 
understanding of the role of presynaptic inhibition in behavior remains limited. We know 
that presynaptic inhibition is highly task-dependent and influenced by strong central and  
multimodal afferent  interactions. Therefore, it is vital to study the patterns of locomotion 
in the most behaviorally relevant conditions possible and with the most natural afferent 
interactions possible to identify the true function of presynaptic inhibition in locomotion. 
 Further, only a limited number of studies have investigated crossed pathways, 
primarily under pentobarbital anesthesia which alters polysynaptic transmission and 
potentiates GABAA receptor activity (Eccles 1946; Mehta and Ticku 1999; Ziskind-
Conhaim 1990). Due to the interlimb nature of locomotion, the nervous system must 
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coordinate the limbs to avoid falling and efficiently move the body. While central 
circuitry and peripheral mechanical coupling may contribute to this goal, cycling and H-
reflex studies suggest that contralateral sensory inputs and contralaterally-derived 
presynaptic inhibition are likely valuable tools for interlimb coupling and coordination. 
Therefore, contralateral presynaptic inhibition deserves much further investigation.  
 By providing for stable DC recordings, development of the in vitro spinal cord-
hindlimb preparation (SCHP) described in Chapter 2 allows us to investigate the role of 
presynaptic inhibition with intact sensory inputs and central-sensory interactions. The 
SCHP also offers us the unique opportunity to investigate both the contralateral and 
ipsilateral contributions to presynaptic inhibition, while manipulating the mechanics and 
neural system in ways not otherwise possible.  
1.5 Aims and objectives 
 The objective of this dissertation is to gain insight into sensory regulation in the 
spinal cord during locomotion using an in vitro spinal cord-hindlimb preparation. This 
objective was divided into four specific aims. 1) First, I developed the dorsal-up in vitro 
spinal cord-hindlimb preparation (SCHP) in the neonatal rat (Chapter 2). This preparation 
offers exquisite neural accessibility in the presence of physiological, sensory-influenced 
behavior, enabling us to study spinal sensorimotor circuitry in ways not previously 
possible. 2) I then validated the efficacy of the SCHP for studying behaviorally-relevant 
and sensory modulated spinal function by showing the impacts of sensory feedback on in 
vitro spinal function and locomotion (Chapter 2). In addition to validating the SCHP, 
these studies provided insight into how sensory feedback can reinforce and regulate 
spinal motor output. 3) Using the SCHP, I then investigated how presynaptic inhibition 
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dynamically regulates sensory feedback during non-fictive locomotion. Specifically, I 
asked how the mechanical state of the ipsilateral and contralateral hindlimb influences 
presynaptic inhibition (Chapter 3). 4) Finally, I considered the neural sources generating 
the most prominent characteristics of locomotor presynaptic inhibition (Chapter 3).  
1.6 Clinical and scientific significance 
 After spinal cord injury, sensory feedback is one of the few remaining inputs for 
accessing spinal circuitry. Understanding how sensory feedback influences spinal cord 
function and how sensory feedback can reinforce locomotion in the absence of 
descending brain inputs is vital to designing effective rehabilitation strategies. By 
combining neural accessibility with sensory-influenced behavior, the novel in vitro 
preparation enhances our ability to study spinal locomotor circuitry in a behaviorally-
relevant state. The SCHP allows us to investigate how mechanosensory manipulations 
influence behavior as well as neural circuit function. 
 Sensory regulation is often dysfunctional after spinal cord injury and other neural 
injuries or diseases, such as stroke, peripheral nerve injury, or Parkinson's disease 
(Calancie et al. 1993; Enríquez et al. 1996; Garcia et al. 2006; Milanov 1992; Morita et 
al. 2000). Due to the loss or damage of descending systems, presynaptic inhibition is 
typically reduced, contributing to spasticity and interfering with locomotor training 
(Calancie et al. 1993; Morita et al. 2000; Stein 1995). Appropriate sensory regulation is 
important for effective locomotor retraining and recovery. Thus, understanding how 
presynaptic inhibition functions during locomotion and how peripheral inputs can 
manipulate that function will help us restore sensory regulation after injury and disease 
and hopefully improve locomotor outcomes.   
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CHAPTER 2  
AN IN VITRO SPINAL-CORD HINDLIMB PREPARATION FOR 
STUDYING BEHAVIORALLY RELEVANT RAT LOCOMOTOR 
FUNCTION 
 This chapter was originally published in the Journal of Neurophysiology: Hayes 
HB, Chang Y-H, and Hochman S. An in vitro spinal cord-hindlimb preparation for 
studying behaviorally relevant rat locomotor function. J Neurophysiol 101: 1114-1122, 
2009 (doi:10.1152/jn.90523.2008). Used with permission from the American 
Physiological Society. Asterisks* indicate post-publication additions. 
2.1 Introduction 
 The spinal cord contains all the circuitry required for producing the basic 
rhythmic motor patterns that underlie locomotion. While this spinal circuitry, often 
termed the central pattern generator (CPG), can produce locomotor behavior in the 
absence of phasic sensory input, sensory feedback is known to play an important role in 
refining the spatiotemporal features of these motor patterns to match environmental 
demands and correct for unexpected errors. Sensory signals are a major determining 
factor in both the timing of phase transitions (Duysens and Pearson 1980b; Grillner and 
Rossignol 1978b; Hiebert et al. 1996; Pearson et al. 1998; Whelan et al. 1995b) and the 
magnitude and duration of extensor activity during stance (Hiebert and Pearson 1999; 
Juvin et al. 2007; Pearson and Collins 1993; Pearson et al. 1998; Rossignol et al. 2006). 
They are also capable of resetting and entraining centrally-generated rhythms in a phase-
dependent manner (Conway et al. 1987; Iizuka et al. 1997; Kriellaars et al. 1994; Pearson 
et al. 1998).  
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 Many of the known properties of the locomotor CPG have been elucidated using 
the isolated rodent spinal cord, in which the CPG can be robustly recruited through 
neurochemical application or electrical stimulation. The circuitry can then be dissected 
anatomically, physiologically, pharmacologically, and, more recently, molecularly with 
the advent of transgenic approaches. The ability to apply drugs in known concentrations 
without interference from the blood-brain barrier and to control the ionic composition of 
the extracellular environment imparts a great advantage over in vivo approaches (Bagust 
and Kerkut 1981; Smith and Feldman 1987; Smith et al. 1988). Moreover, the mechanical 
stability of the isolated cord allows for stable intracellular recordings from small neurons 
(Cheng et al. 2002; Smith and Feldman 1987; Smith et al. 1988; Wheatley et al. 1994a), a 
challenging technical feat in vivo (Eccles et al. 1961a) and unprecedented during non-
fictive hindlimb locomotion. While these advantages make the in vitro preparation a 
powerful model system for investigating neuronal mechanisms of locomotion, the 
isolated cord fails to incorporate sensory feedback from ongoing limb movements which 
is known to be vital in the patterning of locomotion (Bagust and Kerkut 1981; Pearson 
1995; Pearson et al. 1998; Wheatley and Stein 1992). Many of the spatiotemporal 
features of motor output, such as phase transition timing and extensor amplitude 
modulation, are lost in the absence of sensory influences.  
 The goal of this work is to develop a novel mammalian preparation that combines 
the neural accessibility and manipulability of in vitro preparations with the modulatory 
influence of sensory feedback from ongoing, physiologically-relevant movement. This 
requires the retention of dorsal roots and intact hindlimbs as well as an appropriate 
environment for natural limb stepping, including appropriate orientation relative to 
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gravity and mechanical interactions. Previous work in the amphibian (mudpuppy) 
forelimb has progressed toward this goal (Wheatley and Stein 1992), but no such 
mammalian nor hindlimb locomotor preparation exists. Our new preparation is composed 
of a fully-exposed neonatal rat spinal cord with hindlimbs attached. The isolated cord and 
hindlimbs are oriented dorsal-up in a physiologically-appropriate locomotor posture with 
the limbs allowed to step on a treadmill.  
 Here I present the first biomechanical characterization of in vitro rat hindlimb 
locomotion, including kinematics from the dorsal-up preparation. I compare these 
kinematics to those from mechanically similar in vivo conditions to provide a framework 
for understanding their behavioral relevance. I also show electromyography from 
hindlimbs during both dorsal-up and ventral-up in vitro locomotion. While 
electromyography of the restrained or air-stepping limb has been reported (Atsuta et al. 
1990; Kiehn and Kjaerulf 1996), electromyography from appropriately oriented (dorsal-
up) and unrestrained hindlimbs during in vitro locomotion has not been shown. Finally, 
to demonstrate the importance of sensory feedback in motor patterning, I compare muscle 
activation patterns between dorsal- and ventral-up locomotion and demonstrate the effect 
of sensory perturbations on muscle activation patterns and stride timing. A portion of 
these results have been  presented in abstract form (Brant and Chang 2006; Brant et al. 
2006). 
2.2 Methods 
 All procedures described here comply with the principles of The Care and Use of 
Animals outlined by the American Physiological Society and were approved by the 
Emory University Institutional
 




 Neonatal rats (Sprague-Dawley) postnatal days 1-4 were first decapitated and 
eviscerated, leaving only the vertebral column, pelvis, and hindlimbs attached to the cord. 
All skin was removed except that covering the feet. The preparation was then secured in a 
dissection chamber filled with continuously oxygenated low calcium, high magnesium 
artificial cerebrospinal fluid (aCSF - see Bathing Solutions). Ventral vertebrectomy and 
dorsal laminectomy exposed the ventral and dorsal sides from the upper cervical 
transection to mid-sacral level. Care was taken to preserve all ventral and dorsal roots to 
maintain complete hindlimb innervation. 
 The isolated cord-hindlimb preparations were then transferred to a perfusion 
chamber designed to allow dorsal-up, unrestrained hindlimb locomotion (Fig. 2.1 
described below). The cords were secured to the Sylgard with insect pins through the 
remaining ribs in a dorsal-up posture, with the hindlimbs and sacral cord hanging pendant 
in the caudal portion of the chamber. Cord position was adjusted to approximate 
physiological locomotor posture.  
2.2.2 Perfusion chamber and treadmill 
 Rectangular perfusion chambers were constructed from 3mm thick, transparent 
lucite acrylic sheets (GE Polymer Shapes) and filled with Sylgard. A small Sylgard block 
was then cut from the caudal portion of each chamber to create space for a custom 
treadmill and unrestrained hindlimb locomotion.  
 The treadmill belt, composed of a 30mm wide by 130mm long polyurethane belt 
(McMaster-Carr), was mounted around plastic rollers (Tamiya Inc) and two metal shafts. 
The shafts were drilled perpendicularly through the lucite walls and the holes sealed  
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Recording chamber and perfusion system. The continuously oxygenated aCSF flows from the 
gravity perfusion system, through the duct under the ventral surface of the cord, and then is 
pumped back to the gravity perfusion system via the peristaltic pump. B: Sagittal view of the 
isolated cord-hindlimb preparation and treadmill. The exposed cord is secured to the Sylgard by 
insect pins and the hindlimbs allowed to locomote freely on a treadmill in the caudal chamber. C: 
Overhead view of the isolated cord-hindlimb preparation and treadmill. 
  
Figure 2.1 : SCHP Experimental Setup 
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using either epoxy or petroleum jelly to prevent aCSF from leaking from the chamber. 
The front shaft and roller were driven by a small, brushed DC motor (Tamiya Inc, GM7), 
whose speed was adjustable between 2-12mm/s by incrementally increasing the voltage 
across the motor. The back rollers were passively turned by the belt. In later experiments, 
a brushless DC motor and electronic speed controller (Novak, Goat Brushless Crawler 
System) was used to reduce motor-related noise in the electromyographic recordings.  
 Since much of the motor circuitry is known to lie in the ventral portion of the 
cord, which is partially encased by the remaining vertebral column, a cord perfusion 
system was added to direct flow along the ventral surface of the cord. A small duct was 
channeled into the top surface of the Sylgard under the cord. A gravity-fed perfusion 
system, with the tip of the output at the rostral end of the duct, was then used to supply 
continuously oxygenated aCSF at 20-30 mL/min, with or without drugs, through the duct 
beneath the ventral surface. Tubing attached to a peristaltic pump (Cole Palmer 
Masterflex) was placed in the caudal compartment to recirculate the solution to the 
gravity system reservoir (Fig. 2.1A). During initial setup, a biologically inert dye was 
used to visualize flow, and input/output locations were adjusted until diffusion appeared 
uniform across the ventral surface of the cord. Some experiments were carried out in the 
absence of the perfusion system, but success of pharmacological activation was greater 
with continuous perfusion. 
2.2.3 Bathing Solutions 
 All bathing solutions were continuously oxygenated with 95% O2, 5% CO2. The 
standard bathing solution was an artificial cerebral spinal fluid (aCSF) containing (in 
mM): 128 NaCl, 1.9 KCl, 1.2 KH2PO4, 26 NaHCO3, 2.4 CaCl2, 1.3 MgSO4, and 10 
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glucose at a pH of 7.4. For dissection and electromyographic electrode insertion, low 
calcium, high magnesium aCSF (same as normal aCSF except 0.85mM CaCl2 and 
6.5mM MgSO4) was used to minimize movement. Finally, for pharmacological induction 
of locomotion, 2-4 µM N-methyl D-aspartate (NMDA) and 40-60µM serotonin (5HT) 
were added to the aCSF.  
2.2.4 Muscle recordings and analysis 
 To record electromyographic (EMG) activity, monopolar Teflon-coated platinum-
iridium electrodes (0.05 mm bare diameter; AM Systems) with bared tips were implanted 
in up to six hindlimb muscles, including right and left tibialis anterior (TA; ankle 
flexors), right and left lateral gastrocnemius (LG; ankle extensors), right vastus lateralis 
(VL; knee extensor), and right rectus femoris (RF; knee extensor/hip flexor). Once 
implanted, a small drop of formulated cyanoacrylate (Nexaband Liquid Tissue Adhesive, 
Abbott Laboratories) was placed at the point of electrode insertion to secure the wires 
during movement. The fine wires were flexible enough to follow the moving limbs with 
negligible mechanical impedance (Kiehn and Kjaerulf 1996). 
 The EMG activity was collected through a differential amplifier, bandpass filtered 
(100 to 3000 Hz), notch filtered (60Hz), digitized at 5kHz (Digidata 1322A 16-Bit DAQ, 
Axon Instruments), and recorded (Clampex, Axon Instruments) for offline analysis. EMG 
activity was analyzed using a custom program in Matlab (MathWorks Inc). Analysis 
relevant to the locomotor rhythm included low-pass Chebyshev filtering to create burst 
envelopes, burst detection, burst duty cycle, and intermuscular phasing. The phase 
between two muscles was defined as the time from mid-burst of the first muscle to mid-




being exactly in-phase and 0.5 being 180
o
 out-of-phase. Muscle duty cycles and 
intermuscular phasing were compared between dorsal-up and ventral-up in vitro 
preparations and across muscles within a preparation using two-sample and paired 
student t-tests (α = 0.05 unless otherwise stated) using the statistics toolbox in Matlab 
(The MathWorks Inc.). 
2.2.5 Video recording and kinematic analysis 
 For sagittal plane kinematic analysis, joint centers were palpated and marked at 
the hip (greater trochanter), knee (lateral epicondyle), ankle (lateral malleolus), and 5
th
 
metatarsophalangeal joints using waterproof black ink. Video of hindlimb locomotion 
was collected in the sagittal plane using a digital video camera at a rate of 60Hz. Video 
recordings were synchronized with EMG recordings using a trigger light in the camera 
field of view and a simultaneous voltage pulse sent to an EMG trigger channel. 
Following collection, joint positions were digitized using semi-automatic tracking 
(Dartfish Software). Joint angle trajectories for the right hindlimb were then calculated 
from joint positions. The ankle and knee angles were defined as included angles between 
the foot and shank segments and shank and thigh segments respectively. The hip angle 
was defined as the angle between the thigh and the horizontal. In all cases, increasing 
angle values indicate extension.  
 To account for slight variations in cycle time, each step cycle was time 
normalized. Zero percent gait cycle was defined as the onset of retraction/stance phase, 
which was determined from video recordings and defined as the time when the toe was in 
its anterior extreme position (AEP). Similarly, protraction/swing phase onset was defined 
as the time when the toe was in its posterior extreme position (PEP). Once normalized, 
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joint angular trajectories were averaged across cycles (n = 10-23 cycles) to compute 
average trajectories for each animal. Average trajectories plus and minus standard 
deviations are presented. Stride period was defined as the time from one ipsilateral AEP 
event to the next, with stride frequency being the inverse of stride period. These and all 
subsequent kinematic analyses were performed using custom programs in Matlab.  
All statistical analyses were performed using JMP statistical software (SAS) or the 
statistics toolbox in Matlab. Mean stride frequencies at each speed were compared using 
a one-way analysis of variance (ANOVA; α = 0.05). The effect of both time and treadmill 
speed on stride frequency were examined using a multiple linear regression. Coefficients 
were tested for significant difference compared to zero (α = 0.05).  
2.2.6 Ventral-up setup 
 For comparison, some preparations were oriented ventral-up with their hindlimbs 
allowed to air-step above the cord. Procedures for ventral-up air-stepping were similar, 
but were undertaken in a simple flat-bottomed Sylgard chamber. Under these conditions, 
a static oxygenated aCSF bath was used. 
2.2.7 In vivo kinematics 
 In vivo kinematics from adult rat treadmill locomotion were also collected. The 
posterior ischium and hip, knee, ankle, and 5
th
 metatarsophalangeal joints were marked, 
and video of treadmill locomotion (33.2cm/s) was recorded at 60Hz. Sagittal plane 
kinematics were then analyzed with the same techniques described above. 
2.2.8 Success rate 
 The success rate for dorsal-up in vitro locomotion with the perfusion system was 
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high, with 94% (15/16) locomoting in response to NMDA and 5HT. However, without 
the perfusion system, the success rate was much lower at only 39%. For kinematic 
analysis, some locomoting preparations were excluded because of significant out-of-place 
motion or limited paw-treadmill interaction. Also, only kinematics or only EMG activity 
were collected in some preparations. For ventral-up in vitro locomotion (static bath), the 
success rate was similarly high, with 84% (13/15) locomoting. Again, some were 
excluded for out-of-plane motion and some only used for either kinematics or EMG 
collection. 
2.3 Results 
2.3.1 Hindlimb 2D kinematics from the in vitro preparations 
 Figure 2.2 shows average kinematic trajectories for the hip, knee, and ankle joints 
during locomotion from representative animals in the dorsal-up (Fig. 2.2A; n = 5) and 
ventral-up (Fig. 2.2B; n = 3) orientations. In the dorsal-up orientation, the hip and ankle 
extended during retraction/stance and flexed during protraction/swing, as would be 
expected for stepping in the behaving rat (Gillis and Biewener 2001; Thota et al. 2005). 
The knee joint exhibited mostly flexion during retraction/stance, presumably supporting 
the weight of the hindquarters upon ground contact as well as actively retracting to 
accelerate the hindquarters relative to the treadmill. During protraction/swing, the knee 
exhibited a large extension to return to its initial position.  
 Overall, the joint trajectories from ventral-up air-stepping differed considerably 
from those seen in dorsal-up stepping. First, the hip and ankle exhibited large plateau 
phases at the end of retraction/stance phase extension, which were absent in dorsal-up 
locomotion. Most interestingly, the knee exhibited a completely different trajectory. 
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Rather than flexing, the knee extended during the entire retraction/stance phase, followed 
by rapid flexion and slight extension during protraction/swing phase (Fig. 2.2B). This 
difference distinguishes the two movements and results in a very different coordination 
and phasing between the three joints. Finally, all three joints exhibited a much larger 
range of motion during ventral-up air-stepping compared to dorsal-up. 
2.3.2 Comparison of kinematics from in vitro and in vivo conditions 
 Kinematics from both in vitro conditions (dorsal-up treadmill locomotion and 
ventral-up air-stepping) compare well with their in vivo counterparts. Figure 2.2C shows 
kinematic trajectories obtained during adult in vivo treadmill locomotion. Despite the 
large age and size differences, the neonatal in vitro dorsal-up treadmill locomotion (Fig. 
2.2A) and adult in vivo treadmill locomotion (Fig. 2.2C) conditions produced similar 
kinematics. Neither exhibited the extended plateau phases observed during air-stepping 
and all three joint trajectories followed similar patterns. In both cases, the knee 
underwent a large flexion phase during retraction/stance that was absent in air-stepping 
trajectories. It should be noted that there is a difference between the ankle trajectories, 
with the in vivo exhibiting an early flexion phase (sometimes termed E2 phase) during 
retraction/stance that is absent in vitro. The in vivo knee trajectory also has an additional 
flexion phase near the transition at start of swing that is not present in vitro. These 
absences in vitro likely result from the smaller size and added weight support of the 
sylgard step. Nonetheless, the differences are small compared to the near reversal in knee 




A: Dorsal-up in vitro kinematics from locomotion induced by 2-4µM NMDA, 40-60µM 5HT. 
Solid line: Average (n = 17 cycles) angular trajectories at the hip (left), knee (center), and ankle 
(right) plotted over the gait cycle. Dashed lines: Average trajectory plus or minus one standard 
deviation plotted over the gait cycle.  0% gait cycle represents the onset of retraction/stance 
phase. The solid vertical line represents the average percentage gait cycle at which the onset of 
protraction/swing phase occurred. B: Ventral-up in vitro kinematics from locomotion induced by 
2-4µM NMDA, 40-60µM 5HT (Average of n = 20 cycles). C: In Vivo kinematics from adult rat 
during treadmill locomotion (Average of n = 17 cycles). 
  
Figure 2.2 : In Vitro and In Vivo Kinematics 
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 Similarly, the in vitro air-stepping  trajectories (Fig. 2.2B) were similar to those 
previously reported from in vivo neonatal air-stepping (Stehouwer et al. 1994). The most 
obvious similarities include the presence of extension plateau phases at the ankle and hip 
joints as well as the absence of knee flexion during retraction/stance phases, which 
reflects the absence of ground interaction and need for weight support. 
2.3.3 Comparison of EMG patterns from the dorsal-up and ventral-up in vitro 
preparations 
 To gain more direct insight into the role of sensory feedback during locomotion, I 
also looked at EMG activity during dorsal-up and ventral-up in vitro locomotion. Figure 
2.3 shows representative EMG activity during locomotion from a dorsal-up and ventral-
up in vitro preparation. Gray shading indicates retraction/stance phases. In both 
conditions, the EMG activity shows the expected alternation between ipsilateral ankle 
flexors and extensors (i.e. right LG and right TA) or between contralateral ankle flexors 
(i.e. right TA and left TA). However, the intermuscular phasing and relative duty cycles 
differed significantly between the dorsal-up and ventral-up conditions.  First, the phasing 
between TA, an ankle flexor, and VL, a knee extensor, was significantly different 
(p=0.002) between dorsal-up (0.375 ± 0.057, n=4) and ventral-up (0.0961 ± 0.101, n=5). 
The phasing between TA and RF, a knee extensor/hip flexor, showed a similar trend with 
the dorsal-up phase (0.207 ± 0.094, n=4) being greater than ventral-up (0.164 ± 0.119, 
n=4), but this difference was not statistically significant.  
 Muscle duty cycles also showed significant differences between the in vitro 
conditions. During dorsal-up locomotion, the duty cycle of the extensors VL and LG 
were 0.52 ± 0.064 and 0.56 ± 0.073 respectively, while the duty cycle of the flexor TA  
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EMG activity during in vitro (A) dorsal-up and (B) ventral-up locomotion induced by 2-4µM 
NMDA, 40-60µM 5HT. Shaded regions represent stance or pseudo-stance phases, and white 
regions represent swing. Muscles from top to bottom: right vastus lateralis (R VL), right rectus 
femoris (R RF), right lateral gastrocnemius (R LG in dorsal-up), left tibialis anterior (L TA in 
ventral-up). 
Figure 2.3 : In Vitro EMG Activity 
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was 0.37 ± 0.098. The duty cycles of both extensors were significantly longer than the the 
flexor duty cycle (VL p<0.01, n=4; LG p<0.05, n=5). During ventral-up locomotion, the 
duty cycle of VL was 0.34 ± 0.12 and TA was 0.47 ± 0.094. The ventral-up duty cycles 
was thus reversed compared to dorsal-up, with the duty cycle of TA being significantly 
longer than that of VL (p<0.01, n=5). In addition, the duty cycle of VL was significantly 
longer during dorsal-up locomotion compared to ventral-up (p<0.05), while the duty 
cycle of TA tended to be shorter during dorsal-up locomotion (p=0.06).  
2.3.4 Effect of sensory perturbations on EMG and stride parameters 
 To demonstrate the efficacy of this preparation for studying locomotor circuitry 
under sensory modulation, EMG activity and stride parameters were examined in 
response to two sensory manipulations. First, in preparations (n=5) with initially weak 
locomotion, a stepping assistance perturbation was applied by exerting a swing assistive 
force on the right hindfoot. A glass probe was used to push the bottom of the right 
hindfoot anteriorly at the onset of each protraction/swing phase. Figure 2.4 shows an 
example of the muscular response to this perturbation. Prior to swing assistance, the 
locomotion was irregular in frequency and quite weak, with right LG, VL, and RF all 
failing to burst reliably (Fig. 2.4A). During swing assistance, the right LG, VL, and RF 
all began to exhibit regular bursting and engaged in the ongoing rhythmic pattern (Fig. 
2.4B). Finally, after swing assistance was terminated, the EMG pattern was quite robust 
on all channels and regular in frequency (Fig. 2.4C). *It should be noted that this pattern 
was still slightly different from the typical dorsal-up pattern though, likely due to the 
weaker ground contact. A similar increase in extensor activity strength and regularity was 
observed in the other animals. In each case, reinforcing sensory feedback from swing  
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Muscles from top to bottom in each panel: left lateral gastrocnemius (L LG), left tibialis anterior 
(L TA), right lateral gastocnemius (R LG), right tibialis anterior (R TA), right vastus lateralis (R 
VL), right rectus femoris (R RF). A: 40 seconds of EMG activity before application of swing 
assistive forces to the right hindlimb. B: 40 seconds of EMG activity during swing assistance. C: 
40 seconds of EMG activity after termination of swing assistance. The upper left gray boxes in 
each panel highlight frequency irregularity and/or regularity. The lower right gray boxes in each 
panel highlight the gradual engagement of the R LG, R VL, and R RF in the rhythm in response 
to swing assistance. 
Figure 2.4 : EMG Response to Right Hindlimb Swing Assist 
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assistance increased robustness of the centrally-generated motor program. *Similarly, 
when drugs failed to initiate locomotion, alternating cyclical assistance on both limbs 
actually initiated strong locomotion for the first time (n=6 bouts in n=4 animals). 
Unassisted locomotion then persisted after bilateral assistance was terminated. 
 Secondly, the speed of the treadmill was changed during ongoing locomotion to 
determine if this change in sensory feedback could alter hindlimb stride frequency. Such 
responses have been shown previously in more intact, older animals (Forssberg and 
Grillner 1973; Grillner and Rossignol 1978c; Musienko et al. 2007; Pearson 1995). As 
treadmill speed increased from approximately 4 to 11mm/s, stride frequency increased by 
12.1% from a mean of 0.257Hz to 0.288Hz (Fig. 2.5). One-way analysis of variance 
(ANOVA) showed that the stride frequencies were significantly different between 
treadmill speeds (p<0.001). To ensure that these changes were not simply due to drifts in 
frequency over time, a multiple linear regression model was used to quantify the effects 
of both time and treadmill speed on stride frequency. The regression analysis showed that 
the effect of time was not significant (p = 0.5), while the effect of treadmill speed was 
statistically significant (p<0.001). Two other animals also exhibited the trend of 
increasing stride frequency across a range of treadmill speeds. However, in these two 
animals, multiple linear regression revealed a stronger influence of time. Due to the 
compounding factor of temporal drift, the changes in stride frequency could not be 
attributed to treadmill speed alone. It was noted that the later two animals appeared to 
have less forceful interactions with the treadmill belt, while the paw of the first animal 
appeared to cause larger belt deflections during the stance phase. Thus, strong paw-belt 




Stride frequencies are represented as mean (■) plus and minus standard deviation (indicated by 
error bars) at each treadmill speed. The regression line shows the positive correlation of stride 
frequency with treadmill speed: y = 0.004932*x + 0.2364. 
  
Figure 2.5 : Stride Frequency versus Treadmill Speed 
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temporal features via belt-related sensory feedback. 
2.4 Discussion 
 The kinematic data is this study is the first biomechanical characterization of 
mammalian hindlimb locomotion generated in vitro. Importantly, even though 
locomotion is neurochemically induced and undertaken in neonates, the preparation can 
produce task-appropriate kinematics and generate locomotor behavior similar to the 
normal adult rat. While some prior work has described pharmacologically induced 
“stepping-like movement” in earlier hindlimb-attached in vitro preparations (Atsuta et al. 
1988; Kudo and Yamada 1987; Smith et al. 1988), no effort has been made to quantify 
the kinematics of this behavior and, therefore, no data is available for comparison to 
locomotor behaviors normally exhibited by intact rodents. Additionally, only air-stepping 
movements have been reported; in vitro locomotion has not been studied under 
behaviorally-relevant mechanosensory conditions. The biomechanical characterization 
presented here also offers a better understanding of the type of behavior being elicited by 
NMDA and 5HT acting on the spinal cord and further highlights the role of 
mechanosensory feedback in altering centrally-generated locomotor output. Interestingly, 
previous EMG activity from restrained hindlimbs suggested that serotonin evokes 
swimming-like motor output (Kiehn and Kjaerulf 1996). The results emphasize that 
mechanosensory input plays a large role in movement patterning and show that 
5HT/NMDA can lead to stepping-like movements when given the appropriate 
mechanical environment.  
2.4.1 Kinematics confirm the behavioral relevance of the preparation 
 The kinematic dissimilarities between the in vitro dorsal- and ventral-up 
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conditions demonstrate the preparation’s ability to produce multiple kinematic behaviors 
which are largely influenced by the mechanical environment and, likely, sensory 
feedback. Additionally, they show that the same neurochemicals, i.e. 5HT and NMDA, 
can produce different movement patterns depending on the mechanosensory context. 
When compared to their in vivo counterparts, the kinematics of the in vitro preparations 
strongly resembled the patterns produced in the corresponding mechanical conditions in 
vivo. The dorsal-up treadmill locomotion joint angle trajectories (Fig. 2.2A) were 
comparable to those typically seen in adult treadmill locomotion in vivo (Fig. 2.2C), with 
the exception of two inflections absent in vitro. The slight differences can likely be 
attributed to discrepancies in age and size and obvious differences between in vitro and in 
vivo preparations. Regarding the ventral-up air-stepping (Fig. 2.2B), the patterns were 
strikingly similar to the air-stepping patterns previously reported in neonatal in vivo air-
stepping (Stehouwer et al. 1994). In the in vivo study, the intact neonates were harnessed 
and air-stepping, while, in vitro, the isolated cord was ventral-up with the hindlimbs air-
stepping above the body. Despite this difference in orientation, the absence of ground 
interaction and correspondingly reduced sensory input appears sufficient to produce 
comparable kinematic patterns.  
 Overall, the similarities between in vitro and in vivo in both the treadmill and air-
stepping conditions suggest that spinal motor circuitry, even at an early developmental 
stage, is capable of producing task-appropriate motor patterns. Previous researchers have 
questioned the relevance of the neonatal model since neonates at this age do not typically 
walk (Smith and Feldman 1987). Regardless, when weight supported (i.e. reduced 
preparation with vertebral support from the Sylgard step), the neonatal spinal cord is 
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capable of producing adult-like movements given sufficient mechanosensory feedback. 
2.4.2 Sensory input contributes to spatiotemporal features of motor output 
 While the kinematic comparison showed that the mechanical condition can alter 
kinematic patterns, kinematic measures cannot distinguish between purely mechanical 
effects and the effects mediated by sensory feedback pathways using kinematics alone. 
Thus, I compared EMG patterns between the dorsal- and ventral-up in vitro conditions to 
demonstrate the importance of sensory feedback in patterning motor output in the neonate 
in vitro.  A limitation of locomotor studies in the neonatal rat spinal cord is the 
fatigability of afferent synaptic transmission (Lev-Tov and Pinco 1992), which could 
minimize the contribution of afferent input to ongoing motor output. Afferent activity is 
capable of resetting locomotion in the neonatal cord (Iizuka et al. 1997; Kiehn et al. 
1992), but the contribution of sensory activity to ongoing locomotion remains 
uncharacterized in the neonate.  
 I observed significant differences in both muscle phasing and duty cycle between 
dorsal- and ventral-up patterns, suggesting that sensory feedback from the mechanical 
condition of the limbs strongly affects the spatiotemporal features of spinal motor output. 
As described earlier, the VL and TA were more out-of-phase during dorsal-up 
locomotion compared to ventral-up, with VL being active further into the stance phase 
during dorsal-up (Fig. 2.3). During dorsal-up locomotion, the limb extends against a 
resistance and bears the weight of the hind quarters during stance, leading to greater limb 
loading and likely excitatory length and force feedback that could increase extensor 
activity during stance (Mazzaro et al. 2005; Pearson et al. 1998; Rossignol et al. 2006). 
Such feedback would be very small, if present at all, in the ventral-up condition at the 
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limbs are not extending against a surface. Thus, this sensory feedback pathway might 
explain the shift towards increased stance-phase activity of VL during dorsal-up 
locomotion.  
 I further observed a significant difference in relative extensor and flexor duty 
cycles. During ventral-up in vitro locomotion, the flexor duty cycle exceeded the extensor 
duty cycle (flexor-dominated) (Juvin et al. 2007). During dorsal-up in vitro locomotion, 
the cycle became extensor-dominated, with the extensor duty cycles exceeding the flexor. 
Such extensor-dominated muscle activation patterns are typical of intact, behaving 
mammals, particularly at slower speeds (Engberg and Lundberg 1962; Forssberg and 
Grillner 1973; Thota et al. 2005). In contrast, the reduction of sensory feedback in the 
ventral-up in vitro condition (less ground interaction and resistance) likely lead to the 
observed flexor- rather than extensor-dominance in that condition. Similarly, during 
fictive locomotion where sensory feedback is absent, muscle activation patterns tend to 
be flexor-dominated as well (71% experiments) (Yakovenko et al. 2005).  In sum, these 
results imply that sufficient and appropriate sensory feedback may be necessary for 
establishing the extensor-dominance observed during in vivo and dorsal-up in vitro 
locomotion. The results also emphasize the importance of appropriate sensory feedback 
for achieving behaviorally-relevant locomotor function. 
 Finally, I considered changes in EMG activity and stride parameters in response 
to mechanosensory perturbations. First, in response to stepping assistance on the right 
hindlimb (i.e. applying a swing-assistive force to the limb), the weak and disorganized 
motor pattern became highly regular and robust across all recorded muscles, showing that 
appropriate sensory inputs can reinforce ongoing locomotion (Fig. 2.4).  *Bilateral 
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assistance actually initiated strong locomotor patterns when drugs were insufficient. 
Thus, locomotor-like sensory input can not only reinforce locomotion but also facilitate 
activation of the CPG. Second, the observed increases in stride frequency with belt speed 
resulted from changes in sensory feedback, perhaps from stretching of the hip flexors or 
unloading of the limb, that can initiate swing phase (Pearson et al. 1998). Together, these 
responses confirm that sensory feedback can cause major alterations in both the spatial 
and temporal features of spinal locomotor output in reduced in vitro models, highlighting 
the importance of retaining appropriate sensory feedback when studying spinal motor 
circuits in vitro. *The reinforcing perturbations also suggest that retaining sensory 
feedback may create a more robust preparation for studying locomotion. 
2.5 Conclusions 
 In conclusion, this model provides a platform for studying the neurophysiology of 
spinal locomotor circuitry in a behaviorally-relevant context, which includes the vital 
influences of sensory feedback. By bringing the traditional in vitro isolated spinal cord 
preparation neuromechanically closer to reproducing in vivo locomotion, the dorsal-up in 
vitro model has the potential to advance the study of neural control of locomotion and the 
spinal circuits that govern limb movement. The critical interplay between the CPG and 
proprioception has been the topic of much research, dating back to early commentary by 
Sherrington near the turn of the century (Mott and Sherrington 1895), but, as discussed in 
an editorial focus in this journal in 2004, “such questions are difficult to address because 
they require the analysis of the functional role of neural components in a behaving animal 
(Cattaert 2004).” The dorsal-up in vitro preparation helps overcome these challenges by 




 One of the greatest advantages of the dorsal-up in vitro preparation is the potential 
for studying interneuronal activity and CPG function during natural, sensory-influenced 
behavior. As shown in the mudpuppy, once the moving limb is mechanically isolated 
from the cord, even intracellular recordings can be achieved in in vitro non-fictive 
preparations (Cheng et al. 2002; Wheatley et al. 1994a; Wheatley and Stein 1992). *I 
recently performed successful, stable intracellular patch clamp recordings from seven 
dorsal-horn and two ventral horn interneurons in four dorsal-up SCHPs to confirm this 
capability (Appendix A). Additionally, the in vitro spinal cord offers exquisite 
neurochemical and ionic control of the neuronal environment in the absence of a blood-
brain barrier. By combining neural accessibility and manipulability with behavioral 
observability and sensorimotor integration, this novel methodology greatly expands our 
ability to investigate spinal mechanisms that control locomotion and to elucidate the task-




CHAPTER 3  
EFFECTS OF HINDLIMB MECHANICS ON REGULATION OF 
SENSORY INFLOW BY PRESYNAPTIC INHIBITION 
3.1 Introduction 
  
 During locomotion, sensory feedback plays a major role in determining the 
spatiotemporal features of muscle activation and limb movement. Sensory signals can 
alter the timing of phase transitions and flexor-extensor duty cycles (Hayes et al. 2009a; 
Pearson 1995; Pearson et al. 1998; Whelan et al. 1995a; b), modify extensor magnitude  
during stance (Donelan and Pearson 2004; Hayes et al. 2009a; Hiebert and Pearson 1999; 
Pearson et al. 1998; Rossignol et al. 2006), and reset ongoing locomotion in a phase-
dependent manner (Conway et al. 1987; Iizuka et al. 1997; Kriellaars et al. 1994; Pearson 
et al. 1998). Sensory feedback can also reinforce weak locomotion and refine muscle 
activation to meet task demands (Hayes et al. 2009a; Pearson et al. 1998).  
 Precisely because sensory feedback wields such strong influence on motor 
behavior, it must be tightly regulated to allow for refinement of motor output without 
unwanted interference. Both presynaptic and postsynaptic inhibition regulate the 
effectiveness of sensory input onto central circuits (Rudomin et al. 1987; Solodkin et al. 
1984). Presynaptic inhibition of afferents is "more powerful than postsynaptic inhibition 
in depressing the central excitatory actions of almost all primary afferent fibers (Eccles 
1964)." Compared to postsynaptic inhibition, presynaptic inhibitory actions are 
preemptive, longer lasting, and more selective. Presynaptic inhibition occurs at the spinal 
terminals of afferents before the first synapse in the spinal cord, so it is the first site for 
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regulating sensory inflow and, thus, prevents any undesirable effects on spinal neurons. 
Additionally, presynaptic inhibition exerts longer lasting effects, reducing reflex 
effectiveness for hundreds of milliseconds (300-400msec) while postsynaptic inhibition 
lasts only tens of milliseconds (~10-30msec) (Eccles et al. 1962c; Gossard and Rossignol 
1990). Presynaptic inhibition can also be highly selective by inhibiting specific 
intraspinal terminals without affecting other branches of the same afferent (Eguibar et al. 
1994; Eguibar et al. 1997b). In contrast, postsynaptic inhibition alters responses to all 
inputs to a postsynaptic cell by changing the postsynaptic cell's excitability. While 
postsynaptic changes are certainly important (e.g. (Kiehn et al. 2000)) and co-exist with 
presynaptic effects (Solodkin et al. 1984),  presynaptic inhibition clearly offers a highly 
selective and effective mechanism for sensory regulation. 
 Presynaptic inhibition can be activated by homonymous afferents, heteronymous 
afferents, descending systems, or spinal circuits, such as the locomotor circuitry, typically 
via GABAAergic pathways (for review see (Rudomin 2009; Rudomin and Schmidt 
1999)). When GABAA receptors on primary afferent terminals are activated, chloride 
flows out of the terminals
1
. The chloride efflux initiates a primary afferent depolarization 
(PAD) that then travels electronically back out the dorsal root toward the periphery. This 
depolarization reduces the transmitter released in response to an incoming action 
potential by inactivating sodium and calcium channels and/or by shunting. In this way, 
PAD reduces the central actions of incoming sensory events (Eccles et al. 1961b; Eccles 
et al. 1962a; Eccles et al. 1962b). Further, because PAD travels back out in the dorsal 




 The reversal potential of chloride is maintained much higher in primary afferents by a sodium-potassium-
chloride co-transport pump, NKCC1. 
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root, presynaptic inhibition can be monitored as a dorsal root potential (DRP), which is 
the summed back-propagated PAD from many axons recorded at the dorsal root entry 
zone (Fig. 3.1).  
 From fictive locomotion, we know that DRPs, as well as the corresponding 
presynaptic inhibition levels, are rhythmic during locomotion with maximum inhibition 
occurring during flexion (e.g. (Duenas and Rudomin 1988; Gossard et al. 1991)). H-
reflex patterns have also been regularly attributed to presynaptic inhibition as the 
monosynaptic reflex is most depressed during flexion, but pre- and post-synaptic sources 
cannot be distinguished from H-reflexes alone (for review see (Brooke et al. 1997; Stein 
1995)). Due to interactions with spinal and supraspinal locomotor circuits as well as 
multimodal interactions, the effectiveness of specific afferents for generating inhibition 
or eliciting reflexes changes significantly across locomotor phase and between tasks. 
Given this, it is vital to study the patterns of locomotion in the most behaviorally relevant 
conditions possible and with the most natural patterns of afferent interactions possible.  
 However, it has been difficult to study both centrally-evoked and afferent-evoked 
presynaptic inhibition during non-fictive locomotion because it is "almost technically 
impossible to record PADs during real walking (Menard et al. 1999)" due to the 
sensitivity of DC recordings to cord movement. In fact, there is only one brief report in 
the literature of DRPs recording during non-fictive locomotion (Yakhnitsa et al. 1988). 
The dorsal-up spinal cord hindlimb preparation (SCHP) developed in Chapter 2 now 
allows us to mechanically isolate the spinal cord from the limbs and, thus, provides 
sufficient stability for DC DRP recordings. The ability to stabilize the cord, while  
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A: Presynaptic inhibition (PSI) can be evoked by homonymous afferents, heteronymous afferents, 
or central circuits such as the spinal locomotor circuitry. B: Measurement of and mechanism 
underlying GABAA-mediated presynaptic inhibition by primary afferent depolarization (modified 
from (Hochman et al. 2010)). The order of events is numbered 1-3. Following activation by one 
of the events shown in A, GABAAergic neurons activate GABAA receptors are primary afferent 
terminals in the spinal cord. Because the chloride gradient is maintained to favor outward flow in 
afferents, chloride effluxes resulting a depolarization wave that travels antidromically into the 
dorsal root. The depolarization wave can be then be monitored as a dorsal root potential (DRP) at 
the dorsal root entry zone.  
  
Figure 3.1: Mechanisms of Presynaptic Inhibition 
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retaining sensory feedback and intact limb movement, make the SCHP a powerful model 
for studying sensory regulation during locomotion via presynaptic inhibition. 
 Most of the investigations on afferent-evoked presynaptic inhibition have focused 
on ipsilateral effects with little attention to the contralateral afferents. A small number of 
early studies found that stimulation of group I and flexor reflex afferents produced a 
contralateral DRP along with the larger ipsilateral DRP (Devanandan et al. 1965; Gossard 
and Rossignol 1990; Jankowska et al. 1966), demonstrating that contralateral afferents 
could contribute to sensory regulation. Despite this finding, no  literature has addressed 
the contribution of contralateral presynaptic inhibition to sensory regulation during 
locomotion nor investigated the impact of contralateral sensorimotor state on presynaptic 
inhibition.  
 Due to the nature of locomotion, the nervous system must control multiple limbs 
in a coordinated fashion through central circuits, sensory feedback interactions, and/or 
mechanical coupling. Therefore, contralateral sensory inputs, as well as contralateral 
presynaptic inhibition, may likely play an important role in interlimb coordination. 
Studies on H-reflex modulation during human walking and cycling suggest that 
contralateral limb sensorimotor state influences both the sensory sensitivity and resulting 
behavior of the ipsilateral limb. For example, unilateral passive and active pedaling leads 
to a constant downregulation of H-reflex gain on the non-moving limb (McIlroy et al. 
1992). These effects persist in spinal cord injury patients and spinal dogs, confirming 
their spinal origin (Brooke et al. 1995b; Misiaszek et al. 1996). When the contralateral 
limb is still, the absence of contralateral movement- and force-related feedback alters 
both the muscle activation patterns and net work produced by the ipsilateral limb (Ting et 
 
 56 
al. 1998; Ting et al. 2000). These observations have been attributed to central interlimb 
coupling, postsynaptic excitability changes, and presynaptic inhibition, but direct 
measurements were not possible. The SCHP offers us the unique opportunity to 
investigate both the contralateral and ipsilateral contributions to presynaptic inhibition 
during non-fictive locomotion, while manipulating the mechanics and neural system in 
ways otherwise not possible.  
 In this study, I characterized the patterns of presynaptic inhibition during non-
fictive locomotion in the SCHP in relation to both ipsilateral and contralateral hindlimb 
mechanics. I hypothesized that the movement and loading of the contralateral limb would 
influence the patterns of presynaptic inhibition on the ipsilateral limb and, thus, the 
magnitude and timing of sensory information allowed into the spinal cord. To test this 
hypothesis, I recorded DRP activity as a measure of PAD-evoked presynaptic inhibition 
and compared the spatiotemporal dependence of DRP patterns on ipsilateral and 
contralateral limb force and kinematics. I then performed mechanical perturbations on 
each limb to isolate the influence of the individual limbs and distinguish between 
movement- and force-related feedback. Because both central circuits and sensory 
feedback can influence presynaptic inhibition, I also considered the dependence of 
presynaptic inhibition on motor output, as monitored at the ventral roots, and performed 
deafferentations to distinguish central and sensory sources. Finally, I considered the 
functional implications of presynaptic inhibition and its potential influence on motor 
behavior. I found that the mechanics of the contralateral limb, particularly limb loading, 
plays a pivotal role in regulating ipsilateral sensory inflow via contralateral afferent-
evoked presynaptic inhibition. A portion of these results have been presented in abstract 
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form (Hayes et al. 2009b; Hayes and Hochman 2009). 
3.2 Methods 
 All procedures described here were approved by the Emory University 
Institutional
 
Animal Care and Use Committee. A total of fifteen neonatal rats were used 
in these studies. Over 700 step cycles from ten animals, were analyzed to test the central 
hypothesis of dependence of the DRP on ipsilateral and contralateral limb loading and 
movement. Mechanical perturbations were then performed in nine animals and neural 
perturbations in seven animals. The sample size is reported below for each condition. 
3.2.1 In vitro spinal cord-hindlimb preparation (SCHP) 
 Studies were undertaken in the in vitro dorsal-up SCHP, as presented in Chapter 2 
and described previously (Hayes et al. 2009a). Briefly, neonatal rats postnatal days 1-4 
were decapitated and eviscerated. The spinal cord, caudal vertebral column, pelvis, and 
hindlimbs were isolated. All skin was removed except that covering the dorsal and 
plantar surfaces of the paws.  The preparation was then transferred to a custom-built 
perfusion chamber. The cord was mounted dorsal-up on a Sylgard step and securely 
stabilized with insect pins through the ribs and remaining paraspinal tissues, with 
hindlimbs hanging pendant to step unrestrained on force platforms (described below, Fig. 
3.2).  
3.2.2 Bathing solutions 
 All bathing solutions were continuously oxygenated with 95% O2, 5% CO2. The 
standard bathing solution was an artificial cerebral spinal fluid (aCSF) containing (in 
mM): 128 NaCl, 1.9 KCl, 1.2 KH2PO4, 26 NaHCO3, 2.4 CaCl2, 1.3 MgSO4, and 10  
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A: Overhead view of the in vitro spinal cord-hindlimb preparation (SCHP) with exposed spinal 
and each intact hindlimb free to walk on a separate 2D force platform. Inlay shows the recording 
configuration. Dorsal root potentials (DRPs) were recorded near the dorsal root entry zones of L2 
and L5 dorsal roots using glass suction electrodes. Activity in the L2 ventral root (VR) was also 
recorded. B: Design schematic of a single limb force platform used to monitor hindlimb forces. 
C: Sagittal view of hindlimb-force platform interaction and wheatstone bridge circuitry. Strain 
produced by strain gauges SG1 and SG2 of Sensor 1 and fed into the wheatstone bridge circuit. 
Strain sensed by Sensor 2 is fed into a separate but identical wheatstone bridge circuit. Output 
voltages are amplified by a DC amplifier and then converted to vertical and fore-aft forces in 
offline analysis. 
Figure 3.2: Experimental setup and methodology 
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glucose at a pH of 7.4. For dissection and electrode placement, low calcium, high 
magnesium aCSF (same as normal aCSF except 0.85mM CaCl2 and 6.5mM MgSO4) was 
used to minimize movement. Solutions were provided through a gravity-fed perfusion 
system and recirculated by a peristaltic pump. To pharmacologically induce locomotion, 
4-6 µM N-methyl D-aspartate (NMDA) and 10-80µM serotonin (5HT) were added to the 
aCSF.  In thirteen experiments,10-40 µM of dopamine (DA) was added as well. 
3.2.3 Force platforms for monitoring limb endpoint forces 
 In ten experiments, limb endpoint forces were measured. Vertical and fore-aft 
forces were monitored using two 2D force platforms, one for each hindlimb (Fig. 3.2, 
designed after (Biewener and Full 1992; Chang et al. 1997; Heglund 1981)). The 
platforms were designed in ProEngineer, printed on an Objet 3D printer, and composed 
of an acrylic-based photopolymer. Force was transduced via Omega Engineering SGD-
1.5/120-LY11 strain gauges. The strain gauge outputs were fed into a Wheatstone bridge 
circuit (Figure 2C) and DC amplifier.  The amplifier included voltage regulators 
(National Semiconductor LM337/317) on the bridge excitation inputs and a variable gain 
precision instrumentation amplifier (National Instruments AD524). The output of the 
amplifier was digitized at 5kHz and recorded (Digidata 1322A 16-Bit DAQ, Axon 
Instruments) for offline calibration and analysis.  
 The force platforms were calibrated by applying n known weights and the 
influence matrix [I] was calculated according to:    
[V2xn] = [I2x2] . [L2xn] such that [I2x2] = [V2xn]. [L2xn]
-1
 
where [V] is the voltage data in response to the known applied loads in µV, [L] is the 
known loads in mN, [I] is the influence matrix describing the relationship, and n is the 
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number of known weights (see Appendix B). After calibration, vertical and fore-aft 
forces from locomotor trials were computed from the recorded voltage traces according 
to: 
[F2xn] =  [I2x2]
-1
. [V2xn] where [I2x2]
-1





where [F] is the force matrix that includes both vertical and fore-aft forces computed 
from the conversion matrix [I]
-1
 (Chang et al. 1997). 
 Following collection, forces were exported to Matlab for calibration and analysis. 
Ground reaction forces during each locomotor cycle were initially identified by a 
threshold detector. Their onset and offset times were more finely discriminated using 
their second derivatives to detect the maximum inflection points. Force magnitude was 
quantified by the area under the curve, peak-to-peak amplitude, and the mean amplitude 
during each event, all relative to baseline. This paper focuses on the relationship to 
vertical forces, defined as parallel to gravity. Thus, all subsequent references to limb 
endpoint force refer to vertical forces.   
 Two of ten force experiments reported here were carried out using a single 1D 
force platform shared by both hindlimbs. Each force event was labeled as right or left 
using the video kinematic data. A similar 1D calibration and conversion of voltage to 
vertical force was performed. 
3.2.4 Kinematics 
 For sagittal plane kinematic analyses, joint centers were palpated and marked at 
the hip (greater trochanter), knee (lateral epicondyle), ankle (lateral malleolus), and 5th 
metatarsophalangeal joints using waterproof black ink. Video of hindlimb locomotion 
was collected in the sagittal plane using a digital video camera at a rate of 30 or 60Hz. 
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Video was synchronized with electrophysiological recordings using a trigger light in the 
field of view and a simultaneous voltage pulse sent to a trigger channel in the data 
acquisition system. Following collection, joint positions were digitized using semi-
automatic tracking (Dartfish Software) and joint angle trajectories computed for the right 
hindlimb. The ankle and knee angles were defined as included angles between the foot 
and shank segments and shank and thigh segments respectively. Hip angle was defined as 
the angle between the thigh and the horizontal. In all cases, increasing values indicate 
extension (0
o
 max flexion and 180
o
 max extension). All further kinematic analyses were 
performed in Matlab.  
3.2.5 Ventral root and dorsal root potential recordings 
 Activity in the right lumbar ventral root L2 was recorded as a monitor of spinal 
motor output using en passant glass suction electrodes (Fig. 3.2). The L2 ventral root was 
chosen because its bursting activity typically corresponds to flexor muscle activation 
(Kiehn and Kjaerulf 1996), providing an approximate marker of the flexion phase. 
Ventral root recordings were passed through an AC-coupled differential amplifier, 
bandpass filtered (100 to 3000Hz), notch filtered (60Hz), and digitized at 5kHz (Digidata 
1322A 16-Bit DAQ, Axon Instruments). Following collection, ventral root recordings 
were rectified and low pass Chebyshev filtered to create a burst envelope and then bursts 
were detected using a threshold detection graphical user interface in Matlab (Gozal 
2010). Their onset, offset, and peak times, as well as the area under the low-passed 
envelope, were calculated.  
 Throughout these experiments, DRPs were used to monitor both the timing and 
magnitude of presynaptic inhibition of primary afferent inflow (Duenas and Rudomin 
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1988; Gossard and Rossignol 1990; Ménard et al. 2003). Increases in DRP amplitude 
indicated increases in presynaptic inhibition and vice versa. DRPs were recorded with en 
passant glass suction electrodes placed at the entry zones of dorsal roots L2 (and 
occasionally L5) on the ipsilateral and contralateral sides. Recordings were collected 
through a DC amplifier or AC amplifier with a high-pass cutoff frequency ≤ 0.10Hz and 
digitized at 5kHz. Using custom software in Matlab, DRPs were initially identified using 
a threshold detector. As above, their onset and offset times were then more finely 
discriminated using their second derivatives to identify the maximum inflection points. 
The magnitude of the DRP was then characterized by the area under the curve, the peak-
to-peak amplitude, and the mean voltage deflection, all relative to a locally detrended 
baseline to account for DC drift.  
 Throughout this study, ipsilateral indicates the side of the recorded DRP (iDRP) 
and contralateral indicates the side contralateral to the DRP. In the figures, ipsilateral 
forces are represented in green while contralateral forces are represented in red.  
3.2.6 Data Analysis 
 All subsequent analyses were performed using custom software in Matlab. 
Statistics were performed using the statistics and circular statistics toolboxes (Berens 
2009). Differences were considered significant if p ≤ 0.05 unless otherwise stated. 
3.2.6.1 Dependence of the DRP on ipsilateral and contralateral hindlimb forces 
  To test the hypothesis that contralateral limb loading influences ipsilateral 
presynaptic inhibition, the spatiotemporal dependence of the L2 DRP on ipsilateral and 
contralateral force was compared. For each step cycle delineated by ventral root or 
kinematic events, the corresponding DRP was detected. If no DRP occurred during the 
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cycle, a deletion was noted and the area, peak, and mean were set to zero. The preceding 
and/or coincident ipsilateral and contralateral force events were then detected for each 
DRP or DRP deletion. Ipsilateral and contralateral force deletions were also noted. 
 To quantify the dependence of the DRP magnitude on limb endpoint force, the 
DRP area, peak-to-peak amplitude, and mean amplitude were plotted against the 
corresponding ipsilateral and contralateral force values for each cycle. Linear regressions 
and the Pearson correlation coefficient (R) were computed. Student t-tests were then 
performed to test the significance of the correlation.   
 To examine the temporal relationship, the absolute time delay between force onset 
and DRP onset was measured for each cycle. The phase between DRP onset and force 





 represented exactly in-phase and 180
o
 represented out-of-phase. For each 
preparation, the temporal relationship could be graphically summarized on the unit circle 
by a vector at the mean phase angle    with length equal to r. The value of r  indicates the 
concentration of cycle phase angles about the mean phase angles and ranges from 0 to 1 
(Kjaerulff and Kiehn 1996). Rayleigh's test for circular uniformity (Zar 1974) was then 
used to determine whether r was high enough to indicate a significant relationship 
between the DRP and ipsilateral or the DRP and contralateral force. Phasing was also 
examined to determine if the ipsilateral or contralateral force just preceded the DRP 
onset, indicating that the force could potentially evoke the DRP.  
 In addition, the Wallraff procedure for comparing angular dispersion was used to 
compare the temporal coupling of the DRP to the ipsilateral force and to the contralateral 
force (Wallraff 1979; Zar 1974). Angular distances for each cycle were computed as the 
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cycle phase angle minus the mean phase angle. The angular distances were then pooled 
and two-sample Mann-Whitney tests were applied to compare angular dispersion 
between the DRP-ipsilateral force phasing and the DRP-contralateral force phasing. 
Higher angular dispersions indicated less coupling between variables, while lower 
angular dispersions indicated tight coupling between variables.  
3.2.6.2 Dependence of the DRP on motor output 
 Similar procedures were used to examine the spatiotemporal dependence of the 
L2 DRP on L2 ventral root motor output (n = 10). After identifying the DRP and L2 
ventral root for each cycle, linear regressions and the Pearson correlation coefficient were 
used to characterize the relationship between DRP and ventral areas and peaks. The 
temporal relationship was characterized by the phase angle, concentration about the mean 
angle (r), and angular dispersion. Again, high r and low angular dispersion for the DRP-
ventral root phasing indicated a tight coupling between the DRP and motor output, while 
low r and high angular dispersion indicated that the DRP timing was not dependent upon 
motor output. As described above, the Wallraff procedure and Mann-Whitney tests were 
used to compare angular dispersion between DRP-force phasing and DRP-ventral root 
phasing to determine whether DRP timing was more dependent on limb endpoint force or 
motor output. The relationships between the L2 DRP and ipsilateral and contralateral 
kinematics were also examined by plotting DRP area against the corresponding hip, knee, 
and ankle range of motion and area under the joint angle trajectory for a given cycle.  
3.2.6.3 Impact of presynaptic inhibition on motor behavior 
 To understand the impact of presynaptic inhibition on subsequent motor behavior, 
the timing and magnitude of ipsilateral ankle and hip kinematic events were related to the 
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coincident and/or preceding DRP in preparations in which right L2 DRP and right 
kinematics were both available (n = 4). The phasing between the DRP and ankle and hip 
peak angular velocity and acceleration was also examined to see if the DRP coincided 
with or just preceded these events, suggesting that the DRP could play a role in either 
their timing or their magnitude. The impact of DRP deletions on ipsilateral kinematics 
and ventral roots was also considered.  
3.2.7 Mechanical Perturbations 
 In nine rats, force platforms were removed for one to two minutes to determine 
whether the loss of ground contact force, either ipsilateral or contralateral, influenced the 
magnitude or consistency of the DRP. Ipsilateral and contralateral platforms were 
removed independently to isolate the effects of force from each limb.  
3.2.8 Dorsal root and peripheral nerve transections 
 Neural cuts were performed in a total of seven rats. In four rats, DRPs were 
compared before and after lumbar dorsal root rhizotomy to distinguish afferent-evoked 
and centrally-evoked DRPs. For these experiments, care was taken to fully expose all 
dorsal roots of interest during the initial dissection. After collecting control data, aCSF 
was exchanged for low calcium high magnesium aCSF to avoid central sensitization by 
noxious inputs. The dorsal roots were then completely transected and the preparation 
returned to regular aCSF. Following a thirty minute wash in regular aCSF, deafferented 
data were collected and compared. To ensure that the effects were not simply due to low 
calcium high magnesium aCSF, dorsal root rhizotomies were performed in regular aCSF 
in two experiments.  
 In a separate three rats, the medial and lateral plantar nerves were cut, removing 
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most of the cutaneous innervation on the plantar surface of the paw. The plantar nerves 
are cutaneous nerves that innervate the plantar surface of the paw and digit pads as well 
as intrinsic musculature in the foot (Bouyer and Rossignol 2003a; Greene 1963). During 
the initial dissection for these experiments, the medial and lateral plantar nerves were 
exposed by gently opening the space between the calcaneal tendon and tibia on the lateral 
aspect and removing any overlaying fascia. This sham exposure ensured that no 
additional biomechanical disturbances were made between control and cutaneous 
dennervation trials. After collecting control data, aCSF was exchanged for low calcium 
high magnesium aCSF, and the plantar nerves completely transected. Following a thirty 
minute wash in regular aCSF, dennervation data were collected and compared.  
3.3 Results 
3.3.1 Rhythmic, GABAA-dependent DRPs observed during non-fictive in vitro 
locomotion 
 As seen during fictive locomotion, DRPs in dorsal root L2 were rhythmic during 
locomotion (n=15), with the maximum depolarization occurring during the flexion phase 
(Fig. 3.3A). Often, extensor-phase depolarizations were also distinguishable in the L2 
root, but they were significantly smaller and less consistent and, thus, not addressed here. 
In three experiments, DRPs were also recorded from dorsal root L5. L5 DRPs were 
always in-phase with the L2 DRP with their maximum during the flexion phase (Fig 3.4). 
 Application of  6-10µM of bicuculline, a GABAA-receptor antagonist, abolished 
or greatly reduced the locomotor-related rhythmic DRPs (n=3/3, Fig. 3.3B). This 
observation confirmed that the rhythmic oscillations in dorsal root membrane potential 
were GABAA-receptor dependent and reporting the GABAergic primary afferent   
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Rhythmic DRPs from the L2 dorsal root (iL2 DRP) are shown during locomotion induced by 
4µM NMDA, 60 µM serotonin (5HT), and 40 µM dopamine (DA). L2 Ventral root activity (iL2 
VR) is shown as a reference for the flexion phase. A: During locomotion, DRPs are rhythmic 
with peaks occurring during the ipsilateral flexion phase. B: Application of 10 µM bicuculline, a 
GABAA receptor antagonist, nearly abolishes the DRPs, confirming that they are mediated by 
GABAAergic pathways 
  
Figure 3.3: Rhythmic DRPs during locomotion are GABAA receptor dependent 
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Representative patterns for L2 and L5 DRPs (iL2 DRP, iL5 DRP, blue) during locomotion are 
shown relative to contralateral L2 ventral root activity (cL2 VR, black) as well as the ipsilateral 
(green) and contralateral force (red) profiles. The rectified and integrated burst envelope (gray) is 
overlaid on the ventral root to emphasize burst timing. L2 and L5 DRPs were always in phase 
during locomotion, suggesting that the patterns observed in L2 represented a distributed pattern of 
flexor-phase presynaptic inhibition in multiple lumbar segments. 
  
Figure 3.4: DRPs recorded from the L2 and L5 dorsal roots during locomotion are in-phase 
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depolarizations characteristic of presynaptic inhibition. 
3.3.2 DRPs scale with contralateral limb endpoint force 
 Figure 3.5 shows the three typical locomotor patterns of L2 DRPs in relationship 
to L2 ventral root and ipsilateral and contralateral forces. As shown in panel A, variations 
in contralateral force predicted both the amplitude and timing of the ipsilateral DRP. 
When the contralateral force was small, the DRP was small; when the contralateral force 
increased, the DRP amplitude increased as well. Most importantly, when the contralateral 
force was delayed or absent, no DRP occurred. In contrast, ipsilateral force magnitude 
and timing did not appear to affect the DRP. Panel B shows a similar relationship, but 
during highly consistent locomotion on both limbs.  
 In the presence of dopamine, the locomotor pattern occasionally waxed and 
waned (n = 3/13 experiments with DA), leading to locomotor bouts in which one limb 
reached peak strength while the other limb weakened or exhibited deletions. During these 
bouts, the L2 DRP only occurred in cycles with a contralateral force, independent of 
ipsilateral force magnitude (Fig. 3.5C). Even in the absence of ipsilateral force, either due 
to a pause in locomotion or a lack of paw-plate interaction, an L2 DRP still occurred as 
long as a significant contralateral force was present. These bouts further highlighted the 
dependence of the L2 DRP on contralateral limb force and its independence from 
ipsilateral limb movement and force.  
 To quantify this magnitudinal relationship, L2 DRP area, peak amplitude, and 
mean amplitude were plotted against the corresponding values for the ipsilateral and 
contralateral forces for each cycle. In all preparations examined, DRP area correlated 
significantly with contralateral force (n = 10/10 at p < 0.05 with 8 at p < 0.001, see Table  
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DRPs (iL2 DRP, blue) are shown relative to ipsilateral or contralateral ventral root (iL2 VR or 
cL2 VR, black), contralateral forces (red), and ipsilateral forces (green). Ipsilateral (i)  always 
indicates the side of the iL2DRP. Dashed vertical lines emphasize the phasing of the DRP 
relative to contralateral force. A: Single force platform condition. Contra- and ipsi-lateral force 
events were distinguished with video recordings. DRPs occurred only when a contralateral force 
was exerted, such that no DRP occurred when the contralateral limb failed to touch the plate. 
DRPs were largest in the presence of large contralateral forces, but their magnitude was 
independent of ipsilateral force. B: Two force platform condition with consistent cycle-to-cycle 
forces. Forces vertical to the plate are shown. DRPs consistently occurred immediately followed 
contralateral force onset and scaled with contralateral force amplitude. C: Waxing and waning 
locomotor patterns occasionally induced by dopamine (n=3/13 with DA). DRPs only occurred 
during contralateral force bouts, independent of ipsilateral force and contralateral motor output. 
Figure 3.5: Representative DRP patterns during three locomotor conditions 
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3.1), while none showed a significant positive correlation with ipsilateral force area. One 
preparation did exhibit a significant inverse relationship (R < 0) between DRP and 
ipsilateral force area, most likely due to the inverse relationship between ipsilateral and 
contralateral force magnitudes seen in that animal. Significant correlations were also 
observed between DRP and contralateral force peak (n = 9/10 at p < 0.05, with 6 at p < 
0.001) and mean (n = 8/10 at p < 0.05, with 6 at p < 0.001) with no significant positive 
correlations to ipsilateral force peak or mean. All statistics are reported in Table 3.1. 
Representative regressions are shown in Figure 3.6.  
Table 3.1 : Linear regression results for DRP as a function of force magnitude 
Exp. 
Number 
Area Peak Mean 




































































































































For each experiment, DRP amplitude was plotted as a function of force area, peak, and mean 
cycle-to-cycle DRP amplitude. This table reports the Pearson Correlation Coefficient R and p-




A: Linear regression relating  DRP area to ipsilateral (green) and contralateral (red) force area 
from a single representative animal. Each point represents the values for a single cycle (n=72 
cycles).  The Pearson Correlation Coefficients (R) quantifies the linear dependence of DRP area 
on force area. R values near +1 indicate a strong positive correlation, values near 0 indicate no 
linear correlation, and values near -1 indicate a strong negative correlation. P-values (p) indicate 
whether the DRP shows a significant linear relationship with force. B: Linear regression relating 
DRP peak to ipsilateral and contralateral force peak from a second representative animal (n=95 
cycles). In both cases, DRP magnitude scales with contralateral force, but is independent of 
ipsilateral force. When no contralateral force occurs for a given cycle (red points lying on the y-
axis), the DRP is small or zero. The absence of an ipsilateral force (green points lying on the y-
axis) does not affect DRP magnitude as it can be large or smaller even when no ipsilateral force 
occurs. 
Figure 3.6: DRP scales with contralateral force, but not ipsilateral force 
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3.3.3 Contralateral limb force precedes and is tightly coupled with DRP onset 
 In order for the contralateral limb to actually evoke or influence DRP magnitude, 
and thus the amount of presynaptic inhibition on the ipsilateral limb, contralateral force 
must precede the onset of the ipsilateral L2 DRP each cycle. To test this, the temporal 
phasing and coupling of the DRP to i) contralateral force, ii) ipsilateral force, and iii) 
motor output were compared. Figure 3.7A shows the phasing of the ipsilateral and 
contralateral force onset relative to DRP onset for a representative bout of locomotion, 
with the contralateral force immediately preceding the DRP and the ipsilateral force 
showing a more varied and out-of-phase relationship. Examination of delays and phasing 
across all experiments confirmed that the mean onset of contralateral force always just 
preceded the onset of the DRP (n = 10/10, Fig. 3.7B). The mean phase angle of 
contralateral force onset relative to DRP onset was -26.06
o
 (r = 0.86) with a mean delay 
of 411msec ± 120msec, while the ipsilateral mean phase angle was 158.16
o
 (r = 0.55) 
with a mean delay of 2.90sec ± 180msec. 
 As evidenced by low angular dispersions about the mean, L2 DRP onset was 
tightly coupled in time with contralateral force onset. Rayleigh's test confirmed 
significant coupling with contralateral force. The Wallraff procedure and Mann-Whitney 
tests revealed that the angular dispersion for contralateral force-DRP phasing was 
significantly lower than for ipsilateral force (n=10/10), reflecting a stronger temporal 
dependency on contralateral force. 
 The temporal relationship between L2 motor output and L2 DRP was also 
examined. As seen in Figure 3.7 C and D, ipsilateral L2 DRP onset was significantly less 
coupled with either L2 ventral root motor output (ipsilateral ventral root (n = 4/4),   
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In all phase plots, 0
o
 represents the onset of the ipsilateral DRP. The cycle progresses clockwise 
from 0
o
 (in-phase) to 180
o




. Points to the northwest precede DRP onset. 
Points to the northeast lag DRP onset. Arrow length represents the concentration (r) about the 
mean angle (Ø). Higher values and longer arrows indicate that the events are coupled in time and 
tend to occur at the same time relative to each other in each cycle. A: Contralateral (red) and 
ipsilateral (green) force onset relative to ipsilateral DRP onset. Contralateral force consistently 
precedes the DRP onset. Ipsilateral force is typically out-of-phase with contralateral force and 
ipsilateral DRP. However, when this timing varies, the DRP continues to follow contralateral 
force independent of ipsilateral force timing. B: Mean phase angle for contralateral and ipsilateral 
force onset relative to DRP onset for all animals. Each dot is plotted at the mean angle and at 
radius r for a single animal. Arrow length indicates the pooled r value and weighted mean angle 
for all animals. C: Contralateral L2 ventral root burst onset relative to DRP onset in the same 
animal as A. D: Ipsilateral L2 ventral root burst onset relative to DRP onset in another 
representative animal. 
Figure 3.7: Phase relationships between force and ventral root onset 
relative to ipsilateral DRP onset 
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contralateral ventral root (n = 5/6)). Rayleigh's test p-values for L2 motor output-DRP 
coupling were at least an order of magnitude smaller than for contralateral force-DRP 
coupling. In 4/6 experiments with contralateral ventral root recordings, angular dispersion 
were significantly higher for contralateral L2 motor output-DRP phasing compared to 
contralateral force-DRP phasing. Angular dispersion for ipsilateral L2 motor output were 
also higher compared to contralateral force-DRP phasing in 4/4 experiments, but only 
statistically significant for 1/4. 
 In sum, neither ipsilateral force nor motor output timing appears to determine the 
timing of presynaptic inhibition during non-fictive locomotion. Rather, the timing of 
presynaptic inhibition is tightly coupled to contralateral limb endpoint force.  
3.3.4 Relationship to locomotor frequency 
 Figure 3.8 shows the relationship between L2 DRP area and locomotor frequency, 
as defined by ventral root bursting. DRP area consistently increased with locomotor 
frequency. The relationship was well fit with an exponential curve (n = 10/10 with R
2
 > 
0.85, n = 6/10 with R
2
 > 0.94). Therefore, as locomotor frequency increases, the 
magnitude of the DRP increases, meaning that less sensory feedback in the inhibited 
afferent pathways is allowed access to spinal circuits during faster locomotion. 
3.3.5 Relationship to hindlimb kinematics 
 No cycle-to-cycle relationships were observed between contralateral ankle, knee, 
and hip range of motion and the resulting L2 DRP pattern. Neither range of motion nor 
area under the angular trajectory appeared to influence the magnitude of the DRP. 
Similarly the magnitude of the concurrent ipsilateral flexion and extension did not appear 
to influence DRP magnitude.   
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A: The left panel shows DRP area versus instantaneous locomotor frequency fitted by an 
exponential curve (y=ae
bx
 where y=DRP area, x= frequency) for a representative animal, while 
the right panel shows the exponential fit for ten animals. As seen in both panels, DRP area 
increases with increasing locomotor frequency such that more swing-phase sensory inflow is 
inhibited at higher speeds. B: In another animal, the paw stuck to the plate in the middle of a 
locomotor bout. This natural perturbation resulted in a rapid increase in frequency and force. As a 
result, both the L2 and L5 DRP rapidly increased. This was an unusual and extreme case, but it 
highlights the increase in presynaptic inhibition with locomotor frequency and force 
Figure 3.8: Relationship of DRP magnitude to locomotor frequency 
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 Within a step cycle, the DRP occurred during early ipsilateral flexion phase in all 
animals. Ankle peak acceleration either preceded (n = 1/4) or nearly coincided with the 
ipsilateral DRP (phase ~ 0
o 
n = 2/4). Ankle peak velocity tended to occur after the DRP 
(n = 2/4) or centered around zero degrees (n = 1/4), suggesting that the DRP could 
influence ongoing flexion. Kinematic and DRP timing in the fourth animal exhibited little 
coupling with r values all below 0.44, likely due to the irregular waxing and waning 
pattern seen in this animal.  
3.3.6 Impact of DRPs on ipsilateral motor output 
 While the magnitude of the DRP did not scale with ipsilateral or contralateral 
kinematics on a cycle-to-cycle basis, when a DRP was intermittently absent or more than 
double the mean amplitude, a corresponding change was seen in ipsilateral motor output. 
A total of four animals had right L2 DRP to compare with right L2 ventral root 
recordings and right hindlimb kinematics. Three of these animals showed sufficient 
variation in DRPs to ascertain an effect, while the fourth showed little variation in DRP, 
kinematics, or ventral root activity.  
 In the first animal, when a DRP was absent, the ipsilateral hip and ankle paused in 
extension and failed to flex. This occurred in 91% (10/11) of these cycles (Fig 3.9). In 
contrast, when a DRP was present, the hip and ankle successfully flexed in 64/66 cycles 
with only 3% exhibiting flexion failure in the presence of a DRP. While presynaptic 
inhibition is clearly not the only contributor to flexion, this finding implies that 
contralaterally-generated presynaptic inhibition may reduce inhibition of ipsilateral 
flexion; in the absence of this presynaptic inhibition, signals can impede flexion. 
 For animals two and three,  similar effects of the DRP were seen in the ipsilateral 
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L2 ventral root, which is composed primarily of flexors including motoneurons from 
iliopsoas, pectineus, and tibialis anterior (Nicolopoulos-Stournaras and Iles 1983). In the 
second animal (see Fig. 3.4), when the DRP peak magnitude exceeded double the mean 
value, the ipsilateral L2 ventral root burst area and duration were significantly larger (p < 
0.05). Finally, the third animal exhibited the dopaminergic waxing and waning pattern 
described in Section 3.3.2 and Figure 3.4C. As a result, the largest DRPs occurred during 
contralateral force when the ipsilateral limb and ventral root were nearly quiescent. 
However, the presence of the L2 DRP appeared to sculpt ventral root activity, bringing 
out small flexor bursts of activity when the ventral root was otherwise inactive (Fig. 
3.10). Thus, even during quiescence, the DRP may reduce inhibition of flexor 
motoneuron activation.  
 An effect was difficult to ascertain in the fourth animal because locomotion was 
highly consistent, providing no variation in DRP size or occurrence. Every cycle had a 
DRP and accompanying ventral root activity as well as hip and ankle flexion. Importantly 
though, this observation is consistent with presynaptic inhibition preserving swing 
progression. 
 Although not conclusive, these observations provide evidence that presynaptic 
inhibition may inhibit sensory signals that could otherwise reduce or impede flexion 
activity during the swing phase. In this way, presynaptic inhibition may act to preserve 
flexion and swing. Alternative explanations for the observed behaviors are explored in 




Top traces: Ipsilateral L2 ventral root activity (iL2 VR, black) with rectified and integrated 
envelope (gray) to emphasize bursting patterns. Bottom traces: Ipsilateral hip (green) and ankle 
(dashed green) joint angle trajectories overlaid on the ipsilateral L2 DRP (iL2 DRP, blue). Joint 
flexion is down and extension is up. When the ipsilateral DRP is absent, hip and ankle joint 
flexion stalled, suggesting that presynaptic inhibition normally aids or preserves ipsilateral 
flexion. 
  
Figure 3.9: Effect of DRP on ipsilateral hip and ankle kinematics 
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The upper traces show the L2 DRP relative to ipsilateral L2 ventral root activity (black with gray 
rectified and integrated envelope) during a waxing and waning locomotor bout as seen in Figure 
3.5C. The inlay boxes show zoomed in periods during ipsilateral quiescence. Because the DRP 
responds to contralateral force, DRPs often occur during ipsilateral quiescence. Even when the 
ipsilateral limb is quiescent and no significant ipsilateral limb movement or force is seen, the 
DRP can sculpt ipsilateral ventral root activity to elicit small flexion activity (arrows) during an 
otherwise silent period, further implying that presynaptic inhibition affects ipsilateral flexor 
motor output. 
  




3.3.7 Perturbation responses 
3.3.7.1 Response to ipsilateral and contralateral plate removals 
 To determine if significant contralateral force was necessary for cycle-to-cycle 
generation of the large L2 DRPs observed during non-fictive locomotion, ipsilateral and 
contralateral plates were removed separately. Ipsilateral DRPs continued unchanged 
when the ipsilateral plate was removed (n=6/7, Fig 3.11B), but were greatly reduced or 
abolished immediately upon contralateral plate removal (n=7/8, Fig. 3.11A). Importantly, 
these changes were seen without any significant (or even slight) changes in locomotor 
frequency, excluding frequency as a confounding factor. In the absence of the force 
platform, the limb still experienced some force-feedback as it stepped through the aCSF, 
but the endpoint force experienced by the limb was obviously greatly reduced in the 
absence of the plate and resulted in a loss of ipsilateral L2 DRP. The responses to plate 
removal confirm an essential role of contralateral endpoint force in ipsilateral DRP 
generation.  
3.3.7.2 Contralateral lumbar dorsal root rhizotomy, but not plantar nerve transection, 
abolish rhythmic DRPs 
 Because central circuits are capable of producing rhythmic presynaptic inhibition 
in the absence of afferent activity (Dubuc et al. 1988; Gossard et al. 1991), contralateral 
lumbar dorsal roots were rhizotomized to confirm that contralateral afferents were 
responsible for evoking the force-related DRPs observed during non-fictive locomotion. 
In 3/4 experiments, the force-related DRPs were abolished or reduced in number and 
consistency when a minimum of L3-L5 dorsal roots were rhizotomized (Fig. 3.12A and 
B). Some DRPs persisted, but were quite inconsistent and unrelated to contralateral force. 
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Ipsilateral and contralateral DRPs (iL2 DRP, cL2 DRP, blue) are shown with ipsilateral ventral 
root activity (iL2 VR, black), contralateral force (red), and ipsilateral force (green). Gray boxes 
highlight the period of contralateral (A) and then ipsilateral (B) plate removals. Note that there 
was not a significant change in locomotor frequency before, during, or after plate removal. A: 
When the contralateral plate is removed, reducing contralateral limb loading, the ipsilateral L2 
DRP is nearly abolished. The DRPs return as soon as the contralateral plate is restored. This 
result demonstrates that sufficient contralateral limb loading is required to generate the large 
DRPs typically seen during nonfictive locomotion. The contralateral L2 DRP is largely 
unaffected by the plate removal, as its opposite force remains. B: When the ipsilateral plate is 
removed, the contralateral DRP is greatly reduced while the ipsilateral DRP is largely unchanged. 
Note that small contralateral DRPs remain, which are likely centrally-generated as in fictive 
locomotor literature or generated by residual ipsilateral and/or contralateral input. Yet, the largest 
contralateral force-sensitive component of the DRP requires significant contralateral force. 
Figure 3.11: Response to contralateral and ipsilateral plate removals 
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A: L2 DRP relative to ipsilateral ventral root, contralateral force, and ipsilateral force with intact 
dorsal roots during locomotion. B: Following rhizotomy of L3,L4, and L5 dorsal roots 
contralateral to the DRP, the DRP was significantly reduced and inconsistent despite high 
contralateral forces. Thus, these DRPs are generated by contralateral afferent input rather than 
central circuits. Note that the increase in frequency results from the addition of 2 µM NMDA to 
induce locomotion without intact roots and did not occur when drug concentrations were held 
constant. C: L2 DRP and contralateral force before plantar nerve transection. D: Following 
transection of the contralateral medial and lateral plantar nerves, the DRP persisted and continued 
to scale with contralateral force. Thus, the force-sensitive DRPs do depend on contralateral paw 
cutaneous afferent input. 
 
  
Figure 3.12: Response to contralateral dorsal root and planter nerve transections 
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 In the fourth experiment, which exhibited dopaminergic waxing and waning, the 
pre-rhizotomy right L2 DRPs were less consistent and only occurred in the presence of 
the maximal left limb endpoint forces. Post-rhizotomy, larger, highly consistent right L2 
DRPs emerged independent of the presence or absence of left force. While the DRPs 
were not abolished by removing lumbar contralateral afferent input in this animal, their 
nature was clearly altered.  
 In contrast to dorsal root rhizotomy, a more selective removal of only paw plantar 
surface cutaneous afferents by contralateral plantar nerve transection did not substantially 
affect ipsilateral DRP generation (Fig. 3.12C and D). L2 DRPs persisted and continued to 
scale with contralateral force (n = 3/3). The failure of plantar nerve transection to block 
force-dependent DRPs demonstrates that cutaneous afferents are not required.  
3.3.8 Contralateral toe contact linked to DRP generation 
 Contralateral toe ground contact, defined as contact at or distal to the MTP joint, 
was required for significant DRP generation. Occasionally during locomotion (n = 3), a 
portion of the paw proximal to the MTP joint rather than the toe would strike the front 
edge of the plate. When limited or no toe contact occurred, DRPs were reduced or absent 
(Fig 3.13A).  
 The timing of contralateral toe contact also influenced DRP onset. When a more 
proximal portion of the paw struck first, followed by the toe, the onset of the DRP was 
delayed relative to the initial force. Figure 3.13B shows examples of this pattern. 
Together, these results suggest that afferents at the toe activated by limb loading 
contribute to the contralateral afferent signals that evoke the DRP and, thereby, impact 
DRP magnitude and timing.  
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A: L2 DRP relative to ipsilateral ventral root (black with gray rectified and integrated envelope) 
during locomotion with full contralateral toe contact (MTP to toe tip, left panel). 130 seconds 
later in the same locomotor bout (right panel), the toe moved to the front of the force platform 
such that only a small portion of the toe contacted the plate. The reduction in toe contact, and 
likely toe afferent input, resulted in reduced DRPs. B: In another animal, toe contact occurred 
later relative to force onset. Three examples are shown with corner scale bars all representing 
2mN and 1sec. Vertical lines indicate toe contact time. The DRP occurred immediately after the 
toe contacted the plate rather than at force onset 
  




 This study reveals a previously unstudied mechanism for presynaptic inhibition 
during locomotion. To the best of my knowledge, no previous literature tested the impact 
of ipsilateral and contralateral hindlimb mechanics on presynaptic inhibition. The results 
demonstrate that, during non-fictive locomotion, the contralateral limb plays a pivotal 
role in regulating ipsilateral sensory inflow at the presynaptic terminal. Specifically, 
contralateral limb stance-phase force influences both the extent and timing of ipsilateral 
swing-phase presynaptic inhibition, thereby regulating the amount and timing of sensory 
inflow acting on spinal and ascending circuits. While not the primary aim of this study, 
preliminary observations suggest that this contralaterally-generated force-sensitive 
presynaptic inhibition may act to preserve swing by inhibiting unwanted inputs that 
counteract flexion. Without this inhibition, swing and the accompanying flexion may be 
susceptible to inhibition. Here I discuss the potential circuitry underlying this 
phenomenon and its implications for motor control.  
3.4.1 Flexion-phase DRPs during non-fictive in vitro locomotion are largely 
generated by contralateral afferents via a GABAergic pathway 
3.4.1.1 Contralateral afferent sources 
 When contralateral lumbar afferent inflow was removed by dorsal root rhizotomy 
or when signals related to contralateral limb loading were greatly reduced by force plate 
removal, the L2 DRPs ceased. Therefore, flexion-phase L2 DRPs observed during non-
fictive locomotion require and are evoked by contralateral afferent signaling.  
 Several afferent modalities could be responsible for evoking the observed 
responses to limb endpoint force. Because ground contact was necessary for the strongest 
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L2 DRPs, I initially hypothesized that pressure-sensitive cutaneous receptors on the 
plantar surface of the paw might be responsible. However, removing substantial 
cutaneous innervation of the paw plantar surface by plantar nerve transection did not 
reduce the DRPs, demonstrating that cutaneous afferents are not necessary for DRP 
generation. Intrinsic toe muscles are also primarily innervated by the plantar nerves and, 
thus, not required for contralateral presynaptic inhibition. 
  It was also conceivable that group Ia or II muscle spindle afferents from 
contralateral flexors could contribute to the generation of ipsilateral presynaptic 
inhibition. However, DRP magnitude did not change with contralateral range of motion 
(muscle stretch) or slope (rate of stretch) at the ankle, knee, or hip, making a strong 
contribution to presynaptic inhibition generation from these muscle spindles less likely 
(Hiebert and Pearson 1999; Prochazka et al. 1989).   
 Because toe contact was required for DRP generation, toe afferents are a potential 
source of the contralateral presynaptic inhibition. Extrinsic toe extensors, such as 
extensor digitorum longus and extensor hallucis longus (EDL and EHL, toe 
extensors/ankle flexors), are most active during swing and maximally lengthened at the 
stance-to-swing transition (Loeb and Duysens 1979; Prochazka and Gorassini 1998). As a 
result, their Ia and Ib (and likely group II) afferents tend to fire in early swing rather than 
stance (Loeb and Duysens 1979; Prochazka and Gorassini 1998), making their 
contribution unlikely. In contrast, extrinsic toe flexors, particularly flexor hallucis longus 
(FHL, toe flexors/ankle extensors), are active during stance with other ankle extensors 
(O'Donovan et al. 1982). Even though FDL and FHL may not be true synergists in the cat 
(Bonasera and Nichols 1994), flexor digitorum longus (FDL) can be co-activated with 
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FHL and other ankle extensors in the rat (Kiehn and Kjaerulf 1996). Recordings from 
afferents in the moving cat show that FHL and FDL group Ia and group Ib both fire 
during stance particularly at toe contact (Loeb and Duysens 1979; Prochazka and 
Gorassini 1998; Prochazka et al. 1976), making their peak firing well-timed to evoke the 
observed patterns of presynaptic inhibition.  
 Although Ia, II, or Ib afferents from these toe flexors may contribute, Ib afferents 
are the more likely afferent source based on the known presynaptic inhibition pathways. 
Specifically, a previous study in the anesthetized cat indicated that Ib afferents, but not Ia 
or group II afferents, could produce contralateral presynaptic inhibition (Devanandan et 
al. 1965). The limited research on crossed presynaptic inhibition pathways could not 
identify any Ia-evoked crossed presynaptic inhibition (Devanandan et al. 1965). Rather, 
Ia presynaptic actions tended to be strictly ipsilateral, mirroring the largely ipsilateral and 
modest contralateral postsynaptic actions of Ia afferents (Harrison and Zytnicki 1984; 
Holmqvist 1961). Finally, increased contralateral limb endpoint force would likely lead 
to increased Ib firing as ankle extensor/toe flexor activity increased (Donelan and Pearson 
2004; Loeb and Duysens 1979), readily explaining the scaling of presynaptic inhibition 
with contralateral force. In sum, Ib afferents from FHL and FDL seem the most likely 
afferent sources and provide a parsimonious explanation for contralateral force-sensitive 
presynaptic inhibition (Fig. 3.14).  
 Because most quadrupeds walk digitigrade (Cunningham et al. 2010), the toe 
muscles are also well positioned to sense ground stability and unexpected toe and ankle 
perturbations during stance, making their contribution to contralateral sensory regulation 
rather appropriate. If the landing of the stance limb is abnormal, the limb entering swing 
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may need to respond and compensate. Humans, on the other hand, walk plantigrade and 
often run digitigrade (Cunningham et al. 2010). As a result, toe-related contralateral 
presynaptic inhibition may contribute to sensory regulation with a different 
spatiotemporal profile during walking (closer to toe off) or simply contribute more 
significantly during running. Work on humans suggests that the monosynaptic reflex is 
downregulated with increasing speeds, so presynaptic inhibition may well increase during 
running relative to walking (Capaday and Stein 1987; Edamura et al. 1991).  
3.4.1.2 GABAA-receptor dependency 
 The L2 DRPs were also abolished by bicuculline, a GABAA receptor antagonist, 
confirming that the contralateral afferents act through a GABAergic pathway that 
requires GABAA receptor activation. This finding ensures that  the rhythmic oscillations 
in dorsal root potential are not movement artifact, but are indeed reporting GABAA-
dependent primary afferent depolarization, the hallmark of classic presynaptic inhibition. 
Other receptors, such as 5HT3 (Lopez-Garcia and King 1996; Peng et al. 2001), AMPA 
(Lee et al. 2002), or NMDA (Bardoni et al. 2004) receptors, can generate primary 
afferent depolarizations and may contribute to the contralateral afferent-evoked 
presynaptic inhibition, but a large portion of the observed presynaptic inhibition arises 
through GABAergic transmission. 
 Previous work in the neonatal spinal cord showed that bicuculline blocked short-
latency afferent-evoked DRPs, but lower amplitude and longer latency GABA-
independent DRPs emerged at higher concentrations of bicuculline (20µM used in 
(Kremer and Lev-Tov 1998) compared to 6-10µM used here). GABA-independent 
centrally-generated DRPs also emerged during fictive locomotion in the presence of 20 
 
 90 
µM bicuculline, but the disinhibition produced by these higher concentrations of 
bicuculline also altered locomotion such that all the ventral and dorsal roots bursted in 
synchrony. Although these findings suggested that GABA-independent mechanisms 
might underlie PAD in the neonatal spinal cord, my results suggest that the most 
prominent components of afferent-evoked DRPs during non-fictive locomotion are 
largely generated by GABAergic mechanisms and, thus, abolished by lower 
concentrations of bicuculline (6-10µM). GABA-independent PAD may only dominate in 
a highly disinhibited state  in which GABA receptor blockage significantly reduces spinal 
neuron inhibition. It should be noted, though, that the small DRPs that persisted in the 
presence of bicuculline (see Fig. 3.3B) may reflect the GABA-independent centrally-
evoked or afferent-evoked PAD mechanisms similar to those reported by Kremer and 
Lev-Tov (Kremer and Lev-Tov 1998).  
3.4.1.3 Peripheral and central sources of onset latency 
 In the cat, DRPs evoked by contralateral peripheral nerve stimulation occur at a 
mean latency of ~10-30msec (Devanandan et al. 1965; Eccles et al. 1964; Gossard and 
Rossignol 1990).  While the neonatal rat may exhibit slightly slower conductances and 
longer synaptic delays (Garraway and Hochman 2001; Takahashi 1992), central delays 
alone cannot sufficiently account for the relatively long observed delays between 
contralateral force onset and DRP generation (411msec ± 120msec, range 5.40msec to 
2.98sec). Rather, the timing of contralateral afferent activation is likely responsible for 
the variability and relatively long delays. Contralateral afferents are likely recruited at 
different times in the force profile during each step, possibly even several 100msecs after 
force onset. For example, as shown in Figure 3.13B, the timing of toe contact strongly 
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influences DRP onset, such that the DRP is not generated until toe contact and 
subsequent toe afferent activation. Following afferent activation, transmission through a 
crossed polysynaptic, ionotropic GABAAergic pathway will be relatively rapid (10-
30msec in vivo), such that this central component accounts for only a small fraction of the 
total delay from force onset to DRP onset. In addition, contralateral DRP generation may 
require central convergence of several afferent signals and temporal summation over 
several 100msecs.  
3.4.2 Contralateral force determines both the extent and timing of ipsilateral 
flexion-phase presynaptic inhibition 
3.4.2.1 Magnitude 
 As shown in Figures 3.4 and 3.5, the magnitude of the L2 DRP strongly correlates 
with contralateral limb endpoint force, but is independent of ipsilateral force. This 
relationship suggests that contralateral force plays a major role in regulating swing-phase 
sensory inflow on the ipsilateral side, particularly of proximal flexors, on a dynamic step-
to-step basis. In this way, the amount of force experienced during contralateral stance 
determines the amount of sensory input allowed into the spinal cord during ipsilateral 
swing.  If contralateral stance-phase force increases, presynaptic inhibition increases such 
that less sensory feedback can enter the spinal cord through the inhibited afferent 
pathways; if contralateral force decreases, more feedback is allowed through. 
 Although the DRP clearly indicates presynaptic inhibition of an afferent 
population, the identity of this population was not addressed in this study. Thus, the 
observed presynaptic inhibition may be acting across many populations and modalities to 
decrease all sensory input to spinal and ascending circuits. Alternatively, presynaptic 
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inhibition may be acting to selectively block specific pathways and redirect those inputs 
to distinct postsynaptic targets through non-inhibited pathways. For example, presynaptic 
inhibition could close an inhibitory pathway and direct feedback through an excitatory 
pathway. Such a mechanism could underlie the shift from inhibitory force feedback to 
excitatory force feedback reported previously (Hultborn 2001; McCrea et al. 1995; 
Pearson and Collins 1993; Quevedo et al. 2000). In fact, disynaptic excitation in flexors 
in higher during flexion (Quevedo et al. 2000) when presynaptic inhibition is maximum 
and, thus, capable of altering the balance between inhibitory and excitatory pathways. In 
summary, the contralateral-afferent-evoked presynaptic inhibition may serve to decrease 
overall sensory feedback or alter the balance of sensory pathways. In either case, the 
amount of sensory feedback allowed into the spinal cord through the inhibited afferents is 
reduced by presynaptic inhibition, even if some of the input is redirected through other 
non-inhibited or even facilitated pathways.  
 The plate removal experiments further affirm the assertion that contralateral force 
influences DRP generation. When the contralateral plate was removed and ground 
contact force absent, the large L2 DRPs were abolished. Therefore, contralateral force not 
only influences ipsilateral presynaptic inhibition but is actually necessary for step-to-step 
generation of the large L2 presynaptic inhibition described here. In some experiments, 
small rhythmic DRPs remained even after plate removal (see Fig. 3.11B). These 
remaining DRPs were likely centrally mediated, similar to the DRPs observed during 
fictive locomotion in the absence of rhythmic afferent inflow (e.g. (Dubuc et al. 1988)).  
They could also be mediated by rhythmic afferent activity related to ipsilateral or 
contralateral movement, but both the amplitude and patterns closely resemble those seen 
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during fictive locomotion. Presumably, central circuits still contribute to presynaptic 
shaping of sensory inflow, providing a way for locomotor and supraspinal structures to 
selectively control their inputs. Afferent-evoked presynaptic inhibition adds another layer 
of sensory regulation to help dynamically shape sensorimotor function to match 
environmental demands.  
3.4.2.2 Timing 
 Together, these findings imply that contralateral force-related feedback evokes 
ipsilateral presynaptic inhibition. For this to be possible, contralateral force must occur 
immediately before the observed DRP. Indeed, in all experiments, contralateral force 
onset just preceded DRP onset. The strong temporal coupling suggests that contralateral 
stance onset determines when sensory inflow is maximally inhibited during ipsilateral 
flexion. In contrast, ipsilateral force exhibited significantly weaker coupling and exerted 
little influence on the timing of ipsilateral presynaptic inhibition. Motor output also 
exhibited weak coupling, further confirming that afferent input, not motor output, is 
largely responsible for the majority of presynaptic inhibition during non-fictive 
locomotion. To some extent, the rhythmic alternation of locomotion inherently couples 
left to right and flexion to extension, such that a temporal relationship with stance on one-
side will be reflected in motor output and force on the other side. However, variability in 
this phasing from step-to-step showed that presynaptic inhibition timing was best 
predicted by contralateral ground contact not motor output or ipsilateral events. 
 In sum, contralateral stance-phase force influences not only the extent but also the 
timing of presynaptic inhibition and, therefore, the timing of sensory inflow during 
ipsilateral swing.  
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3.4.3 Contralaterally-derived presynaptic inhibition may help preserve ipsilateral 
swing 
 Absence of the L2 DRP retarded production of ipsilateral swing, while the 
presence of extremely large L2 DRPs seemed to disinhibit flexion during quiescence and 
enhance ventral root activity. While not conclusive, these results imply that presynaptic 
inhibition of sensory inflow during swing may ensure successful flexion by blocking 
potentially counterproductive afferent inputs (Fig. 3.14). Once the contralateral limb is 
loaded, the ipsilateral limb can safely follow through with swing; flexing the limb 
without sufficient contralateral loading would result in a fall unless an aerial phase was 
intended. Thus, it would be reasonable for contralateral limb loading to signal ipsilateral 
swing carry-through by inhibiting afferent feedback that would otherwise impede flexor 
muscle activation (Duysens and Pearson 1980a; Pang and Yang 2000).  
 Alternatively, the connection between DRP and kinematic or ventral root flexion 
may reflect central coupling rather than an effect of presynaptic inhibition. For example, 
in vitro locomotion and in vivo fictive locomotion can both exhibit deletions, in which a 
muscle group or groups fails to burst for period of time (Lafreniere-Roula and McCrea 
2005). If central circuits produced an ipsilateral flexor deletion with a contralateral 
extensor deletion, the contralateral force-sensitive DRP and ipsilateral flexion would both 
be missing. Because the DRP is eliminated by contralateral plate removal or dorsal root 
rhizotomy, the DRP itself is not centrally-evoked, but the force that generates the DRP 
and the apparently related ipsilateral flexion could be centrally coupled. In addition, the 
GABAergic interneurons generating the presynaptic inhibition may have additional 
actions on central circuits, motoneurons, or premotor interneurons, as GABAergic 
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interneurons with presynaptic axo-axonic synapses often have axo-dendritic synapses on 
motoneurons and premotor interneurons (Hughes et al. 2005; Pierce and Mendell 1983). 
Thus, flexion could be affected through direct actions on the spinal locomotor circuitry or 
motoneurons by the same interneurons producing presynaptic inhibition. Although 
presynaptic inhibition appears to contribute to swing-phase flexion, more studies are 
needed to confirm this hypothesis.   
 It should also be noted that the relationship between contralateral force and 
ipsilateral flexion may differ depending on the mechanics of the task. For example, 
during pedaling, contralateral force may actually reduce flexor activity, while the absence 
of contralateral movement and force increases net flexor activity (Ting et al. 1998; Ting 
et al. 2000). Because the limbs are coupled via a crank during pedaling, contralateral limb 
extension creates flexor torque on the ipsilateral limb such that less flexion muscle 
activity is required during the recovery phase. Thus, the neural control strategy for 
pedaling may be wired to reduce unnecessary flexion in the presence of sufficient 
contralateral extension force and mechanically-generated recovery phase torque. In 
contrast, during locomotion when crank coupling is not present, sufficient contralateral 
limb loading may actually signal flexion because the body is now supported by the other 
limb, making swing and forward progression possible and safe. Such task-specific 
changes in interlimb coupling may reflect changes in presynaptic inhibition patterns 
and/or changes in central coupling. 
3.4.4 Proposed circuitry 
 The few studies mapping contralateral pathways at rest suggest that Ibs produce 
contralateral presynaptic inhibition, while Ias and II do not (Devanandan et al. 1965). As 
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discussed, my results are consistent with Ib afferents in contralateral toe flexors 
generating the observed presynaptic inhibition.  
 However, the receiving afferents are more difficult to discern.  In order for 
contralaterally-evoked presynaptic inhibition to preserve swing-phase flexion, the 
presynaptic inhibition would need to inhibit afferent activity that would otherwise impede 
flexion. For example, inhibition of flexor Ib afferents could facilitate swing by removing 
negative force feedback (disinhibiting) onto flexor motoneurons during peak muscle 
contraction. Previous work in the cat suggests that Ib inhibition of flexor motoneurons 
may be replaced by disynaptic excitation during locomotion (Quevedo et al. 2000). 
Presynaptic inhibition during the swing phase could serve to inhibit the inhibitory 
pathways typically available at rest (Brizzi et al. 2002) while postsynaptic mechanisms 
increased excitability of interneurons in the excitatory pathways (Burke 1999; Quevedo 
et al. 2000), resulting in a change in the balance of inhibitory and excitatory pathways 
onto flexors. Alternatively, inhibition of extensor Ia afferents could facilitate swing by 
preventing excitatory feedback onto extensor motoneurons in response to extensor 
stretch. According to a limited number of previous studies, Ib afferents  receive crossed 
presynaptic inhibition from contralateral Ib afferents (Devanandan et al. 1965), but 
whether Ia afferents receive contralateral presynaptic inhibition from any afferents is up 
for debate (Jankowska et al. 1966). In the pentobarbital anesthetized cats, Devanandan 
did not find any evidence of crossed inhibition of Ia afferents, but pentobarbital can 
depress polysynaptic transmission and, thus, mask pathways that may mediate slightly 
weaker crossed inhibition of Ia afferents (Eccles 1946; Mehta and Ticku 1999; Ziskind-
Conhaim 1990). In the anaesthetized cat, only higher threshold afferents, including flexor  
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Proposed circuitry underlying contralateral presynaptic inhibition evoked by contralateral limb 
loading. Sensory events and dorsal roots are shown in black. Motor effects and ventral roots are 
in gray. A simplified representation of the central pattern generator (CPG) is also shown. The 
sequence of events are numbered 1-4. 1: Contralateral limb loading and toe contact activate Ib 
afferents that then enter contralateral dorsal roots L3-L5. The magnitude of the activation scales 
with force. 2: These afferents then activate a crossing, GABAergic pathway for producing 
crossed presynaptic inhibition. Since the majority of identified commissural interneurons 
receiving Ib input are glutamatergic, not GABAergic (Bannatyne et al. 2009), the pathway may 
likely include glutamatergic commissural interneurons that subsequently activate a GABAergic 
interneuron. 3: Sensory input from the ipsilateral limb is then presynaptically inhibited. This 
inhibition is recorded as a DRP at the iL2 (as well as iL5) dorsal root. 4: By blocking sensory 
inputs and/or closing sensory pathways, presynaptic inhibition may impact ipsilateral motor 
output during the swing/flexion phase. 
Figure 3.14: Proposed Circuitry 
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reflex afferents (typically group III not II), could produce presynaptic inhibition of 
contralateral Ia afferents. However, cycling studies have shown the contralateral passive 
and active limb movement depress the H-reflex (Brooke et al. 1997; Collins et al. 1993; 
McIlroy et al. 1992), suggesting that afferents from the contralateral limb can modulate Ia 
transmission. While pre- and post-synaptic actions cannot be distinguished in these cases, 
presynaptic inhibition has been proposed as the responsible mechanism (Collins et al. 
1993; McIlroy et al. 1992). In summary, Ib afferents very likely receive crossed 
presynaptic inhibition from contralateral Ib afferents, but whether Ia afferents receive 
similar inhibition remains unclear. 
 Based on my findings combined with previously identified pathways, Figure 3.14 
illustrates the proposed underlying circuitry for generating the patterns of contralateral 
presynaptic inhibition described in this study. In this proposed pathway, force-sensitive 
Ib afferents from toe flexors would sense contralateral force magnitude at toe contact and 
activate a commissural pathway for GABAergic presynaptic inhibition. Given that most 
commissural interneurons receiving group I input in laminae VI--VIII  are glutamatergic, 
this pathway may well involve an interposed glutamatergic interneuron in addition to a 
GABAergic interneuron (Bannatyne et al. 2009; Jankowska et al. 2009). Subsequent 
inhibition of Ib afferents from hip and ankle flexors may then preserve ipsilateral swing 
by removing negative force feedback during peak muscle contraction.  This explanation 
agrees with recent findings by Faist and colleagues showing that loading may be essential 
for inhibition of Ib pathways in healthy humans (Faist et al. 2006). Inhibition of Ia 
afferents from hip and ankle extensors may also contribute by reducing extensor 
resistance. It should be noted that previously unidentified pathways may exist or become 
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disinhibited during non-fictive locomotion (Jankowska 1992; Jankowska et al. 1966), but 
the proposed circuitry provides the most parsimonious explanation.    
3.4.5 Functional implications 
 The primary finding of this study is that the contralateral limb, particularly limb 
loading, contributes significantly to ipsilateral sensory regulation and thereby couples the 
sensory state of the two limbs. Interlimb coordination is vital for successful bipedal or 
quadrupedal locomotion (Ting et al. 1998). For example, when one leg is lifted off the 
ground or is unexpectedly perturbed, the other limb(s) must respond to stabilize the 
animal and/or continue forward progression. My results show that interlimb coupling is 
not only achieved through central pattern generating circuits, supraspinal commands, and 
crossed reflex pathways, but also through force-sensitive presynaptic inhibition. Through 
this presynaptic inhibition, contralateral force informs the ipsilateral limb of contralateral 
sensorimotor state. It then shapes ipsilateral sensory sensitivity, potentially reducing 
unneeded inputs and focusing attention on important inputs needed to direct limb 
placement or adjust swing if perturbed (e.g. (Bouyer and Rossignol 2003a; Forssberg 
1979; Quevedo et al. 2005; Rossignol et al. 2006; Van Wezel et al. 1997)). 
3.4.5.1 Task-dependent reflex modulation 
 Presynaptic inhibition also provides a mechanism for modulating reflex gain to 
match task and environmental demands depending on ground reaction force profiles. 
Studies in fictive locomotion show that central circuits, such as the spinal locomotor 
circuitry, regulate reflex transmission via presynaptic inhibition in both a phase- and task-
dependent manner. For example, the effectiveness of muscle afferent-evoked presynaptic 
inhibition of the monosynaptic reflex varies with the phase of locomotion (Gossard and 
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Rossignol 1990; Ménard et al. 2003) and the patterns of centrally-evoked presynaptic 
inhibition change between fictive locomotion or fictive scratching (Cote and Gossard 
2003). In this way, central circuits can differentially regulate their sensory inputs 
depending on the task and the locomotor phase. The results presented here suggest that 
contralateral-afferent-evoked presynaptic inhibition provides another layer for phase and 
task-dependent modulation of sensory regulation. During typical walking, this form of 
presynaptic inhibition is likely maximum during contralateral stance and ipsilateral 
swing. As the task changes, the force profiles will change, leading to changes in both the 
magnitude and timing of this presynaptic inhibition. Similarly, changes in interlimb 
phasing between gaits or changes in stance-swing interlimb timing will also change the 
timing of contralateral-afferent-evoked presynaptic inhibition.   
 In addition to phase- and task-dependent modulation, contralateral-afferent-
evoked presynaptic inhibition also allows for further fine tuning of sensory inflow on a 
step-to-step basis. If ground stability, ground contact, limb orientation, or any other 
perturbation causes changes in limb loading, contralateral-afferent-evoked presynaptic 
inhibition will change, allowing the spinal cord to adjust ipsilateral sensory feedback as 
needed. Altering reflex gains in response to these peripheral cues allows animals or 
humans to shape the sensitivity of their motor program to various peripheral signals and 
perturbations (Prochazka 1989).  
3.4.5.2 Relationship to H-reflex studies 
 H- reflex studies during human locomotion further confirm that reflex gain is 
modulated across the step cycle. In particular, studies on the soleus H-reflex suggest that 
the monosynaptic reflex gain is highest during ipsilateral stance and lowest during swing 
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(e.g. (McIlroy et al. 1992; Stein 1995)). Many of these studies hypothesized that H-reflex 
modulation likely occurred presynaptically, but were unable to test their hypothesis 
directly due to the limitations of H-reflex measurements. This study shows that 
locomotor-related presynaptic inhibition of L2 and L5 afferents reaches maximum during 
ipsilateral swing, meaning that reflex gain would be highest during stance and most 
presynaptically suppressed during swing. Thus, the temporal pattern of presynaptic 
inhibition matches the observed reflex gain modulation, confirming that presynaptic 
inhibition could be responsible for H-reflex modulation across the step cycle. However, 
given the mixed reports on crossed presynaptic inhibition of Ia afferents, more studies are 
needed to determine whether presynaptic inhibition actually contributes to contralateral 
modulation of H-reflexes. Further, H-reflexes modulation must be interpreted with 
caution as they do not always accurately represent modulation of the physiological stretch 
reflex. As shown by Sinkjaer and colleagues, modulation of the electrically-activated H-
reflex can differ significantly from modulation of the physiologically-activated stretch 
reflex during human walking (Anderson and Sinkjaer 1999). 
 Stein and colleagues also observed that H-reflex gains are lower during running 
than walking (Capaday and Stein 1987; Edamura et al. 1991). They were unable to 
account for these changes based on locomotor speed or background EMG activity (i.e. 
motor output), leaving the source undetermined. However, force area (impulse) and force 
peak are both higher in running compared to walking (Munro et al. 1987; Nilsson and 
Thorstensson 1989). Based on my results, such higher peak forces would lead to 
increased swing-phase presynaptic inhibition and reduced reflex gain. Reducing reflex 
gain during running relative to walking could prevent saturation of motoneuron pools to 
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maintain input sensitivity, as suggested by Stein (Stein 1995). Without reflex gain 
reduction, the higher stretch and contraction velocity and the increased synchrony from 
shortened stance times could lead to motoneuron saturation. Again though, the 
probability of contralateral Ia inhibition remains unclear. 
3.4.5.3 Potential role in speed 
 As mentioned above, increases in locomotor speed are typically accompanied by 
increases in peak limb forces. According to my results, as limb force and locomotor 
speed increase, swing phase presynaptic inhibition increases (Figs. 3.6 and 3.8). As a 
result, the swing phase becomes more and more feedforward, with less attention to 
sensory feedback, as locomotor speed or strength rise. Previous modeling and intact 
animal studies have suggested that intrinsic mechanical stability increases with speed, 
making neural feedback-derived stability less important (Kubow 1999; Ting et al. 1994). 
Interjoint coordination is also reduced at higher speeds (Yen and Chang 2010). Reducing 
sensory feedback with presynaptic inhibition at higher forces and speeds, would allow the 
intrinsic mechanical stability of the musculoskeletal system to dominate while also 
preventing unwanted perturbations while the limb is off the ground.  
 In addition, rises in presynaptic inhibition with speed could prevent irrelevant 
information from perturbing or destabilizing locomotion. The faster an animal walks, the 
less relevant an afferent event becomes once it reaches the spinal cord because the 
conduction delay is now longer relative to the gait cycle. At extremely high speeds, the 
lag between peripheral event and central action could actually make sensory feedback de-
stabilizing. It is important to note that the SCHP never reaches extreme speeds, but rather 
steps in place (net forward speed 0m/s) at a fairly low rate (0.1 - 0.4 Hz). But, the 
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relationships between neural activity and behavior offer us insight into the circuitry 
behind intact adult behaviors and help us understand how the circuit might function under 
different mechanical conditions.  
3.4.6 Limitations 
 The most obvious limitation of neonatal in vitro preparations is the compounding 
factor of development. Due to developmental changes, mechanisms observed in neonates 
can differ from those in adulthood. However, the agreement between my results and the 
patterns of reflex modulation observed in adult animals, as well as in humans, suggest 
that the same presynaptic mechanism likely persists into adulthood. My results also 
reflect similar patterns to those reported by Yakhnitsa et al in the adult rat (Yakhnitsa et 
al. 1988). In both cases, this study provides insight into the mechanism underlying their 
observations. Previous researchers have also questioned the behavioral relevance of 
neonatal models since neonates at this age exhibit different walking patterns (Smith and 
Feldman 1987), but early work on the SCHP demonstrated that, when given appropriate 
sensory feedback, the neonatal spinal cord can produce adult-like locomotor patterns. I 
also showed that sensory feedback could alter and pattern locomotion, even at this early 
developmental stage (Hayes et al. 2009a). 
 On the other hand, the wide range of patterns exhibited during in vitro locomotion 
allows us to explore a broader variety of locomotor behaviors, such as the waxing and 
waning pattern and deletions, that provide us with insight into underlying mechanisms. 
The support of the spinal cord in the in vitro SCHP also enables us to perform unique 
mechanical perturbations, such as the single limb plate removal, that would not be 
feasible in the intact animal requiring consistent body weight support.  
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 Finally, some sensory inputs, such non-paw cutaneous inputs, are absence in the 
SCHP. These inputs may contribute to presynaptic inhibition or may modulate PAD 
pathways during locomotion (Eguibar et al. 1997b; Enríquez et al. 1996; Rudomin 2009) 
and, thus, should be addressed in future studies.  
3.4.7 Conclusions 
 My results show that the contralateral limb, particularly limb loading, strongly 
influences both the magnitude and timing of ipsilateral presynaptic inhibition and, thus, 
the extent and timing of sensory access to spinal circuits. As contralateral limb loading 
increases for a given step or a given task, ipsilateral presynaptic inhibition increases, such 
that sensory inputs are not allowed through the inhibited afferent pathways and into the 
spinal cord during the swing phase. The timing of contralateral afferent activation also 
determines when sensory feedback is allowed in and when it is presynaptically inhibited. 
In this way, contralateral-afferent-evoked presynaptic inhibition neuromechanically 
couples the sensorimotor states of the limbs. While further studies are needed to fully 
understand the implications of these findings, contralateral presynaptic inhibition may 
play a role in swing-phase flexor activation, preserving swing in the presence of 
sufficient contralateral limb support and allowing inhibition of swing in its absence. 
Additionally, by responding to the limb loading condition, contralateral presynaptic 
inhibition can also modulate reflex sensitivity and interlimb coupling based on locomotor 
speed, task, and step-to-step environmental perturbations.  
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CHAPTER 4  
CONCLUSIONS 
 During locomotion, the spinal cord must integrate sensory feedback with central 
commands to generate the appropriate motor output. Sensory feedback informs the 
nervous system about the state of the limbs and the environment, enabling the spinal cord 
to adapt motor output for unexpected perturbations and adjust muscle timing and 
magnitude on a step-by-step basis. In this way, sensory feedback "regulates" spinal motor 
output, but the spinal cord must also "regulate" sensory feedback. Each task requires a 
different sensorimotor strategy, emphasizing specific sensory cues and directing those 
cues through selected pathways to create appropriate muscle, joint, and interlimb 
coordination patterns. Presynaptic inhibition allows the spinal cord to select which 
sensory inputs to focus on and which to ignore, preventing motoneuron saturation and 
counterproductive reflex actions. Presynaptic inhibition also routes sensory feedback to 
the appropriate postsynaptic targets, such as reflex pathways, central pattern generating 
circuits, or ascending systems (Jankowska 1992; Rudomin 2009). Understanding how the 
spinal cord both uses and regulates sensory feedback is vital for designing locomotor 
rehabilitation strategies for patients with sensorimotor impairments. 
4.1 Summary and discussion of key findings 
 The primary goal of this work was to investigate sensory regulation in the spinal 
cord during locomotion, addressing how sensory feedback regulates spinal motor output 
and, in turn, how the spinal cord regulates sensory feedback via presynaptic inhibition. 
Aim 1 was to develop a model that combined the advantages of in vitro and in vivo 
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preparations that would expand our ability to study spinal sensorimotor circuitry. Classic 
in vitro preparations, such as the isolated spinal cord, offer many advantages, including 
pharmacological and neural access and the stability for intracellular or technically 
challenging recordings. However, they lack sensory feedback which strongly influences 
not only motor output but also the function of the circuitry being studied. They also lack 
behavioral observability, preventing us from understanding how the mechanics influence 
spinal function and vice versa. While in vivo models offer intact sensory feedback with 
behavioral observability in a functional environment, direct neural measurements that 
require cord stability are difficult during unrestrained movement. For example, H-reflex 
modulation can be measured but presynaptic inhibition cannot. Acute neural and 
pharmacological manipulations are also more difficult in the intact animal, although 
possible in models like the decerebrate cat. Here, I developed the in vitro spinal cord-
hindlimb preparation (SCHP) in the neonatal rat, combining exquisite neural accessibility 
and manipulability with intact sensory modulation and behavioral observability.  
 Using the SCHP in Aim 2, I carried out the first biomechanical characterization of 
hindlimb locomotion generated in vitro, providing a behavioral context for the many 
neural mechanisms elucidated during neurochemically-induced locomotion in previous in 
vitro spinal cord models. First, I showed that neurochemically-induced (specifically 
NMDA and 5HT) locomotion is flexible rather than stereotyped.  Even when activated by 
the same neurochemicals, the neonatal spinal cord produces different kinematics and 
muscle activation patterns depending on the mechanosensory environment. During 
ventral-up airstepping, the SCHP produced a pattern that closely resembled in vivo 
airstepping, with prolonged-extensor phase plateaus, in-phase flexion and extension in all 
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three joints, and flexor-dominated muscle duty cycles. During dorsal-up treadmill 
stepping, the SCHP exhibited kinematic and muscle activation patterns similar to 
"typical" (i.e. overground or treadmill) intact rat locomotion, including knee flexion 
during stance and extensor-dominated muscle duty cycles. Importantly, the differences 
were not purely mechanical changes, but rather sensory feedback actually altered the 
muscle activation patterns outputted by the spinal cord. For example, ground contact and 
the corresponding sensory feedback were required to produce the muscle phasing and 
extensor-dominated muscle duty cycles typical of intact rat locomotion. As shown by the 
mechanical perturbations, sensory feedback from unilateral swing assistance and bilateral 
passive stepping-like movements also reinforced, strengthened, or even initiated 
locomotion in the SCHP. Together these findings from Aim 2 highlight the role of 
sensory feedback in sculpting and regulating spinal motor output to fit the task and 
respond to the mechanical environment. The findings also confirm the efficacy of the 
SCHP for studying spinal function during sensory-influenced, behaviorally-relevant 
locomotion.  
 Precisely because sensory feedback can so strongly influence spinal motor output, 
such as muscle phasing, muscle duty cycles, and activation strength, sensory feedback 
must be tightly regulated. A primary mechanism for selectively regulating sensory inflow 
to the spinal cord is presynaptic inhibition. Prior to the SCHP, our knowledge of 
presynaptic inhibition during behavior was limited because it was nearly impossible to 
monitor PAD or DRPs due to spinal cord instability during unrestrained movement. 
Studies of peripheral nerve stimulation during fictive locomotion, as well as inferences 
from H-reflex studies, suggested that central circuits and multimodal afferents interacted 
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to create task-specific patterns of presynaptic inhibition, but the patterns created by 
natural afferent patterns interacting with the spinal locomotor circuitry remained elusive. 
Many questions remained unanswered: How do hindlimb mechanics and ground 
interaction influence presynaptic inhibition patterns? What biomechanical variables and 
types of sensory feedback contribute to presynaptic inhibition?  Is presynaptic inhibition 
coupled between limbs, such that one limb's movement influences the other limb's 
sensory regulation? What is the balance between centrally-generated and afferent-
generated presynaptic inhibition during non-fictive locomotion? 
 One of the greatest advantages of the SCHP is the ability to mechanically stabilize 
the spinal cord while retaining sensory feedback and intact limb movement. In Aims 3 
and 4, I harnessed these advantages to study the role and patterns of presynaptic 
inhibition during non-fictive locomotion. Specifically, I investigated how ipsilateral and 
contralateral hindlimb mechanics modulate presynaptic inhibition. I hypothesized that 
contralateral limb movement and loading would influence presynaptic inhibition and, 
thus, sensory regulation on the ipsilateral limb. Indeed, my results demonstrated that 
during non-fictive locomotion, the contralateral limb, particularly limb loading, plays a 
pivotal role in regulating ipsilateral sensory inflow at the presynaptic terminal. 
Contralateral stance-phase force positively modulates both the magnitude and timing of 
ipsilateral swing-phase presynaptic inhibition and, thus, the extent and timing of sensory 
inflow to spinal circuits; as contralateral limb loading during stance increases, ipsilateral 
swing-phase presynaptic inhibition increases and less sensory information enters through 
the inhibited afferents to act on spinal circuits.  In contrast, neither ipsilateral joint 
movement nor loading appears to influence ipsilateral presynaptic inhibition. Ipsilateral 
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sensory feedback certainly modulates ipsilateral sensorimotor state through traditional 
reflex pathways and can even alter limb mechanics (Nichols et al. 1999; Nichols and 
Houk 1973), but it does not appear to play as strong a role as contralateral feedback in 
presynaptic sensory regulation.  
 According to my results, contralaterally-derived presynaptic inhibition may 
contribute to swing-phase flexion generation on the ipsilateral limb. Although this finding 
deserves further investigation, presynaptic inhibition may inhibit signals that would 
otherwise retard flexion generation by inhibiting flexor motoneurons or inappropriately 
activating extensor motoneurons during swing (see Fig. 3.14 and discussion below). This 
form of interlimb coupling may prevent falling. If the contralateral limb is sufficiently 
loaded such that continuing swing is safe, presynaptic inhibition preserves flexion. 
Without this presynaptic inhibition, flexion is susceptible to disturbance (see Fig. 3.9). 
Although the spinal locomotor circuitry and other sensory inputs can still produce some 
flexion in this case, this flexion activity may sometimes be insufficient without the 
contributions of presynaptic inhibition. 
 Such interlimb coupling between the contralateral and ipsilateral limbs is 
appropriate for many rhythmic tasks and consistent with previous observations that 
moving or loading the contralateral limb can alter ipsilateral reflex gains (Brooke et al. 
1995b; Collins et al. 1993; Faist et al. 2006; McIlroy et al. 1992) and muscle activation 
patterns (Alibiglou et al. 2009; Ting et al. 1998; Ting et al. 2000). Importantly, the 
coupling may be task-specific such that the directionality of these effects differs 
depending on the task. During cycling, contralateral extensor force reduces flexor 
activity, while the absence of contralateral movement and force increases net flexor 
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activity (Ting et al. 1998; Ting et al. 2000). In contrast, my findings suggest that 
presynaptic inhibition evoked by contralateral limb loading may help preserve flexion 
during stepping. This difference likely reflects the use of different sensorimotor control 
strategies for cycling versus stepping. During cycling, contralateral limb extension 
creates flexor torque on the ipsilateral limb such that less flexion muscle activity is 
required during the recovery phase. Although the studies decoupled the limb by powering 
the contralateral crank when the contralateral limb was inactive, the neural control 
strategy for pedaling may still be wired to reduce unnecessary flexion in the presence of 
sufficient contralateral extension force and mechanically-generated recovery-phase 
torque. During locomotion when crank coupling is not present, sufficient contralateral 
limb loading may actually signal flexion because the body is now supported by the other 
limb, making swing and forward progression possible and safe. Alternatively, the 
discrepancies could reflect differences in bipedal (humans) and quadrupedal (rats) 
sensorimotor strategies or developmental changes in the behavioral consequences of 
presynaptic inhibition. Thus, further studies are needed to fully understand the 
implications of contralateral loading on ipsilateral flexor generation during locomotion.   
 Figure 3.14 shows the proposed circuitry underlying contralateral presynaptic 
inhibition generation and its resulting ipsilateral motor effects. Based on the properties of 
the DRPs, as well as their elimination with contralateral dorsal root rhizotomy, the force-
sensitive contralateral presynaptic inhibition is generated by afferent activity from the 
toes entering the  lumbar dorsal roots rather than by central circuits. Although pathways 
can become disinhibited or inhibited during locomotion, studies at rest typically show us 
what pathways exist and might be utilized during behavior. Early studies in the 
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anesthetized cat suggested that Ib afferents produced presynaptic inhibition on 
contralateral Ib afferents, while Ia and group II afferents did not produce any crossed 
actions, implicating Ib afferents in the observed contralateral presynaptic inhibition 
patterns. In addition, toe contact was required for the observed DRP patterns, implicating 
afferents at the toe. During locomotion in the cat, Ib afferents in extrinsic toe flexors, 
such as FDL and likely FHL, fire during stance with peak activation occurring at stance 
onset (Prochazka and Gorassini 1998; Prochazka et al. 1976), such that Ib activation 
could readily initiate contralateral presynaptic inhibition upon toe contact and respond to 
limb loading. Given this, I propose that Ib afferents from toe flexors initiate the 
contralateral presynaptic inhibition that preserves ipsilateral flexion during non-fictive 
locomotion. The exact afferents receiving the inhibition is unclear, with Ib afferents being 
the most likely but Ia afferents being possible as well (Brooke et al. 1997; Devanandan et 
al. 1965; Jankowska et al. 1966). In either case, contralateral presynaptic inhibition acts 
during swing-phase flexion in response to sufficient contralateral limb loading.   
 Interestingly, the likely involvement of Ib afferents in presynaptic interlimb 
control may reflect a broader pattern of afferent organization. While Ia afferents play a 
prominent role in muscle and single joint stiffness, Ib afferents are thought to coordinate 
whole limb muscle activation and interjoint coordination (Jankowska 1992; Nichols et al. 
1999). Ia afferents largely serve to coordinate at the local level, while Ib afferents 
regulate more wide spread interactions. In fact, activation of Ib afferents affects almost 
every muscle in the hindlimb and interneurons in Ib pathways receive highly convergent 
input from Ia, Ib, II, and cutaneous afferents as well as from descending systems 
(Jankowska 1992). Given their role in multi-joint coordination on the ipsilateral limb, it is 
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not surprising that Ib pathways might also coordinate actions between limbs. Descending 
systems have been shown to select (inhibit and disinhibit) specific populations of Ib 
interneurons to facilitate single limb muscle coordination for a given task (Fournier et al. 
1983). Descending systems may similarly adjust these pathways to facilitate appropriate 
interlimb sensory regulation.  
4.2 Function of force-sensitive contralateral presynaptic inhibition  
 Every task requires a different set of sensorimotor strategies. Descending systems 
can reconfigure neural circuits and reflex gains in preparation for a task, but force-
sensitive contralateral presynaptic inhibition may also help adjust sensorimotor strategies 
by responding to task-specific loading conditions. For example, peak ground reaction 
forces are higher in running than walking and tend to increase with speed (Munro et al. 
1987; Nilsson and Thorstensson 1989). In walking, running, or cycling, contralateral 
loading is out-of-phase with ipsilateral loading, but, during hopping, contralateral and 
ipsilateral forces are in-phase. According to the results in Chapter 3, such changes in the 
magnitude and timing of contralateral force significantly alter sensory regulation by 
changing the magnitude and timing of presynaptic inhibition, leading to changes in reflex 
gain, sensory inflow, and possibly postsynaptic target. As such, force-sensitive 
contralateral presynaptic inhibition can modify sensorimotor integration and shape the 
sensitivity of motor output to select sensory cues in a task-dependent manner. By 
blocking specific inputs, presynaptic inhibition can heighten focus on the most relevant 
cues, such as limb placement cues, cutaneous cues during swing, or perturbations 
demanding bilateral responses (e.g. (Bouyer and Rossignol 2003a; Forssberg 1979; 
Quevedo et al. 2005; Rossignol et al. 2006; Van Wezel et al. 1997)).  
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 Contralateral presynaptic inhibition may also regulate sensory feedback on a step-
to-step basis. In combination with central interlimb coupling and crossed reflex actions, 
contralateral presynaptic inhibition may help coordinate the limbs to ensure coordinated, 
bilateral responses to perturbations. Because it grades with limb loading conditions,  
contralateral presynaptic inhibition will change with ground stability, ground contact, 
limb orientation, or any other perturbations that induce changes in limb loading, allowing 
the spinal cord to adjust ipsilateral sensory feedback in response to peripheral cues even 
when the ipsilateral limb is off the ground. If one limb senses a change in ground stability 
or falls in a hole, the other limb needs to adjust its strategy. In this way, contralateral 
presynaptic inhibition, in concert with central interlimb coupling and crossed reflex 
actions, coordinates the limbs to ensure the appropriate bilateral responses to perturbation 
and multi-limb interactions required for successful locomotion. 
4.3 Neuromechanical interactions 
 During movement, the passive mechanical properties of the musculoskeletal 
system interact with central output and neural reflexes to produce movement. Limb 
mechanical properties, including muscle stiffness, segmental inertias, and joint stiffness, 
all filter the effect of motor commands from the spinal cord. The same muscle activation 
can result in different endpoint forces depending on the posture of the limb and moment 
arms of the muscles. Contralateral limb posture can even reverse reflex responses at the 
spinal level (Grillner and Rossignol 1978a) and alter the reflexive response to 
perturbations (Hiebert et al. 1994). In turn, sensory feedback affects limb mechanics. Ia 
monosynaptic reflexes linearize muscle stiffness and work with passive muscle properties 
to determine the muscle's response to stretch or joint movement (Houk 1979; Nichols and 
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Houk 1973). With their more distributed and stronger non-parent muscle actions, Ib 
afferents help regulate whole limb stiffness and interjoint coordination (Jankowska 1992; 
Nichols 2002). 
 This interplay is exemplified by the studies in Chapter 2. Even when activated by 
the same neurochemical drive, the motor behavior produced by the spinal cord was 
significantly altered by the mechanical environment and the corresponding feedback 
(Hayes et al. 2009a). Without ground interaction, the SCHP exhibited an airstepping-like 
behavior with all joints acting in-phase. By simply reversing orientation and providing 
ground contact, the knee flexed during stance out-of-phase with the hip and ankle. The 
relative muscle phasing and duty cycles are also significantly altered, demonstrating how 
mechanical interactions of the limbs and their sensory feedback alter neural function.  
 Contralateral force-sensitive presynaptic inhibition provides another layer of 
neuromechanical interaction. Not only does sensory feedback affect mechanics and 
mechanics impact motor output, but limb mechanics also dynamically regulate the 
efficacy and pathway of sensory feedback. Specifically, contralateral limb loading 
activates presynaptic inhibition that regulates ipsilateral sensory inflow. On the 
contralateral side, the loading experienced by receptors in the contralateral limb is 
influenced by mechanics and neural activity including limb posture, muscle and joint 
stiffness, motor commands, and receptor responsiveness. The presynaptic inhibition 
produced on the ipsilateral side could potentially influence these factors on the ipsilateral 
side because the sensory feedback received or blocked can influence muscle stiffness, 
motor output, and limb posture. Clearly, the web of neuromechanical interactions is 
highly complex with numerous sites for regulation and modulation. While seemingly 
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cumbersome, this complexity allows the nervous system great flexibility to produce a 
wide range of behaviors and employ a wide range of sensorimotor strategies. Using this 
complexity, the nervous system can sculpt motor output (Chapter 2) and sensory 
feedback (Chapter 3) to match the environment, the task, limb mechanics, or even step-
to-step perturbations. 
4.4 Role of limb loading in regulating motor output and sensory feedback 
 Both studies demonstrated an essential role of limb loading, particularly ground 
contact, in sensorimotor regulation. Even with no change in descending input or 
intentional task selection, removing ground contact limb loading and changing limb 
orientation had profound effects on joint coordination and muscle activation patterns. The 
changes in sensory feedback associated with ground contact and limb loading, such as 
muscle stretch and tension, were sufficient to significantly alter joint coordination, the 
phasing between flexors and extensors, and their relative duty cycles in the SCHP. Thus, 
the sensory signals that respond to limb loading seem vital for regulating task-specific 
spatiotemporal features of muscle activation. Our findings affirm previous work in the cat 
showing that ground contact loading, with the resulting ankle extensor loading and Ib 
activity, are vital for ankle extensor activation (Donelan and Pearson 2004). Additionally, 
in humans, inhibition of Ib reflexes (Faist et al. 2006) and muscle activation patterns and 
joint kinematics in reduced gravity (Ferris et al. 2001) all depend on phasic limb loading 
(for earlier review see (Dietz and Duysens 2000)). 
 Further, Chapter 3 showed that contralateral limb endpoint force at toe contact 
strongly influences the extent and timing of swing-phase presynaptic inhibition on the 
ipsilateral limb. Thus, limb loading plays a vital role in regulating sensory inflow, 
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particularly during swing. As discussed before, contralateral presynaptic inhibition may 
preserve flexion without unwanted perturbations, heighten attention on relevant inputs, 
and allow feedback from one limb to regulate feedback on the other. Interestingly, this 
load-related generation of contralateral presynaptic inhibition may explain some of the 
changes between dorsal-up and ventral-up SCHP behavior seen in Chapter 2. When 
ground contact and associated limb loading were absent in the ventral- up condition, 
contralaterally-generated swing-phase presynaptic inhibition was presumably reduced as 
seen in the plate removal experiments. In this condition, the hip and ankle exhibited 
prolonged extensor-phase plateaus before initiating swing onset that closely resembled 
the  hip and ankle extensor pauses seen without DRPs in Figure 3.9, suggesting that the 
presynaptic inhibition may lead to extensor-phase plateaus as uninhibited sensory 
feedback interferes with swing production. These plateaus were not present in the dorsal-
up condition in which ground contact and presumably stronger contralateral presynaptic 
inhibition were both present. Alternatively, the plateaus may simply result from extension 
activity without ground resistance, causing the limb to reach peak extension before 
central circuits initiate flexion activity. Although causality is not proven, presynaptic 
inhibition provides one possible mechanism for this behavior. 
4.5 Implications for sensorimotor rehabilitation 
 After spinal cord injury and other neural insults, such as stroke and Parkinson's 
disease, the circuitry within the spinal cord responsible for producing the rhythmic 
patterns underlying locomotion often remains intact, but descending control from the 
brain is severed or impaired. After injury, sensory feedback is one of the few natural 
inputs available for accessing and controlling this residual spinal circuitry. Thus, 
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understanding how sensory feedback functions during locomotion and how it can be used 
to facilitate locomotion is vital for designing effective locomotor rehabilitation strategies. 
Studies in the SCHP reported in Chapter 2 show that, even without descending inputs, 
sensory feedback can help establish task-appropriate motor patterns. Stepping-like 
assistance can reinforce weak locomotion and even initiate locomotion in the presence of 
subthreshold neurochemical drive. As suggested by human (Domingo et al. 2007; 
Gottschall and Kram 2005; Harkema et al. 1997; Lam et al. 2008) and rat studies (de 
Leon et al. 2002), assisting and/or resisting swing and providing stance-phase limb 
loading may be important during locomotor training with spinal cord injury patients. In 
the future,  the SCHP will greatly enhance and expand our ability to study sensory 
interactions with spinal circuits with increased acuity and manipulability. For example, 
the SCHP allows us to apply drugs in known concentrations to test the role of 
neuromodulators in behavior and even identify the location of their actions using split 
bath techniques. Intracellular interconnectivity studies can be used to dissect the 
locomotor and sensorimotor integration circuitry. The SCHP also offers a tractable 
platform for testing neural interfaces, spinal cord stimulators, and other therapeutic 
agents.  
 Additionally, sensory regulation is often dysfunctional after spinal cord injury and 
other neural injuries or diseases, such as stroke, peripheral nerve injury, or Parkinson's 
disease (Calancie et al. 1993; Enríquez et al. 1996; Garcia et al. 2006; Milanov 1992; 
Morita et al. 2000; Yang et al. 1991). Due to the loss or damage of descending systems, 
presynaptic inhibition is typically reduced and results in spasticity (Calancie et al. 1993; 
Faist et al. 1999; Morita et al. 2000; Stein 1995; Yang et al. 1991). Spasticity can 
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interfere with locomotor training by resisting robotic or manual limb movements. 
Additionally, the lack of presynaptic sensory modulation makes appropriate use of 
sensory feedback for locomotion and task learning difficult. Drugs, like the GABAB 
agonist baclofen, are often used to reduce spasticity and increase tonic inhibition (Taricco 
et al. 2006), but pharmacology cannot restore phasic, task-specific modulation. On the 
other hand, peripheral inputs can be readily manipulated to restore sensory regulation. 
The results from Chapter 3 suggest that contralateral limb loading is an important 
variable for establishing appropriate sensory regulation during locomotion. Much 
research has focused on how ipsilateral peripheral inputs and manipulations can restore 
regulation, particularly H-reflex regulation (Fung and Barbeau 1994; Knikou 2010), but 
the present results suggest that contralateral limb loading may be an even more powerful 
input. Contralateral manipulations may be particularly useful in hemiparesis seen in 
stroke and certain spinal cord injuries because the unimpaired limb could be used as a 
regulatory gateway to the paretic limb. Contralateral manipulations during body-weight 
supported treadmill training, such as phasic loading at the foot or electrical stimulation 
during contralateral stance and ipsilateral swing, may help restore ipsilateral presynaptic 
inhibition.  
4.6 Future directions 
 By combining behavioral observability and intact sensory feedback with all the 
neural accessibility and manipulability of in vitro preparations, the SCHP opens the door 
for an array of studies on spinal sensorimotor circuitry. As shown in Appendix A, 
intracellular recordings of specific neuronal populations can be performed during 
locomotion to investigate the neuronal basis of rhythmogenesis during locomotion. 
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Because sensory feedback so strongly affects motor output, the components of this 
network may change depending on sensory conditions. Such questions could not be 
addressed without a preparation like the SCHP. Intracellular recordings on dorsal horn 
neurons, in combinations with monitors of presynaptic inhibition, can be used to study 
sensory integration and variations in sensory responses across the locomotor cycle. 
Neuro-modulators and transmitters can also be applied in the absence of the blood brain 
barrier to understand their role in patterning behavior, which can be quantified by 
electromyography and kinematic or kinetic analyses of limb movement. Overall, the 
SCHP truly expands our ability to investigate the spinal circuitry and neural mechanisms 
responsible for locomotion. 
 Future studies regarding presynaptic inhibition will focus on confirming the 
identity of the giving and receiving afferents involved in force-sensitive presynaptic 
inhibition. Intra-axonal  recordings of afferents combined with contralateral toe loading 
manipulations will be used to test the hypothesis that toe Ib afferent induce force-scalable 
presynaptic inhibition of Ib afferents during non-fictive locomotion. The role of 
supraspinal systems in modulating presynaptic inhibition should also be considered. As 
with classic in vitro spinal cord preparations, the brain stem can be left intact and nuclei 
stimulated to map the modulator role of descending brain stem systems. Different 
descenging monoaminergic systems have been shown to modulate both reflex and PAD-
generating pathways (Bras et al. 1989; Bras et al. 1990). The resulting differences in 
presynaptic inhibition, as well as locomotor pattern, could be explored in the SCHP.  
 The impact of contralateral force-sensitive presynaptic inhibition on motor output 
also deserves further investigation. While ventral root recordings and kinematics used 
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here provided some insight, more specific measures of swing-phase flexion activity, such 
as EMG recordings from flexor muscles or intracellular recordings from flexor 
motoneurons, will allow us to better identify the effects of presynaptic inhibition. In 
addition, the impact of contralateral presynaptic inhibition on specific sensory pathways 
should be investigated by simultaneously measuring reflex gains and monitoring 
presynaptic inhibition across a range of contralateral force conditions. Reflex gains could 
readily be monitored in the SCHP by stimulating the dorsal roots or peripheral nerves at 
various thresholds and measuring the effect in the ventral roots, muscles, or even 
intracellularly in motoneurons. Changes in reflex pathways could then be related to 
changes in presynaptic inhibition, including the changes that naturally occur from step-to-
step as well as changes induced by experimentally altering limb loading or toe contact. 
 In conclusion, both the current and future work carried out in the SCHP enhance 
our understanding of spinal control of movement, particularly the role of sensory 
regulation in creating robust and task-appropriate locomotor activity. I hope that the 
knowledge gained advances our ability to more effectively treat neural injuries and 




INTRACELLULAR RECORDINGS FROM DORSAL HORN 
INTERNEURONS DURING UNRESTRAINED HINDLIMB 
LOCOMOTION 
A.1 Introduction 
 Intracellular recordings from spinal cord neurons during locomotion are important 
for understanding the organization of the spinal circuitry responsible for locomotion. 
Unlike extracellular recordings, intracellular recordings allow us to quantify subthreshold 
inhibitory and excitatory inputs, such as locomotor drive potentials (Jordan 1983; Kiehn 
2006),  and carefully detail the input-output properties of each neuron. As such, 
intracellular recordings are vital for identifying the essential neuronal elements for 
locomotor rhythmogenesis, sensory integration, and coordination.  
 As discussed in Chapter 2, intracellular recordings during non-fictive mammalian 
locomotion have not been technically possible due to the movement of the spinal cord 
associated limb movement. Many have performed intracellular recordings in the isolated 
spinal cord without limbs attached or with neuromuscular blockage or deafferentation 
(e.g. (Kiehn et al. 2000; Tresch and Kiehn 1999), for review see (Kiehn and Butt 2003)). 
Although these studies provide insight into the neuronal contributions to rhythmogensis, 
without movement-related sensory feedback, numerous inputs to these neurons are 
inactive. Because sensory inputs have profound effects on motor output, they 
undoubtedly influence the functioning including those comprising spinal locomotor 
circuitry. To best understand the functional relevance of spinal interneuron synaptic and 
cellular properties during locomotion, intracellular recordings should be performed 
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during sensory modulated, behaviorally relevant locomotion.  
 Wheatley and Stein made progress towards this goal by developing the mudpuppy 
spinal cord-forelimb preparation (Wheatley and Stein 1992). The preparation consisted of 
the cervical spinal cord, brachial plexus, and right forelimb maintained in vitro and 
combined simultaneous sharp intracellular and electromyographic muscle activity 
recordings. Using this preparation, Stein and colleagues identified groups of interneurons 
that received locomotor drive potentials and whose activity correlated with flexor or 
extensor muscle group activity, providing insight into which neurons may be involved in 
rhythmogenesis or relay rhythmic input to motoneurons (Cheng et al. 2002; Wheatley et 
al. 1994b; Wheatley and Stein 1992). However, no such model exists for mammals or for 
hindlimb locomotion. Further, the mudpuppy preparation has been abandoned because 
intracellular recordings were simply too difficult due to the thick extracellular 
consistency and heavy myelination (R.B. Stein personal communication, 2008).  Finally, 
impalement by traditional sharp electrodes, as used in the mudpuppy, have been shown to 
induce current leaks that alter the passive properties of the membrane, while whole-cell 
patch recordings more accurately report the neuronal properties, such as resting potential 
and input resistances (Staley et al. 1992). As demonstrated here, the dorsal-up SCHP 
developed in Chapter 2 provides a mammalian, hindlimb in vitro preparation for whole-
cell patch clamp intracellular recordings during unrestrained hindlimb locomotion. 
 Using the dorsal-up SCHP developed in Chapter 2, I performed the first whole-
cell patch recordings from mammalian dorsal horn interneurons during unrestrained 
locomotion in the SCHP, confirming the suitability of the SCHP for stable intracellular 
recordings from small neurons. The primary purpose of these recordings was to show that 
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interneurons can be characterized by their membrane and input properties and held stable 
for extended periods of neurochemically-induced locomotion. Here, I identified dorsal 
horn interneurons that are nearly quiescent at rest, but receive increased sub- or supra-
threshold synaptic inputs during locomotion. One dorsal horn interneuron exhibited 
rhythmic drive potentials and fired repetitively during locomotion at a rate proportional to 
locomotor strength. Portions of these results have been presented previously in abstract 
form (Hayes et al. 2009b; Hayes and Hochman 2009). 
A.2 Methods 
 The neonatal rat SCHP used here is described in Chapter 2 (Hayes et al. 2009a). 
Briefly, the spinal cord and hindlimbs were isolated from neonatal rats postnatal day 2-5. 
Ventral and dorsal roots from ~T12-S2 were left intact, but all other roots were cut and 
paraspinal musculature removed. Following dissection, the SCHP was transferred to a 
perfusion and recording chamber. The cord was placed dorsal up on a Sylgard step and 
thoroughly stabilized with insect pins through  the remaining ribs and paraspinal 
musculature, as well as the cut roots rostral to the segments of interest. The cord and 
limbs were perfused with oxygenated artificial cerebrospinal fluid (aCSF) circulated at 
20-30 mL/min. Hindlimbs hung pendant and were free to locomote on a low fricition 
teflon surface. Addition of 2-4 µM N-methyl D-aspartate (NMDA) and 40-60µM 
serotonin (5HT) to the aCSF perfusion system then activated hindlimb locomotion. 
 Whole-cell "blind" patch clamp recordings (e.g.(Hochman and Schmidt 1998; 
Machacek and Hochman 2006)) from dorsal horn interneurons were performed during 
unrestrained hindlimb locomotion. Two ventral horn interneurons were also recorded. 
Neuron location was estimated based on site of entry and depth of penetration. Patch 
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electrodes were pulled from glass capillary tubes (1.5mm OD, WPI) in a two-stage puller 
(Narishige PP83) and filled with cesium fluoride. Recordings targeted segments from 
caudal thoracic (T11) through the lumbar enlargement (L6) which are known to receive 
hindlimb afferent input and related to spinal locomotor output. Recordings were collected 
through an Axopatch 1D amplifier (Axon Instruments), sampled at 5kHz (Digidata 
1322A, 16-bit DAQ; Axon Instruments), and recorded for off-line analysis (Clampex; 
Axon Instruments). Upon impalement, the resting membrane potential was determined in 
current clamp without junction potential compensation. In current clamp, depolarizing 
and hyperpolarizing current was injected to characterize the voltage response of the cell 
including its firing properties. In voltage clamp, current response to a series of voltage 
steps was monitored. Steady state and peak current flow were computed for each step 
change in holding voltage to characterize the IV (current-voltage) relationship of the cell. 
During locomotion, interneuron activity was recording using current clamp to view 
spiking and membrane potential oscillations. Simultaneous recordings were made from 
lumbar dorsal and ventral roots to monitor afferent input and motor output as described in 
Chapter 3. For most cells, dorsal roots were also stimulated to characterize the low 
(50µA/50µsec) and high threshold (500µA/500µsec) afferent inputs to the cells. 
Responses to toe and/or tail pinches were also performed to test the cells response to 
natural noxious stimuli that activate high threshold inputs. 
 Additional off-line analyses were performed using custom programs in Matlab. 
Step cycles were defined from ventral root L2/L3 burst onset to burst onset. For both the 
ventral and dorsal roots, bursts onset and offset was detected using a threshold detector 
(Gozal 2010). Interneuronal activity was quantified by spike density (number of spikes 
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per 5% bin, 20 bins per step cycle) and spike frequency (1/interspike interval, Hz).  
A.3 Results and Discussion 
 Stable intracellular recordings were made from a total of nine cells (n = 9) in four 
SCHPs. Seven neurons were located in the dorsal horn and two slightly ventral to the 
central canal. All neurons were quiescent at rest with some spontaneous synaptic inputs. 
During locomotion, two neurons, both in the dorsal horn, showed no observable change 
in activity, but all other neurons showed an increase in synaptic input or began spiking in 
response to locomotion (n = 7). Four neurons did not initiate spiking during locomotion, 
but exhibited an increase in synaptic activity, either predominantly excitatory (n = 3) or 
inhibitory ( n = 1). Three neurons began spiking with hindlimb movement (n = 2 dorsal 
horn, n = 1 ventral horn). 
 Electrical stimulation  to assess synaptic inputs was not performed on all neurons, 
particularly those recorded early in these studies. When inputs were identified via 
electrical stimulation, neurons that spiked during locomotion received excitatory input 
from low threshold afferents and were synaptically inhibited by high threshold stimuli (n 
= 2/3, 3rd not tested). In comparison, neurons not recruited during locomotion tended to 
be excited  by high threshold input (n = 3/4, 4th not tested). High threshold afferent input 
is likely associated with noxious stimuli and, thus, is less likely during locomotion. 
Rather, these neurons may be associated with nocioceptive signaling pathways.  
 Two of the three neurons recruited into spiking during locomotion  were not 
rhythmically modulated  in relation to dorsal or ventral activity. However, one dorsal 
horn interneuron located in the T12 segment exhibited rhythmic spiking that  increased 
with ipsilateral L3 dorsal root activity and reached  maximum during ipsilateral flexion,  
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A: Whole-cell patch clamp recordings from the T13 dorsal horn interneuron (dark blue) are 
shown relative to extracellular recordings of ipsilateral L3 dorsal root (iL3 DR, light blue) and 
contralateral L2 ventral root activity (cL2 VR, black). Resting membrane potential was -60mV. 
The interneuron was quiescent as rest, but showed rhythmic spiking during neurochemically-
induced locomotion. B: (Right) Locomotor cycles were time normalized. Spike density (# 
spikes/bin) and rectified integrated ventral root and dorsal root activity were computed for each 
5% bin and averaged across 47 cycles. Spike density was highest during the flexion phase, out-of-
phase with cL2 VR (contralateral flexion) and in-phase with iL3 DR. (Left) Rhythmic modulation 
was confirmed by showing that the mean spike frequency was significantly lower during the cL2 
VR burst than during quiescence and significantly higher during the iL3 DR burst than during 
quiescence. C: Slight hyperpolarizing the membrane potential reduced spiking to reveal rhythmic 
membrane oscillations similar to previously described drive potentials. Highlighted regions 
emphasize these oscillations. 




as shown in Figure A.1a and b. All subsequent results and figures describe this 
interneuron.  
 During locomotion, spike frequency for this interneuron was significantly higher 
during L3 dorsal root bursting and significantly lower during contralateral L2 ventral root 
activity (i.e. out-of-phase with contralateral flexion, in-phase with ipsilateral flexion) 
(p<0.05, Fig. A.1b). Slightly hyperpolarizing the membrane with current injection 
revealed rhythmic depolarizing drive potentials (Fig. A.1C) similar to those previously 
observed in motoneurons and interneurons (Hochman and Schmidt 1998; Kiehn et al. 
1996). All subsequent results and figures describe the activity in this interneuron. These 
rhythmic potentials have been implicated in the shaping and generation of rhythmic 
motor output (Hochman and Schmidt 1998; Kiehn 2006; Kiehn et al. 1996; Kiehn et al. 
2000). In the dorsal horn, rhythmic drive potentials likely reflect excitatory and inhibitory 
afferent inputs from cyclic limb movements and may well contribute to locomotor drive.  
 This interneuron received strong, excitatory low-threshold afferent input, but was 
inhibited by high threshold inputs (Fig A.2a and b).  Toe pinch during locomotion evoked 
inhibition followed by rebound firing (Fig A.2c), consistent with inhibition from high 
threshold stimulation. As stated above, activity in low-threshold afferents likely evoked 
the observed spiking. The rhythmic modulation and phasing of the spiking (Fig. A.1) 
suggests that the low-threshold inputs are preferentially activated during flexion. 
 Interestingly, the response to dorsal column stimulation was state-dependent (Fig 
A.2D). At rest, dorsal column stimulation excited the interneuron; once locomotion was 
activated by NMDA, serotonin, and dopamine, dorsal column stimulation at the same 
strength inhibited the neuron. Dorsal column stimulation may antidromically activate   
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A: Stimulation of the ipsilateral L3 dorsal root (iL3 DR) at 50µA for 50µsec evoked an EPSP, 
showing that the interneuron received excitatory input from low threshold afferents. B: 
Stimulation of the same root at 500µA for 500µsec evoked an IPSP, showing that the interneuron 
received inhibitory input from high threshold afferents strong enough to overwhelm the excitatory 
from low threshold afferents. C:  Interneuron activity (dark blue) is shown relative to the 
contralateral L2 ventral root (black). During locomotion induced by 4µM NMDA, 60µM 5HT, 
and 40µM DA, toe pinch produced inhibition followed by rebound excitation, confirming that 
high threshold afferents produce inhibition when activated naturally as well as electrically. D: 
Response to stimulation of the dorsal column rostral to the interneuron was state-dependent. 
Dorsal column stimulation produced an EPSP at rest, but an IPSP during neurochemically-
induced locomotion. An antidromic spike was not elicited in either case. Thus, the neuron is not 
directly activated, but rather acted on synaptically by neurons travelling in the dorsal column, 
such as afferents or postsynaptic dorsal column neurons. The synaptic effect is reversed by 
locomotion and/or the applied neurochemicals 
  
Figure A.2: Low and high threshold afferent input characterization 
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primary afferents or postsynaptic dorsal column afferents (Angaut-Petit 1975a; b; Giesler 
et al. 1984), with intraspinal collaterals branches capable of directly or indirectly 
producing synaptic actions on this interneuron. For example, the state-dependent reversal 
may reflect presynaptic inhibition at excitatory synapses and disinhibition or reduced 
threshold for neurons with inhibitory input onto the interneuron of interest. In either case, 
the state-dependency of inputs highlights the need for studying neuronal activity during 
locomotion as the interconnections and properties can change depending on the state and 
task. The SCHP allows for task-relevant study of interneurons during non-fictive 
hindlimb locomotion.  
A.4 Conclusions 
 Although these findings are preliminary, whole-cell patch intracellular recordings 
during locomotion are an important step in the study of spinal locomotor circuitry and 
sensory processing. These findings confirm that stable intracellular recordings can be 
carried in the SCHP at rest and maintained through unrestrained hindlimb locomotion. 
The cell remained healthy for extensive characterization, including afferent stimulation, 
mechanical perturbations, and descending tract stimulation. Even perturbations that 
evoked aggressive limb movement, such high threshold dorsal root stimulation or pinch,  
did not disturb spinal cord and patch electrode stability. Further, dorsal and ventral horn 
recordings through the caudal thoracic and lumber region were successful. In the future, 
the SCHP will continue to advance the understanding of spinal locomotor circuitry 





FORCE PLATFORM CALIBRATION 
B.1 Calibration method 
 This Appendix briefly illustrates the calibration of the 2D single limb force 
platforms used in Chapter 3. Each platform was calibrated separately by applying n 
known weights in configuration 1 and then in configuration 2 (Fig B.1). The masses 
ranged from 0 to 5 grams were used, applying loads of 0 to 49mN. The weights were then 
applied in reverse order to ensure no changes in transduction over time.  For each weight, 
voltage from sensor 1 and sensor 2 were recorded in Clampex (Digidata 1322A 16-Bit 
DAQ, Axon Instruments). As described in Chapter 3, the influence matrix [I] was then 
calculated according to: 
[V2xn] = [I2x2] . [L2xn] such that [I2x2] = [V2xn]. [L2xn]
-1
 (Eqn. 1) 
where [V] is the voltage data in response to the known applied loads in µV, [L] is the 
known loads in mN, [I] is the influence matrix describing the relationship, and n is the 
number of known weights. After calibration, vertical and fore-aft forces from locomotor 
trials could then be computed according to: 
[F2xn] =  [I2x2]
-1
. [V2xn] where [I2x2]
-1




 (Eqn. 2) 
where [F] is the force matrix that includes both vertical and fore-aft forces computed 
from the conversion matrix [I]
-1
 (Chang et al. 1997).  
 To test transducer linearity, the measured voltage for each weight application was 
plotted against the known load. Accuracy of the calibration was then tested by comparing 
the computed load calculated by Equation 2 against the known applied load.  
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B.2 Calibration results 
 All transducer showed strong linearity between measured voltage and applied 
load. Table B.1 shows the R
2
 value for each condition.  Figure B.1 shows the relationship 
data with line fit for platforms 1 and 2 in configuration 1.  
 As shown in Figure B.2, the computed force was nearly equal to the applied force 
for each calibration with a slope of near 1,  confirming the accuracy of our calibration. 
The ratio was The R
2
 exceeded 0.99, showing consistency across forces.  
 
 




Table B.1: R2 values for force transducer calibrations 








Platform 1 0.9955 0.9795 0.9814 0.9795 
Platform 2 0.9974 0.9855 0.9913 0.9839 
R
2
 values for voltage deflection versus applied force are shown for sensor 1 and sensor 2 of each 
force platform and for each calibration configuration. 
 
  
Figure B.1: Calibration orientations 
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The graphs on the left show the relationship between the recorded voltage deflection (µV) and the 
applied force (mN) for sensor 1 (top) and sensor (bottom) of platform 1. The graphs on the right 
show the same relationships for platform 2.  
 
  




Computed force is plotted against applied force for platform 1 (top) and platform 2 (bottom) to 
show the accuracy of the calibration. For both platforms, the computed force was nearly equal to 
the applied force such with a slope near 1 and high R
2
 values.   
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