This paper presents the various emotion classification and recognition systems which implement methods aiming at improving Human Machine Interaction. The modalities and approaches used for affect detection vary and contribute to accuracy and efficacy in detecting emotions of human beings. This paper discovers them in a comparison and descriptive manner. Various applications that use the methodologies in different contexts to address the challenges in real time are discussed. This survey also describes the databases that can be used as standard data sets in the process of emotion identification. Thus an integrated discussion of methods, databases used and applications pertaining to the emerging field of Affective Computing (AC) is done and surveyed. With the advances in the field of emotion recognition, increasing number of investigations have been done and they have found a significant place in different applications involving human computer communication. The primary objective of an emotion recognition system is to interpret the input signals from different modalities and use them to convey information about the interpreted emotion. For example, the doctor may act based on patient's emotions recognized.
Introduction
Artificial Intelligence (AI) [1] is a popular field of research involving computational intelligence. Emotion recognition or Affective Computing (AC) being the AI related area imparts intelligence to computers in recognizing human emotions.
With the advances in the field of emotion recognition, increasing number of investigations have been done and they have found a significant place in different applications involving human computer communication. The primary objective of an emotion recognition system is to interpret the input signals from different modalities and use them to convey information about the interpreted emotion. For example, the doctor may act based on patient's emotions recognized.
The nonverbal communication is an important consideration by all these systems. The significant facet of such systems is to study the mechanism behind the non-verbal communication by human beings to be taught in the computer so that the applications can interpret and connect with user's emotions.
Previously, publications on surveys have been published in this area where Zeng et al. surveyed the multimodal recognition methods including audio and visual input signals with a focus on spontaneous expressions [6] . Rafael A. Galvo and Sidney reviewed the affect detection models with the methods and applications in an interdisciplinary approach [7] .
This survey is structured to provide a better insight into the recent approaches along with the databases used and a brief outline of the application areas in which these systems could be successfully implemented and used.
Emotions and affective computing 2.1 Theories of Emotion
The work conducted by researchers in the recent decades was based on various theories of emotion stated by philosophers and psychologists [2] . Charles Darwin proposed the theory of evolution and insisted that emotional expressions must be understood in terms of survival value. Walter B. Cannon along with Philip Bard developed the Cannon-Bard Theory believing that emotions come first and then the bodily reactions. James-Lange Theory proposed by William James and Carl Lange states that an individual has a physiological response and then experiences an emotion.
Joseph E. LeDoux states that the physiological responses are hardwired in the brain and conscious emotions are irrelevant to them. Robert Plutchik believed that there were 8 classes of emotions namely anger, fear, sadness, disgust, surprise, anticipation, acceptance and joy and states that that all other emotions evolved from them. Paul Ekman, a psychologist studied the relation between internal emotions, facial expressions and body language. Ekman invented the Facial Action Coding System (FACS) to categorize facial expressions. Ekman addressed the issues to improve the emotional life of the people [5] including cross-cultural differences.
With the theoretical perspectives of emotions, researchers have attempted to contribute various approaches to emotion recognition including vision based methodologies.
Affective Computing
Being a multidisciplinary field involving computer science, psychology and cognitive science, AC has instigated the computer scientists in building up emotion detecting models to promote human-machine interfaces. In the book written by Picard [3] the reasons are stated for why the computers should feel and identify the emotion as humans can. According to him there are four states of a computer with respect to affective computing 1. Computers that cannot express and that cannot perceive 2. Computers that can express but not perceive 3. Computers that cannot express but perceive 4. Computers that can express and perceive.
Picard also has articulated the research challenges in affective computing responding to the criticism raised by the scientists [4] . Challenges reported are related to sensing and recognizing emotions, affect modeling and expression of emotion. Amidst the challenges in the domain of AC, the scientists have tried to explore the possible ventures to reach the ultimate goal in developing an affect receptive interface to model an effective emotion detection system.
Literatures on affective computing [8] , [9] , [10] , [11] emphasize the researcher approaches and future enhancements that can be done to improve Human Computer Interaction (HCI).
Emotion recognition modalities and approaches
Emotions in humans are expressed in different modes which gives a lead to the development of affect recognition systems. Different modes, individually or in various combinations contribute to diverse approaches for emotion recognition. A possible emotion recognition framework is depicted in the figure 1. Features of the selected mode after extraction and processing is used for deciding upon the emotion by applying suitable classification method. Final decision is done by the fusion of different outcomes.
AC scientists have adopted these approaches and attempted to prove their efficacy. Each modality has its significance, which is explored in the systems developed. This section discusses the modality used in those systems with the focus on achievements. 
Facial Expressions
Facial Expressions are widely used and accepted mode in emotion detection as it is activated immediately by the experienced affect. Ekman and Friesen developed FACS where in the facial movements are described by the action units (AUs) [12] . Provoked by the system developed, many researchers have incorporated facial expressions in their systems as one of the very successful modes in understanding one's mental state. In the recent days, many different approaches for facial expression detection and recognition have been proposed. Automatic facial expression recognition methodology using neural classifiers has successfully brought in good results [13] , [14] . Systems were trained with many different images including variety of facial gestures for improvement of testing accuracy. Neural classifiers involves computational load in recognition of emotion.
Appearance and shape features extraction for facial expression recognition is proposed by the researchers [15] wherein the decision fusion is done and the emotion is detected. Local descriptors are being used for the first time to enhance the performance. Dynamic facial actions were not taken into account in the work. Approaches involving facial elements and muscle movements [16] representing dynamic features have removed the limitations caused by the approaches using static features leading to higher CRR (Correct Recognition Rate). Processing time is effectively reduced in this approach comparatively but again it is not a video based approach involving multi frames which is mandatory for real time applications.
Dynamic texture recognition(combining appearance and motion features) using Local Binary Patterns [ 17] which is simple and robust in terms of grayscale and rotation variations, makes it very capable for real time problems. Ramchand et al. have proposed an emotion classification method based on Local binary patterns in person dependant and person independent mode in which person dependant mode produced more accurate results [18] . The degree of templates to be formed in the person dependant mode is more and it increases with the number of persons to be considered.
Video based approaches have emerged amidst the static image based approaches with a focus on developing systems to work in real time. Facial action parameters independent of the head pose in continuous videos are used in these methods. Dornaika [19] , in contrast to the other approaches involving feature extraction and then deciding the expression introduces a new approach allowing the simultaneous retrieval of facial actions and expression using a particle filter adopting multi-class dynamics . In the first stage, the 3D head pose is retrieved using a deterministic registration technique based. In the second stage, the facial actions as well as the facial expression are simultaneously retrieved using a stochastic framework based on secondorder Markov chains.
In [20] , dynamic warping technique used ensures that the changes in the video rate or facial action duration do not influence the accuracy of recognition. Dynamics in the videos are used to explore the emotional state of a person by extracting local video patches in [21] . Manual Intervention for annotation of facial landmarks is avoided with no requirements of the preprocessing steps which increases the speed of the system. Different research works with their approaches and recognition rate achieved is mentioned in Table  1 .
Modality Selection
Features Extraction & Processing Applying suitable classification methods
Decision level fusion
Systems that work on spontaneous databases have materialized to suit the real time environments. A robust emotion recognition system working in challenging situations like illumination and posture variations using a method termed ESL(Extreme Sparse Learning) is proposed by Seyedehsamaneh et al. [22] . But, as there are parameters to be optimized in this method the computational cost is the constraint. Facial gestures always play a prominent role in identifying the emotion of a person, acting as the base of an emotion recognition system with other modalities used to promote the accuracy of the system. Systems developed aim at increasing the accuracy but at reduced computational load.
Bodily expressions
In addition to the facial expressions, the body gestures provide an effective input on affect of a person. Many AC researches have attempted to use them along with the facial expressions to improve the recognition capacity of the system. Body language matches with the inner emotional state, thus helping in the emotion classification. Survey publications are available including discussions about the importance of the body gestures and the comparison of the methods used [23] . Table 2 mentions the research works done using body gestures as an AC mode. 
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As an individual modality, body gestures and dynamics have been used in detecting four classes of emotions namely based on high, low arousal, positive and negative emotions from movement expressivity by Ginevra Castellano et al. [24] . The method was novel of its kind but only small data sets are used to test the system. Gunes and Piccardi have attempted to perform a feature level fusion (early) and decision level fusion (late) of the face and body modalities [25] . Performance evaluation showed that bimodal fusion outperformed the classification done using the facial modality alone. In [26] , the system developed inferred emotions from upper body gestures in addition to facial expressions, including head and shoulder motions. A multilevel DBN (Dynamic Bayesian Network) models the emotional state depending on the probabilities of the gestures. Without changing the main architecture of the system it is possible to improve any module or add features to it but the limitation is properties like intensity, offset, and onset of the emotional state are not considered which if included could improve the performance further.
Research shows that dynamics of the modalities are important in the affective body interpretation and therefore methods considering the temporal segments are proposed [27] . System is able to process bimodal data and their temporal segments and fuse them at either the feature level or the decision level but the limitations are that it does not deal with missing data/multiple expressions in a single video sequence and also assumes that the background does not change which is less possible in real time.
Shizhi Chen et al. combined the local motion and appearance feature in a novel framework to model the dynamics of the face and body gesture [28] . Improvement in the recognition accuracy compared to the frame based approach is achieved. It outperformed the method already proposed in [26] in accuracy and also the latter involved complex features in the process. It also proved that the bimodality improved the system's outcome.
Speech Signals
Verbal Communication aids in recognizing the affect of the communicating person effectively. Many parameters of the audio signals, including tone of the voice and pitch exhibit the emotional state of the person. Audio parameters are used as inputs to the emotion classification system which recognizes the emotions with reference to the parameters. Importance of audio based AC can be identified by the various works carried out by the scientists. Survey literature focusing only on speech emotion recognition has been written by Ayadi et al. with a comprehensive view of the features, classification and databases of the systems developed [29] .
Acoustic characteristics of speech like prosody in different permutations are used in the research works of identifying emotions. Different approaches in Speech Emotion Recognition and their findings is listed in Table 3 . Analysis of different features of prosody, spectral envelope and voice quality is done by Iker et al. Evaluation of the emotion identification methods is done in the work where features based on spectral envelope outperformed the prosodic ones [30] .
An IFN (Iterative Feature Normalization) approach has been proposed in which the acoustic differences in the natural speech of the different speakers are reduced [31] . Due to normalization done in the technique the difference between the emotional classes is preserved. It is an attempt made to convey out a speaker independent system. Convolutional Neural Networks have been used by Qirong Mao et al. [32] to learn affect salient features for Speech Emotion Recognition wherein there are two learning phases, simple features learnt in the lower layers and salient features learnt in higher layers and achievement is above 60% recognition rate amidst noise and channel distortion. Results show superior performance with respect to speaker, language variation and environement distortion. Restriction is that it could work well in labaratory settings but extension is required to suit the real time environment.
[33] suggests a multiview supervised dictionary learning approach where two techniques are proposed and application to speech emotion recognition using two feature sets are investigated.Correlation coefficient as the evaluation measure in predicting the continuous dimensional affects, the proposed methodology achieves the highest performance among the other methods.
In [34] it is proposed that Fourier parameter features are effective in identifying the different emotions in speech with a focus in developing speaker independent emotion recognition. Salient features from emotional speech signals are extracted and validated and hence proved that the FP features are effective in characterizing and recognizing emotions in speech signals.
Audio features along with facial features and body gestures increased the recognition accuracy which is demonstrated by recent researches. Emotion recognition based on gesture and speech information has been proposed in [35] , which uses decision level fusion to determine the emotion. The proposed method is able to be extended to use other modalities and helpful in automatic emotion recognition system.
Another bimodal approach is attempted by Kun LU and Yunde JIA using Boltzmann zippers which outperformed single modal models [36] .It is again one another person independent, induced prototypical emotional states recognition technique which proves that Boltzmann zippers outperforms coupled HMM because it takes into account the interior relationship between visual and audio modalities. 
Physiological signals
Other than audiovisual signals there are other modes by which the inner emotional state of a person can be identified. Taking this into account, recent researches have explored the significance of such signals, especially physiological signals which are directly or indirectly related to the emotional state of a person. Different recent approaches have been mentioned in Table 4 .
Study of emotion recognition based on physiological signals like heart rate variability parameters and respiration frequency is attempted and suggested that it could be combined with other parameters like facial expressions to detect emotions [37] . The accuracy obtained is not appreciable and it would increase if other important physiological parameters like galvanic skin conductance and electrocardiogram signals. [38] . In order to overcome the limitation of loss of information when the features are highly non-stationary, there is a transformation of multiple segment-level feature vectors to a single response level feature vector in a manner that retains information relevant for classification task. The work suggests an effective modality to recognize the affect.
Selection of physiological signals which are immediately linked to the internal state of a person like Fingertip blood oxygen saturation (OXY), Galvanic Skin Response (GSR) and heart rate [39] are used by scientists in the field of AC. The detailed affective data recording of the subjects who are induced emotions by watching a film and the multi-variant correlation analysis in the proposed methodology have helped them to achieve better results when compared to previous works.
Exploration on emotion recognition using breath gas information is attempted by Kazuhiko Takahashi [40] . Sensing devices used for experimenting on the breath gas may be a overhead but it again gives an idea of another modality to the researchers of the field which could categorize the emotions as positive and negative.
[41] offers a novel sensor system to combine physiological data and visual context to capture and reflect on their daily activities. For instance, if a person can check his daily activities, he can increase his memory and gain more attentiveness of his time allotment. An user interface for daily logging is suggested in the paper which could open up different applications in the field.
Other Modalities
Many research works in AC involve individual or different combinations of modalities with an aim of producing an emotion detection system. Each modality is directly or indirectly related to the affect of an individual which in different ways can be used for the affect recognition.
The contribution of the basic and often attempted modalities and the outcomes of the systems have been already discussed. Other distinct modalities and their significance in designing an affect sensitive module are suggested by several researchers which are listed in Table 5 . The eye being a potent agent of expressing emotions, is utilized in detecting the affective state of a soul through the eye tracking information and variation in pupil diameter(PD) in [42] . Previously, detection of the emotional state of a user using PD had not been completely investigated. This was successfully attempted in the work as there is a transition from "relaxation" to "stress" mood. It also included GSR as another modality in the evaluation but individually it is able to yield only 65.79% but is able to produce 83.16% when used along with PD.
Multimodal Emotion Recognition (MER) systems have comparatively outperformed other systems. Feature level and Decision level fusion of the multimodal features like facial expressions, gestures of the body and speech parameters are done in [43] . Even when some of the feature values of any particular modality is missing the other modalities could favor the system in such a multimodal scheme.
In [44] a novel MER system is proposed wherein there are two parts, a new database comprising of 2D facial images, 3D facial feature points and concurrent time based audio waves and recognition part including a new fusion level combination. In the new fusion methodology, decision level fusion and feature level fusion results are combined considering feature level fusion result as another feature which is a different thought and it yielded good results.
[45] introduces a method to recover affective responses to videos using EEG signals, pupiliary response and gaze distance. It is an attempt to design a precise and user-independent classification model to identify emotions. The work also tries to evaluate and also proves to an extent that the non-verbal affective cues could possibly replace the affective self.
Another fusion model is built based on Eye tracking information and emotion relevant features from EEG signals to develop a multimode recognition system [46] . Different features contributing to the Pupil diameter and EEG signals are effectively used in bringing out good results. Handling all the features may lead to computational overhead and including other modalities like facial expressions may improve the accuracy further.
Research on the fusion of the multi modalities is also well carried out as in [47] . This paper concentrates on another dimension i.e., missing data in any modality. Taking the vocal, facial and gestural behavior into consideration the author evaluates in a broader way the different fusion methodologies and their suitability in finding the missing data. Discussion paves way for researchers to think in a different aspect.
Emotion recognition databases
As a result of wide-ranging research in emotion identification, multiple databases have emerged covering different modalities including image, video, audio and physiological data sets. Databases used for different works are cited in the tables presented above. In this section a brief outline on the various databases is provided.
Image and Video Databases
Various Image and video based databases are publicly available for the facial expression analysis and human gesture analysis and validation to detect emotions.
 C-K (Cohn-Kanade) database [48]:
Being a video based action unit coded face database which involves posed expressions, it includes 486 sequences from 97 posers. Beginning with a neutral expression, the sequence progresses to an extreme expression. The peak expression is fully FACS coded. Number of Subjects included is 100. Released in the year 2000, for the cause of advancing research into detecting individual facial expressions, It has become one of the most commonly used data sets. But the drawbacks found were that emotion labels were not validated and non-availability of common performance measure in order to compare with standard algorithms.
 C-K + (Extended Cohn-Kanade) database [49]:
To address the issues in CK database, extension has been done. It lets in both posed and spontaneous manifestations. For posed expressions, the number of sequences is increased from the initial database by 22% and the number of subjects is enhanced by 27%. The target expression for each sequence is again fully FACS coded. Number of Subjects included is 123. It serves as a very valuable addition to the already existing data set.
 JAFFE (Japanese Female Facial Expression) database [50]:
The database contains 213 images of 7 facial expressions posed by 10 Japanese female models. Each image has been rated on 6 emotion classes on 60 Japanese subjects. As it involves multiple subjects exhibiting multiple emotions it has been extensively used in the field of research.
 BU-3DFE (Binghamton University-3D Dynamic Facial Expression) database [51]:
3D facial models have been extensively employed in research. This database includes 100 subjects with 2500 facial expression models. With the exception of the neutral expression, each of the six prototypic expressions namely happiness, disgust, fear, angry, surprise and sadness are included with four levels of intensity. It considered different cultural and race condition subjects in different ages allowing way for research in different dimensions.
 BU-4DFE (BU-3DFE+time) [52]:
A 3D dynamic facial expression database which is available with six model sequences showing six facial expressions of the BU-3DFE database. Each sequence of expression contains nearly about 100 frames. The database comprises 606 3D facial expression sequences captured from 101 subjects. Including dynamic characteristics in the ancestor database, it can replace other databases when involving application in real time.
 MMI [53]:
A database which consists of over 2900 videos and high-resolution still images of 75 subjects, partially coded for frame-level, indicating for each frame whether an AU is in either the neutral, onset, apex or offset phase. It also includes audio-visual laughters. In particular, it contains recordings of the sequential pattern of a facial expressions, from Neutral, through a progression of onset, apex, and offset phases and back again to a neutral face.
Other databases focusing on expressions of the six basic emotions, the MMI Facial Expression Database contains both these classical expressions and expressions with a single FACS Action Unit (AU) activated, for all existing AUs including naturalistic recordings also. It is readily available for research community.
 NVIE (Natural Visible and Infrared facial Expressions) [54]:
Dataset involves visible and infrared imaging of posed & spontaneous expressions of 215 students. The database includes basic expressions. It was the first of its kind involving both visible and infrared videos. The advantage of the database is mainly that posed, spontaneous expressions with and without glasses are included thus supporting researchers in further algorithm comparison and evaluation
 Affective-MIT Facial Expression [55]:
Dataset includes 242 facial videos with 168,359 frames recorded in real world conditions. Frame-by-frame labels are available for 10 symmetrical FACS action units, 4 asymmetric (unilateral) FACS action units, 2 head motions, smile, general expressiveness and gender. The videos in this dataset were recorded in realworld conditions. They exhibit non-uniform frame rate and non-uniform lighting. The camera position relative the viewer varies from video to video.
The videos contain viewers from a range of ages and ethnicities some with glasses and facial hair. It is particularly suggested for researchers working in the domains of facial expression recognition, affective computing, psychology and marketing as the responses from the video stimuli are recorded.
 DISFA (Denver intensity of spontaneous facial action database) [56]:
Video based database involving spontaneous expressions of 27 participants. Intensity of 12 action units is coded in 1,30,000 frames. Most previous databases for automated facial expression analysis are limited to posed facial expressions and holistic labels. Facial behavior is thoroughly annotated using anatomically based descriptions, FACS AUs .
The intensity of each AU is annotated on a six-point intensity scale. DISFA thus provides continuous annotation of graded changes in spontaneous facial expression of emotion. It will help researchers to develop and assess new methods for spontaneous facial expression recognition.
 LIRIS-ACCEDE [57]:
Contains 9,800 video excerpts which are selected from 160 feature films and short films. It is the largest video database currently in existence interpreted by a extensive population using induced emotional labels. In order to address the issue of lack of large databases, this database is developed with an aim to promote sharing and usage among research community.
 FABO (Bimodal Face and Body Gesture) [58]:
The FABO database contains videos of face and body expressions recorded by the face and body cameras, simultaneously. Posed visual data gathered from volunteers in a science lab setting by asking and directing the participants along the mandatory activities and operations. This database is the initiative to combine facial and body displays in a truly bimodal manner, thus enabling significant future advances in affective computing research.
 Kinect FaceDB [59]:
Dataset consisting of the multimodal facial images of 52 persons acquired by Kinect. The data is captured in different time periods involving 9 different facial expressions under different conditions. It is the first publicly available face database based on the Kinect sensor. The database consists of different data modalities and multiple facial variations. The aim is to create database of images of different facial expressions in different lighting and occlusion conditions to serve various research purposes.
Thus the image and video databases have been developed and freely accessible with much use by the research community.
Speech Databases
Research in Audio signals which lead to the decision in emotion recognition require standard databases. Some of the often used speech emotion databases are discussed in this section.
 Belfast Naturalistic [60]:
It consists of audiovisual clips from 125 speakers of both genders. Emotional clippings are events that help in interpreting a peak in the emotion display and to demonstrate how it develops over time. To cover a wide range of emotions. It aims to develop the first large audiovisual naturalistic database of emotion and also to cover a wide range of emotions.
 Biwi 3D Audiovisual Corpus [61]:
It contains dynamic 3D scans of faces recorded while uttering a set of English sentences. The information is read by tracking the frames using a basic face template, dividing the speech signal into phonemes, and evaluate the emotions by an online survey. Database stands out from all available datasets during its time, which are either completely posed or missing 3-D information.
Applications include audio-visual emotion recognition, emotion-independent lip reading, or view-independent facial expression recognition.
 SAVEE (Surrey Audio-Visual Expressed Emotion) [62]:
SAVEE database has been recorded as an important requirement for the development of an automatic emotion recognition system. The database consists of recordings from 4 male actors in 7 different emotions, 480 British English utterances in total. Database contains emotional speech utterances covering seven emotions including anger, disgust, fear, happiness, sadness, surprise, and neutral deliberately displayed by four English speakers.
 IEMOCAP (Interactive Emotional Dyadic Motion Capture) Corpus: [63]
To facilitate the investigations involving the combination of visual and audio features for emotion recognition the database was developed. Ten trained actors are engaged in five dyadic interactions using scripts and spontaneous actions that are selected to bring out happiness, anger, sadness, and frustration. Naturalistic nonacted human interactions could be observed in the database.
The motion capture information, the interactive setting to bring forth emotions, and the size of the database make this data set a valuable addition to the existing databases in modeling of multimodal human communication.
 EMODB [64]:
It comprises 10 sentences that cover seven classes of emotion from everyday communication, namely, anger, fear, happiness, sadness, disgust, boredom and neutral. They could be rendered in all emotional contexts without semantic inconsistency. Database serves as a basis of numerous studies in the field.
 DES (Danish Emotional Speech database) [65]:
Includes emotional speech utterances covering five emotions (i.e., anger, joy, surprise, sadness and neutral) displayed by four Danish actors. The work also insisted that it is difficult to identify real time emotions from Danish speech. The sample rate is 48 kHz.
 MASC (Mandarin Affective Speech Corpus) [66]:
The database contains recordings of 68 native speakers (23 female and 45 male) and five kinds of emotional states: neutral, anger, elation, panic and sadness. Each speaker pronounces 5 phrases, 10 sentences for three times for each emotional states and 2 paragraphs only for neutral. This corpus is built for prosodic and linguistic analysis and detection of emotion expression in Mandarin. It can also be used for recognition of affectively stressed speakers.
 SEMAINE [67]:
Being an audiovisual database, it serves as a component of an approach in building Sensitive Artificial Listener (SAL) agents that employ the persons in emotionally colored conversation. Recordings of the total 150 participants with 959 conversations are done. Multiple types of gesture are present-facial movements, head nods and shakes, and laughs. It provides a resource that computational research can use immediately. Beyond that, it is natural to add new types of labeling to the recordings.
 AVEC (Audio Visual Emotion recognition Challenge) [68]:
A database which is given as challenge for researchers who use audio and video features to recognize emotions. AVEC 2012 challenges to recognize four continuously valued affective dimensions such as arousal, expectancy, power and valence. It provides a benchmark test data set for multimodal data processing and to decide on the merits of the two approaches individually and on fusion basis.
Multimodal databases:  CALLAS Expressivity Corpus [69]:
Constructed within the European Integrated Project CALLAS and contains affective behavior, incorporating vocal utterances, facial expressions, and gesture expressivity in three primary emotion classes. It was developed with the objective of the research teams to apply the data set in feature extraction, multimodal analysis and synchronization and fusion techniques and, hopefully, will provide reference point for future attempts within the affective computing community.
 MAHNOB-HCI(Multimodal Analysis of Human Nonverbal Behaviour) [70]:
Consists of two experiments. The responses including EEG, eye gaze, audio recording, and facial expressions of few people were registered. Two experiments, one with the videos extracted from movies and the other one with the tag agreement where the videos with and without the tag were used. The large collection of modalities recorded (multi camera video of face, head, speech, eye gaze, pupil size, ECG, GSR, respiration amplitude, and skin temperature) and the high synchronization accuracy between them makes this database a valuable contribution to the research group of emotion recognition.
 DEAP (Database for Emotion Analysis using Physiological signals [71]:
It holds the highest number of participants in publicly available databases for analysis of spontaneous emotions from physiological signals. It uses music videos as emotional stimuli. The database contains physiological signals of 32 participants (and frontal face video of 22 participants), where each participant watched and rated their emotional response to 40 music videos along the scales of arousal, valence, and dominance as well as their liking of and familiarity with the videos.
Emotion recognition Applications
As the approaches and databases recently used in the field of AC have been discussed in the previous sections, the present section focuses on the areas of where to apply them for the benefit of a particular community. Research in emotion recognition leads to diverse applications which is substantiated by research publications.
 Education:
Emotion Integrated e-learning architecture model is developed and machine's ability to read emotions from physiological signals is discussed by Shen et al [72] . The work suggests an affective model to promote the learning experience in real time learning environment. Noteworthy conclusions from the research included that engagement and confusion are the most important and frequently occurring emotions in learning. One of the limitations found is that only biophysical signals are used to predict learner's emotional state.
Much work has been carried out to measure the affective dimension of engagement of students in learning to improve the learning environment [73] [74] [75] . [73] presents an automated facial recognition approach to analyze student facial movements during tutoring using the Computer Expression Recognition Toolbox (CERT), which tracks well-defined facial movements. The predictive models highlighted relationships between facial expression and aspects of engagement, frustration, and learning. The work has great potential for educational data mining.
In [74] , an attempt for the development of real-time automated recognition of engagement from students' facial expressions is again explored. The remarkable intuition was that teachers constantly assess the level of their students' engagement, and facial expressions play a vital role in such assessments. The results suggest that machine learning methods could be used to develop a real-time automatic engagement detector with comparable accuracy to that of human observers.
In [75] , it is identified that emotion indicators (valence and arousal) that combined with on-and off-task variables to represent positive and negative states associated with student learning, as well as physical behaviors linked to emotional states. In more detailed manner, correlations between low-level observations (i.e., chair movement) and higher-level observations (on-off task behavior) and then between these higherlevel observations and student learning and attitudes were analyzed and used. Additionally there is an evaluation done on the impact of the presence of gendered characters on student motivation and achievement within learning environments. The motive of the work is to amalgamate examination of expressing factors like facial expression, empathy as they influence learning, human interaction and relationship development.
 Aid for the Disabled:
AC system can effectively work as a supporting aid for the people with certain disorders like syndrome and autism and also elderly people [76] [77] . [76] covers the latest research concerning the measurement of physiological signals of children with autism, particularly for the study of changing emotions in various environments. Answers to important questions regarding autistic children's physiological activity are examined, and it is observed that within a non-social environment, physiological responses are the same between children with and without autism but different in environments with social contexts. It is insisted in the work that the physiological signals can be used as a trustworthy indicator of emotions of children with autism and the the latest developments in wearable sensor technologies available is also discussed.
The model in [77] draws motivation from "emotional-indexing" approach to teach emotions to children with autism. An automated mind reading system that infers complex mental states from facial expressions in real time video and a reaction advisor that recommend appropriate reactions. This paper presents results in the recognition of six classes of complex mental states of the children. Results though promising has to be improved.
 HCI / Robotics :
To improve HCI is the prime goal of an emotion recognition system which leads to applications in many areas including robotics. [78] focuses on the evolution of a real time emotion recognition system for a humanoid robot which conveys the information about emotion to the individual in interaction through speech signals. Intelligent neural network-based upper and lower facial action analyzers to recognize respectively six upper and 11 lower facial Action Units is proposed. Then another feed forward neural network and linear and nonlinear SVMs are employed to respectively build the emotional facial behavior recognizers. The research could also be further extended to recognize wider categories of AUs and facial emotional behaviors such as interest and stress.
[92] describe a human-robot interaction application which refers to mimic the facial expressions of a person perceived by a robot's camera. AIBO(Artificial Intelligence Robot) robot is used for the application. The input to the system is a video stream capturing the user's face. Temporal recognition method classifies a given image in the video to one of the emotion classes by modeling the dynamics. Such works will stimulate the researchers to use their methodology of emotion detection in the field of robotics so as to promote automated systems.
 Safety aid:
Human Centered Transportation system by detecting emotions of a driver of a vehicle through facial expressions is proposed in [79] , [91] wherein the automated safety system acts in the case of difference in driver's normal mental state. Large number of road accidents take place due to drowsiness, fatigue or bad mood of the driver. The system proposed in this paper [79] takes into account both the Facial Gesture tracking and Emotion recognition so that if there is any sign of less alertness of the driver, the car will switch to automatic mode. A novel fuzzy system is created, whose rules are being defined through analysis of Facial Gesture variations. The idea behind this paper is to detect Facial Gesture by detecting the motion of eyes & lips along with classification of different facial expressions into one of the four basic human emotions, viz. happy, anger, sad, and surprise.
[91] proposes real-time computer vision system for monitoring drowsy driver. It uses one remotely located charge coupled device (CCD) camera to acquire video of the driver's face. From the video, various computer vision algorithms are employed and in real time recognize the facial behaviors that closely relate to the driver's level of vigilance. The facial behaviors include rigid head movement (characterized by 3D face pose), non rigid facial muscular movement (characterized by facial expressions), and eye gaze movement. The system being tested in a simulating environment with different subjects is found to be robust, reliable, and accurate in characterizing facial behaviors.
 Entertainment:
Applications involving entertainment also use an emotion detection system in maintaining their engagement with the entertaining agent. Physiological signals and facial expression features are often used in such type of functions. To adapt the gaming level to the difficulty the participants face while playing, [80] suggests an emotional assessment method using EEG signals and peripheral signals. Fusion of physiological information with other modalities such as facial expressions, speech, and vocal signals would certainly improve the accuracy.
User Interface applications integrate speech emotion recognition system to supply an improved understanding of the emotional state of the user and respond accordingly [81] . The purpose of this work is to propose a system framework based on smart logic that can be used to develop an emotional speech-recognition and speech-synthesis engine suitable for integration into handheld embedded devices. Future development work aims to extend the capabilities of the recognition system to a larger set of emotions, so that continuous emotion status may be recognized.
Music is an important means of deciding the mood. There is a broad application potential for music players that support this ability to direct mood. Such devices need to include unobtrusive affect measurements and go for music selection accordingly to be able to direct mood to a target state [93] . The user study illustrated in this paper validated the concept of the affective music player and the affective music player takes in a desired mood as input and then selects songs that direct toward that required mood. Experiments were conducted in a real-world office setting.
Applications of AC techniques are still emerging and finding its place in different ventures and gives scope for other researchers for their contributions.
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Conclusion and Future Directions
Directions for research in the field of emotion recognition are numerous and have distinct objectives in achieving accurate and effective models.
Modalities used for emotion recognition are mentioned in the previous sections. It is proved in the publications that multiple modal systems outperform single modal systems. Work on different combinations of modalities along with the strategies followed for fusing the decisions based on the modalities is available in the literatures [82] , [83] . More contributions are expected by the AC scientists in this direction.
Spontaneous expressions are targeted by the research community in place of the posed ones, in order to develop a system that could adapt to the real time environment rather than conventional lab setup [84] . Befitting to the demands of the applications which require real time based interface, research trend has found a shift with this motif. Design and development of spontaneous standard data sets that act as a benchmark for the research perspectives serve as an example of this trend. AC literature has many publications on posed expressions and few on spontaneous expressions, which gives open opportunities for other researchers to conceive in that way.
Gender, Age, and Cultural differences between individuals influence the emotional state of a person and thus can act as significant parameters in the system to be developed. Taking them into consideration, publications have found their place in the literature [85] [86] [87] [88] . Promising results are expected when those parameters are likewise assumed into account in detecting an emotion which is one of the possible avenues in which the work can be conducted.
The context in which other emotions are experienced is another important deliberation required by scientists. Context is based on the actual emotional inner state of the person and the environment that induces the current emotion. Context sensitive approaches for emotion recognition are attempted by the researchers [89] [90] . More contributions can also be expected in this direction.
Diverse techniques in the Emotion recognition approaches, Databases designed and in the applications used are promising and looking forward for more research to design an accurate emotion recognition system.
