Abstract-In this paper a family of trial-dependent update laws is studied and constrasted with a class of fixed update laws. In particular, it is investigated whether the principle nf equivalent feedback extends to trial-dependent update laws. It turns out that this is not the case. Nonetheless, it is shown that a well-known performance bound arising in feedback control architectures, Bye's Sensitivity Integrat, also applies here.
I. INTRODUCTION In two decades time, the field of Iterative Learning
Control (ILC) has evolved from a simple idea into an advanced control methodology [141, [lo] , [ill, [31, [121. Given its distinctive nature and specific application field, there is little reason to expect that ILC has much in common with mainstream control methods. However, looks can be deceiving. Recent publications show that at least causal ILC is in a very precise sense equivalent with conventional feedback control 171, 181, 1181, [19J Motivated by these results, the aim of this paper is to investigate some structural properties of certain types of ILC algorithms. The discussion includes both trjal-dependent and trial-independent update schemes. A recurring theme is that of the need for complexity. That is, given a certain update law, the key question is whether there exists a concurrent scheme of lower complexity generating the same control action.
The outline of the paper is as follows. Section 2 serves as a general introduction to the problem of ILC. Section 3 contains the main results. Conclusions and recommendations are presented in Section 4, which is followed by an Appendix containing all the required background material as well as some new results that are not fit for inclusion in the main text.
ITERATIVE LEARNING CONTROL

A. Pmblem Statement
Given a plant P : U 4 Y , y = Pu, together with some desired output Y d E Y. The objective of ILC is to define an iteration 1201 on the space of control inputs U such that the corresponding sequence of outputs { Y k } k E N converges to a limit value := Y k that is close to Yd in some sense.
We consider two families of iterations: trial-dependentand trial-independent. The first is given in the update equation below. The affine transition map F : U + U associated with the update law (1) is given by converges to some 8 E U if F is contractive. The limit point ii being, of course, a fixed point of F .
The second class of update laws is given as
where Q k and L k are as above, except for the index "k" (indicating the trial number). For each k we define a transition map F k :
Hence, associated with every element in the class of update laws (3) there is an ordered set, or sequence of transition maps {Fi, F 2 , . . .}.
Under the heading of adaptive (iterative) learning control, trial-dependent update laws have received some attention
[15], [13], [6] , but not quite as much as their trialindependent counterparts. In order to establish a result on convergence, in the present paper the sequence { F I , F 2 , . . .} is assumed to he (strongly) convergent. From an analysis perspective, this is a natural assumption, since there is little chance the input sequence would converge otherwise. From a synthesis point of view however, there is no particular reason why the F k ' s should even be treated as design parameters. In fact, it makes more sense to allow these "parameters" to be affected by the actual behaviour of the controlled system. That is to say, in general convergence cannot just be "assumes'; it needs to be proven. The bottomline is that the feedback implementation is much more efficient in terms of computational complexity.
It is not hard to see that this conclusion generalizes to the class of trial-dependent update laws. In this case the result is even more striking. Having in fact an infinite number of design parameters, all the relevant information can still be condensed into essentially the same simple equation. The implication is clear: there is no point in exploiting update laws as exotic as (3) or even (1) unless it is shown that the complexity one resorts to is strictly necessary. That is to say. if the resulting control effort cannot be generated in another, more simple way. The moral of the story is twofold. First of all, it is interesting to note that despite the apparent differences in evolution and appearance, ILC and conventional feedback control have more in common than one used to think. Second, if ILC is to be recognized as a serious candidate for specific control applications, future research should emphasize and exploit its distinctive properties. It is hard to think of anything more lethal to ILC's subsistence than to prove that the same performance can be obtained through simpler means that obviously do not make use of the problem's intrinsic repetitiveness.
As a first step towards the goal outlined above, the next section introduces a class of update rules whose complexity appears to be irreducible.
A CLASS OF NON-CONTRACTIVE, TRIAL-DEPENDENT UPDATE LAWS
This section is concerned with the analysis of a subset of the class of trial-dependent update rules previously introduced in Section 11-A. The particular class of interest is given as uk+l = Uk+Lk+lek (7) Lk. There is no reason to assume that this holds for general L or that there even exists L for which it does. Now why should one care about this seemingly special case? The answer is that this is really the only case of interest because it is exactly in this case that the equivalent controller is not defined. This is readily observed from (6) .
By considering special subclasses, such as the one introduced in (7), specialized techniques can be deployed in order to establish results on convergence that do not rely on the contractivity of the transition map. However, this comes at a price. In the case of the update rule (7) with the conditions as stated, one readily observes that as Lk 5133 tends to zero, F k will tend to identity (1v-u). Since every point in the domain of an identity map is a fixed point, it is immediate that the fixed point is no longer unique and will thus depend on the initial conditions.
E. Convergence analysis
Next a theorem is presented that gives conditions under which the class of update rules (7) converges to a bounded solution. It requires the notion of summable sequences. Suppose {Lk} is summable-in-norm. Then the sequence of control inputs {uk} converges to some bounded input
Note that the assumption that L k strongly converges to zero is implicit in the condition that {Lk} is summable. In order to prove Theorem 2, we need the following lemma.
Lemma 3 
The "sensitivity function" I Z ( j w ) ( as in (15) far
Tracking is particularly good in the low-frequency range (up till W T sz 1). We also observe that IZ(jw)l < 1 for all W . This suggests that the intial error is never amplified. One may wonder whether this property is intrinsic to the class of update rules. But this is not so as can be seen for the case P = l / ( s r + depicted in Figure 2 . More generally, the following proposition shows that Z(s) is constrained by an integral relation.
Proposition 4 (Sensitiviry integral):
Assume that P E R'H, has a pole-zero excess greater than one and let {Lk) The result in Theorem 4 is sometimes referred to as the waterbed eflecr. What it says is that if the (initial) error is attenuated in one region, it is amplified in another. It also shows that under the present conditions the error can never be zero over a whole frequency range, because in order to satisfy the sensitivity integral, it would mean that the error would grow unbounded in another region. K is stablilizing for all L E R7-1,. It is also clear that in order to implement K , exact knowledge of the plant is required. It appears that this is a general property. For suppose that the equivalent controller would be determined by the design parameters Ln: only. Now let Ln: be fixed and v"y P over the space of all bounded linear operators. By Theorem 2 the input .ii and hence the error e' would be bounded for all P. But this implies that the same equivalent controller would have to he stabilizing for all P. There is but one controller for which this is true and that is the zero controller. From (17) it is clear that K = 0 if and only if Z = 1. It is also not hard to see that Z = 1 if and only if Ln: = 0 for all k. The conclusion is thus that the computational scheme (7) has irreducible complexity for all but one set of admissable parameter values.
IV. CONCLUSIONS
In this paper, a class of trial-dependent update laws was studied and contrasted with the more familiar class of fixed update rules. We argued that since ILC's raison d'Btre originates from the idea of exploiting repetitiveness, one should look for classes of algorithms that do just that. That is to say, we should constrain attention to those that are not (obviously) equivalent with conventional feedback or feedfonvard architectures. One such class of algorithms was introduced in this paper. It was shown that for this class an equivalent feedback controller could not be defined independent of any plant knowledge. Nonetheless, the corresponding sensitivity function was still shown to be subject to performance constraints similar to those arising in feedback architectures.
APPENDIX
The majority of the material in this section was taken from refereces [l] 
B. Operator Theory
Henceforth it is assumed that X is a complete normed vector space. In addition, only mappings from X into itself are considered. as n -+ 03 for all 2 E X then we say that F,, converges stmngiy to F. In a complete vector space X, a necessary and sufficient condition for a sequence {F,x,n 2 l} to converge to a limit point in X is that the sequence is Cauchy, i.e. for any E > 0 there exists N E N such that for all m, n > N (21) From this it is clear that a necessary condition for the sequence {F,,,n > l} to converge strongly to a limit F is that the sequence {F,x,n 2 1) is Cauchy for every z E X. This fact will prove useful later on.
C. Fixed point theory: extensions
We present some extensions to the classical fixed point theory. By assumption, the left hand side of (27), acting on z, converges to Z. The claim is that the right hand side, acting on 2, converges to F ( 5 ) . This can be shown as follows. 
Here we used the fact that FN is bounded and affine over its domain. Recall that LN is uniformly bounded by some L < 1 because IFn} is contractive. As N tends to infinity both terms on the right hand side of (28) vanish. The first because by assumption Z N -~ converges to Z and the second because {F,) is strongly converging. This shows that FN(ZN..I) tends to FZ. We conclude that Z is indeed a fixed point of F .
Next we show that the sequence (n:=, F N ) (z) We arrive at the following expression for 2 ,
