Let −∆+V be the Schrödinger operator acting on L 2 (R d , C) with d ≥ 3 odd. Here V is a bounded real or complex function vanishing outside the closed ball of center 0 and of radius a. Let n V (r) denote the number of resonances of −∆ + V with modulus ≤ r. We show that for generic potentials V
Introduction
Let ∆ denote the Laplacian on R d with d odd. Let V be a bounded complexvalued function with support in the closed ball B a of center 0 and of radius a in R d . The purpose of this work is to study the asymptotic number of resonances associated to the Schrödinger operator −∆+V acting on L 2 (R d , C). The problem has a long history and was intensively investigated during the last three decades. We refer to [2, 4, 24, 26, 28, 32, 33, 34] and to the references therein for an introduction to the subject.
Recall that for λ ∈ C large enough with Im(λ) > 0, the operator R V (λ) :
is well-defined and is bounded. It depends holomorphically on the parameter λ. If χ is a smooth function with compact support such that χV = V , one can extend χR V (λ)χ to a family of operators which depends meromorphically on λ ∈ C. The poles of this family, which are called the resonances of the operator −∆ + V , and their multiplicities do not depend on the choice of χ. Denote by n V (r) the number of resonances of modulus ≤ r counted with multiplicity.
In dimension d = 1, Zworski obtained in [29] that (1.1) n V (r) = 4 π ar + o(r) as r → ∞, where 2a is the diameter of the support of V , see also [11, 20, 23, 33] . From now on, we assume that d ≥ 3.
The upper bound for the number of resonances is now well-understood. Define
Generalizing some results by Melrose [14, 15, 16] , Zworski obtained in [31] the following estimate
where the sharp constant c d was identified by Stefanov in [26] , see Section 2 for the definition of c d and [25, 27] for more general results. Lower bound for the number of resonances is only known in special cases that we will discuss below. 
This is a subset of the following family introduced by Christiansen in [5]
Our first main result is the following theorem. This result generalizes a theorem of Zworski in [30] which says that V belongs to M a , see also Stefanov [26, Th.3] . The proof will be given in Section 4. It follows Zworski's approach and is based on some refinements of his arguments.
Consider now a connected open set Ω in C p and a uniformly bounded family V ϑ of potentials in L ∞ (B a , C) depending holomorphically on the parameter ϑ ∈ Ω. Our second main result is the following theorem. Theorem 1.2. Let V ϑ be a holomorphic family of potentials as above. Suppose there are ϑ 0 ∈ Ω and 0 < δ ≤ 1 such that V ϑ 0 belongs to M δ a . Then there is a pluripolar set E ⊂ Ω such that V ϑ ∈ M δ/4 a for all ϑ ∈ Ω \ E.
Note that pluripolar sets in Ω are of Hausdorff dimension at most equal to 2p − 2 and their intersections with R p have zero p-dimensional volume, see e.g. [8, 13, 19] and also Section 5 for the definition. Therefore, in the last theorem, most of potentials V ϑ belong to M δ/4 a . If V is a potential as in Theorem 1.1 and if V ′ is an arbitrary potential in L ∞ (B a , C), then for almost every ϑ ∈ C and almost every ϑ ∈ R the potential ϑV + (1 − ϑ)V ′ belongs to M A version of Theorem 1.2 has been obtained by Christiansen in [5] , where assuming V ϑ 0 ∈ M a , she proved that the counting function N V ϑ (r) satisfies lim sup
for ϑ outside a pluripolar set, see also [2, 6] . In particular, this property holds
. The proof of Theorem 1.2 will be given in Section 5. It partially follows Christiansen's approach. We also prove and use there some property of plurisubharmonic functions (see Lemma 5.2 below) and an upper bound for N V (r) which generalizes the above estimate (1.1) by Zworski and Stefanov, see Theorem 3.1 in Section 3 below.
Note that Christiansen constructed in [3] examples of complex Schrödinger operators without resonances. This shows that the exceptional set E in Theorem 1.2 is not always empty. In comparison with similar results from complex dynamics, it is reasonable to believe that E is always a finite or countable union of analytic subsets of Ω, see e.g. [9] . Sá Barreto and Zworski showed in [22] that any Schrödinger operator with compactly supported real potential admits an infinite number of resonances, see also [1, 21] . The sharp asymptotic behavior for the number of resonances in this case is still unknown.
Notation and convention. Denote by B a the open ball of center 0 and of radius a in R d and D(z, r) the disc of center z and of radius r in C.
, N * := N \ {0}, R ± := {t ∈ R : ±t ≥ 0} and C ± := {z ∈ C : ± Im z > 0}. The functions ρ, ζ, Ai, J ν , the constant c d , the sets Ω, K + and the space H l are introduced in Section 2; the sets Ω means
for each N ≥ 0, see [18, p.16] .
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Some properties of Bessel functions
In this section, we give some properties of Bessel functions and of other auxiliary functions that will be used later in the proofs of the main theorems. We refer to Olver [17, 18] for details. Let ρ be the continuous function on C + \ {0} defined by
which extends the real-valued function in z ∈ (0, 1) given by the same formula.
Let Ω be the following union of a half-plane and a half-strip
Then, the function ρ defines a bijection between C + \ {0} and Ω. Moreover, it is holomorphic on C + and sends the intervals
respectively and bijectively to
A direct computation gives
As in [17, 18] , one can find an injective continuous function ζ : C + \ {0} → C − which sends bijectively (0, 1] to R + and satisfies
The function ζ is holomorphic on C + .
Consider the convex domain
Its boundary is the union of the interval [−1, 1] and the curve ρ −1 ([−iπ, 0]) joining the two points −1 and 1. This is the upper half of the domain K considered in [17, 18] , [26, p.126] and [30, p.377] . Note that K + contains the half-disc D(
Recall that the dimensional constant c d used in Introduction was defined in [26, 30, 31] . It is equal to
We will need some basic properties of the Airy function Ai(·), of its derivative Ai ′ (·) and of the Bessel function J ν (·) with a large positive parameter ν. The functions Ai(·) and Ai
3/2 , where we use the principal branch for the function w → w 3/2 . There are real numbers u s and v s such that
For the values of Ai(·) and Ai ′ (·) on C \ R + , we need other formulas. With the above notation, there are real numbers a s , b s , a
as |w| → ∞ with | arg w| ≤ 2π 3 − δ for every fixed constant δ > 0. For the Bessel function J ν (·), when ν → ∞, the following relation holds uniformly in 0 ≤ arg z ≤ π − δ with any fixed constant δ > 0
where A s and B s are holomorphic functions in ζ, see Olver [17, (4.24) ]. Note that a similar property holds for z ∈ C \ (−∞, 1] and 0 ≤ | arg z| ≤ π − δ by Schwarz reflection principle.
We will need the following estimates.
Lemma 2.1. Let M > 0 be a fixed constant large enough. Then, there is a constant A > 0 such that for ν large enough and for z = 0 with Re(z) ≥ 0, Im(z) ≥ 0 we have
Proof. Assume that ν 2/3 |1 − z| ≤ M. Then z is close to 1. We deduce from (2.2) and (2.3) that |ζ| ∼ const |1 − z|. So |ζ|, |ν 2/3 ζ| and the first factor in the right-hand side of (2.8) are bounded. Therefore, we deduce from (2.8) that |J ν (νz)| is bounded.
Assume now that ν 2/3 |1 − z| ≥ M. Then |ν 2/3 ζ| and |νρ| are bounded below by a large positive constant. This allows us to use the identities (2.5), (2.6) and (2.7). We distinguish two cases. Consider first the case where
In this case, we have Re ρ ≤ 0. Then, we can apply the relations (2.8), (2.6) and (2.7) to w := −ν 2/3 ζ and ξ := −iνρ. We have
We obtain the result using that |ζ| − log |z| as z → 0, |ζ| |1 − z| as z → 1 and |ζ| |z| 2/3 as z → ∞. It remains to treat the case where − π 2 ≤ arg(ζ) ≤ 0. In this case, we do not need to know the sign of Re ρ. We can apply the relations (2.8) and (2.5) to w := ν 2/3 ζ and ξ := νρ. Similar estimates as above give the result.
Recall that the zeros of the function J ν (νz), except 0, are real, simple and larger than 1, see [17, (7.4) ]. So the corresponding values of ρ belong to iR + . Fix an integer k 0 large enough. We say that a solution of J ν (νz) = 0 is of first type if the corresponding value of ρ satisfies |νρ| < k 0 π and of second type otherwise. Let z ν,k 0 , z ν,k 0 +1 , . . . be the solutions of second type of J ν (νz) = 0 written in increasing order. Define ρ ν,k := ρ( z ν,k ). We will need later the following lemma.
Lemma 2.2. For ν large enough the number of solutions of first type of J ν (νz) = 0 is bounded by a constant independent of ν. Moreover, there is a constant ǫ 0 > 0 such that for ν large enough and for k 0 ≤ k ≤ ǫ 0 ν 4 , we have
Assume that ν is large enough. Consider the solutions z of first type. As above, we can apply (2.8) and (2.6), (2.7) to w := −ν 2/3 ζ and ξ := −iνρ. We can see using Rouché theorem that w is almost equal to a solution of Ai(−w) = 0 in a bounded interval. So the number of solutions of first type is finite.
We prove now the second assertion in the lemma. Recall that the function ρ sends bijectively [1, ∞) to iR + . So the ρ ν,k are in iR + and the sequence | ρ ν,k | is increasing. We will only consider the zeros of J ν (νz) such that k 0 πν −1 ≤ |ρ| < ǫν 3 for some fixed small constant ǫ > 0. For such a zero, we have |ν 2/3 ζ| < 2ǫν 8/3 . We apply again (2.8) and (2.6), (2.7) to w := −ν 2/3 ζ and ξ := −iνρ. Using that |w 1/4 | ≪ ν 2/3 , we see that ξ is a positive number large enough (because k 0 is a large constant) satisfying an equation of the form
where γ ν (ξ) is a holomorphic function on the domain
such that |γ ν | is bounded by a very small constant independent of ν. We use here the property that cos(ξ − ) are bounded on the considered domain.
Choose a constant ǫ 0 ≪ ǫ. We can now apply Rouché's theorem and deduce that the first ǫ 0 ν 4 − k 0 + 1 zeros of second type of J ν (νz) satisfy the lemma.
Let H l denote the vector space of harmonic homogeneous polynomials of degree l on R d . These polynomials are used to describe the eigenfunctions of the Dirichlet Laplacian on the unit ball B of R d . We recall some basic properties that will be used later. For the following result, see Corollary 2.53 in [10] . 
cr for some fixed constant c > 0 large enough; in particular, we have m
Proof. cr for c > 0 large enough. Then, by Lemma 2.2, ρ ν,k is large and therefore z ν,k is larger than 2. For z in [2, ∞), we have
We deduce that ν z ν,k ν| ρ ν,k | k and hence
(c) Recall that the eigenvalues of the Dirichlet Laplacian on B are precisely (ν z ν,k ) 2 with multiplicity dim H l , see Theorem 2.66 in [10] for details. So the infinite sum in the proposition is the number of eigenvalues ≤ r 2 of the Dirichlet Laplacian on B counted with multiplicities. By Weyl law [12, Th. 29.3.3] , this number is equal to
This completes the proof of the proposition.
Upper bound for the number of resonances
In this section, we obtain an upper bound for the number of resonances which improves a result due to Zworski-Stefanov [26, 29] . Consider a general Schrödinger operator −∆ + V with a bounded complex potential V vanishing outside the ball B a . Here is the main result in this section which is a consequence of Proposition 3.2 and Theorem 3.3 below.
Theorem 3.1. With the notation as in Introduction, there is a constant A > 0 depending only on d, a and V ∞ such that
We first recall some basic notions and results, see [26, 29] for details. Let R 1 , R 2 , R 3 be real numbers such that a < R 1 < R 2 < R 3 . Choose also a smooth cut-off function χ 1 (resp. χ 2 ) vanishing outside B R 2 (resp. B R 3 ) and equal to 1 on B R 1 (resp. B R 2 ). These numbers and functions will be specified later.
Define two families of operators
Denote by E * + (λ) the transpose operator of E + (λ) with the same Schwartz kernel. The scattering matrix associated to −∆ + V is the operator
where I denotes the identity operator.
The scattering determinant is defined by 
where A > 0 is a constant depending only on d, a and V ∞ .
We have the following refinement of [26, Th. 5] where the function h d is defined by
This function is continuous, positive and satisfies
Theorem 3.3. With the above notation, there is a constant A > 0 depending only on d, a and V ∞ such that
for all r large enough and θ ∈ [0, π].
In the rest of the section, we give the proof of Theorem 3.3. Observe that we can suppose θ ≤ π/2 since otherwise we can reduce the problem to the first case by replacing V with V and λ with −λ. By rescaling, we can also assume that a = 1. Choose R j := 1 +
The following lemma refines an estimate obtained by Stefanov.
Lemma 3.4. There is a constant A > 0 such that
for r large enough and 0 ≤ θ ≤ π 2 · Proof. If Q : H → H is a bounded linear operator on a Hilbert space such that the spectrum of (Q * Q) 1/2 is discrete, denote by µ 1 (Q), µ 2 (Q), . . . the singular values of Q, i.e. the eigenvalues of (Q * Q) 1/2 , written in decreasing order and repeated according to their multiplicities. Define
and
The last inequality is a consequence of the general inequality µ l (AB) ≤ A µ l (B). Stefanov also proved that, up to a permutation of elements, the sequence µ l (F(re iθ )) is constituted by the µ ⋆ l (re iθ )'s where each number µ ⋆ l (re iθ ) is repeated (dim H l ) times. Since we only consider sums of positive numbers, this permutation does not affect our computation. So we only have to check that
for r large enough and for a large fixed constant A > 0. Choose a smooth function ρ ≤ 1 with compact support which is equal to 1 on B R 3 and with bounded C 1 -norm. Since the operators [∆, χ i ] are of order 1, using the above estimates on χ i , we only need to check that
But, this estimate is a consequence of the classical theory of elliptic operators, see Zworski [34] for details. The lemma follows.
Proof of Theorem 3.3. Recall that we only have to consider the case where 0 ≤ θ ≤ π 2
and we have to bound the right-hand side in (3.1). Using (2.5), (2.6), (2.7) and (2.8), we see that log µ ⋆ l (re iθ ) r. Therefore, we only have to consider l larger than any fixed constant.
Let M be the constant in Lemma 2.1. Define for ν :
Denote by Σ, Σ ′ , Σ ′ i the sums as in the right-hand side of (3.1) but only with l running in N, N ′ or N ′ i respectively. We will bound these sums separately. The theorem is a direct consequence of the estimates given in the 4 cases below. Case 1. Assume that l ∈ N. Since R 1 , R 2 , R 3 are close enough to each other and ν is large, we have 1 2 < tr ν < 2 for all t ∈ (R 1 , R 3 ). In particular, we have ν < 2rR 3 < 4r. Moreover, for all t, t ′ ∈ (R 1 , R 3 )
It follows that
Applying the second assertion of Lemma 2.1 to 
Case 2. Assume now that
Observe that the function t → − Re ρ(tre iθ ) is increasing since we have by (2.2)
Therefore, by the first assertion in Lemma 2.1, we have for some constant A > 0
Case 2a. Assume that l ∈ N ′ 1 . We have ν r and − Re ρ
Since the function t → − Re ρ(te iθ ) is increasing, we deduce from the last estimates that
Case 2b. Assume that l ∈ N ′ 2 . Since r is large, we have l ≥ 90r. Observe that Re ρ(z) ≥ − log |z| − 2 when |z| ≤ 1 100
. Hence, using that log(1 + t) ≤ t for t ≥ 0, we obtain from (3.2) that
It follows that Σ ′ 2 is bounded above.
) is positive, we obtain from (3.2) that
This completes the proof of the theorem.
Schrödinger operators with radial potentials
In this section, we give the proof of Theorem 1.1. We assume that the potential V = V ( x ) satisfies the hypotheses of this theorem. By rescaling, we reduce the problem to the case a = 1. Define for c > 0 
where σ is some complex number with |σ| bounded below and above by positive constants and ǫ ν (z), ǫ We need to compare g ν with an auxiliary function h ν defined by
In what follows, we often consider g ν and h ν as functions on variable ρ = ρ(z). Let f be the bi-holomorphic map from
We can extend it to a continuous map f : Ω → C\{1} which is no more bijective. A direct computations using (2.2) gives
We deduce for z ∈ C + \ {0} outside a neighbourhood of −1 (in particular, for Im ρ ≥ − and hence Re z is almost positive. Therefore, arg f (ρ) belongs to the interval (−π, δ) for some small positive constant δ independent of ν, k.
Assume first that ρ belongs to the horizontal part of bΩ ν c (k) which is the union of two half-lines given by
The above discussion on arg f (ρ) implies that | arg(σ We have
It is enough to check that the last quantity is small. Since ν is large, this is clear when z is outside a fixed neighbourhood of 1. Otherwise, we deduce from (2.2)
The result follows. Proof. We have for ρ as in Lemma 4.1
Lemma 4.1 implies that the last factor is bounded by a constant times |h ν (z)|. Since ǫ ν and ǫ ′ ν are small, it is enough to apply Rouché's theorem in order to obtain the result. 
Therefore, we only have to prove that (4.5) admits a unique solution in Ω . Therefore, arg f (ρ) belongs to the interval (−π, δ) for some small positive constant δ. We deduce that 
As above, we obtain that arg f (ρ) belongs to (−π, δ). We then deduce that Im F ν,k (ρ) is strictly positive on the upper half-line and strictly negative on the lower one.
, the relation (4.4) implies that Re ρ → Re F ν,k (ρ) defines an increasing function on each of the above half-lines. Therefore, in order to obtain the lemma, it suffices to check that Re F ν,k (ρ) > 0 on the vertical part of bΩ ν c (k) which is contained in the line
Assume that ρ satisfies the last identity. When |ρ| > 1, |1−z| is bounded below by a positive constant. Therefore, log |f (ρ)| is bounded below and Re F ν,k (ρ) > 0 for ν large enough. Otherwise, we deduce from (2.2) that |f (ρ)| |ρ| 2/3 . Therefore, since | Re ρ| ≫ 1 ν , we have log |f (ρ)| ≥ log |ρ| 2/3 + const ≥ − 2 3 log ν + const .
It follows that Re F ν,k (ρ) is strictly positive when ν is large enough. This completes the proof of the lemma.
Denote by z ν,k the complex number in C + such that ρ(z ν,k ) = ρ ν,k . We have the following lemma. 
Hence, Re z ν,k > 0. Since Re ρ ν,k < 0, we have z ν,k ∈ K + and hence, |z k,ν | > − 1 (we use here the notation of Stefanov [26] which is slightly different from the one by Zworski [30, (25) ]). For r > 0, denote by n + l (r) (resp. n − l (r)) the number of points z ν,k in D( r ν ) with k > 0 (resp. − ν 2 + 2 < k ≤ 0). Theorem 1.1 is a consequence of the following two propositions whose proofs will be given at the end of the section. 
Proposition 4.6. Assume that ν and r are large enough. Then, n − l (r) = 0 for l ≥ 2r. Moreover, we have for every constant ǫ > 0
End of the proof of Theorem 1.1. Using the decomposition of functions into spherical harmonics, Zworski relates scattering poles of −∆ + V to the zeros of a sequence of functions of the form (4.1) with l ∈ N. More precisely, if ρ = ρ(z) is a zero of g ν (z) with z ∈ J ν c , then −νz is a scattering pole with multiplicity dim H l , see [29, §2] . If n l (r) is the number of zeros of
) with unknown z, Zworski proved that n l (r) r and n l (r) = 0 for l > 2r, see [30, p.386] . Therefore, we have
By Lemma 2.3, we only need to consider l large enough.
In our setting with a real potential, the scattering poles are symmetric with respect to the real line Re z = 0. This and Lemma 4.4 imply that
Now, in order to obtain the result, it suffices to apply Propositions 4.5, 4.6 and the identity (2.4).
We give now the proofs of the above propositions. For k ∈ Z \ {0} such that
These points are easier to count and we will compare them with ρ ν,k . Using the last inequality and the estimate
we obtain that
When k ≥ ν the segment joining ρ Hence, using that
we obtain again
This completes the proof of the lemma. 
This and Lemma 4.7 imply that Re F ν,k (ρ) < 0. The result follows.
Lemma 4.9. Let ǫ 0 be the constant given in Lemma 2.2. Let ǫ > 0 be any fixed constant. Assume that ν is large enough and
Proof. By Lemma 2.2, we have
We distinguish two cases. Assume first that k is bounded below by a fixed small constant times ν. Then, |ρ ν,k | and | ρ ν,k | are bounded below by a positive constant. It follows that ∂z ∂ρ is bounded on the segment joining ρ ν,k and ρ ν,k . This and (4.8) imply that
On the other hand, if ρ is in iR + , we have z ∈ [1, +∞) and
Assume now that k is bounded above by a small constant times ν. Then, |ρ ν,k |, | ρ ν,k | are small and z ν,k , z ν,k are close to 1 . By (2.2), we have
for ρ small. In particular, we have ∂z ∂ρ ν k 1/3 for ρ in the segment joining ρ ν,k and ρ ν,k . Hence, since k ≥ ν 1/4 , we obtain
This completes the proof of the lemma.
End of the proof of Proposition 4.5. (a) Since Re ρ ν,k < 0, z ν,k belongs to
. Therefore, when l ≥ 2r, we have ν ≥ 2r and z ν,k ∈ D( . Using the definition of ρ, we obtain that |z ν,k | is almost equal to |ρ ν,k |. In particular, z ν,k does not belong to D( 
This, together with Lemma 2.3 and Proposition 2.4, implies that
For the converse estimate, in the same way, we have for
Using parts (a) and (b), we obtain
The last inequality implies that m − l (r) ν l. Observe also that when l > 2r we have Γ ν,r = ∅. Define Γ := {z ∈ ∂K + : Re(z) > 0} and r ′ := r − r 1/4+ǫ . By Lemma 4.10, we have
We deduce from the above discussion that
By (4.9), the last sum is equal to
We conclude that We obtain the converse inequality in the same way using that
with r ′′ := r + r 1/4+ǫ . This completes the proof of the proposition.
Generic potentials in a holomorphic family
In this section, we prove Theorem 1.2. We need the following result which relates the asymptotic behavior of n V (r) and of N V (r). It holds for any bounded complex potential V with compact support. Let Φ n , n = 1, 2, . . ., be a sequence of p.s.h. functions on a domain Ω of C p . Assume there are constants c > 0 and γ > 1 such that Φ n ≤ cn −γ on Ω and Φ n (ϑ 0 ) > −cn −γ for some point ϑ 0 ∈ Ω. Then for every α < γ − 1 there exists a pluripolar set E ⊂ Ω such that Φ n (ϑ) = o(n −α ) for every ϑ ∈ Ω \ E.
Proof. Replacing Φ n by Φ n − cn −γ allows us to assume that Φ n ≤ 0. Define Since N V ϑ (r) is increasing in r, we deduce that if n k ≤ r ≤ (n + 1) So the property (5.1) holds for r → ∞ with r ∈ R + .
Finally, define E := ∪ ∞ n=1 E 1/n . This is a pluripolar set, see e.g. [13] . We have for all ϑ ∈ E and ǫ > 0
