Abstract-Several fuzzy extensions of decision tree induction, which is an established machine-learning method, have already been proposed in the literature. So far, however, fuzzy decision trees have almost exclusively been used for the performance task of classification. In this paper, we show that a fuzzy extension of decision trees is arguably more useful for another performance task, namely ranking. Roughly, the goal of ranking is to order a set of instances from most likely positive to most likely negative. The motivation for applying fuzzy decision trees to this problem originates from recent investigations of the ranking performance of conventional decision trees. These investigations will be continued and complemented in this paper. Our results reveal some properties that seem to be crucial for a good ranking performance-properties that are better and more naturally offered by fuzzy than by conventional decision trees. Most notably, a fuzzy decision tree produces scores in terms of membership degrees on a fine-granular scale. Using these membership degrees as a ranking criterion, a key problem of conventional decision trees is solved in an elegant way, namely the question of how to break ties between instances in the same leaf or, more generally, between equally scored instances.
I. INTRODUCTION

D
ECISION trees are one of the most extensively studied methods in machine learning and data mining. Several factors contribute to their popularity, notably the following. Decision trees are comprehensible and interpretable by the domain expert and can naturally handle different types of attributes (e.g., numerical and categorical). Moreover, they are intrinsic multiclass learners, scale comparatively well with the number of attributes and instances [1] and have an attribute-selection mechanism built in. Finally, decision trees have shown to obtain classification performance close to or even outperforming other state-of-the-art methods, especially when they are boosted or used in a different ensemble method [2] . The two most widely used implementations for decision trees are classification and regression trees (CART) [3] and C4.5 [4] .
Traditionally, decision trees are used in the supervised classification setting where the goal is to find an accurate mapping from instance space to label space. However, in many applications, it is not enough to predict the most likely class label for each test instance [5] . What is needed instead is, assuming a binary label space for simplicity, a total ordering of test instances from most likely positive to most likely negative. In this way, a ranking of instances is obtained. For example, a credit-card fraud-detection system may need to rank bank accounts according to the possibility of being compromised. The rank position of an instance depends on the score it receives. Obviously, the mapping from an instance to the probability of belonging to the positive class is a perfect scoring function, but so is any monotone transformation thereof. It follows that a good probability estimator is a good ranker but not necessarily the other way around. Even more interestingly, improving accuracy does not necessarily decrease the number of ranking errors and vice versa [6] . The standard performance metric for the supervised ranking setting is the area under the receiver operating characteristic (ROC) curve (AUC) [7] . A decision tree, which is trained in the usual way as a classifier, can be used for ranking by scoring an instance in terms of the frequency of positive examples found in the leaf to which it is assigned. A few papers provide experiments showing that unpruned trees lead to better rankings (higher AUC values) than standard pruned trees [8] , [9] . This is counterintuitive at first sight since it is well known, at least for classification accuracy, that pruning prevents or alleviates the overfitting effect and strongly reduces variance. Several other enhancements to the trees have been proposed to improve their ranking performance, as we will review later.
Fuzzy decision trees are more advanced in the sense that they model uncertainty around the split values of the features, thus resulting in soft instead of hard splits. Moreover, they naturally produce scores in the form of membership degrees. Several papers have compared decision trees with their fuzzy variants, but always in terms of classification accuracy; see, for example, [10] and references therein. Even though some gains have occasionally been reported, it is still unclear whether fuzzy decision trees can systematically and significantly outperform nonfuzzy trees in terms of classification accuracy.
In this paper, we argue that a fuzzification of decision trees is potentially more useful for the problem of ranking, i.e., if performance is measured in terms of AUC instead of classification accuracy. The main aim of the paper is to corroborate this claim by offering convincing explanations for the good ranking performance of fuzzy decision trees. To this end, we first readdress the empirical observations concerning conventional (nonfuzzy trees) in a systematic way. Afterward, we present a formal analysis that, for the first time, shows a close connection between the AUC and the number of distinct scores assigned to test instances. All previous (and sometimes surprising) observations can be explained by our analysis. As a consequence of these findings, we conclude that fuzzy decision trees can be expected to produce good rankings, and we conduct an extensive set of new experiments on benchmark datasets to verify this conjecture. More specifically, we show that fuzzy trees can consistently outperform the best methods for AUC-optimizing trees while still maintaining the benefits of decision trees such as comprehensibility and interpretability.
The remainder of the paper is as follows. Background and notation is given in Section II. In Section III, we discuss related work from the machine-learning literature. Afterward, in Section IV, we provide a first set of experiments that verify, correct, and extend earlier empirical results. Inspired by these results, we provide our formal analysis in Section V. In Section VI, we show that fuzzy decision trees are very good rankers. Section VII concludes the paper.
II. BACKGROUND AND NOTATION
In this section, we briefly explain the bipartite ranking problem, ROC curves, and the AUC. Moreover, we provide a short note on the Laplace correction. We assume that the reader is familiar with the basic concepts of decision tree learning.
A. Bipartite Ranking Problem
Consider an instance space X , and let the sample space X × {−1, +1} be endowed with a probability measure P; thus, P(x, c) denotes the probability to observe instance x with class label c. An instance x with class label +1 (−1) is called a positive (negative) instance. A decision tree f is considered as an X → [0, 1] mapping, and f (x) is interpreted as the probability or, more generally, as a degree of confidence that the class label of x is +1. Henceforth, we call f (x) the score of instance x, and we score an instance in terms of the frequency of positive examples found in the leaf to which it is assigned. The goal is to rank instances by scores such that the positives are ranked higher than the negatives.
B. ROC Curves and the AUC
A natural performance metric for ranking is the probability of the event f (x) > f(y) given that x is a positive instance and y is a negative instance, both independently drawn from the sample space according to P(·). Empirically, this probability has to be estimated from a sample
n . An unbiased estimator is the Wilcoxon-MannWhitney statistic, which is given by the fraction of pairs (x i , x j ), with x i a positive instance and x j a negative instance such that f (x i ) > f(x j ) [7] . So, we simply count the number of pairs of instances that are correctly ordered. In the case of a tie in the scores f (x i ) = f (x j ), the instance pair is counted with 1/2 instead of 1.
Interestingly, the aforementioned statistic is equivalent to the AUC [7] . The output of a decision tree f has to be thresholded in order to produce a crisp classification (i.e., to decide whether the instance is a positive or a negative one). When the score is above some threshold t ∈ [0, 1], then we classify the instance as positive; otherwise, it is classified as negative. A positive where true positive rate is denoted by tpr and true negative rate by tnr. We note that fpr = 1 − tnr is the false positive rate and fnr = 1 − tpr is the false negative rate. Now, an ROC curve visualizes these performances across all possible classification thresholds. So, if there are s different scores assigned to instances in the sample S, then there are s + 1 thresholding ranges, with each resulting in different fpr and tpr values. The connection of these points in the (fpr, tpr) plane results in a piecewise linear curve, which is called the ROC curve. Since a nonconvex ROC curve indicates a suboptimal behavior that can easily be repaired, the convex hull of the ROC curve can be used as reference without loss of generality [11] . Fig. 1 gives an illustration.
For decision trees, it has been shown that the ROC convex hull can be generated efficiently [12] . Each leaf corresponds to a line segment of the curve, with slope equal to the class distribution in this leaf. Hence, ordering the leaves according to their class distributions (i.e., scores) generates an ROC convex hull. The AUC is then the sum of the area of trapezoids defined by the line segments of the convex hull.
C. Laplace Correction
The so-called Laplace correction is often used in probability estimation. It simply adds a pseudocount of 1 to the relative frequencies of all classes. For a decision tree, this means that, given p positive examples and n negative examples in a leaf, the estimated probability for the positive class is
Roughly speaking, Laplace correction yields a more cautious estimation, which is biased toward the middle (probability 1/2) and avoids extreme estimates; in fact, neither 0 nor 1 can be produced as an estimate (though convergence toward these values is possible for large samples). Even though Laplace correction appears to be ad hoc at first sight, (1) can be derived from a uniform prior on [0, 1] as a Bayes estimate of the success parameter of a binomial distribution [13, pp. 71-74] .
III. AUC-OPTIMIZING DECISION TREES
Relative class frequencies in leaf nodes of a decision tree have been shown to produce poor scores [14] - [16] . Even though, as mentioned earlier, good probability estimation is only a sufficient but not a necessary precondition, this suggests that the learning strategy of decision trees is not suitable for learning good rankers. Several researchers have therefore tried to improve the ranking performance of decision trees; see, for example, [9] , [12] , and [17] - [19] . In this paper, we restrict ourselves to improvements involving a single decision tree, and hence, do not consider ensemble methods such as bagging, which produce incomprehensible results. Our special interest concerns the frequently cited paper [8] , in which the authors propose two enhancements to improve the AUC of decision trees. They call the resulting method C4.4 and empirically show that it leads to higher test AUC values than the standard C4.5 learner, which was used as a baseline. The two proposed enhancements are as follows.
1) First, learn unpruned trees by turning off error-based pruning and node collapsing in C4.5. The stopping criterion for tree building is then that either the number of instances in the leaf is at most two, or all the features have been exhausted on the current path. The main idea is that the branches removed by the pruning step might still be useful for ranking. They allow for assigning different scores to instances contained in a hyperrectangle that is considered good enough for classification purposes. 1 A drawback of this technique is that unpruned decision trees may become extremely large. 2) Second, smoothen the class frequencies in a leaf using Laplace correction. An unpruned tree will often produce leaves with low cardinality (i.e., the leaves comprise only a small number of training instances), and hence, the tree will produce unreliable scores. The most compelling example is a pure leaf, i.e., a leaf consisting of only positive or only negative examples. Such a leaf produces a score of either 0 or 1, thus indicating that it is most certain of its output. Laplace correction makes the scores from small leaves less extreme and, as conjectured by the authors, thereby more accurate and reliable. The win-loss-equal statistics that they obtained show that most of the improvement of C4.4 over C4.5 is due to the Laplace correction. Interestingly, a generalized version of the Laplace correction, which is called m-estimate, was found not to produce higher test AUC values [9] . 2 In a response to these empirical results, the following two possible disadvantages of C4.4 are mentioned in [20] . First, the unpruned tree will probably overfit, and this may cause unreliable class frequencies in the leaves. Second, the number of training examples in the leaves of an unpruned tree is often (very) small. It follows that these leaves are likely to give the same score to test instances that are very different from each other in the sense of following different branches in the tree. To overcome these possible disadvantages, the authors propose the following method to improve ranking performance. The treebuilding strategy is left unchanged, i.e., the learning algorithm C4.5 is used in its standard form. However, in the prediction phase, a test instance is propagated along all branches emerging from a node, with a smaller weight for the branches not satisfying the test predicate in this node. The weights are multiplied along the paths toward leaves and corresponding predictions are averaged. So, each leaf contributes to the overall score of a test instance and the weight of the contribution is determined by the number of feature tests that failed on the path from the root to the leaf. As a rationale of this approach, the authors explain that it is natural to expect a small chance that feature values are altered due to noise or errors in the training set. Hence, different paths in the tree should be explored. Experimental results show that this technique is able to outperform C4.4 when the pruning level and a second parameter controlling the weight of each branch are set appropriately. Yet, only six very small datasets are used in these experiments. The method has not been used afterward or further investigated, perhaps because a formal analysis of its effectiveness is missing (in fact, as we will see later, the rationale of the approach is not the true reason for its improved AUC). Nonetheless, at least in the prediction phase, some connections with fuzzy decision trees exist, since an instance is propagated simultaneously along multiple paths.
IV. EXPERIMENTAL ANALYSIS OF AUC-OPTIMIZING TREES
In this section, we present a first set of experiments that elaborate on some details and (implicit) assumptions of the two methods mentioned before. More specifically, we investigate the effect of three factors that have been considered to be influential for the AUC of decision trees. We start by explaining the setup of the experiments.
A. Experimental Setup
We used 20 binary classification datasets from the University of California Irvine (UCI) benchmark repository [21] . The datasets vary strongly in size, number and type of features, and in class distribution. Their most important characteristics are given Table I . The tree induction algorithm that we use is the implementation of C4.5 provided by the WEKA machine-learning package [22] . This package is open source and is freely available (http://www.cs.waikato.ac.nz/ml/weka/).
The reported values of the AUC (or any other test statistic to our interest) are obtained as follows. We apply a tenfold stratified cross-validation procedure, and on each training fold, we learn ten decision trees with different pruning levels. The pruning level is controlled by the confidence factor, which is a parameter of the learning algorithm. The learning algorithm C4.5 allows for confidence factors between 0 and 0.5, where smaller values incur more pruning. The confidence factor of decision tree #i ∈ {1, . . . , 9} is set equal to i/20, and the tenth decision tree is a completely unpruned tree (pruning turned off, confidence factor is irrelevant). Since the default value of the confidence factor in C4.5 is 0.25, a standard pruned tree (i.e., a conventional decision tree) in earlier experiments is our decision tree #5. For each pruning level, the values of the test statistic on the ten test sets are recorded and averaged. This procedure is repeated 20 times and each time the dataset is randomly shuffled. We report the estimation of the expected value of the test statistic in terms of the mean, accompanied by the estimated standard deviation to give further insights.
To analyze some results more thoroughly, we applied the Wilcoxon signed-ranks test as recommended in [23] . The test looks at the difference between the test statistic values of two methods on each dataset. These differences are ranked according to their absolute values; average ranks are assigned in case of ties. The test statistic is then given by the difference between the sum of ranks for the datasets on which the second method outperformed the first and the sum of ranks for the opposite case.
B. Dependence of AUC on Pruning Level
Unpruned trees with Laplace correction have been shown to consistently outperform standard pruned trees in terms of AUC [8] . However, the effect of decreasing the pruning level has not been tested, and it was implicitly assumed to be monotone. Also, no tests have been performed comparing different pruning levels for a decision tree without Laplace correction. So, to complement earlier experiments, we show in Fig. 2(a) the typical behavior of the AUC obtained by the ten decision trees for four representative datasets. 3 The pruning level is decreasing from left to right, i.e., left is highly pruned and right is completely unpruned. Solid and dashed curves show the result for decision trees, respectively, with and without Laplace correction. We can make three interesting observations from these illustrations.
1) First, comparing dashed and solid curves, it can be seen that Laplace correction applied in the leaf nodes never decreases the AUC, and hence, Laplace-corrected decision trees significantly outperform conventional trees. We, therefore, strongly advocate the use of Laplace correction. 2) Second, in conjunction with Laplace correction, unpruned trees indeed produce better rankings than the trees pruned at the default level. The Wilcoxon signed-ranks test shows that we can reject the null hypothesis (equal ranking performance of unpruned trees and standard pruned trees) at the 1% significance level. However, we note that the value of the AUC is not always a monotone decreasing function of the pruning level or, equivalently, a monotone increasing function of the depth of the tree. Therefore, it seems to be a good idea to try out several pruning levels below the standard value used for classification purposes. 3) Third, no clear trend can be identified when inspecting the dashed curves only (trees without Laplace correction), although, in general, the standard pruned trees have higher AUC than unpruned trees. Nonetheless, when using the Wilcoxon signed-ranks test, we do not have a statistically significant difference at the 5% significance level due to some datasets where the unpruned tree outperforms, by quite a large margin, the standard pruned tree. Table II summarizes these three findings for all datasets by reporting the AUC of decision trees #1, #5, and #10. The fourth column indicates where the highest AUC occurs. The results verify that the best rankers are decision trees with Laplace correction and, except for a few exceptions, with less pruning than is commonly used for classification purposes.
C. Effect of Laplace Correction
The aforementioned results show that Laplace correction has an important effect; it yields the largest improvement in AUC. In earlier work, this effect was attributed to an increased reliability, i.e., scores of small leaves are presumably less-reliable estimates of the true probabilities of the positive class as are scores of large leaves. This distinction is especially considered to be important when extreme scores are produced by small leaves since corresponding instances are ranked at the very ends of the list of instances and, thereby, may incur large ranking errors. ranked ahead of an instance in a leaf with only four positives and one negative. From a statistical point of view, this is clearly reasonable, since the prediction of the positive class is arguably more reliable for the former than for the latter. Analogous corrections are made in the case where p < n, i.e., for presumably negative leaf nodes.
It is worth noting that, apart from breaking ties, Laplace correction may also produce a reversal of scores. Thus, it may happen that s 1 > s 2 while s 1 < s 2 for the corrected scores, which is a property that is perhaps less desirable. In particular, instances falling into pure leaves with only positive (negative) instances should still be ranked above (below) the instances falling into nonpure leaves. This is, however, not guaranteed, especially in the case of small leaves (the score of a pure leaf with only two positive examples, for example, would be strongly reduced from 1 to 3/4). To elaborate on this, we tested whether Laplace correction changes the rank position of extremely scored instances with respect to instances that do not fall into pure leaves. In our experiments, we have found that this event is unlikely to occur, and when it does, then the change in rank position is on average very small; see [24] for details. Thus, it seems that the main effect of Laplace correction is local tie breaking: The ranking of instances is refined by resolving ties between instances having the same score, i.e., by turning some equalities into strict order relations, but mostly without swapping the position of instances. We conjecture that this effect is the true benefit of Laplace correction.
D. Number of Distinct Scores
As a last experiment, we investigate a conjecture of [20] , namely that large trees are only able to produce a small number of different scores. Instances with equal score are potentially disadvantageous for AUC because they can at most contribute a count of 1/2. Hence, to obtain more diversity among the instances, a pruned tree should be preferred. The main observation here is that the cardinality of a leaf determines the number of scores it can produce, i.e., a leaf with m examples can only produce m + 1 different (uncorrected) scores, namely 0, 1/m, 2/m, . . . , 1.
However, we conjecture that the net effect of pruning on the total number of scores produced by a tree is not clear. On the one hand, pruning indeed increases the cardinality of the leaves (and, hence, reduces the probability that two leaves have the same score). On the other hand, however, it also reduces the number of leaves. In any case, it is clear that Laplace correction increases the number of scores since two leaves produce the same score only when the absolute numbers of positive and negative instances are identical (and not only the relative frequencies). Fig. 2(c) shows the typical behavior of the number of different scores for the four representative datasets, and Table III summarizes the findings for all datasets and decision trees #1, #5, and #10. We make the following two observations from these illustrations and statistics, depending on the type of features in the dataset. 1) First, for datasets with only numerical features, the number of scores is almost always nondecreasing in the pruning level (since a numerical feature can be tested repeatedly on a path). When we have a decrease, then this decrease is very small, often limited to low pruning levels, and only happens in case of no Laplace correction. This shows that a few leaves can indeed start to produce the same scores, but Laplace correction breaks the ties. 2) Second, even for datasets with only nominal features, we can have an increase in scores along all pruning levels (e.g., spect and house votes). When this is not the case, we often see that the increase is up to a certain pruning level. After this level, trees with Laplace correction slightly decrease the number of scores (this happened only on four datasets). Without Laplace correction, the decrease is, of course, stronger. Independent of the two observations mentioned before, it is interesting to compare Fig. 2(a) and (c), suggesting that the decision tree that produces the best rankings is the one that assigns many different scores to the test instances.
E. Conclusions From the Experiments
With this set of experiments, we have verified earlier results in more detail, and we tested some issues that have not been carefully considered before. Summarizing the results, we confirm that Laplace correction is always beneficial and that unpruned trees almost always have higher AUC than standard pruned trees (at least with Laplace correction). In addition, our results show that a slightly pruned tree can have higher AUC than an unpruned tree, at least when it produces more distinct scores. We may conclude that there seems to be a strong positive correlation between number of scores and AUC. In the next section, we present a formal analysis that indeed shows that a higher number of possible scores (implying fewer ties among ranked instances) is likely to result in a higher AUC.
V. FORMAL ANALYSIS OF AUC-OPTIMIZING TREES
We will mainly adopt a geometric perspective, as we think that it greatly facilitates the understanding. Given a set of instances S, the ROC curve of a decision tree is constructed as follows. Let the leaves be numbered in decreasing order according to their score, and denote by L i the ith leaf or, depending on the context, the set of (training) examples in the ith leaf (i = 1, . . . , m). With p i and n i denoting, respectively, the number of positive and negative examples in L i , the score of this leaf is s i = p i /(p i + n i ). Let P = p 1 + · · · + p m be the total number of positive instances in S, and analogously, we define N = n 1 + · · · + n m as the number of negative instances in S. Now, each leaf L i contributes a segment S i with slope d i = (p i N )/(n i P ) and lengths ∆x i = n i /N and ∆y i = p i /P in the directions of the abscissa and ordinate, respectively. The concatenation of these ordered segments leads to a piecewise linear convex curve, which is the ROC convex hull. In general, we denote the concatenation of segments S a and S b by S a |S b . Now, suppose that a leaf L i is further split into two leaves L i1 and L i2 . Without loss of generality, we assume that d i1 = p i1 /n i1 ≥ p i2 /n i2 = d i2 , where p i1 is the number of positive examples in L i1 , and the other quantities are defined analogously. In the original ROC curve, the segment S i is replaced by two segments S i1 and S i2 such that S i1 shares the starting point and S i2 the end point of S i . Obviously, the curve thus obtained dominates the original curve, since S i runs below S i1 |S i2 while the rest of the curve remains unchanged. Therefore, the area under the modified curve is larger than the area under the original curve ( Proof: Since the rest of the curve remains unaffected, it suffices to consider the change of the area of the intersection between the area under the original curve and the rectangle defined by the diagonal that starts in the starting point of S j −1 and ends in the endpoint of S j . Thus, subsequent to a suitable transformation, we can assume without loss of generality that S j −1 starts in (0, 0) and S j ends in (1, 1). With (a, b) being the point where the two segments meet, we must have b ≤ a since the slope of S j −1 is smaller than the slope of S j , which means that (a, b) must be located below the diagonal. After swapping the two segments, they will meet in the point (1 − a, 1 − b) , which is then located above the diagonal. Thus, S j |S j −1 runs above S j −1 |S j , and therefore, the area under the curve can only increase.
Theorem V.2: Splitting a leaf can only increase the empirical AUC of a decision tree.
Proof: We have seen that splitting a leaf L i and replacing the corresponding segment S i by S i1 and S i2 (in the correct order) leads to a curve that runs above the original ROC curve and, therefore, covers a larger area. The new AUC is given by the area under the curve that is obtained after reordering the segments in decreasing order according to their slopes. This reordering can be achieved by repeatedly swapping the segment S i1 with its left neighbor and, likewise, repeatedly swapping the segment S i2 with its right neighbor. The previous lemma has shown that, in each of these steps, the area under the curve can only increase. Thus, the theorem immediately follows by induction over the number of swaps that are needed to bring the segments into a proper ordering.
As shown by the previous result, a local improvement of a single segment is also globally beneficial in terms of AUC. Restrictively, however, one has to consider that our result refers to the empirical AUC and not the true AUC. In fact, the scores associated with a leaf, as well as the slope of the corresponding segment, are only estimations that may deviate from the real values. In the true ROC curve of a decision tree, the length of a leaf's segment corresponds to the probability that an instance falls into this leaf, which is estimated by the relative frequency in the training set. Likewise, the true slope δ i of the segment is determined by the conditional probabilities of positive and negative instances in the leaf and, therefore, may deviate from the estimation d i derived from relative frequencies.
It follows that the ordering of the segments according to d i may not coincide with the ordering according to δ i . In this case, the true ROC curve is nonconvex and, therefore, the ranking performance, in terms of AUC, suboptimal. Formally, a nonconvexity is caused by an inversion, i.e., a pair of leaves
Nonetheless, even by looking at the problem from this point of view, there are two other convincing explanations for our finding that, in general, having more scores is better than having fewer.
1) First, the ROC curve obtained by splitting a segment, and hence, increasing the number of scores, is at least potentially better than the original curve. Roughly speaking, the more small segments are available (i.e., the fewer ties among ranked instances), the more convex the curve can become. To illustrate, consider the two extreme cases: If there is only a single leaf, the ROC curve consists of a single segment, namely the diagonal, and the AUC is 0.5. On the other hand, if each instance is comprised by a single leaf, the AUC can become arbitrarily close to 1, given that the leaves are correctly ordered. 2) Second, the main pitfall preventing from a high AUC in the case of many leaves is inversions due to wrongly estimated scores, which turn potential convexities into actual concavities. However, given the assumption that the estimation errors are bounded, inversions are likely to have a local effect, i.e., they concern only leaves that are "neighbored" in terms of their scores. Again, this means that having more scores is better, as it increases the probability that two leaves are well-ordered (there is a smaller probability that two randomly chosen leaves are neighbored and, therefore, potentially inverted). To illustrate and further investigate these two points, we conduct a simple but conclusive experiment on synthetic data. The results will show that our formal analysis also applies to the true AUC with high probability, even when estimation errors are quite large. We generate a random binary list of 1000 elements, where 1 (0) indicates that the corresponding instance is positive (negative). We assume that these instances belong to the same leaf and start applying an iterative procedure that takes a random "leaf" and splits it into two. A fixed success parameter u ∈ [0.5, 1] is used to arrange the instances in the new leaves such that the average fraction of positives in one leaf is u, and the average fraction of negatives in the other leaf is also u. At each iteration, we compute the true and empirical AUC. By definition, the true AUC is determined by the frequency of positives in all leaves and the empirical AUC is determined by adding noise to each of these frequencies. Noise is randomly drawn from an interval [−h, +h]; therefore, if a true frequency is a, then its estimation lies in [a − h, a + h]. We stop the leaf-splitting iteration when there is no leaf left comprising more than two instances. The complete process is repeated 20 times, and we report average test statistic values. We already note that the results do not depend on the size of the binary list. Fig. 3 shows the average empirical AUC for h = 0.2 and, respectively, u = 0.5, 0.6, and 0.7 as a function of the number of leaves. Clearly, splitting leaves (breaking ties or splitting segments) leads to higher AUC, and the better the tie breaking, the larger the gains in AUC. Corresponding standard deviations are very small, which decrease with the number of leaves, and, for clarity, have been omitted in the figure.
The influence of the estimation errors is illustrated in Fig. 4 . Here, we have fixed u = 0.2, and we show the average difference between the true AUC and empirical AUC for h = 0.1, 0.2, 0.4, 1, respectively (with the latter implying completely random scores). Clearly, even for quite high values of h, the differences are small, and after an early point decrease when the number of leaves increases (of course, except for completely random scores). In other words, leaf splitting seems to be tolerant toward estimation errors of probabilities for the positive class in the sense that only the ordering of scores is important: As long as an estimation error does not cause an inversion of scores with respect to the true probabilities, there is no negative effect on the AUC.
From our theoretical analysis mentioned before, we may conclude that the empirical AUC increases with the number of scores produced by a tree, at least when these scores are better than random approximations of the true conditional probabilities in the leaves. This result explains why unpruned or only slightly pruned trees in combination with Laplace correction in the leaves have been shown to be very good rankers. It also explains why other methods, such as bagging, lead to an improvement in AUC. The experiments with synthetic data support our conjecture that local tie breaking is beneficial for the AUC and that it is robust toward estimation errors since we are only interested in a correct ordering of the scores.
VI. FUZZY DECISION TREES
Our results, theoretical and empirical, lead us to conjecture that fuzzy decision trees should be good rankers. By softening the splits at feature threshold values in internal nodes, these trees produce a fuzzy partitioning of the instance space and, thereby, many more scores than conventional decision trees. Thus, while being at least competitive with conventional trees in terms of classification accuracy, they additionally offer a better representation of the confidence of a classification. Roughly speaking, boundary cases close to the split points are considered less certain than examples far away from these boundaries, and even if the scores produced by fuzzy decision trees are not necessarily good probability estimates, they still yield a reasonable ordering in terms of confidence, which is completely sufficient for good ranking performance.
Fuzzy variants of decision tree induction have been developed for quite a while (e.g., [25] - [28] ) and seem to remain a topic of interest even today [29] - [31] . We recommend [10] as one of the most sophisticated approaches, including a comprehensive overview of research in this field. All approaches provide a typical example for the "fuzzification" of standard machinelearning methods. More specifically, fuzzification here primarily concerns the threshold values used for defining splitting predicates (constraints) for numeric attributes. In conventional decision trees, predicates, such as size ≤ 180, can be modeled in terms of an indicator function, which, in this example, is given by the mapping x → I (0,180] (x). In fuzzy trees, thresholds are defined in terms of fuzzy sets, and hence, an indicator function is replaced by a monotone increasing or decreasing function µ(·) that maps to [0, 1] . An instance with attribute value x will then follow the left branch with degree 1 − µ(x) and the right branch with degree µ(x). To classify a new instance by a fuzzy decision tree, different inference mechanisms have been devised. A common approach is to associate with each leaf node, which is labeled by a class, a degree of support that is given by the t-norm combination of the degrees to which the instance follows the edges along that path. The overall support of a class is then given by the t-conorm combination of all support degrees for this class. If a classification is requested, i.e., a definite decision in favor of a single class, then the class with the highest overall support is an obvious choice. In our context of ranking, the score of an instance is given by the support of the positive class.
To verify our conjecture, we analyzed the ranking performance of fuzzy decision trees in an experimental way. Decision tree learners are quite complex from an implementation point of view, and technical details of an implementation may have a significant influence on the performance. To guarantee maximal comparability, we, therefore, resorted to a very simple approach for constructing fuzzy decision trees: First, we build a conventional decision tree as usual, and afterward, we fuzzify the split points of this tree. Thus, the type of splitting is the only structural difference between the fuzzy and nonfuzzy trees used in the experiments. Fuzzifying the split points is done by replacing the corresponding step function on the domain of the split attribute by a sigmoid membership function, namely the cumulative distribution function of a Gaussian density. Moreover, fuzzy inference is done using the product t-norm and the algebraic sum as t-conorm. Fig. 2(b) shows the average AUC values obtained by the fuzzy decision tree. Table IV summarizes the results for all datasets that contain numerical attributes by reporting the average improvement in the AUC value. The number in the fourth column is in bold when the fuzzy tree is smaller and has a higher AUC value than the best decision tree obtained in our first set of experiments (as described in Section IV). The experimental setup is kept identical except, of course, for the fuzzification of the trees. We estimated the bandwidths of the Gaussians as follows. First, we standardized the training data to have zero mean and unit variance (and test instances are transformed accordingly). Then, we only tried a single bandwidth λ ∈ {0.0001, 0.00015, 0.001, 0.005, 0.01, 0.1, 0.15, 0.2}. The reported results correspond to the best λ, as measured on a validation set (20% of the training set). We make three observations from these results. 1) First, decision trees without Laplace correction benefit most from the postfuzzification. This was to be expected, since these trees by themselves are not able to produce many distinct scores. Nonetheless, in general, it is still best to use Laplace correction in the leaves in order to distinguish between small and large leaves. More specifically, the null hypothesis that Laplace correction does not change the ranking performance of our fuzzy trees is rejected by the Wilcoxon signed-ranks test at the 5% significance level. 2) Second, fuzzy decision trees have significantly larger AUC values along all pruning levels when compared with the standard trees, independent of whether Laplace correction is used. This result holds at the 1% significance level and, hence, is strong evidence in favor of our conjecture that fuzzy trees are very good rankers. 3) Third, to improve on the AUC value of the best tree in our first set of experiments, we can almost always use a fuzzy decision tree that is much smaller. For example, a fuzzy tree #7 is a better ranker than a standard unpruned tree (#10) at the 5% significance level. This is important for practical purposes since the unpruned or slightly pruned trees that were used so far are not comprehensible, interpretable, and clearly have a very large variance. As a final remark, we note that the number of distinct scores produced by a fuzzy decision tree is many times higher when compared with conventional trees (even when they use Laplace correction; see Fig. 2(d) and Table V) . So, again, there is indeed a clear correlation between increase in number of distinct scores and increase in average AUC value, as was expected from the formal analysis.
A more advanced tuning of the membership functions, such as allowing for different shapes and parameters in each node, is very likely to improve further on the results obtained so far. We expect the same for the more advanced fuzzy decision tree learners, since their scores are very accurate with respect to classification accuracy, and ties among ranked instances are not likely to occur [32] .
VII. CONCLUSION
In this paper, we have analyzed, both formally and experimentally, important and sometimes surprising observations from the recent machine-learning literature concerning methods to improve decision trees for the bipartite ranking problem. More specifically, we can draw two main conclusions from our analysis. First, Laplace correction significantly increases performance in terms of AUC. In contrast to previous conjectures, however, the reason is not a better probability estimation but, instead, a reasonable tie breaking effect that comes along with an increased number of scores. This also explains the previous finding that generalizations of the Laplace correction, like the m-estimate, essentially yield the same results (no further improvement is obtained). Second, unpruned trees almost always have higher AUC values than standard pruned trees (at least with Laplace correction). The reason is that unpruning increases the number of segments of the ROC curve and, thereby, leads to higher AUC values, provided that the empirical scores are sufficiently good estimations of the true slopes of the segments. In fact, the relationship between AUC value and pruning level is not necessarily monotone, as it was previously assumed to be, especially when Laplace correction is turned off.
One obvious conclusion from these results is that fuzzy decision trees should be good rankers, which is a conjecture that we could verify in an experimental way. In fact, our experiments show that fuzzy trees are able to consistently outperform the methods proposed in the machine-learning literature while not losing the advantages of decision trees such as comprehensibility and interpretability. Strictly speaking, our claims were, of course, only verified for a specific decision tree learner and a fuzzy variant thereof. Yet, C4.5 is a state-of-the-art method, and the fuzzy variant we used is a rather simple one that could still be improved in various ways. Therefore, we believe that a generalization of our conclusions beyond these specific algorithms is warranted.
Roughly speaking, the distinguishing feature of fuzzy decision trees is their ability to represent the confidence of a classification in a reasonable fine-granular way. Ordering the instances according to their scores, i.e., their degrees of membership in the positive class, consequently leads to good rankings in terms of the AUC metric.
Interestingly, this advantage is not exploited in the conventional classification setting. To make a classification, a fuzzy prediction has to be defuzzified, which essentially means predicting the class with the higher degree of membership. Thus, the advantage of discriminating scores is obviously lost, and indeed, a defuzzified fuzzy decision tree again produces hard decision boundaries in the instance space. We believe this to be the main reason for why a consistent advantage of using fuzzy trees for classification has not yet been shown (at least not in a resilient way across several independent studies). As we have seen, the situation is quite different in the ranking setting, where fuzzy decision trees significantly outperform their nonfuzzy counterparts.
Another potential advantage of fuzzy decision trees is a better tradeoff between classification and ranking performance. In fact, our results have shown that, in the nonfuzzy case, pruned trees are good classifiers but poor rankers, while unpruned trees are good rankers but poor classifiers. In other words, a single decision tree cannot be both, at the same time, a good classifier and a good ranker. Fuzzy decision trees may overcome this dilemma, since even small fuzzy trees can produce diverse scores. In future work, we plan to elaborate on this aspect more closely.
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