Abstract. For bounded linear operators on Hilbert space, positive quadratic hyponormality is a property strictly between subnormality and hyponormality and which is of use in exploring the gap between these more familiar properties. Recently several related positively quadratically hyponormal weighted shifts have been constructed. In this note we establish general criteria for the positive quadratic hyponormality of weighted shifts which easily yield the results for these examples and other such weighted shifts.
Introduction

Let H be a separable infinite dimensional complex Hilbert space and let L(H) denote the algebra of all bounded linear operators on H. For A, B ∈ L(H)
is hyponormal. Additionally, T is weakly k-hyponormal if p (T ) is hyponormal for every polynomial p of degree ≤ k. It is easy to show that k-hyponormality implies weak k-hyponormality. In particular, weak 2-hyponormality, often referred to as quadratic hyponormality, was first considered in detail by Curto in [4] . He studied the positively quadratically hyponormal shifts (which will be defined below) to determine the gap between hyponormal and subnormal operators, and he proved that for a weight sequence α(x) : √ x, (n + 1)/(n + 2) (n ≥ 1) with a variable x, the weight shift W α(x) is (positively) quadratically hyponormal if and only if 0 < x ≤ 2 3 , which is an example to distinguish the two classes of 2-hyponormal and quadratically hyponormal operators. In further work several positively quadratically hyponormal weighted shifts have been discussed for their own purposes in [2] , [3] and [9] . Through such examples, one knows that the detection of positive quadratic hyponormality for weighted shifts is a difficult job.
In this note we establish criteria which can easily detect the positive quadratic hyponormality of weighted shifts.
Some calculations in Sections 3 and 4 were obtained through computer experiments using the software tool Mathematica [11] .
Preliminaries
Notice that an operator T is quadratically hyponormal if T + sT 2 is hyponormal for every s ∈ C. Let α : α 0 , α 1 , . . . be a weight sequence of positive real numbers. Let W α be a hyponormal weighted shift with a weight sequence α. Let {e i } ∞ i=0 be an orthonormal basis for H. We may consider H as 2 (Z + ), where 2 := 2 (Z + ) is the set of square summable sequences in C. Let P n be the orthogonal projection on
, and α −1 = α −2 := 0. Clearly, W α is quadratically hyponormal if and only if D n (s) ≥ 0 for every s ∈ C and every n ≥ 0. To detect this, we consider d n (·) := det (D n (·)); it follows from [7, p.390] 
, and that d n is actually a polynomial in t := |s| 2 of degree n + 1, with McLaurin expansion
It follows from [4] that for n ≥ 0 and 1
To detect the positivity of d n (t), the following concept was introduced.
Definition 2.1 ([7]
). Let α : α 0 , α 1 , . . . be a weight sequence. We say that W α is positively quadratically hyponormal if c (n, i) ≥ 0 for all n, i ≥ 0 with 0 ≤ i ≤ n + 1.
It is obvious that positive quadratic hyponormality is stronger than quadratic hyponormality. In particular, it is known that quadratic hyponormality need not imply positive quadratic hyponormality (see [2] or [9] ). If c(n, n + 1) = 0 for some n ≥ 2, then by (2) and [4, Th. 2] (or [1] ), W α is flat (α 1 = α 2 = ...). Thus to avoid the trivial case, we usually assume that c (n, n + 1) > 0 (n ≥ 2) when we consider positive quadratic hyponormality. Note that c(0, 1) and c(1, 2) are positive.
Criteria
We start the work with the following definitions. (
We will discuss examples satisfying property B(k) or C(l) in Section 4.
Theorem 3.2. Let W α be a weighted shift with property
Proof. We first let η(1, 1) = u 0 v 1 − w 0 and
Then by (3) and (4), we have
, and for n ≥ 3 and
We will prove the claim by mathematical induction on k. For k = 0, we assume first that c(l, 1) ≥ 0. Then by (6) we have
According to property C(l) and (1), we have that for n ≥ l + 1 (l ≥ 1)
Hence by (8) and (9), we have c(l + 1, 1) ≥ 0. Continuing this process with (8), we may obtain c(l
Assume that if c(l
We now prove the claim ( †) in the case of k = p. To do so, we make the assumption that c(l + j, j + 1) ≥ 0, j = 0, . . . , p. Applying the induction hypothesis, we have
Furthermore, by (6) and (7) we have
By (10), (11) and the assumption C(l), η (l + i + p, p + 1) ≥ 0 (i ∈ N). Hence we obtain easily that c(l Proof. Since c(n, n) = u n c(n − 1, n)+ η (n, n), to show that c(n, n) ≥ 0 for all n ≥ l, by (2) it is sufficient to show that η(n, n) ≥ 0. According to (7), we have
Since η(l, l) ≥ 0 and v n+1 u n − w n ≥ 0 for all n ≥ l, by (2) we have
Continuing this process, we obtain η(n, n) ≥ 0 (n ≥ l). By (2), it is easy to show that c(n, n) ≥ 0 for all n ≥ l. Furthermore, since η(2, 2) ≥ 0 (indeed, put α 0 := 1, α 1 = 1 + h, α 2 = α 1 + k, and α 3 = α 2 + p, where h, k, p ≥ 0, and compute η(2, 2) directly), the second statement comes immediately from (12) and Theorem 3.2.
Since c(1, 1) ≥ 0 and η(2, 2) ≥ 0, the following corollary comes immediately from Theorem 3.2 and Corollary 3.3. 
Proof. Claim I: We first claim that
Then, by (2) ,
According to property B(k), we have
By (4) and (14), we have that for n ≥ 3,
by (16) and the hypothesis on the k-th coefficients in (13), ρ (k + 2, k + 1) ≥ 0. Similarly, we obtain ρ (k + 3, k + 1) ≥ 0, and continuing recursively we obtain
By (16) and (18), we have that
Similarly, by (17) and (18) we obtain c(k + 2, k + 1) ≥ 0. We continue the recursive process to obtain c(k
Since property B(k) implies property B(k +1), we may repeat the proof of Claim I to prove Claim II.
Continuing the recursive process, we may obtain the lemma.
The following comes immediately from Theorem 3.2 and Lemma 3.6. Proof. Without loss of generality, for any j ≥ n we may assume that α j−1 = 1,
Since W α has property B(n + 1), by direct computation we have
which implies that
Thus the proof is complete.
The converse implication is not always true (see Examples 4.1 and 4.2).
The following theorem is immediate from Theorem 3.7 and Lemma 3.8. The following is immediate from Corollary 3.3 and Theorem 3.9. Proof. By direct computation, u n+1 v n − w n = 0 (n ≥ 3), so W α has property B (3) . Since
by Corollary 3.10 we have the result. Proof. By direct computation, we have that for n ≥ 3,
by Corollary 3.10 we have the corollary.
We may easily recapture some well-known examples in [4] , [2] and [9] by criteria in the previous section. Finally we consider some of them here. 
