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Abstract
We study some geometrical aspects of two dimensional orientable surfaces arrising
from the study of CPN sigma models. To this aim we employ an identification of
RN(N+2) with the Lie algebra su(N + 1) by means of which we construct a generalized
Weierstrass formula for immersion of such surfaces. The structural elements of the
surface like its moving frame, the Gauss-Weingarten and the Gauss–Codazzi–Ricci
equations are expressed in terms of the solution of the CPN model defining it. Further,
the first and second fundamental forms, the Gaussian curvature, the mean curvature
vector, the Willmore functional and the topological charge of surfaces are expressed in
terms of this solution. We present detailed implementation of these results for surfaces
immersed in su(2) and su(3) Lie algebras.
1 Introduction
In this paper we develop further the study of immersions of two-dimensional surfaces
in multidimensional Euclidean or Minkowski spaces by means of CPN models, which
was carried out in a series of papers [22, 15, 21, 19]. The key point is the formulation
of the equations defining the immersion directly in the matrix form (cf. equation 4.1)
where the immersion takes values in the Lie algebra su(N + 1), identified by means of
the negative of the Killing form with the Euclidean space RN(N+2). This allows us to
formulate explicitly the structural equations for the immersion (the Gauss–Weingarten and
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the Gauss–Codazzi–Ricci equations) directly in matrix terms. In particular in Proposition
3 we establish an explicit form of the Gauss-Weingarten equations satisfied by the moving
frame on a surface corresponding to the CPN model. This is done in a fashion independent
of any specific parametrization. Then we use this result to establish various geometric
characteristics of the studied immersions like curvatures and curvature vectors. All these
quantities are directly derived from the map describing the relevant CPN model. For the
simplest case N = 1 the equation (4.1) defining the immersion takes the form
dX = i(dX1σ2 + dX2σ1 + dX3σ3), (1.1)
where σ1, σ2, σ3 are the usual Pauli matrices, and the differentials of coordinate functions
of the immersion dX1, dX2, dX3 are given in terms of the affine coordinate W of CP
1
model by equation (5.3). As follows from the equation (5.1) describing the CP 1 model, a
particular class of solutions of this model is given by an arbitrary holomorphic function
W — in this case the immersion is minimal (i.e. represents a surface with zero mean
curvature) and W expresses the Gauss map of the surface by means of the stereographic
projection. This is directly related to the classical Weierstrass–Enneper formulae for an
immersion of a minimal surface in R3. In fact, almost one and half century ago Weierstrass
and Enneper showed [44, 10] that every minimal surface in R3 can be represented locally
in terms of two holomorphic functions ψ and φ defined on a domain D ∈ C by the following
expressions
X(ξ, ξ¯) = Re
(∫ ξ
0
(ψ2 − φ2)dξ′, i
∫ ξ
0
(ψ2 + φ2)dξ′,−2
∫ ξ
0
ψφdξ′
)
. (1.2)
This implies that the complex tangent vector of the immersion is given by
∂X1 = ψ
2 − φ2, ∂X2 = i (ψ2 + φ2), ∂X3 = −2ψφ, (1.3)
where ∂ denotes the (complex) derivative with respect to ξ. Moreover, the metric of the
minimal surface is conformal and is expressed in terms of local parameters ξ and ξ¯ by the
formula
ds2 = 2(|ψ|2 + |φ|2)2dξdξ¯. (1.4)
This implies, in particular, that the coordinate lines ξ = const and ξ¯ = const describe
geodesics on this surface.
The ideas of Enneper and Weierstrass have since been developed by many authors with
a purpose of extending them to construct immersions of more general types of surfaces. For
a classical presentation we refer to a treatise by Eisenhardt[9] and for a modern approach
to the subject see e.g. [1, 2, 12, 13, 26, 34, 36, 37, 38] and references therein, in particular
the recent books by F. Helein [23, 24] and K. Kenmotsu [27]. This topic has been further
explored by, among others, B. Konopelchenko [30]. He established a direct connection
between generic surfaces and trajectories of an infinite-dimensional Hamiltonian system.
Namely, he considered a nonlinear Dirac type system of equations for two complex-valued
functions ψ1 and ψ2 of ξ, ξ¯
∂ψ1 = (|ψ1|2 + |ψ2|2)ψ2, ∂¯ψ2 = −(|ψ1|2 + |ψ2|2)ψ1. (1.5)
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He showed [31] that for any solutions ψ1, ψ2 of the system (1.5) and an arbitrary curve γ
in the complex plane, the following integrals over the bilinear combinations of ψi, i = 1, 2
X1 =
∫
γ
(ψ21 − ψ22)dξ′ + (ψ¯21 − ψ¯22)dξ¯′,
X2 =
∫
γ
(ψ21 + ψ
2
2)dξ
′ − (ψ¯21 + ψ¯22)dξ¯′,
X3 = −
∫
γ
ψ1ψ2dξ + ψ¯1ψ¯2dξ¯
′,
(1.6)
determine the coordinates of the radius vector X = (X1, X2, X3) describing a constant
mean curvature (CMC) surface immersed in R3 (the integrals are independent of the
integration path, since the integrands are exact differentials). To see how to reduce more
general cases down to this case see e.g. Ref [28, 31]. In accordance with [4] we will refer
to equations (1.5) and (1.6) as the generalized Weierstrass formulae.
It was shown in our previous work [21] that the generalized Weierstrass formulae for
two-dimensional surfaces with non-vanishing mean curvature in multi-dimensional spaces
are equivalent to CPN sigma models. This determination has opened a new way for con-
structing and studying two-dimensional surfaces. The further advantage of use of the CPN
models in this context lies in the fact that they allow us to replace the methods based
on Dirac-type equations by the formalism connected with completely integrable systems,
for example Lax pairs, Hamiltonian structures, or systems defining infinite number of
conserved quantities. An original procedure for constructing the general classical solu-
tions admitting finite action of the Euclidean two-dimensional CPN model was devised
by A.M. Din et al [8]. These solutions are obtained by repeated applications of a certain
transformation to the basic solution expressed in terms of holomorphic functions. As a
result, one gets three classes of solutions: holomorphic, anti-holomorphic and the “mixed”
ones. In this paper we show that to each of these solutions we can associate a surface
in su(N + 1) ≃ RN(N+2). In the holomorphic (or antiholomorphic) case we are able to
integrate completely the equations of the immersion. It turns out that in the CP 1 case
the surface is a part of an Euclidean sphere, cf. Section 5. However for arbitrary N > 1
other situations are possible. In Example 1 in Section 7 we present a one-parameter fam-
ily of surfaces for which the curvature is not constant but for some specific values of this
parameter it reduces to a constant.
The second and third examples in Section 7 are concerned with mixed solutions of the
CP 2 model. In one case we obtain a surface in R8, which happens to be immersible in R3,
but the immersion does not come from a CP 1 model, since the curvature is not constant.
The other mixed solution leads to a generic surface in R8 with nonconstant curvatures.
All these results raise interesting questions which require further investigations concerning
general properties of immersions given by the CPN models - either holomorphic or mixed.
Finally, let us note that the outlined approach to the study of surfaces in Rm lends
itself to numerous potential applications. It is useful for description of monodromy of
solutions of higher order Painleve´ equations and their connection with theory of surfaces.
It can also lead to the development of numerical computing tools in the study of surfaces
through the techniques of completely integrable systems.
Surfaces immersed in Lie groups, Lie algebras and homogeneous spaces appear in many
areas of physics, chemistry and biology[39, 33, 7, 42, 5, 6, 35, 41, 32]. The algebraic
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approach to structural equations of these surfaces has often proved to be very difficult
from the computational point of view. A natural geometric approach to derivation and
classification of such equations which we propose here seems therefore to be of importance
for applications in physics and other sciences.
This paper is organized as follows. In Section 2 we introduce basic material on CPN
models — in presenting it we focus on the use of a compatibility condition, rather then
on the usual approach via the Euler–Lagrange equations. The next section is devoted
to the presentation of required notions and facts on the structure of complex projective
spaces. Here we prove in detail a certain decomposition of the group SU(N + 1), which
was previously noted in the paper [40] of Rowe et al. In Section 3 we show how to
use the equations of the CPN model to construct an immersion of a surface in the Lie
algebra su(N + 1). The obtained formula extends the classical Weierstrass formula for the
conformal immersion of a 2-dimensional surface into the 3-dimensional Euclidean space.
We derive the equations of the moving frame for the above immersion in su(N + 1) and
derive some geometrical characteristics of these surfaces. This analysis is developed further
in Sections 5 and 6, where, using the conformality of the surfaces obtained from the CPN
models for N = 1, 2, we establish an explict formula for the moving frame in terms of
the data of the model. Let us note that the case N = 2 produces surfaces immersed in
R
8 ≃ su(3). In Section 7 we illustrate our theoretical considerations with some examples
based on explicit solutions of the CP 2 sigma model. The last section contains remarks
and sugestions regarding possible further developments.
2 Preliminaries on CPN models [47]
From a large supply of geometrical models of immersions [17, 18] we concentrate in this
paper on a particular class of models, the so called CPN sigma models. The CPN sigma
model can be defined in terms of functions
C ⊃ Ω ∋ ξ = ξ1 + i ξ2 7→ z = (z0, z1, . . . , zN ) ∈ CN+1 (2.1)
defined on an simply connected domain (i.e. an open connected subset) Ω of the com-
plex plane and satisfying the constraint z† · z = 1. Here and below we employ the
standard notation where points of the complex coordinate space CN+1 are denoted by
z = (z0, z1, . . . , zN ) and the standard hermitian inner product in C
N+1, respectively the
norm, by
z† · w = 〈z, w〉 =
N∑
j=0
zjwj , resp. |z| = (z† · z)1/2. (2.2)
The unit sphere in CN+1 corresponding to this norm is given by
S2N+1 = {z ∈ CN+1 | z† · z = |z|2 = 1}.
We shall use ∂µ = ∂/∂ξ
µ, µ = 1, 2 to denote ordinary derivatives and Dµ for the covariant
derivatives defined according to the formula
Dµz = ∂µz − z(z† · ∂µz). (2.3)
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With this notation the Lagrangian density for such a model is given by (cf. e.g. [47])
L = 1
4
(Dµz)
† · (Dµz), (2.4)
and the solutions of the CPN model are stationary points of the action functional
S =
∫
Ω
L dξdξ¯ = 1
4
∫
Ω
(Dµz)
† · (Dµz) dξdξ¯. (2.5)
The physically relevant case concerns fields which can be extended to the whole Riemann
sphere S2 = C ∪ {∞}, but the case of an arbitrary Ω is also of some interest, especially
for questions of (local) differential geometry.
Next we note that since L is not changed by the transformations z 7→ eiϕz with ϕ ∈ R,
it is actually defined by the map [z] : Ω→ CPN , where [z] = {eiϕz | ϕ ∈ R} is the element
of the projective space CPN corresponding to z ∈ S2N+1. We find it often more convenient
to use this latter point of view and describe the model in terms of “unnormalized” fields
ξ 7→ f = (f0, f1, . . . , fN ) ∈ CN+1 \ {0} related to the “z’s” above by
z =
f
|f | , where |f | = (f
† · f)1/2. (2.6)
We shall refer to the “z’s” above as inhomogeneous and to the “f ’s” as homogeneous
coordinates of the model.
Now, using the customary notation for holomorphic and antiholomorphic derivatives
∂ =
1
2
(
∂
∂ξ1
− i ∂
∂ξ2
)
, ∂¯ =
1
2
(
∂
∂ξ1
+ i
∂
∂ξ2
)
(2.7)
and introducing the orthogonal projector on the orthogonal complement to the complex
line in CN+1 determined by f given by
P = 1N+1− 1
f † · f f ⊗ f
† (2.8)
we may express the action functional (2.5) in terms of f ’s by
S =
1
4
∫
Ω
1
f † · f (∂f
†P ∂¯f + ∂¯f †P∂f)dξdξ¯, (2.9)
Since P is an orthogonal projector, it satisfies
P 2 = P, P † = P. (2.10)
The map [z] is determined by a solution of the Euler–Lagrange equations which is asso-
ciated with the action (2.9). In terms of homogeneous coordinates f ’s the equations take
the form
P
[
∂∂¯f − 1
f † · f
((
f † · ∂¯f
)
∂f +
(
f † · ∂f
)
∂¯f
)]
= 0. (2.11)
Using the projector P we can rewrite (2.11) as[
∂∂¯P, P
]
= 0, (2.12)
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or equivalently as the conservation law
∂
[
∂¯P, P
]
+ ∂¯ [∂P, P ] = 0. (2.13)
Further, introducing the (N + 1) by (N + 1) matrix K
K =
[
∂¯P, P
]
=
∂¯f ⊗ f † − f ⊗ ∂¯f †
f † · f +
f ⊗ f †
(f † · f)2
[
(∂¯f † · f)− (f † · ∂¯f)
]
(2.14)
and noting that its hermitian conjugate is
K
† = − [∂P, P ] = −∂f ⊗ f
† + f ⊗ ∂f †
f † · f +
f ⊗ f †
(f † · f)2
[
(∂f † · f)− (f † · ∂f)
]
, (2.15)
we can reformulate (2.13) succinctly as
∂K− ∂¯K† = 0. (2.16)
It follows from the above (2.16) that ∂K is an hermitian matrix, i.e. ∂K ∈ i su(N + 1).
One can check by a straightforward computation that the complex-valued functions
J =
1
f † · f ∂f
†P∂f, J¯ =
1
f † · f ∂¯f
†P ∂¯f, (2.17)
satisfy
∂¯J = 0 , ∂J¯ = 0 (2.18)
for any solution f of the Euler–Lagrange equations (2.11). Note that J and J¯ are invariant
under global U(N + 1) transformation, i.e. f → ψf, ψ ∈ U(N + 1).
3 Some decompositions of SU(N + 1) and related parametriza-
tions of CPN
In this section we collect several facts concerning realization of projective space CPN as
a homogeneous space of the special unitary group SU(N + 1) and discuss related decom-
positions of the group and its Lie algebra su(N + 1). The standard reference, where all
the details missing here can be found, is the book of Helgason[25].
As is well known, the space CPN consists of complex lines through the origin 0 in
C
N+1 (the one dimensional complex subspaces of CN+1). We denote by π the map which
associates to any nonzero vector Z = (z0, . . . , zN ) ∈ CN+1 the line passing through the
origin and Z, so that
π(Z) = {λZ | λ ∈ C} = [z0, z1, . . . , zN ], (3.1)
The numbers z0, z1, . . . , zN , determined up to a nonzero complex number, are called
the homogeneous coordinates of the line π(Z). The restriction of π to the unit sphere
S2N+1 = {Z ∈ CN+1 | Z†Z = 1} remains surjective — the resulting map πH : S2N+1 →
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CPN is known as the Hopf fibration. Observe that if the line l passes through the point
Z0 ∈ S2N+1, then the fiber over l, π−1H (l) = {Z ∈ S2N+1|Z = eiϕZ0, ϕ ∈ R}, is just the
great circle in S2N+1 passing through Z0.
For any given j = 0, 1, . . . , N one introduces the so called affine or inhomogeneous
coordinates defined in the complement of the set Hj = {π(Z) | Z ∈ CN+1∗ , zj = 0} ⊂ CPN
by the prescription
[z0, z1, . . . , zN ] 7→
(
z0
zj
, . . . ,
zj−1
zj
,
zj+1
zj
, . . . ,
zN
zj
)
which sets up a natural isomorphism of CN with CPN \Hj. In the particular case of the
affine coordinates defined in the set U0 = CP
N \H0 we shall write Wi = zi/z0.
By transitivity of the action of SU(N + 1) on the set of lines in CN+1 one has a
natural identification G/K0 ≃ CPN , with K0 denoting the isotropy group of the standard
reference point l0 = πH(e0) = Ce0. Now
K0 = S(U(1)×U(N)) =
{(
(detA)−1 0
0 A
)
| A ∈ U(N)
}
(3.2)
and the identification above is written as CPN ≃ SU(N + 1) /S(U(1)×U(N)). Passing
to the Lie algebra level and denoting the respective Lie algebras by g = su(N + 1) and
k0 =
{(− trA 0
0 A
)
| A ∈ u(N)
}
one has the direct sum decomposition of the isotropy Lie algebra
k0 = c⊕ su(N), where c =
{(−µ 0
0
µ
N
1N
)
| µ ∈ iR
}
≃ iR
with c being its center. To study other decompositions we first recall that the Killing form
of g = su(N + 1) is given by the formula
B(X, Y ) = 2(N + 1) tr(XY ) (3.3)
and is negative definite. The space su(N + 1) of skew-hermitian matrices can thus be given
the structure of a real Euclidean space of dimension N(N + 2) by taking the negative of
the Killing form as the inner product. The orthogonal complement to k0 with respect to
this inner product consists of matrices of the form
Z(x) =
(
0 −x†
x 0N
)
= x⊗ e†0 − e0 ⊗ x†, (3.4)
where x = (x1, . . . , xN ) ∈ CN and 0N is the N × N zero matrix, and this yields the
orthogonal decomposition g = k0 ⊕ p.
This later fact is a starting point for introducing a useful parametrization of the pro-
jective space, analogous to the spherical coordinates on the Euclidean sphere. Observe
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that the adjoint action of the isotropy group K0 on p reduces to the action of U(N) on
C
N given by the following formula(
(detA)−1 0
0 A
)(
0 −x†
x 0N
)(
detA 0
0 A−1
)
=
(
0 −(detA)−1(Ax)†
det(A)Ax 0N
)
The action is clearly transitive on the unit sphere in p and essentially this fact implies
validity of the next result (for a general form of such decompositions cf. [25, p. 402]). To
formulate it we first introduce more notations. Set H = Z(e1) and let a = RH ⊂ p. The
Lie subgroup exp a = {expαH | α ∈ R} of SU(N + 1) consists of matrices
expαH =

cosα − sinα 0sinα cosα 0
0 0 1N−1

 = (R(za) 0
0 1N−1
)
, (3.5)
where we have set R(α) =
(
cosα − sinα
sinα cosα
)
and which is isomorphic to SO(2). The corre-
sponding maximal torus in CPN is
A = (exp a) · l0 =
{[
cosα, sinα, 0, . . . , 0
] | α ∈ R} (3.6)
Denoting further by M ⊂ K0 the centralizer and by M ′ ⊂ K0 the normalizer of a in
K0, i.e. M = {k ∈ K0 | kHk−1 = H} and M ′ = {k ∈ K0 | kHk−1 ⊂ RH}, we see that
M =



u 0 00 u 0
0 0 U


∣∣∣∣∣ U ∈ U(N − 1), u ∈ U(1), u2 detU = 1

 (3.7)
M ′ =



u 0 00 εu 0
0 0 εU


∣∣∣∣∣ U ∈ U(N − 1), u ∈ U(1), ε = ±1, u2 detU = 1

 (3.8)
The factor group M ′/M = Z2 is the Weyl group associated with CP
N .
We can now formulate the main result of this section, which will be used extensively
later on. It describes a certain decomposition of the group SU(N + 1) related to the spher-
ical parametrization of the projective space and is stated as the point c) of the proposition
below. The points a) and b) are included for readers’ convenience and comprise the clas-
sical decompositions found e.g. in [25, p. 402]). It should be pointed out that c) is an
elaboration of the result stated in [40], but proved there only for SU(3).
Proposition 1 (Polar decompositions).
Let G = SU(N + 1), K0 = S(U(1)×U(N)), and let K1 denote the image of SU(N)
in K0 by means of the injection A 7→
(
1 0
0 A
)
. The remaining notations are as explained
above.
a) Every element of G can be written as a product g = k1(exp θH)k2 with k1, k2 ∈ K0.
More precisely, the map
K0 × exp a×K0 ∋ (k1, exp θH, k2) 7→ k1(exp θH)k2 ∈ G (3.9)
arising from the group multiplication, is a smooth surjection.
Surfaces immersed in su(N + 1) Lie algebras 9
b) The map
K0/M ×A ∋ (kM, exp θH · l0) 7→ k · exp θH · l0 ∈ CPN (3.10)
is a smooth surjection and is a double covering on the complement of the point l0 ∈ CPN .
c) Let
δ : U(1) ∋ µ 7→ δ(µ, µ) =
(
µ 0
0 µ
)
(3.11)
be the diagonal embedding of U(1) into SU(2). The map
SU(N)×U(1)×SO(2)×SU(N) −→ SU(N + 1)
(A1, µ, R(θ), A2) 7→(
1 0
0 A1
)
·
(
δ(µ, µ) 0
0 1N−1
)
·
(
R(θ) 0
0 1N−1
)
·
(
δ(µ, µ) 0
0 1N−1
)
·
(
1 0
0 A2
)
(3.12)
is a smooth surjection.
Proof. We are going to prove only part c) of the statement and this follows by simple
matrix calculations from the polar decomposition given in equation (3.9). Assume that
we have a product of the form(
λ1 0
0 A1
)
·
(
R(θ) 0
0 1N−1
)
·
(
λ2 0
0 A2
)
, (3.13)
where Ai ∈ U(N) and λi detAi = 1 for i = 1, 2. By splitting a factor of the form(
δ3(λ, λ, λ
−2) 0
0 1N−2
)
, λ = λ
1/2
1 λ
−1/2
2
from the matrix on the left hand side in this product and commuting it with the middle
term, we can bring the entries in the top left corners of the matrices on both sides of
equation (3.13) to coincide with each other, thus obtaining the product(
λ 0
0 A′1
)
·
(
R(θ) 0
0 1N−1
)
·
(
λ 0
0 A′2
)
with the relations λdetA′i = 1 for i = 1, 2 still satisfied. Now it remains only to split off
the factors of the form
(
δ(λ, λ) 0
0 1N−1
)
from the both extreme terms to get the sought for
form (3.12) of the product. Q.E.D.
Remark 1. The statement in c) above is simply that every element of SU(N + 1) can
be written as a product of four matrices of the above given form, and writing down the
product of the middle terms in equation (3.12) explicitely we obtain(
δ(µ, µ) 0
0 1N−1
)
·
(
R(θ) 0
0 1N−1
)
·
(
δ(µ, µ) 0
0 1N−1
)
=


µ2 cos θ − sin θ 0 . . . 0
sin θ µ−2 cos θ 0 . . . 0
0
...
0
...
1N−1
0 0

 (3.14)
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so that the right hand side of the decomposition (3.12) reduces to


1 0 . . . 0
0
...
A1
0




µ2 cos θ − sin θ 0 . . . 0
sin θ µ−2 cos θ 0 . . . 0
0
...
0
...
1N−1
0 0




1 0 . . . 0
0
...
A2
0

 , (3.15)
where A1, A2 ∈ SU(N), µ = eiα ∈ U(1) and θ, α ∈ R, which up to unimportant changes
in parametrization, is the expression given in [40, Equation (2) on p. 3605].
The polar decomposition (3.9) reduces to the following decomposition of SU(3) which
can be found in the paper of D. J. Rowe and all [40].
Corollary 1. Each element of the SU(3) group can be decomposed into the following
product:
g =
(
1 0
0 U1
)(
δ(λ, λ) 0
0 1
)(
R(α) 0
0 1
)(
δ(λ, λ) 0
0 1
)(
1 0
0 U2
)
, (3.16)
where Ui ∈ SU(2) for i = 1, 2 and
R(α) =
(
cosα − sinα
sinα cosα
)
and δ(λ) =
(
λ 0
0 λ
)
with λ ∈ C with |λ| = 1. Writing this more explicitely we obtain
g =

1 0 00 a1 b1
0 −b1 a1



λ 0 00 λ 0
0 0 1



cosα − sinα 0sinα cosα 0
0 0 1



λ 0 00 λ 0
0 0 1



1 0 00 a2 b2
0 −b2 a2

 (3.17)
where ai, bi ∈ C for i = 1, 2 satisfy |ai|2 + |bi|2 = 1 and λ ∈ C is of modulus 1; |λ| = 1.
Clearly
g =

1 0 00 a1 b1
0 −b1 a1



λ2 cosα − sinα 0sinα λ−2 cosα 0
0 0 1



1 0 00 a2 b2
0 −b2 a2

 (3.18)
We finish this section by presenting the explicit orthogonal bases for the Lie algebras
su(2) and su(3), which will be used in our future discussion of the CP 1 and CP 2 models.
For uniformity we use the inner product
(X,Y ) = −1
2
tr(XY ), (3.19)
where the Killing form is given by the formula
B(X, Y ) =
{
4 tr(XY ), N = 1
6 tr(XY ), N = 2
X, Y ∈ su(N + 1) .
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The orthogonal basis with respect to the Killing form is given for the case N = 1 by the
matrices −iσj , for j = 1, 2, 3, where σj denote the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (3.20)
Now, su(3) is eight-dimensional (over R) and consists of matrices of the form

 ia1 z0 z1−z0 ia2 z2
−z1 −z2 ia3

 , with z0, z1, z2 ∈ C, a1, a2, a3 ∈ R, a1 + a2 + a3 = 0.
For this case we can choose a basis adapted to the decomposition g = k0 ⊕ p, where the
isotropy Lie subalgebra k0 is given by
k0 =



ia0 0 00 ia1 −z
0 z ia2

 | a0 + a1 + a2 = 0, aj ∈ R, z ∈ C

 . (3.21)
and may be further decomposed as
k0 = u(1)⊕ u(2) . (3.22)
Accordingly, as its orthogonal basis, we take {Sj | j = 1, . . . , 4}, where
Sj =
(
0 0
0 −iσj
)
, j = 1, 2, 3, S4 =

−2i 0 00 i 0
0 0 i

 . (3.23)
Its orthogonal complement p consists then of matrices defined in (3.4) which take the form
Z(x) =

 0 −x1 −x2x1 0 0
x2 0 0

 , where x = (x1
x2
)
∈ C2
We suplement the above defined basis of k0 by the following basis for p
S5 = Z(e1) =

0 −1 01 0 0
0 0 0

 , S6 = Z(e2) =

0 0 −10 0 0
1 0 0

 , (3.24)
S7 = Z(ie1) =

0 i 0i 0 0
0 0 0

 , S8 = Z(ie2) =

0 0 i0 0 0
i 0 0

 . (3.25)
and observe that these bases are orthogonal with respect to the Killing form. Thus the
matrices {S1, . . . , S8} form an orthogonal basis for su(3).
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4 The structural equations of surfaces immersed in su(N + 1)
algebras obtained through CPN models
In order to investigate immersions defined by means of solutions of the CPN models and,
in particular, to envisage the moving frames and the corresponding Gauss-Weingarten and
the Gauss-Codazzi-Ricci equations, it is convenient to exploit the Euclidean structure of
the su(N + 1) Lie algebras leading to an identification RN(N+2) ≃ su(N + 1) described in
the previous section.
Let us assume that the matrix K given by (2.14) is constructed from a solution f of
the Euler–Lagrange equation (2.11) defined on an open connected and simply connected
set Ω ⊂ C. The conservation law (2.16) then holds and implies that the matrix-valued
1-form
dX = i(K† dξ +K dξ¯) = i(K† +K)dξ1 − (K† −K)dξ2 (4.1)
is closed (d(dX) = 0) and takes values in the Lie algebra su(N + 1) of antihermitian
matrices. By decomposing dX into the real and imaginary parts we write
dX = dX1 + idX2, (4.2)
where the 1-forms dX1 and dX2 with values in sl (N + 1,R) are anti-symmetric and
symmetric, respectively, i.e.
(dX1)T = −dX1 , (dX2)T = dX2,
with the superscript T denoting the transposition. From the closedness of the 1-form dX
it follows that the integral
i
∫
γ
(K†dξ +Kdξ¯) = X(ξ, ξ¯) (4.3)
locally depends only on the end points of the curve γ (i.e. it is locally independent of the
trajectory in the complex plane C). The integral defines a mapping
X : Ω ∋ (ξ, ξ¯) 7→ X(ξ, ξ¯) ∈ su(N + 1) ≃ RN(N+2) (4.4)
which will be called the generalized Weierstrass formula for the immersion. The tangent
vectors of this immersion, by virtue of (4.1), are
∂1X = i(K
† +K), ∂2X = −(K† −K) (4.5)
and the complex tangent vectors are
∂X = iK† , ∂¯X = iK. (4.6)
Hence a surface F associated with the CPN model (2.11) by means of the immersion
(4.4) satisfies the following
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Proposition 2 (Metric form).
Components of the metric form induced on F by the Euclidean structure in su(N + 1)
defined by the negative of the Killing form (3.3) are given by
g11 = (∂1X, ∂1X) = 2(N + 1)tr(K
† +K)2
g22 = (∂2X, ∂2X) =− 2(N + 1)tr(K† −K)2 (4.7)
g12 = (∂1X, ∂2X) = 2i(N + 1)tr[(K
† +K)(K† −K)].
The components of the metric form with respect to the complex tangent vectors are given
by the following expressions
gξ,ξ = (∂X, ∂X) = J, gξ¯,ξ¯ = (∂¯X, ∂¯X) = J¯ ,
gξ,ξ¯ = gξ¯,ξ = (∂X, ∂¯X) = q,
where J and J¯ are functions defined by (2.17) and q is a non-negative (real valued) function
given by
q =
1
f †f
∂¯f †P∂f ≥ 0.
Consequently the first fundamental form I of the surface F is given with respect to the
complex coordinates ξ, ξ¯ by
I = J dξ2 + 2q dξ dξ¯ + J¯ dξ¯2. (4.8)
In Section 5 we compute explicitely coefficients of the metric form in the case of CP 1
model.
As usual, we denote
g = gξ,ξgξ¯,ξ¯ − g2ξ,ξ¯ = |J |2 − q2
the determinant of the metric form. It is known that the Gaussian curvature of the surface
F with respect to the induced metric is given by
K =
1
2
√
g
∂¯
[
1√
g
(−2∂q + q∂(ln J))
]
. (4.9)
The quantity J dξ2 defined on F, called Hopf differential, is invariant with respect to
conformal changes of coordinates. We use this freedom to simplify the corresponding
equations.
Our next task is to determine a moving frame on the surface F and to write the
corresponding Gauss-Weingarten equations expressed in terms of a solution f satisfying
the CPN sigma model equations (2.11). Using the Gramm-Schmidt orthogonalization
procedure to construct and write explicitly expressions for the normals ηk to a given
surface in RN(N+2) can, in general, be a complicated task. An alternative way we propose
here involves the use of the isomorphism of RN(N+2) with the Lie algebra su(N + 1).
In this representation, the equations for a moving frame on the surface can be written
in terms of (N + 1) by (N + 1) skew-hermitian matrices. To simplify, in the following
calculations we suppress the normalization factor 2(N + 1) in the definition of the inner
14 A M Grundland, A Strasburger and W J Zakrzewski
product in su(N + 1) — cf. (3.3). We introduce real normal vectors η3, . . . , ηN(N+2) to
the surface F and consider the frame
η =
(
η1 = ∂X, η2 = ∂¯X, η3, . . . , ηN(N+2)
)T
with components satisfying the following conditions
(∂X, ηk) = 0 , (∂¯X, ηk) = 0,
(ηj , ηk) = δjk , j, k = 3, . . . , N(N + 2).
(4.10)
Next we define
Jk = tr(∂
2X · ηk), Hk = tr(∂∂¯X · ηk). (4.11)
Now we can formulate the following
Proposition 3 (The structural equations).
For any solution f of the CPN sigma model equations (2.11), such that the determinant
of the induced metric g is nonzero in some neighborhood of a regular point p = (ξ0, ξ¯0) in
C, there exists in this neighborhood a moving frame η on this surface which satisfies the
following Gauss–Weingarten equations
∂ηi = Ailηl , ∂¯ηi = Bilηl, i, l = 1, . . . , N(N + 2) (4.12)
where the N(N + 2) by N(N + 2) matrices A and B have the form
A =


a1,1 a1,2 J3 · · · JN(N+2)
0 0 H3 · · · HN(N+2)
α1,3 β1,3 0 · · · S3,N(N+2)
...
...
...
...
α1,N(N+2) β1,N(N+2) −S3,N(N+2) · · · 0

 , (4.13)
and
B =


0 0 H3 · · · HN(N+2)
a2,1 a2,2 J¯3 · · · J¯N(N+2)
α2,3 β2,3 0 S¯3,N(N+2)
...
...
...
...
α2,N(N+2) β2,N(N+2) −S¯3,N(N+2) · · · 0

 . (4.14)
The elements of A and B take the form
Sjk + Skj = 0 , S¯jk + S¯kj = 0 , j 6= k
α1,j =
1
g
(Hj gξ,ξ¯ − Jj gξ¯,ξ¯) , β1,j =
1
g
(Jj gξ,ξ¯ −Hj gξ,ξ), (4.15)
α2,j =
1
g
(J¯ gξ,ξ¯ −Hj gξ¯,ξ¯) , β2,j =
1
g
(Hj gξ,ξ¯ − J¯j gξ,ξ),
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where
a1,1 = −a2,2 = 1
g
Re
{
1
f †f
(
J¯∂f † + gξ,ξ¯∂¯f
†
)
P∂2f
− 2∂f
†f
(f †f)2
(
∂¯f †P∂f
)
gξ,ξ¯ −
2f †∂f
f †f
|J |2
}
,
a1,2 =
1
g
Re
{ −1
f †f
(
J∂¯f † + gξ,ξ¯∂f
†
)
P∂2f
+
2∂f †f
(f †f)2
(∂¯f †P∂f)J¯ +
2f †∂f
f †f
J gξ,ξ¯
}
,
a2,1 =
1
g
Re
{
1
f †f
(
J∂¯f † + gξ,ξ¯∂f
†
)
P ∂¯2f
− 2∂¯f
†f
(f †f)2
(
∂f †P ∂¯f
)
gξ,ξ¯ −
2f †∂¯f
f †f
|J |2
}
.
(4.16)
The Gauss–Codazzi–Ricci equations are given by
∂¯A− ∂B + [A,B] = 0 (4.17)
and coincide with the equations of the CPN sigma model (2.11).
We note that the elements ai,j are the usual Christoffel symbols.
Proof. Note that for any solution of the CPN equations (2.11) the matrices ∂X and
∂¯X are defined by (4.6). As can be checked by a straightforward computation using (2.11),
the mixed derivatives ∂∂¯X and ∂¯∂X coincide and are normal to the surface
∂∂¯X = [∂P, ∂¯P ]
=
1
f †f
(P∂f ⊗ ∂¯f †P − P ∂¯f ⊗ ∂f †P )
+
1
(f †f)2
(∂f †P ∂¯f − ∂¯f †P∂f)f ⊗ f †
= −[∂¯P, ∂P ] = ∂¯∂X. (4.18)
Combining this equation with the CPN equations (2.11), expressed in terms of the pro-
jector P, we obtain
tr(∂∂¯X · ∂X) = tr([∂P, ∂¯P ] · [∂P, P ]) = 0,
tr(∂∂¯X · ∂¯X) = tr([∂P, ∂¯P ] · [∂¯P, P ]) = 0. (4.19)
As a direct consequence of differentiation of the normals (4.10) we get
(∂ηj , ηk) + (∂ηk, ηj) = Sjk + Skj = 0,
(∂¯ηj , ηk) + (∂¯ηk, ηj) = S¯jk + S¯kj = 0, j 6= k
(4.20)
and
(∂¯ηj , ∂X) + (ηj , ∂∂¯X) = 0,
(∂¯ηj , ∂¯X) + (ηj , ∂¯
2X) = 0,
(∂ηj , ∂X) + (ηj , ∂
2X) = 0,
(∂ηj , ∂¯X) + (ηj , ∂¯∂X) = 0.
(4.21)
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Using the expressions (4.12)-(4.14) and (2)) we come to the following set of linear equations
gξ,ξ¯α1,j + gξ¯,ξ¯β1,j + Jj = 0,
gξ,ξα1,j + gξ,ξ¯β1,j +Hj = 0, j = 3, . . . , N(N + 2)
gξ,ξ¯α2,j + gξ¯,ξ¯β2,j + J¯j = 0,
gξ,ξα2,j + gξ,ξ¯β2,j +Hj = 0,
(4.22)
which allow us to determine elements αi,j and βi,j in terms of the coefficients of the metric
form, Hj and Jj . As can be easily calculated, they take the form (4.15) postulated in
Proposition 3. The second derivatives ∂2X and ∂¯2X are
∂2X =
1
f †f
(P∂2f ⊗ f † − f ⊗ ∂2fP )
+
2
(f †f)2
[
(∂f † · f)f ⊗ ∂f †P − (f † · ∂f)P∂f ⊗ f †
]
,
∂¯2X =
1
f †f
(f ⊗ ∂¯2f †P − P ∂¯2f ⊗ f †)
+
2
(f †f)2
[
(f † · ∂¯f)P ∂¯f ⊗ f † − (∂¯f † · f)f ⊗ ∂¯f †P
]
.
(4.23)
Let us observe that the following traces (and their complex conjugates) vanish:
tr
((
∂2X − a1,1∂X − a1,2∂¯X
) · ∂X) = 0,
tr
((
∂2X − a2,1∂X − a2,2∂¯X
) · ∂¯X) = 0. (4.24)
This means that the vectors corresponding to the matrices (∂2X − ai,1∂X − ai,2∂¯X)
and (∂¯2X − ai,1∂X − ai,2∂¯X) , i = 1, 2 are normal to the surface determined by (4.12).
Substituting (4.23) into equations (4.21) and solving the obtained linear systems we can
determine ai,l, i, l = 1, 2 which prove to be of the form (4.16).
Finally, the Gauss–Codazzi–Ricci (GCR) equations are the necessary and sufficient
conditions for a local existence of a surface and are the compatibility conditions of the
Gauss-Weingarten equations. In our case the GCR equations coincide with the CPN sigma
model equations (2.11) and are given in a matrix form by (4.17). So, with any solution f
of the CPN model we can associate a surface defined by (4.3). Q.E.D.
Making use of the expressions for the second derivatives of X, the induced metric and
for the elements ai,l appearing in matrices A and B, we can write explicitly the second
fundamental form of the surface in terms of the model
II = (∂2X)⊥dξ2 + 2(∂∂¯X)⊥dξdξ¯ + (∂¯2X)⊥dξ¯2
= (∂2X − a1,1∂X − a1,2∂¯X)dξ2 + 2(∂∂¯X)dξdξ¯
+ (∂¯2X − a2,1∂X − a2,2∂¯X)dξ¯2,
(4.25)
where the symbol ⊥ denotes the normal part of matrices ∂i∂jX and the indices i, j stand
for ξ or ξ¯. The quantities ai,l are given by (4.16).
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The mean curvature vector can also be expressed in terms of the model as follows:
H =
1
g
(gξ,ξ(∂¯
2X)⊥ − 2gξ,ξ¯(∂∂¯X)⊥ + gξ¯,ξ¯(∂2X)⊥)
=
1
g
{
gξ¯,ξ¯[∂
2X − a1,1∂X − a1,2∂¯X]− 2gξ,ξ¯∂∂¯X
+gξ,ξ[∂¯
2X − a2,1∂X − a2,2∂¯X]
}
.
(4.26)
The Willmore functional of a surface has the form
W =
∫
Ω
|H|2√g dξ dξ¯. (4.27)
When a solution f satisfying the CPN model (2.11) is defined on the whole Riemannian
sphere S2 then the integral
Q =
i
8π
∫
S2
tr(P · [∂P, ∂¯P ])dξdξ¯
=
1
8π
∫
S2
1
f †f
(∂f †P ∂¯f − ∂¯f †P∂f)dξdξ¯ (4.28)
is an invariant of the surface and is known as the topological charge of the model. If the
integral (4.28) exists then it is an integer which characterizes globally the surface under
consideration.
Summarizing, we can now state the following analog of the Bonnet theorem, cf. [45].
Corollary 2. For the complex-valued function f satisfying the CPN sigma model equations
(2.11), the generalized Weierstrass formula for immersion (4.4), i.e.
X : Ω ∋ (ξ, ξ¯)→ X(ξ, ξ¯) = i
∫
γ
[∂P, P ]dξ + [∂¯P, P ]dξ¯, (4.29)
describes a surface in su(N + 1). This surface is determined by its first and second fun-
damental forms (4.8) and (4.25) uniquely up to Euclidean motions.
Finally, it is worth noting that the method described above may be of use in the study
of the elliptic periodic two-dimensional Toda lattice (2DTL) which is related to surfaces
immersed in su(N + 1) Lie algebra [18]. The equations of 2DTL can be written in a
matrix form as the zero curvature equations ∂¯A − ∂B = [A, B], formally identical with
the Gauss–Codazzi–Ricci equation (4.17), where the two (N + 1) by (N + 1) matrices A
and B are defined as follows
A = −B† =


∂u0 0 0 . . . 0 U0,N
U1,0 ∂u1 0 . . . 0 0
0 U2,1 ∂u2 . . . 0 0
...
...
...
...
...
0 0 0 . . . ∂uN−1 0
0 0 0 . . . UN,N−1 ∂uN


, (4.30)
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where for i, j = 0, . . . , N , we set ui : C → R, u0 + . . . + uN = 0 and Ui,j = exp(ui − uj).
It is known [18] that the zero-curvature equation (4.17) for matrices (4.30) implies the
existence of a complex valued function F : C→ SU(N + 1) such that
F−1∂F = A, F−1∂¯F = B (4.31)
So, according to the Proposition 3, we can identify (4.31) with the complex tangent vectors
(4.6) of the immersion (4.4). Hence the 2DTL equations can be viewed as being associated
with the specific form (2.13) of the CPN model. Establishing this link could be useful
for determining certain geometric characteristics of surfaces corresponding to the elliptic
periodic two-dimensional Toda lattice, but this point will not be considered here.
5 Immersions into the Lie algebra su(2) arising from the CP 1
model
In this section we sketch an application of the techniques developed in the previous sections
to the case of CP 1 sigma model. This allows us to put the results obtained in the earlier
publications[22, 21, 15] in a broader perspective, as well as to point out some further
geometrical properties of surfaces obtained from this model.
The fields of the CP 1 model in the notation of the Section 3 are given by [z] = [f0, f1],
where z = (f0, f1) ∈ S3 ⊂ C2, but it is customary to replace here the homogeneous
coordinates (f0, f1) by the affine coordinate W = f1/f0. The Euler–Lagrange equation
(2.11) reduces to
∂∂¯W − 2W¯
1 + |W |2 ∂W ∂¯W = 0 (5.1)
and the matrix K of the eqn. (2.14) is then given by
K =
1
(1 + |W |2)2
(
W¯ ∂¯W −W∂¯W¯ ∂¯W¯ + W¯ 2∂¯W
−∂¯W −W 2∂¯W¯ W ∂¯W¯ − W¯ ∂¯W
)
. (5.2)
The 1-form dX = i(K†dξ+Kdξ¯) of the eqn. (4.1) defines an immersion into su(2) — to
pass to the Euclidean space R3 we first compute its real and imaginary parts and obtain
dX1 = i
2(1+|W |2)2
[(
0 −∂W¯ − W¯ 2∂W − ∂W −W 2∂W¯
∂W +W 2∂W¯ + ∂W¯ + W¯ 2∂W 0
)
dξ
+
(
0 ∂¯W¯ + W¯ 2∂¯W + ∂¯W +W 2∂¯W¯
−∂¯W −W 2∂¯W¯ − ∂¯W¯ − W¯ 2∂¯W 0
)
dξ¯
]
,
and
dX2 = 1
2(1+|W |2)2
[(
2(W∂W¯ − W¯∂W ) −∂W¯ − W¯ 2∂W + ∂W +W 2∂W¯
∂W +W 2∂W¯ − ∂W¯ − W¯ 2∂W −2(W∂W¯ − W¯∂W )
)
dξ
+
(
2(W¯ ∂¯W −W∂¯W¯ ) ∂¯W¯ + W¯ 2∂¯W − ∂¯W −W 2∂¯W¯
−∂¯W −W 2∂¯W¯ + ∂¯W¯ + W¯ 2∂¯W −2(W¯ ∂¯W −W∂¯W¯ )
)
dξ¯
]
.
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These in turn can be expressed in terms of the Pauli matrices σi (cf. eqn. (3.20)) as
follows
dX1 = idX1σ2 , dX
2 = dX2σ1 + dX3σ3,
where the real-valued 1-forms dXi, i = 1, 2, 3, are given by
dX1 =
i
2(1 + |W |2)2
{
− [∂W¯ + W¯ 2∂W + ∂W +W 2∂W¯ ] dξ
+
[
∂¯W¯ + W¯ 2∂¯W + ∂¯W +W 2∂¯W¯
]
dξ¯
}
,
dX2 =
1
2(1 + |W |2)2
{ [−∂W¯ − W¯ 2∂W + ∂W +W 2∂W¯ ] dξ
+
[
∂¯W¯ + W¯ 2∂¯W − ∂¯W −W 2∂¯W¯ ] dξ¯},
dX3 =
1
(1 + |W |2)2
{[
W∂W¯ − W¯∂W ] dξ + [W¯ ∂¯W −W∂¯W¯ ] dξ¯} ,
(5.3)
which is the generalized Weierstrass formula for an immersion into R3 ≃ su(2). An
interested reader may check that the equations (5.3) yield the classical Weierstrass formula
(1.2) under the substitution W = f1/f0.
Starting from a particular solution W of the CP 1 sigma model equation (5.1) one
constructs an immersion in R3 by the use of the formulae (5.3). The following is now
readily obtained form the Proposition 2.
Corollary 3. For the immersion given by equations (5.3) the coefficients of the induced
metric are given by the following expressions
g11 =
|∂W |2 + |∂¯W |2 + |∂W − ∂¯W |2
(1 + |W |2)2 ,
g22 =
|∂W |2 + |∂¯W |2 + |∂W + ∂¯W |2
(1 + |W |2)2 , (5.4)
g12 =
2 Im(∂W∂W¯ )
(1 + |W |2)2 .
The complex form of the induced metric in this case is given by
gξ,ξ = − ∂W∂W¯
(1 + |W |2)2 , gξ¯,ξ¯ = −
∂¯W ∂¯W¯
(1 + |W |2)2 , gξ¯,ξ =
|∂W |2 + |∂¯W |2
(1 + |W |2)2 . (5.5)
For solutions of (5.1) which are defined over S2, the functionW can be only holomorphic
or antiholomorphic (cf. [47]). For holomorphic W equations (5.5) reduce to
gξ,ξ = gξ¯,ξ¯ = J = 0 , gξ¯,ξ =
|∂W |2
(1 + |W |2)2 (5.6)
implying that the immersion is conformal. These relations, as shown earlier [15], imply also
gξ¯,ξ¯ = |Dz|2. The Gaussian curvature is K = 1, and the first and the second fundamental
forms for the immersion are equal,
II = I =
|∂W |2
(1 + |W |2)2dξdξ¯. (5.7)
20 A M Grundland, A Strasburger and W J Zakrzewski
Moreover, as shown by K. Kenmotsu in [26], the functionW represents the complex Gauss
map of the surface. Geometrically, all that means that solutions of the CP 1 model (5.1)
defined over S2 parametrize the standardly immersed sphere in R3. This had already been
shown in the case of instanton solutions of the SO(3) sigma model in [11].
6 Surfaces immersed in the su(3) algebra
Here we apply our considerations to the CP 2 model for which we construct the associated
immersion of a surface F in R8 and compute some of its geometric characteristics. For the
case of N = 2 we can pass from the representation [z] = [f0, f1, f2] to the inhomogeneous
(affine) coordinates W1 = f1/f0 and W2 = f2/f0. Now the Euler–Lagrange equations
(2.11) take the form
∂∂¯W1 − 2W¯1
A
∂W1∂¯W1 − W¯2
A
(∂W1∂¯W2 + ∂¯W1∂W2) = 0,
∂∂¯W2 − 2W¯2
A
∂W2∂¯W2 − W¯1
A
(∂W1∂¯W2 + ∂¯W1∂W2) = 0,
(6.1)
where
A = 1 + |W1|2 + |W2|2. (6.2)
As was noted in [22], the metric induced by the immersion X(ξ, ξ¯) in R8 ≃ su(3) is
conformal for holomorphic solutions of the CP 2 model defined over S2 and is then given
by
gξ,ξ = gξ¯,ξ¯ = 0, gξ¯,ξ =
|∂W1|2 + |∂W2|2 + |W1∂W2 −W2∂W1|2
A2
. (6.3)
We shall write
gξ¯,ξ = e
1
2
(u+u¯), (6.4)
where u is a complex-valued function of ξ, ξ¯ ∈ C given by
u+ u¯ = ln
{
1
A2
[|∂W1|2 + |∂W2|2 + |W1∂W2 −W2∂W1|2]
}
. (6.5)
Under the above circumstances the following holds:
Proposition 4 (Structural equations for holomorphic CP 2 model).
Any set of holomorphic solutions (Wi, W¯i), i = 1, 2 of the CP
2 sigma model equations
(6.1) defined over S2 such that the induced metric is nonzero in some neighbourhood of
a regular point p = (ξ0, ξ¯0) ∈ C, determines a conformal parametrization of a surface F
immersed in the su(3) Lie algebra. Its moving frame on F can be written in terms of 3 by
3 skew-hermitian matrices and is of the form
η = (∂X, ∂¯X, η1, . . . , η6)
T , (6.6)
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where the complex tangent vectors to the surface F are given by the following traceless
matrices
∂X = − i
A2

 −(W¯1∂W1 + W¯2∂W2) −W¯1(W¯1∂W1 + W¯2∂W2) −W¯2(W¯1∂W1 + W¯2∂W2)d1 W¯1d1 W¯2d1
d2 W¯1d2 W¯2d2

 ,
∂¯X = − i
A2

 W1∂¯W¯1 +W2∂¯W¯2 −d¯1 −d¯2W1(W1∂¯W¯1 +W2∂¯W¯2) −W1d¯1 −W1d¯2
W2(W1∂¯W¯1 +W2∂¯W¯2) −W2d¯1 −W2d¯2

 ,
(6.7)
and where we have defined
d1 = (1 + |W2|2)∂W1 −W1W¯2∂W2,
d2 = (1 + |W1|2)∂W2 − W¯1W2∂W1.
(6.8)
Remark 2. The explicit expressions for the complex normals to this surface immersed in
su(3), in terms of W1 and W2, can be found in the Appendix to [16].
Proof. Due to the normalization of the function X (given by equations (6.4) and (4.6))
we can express the moving frame η = (∂X, ∂¯X, η1, . . . , η6)
T on a surface F in terms of the
adjoint su(3) representation

∂X = eu/2Φ−1Y−Φ,
∂¯X = eu¯/2Φ−1Y+Φ,
ηi = Φ
−1Si+2Φ, i = 1, . . . , 6
(6.9)
where
Y− =
i
2
(S1 − i S2) =

 0 0 01 0 0
0 0 0

 , Y+ = i
2
(S1 + i S2) =

 0 1 00 0 0
0 0 0

 ,
(6.10)
(Φ−1Y−Φ)
† = Φ−1Y+Φ.
Note that {Y−, Y+} span over R, the same space as {S1, S2}. Using the polar decomposition
of the SU(3) group given in Section 3, cf. (3.12), a general SU(3) matrix Φ can be
decomposed into a product of three SU(2) factors. Performing the multiplication in the
expression (3.18) and setting λ = eiφ/2 and α = t, we obtain
Φ =

 eiϕ cos t −a2 sin t −b2 sin ta1 sin t a1a2e−iϕ cos t− b1b¯2 b2a1e−iϕ cos t+ a¯2b1
−b¯1 sin t −a2b¯1e−iϕ cos t− a¯1b¯2 −b¯1b2e−iϕ cos t+ a¯1a¯2

 ∈ SU(3), (6.11)
where the complex-valued functions ai, bi of ξ, ξ¯ satisfy and ϕ, t are real-valued functions
of ξ, ξ¯ ∈ C. The requirement that the parametrization of a surface F is conformal implies
the following relations
(∂X, ∂X) = eutr(Y−)
2 = 0, (∂¯X, ∂¯X) = eu¯tr(Y+)
2 = 0,
(∂X, ∂¯X) = e
1
2
(u+u¯)tr(Y− · Y+) = e
1
2
(u+u¯),
(6.12)
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and
(∂X, ηi) = e
u/2tr(Y− · Si+2) = 0,
(∂¯X, ηi) = e
u¯/2tr(Y+ · Si+2) = 0,
(ηj , ηk) = tr(Sj+2 · Sk+2) = δjk.
(6.13)
Now we have to determine the form of a 8-parameter representation of the matrix Φ in
terms of Wi, W¯i, compatible with the CP
2 sigma model (6.1). Using the 3 by 3 projector
matrix
P = 13− 1
A

 1 W1 W2W¯1 W1W¯1 W¯1W2
W¯2 W1W¯2 W¯2W2

 , (6.14)
we can write the Euler–Lagrange equations (6.1) in the form of a conservation law (2.16)
for the matrix
K =
1
A

 0 −∂¯W¯1 −∂¯W¯2∂¯W1 W¯1∂¯W1 −W1∂¯W¯1 W¯2∂¯W1 −W1∂¯W¯2
∂¯W2 W¯1∂¯W2 −W2∂¯W¯1 W¯2∂¯W2 −W2∂¯W¯2


+
ρ¯
A2

 1 W¯1 W¯2W1 |W1|2 W1W¯2
W2 W¯1W2 |W2|2

 ,
(6.15)
where we have defined the following expression
ρ = W¯1∂W1 −W1∂W¯1 + W¯2∂W2 −W2∂W¯2 (6.16)
and the quantity A is given by equation (6.2). According to (2.14) and (4.6), the matrices
∂X and ∂¯X take the required form (6.7).
Let us note that to satisfy the compatibility condition for (6.9) (i.e. ∂¯∂X = ∂∂¯X) it
is sufficient, in view of the conservation laws (2.13), to postulate that the condition (4.6)
holds for the matrix K given by (6.15). So, we can determine functions ai, bi ∈ C and
t, ϕ ∈ R, appearing in the matrix Φ ∈ SU(3), in terms of Wi and W¯i, i = 1, 2. By a
straightforward algebraic computation we get
Φ =


eiϕA−1/2 W¯1e
iϕA−1/2 W¯2e
iϕA−1/2
ir−1eiϕ(W1∂W1 +W2∂W2)A
−1/2 −ir−1eiϕA−1/2d¯1 −ir−1eiϕA−1/2d¯2
ir−1(W1∂W2 −W2∂W1)e−2iϕ −ir−1∂W2e−2iϕ ir−1∂W1e−2iϕ

 ,
(6.17)
where we have used the notation introduced in (6.8) and have set r2 = A2gξ¯,ξ.
Given the above form of the matrix Φ, the matrices Y−, Y+ and the Si+2, i = 1, . . . , 6
the moving frame (6.9) adopts the required forms (6.6)-(6.7). One can check directly that
it satisfies the Gauss-Weingarten equations (4.12). In our case the corresponding GCR
equations, which are the compatibility conditions for (4.12), coincide with the CP 2 sigma
model equations (6.1). Thus we have proved that any holomorphic solution of the CP 2
model defined over S2 gives a surface conformally immersed in R8 with the moving frame
given by (6.6) and (6.7). Q.E.D
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7 Examples and applications for the CP 2 model
Based on the results of the previous sections we can now construct certain classes of two-
dimensional surfaces immersed in R8. For this purpose we use the CP 2 sigma model
defined over S2. For this model all solutions of the Euler–Lagrange equations (6.1) are
known [47]. If we require the finiteness of the action(2.9) they split into three classes
: holomorphic (i.e. Wi = Wi(ξ)), antiholomorphic (i.e. Wi = Wi(ξ¯)) and the mixed
ones. The latter ones can be determined from either the holomorphic or antiholmorphic
functions by the following procedure [47]:
Consider three arbitrary holomorphic functions gi = gi(ξ) and define for any pair of
them the Wronskian functions
Gij = gi∂gj − gj∂gi , ∂¯gi = 0 , i = 1, 2, 3 (7.1)
Then one can check that the map f = (f1, f2, f3), where
fi =
3∑
k 6=i
g¯kGki , i = 1, 2, 3 (7.2)
is a solution of the CP 2 sigma model, so called the mixed one, and hence the ratios
W1 =
f1
f3
, W2 =
f2
f3
(7.3)
satisfy equations (6.1).
An alternative approach starts with any antiholomorphic functions g¯i = g¯i(ξ¯) and con-
structs functions fi and consequentlyWi as above but using ∂¯ instead of ∂ in the definition
of Gij . It yields results which are complementary to the ones obtained by the first ap-
proach. Let us note here that the requirement of finite action (2.9) excludes solutions
which admit Painleve´ transcendent (i.e. all critical points are fixed independent of initial
data), branch points or essential singularities.
Now, let us discuss some classes of surfaces immersed in su(3) algebra which can be
obtained directly by applying the Weierstrass representation (4.4). For the CP 2 model
(6.1), the matrix K in terms of Wi and W¯i, i = 1, 2 is given by (6.15). From the equation
(4.1) we obtain for the real and imaginary parts of the 1-form dX the expressions
dX1 =
i
2
[
(K† − K¯)dξ + (K−KT )dξ¯
]
,
dX2 =
1
2
[
(K† + K¯)dξ + (K+KT )dξ¯
]
.
(7.4)
Clearly, the matrices dX1 and dX2 are antisymmetric and symmetric, respectively, and
hence can be decomposed in terms of the chosen basis in su(3) given by (3.23)–(3.25) as
follows
dX1 = dX2S2 + dX5S5 + dX6S6,
dX2 = i [dX1S1 + dX3S3 + dX4S4 + dX7S7 + dX8S8] .
(7.5)
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As a result of the decomposition (7.5), there exists eight real-valued functions Xi(ξ, ξ¯) i =
1, . . . , 8 which determine the generalized Weierstrass representation of surfaces associated
with the CP 2 model (6.1). Considering the off-diagonal entries of the matrices dX1 and
dX2 we get
dX1 = [
1
A
(∂W¯1 − ∂W1) + ρ
A2
(W¯1 +W1)]dξ + [
1
A
(∂¯W1 − ∂¯W¯1) + ρ¯
A2
(W¯1 +W1)]dξ¯,
dX2 = −i
{
[
1
A
(∂W1 + ∂W¯1) +
ρ
A2
(W¯1 −W1)]dξ
+ [− 1
A
(∂¯W¯1 + ∂¯W1) +
ρ¯
A2
(W¯1 −W1)]dξ¯
}
,
dX5 = −i
{
[
1
A
(∂W2 + ∂W¯2) +
ρ
A2
(W¯2 −W2)]dξ
+ [− 1
A
(∂¯W¯2 + ∂¯W2) +
ρ¯
A2
(W¯2 −W2)]dξ¯
}
,
(7.6)
dX6 = −i
{
[
1
A
(W1∂W¯2 − W¯2∂W1 −W2∂W¯1 + W¯1∂W2) + ρ
A2
(W1W¯2 − W¯1W2)]dξ
+ [
1
A
(W¯2∂¯W1 −W1∂¯W¯2 − W¯1∂¯W2 +W2∂¯W¯1) + ρ¯
A2
(W1W¯2 − W¯1W2)]dξ¯
}
,
dX7 = [
1
A
(W1∂W¯2 − W¯2∂W1 +W2∂W¯1 − W¯1∂W2) + ρ
A2
(W1W¯2 + W¯1W2)]dξ
+ [
1
A
(W¯2∂¯W1 −W1∂¯W¯2 + W¯1∂¯W2 −W2∂¯W¯1) + ρ¯
A2
(W1W¯2 + W¯1W2)]dξ¯,
dX8 = [
1
A
(∂W¯2 − ∂W2) + ρ
A2
(W¯2 +W2)]dξ + [
1
A
(∂¯W2 − ∂¯W¯2) + ρ¯
A2
(W¯2 +W2)]dξ¯.
From the diagonal entries of the matrix dX2 we obtain
dX3 = 2
{
[
1
A
(W1∂W¯1 − W¯1∂W1) + ρ
A2
|W1|2]dξ
+ [
1
A
(W¯1∂¯W1 −W1∂¯W¯1) + ρ¯
A2
|W1|2]dξ¯
}
,
dX4 = 2
{
[
1
A
(W2∂W¯2 − W¯2∂W2) + ρ
A2
|W2|2]dξ
+ [
1
A
(W¯2∂¯W2 −W2∂¯W¯2) + ρ¯
A2
|W2|2]dξ¯
}
.
(7.7)
Note that by virtue of the conservation law (2.16), the 1-forms (7.6) and (7.7) are the
exact differentials of real-valued functions. The functions Xj(ξ, ξ¯) j = 1, . . . , 8 constitute
the coordinates of the radius vector
~X(ξ, ξ¯) = (X1(ξ, ξ¯), . . . ,X8(ξ, ξ¯)) (7.8)
of a two-dimensional surface in R8. Thus, if the complex-valued functions Wi, i = 1, 2
correspond to any solution of the CP 2 sigma model (2.13), then we can use the generalized
Weierstrass formulae (7.6) and (7.7) to construct a two-dimensional surface in R8 uniquely
defined by this solution.
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Let us note that in the limiting case when
Wi → W√
2
, i = 1, 2, (7.9)
or when we put W1 = 0 or W2 = 0, the Weierstrass formulae (7.6) and (7.7) reduce to
formulae (5.3) describing the immersion in the the CP 1 case. These limits characterize
some properties of solutions of both systems (5.1) and (6.1).
Now, let us discuss some classes of surfaces immersed in R8 which can be determined
directly by applying the Weierstrass representation (7.6) and (7.7).
Example 1. As well known, the simplest case of solutions of the CP 2 model is obtained
by taking Wi to be analytic. In this case ¯∂Wi = 0 and so many expressions in (7.6) and
(7.7) vanish. In fact we get, (with c.c. denoting the complex conjugate)
dX1 = ∂
{W1 + W¯1
A
}
dξ + c.c., dX2 = −i∂
{W1 − W¯1
A
}
dξ + c.c.,
dX3 = 2∂
{ |W1|2
A
}
dξ + c.c., dX4 = 2∂
{ |W2|2
A
}
dξ + c.c..
dX5 = −i∂
{W2 − W¯2
A
}
dξ + c.c., dX6 = −i∂
{W¯1W2 − W¯2W1
A
}
dξ + c.c.,
dX7 = ∂
{W¯1W2 + W¯2W1
A
}
dξ + c.c., dX8 = ∂
{W2 + W¯2
A
}
dξ + c.c.
(7.10)
These expressions can be easily integrated giving us, up to overall constants that can
be added to any Xi:
X1 =
{W1 + W¯1
A
}
, X2 = −i
{W1 − W¯1
A
}
, X3 = 2
{ |W1|2
A
}
,
X4 = 2
{ |W2|2
A
}
X5 = −i
{W2 − W¯2
A
}
, X6 = −i
{W¯1W2 − W¯2W1
A
}
,
X7 =
{W¯1W2 + W¯2W1
A
}
, X8 =
{W2 + W¯2
A
}
.
(7.11)
Note that in general we have a surface in R8. Using (6.3) it is very easy to calculate
the curvature as we know that
gξ¯,ξ = A
−2{|W˙1|2 + |W˙2|2 + |W1W˙2 −W2W˙1|2}, gξ,ξ = gξ¯,ξ¯ = 0, (7.12)
where the dot denotes the differentiation with respect to ξ. Then the Gaussian curvature
is given by
K = − 2
gξ¯,ξ
∂∂¯ ln gξ¯,ξ. (7.13)
Now, by setting W2 = 0 the above model is reduced to the CP
1 case, with
X1 =
W1 + W¯1
1 + |W1|2 , X2 = i
W¯1 −W1
1 + |W1|2 , X3 = 2
|W1|2
1 + |W1|2 (7.14)
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and the remaining components Xi = 0 (for i = 4, . . . , 7).
Note that in this case our surface is the surface of an appropriately located sphere. To
see this note that
X3 = 1 +
1− |W1|2
1 + |W1|2 . (7.15)
Then we have
X21 + X
2
2 + (X3 − 1)2 = 1 (7.16)
and so we see that all the points lie on the surface of a sphere of unit radius, centred at
(0, 0, 1). Of course, the number of times this surface is covered depends on the degree
of W1, i.e. the topological charge of the map. This is, of course, consistent with (7.13),
which gives a constant.
In the CP 2 the situation is more complicated but also more can be said about the
surface; i.e., for example, all points lie on the hyperellipsoid surface
X21 +X
2
2 +X
2
3 +X
2
4 +X
2
5 + 2X
2
6 + 2X
2
7 +X
2
8 = 2. (7.17)
However, the Gaussian curvature is not necessarily constant. To see this we use (7.13)
and consider very specific fields, namely:
W1 = aξ, W2 = ξ
2. (7.18)
Then
gξ¯,ξ =
a2 + 4|ξ|2 + a2|ξ|4
(1 + a2|ξ|2 + |ξ|4)2 (7.19)
and so
∂∂¯gξ¯,ξ = 4
(a2 + a2|ξ|4 + a4|ξ|2)
(a2 + 4|ξ|2 + a2|ξ|4)2 − 2
a2 + a2|ξ|4 + 4|ξ|2
(1 + a2|ξ|2 + |ξ|4)2 . (7.20)
Then
K = −4 + 8a2 (1 + a
2|ξ|2 + |ξ|4)3
(a2 + 4|ξ|2 + a2|ξ|4)3 (7.21)
which shows that the curvature is constant only when a = 0 or a =
√
2, but not in other
cases. Hence, in general, the surfaces do not have a constant Gaussian curvature.
Example 2. The simple mixed solution obtained by choosing g1 = 1, g2 = ξ, g3 = ξ
2
in the formulae (7.1)–(7.3) gives us the following
W1 =
−ξ¯(1 + 2|ξ|2)
ξ(2 + |ξ|2) , W2 =
1− |ξ|4
ξ(2 + |ξ|2) . (7.22)
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The Weierstrass representation (7.6), (7.7) can be integrated and it leads to the following
expression for the immersion of our surface in R8 in polar coordinates (r, ϕ) by
X1(r, ϕ) =
−12r4 cos 2ϕ
(1 + r2 + r4)(1 + 4r2 + r4)
,
X2(r, ϕ) = − 12r
4 sin 2ϕ
(1 + r2 + r4)(1 + 4r2 + r4)
,
X3(r, ϕ) =
−4(4r6 + 6r4 + 9r2 + 2)
(1 + r2 + r4)(1 + 4r2 + r4)
,
X4(r, ϕ) =
12r2(1 + r4)
(1 + r2 + r4)(1 + 4r2 + r4)
,
X5(r, ϕ) = − 2(r
8 + 7r6 − r2 − 1) sinϕ
r(1 + r2 + r4)(1 + 4r2 + r4)
,
X6(r, ϕ) = −−4(r
8 − 2r6 − 4r2 − 1) sinϕ
r(1 + r2 + r4)(1 + 4r2 + r4)
,
X7(r, ϕ) =
−4(r8 − 2r6 − 4r2 − 1) cosϕ
r(1 + r2 + r4)(1 + 4r2 + r4)
,
X8(r, ϕ) =
−2(r8 + 7r6 − r2 − 1) cosϕ
r(1 + r2 + r4)(1 + 4r2 + r4)
.
(7.23)
The curvatures can be calculated, but the expressions are rather involved, so we omit
them here.
Example 3. Another interesting class of mixed solutions of the CP 2 model is given by
W1 =
ξ + ξ¯
1− |ξ|2 , W2 =
ξ¯ − ξ
1− |ξ|2 . (7.24)
In this case the system of Euler–Lagrange equations (6.1) simplifies considerably and there-
fore the Weierstrass formulae (7.6), (7.7) can be easily integrated. In polar coordinates,
setting r = eϑ, we obtain
X2(ϑ,ϕ) = e
−ϑ tanhϑ sinϕ, X8(ϑ,ϕ) = e
−ϑ tanhϑ cosϕ,
X7(ϑ,ϕ) = e
−ϑ sech ϑ, X1 = X3 = X4 = X5 = X6 = 0.
(7.25)
This describes a surface of revolution which is contained in a subspace of dimension 3 (see
Fig. 1). The first and second fundamental forms are
I =
1
r2(1 + r2)2
[
1
r2
(r4 + 6r2 + 1)dr2 + (r2 − 1)2dϕ2
]
,
II =
4
(1 + r2)2(r4 + 6r2 + 1)1/2
[
(r2 + 3)dr2 + r2(r2 − 1)dϕ2] . (7.26)
The Gaussian and mean curvature are
K =
16r8(r2 + 3)
(r4 + 6r2 + 1)2(r2 − 1) ,
H =
r4(r4 + 4r2 − 1)
(r4 + 6r2 + 1)3/2(r2 − 1).
(7.27)
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Since the curvatures are not constant, the surface cannot be obtained from the CP 1 model.
8 Concluding remarks and prospects for future develop-
ments
There are reasons to expect that the association between the Weierstrass representa-
tion of surfaces immersed in su(N + 1) Lie algebras and the solutions of the Euclidean
two-dimensional CPN sigma models, described in this paper, can be found also for
more general sigma models. A good object of the investigation in this direction are the
complex Grassmannian sigma models which take values on symmetric spaces SU(m +
n)/(S (U(m)× U(n)). These models share many important common properties with the
CPN models considered here. They possess an infinite number of conserved quantities, as
well as infinite-dimensional dynamical symmetries which generate the Kac-Moody alge-
bra. The Grassmannian sigma model equations, just like those of the CPN models, have
a Hamiltonian structure and complete integrability with a well formulated linear spectral
problem. Many classes of solutions of these equations are known, see eg.[47, 20]; they can
be expressed in terms of holomorphic functions and functions obtained from them by a
procedure which is a generalization of the transformation which generates all solutions of
the CPN models.
The complex Grassmannian sigma model in two Euclidean dimensions are defined in
terms of fields
g = g(ξ, ξ¯) ∈ SU(N + 1) (8.1)
where ξ = ξ1+iξ2, taking values in the complex Grassmann manifold SU(N + 1) /S(U(m)×U(n)),
where N + 1 = m+ n. By decomposing g into two blocks
g = (X,Y ), X = (z1, . . . , zm), Y = (zm+1, . . . , zN+1),
where zi are (N + 1)−component orthonormal column vectors,
z†i · zk = δik (8.2)
we define the projector matrix P (P † = P , P 2 = P ) as
P = X X† =
m∑
l=1
zl z
†
l . (8.3)
In general, it has higher rank than the corresponding matrix for the CPN model. However,
the equation of motion in terms of P in this case has the same form as (2.4) and is obtained
by minimizing the action of the Lagrangian
L = tr
[
(DµX)
† · (DµX)
]
, (8.4)
where DµX is the covariant derivative for X,
DµX = ∂µX −X(X† · ∂µX). (8.5)
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The above fact implies that our method can be successfully used for constructing surfaces
associated with the complex Grassmannian sigma models. The question of the diversity
and complexity of these surfaces, however, remains open and has to be answered in further
work.
In this paper we have shown how to generalize the old idea of Enneper [10] and Weier-
strass [44] in connection with the CPN sigma models and their group properties. We
have found the structural equations of surfaces immersed in su(N + 1) Lie algebras and
expressed them in terms of any solution of the CPN model. The most important ad-
vantage of the presented method is that it is quite general. In constructing surfaces we
proceeded directly from the given CPN model, without refering to any additional consid-
erations. Another important advantage of our method is that, due to the conservation
laws of the CPN model, the obtained expressions for surfaces are given at least in the
form of quadratures.
We have discussed in detail the geometrical aspects of the constructed surfaces. Namely,
we have demonstrated through the use of moving frame that one can derive, via the
CPN models, the first and the second fundamental forms of a given surface as well as
relations between them as expressed in the Gauss–Weingarten and the Gauss–Codazzi–
Ricci equations. We have illustrated the proposed method of constructing surfaces in the
case of low dimensional su(N + 1) Lie algebras.
A systematic application of the group theory makes its possible to obtain large num-
ber of particular solutions of the CPN equations and associated surfaces in RN(N+2). A
question arises whether these solutions, corresponding to specific boundary conditions,
are actually observable in nature. The answer depends to a large degree on their sta-
bility. Stable solutions should be observable and should also provide the starting point
for perturbative calculations. These should in turn provide good approximative solutions
relevant for situations in which the group-theoretical solutions no longer apply. In this
context another question arises, namely what physical insight one gains from exact ana-
lytic expressions for surfaces. A particular answer is that they show up qualitative features
that might be difficult to detect numerically. We hope that our approach and our results
may be useful in applications to the study of surfaces which arise in physics, chemistry
and biology, by providing explicit models in situations which have been well investigated
experimentally but for which the theory is not yet well developed. Further exploration
of relations between various properties of harmonic maps S2 → CPN and properties of
surfaces in planed for future work.
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Figure 1. The surface associated with the solution (7.25).
