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INTRODUCTION 
Le but de ce travail est d’ttendre a certains operateurs hypoelliptiques 
(images par une representation d’un groupe nilpotent G d’operateurs 
invariants a gauche) la methode classique de dkmonstration d’inegalids L2 
par transformation de Fourier utilisee pour les operateurs a coefficients 
constants. 
Si P(D,) est un operateur elliptique, homogene d’ordre m, a coefficients 
constants, I’inegalite classique: 
resulte de la suivante: 
qui provient elle-mCme de la continuite des deux membres, du fait que celui 
de droite est non nul, et de la compacite de S- ‘. 
Si maintenant l’optrateur etudit est l’image d’un operateur homogene 
invariant a gauche P par une representation p d’une forme d&rite au sec- 
tion 1, on a defini dans un livre [3] avec B. Helffer un ensemble r de 
representations irreductibles de G, tel que l’injectivite de U(P) pour tout 
17 E r est ntcessaire pour l’intgalitt analogue a (0.1) (voir definition 1.5). 
Nous dtmontrons ici la reciproque (theoreme 1.6). L’etape la plus dif- 
ficile est celle de la continuitt pour les inegalitts analogues a (0.2). L’espace 
topologique qui remplace la sphere S”-’ est le quotient de l’ensemble 
e\ (0 > des representations unitaires irreductibles non triviales de G par 
l’action des dilatations, cet espace etant muni de la topologie quotient. On 
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utilise pour l’analogue de (0.2) une propriete voisine de la semi-continuitt, 
exprimee dans le thtoreme 1.2, et qui avait tte demontree dans un cas par- 
ticulier dans [3, chap. VIII]. Les arguments qui permettent de deduire 
l’analogue de (0.1) de cette propritte sont les memes que dans [3]. En par- 
ticulier, on prouve une nouvelle fois la conjecture de Rockland [lo] par 
une methode plus simple que dans [2] et [7]. 
On a montre dans [9] qu’une condition d’injectivite analogue a celle du 
theoreme 1.6 est necessaire pour des inigalites analogues a (0.1) pour des 
operateurs pseudo-differentiels plus gineraux. Le theoreme 1.2 sera peut- 
etre une premiere etape vers la preuve de la reciproque. 
Les diffeomorphismes construits en section 5 sont inspires de ceux 
qu’emploie Egorov dans [l] (voir aussi Hormander [4]). 
Je remercie Y. Guivarc’h et J. Camus de m’avoir suggere ce probleme. 
1. ENONCE DU R~SULTAT 
On considere une algebre de Lie nilpotente 9, admettant une decom- 
position en somme directe de sous-espace 9, (1 <.j < r) tels que: 
[p,, fkl =8,+k si j+k<r 
=o si j + k > r. 
(1.1) 
On considere une base (X,) de 8, dont chacun des elements est dans l’un 
des sous-espaces pj, l’indice j correspondant etant note 1 II. 
On designe par a&) l’ensemble des expressions polynomiales non 
commutatives, homogenes de degre k, par rapport aux X,. On notera (Aik) 
une base de %&). Pour l’homogeneite, les X, ont le poids (II. 
Dans toute la suite, on considere un entier m >O, et on supposera 
toujours que l’une des deux hypotheses suivantes est verilite: 
- ou bien 9 est “stratifiee,” c’est a dire 
(Ho) 
I- 
engendree par le sous-espace 9,. 
ou bien m est un multiple commun de 1, 2 ,..., Y. 
On considere un element P de %&), lixe dans toute la suite, et les 
elements A, homogenes de m&me degrt m seront notes simplement A,. 
On notera 6, l’application lintaire de 9 telle que 6,(X,) = t”‘X, (t > 0, 
I II <r), et par 8: sa transposie. 
A toute forme lineaire 1 E g*, on associe classiquement une representation 
unitaire irreductible ZZ, du groupe G = exp f (voir Kirillov [6], ou bien 
[3]). La representation ZZ, sera realisee dans L2(Rk(‘)), ou k(1) est un entier 
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dependant de 1. On notera aussi Z7, la representation correspondante de 
I’algebre 8. Pour toute representation irrtductible l7~ 6, l’ensemble des for- 
mes lineaires fog* telles que I7 soit equivalente a I7, est appele orbite de II 
et note U(n). Si IeO(ZZ), on pose H,=L2(Rk”)) et 9&=9(Rko)). 
La topologie de I’ensemble quotient Cvoque dans I’introduction n’est pas 
separie, ce qui nous amene B associer a toute suite (I7,) (v E N) dans d un 
ensemble limite 9, selon la definition suivante: 
DEFINITION 1.1. Si (I7,) (v EN) est une suite dans c?‘, on notera 9’ l’en- 
semble des formes lineaires 1~9 * telles qu’il existe une suite d’entiers (n,), 
tendant vers + co, une suite ( zy) dans R +, et, pour tout q E N, un Clement jy 
dans O(ZI,J, tels que 
1= lim Scl,. (1.2) 
4-m 
Le rtsultat principal de ce travail est le suivant: 
TH~OR~ME 1.2. Soit (II,) (v E N) une suite de reprkentations unitaires 
irrkductibles non triviales de G. On suppose qu’il existe Co > 0 tel que I’on 
ait: 
T II 4Vj)f II 2 d co II H,(P)f II z (1.3) 
pour tout 1 dans I’ensemble 8 ci-dessus, et pour tout f dans Yn,= Y(Rk(‘)). 
Alors, pour tout E > 0, il existe un entier N(E) tel qu’on ait, pour tous v > N(E) 
et J‘E ?hp 
c 11 WA,f 11'6 (co + E)ll nv(P)f 11'. (1.4) 
On designe par H; l’espace des fonctions f E H, telles que 17(A) f soit 
dans H, pour tout A E e&Z) (k Gm), cet espace etant muni de sa norme 
naturelle. On sait qu’il existe en entier m. tel que l’injection de Hz0 dans 
H, soit compacte, pour tout IKE C?\ {O}. Si 9 est engendree par le sous- 
espace g,, on a mo= 1. Avec les memes arguments que dans [3], on deduit 
du theoreme 1.2 la consequence suivante: 
TH~OR~ME 1.3. On suppose que m > mo. Soit F un sous-ensemble fermt 
de g*, stable par les dilatations 6 I”, On suppose que F est une @union d’or- 
bites, et que, pour tout IE F\ {0}, l’ophateur I7,(P) est injectf dans 
9’(Rk”)). Aiors il existe Co > 0 tel que (1.3) soit vtr@e pour tout 1 E F et 
pour tout f s Y( Rk(‘)). 
Soit maintenant IZ un element tixe de e\ (0). On note f(n) l’ensemble 
des formes liniaires 1 E 9 * telles qu’il existe une suite (I,) dand l’orbite O(Z7) 
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et une suite (tY) dans R+, tendant vers 0, telles que I= lim,,,, SEl,, (cone 
asymptotique de l’orbite). On dtduit aussi du theoreme 1.2, avec les memes 
arguments que dans [3], la proposition suivante: 
PROPOSITION 1.4. Soit I7 E I?\ { 0 3. On suppose m 3 m,. Les deux 
propri&ts suivantes sont kquivalentes: 
(i) L’ophateur II(P) = H’f?, + H, est d’imagefermhe, et son noyau est 
de dimension ,finie. 
(ii) Pour tout 1~ r(n)\{O}, l’ophrateur n,(P) est injecttf fans Y;,,,. Si 
ces conditions sont satisfaites, le noyau de I7( P) est contenu dans <U;,. 
Soit maintenant fl une representation de 9 dans Y(R”) telle que, pour 
tout XE~, l’operateur n”(X) soit de la forme suivante: 
nO(X,=A:(X)~+A2(x 
I 
,,X)~+-+A,;(x, ,...,. Y,, ,)g- (1.5) 
2 ,I 
oh les Ai( ., X) sont des polynomes reels, ne dependant que des variables 
indiquees. On fait I’hypothbe suivante: 
U-f,) 
i 
11 existe x0 E R” tel que les formes lineaires 
X + Aj(xo, X) sont lintairement independantes dans a*. 
Cette condition, qui est Cquivalente a la condition des crochets de 
Hiirmander, est alors verifiee en tout point. On peut identifier fl a la 
differentielle de la representation quasireguliere de G dans L’(H\G), oti H 
est un sous-groupe de G. 
DI~FINITION 1.5. Pour tout x0 E R”, on dhigne par f xg I’ensemble des 
formes li&aires 1 E g* telles qu’il existe une suite (x,,, <,,) dam R’“, et une 
suite (t ,,) dans R + , telles gue: 
1(x,)= hm b t~!n0(X,)(x,,, t,,) si (Z)<r (1.6) 
On a design& par P(X)(x, 5) le symbole complet de l’opirateur differen- 
tie1 IT”(X). On deduira des theoremes 1.2 et 1.3 le suivant: 
TH~OR~~ME 1.6. Pour tout X,E R”, les deux propriCtt% suivantes sent 
gquivalentes, si m > m, : 
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(i) II existe un voisinage V de x0 et une constante C > 0, tels qu’on ait: 
C ll~(~j)fI12~CCIlnO~P~f112+II f /I 21 'fEc,"tv) (1.7) 
(ii) Pour tout 1 E r,\ {0}, I’opPrateur 17,(P) est injectif dans $,,,. 
L’implication (i) =z. (ii) est demontree dans des situations plus generales 
dans [9]. Rappelons que l’inegalitt (1.7) entraine l’hypoellipticite de 
l’optrateur p(P). Lorsque R” est muni d’une famille de dilatations telle 
que les operateurs n”(X,) soient quasi-homogenes de degre ( 11, et lorsque 
x,, = 0, l’ensemble r,.. coincide avec le spectre de fl (voir [ 3, chapitre II] t 
En particulier, si n0 est la representation reguliere de G, le spectre est G 
tout entier, et l’on retrouve la conjecture de Rockland. 
2. FORME EXPLICITE DU RBSULTAT 
Nous allons enoncer un resultat plus general, dont se deduiront les 
theoremes 1.2 et 1.6. On designe par E l’ensemble des representations n de 
9 dans Y(R”) telles que, pour tout XE~, l’operateur n(X) soit de la forme 
suivante: 
n(x) = Al(W ~+A,(% x,-&+ . ..+A.,(x, ,..., xn-,, X)& 1 2 H 
+ 8(x, X) (2.1) 
oti les A,( ., X) et B( ., X) sont des polynbmes reels, ne dependant que des 
variables indiquees, et telles que la representation fl associee 
mm= i Aj(X, x); ;=1 I (2.2) 
v&tie l’hypothese (H,) de la section 1. L’ensemble E comcide avec l’ensem- 
ble des representations induites a partir de sous-algebres de codimension n 
(section 1.6 du chapitre II de [3]). 
On considere maintenant une suite (Z7,) (v E N) dans E et une suite (K,) 
de fermes de R”. Pour tout XE~, on note n,(X) (x, l) le symbole complet 
de l’operateur n,(X). On fait l’hypothbe suivante: 
032) C I n,W,)(x, 511 # 0 V(x, 5) E R2” VVEN. 
111 <r 
INhGALITbS L*ET GROUPES NILPOTENTS 305 
DEFINITION 2.1. On designe par $P l’ensemble des formes lintaires 
1 E p* telles qu’il existe une suite (n,) d’entiers, tendant vers + co, et, pour 
tout q E N, un point (x,, c,) dans KRI x R” et un reel t, > 0 tels que: 
TH~OR~ME 2.2. Soient (II,) une suite de reprt+sentations duns E, &rifiant 
(Hz), (K,) une suite de fermks, et .Y l’ensemble ci-dessus. On suppose qu’il 
existe Co > 0 tel que (1.3) soit vkrifite pour tous I E 9 et f E y;l,. Alors, pour 
tout c >O, il existe NC,, > 0 tel qu’on ait (1.4) pour tous v 3 NC,, et 
J‘E C,“(K,,). 
Montrons maintenant comment les theoremes 1.2 et 1.6 se deduisent du 
thioreme 2.2. 
Preuve du ThPorPme 1.2. 11 suflit de demontrer ce thtoreme lorsque les 
representations IT, soint toutes realisees dans L2(R”), puis de faire varier n. 
On sait [3, chapitre II] que, si DE G est realisee dans L’(R”), alors la 
differentielle de 17 est dans E, et que son orbite O(n) comcide avec 
I’ensemble des formes lineaires ltr,C, suivantes: 
1 
ou (x, 4) varie dans R*“. Par consequent, si (n,,) est une suite de telles 
representations, l’hypothese (H,) est vtrilite, et si K,, = R” pour tout v E N, 
l’ensemble $P de la definition 2.1 comcide avec celui de la definition 1.1. Par 
consequent le theoreme 1.2 se dtduit du theoreme 2.2. 
Le thtoreme 1.3 et la proposition 1.4 se diduisent simultanement du 
thtoreme 1.2, par recurrence sur r, avec les mCmes arguments que dans 
[ 3, chapitre VIII, Sections 3 a 51. 
Preuve du ThPorSme 1.6 (implication (ii) * (i)). On montre facilement 
(voir [3]) que l’ensemble r,,, vtrilie les trois hypotheses du theoreme 1.3. 
Par consequent, sous l’hypothese (ii), il existe Co >O tel que (1.3) soit 
veriliee pour tout 1 E r,,. On montre ensuite qu’il existe un voisinage 1/ de 
x0 tel qu’on ait: 
c II wqf II *d 2co II n,(P)f /I * (2.5) 
pour tout IE r,, x E V, et pour tout f~ y;I,. Pour cela, on raisonne par l’ab- 
surde : s’il existait une suite (x,) tendant vers x0, et, pour tout v E N, un 
Clement I,, de I-,,, contredisant (2.5), on montre facilement que l’ensemble Y 
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associe a la suite I-I, serait contenu dans c,,. Par consequant, le 
theoreme 1.2 serait en contradiction, pour v assez grand, avec l’hypothese 
du raisonnement par I’absurde. 
Enfin, on dtmontre (1.7) avec les m&mes arguments qui servaient 
prouver la proposition 1.4 dans [3 J. On considere I’algebre @ = 9 x R, telle 
que 9 x (0) soit isomorphe a 9 et que X, = ‘(0, 1) commute avec 5. On 
pose 6,(X, y) = (6,X, ty) pour tout (X, y) ~6. On dtlinit une suite de 
representations 17,, de g dans Y(R”) en posant: 
n”(x) = mm si XE~X (0) “9 
f&Y,) = iv. 
Si K est un compact de I’, on voit facilement que l’ensemble -I? c,* 
associe a la suite 17, et a K, = K est tel que la restriction I de tout element 
IE 2 a 9 est dans la reunion des T,(x E K). Le systeme des X;; ~- k AJk (01‘1 
A, est une base de @k(g)) forme une base de 9&(g), qu’on notera Aj. On 
voit que si It5 9, alors B7(X0) est un scalaire, note iA. On sait que, sous 
I’hypothese (H,), pour tout E>O, il existe C(E) >O tel que: 
m-l 
c ~~2’m-k)~~~,(A,k)fI12~&~ II~,(A,)~II’+C(E)%*~~ Ijfll’ (2.6) 
k=O ; i 
pour tous feg*, A 3 0 etfe 9&. On deduit de (2.5) et (2.6) que I’on a, avec 
un autre C(E) > 0 
c II mqu” II2 d PC, + &)I/ fl,(P)f II2 + C(&NI hwo)2mf II2 
pour tous 7~ 8 et f~9& D’aprb le theoreme 2.2 (ou, plus exactement, 
d’apres son extension aux sysdmes surdetermines, qui se demontre de 
man&e identique), il existe N(E) > 0 tel que 
c II G(A”,)f II * d wo + 2-5111 n,iof II 2 + (C(E) + &Ill K(~o)‘“‘f II * 
pour tous v 2 N(E) et fo C?(K). Cette intgalitl entraine bien (1.7). 
Le reste de ce travail est consacre a la preuve du theoreme 2.2, qui sera 
demontrt par recurrence sur l’entier n. 11 est evident si n = 0, c’est a dire 
pour les suites de representations scalaires. Nous supposerons done le 
theoreme demontre pour les suites l7” realisees dans Rk (k d n - 1). 
Conventions d’kriture. Dans toute la suite, si n, est une representation 
dans E, dtpendant d’un parametre quelconque A, alors, pour tout XE~, les 
coefficients de n,(X) dans l’tcriture analogue a (2.1) seront notes 
Aj( ., A’, A) et B( ., X, A), et la representation associee comme en (2.2) sera 
notte q. 
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On dira qu’une famille de polynomes Pi, dtpendant dun parametre A, 
est bornee si le degre et les coeffkients de P;, sont born&s indtpendamment 
de A. 
Nous allons maintenant rappeler deux propositions qui seront utilistes 
plusieurs fois. 
TH~OR~ME 2.3. Soient I7 une reprdsentation dans E, x,, un point de R” et 
C > 0. Les deux propriktts suivantes sont tiquivalentes: 
(i) On a, pour tout f E ,V( RI’) 
c II WA,)f II 2 d c II mp1J’ II z 
(ii) Pour tout 4 E R”, si lc.ro,;, est la,forme Maire dtifinie en (2.4), on a 
Ce theoreme resulte des sections 1.6 et 2.2 du chapitre II de [3]. Si la 
condition (i) est verifiee en un point x0, elle est vtrifite en tout autre point 
,ro car on voit que toute forme f, Vo.rl, est dans l’orbite dune forme i,r,j.lr, 
grace a l’hypothese (H , ). 
On considere maintenant une famille de representations Z7(,,,) dans E, 
qui depend de A > 0 et d’un autre parametre p qui decrit un ensemble 1. 
Soit K un compact de R”, indbpendant de i, et p. On fait les hypotheses 
suivantes: 
(1) Pour tout XEg, les polynomes A,( ., X, i., p) et i ‘B( ., X, A, p) 
sont born& independemment de A et p. 
(2) II existe un voisinage E de K et une constante C > 0 tels que: 
Jr Incr.p)(X,)(x, t)l B C(l4l +j~) (2.7) 
pour tous xf$ <ER”, jk>O et pel. 
TH~ZOR~ME 2.4. Sous Ies hypothgses ci-dessus, il existe C > 0 et i, > 0 tels 
Dkmonsrration. (1) Cas oh m est multiple common a 1, 2,..., r. On 
considere les operateurs suivants dans R”, x R, 
P,(x, D,, D>,)= i A.i(x, X,, %, p)&+f B(x, X,, i,p)i. 
,=I I * 
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Les coefficients de ces champs de vecteurs sont born& dans C”(R” + ’ ) 
indtpendemment de 1 et p. D’apres (2.7) on a: 
pour tous xei?, (t,v)~R”+‘, A >O et p EZ. Soit L le compact 
&x C-L 11,. 
D’apres I’ellipticiti du systeme, il existe C > 0, independant de I et p, tel 
que : 
Ii /I 
$ ‘4c 1 Il~,(~~D.~~D,)gll*+C I/ gll* vg E CgqL). 
111 <r
On en deduit que, pour tous q E R et f~ C:(K), on a : 
II Yf- II 2 G c c II P,(x, D.Y, ?)f II 2 + c II f II 2. 
111 <r 
En particulier, pour q = 1. 
II Af II * G c ,,z, II n(i,p)(x,)S II 2 + c II f II 2. (2.9) 
En rtittrant m/r fois, on obtient : 
II n”“f II * d c II f II k;, ,, , (2.10) 
, I 
D’apres (2.6), si k < m 
Toutes Ies constantes C sont indtpendantes def; 1 et p. L’inegalitt (2.8) 
se deduit de (2.10) et (2.1 l), si 1 est assez grand. 
(2) Cas od 9 est stratifite. On designe par X, ,..., A’, une base du 
sous-espace 8,. On associe aux optrateurs Z7cr,p,(Kj) des champs de vec- 
teurs Pj(x, D,, 0.“) dans R”+ ’ comme ci-dessus. Ces champs vtrifient la 
condition des crochets de Hormander dans Rx R. On leur applique 
l’inegalitt de Rothschild et Stein [ll], dont on deduit la consequence 
suivante : 
II A”‘f II G c 1 II qi.,,,(qI- II + II f II Vf c C,“(K). 
Cette inegaiitb peut aussi se dcduire de (2.9) par le theoreme d’inter- 
polation de [S]. En reiterant, on obtient (2.8) pour tout entier m. 
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3. UN CAS PARTICULIER 
Le but de cette section est de dtmontrer une variante du theoreme 2.2 
lorsque les hypotheses suivantes sont aussi verifiees: 
(H3) Pour tout XE 9, les polynomes Ai( ., X, v) et B( ., X, v) 
sont born& independemment de v. 
(H4) Les fermts K,, sont contenus dans un compact fixe K, et il 
existe un voisinage i? de K et une constante C > 0 tels que : 
Plus precisement nous allons demontrer la 
PROPOSITION 3.1. Si les hypotheses du th6orPme 2.2 et les hypothPses ci- 
dessus sont virijikes, alors, pour tout E > 0, il existe N(E) > 0 tel qu’on ait: 
c II K(uf II2 G (Ccl + &)I/ n4o.f” /I2 + E II .I‘ II2 (3.2) 
si v 3 N(E) et ,fe C;(K,,). 
Pour la demonstration, on utilisera les notations suivantes. Pour tout 
entier k d n, et pour tout XE 9, on posera : 
n:(x) = i Aj(X, x, v) -&. 
j= I . / 
Ainsi, l’operateur n:(X) est celui qui est note e(X) a la section 2. On 
pose aussi, pour tout rk E R 
On notera P, la projection de R” sur Rk 
p,(x, ,..., x,) = (x, ,..., xk). 
L’hypothese H, entrame que les symboles complets des optrateurs 
17,(Aj) sont des polynomes en (x, 5) de degre < iV,, oh N, est un entier 
independant de v. 
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LEMME 3.2. Sous les hypotht%es de la proposition 3.1, pour tout E > 0, il 
existe N,(E) et R(c)>0 tels qu’on ait: 
1 II jl:,,&j) g II * 6 (Co + &Ill fi;“.&? g II 2 (3.3) 
si v 3 N(E), I tk I > R(E), g E C;(P, - ,(K,)) et k d n. 
Dbmonstration. On raisonne par l’absurde. On suppose qu’il existe 
E > 0, k ,< n, une suite d’entiers ny, tendant vers + co, une suite tk,y dans R, 
tendant vers + co, et, pour tout q E N, une fonctionf, E C;, a support dans 
& = Pk _ ,(Kny), telles qu’on ait, en posant ii, = fifn,ck,,j 
(3.4) 
Montrons que l’ensemble limite Yi associe aux suites ifq et & est con- 
term dans I’ensemble limite Y associt aux suites Z7, et K,. En effet, soit 
I E 9i. 11 existe une sous-suite, qu’on notera encore ny pour simplifier, des 
points X~E& et 4;~ Rk-‘, et des reels t,>O, tels que: 
1(X,) = iim J ti”fi (X,)(x’ 4 4 5’) 4’ 4’ III <r. q-m 1 
Soit X,E K”, tel que Pk- ,(x,)=x;. Posons 5, = (5;,y,...r G- I.~, tk,y, 
0 ,..., 0). D’apres (3.1) on a: 
Puisque (&I tend vers +co, il risulte de (3.5) et (3.6) que la suite (t,) 
tend vers 0. Puisque les points x, sont dans un compact fixe K, l’hypothese 
(H3) et l’egalite (3.5) montrent que: 
et la forme 1 est bien dans 9. D’apres I’hypothese de recurrence, on peut 
appliquer le theoreme 2.2 aux representations fi7, (realisees dans Rk- ‘) et 
aux fermes P,_ ,(K,,). La conclusion de ce thtoreme est en contradiction 
avec (3.4) si 4 est assez grand. 
LEMME 3.3. Sous les hypotht?ses de la proposition 3.1, pour tout 6 > 0, il 
existe N*(b) > 0 tel qu’on ait: 
c IIK(~jLf-l12~C~ II~vV’)fl12+~ 2 lIx~~!fll’ (3.7) 
J I= + BI G No 
si v B N,(6) et fE Y( Rn). 
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D6monstration. I1 suffit de montrer que toute sous-suite de la suite (Z7,,) 
possede cette propriete. Quitte a remplacer cette suite par une suite 
extraite, on peut supposer que, pour tout XE 8, les polynomes Ak( ., X, v) 
et B( ., X, v) ont des limites A,?( ., X) et B”( ., X) quand v + + cc. Pour 
tout v E N, soit x,, un point de K,. On peut aussi supposer que la suite X, 
tend vers un point x0 de K. Posons, pour tout XE 8: 
n,(x) = f gx, X) & + iB”(x, A-). 
/=I / 
Soit p?(X) l’operateur associt comme en (2.2). D’apres (HA), on a: 
La representation I7, est done dans E car H, est verifite. Pour tout 
5 E R”, la forme lineaire I(ro,5j definie comme en (2.4) est dans l’ensemble 9 
car on a: 
Sous l’hypothbe du thtoreme 2.2, on a, d’apres le theoreme 2.3 
c II K&u” II2 6 co II nm(P1.f II2 VIE Y( R”). (3.8) 
En choisissant une norme dans l’espace de dimension finie ou se trouvent 
les polynomes Ai( ., X, v) et B( ., X, v), posons: 
ct.= SUP (II@., X,, VI-W., x,)11 +sup II$., X,, +A,“(., X,)11). 
III <r /<rl 
I1 existe C > 0, indtpendant de v, tel que : 
Puisque E,. tend vers 0, l’inegalite (3.7) resulte de (3.8) et (3.9) si v est 
assez grand. 
On considere deux fonctions Y et x dans F(R) telles que : 
x(5)= 1 si ICI<1 id<)=0 si 15122 
x(02 + 95)’ = 1 V(ER. 
On pose 
y,=l+v+...+Fk, k = l,..., n. 
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Soit p un parametre 2 1, que I’on choisira plus tard. On definit des 
operateurs pseudo-differentiels T&L) de la maniere suivante : 
Nous allons maintenant majorer les expressions suivantes: 
(3.10) 
yk(f) = 1 11 Tk(d[n,d‘$) - nfr(‘$)]f 11 (16k6n) 
LEMME 3.4. II existe C > 0 et p. > 1 tels que: 
tl) @k(f)<Cp-l Ilfl/$, (Odk<n) (3.11) 
t2) yk(.f) < cp-“r 11 f ii;, (1 <k<n) (3.12) 
(3) Wf)<CPM Ilfll ‘,vec M=Noy, (3.13) 
pour tous f l C,“(K), p > p. et v E N. 
DPmonstration. Pour tout p E R, on designera par S$’ l’ensemble des 
fonctions a,(lk,..., r,), C” sur Rnpk+‘, dependant du parametre ,U > 1, 
telles que, pour tout a EN”, il existe C, > 0, indtpendant de p, tel que 
( pa,(<)1 < CdPP-YkW ” .--Y?Pn V<ER”-k+l VP> 1. 
Preuve dupoint 1. On voit que l’on peut ecrire: 
m-1 
[Tk(pL), n,(A,)l= c 1 ajlV&) p,(X) n,(A,,) 
y=o / 
od la somme Porte sur un nombre tini d’indices 1, ou les P/(x) sont des 
polynomes born& independemment de p et v, et les a$), sont dans SF I. 
Cette remarque se vtritie facilement par recurrence. Comme les fonctions 
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P,(x) sont born& sur K, il existe Cz=- 0, indkpendent de ,u et v, tel que 
(3.11) soit whifit. 
Preuue du point 2. On vCrifie facilement, par xkcurrence, qu’on peut 
Ccrire: 
oti on a post x” = (xk + , ,..., x,), et les P,(x) sont d’autres polynhmes born&s 
indkpendemment de p et v. On peut aussi kcrire, avec d’autres polynbmes 
born& indtpendemment de p et V: 
m- I 
CK(‘q-m~,w= c 2 c &,[P,(x) wqf]. (3.15) 
y=o I I?lGrn y 
Soit cp une fonction dans C?(W), 6gale A 1 sur une voisinage de K, 
indkpendante de ,U et v. On peut tcrire: 
Ydf) 6 c (E, + E; + E;‘) 
avec 
El= II ~[TT,(PL nv(Aj)lf II 
Ei= IIc~C~,(Aj)-~~(Aj)lfll 
El’ = ll(l - cp) L(P)C@(~ - ~,V;)lf Il. 
D’aprks le point 1, on a : 
(3.16) 
Pour majorer Ei, on utilise (3.14) 
On remarque que les fonctions cpP, sont borrkes, et que les opirateurs 
&Z7$(A,J et Tk(p) commutent. On voit aussi qu’il existe C, > 0 tel que 
II 4, Tk(PL) g II G CrP+“= II T/APL) g II (Odkdn) (3.17) 
pour tous gE 9’(R”) et /A > 1. On en dkduit que: 
E;< C 1 P’k+‘(m--y) II L’:(A,J Tdp)f II (3.18) 
y<m- I 
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pour tout f E C?(K). On applique le theoreme 2.4 a la famille de reprben- 
tations fik (V,ckJ, qui depend des parametres tk et v (notes A et p dans le 
thtorbme 2.4). 11 existe done 1, > 0 tel que, si ) lk 1 B A,, on ait, pour tout 
B.E Com(Pk- ,(K)) 
On applique cette inegalite en prenant pour g la transformee de Fourier 
partielle de Tk(p)f par rapport a xk,..., x,. On en dtduit que, si p > A,, 
on a: 
fc PYk((mp4)” IInt(A/q) Tk(P)f II Gee IInfflAj) Tk(P)f/I. (3.19) 
y=o I i 
D’aprts (3.18), (3.19) et la definition de yk, on a: 
(3.20) 
Pour majorer E,!, on utilise (3.15) : 
m-l 
E;G 1 1 1 w -44 ~~h.4 DV,(X) n,bqf 11. (3.21) 
q=o I Ixl<m-q 
Si a,(<) est dans Sf, on voit que, pour tout entier N, il existe C, > 0 tel 
que, pour tout g E C,“(K) et pour tout p > 1, on ait: 
ll(~-cP~~,(~.xM eNKN II .!?I/. (3.22) 
En remplacant a,(&) par 7’&) D$, g par P,(x) n,(A,,)f, et N par 1, 
en utilisant le fait que P,(x) est borne sur K, on majore l’expression de 
(3.21): 
E,%W1 llfll~v b’~>i,Vv~N,b’f~C,“(K). (3.23) 
Le point 2 se deduit de (3.16), (3.20) et (3.23), si p est assez grand. 
Preuve du point 3. On utilise la fonction cp ci-dessus: 
II x”D,B r,@)f II G C II D! Toblf II + II (I- cp) x”D! r&)f Il. 
On majore le premier terme en utilisant (3.17). On reecrit le second terme 
comme somme de termes tels que II (1 - cp) a,(D,) xay 11 ou le symbole de 
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a,(D,) est une derivee de celui de D”, T,(p). En utilisant (3.22), on majore 
le second terme par C I( f I/. Le lemme 3.4 est done demontre. 
Fin de la preuve de la proposition 3.1. Soient f E C;(K) et E E 10, 11. 
Pour tout k d n, on peut appliquer le lemme 3.2 a la fonction 
(x1 >..., xk - 1) -+ $)f(x,,.-2 x&- 1, tkm t,,)=g 
oh * dbigne la transformee de Fourier par rapport a xk,..., x,. Si ~12 R(E), 
I’inegalite (3.3) est vraie pour tout tk E R, car si 1 lk I< R(E), les deux mem- 
bres sont nuls. On en deduit que, si v > N,(E) et p 3 R(E), on a 
1 Ivw,) L(/4f(12~(CO+ &)I1 mn Tk(P)f‘ /12. (3.24) 
On applique le lemme 3.3 a la fonction T&)f, avec 6 = EP -2M. 
M= NOy,. Si v> N2(.spLM) on a: 
c II U!,(A,) Tclb)f II 2 d C, II n”(P) T&L)f I12+~pL2MH(f)2. (3.25) 
D’apris (3.10) (3.24) et (3.25), si v > N(E, /A) = sup(N,(~), N2(~p-M)), et 
si p >, R(E), on a done 
@O(f)’ + i vk(f)2] 
k=l 
ou C > 0 est independant de p, v et E E 10, 11. Si, de plus, p >, pO, on en 
deduit, grhce au lemme 3.4 
C II nv(Aj)f II2 6 (CO+ &)(l + E)’ II n~,(P)f II* + Cc lj f 112 
On applique (2.6) avec F remplace par 1, A par 1, et 17, par IZ,. Si 
p > E -~ 2r, on obtient: 
C lln~(Aj)fI12~(C~+E)(1+E)2 IInv(P)fl12+C~l/fl/2 
+ c E C II nv(Aj)f II 2, 
On choisit done /J = sup(R(e), Pi, e-.2’). Si v > N(E, FL) et si E est choisi 
assez petit, on en deduit bien (3.2). 
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4. CAS GBNBRAL 
On considere une suite de representations 17, dans E, vtriliant 
l’hypothbe (H,) de la section 2. 
Commencons par decrire le type de transformations que nous allons leur 
faire subire. On notera H l’ensemble des diffeomorphismes globaux 8 de 
R”, de la forme suivante 
x+O(x)=y, 
avec Yl =alxl +p, 
i Yjca,xj+ pj(Xl,..., Xi- 1) 
(2<j<n) (4’1) 
oti les uj sont des reels non nuls, et les P, sont des polynbmes ne dependant 
que des variables indiquees, (P, &ant une constante). Les a, et P, depen- 
dent de 0. On dira qu’une famille tI(‘) (in I) dans H est bornee si les coef- 
ficients a;‘) et les polynbmes P,!‘) sont born& independemment de i E I. On 
note To l’operateur dans Y( R”) associe a 8 E H Ccrit en (4.1) par : 
T,f(x) = (a, . ‘9 a,,)-“*f(F’(x)). (4.2) 
A la section 5, nous allons construire, en tout point XE R”, pour tout 
1 3 1 et pour tout v E N, un diffeomorphisme 13(,~.~,,,,) E H tel que t3(.r.i.,,,J(~) = 
x, et une fonction reelle @(l,j.,v). L’operateur associe a Q(.r.j.,vj par (4.2) sera 
not6 T(.t,i,v). On utilisera aussi l’operateur U, r,j,,,,) d&i par : 
u ,.x,j.,“) f( y) = d@‘,,J)(J+f( y). (4.3) 
Precisons maintenant les proprietb que nous attendons de ces 
operateurs T(x,L,v) et u(,i,L,)y ce qui nous am&e a introduire quelques 
notations. On pose, pour tous x E R”, A B 1 et v E N: 





D’aprls les hypothkses (H,) et (H,), cette fonction est strictement 
positive. 
Soit c(x,i.,v) la representation de 9 telle qu’on ait, pour tout Q E %!&) 
(k>O): 
qx,~,v)(Q) = Mb, 1, Vk u,,‘;.,v, T$.,v, n,(Q) Tw,v, Uw,vp (4.5) 
Cette reprtsentation est dans E. Pour tout XE~, on tcrit 
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et on note a,,,,,,(X)(y, u) le symbole de cet operateur. On voit qu’il existe 
une application symplectique x~,,~.,,,~ dans R2” telle que: 
O(~,i,~~)(x~)(Y~ ?I = M(x, 4 v)p”’ nv(xI) (XCx.j.,v)(YY VI). (4.7) 
Enfin, on notera I/ ,u,i,V)(x) l’image de la boule de centre 0 et de rayon a 
par le diffeomorphisme 13, r,L.,,J : il s’agit done d’un voisinage de x. 
PROPOSITION 4.1. Pour tous x E R”, E. >, 1 et v E N, il existe un 
diffeomorphisme O1,~;,.,., dans H, tel que 0 (,,j.,,,)(O) =x, et une ,fonction reelle 
.I’ --) @cL,i.V,(v) tels qu’on ait, auec les notations ci-dessus: 
(a) Pour tout XE 8, les polvnomes A, ( ., X, i., v) et i. ‘B( ., X, E,, v) 
.sont homes independemment de x, L et v. 
(b) II eviste a > 0 et C > 0, independants de (x, L, V) tels qu’on ait: 
,,; la(r,i ..\‘,(X,)(Y, r)l 3 C(l g I + 2) (4.8) 
.r 
pour tous x E R”, 1. > 1, v E N, g E R”, et y E R”, avec 1 JJ j < 2a. 
(c) Le dz@hmorphisme O,;,‘;,,,., (.\- ,,..,,, 0 et son inverse restent horn&s dans 
H lorsque (x, 1, 3,, v) decrit l’ensemble suivant : 
A = {(x, -~, Jo, v)E R”X R"X R+ X N, I~ ~/(o,j-.,,)(X)). (4.9) 
Cette proposition sera demontree a la section 5. Nous allons montrer 
maintenant comment le theoreme 2.2 s’en dtduit. On demontre d’abord, a 
partir des points (a) et (b) ci-dessus, le corollaire suivant: 
COROLLAIRE 4.2. I1 existe C > 1 tel que 
Demonstration. D’apres (4.8), on a, si 1 y 1 < a 
(4.10) 
oti C” est independant de (x, I, v). D’aprb la definition de M(x, A, v) et la 
nature des operateurs IF,,,,,, et Ucr,l,v), on en deduit bien (4.10). 
On utilisera le theoreme suivant: 
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THBOR~ME 4.3. Pour tout x E R”, soit O(X,p, un dtffeomorphisme duns H, 
dependant dun parametre p duns un ensemble I. On suppose que 8(,.,,(o) = x 
et qu’il existe a > 0 tel que f3~,~,8~,,~, et son inverse restent born& duns H 
lorsque (x, z?, p) parcourt I’analogue de l’ensemble (4.9). Alors, pour tout 
p E Z, il existe une suite (x,) (u E N) duns R” et une suite (cp,) de fonctions 
reelles duns C$ (R”), dependant de p, telles que : 
(1) Les voisinages Vca,2,pJ(xc1) recouvrent R” (en reduisant a Pven- 
tuellement). De plus, il exists un entier N > 0, independant de p, tel que: 
Vx E R”, # (CL E N, x E V~u,&,)} d N. 
(2) Le support de ‘p,, est inclus duns Vca,p,(~fl). 
(3) Ona,pourtousxER”etuEI 




(4) Pour tout multi-indice CI E N”, il existe C, > 0, independent de u et 
p, tel que : 
I q4Q O QdJY)l d c, si ( y 1 d a, p E Z, u E N. (4.13) 
La demonstration est tres proche de celle de la proposition 2.5 de Hor- 
mander [S J, et nous ne la dttaillerons pas. Nous appliquons ce thtoreme 
avec le parambtre p = (A, v) E R + x N. 
Rappelons que Z7; est la representation def’inie comme en (2.2). On 
dtsignera par K la boule de centre 0 et de rayon a. 
COROLLAIRE 4.4. Pour tous P E f&,,,(y) et s 3 0, il existe C > 0, indepen- 
dant de 2 et v, tel que l’on ait, pour tous x, 1” et v: 
c M(x,, 2, v)2s 1 II:(P) (pp(x)(2 < cc M(x,, A, V)2(m+J) (pJx)2. (4.14) 
P P 
Demonstration. Pour tout XE~, soit all,,,,,,(X) l’operateur obtenu en 
supprimant le terme B(y, X, x, A, v) dans (4.6). On a, d’aprb (4.5) et (4.3) 
o&&, tp) = M(xp3 4 v)-” TGj,j.,f,) et’) T(.rp.i.,r). 
On en dtduit, en posant Qjr = (pr 0 f?C.r,,l,Vj et y, = 0$,,,,(x): 
I TXP) cp,(x)l = M(x,, A v)” I(qx,,,,“,v) @,NY,)l. (4.15) 
Soit f’(x) le membre de gauche de (4.14) que l’on peut reecrire, d’apres 
(4.12) 
F(x) = 1 wx,, 13 v)2s I R(P) (PJ412 cppw2. 
P.P’ 
(4.16) 
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D’aprls (4.10) on a 
q,(x) # 0, q,,(x) # 0 * M(x,, I, v) 6 C2M(x,*, I”, v). (4.17) 
Soit E(x) l’ensemble des indices p tels que 9,(x) # 0. D’aprb (4.15) 
(4.16) et (4.17) on a 
F(x) 6 c* c wx,,, 4 v)2(m + s, 9,W’ c sup I ~~,pj,,,)(P) 4,(y)l 2. 
I” JlEE(X)L‘EK 
(4.18) 
D’aprb le point (a) de la proposition4.1, et d’apres (4.11) et (4.13). 
ou C, N, et C’ sont independants de X, 1 et v. Le corollaire est demontre 
d’apres (4.18) et (4.19). 
LEMME 4.5. I1 existe 2, > 0 et C > 0 tels qu’on ait, si q < m 
c Jb2’m-q”r M(xp, 4 V)2(m-Y’ II 9,,n,(Ajq)f II2 G cC II nv(Ajm)f II2 (4.20) 
I’ I 
pour tous A 3 I,, v E N et f E CF(R”). 
DPmonstration. D’aprb les points (a) et (b) de la proposition 4.1, et 
d’apres le thioreme 2.4, il existe C > 0 et I, > 0 tels que: 
c ID 
2((m ~ 4)/r Ila(,,,,,(Aj,)gl12~CC IIB,.,,j.,,)(A,m)g112 (4.21) 
q<nr j I 
pour tous XER”, ;1>A,, vENetgEC,“(K).PourtousfEC,“(R”)etpEN, 
on peut appliquer (4.2 1) au point x = xti et a la fonction : 
g= M(xp, ‘“3 ‘Jr ‘&:.j.,,) T<r$,,vj(9,f ). (4.22) 
On en deduit, en utilisant (4.5): 
-v- 2((m-d’r) M(x,, A, v) 2(m-q) II K(&)(cp,f )II’ y < f?, 
I 
G c 1 II nv(Ajm)(9jtf)l12. (4.23) 
On voit qu’on peut Ccrire: 
(4.24) 
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ou les Ck, sont des constantes indtpendantes de p et v. On le veritie 
facilement par recurrence, comme dans [2]. On deduit de (4.23) et (4.24) 
que : 
+ c Cl *(~~-P-4)134(X~,, 1, V)2(mpp- 4) 
pfqCm j.k 
pa1 
x Ilum~,) cp,uL(4,).fll’. (4.25) 
Ajoutons toutes les inegalites (4.25) en tenant compte de (4.12) et (4.14) 
(oti m est remplace par p et s par m - p - q). On obtient, en dtsignant par 
N(f)* le membre de gauche de (4.20): 
lV(f)* 6 cc 11 n,.(Ajm)f II2 + C1?*” lV(f)‘. 
Si A est assez grand, l’intgalitt (4.20) est bien demontrte. 
LEMME 4.6. Pour tous E E 10, I] et 2 2 1, il existe N(E, A) > 0 tel que: 
1 I/ O(.r,d,~~)(A,) g II2 d Cc0 + E)ll a(y,d,v)(P) g II* + & II g II * (4.26) 
pour tousv2N(E,A),xER”etgEC~(Kn7;‘(K,,)). 
Dckonstration. Raisonnons par I’absurde. Supposons qu’il existe E > 0, 
I > 1, une suite d’entiers (n,) tendant vers + co, et, pour tout q E N, un 
point xy E R” et une fonction g4 E CF(K:), avec K: = K n 8,; I (K,J, 
contredisant (4.26). La suite de representations Kl = c(.~~,;.,,~,) et la suite de 
compacts K:, verifient les hypotheses (H3) et (H4) de la proposition 3.1, 
d’apres les points (a) et (b) de la proposition 4.1. L’ensemble limite TI 
associt aux suites nl et K: est contenu dans l’ensemble 2 associi: a IT,, et 
K,. On le voit en utilisant (4.7). La proposition 3.1 est done en contra- 
diction, si q est assez grand, avec l’hypothese du raisonnement par l’ab- 
surde. 
Fin de la dkmonstration du thkortme 2.2. Soit E E 10, 11. Pour tous ,I 2 1, 
v > N(E, 1),f~ Cr(K,) et ,u E N, on peut appliquer l’inegalite (4.26) au point 
x = xp et a la fonction g ditinie en (4.22). On en deduit, en utilisant (4.5) 
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et, par conskquent: 
C II qPpnvCA j).f II * G (Co f &I( 1 + &I2 II cPJw)f II * 
On utihse (4.24), avec q remplace par m, pour majorer le dernier terme. 
On ajoute toutes les in6galitk.s obtenues, en tenant compte de (4.12) et 
(4.14), oti s =O. On obtient: 
c II ~,&q” II2 < (Co + EN1 + d2 II fl,(P),f II2 + C(E) -WY2 
au C(e) depend de e mais non de A et v et 
E(f) = C 2 M(xfi, 4 v)2’m--q) II VfinvlAjq)f II* 
‘,<rn 1‘ 
D’apris le lemme 4.5, il existe &(E), indtpendant de v, tel que si 
2 =&(E), 
C(E) E(f)* Q 6 1 II KV,)f II 2. 
Si v 3 N(E, &,(E)) et .f~ C,;“(K,), on a bien 
1 (IH~(Aj).~(('~~co+;)(j+c)2 iln,,(P)fll’- 
I 
5. LES TRANSFORMATlONS D’kGOROV 
Le but de cette section est de demontrer la proposition 4.1. 
On designera par E, l’ensemble des reprisentations I7 analogues B (I .5) 
et vtrifiant l’hypothese H,. On posera, pour tout XE 9 
n(x) = i Ajb, x, m 6,. 
j= I 
De m&me, pour tous ff E E. et YE H, on pose 
T,'I;I(X) T,= i Ai(y> A', fl, 'P)$-- 
j= I I 
On pose aussi 
~,=(yER”,y,=...=yk~,=O} et Z, = R". 
(5.1) 
(5.2) 
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PROPOSITION 5.1. Pour toute reprtsentation IIe E0 et pour tout XE R”, il 
existe WI d@omorphisme Ocx,n, E H tel que 6,,,,,(o) = x, et qui pos&de les 
propriMs suivantes : 
(1) Pour tout XEf, les polynBmes Ai( ., X, I7, 13c.r,n,) sont born& 
indipendemment de x et 17. 
(2) Pour tous x E R” et 176 E,, il existe des Plc!ments X, ,,.., X,, de la 
sphPre unite: S de 8, tels qu’on ait, si y E .Zi 
A,(Y, x,7 K Q,nJ = :, 
si l=j 
si l>j. (5.3) 
l&e &ape. Pour tous x E R” et 17~ E,, pour tout k <n, il existe un 
diffeomorphisme Ot.r,n, E H tel que 8:,,,,(o) = x et tel que 
(Ak) Pour tout XE~, les A,(O, X, Z7, 0&,) sont born& independem- 
ment de x et Z7, si j<k. 
(Bk) 11 existe des elements X,,..., X, de S tels que (5.3) soit verifie si 
j< k. 
On dtmontre cette premiere Ctape par recurrence. Pour k = 0, on pose 
I$‘~,,,( y) = x + y. Supposons construit le diffeomorphisme 19:,$, posstdant 
les proprietes Ak _ , et Bk _ , . Posons : 
(5.4) 
Cette quantite est strictement positive d’apres l’hypothtse (Hi). Soit X, 
l’un des elements de S oh le sup est atteint dans (5.4). Soit Y ie champ de 
vecteurs suivant dans R”-k + ’ 
Y = i A,(O,..., 0, y k>..., y,,, xk, no e:y;,j,, A. 
j=k ay.1 
11 exists un diffeomorphisme cp E H n’agissant que sur les variables 
yk,..., yn tel que le champ de vecteur T,- I YT, soit &gal a alay, et tel que 
q(O) = 0. 
On pose alors etx,,, = etrT;, 0 cp. Les proprietb A, et B, sont faciles a 
verifier. 
2Pme &ape. On pose ecx,nj = e;x,n,. I1 nous reste a dtmontrer le point 1 
de la proposition. Designons par Mk l’ensemble des multi-indices u E N” 
tels que aj = 0 pour tout j > k. Nous Ccrirons Aj( ., X, Z7, x) pour Aj( ., X, ZI, 
Bc,,n,). Nous allons demontrer par recurrence sur k la propriett suivante: 
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(C,) Pour tout c( E Mk et pour tout j > k, il existe des constantes C,, 
dependant de j, k, x et II, mais bornees, telles qu’on ait, si y E Ck 
La propriete C, resulte de (5.3), avec j= 1. Supposons C,- I demontree. 
D’apres (5.3) on a, pour tout y E 2,. 




En utihsant le point A, et l’hypothese de recurrence C, _, , on voit que 
(5.5) est demontre lorsque a;, = a,,,. Si maintenant 3 E Mk + , , on peut ecrire 
a.; = a-;a.Ek, ou c1 E Mk-, . On peut d&river 1’CgalitC (5.5) par rapport a yk, 
puisqu’elle est verifiee dans C,. On en deduit l’egalite analogue pour 8: par 
recurrence sur p, en utilisant a chaque etape (5.6). 
Le point C,, est done dtmontre, et le point 1 de la proposition resulte de 
A,, et C,,. 
PROPOSITION 5.2. Soit B un sous-ensemble de E,, x E,,. On fait les 
hypotheses suivantes : 
(1) Pour tout XEg, les polynomes Ai( ., X, IT) et A,( ., X, ?r) sont 
born& independemment de (I7, fi) E B. 
(2) Pour tout (17, fi)~ B, il existe des elements X ,,..., X,, et 2, ,..., p,, 
dans un compact fixe de 9 tels que, sur C,, les polynomes A,( ., X,, TT) et 
A,( ., x,, if) verifient les Pgalites analogues a (5.3). 
(3) Pour tout (Z7, fi) E B, il existe Y/E H tel que: 
ii(X) = T,‘ZT(X) T, VXEg (5.7) 
(4) Y(0) est borne independemment de (Z7, i?) E B. 
Alors Y et Y/- ’ sent borne% dans H independemment de (IT, fi) E B. 
Demonstration. Si Y vtrifie (5.7), posons z(y)= Y(y) et y(z) = Y-‘(z). 
Puisque Y est dans H, on peut ecrire: 
Zkb)=ak(ny n)Yk + Pk(YI,..., Yk- L) (5.8) 
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ou P, est un polynome reel. On pose aussi: 
VjCz, i) = aj(n~ R) ij + C k,,~~Y(z)~ ik. 
I 
(5.9) 
Pour tout k <n, on pose 
fk= {zER”,z/=zi(0)Vj<k}, .&=R” 
Ainsi, on a y E Z, si et seulement si z(y) E rk. 
LEMME. On remplace f’hypothPse 4 par la suivante : les coordonnees z,(O) 
( 1 <j < k - 1) sont bornees indipendemment de (IT, if) E B. Alors la fonction 
(z, c) -+ yl,Jz, 0, restreinte d z, x R”, est un polynbme born& inddpendem- 
ment de (I7, iT). 
Preuve du lemme. On le demontre par recurrence sur k. Supposons 
l’aftirmation demontree pour q,(z, [) ,..., vk _ ,(z, [). On a 
D’apres les egalites analogues a (5.3) on en deduit que, si z E zk, on a : 
v~(z, i)= f A~(z, fk, n) ii- C Aj(O, Fk, fi) Vj(Z, i). (5.10) 
j=I j<k 
L’aflirmation du lemme se deduit de (5.10), de l’hypothbe de recurrence 
et de l’hypothese 1. 
Montrons maintenant que, sous les hypotheses 1 a 4, le diffeomorphisme 
F, c’est a dire les polynomes zk(y), restent born&s. Supposons I’affirmation 
vraie pour zl( y),..., zk _ l(y). Le iemme, et ies tgalitts (5.9) montrent que les 
reels a,(I7, Z7) restent born&, ainsi que les polynomes z -+ (13p,/ay,)( y(z)), 
restreints a rj. D’apres l’hypothese de recurrence, les polynames aP,/ay, 
(j< k), restreints a C,, sont born&s indtpendemment de (II, fi). Puisque 
I Pk(0)l < I Y(O)1 est aussi borne, P,(y) est un polynome borne indepen- 
demment de (Z7, if). D’apres (5.8), il en est de meme de zk(y). 
Montrons maintenant que les polynbmes yk(z) restent born&s. Sup- 
posons cela vrai pour y,(z),..., y,- r(z). On peut appliquer le lemme en 
permutant les roles de I7 et il Une Ccriture analogue a (5.9) montre que 
+(fl, ii)-’ est borne. L’tgalite (5.8), le fait que le polynbme Pk est borne 
et l’hypothtse de recurrence montrent que yk(z) est bien un polynbme 
borne indtpendemment de (I7, fi) E B. La proposition est dtmontrbe. 
Soit maintenant 17, une representation dans E, qui depend du parametre 
v E N et qui verifie l’hypothese H, de la section 2. Soient e la reprtsen- 
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tation dtfinie comme en (2.2) et M(x, I, v) la fonction definie en (4.4). Soit 
q.x,l,,,I la representation dttinie par : 
q.y,j,,y)(xl) = M(x> I, v)-“’ nt(x,)> III <r. 
Pour tous x E R”, A > 1 et v E N, le diffeomorphisme 0 E H associe, selon 
la proposition 5.1, a la representation q.x,j .,,,) et au point x sera note 8, r,i ..,,, 
et l’operateur qui lui est associe par (4.2) sera note T, ,,;,., ,. Soit 8,,,; ,,,, la 
representation telle que, si ( 11 d r: 
(7(r,i,v)(x,) = M(x2 A v)-“’ T(;,l;,t,)nv(xl) T(Y.~..v) 
et que l’on peut tcrire sous la forme suivante: 
n a 




On note toujours CJF.~,~.,,,,(X) l’optrateur obtenu en supprimant le dernier 
terme dans (5.11). Risumons les proprietes des coefkients dans (5.11). 
PROPOSITION 5.3. (i) Pour tout XE 8, les polvn6mes Ai(., X, x, A, v) sont 
horn& indkpendemment de (x, i, v). 
(ii) Pour tout (x, I, v) il existe des PIL;ments X, . . . . . X,, de S tels que les 
PgalitPs analogues ci (5.3) soient vPrifiiPes. 
(iii) I1 existe C > 0 tel que: 
pour tous x E R”, i > 1, v E N et rl E R”. 
(iv) On a: 
inf sup 
1 
-ot,;,i .,,, (X,)(0, VII”“‘= 1. (5.13) 
qtR” Ill<r I 
(v) Pour tout C > 0, le diffeomorphisme of;,‘, ..“, 19(.?,; ,, ,) et son inverse 




Cx? “, I> 43 iZ E v(l,j,,,)(X), - d 
M(P,~d<C 
c M(x, 2, v)‘ I 
(5.14) 
Dkmonstration. Les points (i) et (ii) risultent de la proposition 5.1. Le 
point (iii) se dtduit facilement de (ii). Le point (iv) provient de l’invariance 
de la fonction A4 par diffeomorphisme. Pour le point (v), on applique la 
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proposition 5.2 en prenant pour B l’ensemble des couples (I7, fi) d&is de 
la maniere suivante : 
associts aux (x, 2, I, v) E A’. Le diffeomorphisme Y verifiant (5.7) est 
q,?,“,%Zi v). , . 
Choix de la phase @( r,i,v,. D’apres (iii), I’inf dans (5.13) est atteint en un 
point qO, qui depend de x, 2, v. D’apres le point (ii), on peut trouver une 
fonction reelle Y,,,,,,(y) telle que, pour tout k < n, on ait, si y E C, 
ce qui entraine d!FV,,,.,,,(0) = 0. On pose maintenant: 
Soient U(r,j,,,,) I’operateur defini en (4.3) et ~(.r,j.,,,, la representation definie 
en (4.5), que l’on peut ecrire sous la forme (4.6) ou les coefficients Ai( ., X, 
x, 2, v) sont les m&mes que dans (5.11). Apres conjugaison par U, r,i,rI, les 
termes d’ordre 0, notes B( ., X, X, 1, v), veritient : 
(vi) B(y, X,, x, i, v) = B(0, X,, x, L, v) si yE.Tk, k<n. 
(vii) inf sup i a(,,.,.,(X,)(O, q) ““’ 





Le point (vi) rbulte de (5.15) et (vii) vient de (5.13) et de la nature de 
l’application symplectique associee a U, r,i.,vI. 
Preuve du point (a) de la proposition 4.1. On note toujours M, I’ensem- 
ble des multi-indices a teis que aj = 0 pour tout j > k. On dtmontre, par 
recurrence sur k, la propriett suivante: 
(CL) Pour tout a E Mk, il existe des constantes C,J born&es indepen- 
demment de (x, 2, v), telles qu’on ait, si y E C, : 
La propriete C; se dtduit de (i), (ii) et (vi) exactement comme (C,) a ett 
deduit de (5.3) et Ak. D’aprb Ck et (vii), les polynbmes I-‘B(., X, x, A, v) 
sont born& independemment de (x, 2, v). 
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Point (b). D’aprks les points (iii) et (vii), il existe C> 0 tel que: 
pour tous x E R”, i b 1, v E N et q E R”. D’aprks le point (a), ii existe 
a E 10, 1 ] tel que (4.8) soit vtrifiCe si ( y I < 2a, r] E R”, x E R”, i b 1 et v E N. 
Point (c). On peut maintenant invoquer le corollaire 4.2, puisqu’ii 
rksulte seulement des points (a) et (b). Le point (c) se dkduit de ce 
corollaire et du point (v). 
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