Abstract. Using ideas from automata theory, we design the first polynomial deterministic identity testing algorithm for the sparse noncommutative polynomial identity testing problem. Given a noncommuting black-box polynomial f ∈ F{x 1 , . . . , x n } of degree d with at most t monomials, where the variables x i are noncommuting, we give a deterministic polynomial identity test that checks if C ≡ 0 and runs in time polynomial in d, n, |C|, and t. Our algorithm evaluates the black-box polynomial for x i assigned to matrices over F and, in fact, reconstructs the entire polynomial f in time polynomial in n, d and t. We apply this idea also to the reconstruction of black-box noncommuting algebraic branching programs (considered by Nisan (1995) and Raz and Shpilka (2005) ) and obtain some results and connections to the problem of exact learning of noncommuting ABPs. Finally, we turn to commutative identity testing and explore the complexity of the problem when the coefficients of the input polynomial come from an arbitrary finite commutative ring with unity whose elements are uniformly encoded as strings and the ring operations are given by an oracle. We show that several algorithmic results for polynomial identity testing over fields also hold when the coefficients come from such finite rings.
Introduction
Polynomial identity testing (denoted PIT) over fields is a well studied algorithmic problem: given an arithmetic circuit C computing a polynomial in F[x 1 , x 2 , . . . , x n ] over a field F, the problem is to determine whether the polynomial computed by C is identically zero. The problem is also studied when the input polynomial f is given only via black-box access that allows the evaluation of the polynomial f at any point in F n or in F n for a field extension F of F. When f is given by a circuit, the problem is in randomized polynomial time (DeMillo & Lipton 1978; Schwartz 1980; Zippel 1979) , and these algorithms work even in the black-box setting, as long as |F| is suitably larger than deg(f ). It is a major challenge to obtain deterministic polynomial time algorithms even for restricted versions of the problem. The results of Kabanets & Impagliazzo (2004) show that the problem is as hard as proving superpolynomial circuit lower bounds. Indeed, the problem remains open even for depth-3 arithmetic circuits with an unbounded + gate as output (Dvir & Shpilka 2005; Kayal & Saxena 2007) .
As shown by Nisan (1991) , it is somewhat easier to prove lower bounds for noncommutative algebraic computation. Using a rank argument, Nisan has shown exponential size lower bounds for noncommutative formulas (and noncommutative algebraic branching programs) that compute the noncommutative permanent or determinant polynomials in the ring F{x 1 , . . . , x n } where x i are noncommuting variables. Thus, it seems plausible that identity testing in the noncommutative setting ought to be easier too.
Indeed, Raz & Shpilka (2005) have shown that for noncommutative formulas (and algebraic branching programs) there is a deterministic polynomialtime algorithm for polynomial identity testing. However, for noncommutative circuits the situation is somewhat different. Bogdanov & Wee (2005) show using the Amitsur-Levitzki theorem that identity testing for polynomial degree noncommutative circuits is in randomized polynomial time. Basically, the Amitsur-Levitzki theorem allows them to randomly assign elements from a matrix algebra M k (F) for the noncommuting variables x i , where 2k exceeds the degree of the circuit. Here, it is interesting to note that, when the degree of the circuit is not restricted to polynomial, the Bogdanov-Wee algorithm yields only a randomized exponential time upper bound. It is open whether this upper bound can be improved.
The main contribution of this paper is the use of ideas from automata theory to design an efficient deterministic polynomial identity tests for blackbox noncommutative polynomials that are sparse (i.e, have only polynomially many monomials) and of polynomial degree. Indeed, our algorithm can even reconstruct such a polynomial. More precisely, suppose we are given a noncommutative black-box polynomial f (x 1 , x 2 , . . . , x n ) of degree d with t monomials in F{x 1 , . . . , x n }, where the variables x i are noncommuting. This means that we can assign matrices over F to the variables x i and evaluate the black-box polynomial f , where the black-box will give the resulting matrix value of the polynomial f . Then we give a deterministic polynomial-time algorithm that can reconstruct the entire polynomial f in time polynomial in d, n, and t.
We note that the sparse polynomial identity testing and polynomial interpolation problems in the setting of commuting variables (i.e. for polynomials in the commutative ring F[x 1 , x 2 , . . . , x n ]) have been considered and solved in a long line of works (Ben-Or & Tiwari 1988; Clausen et al. 1991; Grigoriev & Karpinski 1987; Grigoriev et al. 1990; Klivans & Spielman 2001) . However, it is not clear how to adapt these solutions to the noncommutative case.
The key idea in our algorithm is to consider the noncommuting monomials over the x i as words and to design finite automata that allow us to distinguish between different words. Then, using the connection between automata, monoids and matrix rings we are able to deterministically choose a relatively small number of matrix assignments for the noncommuting variables to decide if C ≡ 0. Thus, we are able to avoid using the Amitsur-Levitzki theorem used in Bogdanov & Wee (2005) . Indeed, we can easily derive an alternative automata-theoretic proof of a (weaker) version of the Amitsur-Levitzki theorem which gives another correctness proof for the randomized polynomial-time identity test in Bogdanov & Wee (2005) for noncommutative circuits.
We also apply this idea to black-box noncommutative algebraic branching programs. We observe interesting connections between identity testing of black-box noncommutative ABPs, reconstruction of black-box noncommutative ABPs, and the problem of exact learning automata. As a first step towards obtaining deterministic algorithms, we also give a polynomial-time deterministic reconstruction algorithm for black-box noncommutative ABPs where our black-box model assumes that we can query for the output of any specified gate of the ABP, not just the output gate.
As stated above, we obtain polynomial-time algorithms for sparse noncommutative polynomial identity testing for arithmetic circuits of polynomial degree. Note that sparseness is indeed a restriction on the polynomial computed by the input circuit -even with the polynomial degree assumption, the polynomial computed by a noncommutative arithmetic circuit may in general contain exponentially many monomials. The problem of deterministically identity 524 Arvind, Mukhopadhyay & Srinivasan cc 19 (2010) testing general noncommutative arithmetic circuits, even under the restriction of polynomial degree, remains open. But can we hope for a deterministic polynomial-time PIT algorithm for noncommutative circuits of polynomial degree? For commutative circuits, Kabanets & Impagliazzo (2004) have shown that derandomizing PIT implies circuit lower bounds: an efficient deterministic algorithm for PIT would tell us that either NEXP ⊆ P/poly or the integer Permanent does not have polynomial-size arithmetic circuits. We observe in Section 4 that a similar result also holds in the noncommutative setting. More precisely, if noncommutative PIT has a deterministic polynomial-time algorithm then either NEXP ⊆ P/poly or the noncommutative Permanent polynomial does not have polynomial-size noncommutative circuits.
In the last section of the paper, we study commutative polynomial identity testing in the more general setting when the coefficients of the polynomials come from a commutative ring R with unity instead of a field. The question here is how precisely the complexity of identity testing depends on the structure of the ring R. Suppose we restrict ourselves to finite commutative rings R, where we assume that the elements of R are uniformly encoded as strings in {0, 1} m with two special strings encoding 0 and 1, and the ring operations are carried out by queries to the ring oracle. Then it turns out that the internal algebraic structure of R does not change the complexity of PIT. It suffices that the elements of R have polynomial-size encoding, and w.r.t. this encoding the ring operations can be efficiently carried out. In this general setting we show a suitable generalization of the Schwartz-Zippel test which yields a randomized polynomial-time identity test.
1.1. Organization. The paper is organized as follows. In Section 2, we study the noncommutative black-box identity testing for sparse and small degree polynomials. We also show an interpolation algorithm for such polynomials. In Section 3, we consider the problems of identity testing and interpolation of black-box noncommutative ABPs and discuss connections to the exact learning model. We describe an interpolation algorithm for ABPs in a stronger model. In Section 4, we discuss the consequence of the derandomization of identity testing in the noncommutative model and observe results analogous to those of Kabanets & Impagliazzo (2004) . From Section 5 onwards, we discuss commutative and noncommutative identity testing over finite rings. In Section 5, we prove an analogue of the Schwartz-Zippel lemma for finite commutative rings with unity. The identity testing results are given in the Section 6. 
Noncommutative polynomial identity testing
An arithmetic circuit C over a field F and indeterminates x 1 , x 2 , . . . , x n is a directed acyclic graph (DAG) with each node of indegree zero labeled by a variable or a scalar constant from F: the indegree 0 nodes are the input nodes of the circuit. Each internal node of the DAG is of indegree two and is labeled by either a + or a × (indicating that it is a plus gate or multiply gate, respectively). A node of C is designated as the output gate. Each internal gate of the arithmetic circuit computes a polynomial (by adding or multiplying its input polynomials), where the polynomial computed at an input node is defined to be its label. The polynomial computed by the circuit is the polynomial computed at its output gate. An arithmetic circuit is a formula if the fan-out of every gate is at most one.
An arithmetic circuit computes a polynomial in the commutative ring F[x 1 , x 2 , . . . , x n ] when the × operation is commutative and the x i are commuting indeterminates.
In the noncommutative circuit model, the indeterminates x 1 , x 2 , . . . , x n are free noncommuting variables, and each × gate in the circuit has a left and right child. The noncommutative arithmetic circuit then computes a polynomial in the noncommutative ring F{x 1 , . . . , x n }.
Noncommutative identity testing was studied by Raz & Shpilka (2005) and Bogdanov & Wee (2005) . Bogdanov & Wee (2005) considered identity testing for polynomials of degree d over F{x 1 , . . . , x n } given by an arithmetic circuit. They were able to give a poly(n, d) time randomized algorithm for testing if f is identically zero. The key feature of their algorithm was a reduction from noncommutative identity testing to commutative identity testing, based on a theorem of Amitsur & Levitzki (1950) about minimal identities for algebras. Raz & Shpilka (2005) give a deterministic polynomial-time algorithm when the noncommutative polynomial is given by an algebraic branching program (see Section 3 for formal definition). Since noncommutative formulas can be efficiently transformed into algebraic branching programs (e.g. see Nisan (1991) ), this also yields a deterministic polynomial-time identity testing algorithm for noncommutative formulas.
In this section we study the noncommutative polynomial identity testing problem in the black-box model which we formally define.
The noncommutative black-box model. Let f (x 1 , x 2 , . . . , x n ) ∈ F{x 1 , x 2 , . . . , x n } be a noncommutative polynomial. By black-box access to the polynomial f we mean that to each indeterminate x i we can assign a k×k matrix M i over the field F and query the black-box for the k×k matrix
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Remark 2.1. We note that this black-box access model is natural for noncommutative polynomials since the Amitsur-Levitzki theorem (Amitsur & Levitzki 1950) Using simple ideas from automata theory, we design a new deterministic polynomial-time identity test for sparse noncommutative polynomials of small degree. Our algorithm works with only black-box access to the noncommuting polynomial, and we can even efficiently reconstruct the polynomial. We first describe the identity testing algorithm and then we present the algorithm that reconstructs this sparse polynomial. Although the latter result subsumes the former, for clarity of exposition we describe them both.
In the case of commuting variables, there are many results (see, for example, Ben-Or & Tiwari (1988) ; Klivans & Spielman (2001) ) that give algorithms to interpolate a given sparse black-box polynomial, and which can thus can be used for identity testing. However, it is not clear how to adapt these algorithms to the noncommutative setting. Our identity testing algorithm evaluates the given polynomial at specific elements in a matrix algebra (of polynomial dimension over the base field), such that any non-zero sparse polynomial is guaranteed to evaluate to a non-zero matrix at one of these elements. The reconstruction algorithm uses the above identity testing algorithm as a subroutine in a prefix-based search to find all the monomials and their coefficients.
We now give an intuitive description of the algorithm. Our idea is to view each monomial as a short binary string. Hence, a sparse polynomial is given by a polynomial number of such strings (along with the coefficients of the monomials). The algorithm proceeds in two steps. First, we construct a small set of finite automata such that, given any small collection of short binary strings, at least one automaton from the set accepts exactly one string from this collection. Next, for each of these finite automata, we construct a tuple of elements from a matrix algebra over F such that the evaluation of any monomial at such a tuple mimics the run of the automaton on the corresponding string. Now, given a non-zero polynomial f of small degree with only a few terms, we are
The matrix M b is simply the adjacency matrix of the graph of the function δ b . As the entries of M b are only zeros and ones, we can consider M b to be a matrix over any field F.
Furthermore, for any w = w 1 w 2 · · · w k ∈ {0, 1} * we define the matrix M w to be the matrix product M w1 M w2 · · · M w k . If w is the empty string, define M w to be the identity matrix of dimension |Q| × |Q|. For a string w, let δ w denote the natural extension of the transition function to w; if w is the empty string, δ w is simply the identity function. It is easy to check that:
Thus, M w is also a matrix of zeros and ones for any string w. Also, M w (q 0 , q f ) = 1 if and only if w is accepted by the automaton A. |Q|×|Q| as defined in Section 2.1, where for each i, v i is the binary string that encodes x i . We are interested in the matrix obtained as the output of the polynomial f (x 1 , x 2 , . . . , x n ) when the indeterminates x i are substituted by the matrices M v i . This output matrix is defined in the obvious way: the inputs are |Q| × |Q| matrices and we do matrix addition (resp. matrix multiplication) to evaluate the polynomial f at these matrices M v i . We define the output of f on the automaton A to be this output matrix
Clearly, given black-box access to the polynomial f and the automaton A, the matrix M out can be computed in time poly (|A|, n) .
In this case, the output matrix M out is clearly the
Thus, by Equation (2.2) above, we see that the entry M out (q 0 , q f ) is 0 when A rejects w, and c when A accepts w.
Proof. The proof is an easy consequence of the definitions and the properties of the matrices M w stated in Section 2.1. Note that
is the binary string representing monomial m i . By Equation (2.2), we know that M w i (q 0 , q f ) is 1 if w i is accepted by A, and 0 otherwise. Adding up, we obtain the result.
We now explain the role of the automaton A in testing if the black-box polynomial f is identically zero or not. Our basic idea is to try and design an automaton A that accepts exactly one word from among all the words that correspond to the non-zero terms in f . This would ensure that M out (q 0 , q f ) is the non-zero coefficient of the monomial thus 'filtered' out. More precisely, we will use the above theorem primarily in the following form, which we state as a corollary.
Corollary 2.4. Given a polynomial f ∈ F{x 1 , . . . , x n } and any finite automaton A = (Q, δ, q 0 , q f ), then the output M out of f on A satisfies the following:
(1) If A rejects every string corresponding to a monomial in f , then
(2) If A accepts exactly one string corresponding to a monomial in f , then
Moreover, M out can be computed in time poly(|A|, n) with queries to the blackbox for polynomial f .
Proof. Both points (1) and (2) are immediate consequences of the above theorem. The complexity of computing M out easily follows from its definition.
Another interesting corollary to the above theorem is the following. 
Construction of finite automata.
We begin with a useful definition.
Definition 2.8. Let W be a finite set of binary strings and A be a finite family of finite automata over the binary alphabet {0, 1}.
• We say that A is isolating for W if there exists a string w ∈ W and an automaton A ∈ A such that A accepts w and rejects all w ∈ W \ {w}.
• Fix parameters m, s ∈ N. Our first aim is to construct an (m, s) isolating family of automata A, where both |A| and the size of each automaton in A is polynomially bounded in m and s. Then, combined with Corollary 2.4 we will be able to obtain deterministic identity testing and interpolation algorithms in the sequel.
Recall that we only deal with finite automata that have unique accepting states. In what follows, for a string w ∈ {0, 1} * , we denote by n w the positive integer represented by the binary numeral 1w. For each prime p and each integer i ∈ {0, . . . , p − 1}, we can easily construct an automaton A p,i that accepts exactly those w such that n w ≡ i (mod p). Moreover, A p,i can be constructed so as to have p states and exactly one final state.
Our collection of automata A is just the set of A p,i where p runs over the first few polynomially many primes, and i ∈ {0, . . . , p − 1}. Formally, let N denote (m + 2) Proof. Consider any set of s binary strings W of length at most m each. By the construction of A, A p,i ∈ A isolates W if and only if p does not divide n w j − n w k for some j and all k = j, and n w j ≡ i (mod p). Clearly, if p satisfies the first of these conditions, i can easily be chosen so that the second condition is satisfied. We will show that there is some prime among the first N primes that does not divide P = j =k (n w j − n w k ). This easily follows from the fact that the number of distinct prime divisors of P is at most log |P |, which is clearly bounded by (m + 2)
= N − 1. This concludes the proof.
We note that the above (m, s)-isolating family A can clearly be constructed in time poly(m, s).
The identity testing algorithm.
We now describe the identity testing algorithm. Let f be a black-box noncommutative polynomial in F{x 1 , . . . , x n }. Let t be an upper bound on the number of monomials in f , and d be an upper bound on the degree of f . As in Section 2.2, we represent monomials over x 1 , . . . , x n as binary strings. Every monomial in f is represented by a string of length at most d(n + 2).
Our algorithm proceeds as follows: Using the construction of Section 2.3, we compute a family A of automata such that A is isolating for any set W with at most t strings of length at most d(n + 2) each. For each A ∈ A, the algorithm computes the output M out of C on A. If M out = 0 for any A, then the algorithm concludes that the polynomial computed by the input circuit is not identically zero; otherwise, the algorithm declares that the polynomial is identically zero.
The correctness of the above algorithm is almost immediate from Corollary 2.4. If the polynomial is identically zero, it is easy to see that the algorithm outputs the correct answer. If the polynomial is nonzero, then by the construction of A, we know that there exists A ∈ A such that A accepts precisely one of the strings corresponding to the monomials in f . Then, by Corollary 2.4, the evaluation of the polynomial f on the automaton A is nonzero. Hence, the algorithm correctly deduces that the polynomial computed is not identically zero.
532 Arvind, Mukhopadhyay & Srinivasan cc 19 (2010) As for the running time of the algorithm, it is easy to see that the family of automata A can be constructed in time poly (d, n, t) . Also, the matrices M v i for each A (all of which are of size poly(d, n, t)) can be constructed in polynomial time. Hence, the entire algorithm runs in time poly (d, n, t In the case of arbitrary noncommutative arithmetic circuits, Bogdanov & Wee (2005) give a randomized exponential time algorithm for the identity testing problem. Their algorithm is based on the Amitsur-Levitzki theorem, which forces the identity test to randomly assign exponential size matrices for the noncommuting variables since a given circuit could, in general, compute an exponential degree polynomial. However, notice that Theorem 2.10 improves upon this result under the restriction that the input circuit computes a polynomial with at most exponentially many monomials: in this case, Theorem 2.10 asserts the existence of a deterministic exponential-time identity testing algorithm. Note that the above is indeed a restriction on the circuit since, in general, a polynomial of exponential degree can have a double exponential number of terms.
Interpolation of noncommutative polynomials.
We now describe a deterministic polynomial-time algorithm that, given black-box access to a sparse noncommutative polynomial f in F{x 1 , . . . , x n } makes matrix-valued queries to f and reconstructs the entire polynomial. Let f, t and d be as in Section 2.4. Let W denote the set of all strings corresponding to monomials with non-zero coefficients in f . For all binary strings w, let A w denote any standard automaton that accepts w and rejects all other strings. For any automaton A and string w, we let [A] w denote the automaton that accepts those strings that are accepted by A and in addition, contain w as a prefix. We now describe a subroutine Test that has black-box access to polynomial f and takes as input a set of finite automata A, and returns a field element α ∈ F. This subroutine will have the following properties: (P1) If A is isolating for W , the set of strings corresponding to monomials in f , then α = 0. The procedure Test(f ,A) is described formally in Algorithm 1. We now describe a recursive prefix-search based algorithm Interpolate that takes as input a binary string u, and computes all those monomials of f (along with their coefficients) which contain u as a prefix when encoded as strings using our encoding x i → v i = 01 i 0. Clearly, in order to obtain all monomials of f with their coefficients, it suffices to run this algorithm with u = , the empty string.
In what follows, let A 0 denote the (m, s)-isolating automata family {A p,i } as constructed in Section 2.3 with parameters m = d(n + 2) and s = t. As explained in Section 2.3, we can compute A 0 in time poly (d, n, t) .
Suppose f is the polynomial given by black-box access. We now describe the algorithm Interpolate(f ,u) formally (Algorithm 2).
The correctness of this algorithm is clear from the correctness of the Test subroutine and Lemma 2.9. To bound the running time, note that the algorithm never calls Interpolate on a string u unless u is the prefix of some string corresponding to a monomial. Hence, the algorithm invokes Interpolate for at most O(td(n + 2)) many prefixes u. Since ||[A 0 ] u0 || and |A u | are both bounded by poly(d, n, t) for all prefixes u, it follows that the running time of the algorithm is poly (d, n, t) . We summarize this discussion in the following theorem. Interpolate(f, u0).
There is some monomial in C extending u0 
Interpolation of algebraic branching programs
In this section, we study the Interpolation Problem for noncommutative Algebraic Branching Programs (ABPs). We first recall the definition of this model. We define the Interpolation Problem: Let f (x 1 , x 2 , . . . , x n ) ∈ F{x 1 , . . . , x n } be a noncommutative polynomial given by black-box access such that f has an ABP of size s. The interpolation problem is to compute an ABP for the polynomial f in time polynomial in n and s. In this section, we explore the complexity of the interpolation problem for noncommutative ABPs.
Suppose f is a black-box noncommutative polynomial that has an ABP of size s. If we have an algorithm for the Interpolation problem we can compute an ABP P for f in time polynomial in n and s. We can then invoke the RazShpilka deterministic identity test to check if P ≡ 0 in polynomial time. Hence, we have shown the following.
Lemma 3.2. Polynomial identity testing for black-box noncommutative ABPs is deterministic polynomial-time reducible to the interpolation problem.
We now observe that the interpolation problem is closely related to exact learning of DFAs in Angluin's model (of membership and equivalence queries) (Angluin 1987) , and its generalization by Beimel et al. (2000) to exact learning of multiplcity automata in polynomial time. Since noncommutative ABPs are easily seen to be a restricted form of multiplicity automata, it follows from Beimel et al. ' s results that ABPs can be exactly learnt in polynomial time with membership and equivalence queries. More precisely, let f = w∈A f w w be noncommutative polynomial of degree d in F{x 1 , x 2 , . . . , x n }, where f w ∈ F. In the model of Beimel et al., a membership query is a monomial w and the teacher returns its coefficient f w in the polynomial f . An equivalence query made by the learning algorithm is a hypothesis ABP P computing a polynomial h = w∈A h w w, and if h = f the teacher gives a counterexample monomial m such that h m = f m .
It turns out that we can combine the Beimel et al. algorithm with our results of Section 2 to give a randomized polynomial-time algorithm for interpolating black-box ABPs. This is because we can simulate a membership query with black-box access to the ABP in deterministic polynomial time, and we can simulate an equivalence query with black-box access to the ABP in randomized polynomial time. Hence we can show the following. Proof. As explained above, it suffices to show how membership and equivalence queries can be simulated efficiently with black-box access to the polynomial f which has an ABP of size s. If we can do this, then the entire exact learning algorithm of Beimel et al. (2000) can be simulated in polynomial time with black-box access to f . Given a monomial m as a membership query, by Corollary 2.5 we can compute its coefficient f m in the polynomial f in deterministic polynomial time. Hence, membership queries are easy to simulate. Now consider an equivalence query where the hypothesis polynomial h is given by an ABP P . We need to test if P computes the polynomial f and, if not, find a monomial m such that h m = f m . Testing if h = f is reducible to polynomial identity testing for black-box ABPs which can be done in randomized polynomial time by substituting randomly picked s × s matrices over F for the variables x i using the algorithm in Bogdanov & Wee (2005) .
With black-box access to f , we now show how to compute a monomial m such that h m = f m in randomized polynomial time. We apply the idea from Arvind & Mukhopadhyay (2008, Theorem 3 .1) which we now explain to keep this proof self-contained: Suppose f is of degree d (which is bounded above by the ABP size s). For 1 ≤ i ≤ n and 1 ≤ j ≤ d we pick independent random weights w ij ∈ [2dn], where w ij is the weight assigned to indeterminate x i when it occurs in position j of a monomial. The weight of a monomial is defined as the sum of weights of the indeterminates occurring in it. By the isolation lemma of Mulmuley et al. (1987) , if h = f then with probability at least 1/2 there is a unique minimum weight monomial m such that h m = f m . We can design a DFA A w,i,j of size polynomial in n and d such that A w,i,j accepts a monomial m iff m has weight w and x i occurs in the j th position. Suppose w 0 ∈ [2d 2 n] is the weight of the unique minimum weight monomial. By Theorem 2.3 we can evaluate f − h, using the black-box for f , on each automaton A w,i,j for w ∈ [2d 2 n], 1 ≤ i ≤ n, and 1 ≤ j ≤ d. Conditioned on the event that there is a unique monomial m of weight w 0 , for the choice w = w 0 , the evaluation of f − h on A w0,i,j will output f m − h m if x i is the j th variable in m and 0 otherwise. Hence, we can compute m in randomized polynomial time, implying that equivalence queries can be simulated in randomized polynomial time.
It is an open question if interpolation (or even polynomial identity testing) of black-box ABPs can be done in deterministic polynomial time. In the rest of this section, we give a deterministic interpolation algorithm given a stronger black-box access. More precisely, suppose we are given the polynomial f by a black-box ABP P such that for a matrix-valued input, we are allowed to evaluate the ABP P at any of its intermediate gates. The interpolation problem is to output in deterministic polynomial time an ABP P that computes the same polynomial as P .
This interpolation algorithm is motivated by Raz and Shpilka's (Raz & Shpilka 2005 ) algorithm for identity testing of ABPs over noncommuting variables. Our algorithm interpolates the given ABP layer by layer using ideas from Section 2 (principally Corollary 2.5).
Notice that an ABP with no edge between two vertices u and v on levels i and i + 1 is equivalent to an ABP with an edge from u to v labeled with the zero linear form. Thus, without loss of generality, we assume that in the ABP for f , there is an edge between every pair of vertices on adjacent levels.
As mentioned before, we will assume black-box access to the input ABP P where we can evaluate the polynomial computed by P at any of its gates over arbitrary matrix rings over F. In order to specify the gate at which we want the output, we index the gates of P with a layer number and a gate number (in the layer).
Based on Raz & Shpilka (2005) , we now define a Raz-Shpilka basis for the level i of the ABP. Let the number of nodes at the i-th level be G i and let {p 1 , p 2 , . . . , p G i } be the polynomials computed at the nodes. We will identify this set of polynomials with the G i × n i matrix M i where the columns of M i are indexed by n i different monomials of degree i, and the rows are indexed by the polynomials p j . The entries of the matrix M i are the corresponding polynomial coefficients. A Raz-Shpilka basis is a set of at most G i linearly independent column vectors of M i that generates the entire column space. Notice that every vector in the basis is identified by a monomial.
In the algorithm we need to compute a Raz-Shpilka basis at every level of the ABP. Notice that at the level 0 it is trivial to compute such a basis. Inductively assume we can compute such a basis at the level i. Denote the basis by
Assume that the elements of this basis corresponds to the monomials {m 1 , m 2 , . . . , m k i }. We compute a Raz Shpilka basis at the level i + 1 by computing the column vectors corresponding to the set of monomials {m j x s } j∈[k i ],s∈ [n] in M i+1 and then extracting the linear independent vectors out of them. Computing these column vectors requires the computation of the coefficients of these monomials, which can be done in polynomial time using Corollary 2.5. Notice that we also know the monomials that the elements of this basis correspond to.
We now describe the interpolation algorithm formally. As mentioned before, we will construct the output ABP P layer by layer such that every gate of P 538 Arvind, Mukhopadhyay & Srinivasan cc 19 (2010) computes the same polynomial as the corresponding gate in P . Clearly, this task is trivial at level 0.
Assume that we have completed the construction up to level i < d. We now construct level i + 1. This only involves computation of the linear forms between level i and level i + 1. Hence, there are k i ≤ G i vectors in the RazShpilka basis at the ith level. Let the monomials corresponding to these vectors be B = {m 1 , . . . , m k i }. Fix any gate u at level i + 1 in P , and let p u be the polynomial compute at this gate in P . Clearly,
where p j is the polynomial computed at the jth gate at level i, and j is the linear form labeling the edge between the jth gate at level i and u.
We have, [n] , we observe that it is sufficient to satisfy the constraints corresponding only to monomials mx s where m ∈ B. All other constraints are simply linear combinations of these and are thus automatically satisfied by any solution to these. Now, for m ∈ B and s ∈ {1, . . . , n}, we compute the coefficients of mx s in p u and those of m in each of the p i 's using the algorithm of Corollary 2.5. Hence, we have all the linear constraints we need to solve for {a s } s∈ [n] . Firstly, note that such a solution exists, since the linear forms in the black box ABP P give us such a solution. Moreover, any solution to this system of linear equations generates the same polynomial p u at gate u. Hence, we can use any solution to this system of linear equations as our linear forms. We perform this computation for all gates u at the i + 1st level. The final step in the iteration is to compute the Raz-Shpilka basis for the level i + 1.
We can use induction on the level numbers to argue the correctness of the algorithm. In the input black-box ABP P , for each level k, let P jk , 1 ≤ j ≤ G k denote the algebraic branching programs computed by P with output gate as gate j in level k. Assume, as induction hypothesis, that the algorithm has computed linear forms for all levels up to level i and, furthermore, that the algorithm has a correct Raz-Shpilka basis for all levels up to level i. This gives us a reconstructed ABP P up to level i with the property that, for 1 ≤ k ≤ i, each ABP P jk , 1 ≤ j ≤ G k computes the same polynomials as the corresponding P jk , 1 ≤ j ≤ G k , where P jk is obtained from P by designating gate j at level k as output gate. Under this induction hypothesis, it is clear that our interpolation algorithm will compute a correct set of linear forms between levels i and i + 1. Consequently, the algorithm will correctly reconstruct an ABP P up to level i + 1 along with a corresponding Raz-Shpilka basis for that level.
We can now summarize the result in the following theorem. 
Noncommutative identity testing and circuit lower bounds
In Section 2 we gave a new deterministic identity test for noncommuting polynomials which runs in polynomial time for sparse polynomials of polynomially bounded degree. However, the real problem of interest is identity testing for polynomials given by small degree noncommutative circuits for which Bogdanov & Wee (2005) give an efficient randomized test. When the noncommutative circuit is a formula, Raz & Shpilka (2005) have shown that the problem is in deterministic 540 Arvind, Mukhopadhyay & Srinivasan cc 19 (2010) polynomial time. Their method uses ideas from Nisan's lower bound technique for noncommutative formulae (Nisan 1991) .
How hard would it be to show that noncommutative PIT is in deterministic polynomial time for circuits of polynomial degree? In the commutative case, Kabanets & Impagliazzo (2004) have shown that derandomizing PIT implies circuit lower bounds. It implies that either NEXP ⊆ P/poly or the integer Permanent does not have polynomial-size arithmetic circuits.
We observe that this result also holds in the noncommutative setting. That is, if noncommutative PIT has a deterministic polynomial-time algorithm then either NEXP ⊆ P/poly or the noncommutative Permanent polynomial does not have polynomial-size noncommutative circuits.
It is known that proving explicit lower bounds in noncommutative models can be easier than in commutative models. As already mentioned, Nisan (1991) has shown exponential-size lower bounds for noncommutative formula size and lower bound results are also known for pure noncommutative circuits (Nisan 1991; Raz & Shpilka 2005) . However, proving superpolynomial size lower bounds for general noncommutative circuits computing the Permanent is an open problem. Our observations in this section imply that deterministic identity testing for polynomial degree noncommutative circuits is equally difficult.
The noncommutative Permanent polynomial P erm(
where the coefficient ring R is any commutative ring with unity. Specifically, for the next theorem we choose R = Q. Proof. Suppose NEXP ⊆ P/poly. Then, by the main result of Impagliazzo et al. (2002) we have NEXP = MA. Furthermore, by Toda's theorem MA ⊆ P P erm Z , where the oracle computes the integer permanent. Now, assuming PIT for noncommutative circuits of polynomial degree is in deterministic polynomial-time we will show that the (noncommutative) Permanent function does not have polynomial-size noncommutative circuits. Suppose to the cc 19 (2010) Noncommutative and commutative PIT 541 contrary that it does have polynomial-size noncommutative circuits. Clearly, we can use it to compute the integer permanent as well. Furthermore, as in Kabanets & Impagliazzo (2004) we notice that the noncommutative n × n Permanent is also uniquely characterized by the identities p 1 (x) ≡ x and p i (X) = i j=1 x 1j p i−1 (X j ) for 1 < i ≤ n, where X is a matrix of i 2 noncommuting variables and X j is its j-th minor w.r.t. the first row. That is, arbitrary polynomials p i , 1 ≤ i ≤ n satisfy these n identities over noncommuting variables x ij , 1 ≤ i, j ≤ n if and only if p i computes the i×i permanent of noncommuting variables for each i. The rest of the proof is exactly as in Impagliazzo-Kabanets Kabanets & Impagliazzo (2004) . We can easily describe a nondeterministic subexponential time Turing machine to simulate a P P erm Z computation. First, the nondeterministic machine guesses a polynomial-size noncommutative circuit for P erm on m × m matrices, where m is a polynomial bound on the matrix size of the queries made. Then, the machine verifies that the circuit computes the permanent by checking the m noncommutative identities it must satisfy. This can be done in deterministic subexponential time by assumption. Finally, the nondeterministic machine uses this circuit to answer all the integer permanent queries. Putting it together, we get NEXP = NSUBEXP which contradicts the nondeterministic time hierarchy theorem.
The Schwartz-Zippel lemma over finite rings
In this section we prove a generalization of the Schwartz-Zippel lemma to polynomials with coefficients from R[x 1 , . . . , x n ], where R is a finite commutative ring with unity. Throughout, we will assume that the elements of R are uniformly encoded by strings from {0, 1} m with a special string e denoting the unity of R, and the ring operations are performed by a ring oracle.
We recall some facts about finite commutative rings (Atiyah & Macdonald 1969; McDonald 1974) . A commutative ring R with unity is a local ring if R has a unique maximal ideal M . An element r ∈ R is nilpotent if r n = 0 for some positive integer n. An element r ∈ R is a unit if it is invertible. That is, rr = e for some element r ∈ R. Any element of a finite local ring is either a nilpotent or a unit. An ideal I is a prime ideal of R if ab ∈ I implies either a ∈ I or b ∈ I. For finite commutative rings, prime ideals and maximal ideals coincide. These facts considerably simplify the study of finite commutative rings (in contrast to infinite rings).
The radical of a finite ring R denoted by Rad(R) is defined as the set of all nilpotent elements, i.e The radical Rad(R) is an ideal of R, and it is the unique maximum ideal if R is a local ring. Let m denote the least positive integer such that for every nilpotent r ∈ R, r m = 0, i.e (Rad(R)) m = 0. Let R be any finite commutative ring with unity and {P 1 , P 2 , . . . , P } by the set of all maximal ideals of R. Let R i denote the quotient ring R/P m i for 1 ≤ i ≤ . Then, it is easy to see that each R i is a local ring and P i /P m i is the unique maximal ideal in R i . We recall the following structure theorem for finite commutative rings. The isomorphism φ mentioned above naturally extends to the polynomial ring R[x 1 , x 2 , . . . , x n ], and gives the isomorphismφ :
The Schwartz-Zippel lemma.
In this section, we will prove some simple facts about the zeros of polynomials from R[x 1 , x 2 , . . . , x n ]. We note that analogous statements are well known in the case that R is a field or an integral domain. Indeed, the proofs that follow are very similar to the case of a field. However, since the technical statements are slightly different from their counterparts in the setting of a field, we give short proofs to keep our presentation self-contained. Proof. Notice that D is a finite integral domain as it is contained in the finite ring R. Thus, D must in fact be a finite field. Now, suppose 
. Applying this argument successively for the other a i finally yields
is a monic polynomial, this forces deg(f ) ≥ d + 1 which is a contradiction.
Using Proposition 5.2 we describe an easy generalization of the SchwartzZippel lemma to finite commutative rings with unity containing integral domains. Given > 0 and a distribution μ over a finite set S of size s, μ is an -uniform distribution over S if for each b ∈ S, 
Proof. The proof is by induction on n. The base case n = 1 involves a univariate polynomial g(
. From Proposition 5.2, we see that if g ≡ 0, it has at most d zeros in A and since μ is -uniform, each of these zeros is picked with probability at most
. Hence, the probability of picking a zero of g is bounded by
, as claimed. This proves the base case. As induction hypothesis, suppose the lemma holds for multivariate poly-
. . , x n−1 ), where k ≤ d is the largest exponent of x n in g with nonzero coefficient g k , and each g i ∈ R[x 1 , x 2 , . . . , x n−1 ]. Since g k = 0 and deg(g k ) ≤ d − k, by the induction hypothesis the probability that g k (a 1 , . . . , a n−1 ) = 0 for independent random a 1 , . . . , a n−1 ∈ μ A is bounded by
. . , a n−1 ) = 0, thenĝ(x n ) is a nonzero polynomial. Once again applying Proposition 5.2, we see as in the base case that the probability thatĝ(a n ) is 0 is bounded by
Thus, the probability that g(a 1 , . . . , a n ) = 0 is bounded by
, the bound claimed in the statement of the lemma. This completes the induction case and the proof.
In general Lemma 5.3 is not applicable, because the given finite ring R may not contain a large finite field F containing 1. We explain how to get around this
Randomized polynomial identity testing over finite rings
In this section we study the identity testing problem over a finite commutative ring with unity (given as an oracle). We consider two variants of the problem: the first being when the input polynomial is given as a black box, i.e, the identity testing algorithm is only allowed to evaluate the input polynomial on various inputs in R n ; and the second being the identity testing problem where the input polynomial is given as a circuit.
For the black box variant, we will give a randomized polynomial identity test along the lines of the standard Schwartz-Zippel randomized test for polynomial identity testing over fields. We will prove that the failure probability of this test is small when the characteristics of the underlying local rings are powers of large primes. It turns out that this constraint cannot be entirely removed: for example, consider the ring Z 2 ⊕Z 2 ⊕· · · Z 2 (m times), over which the polynomial x 2 − x always evaluates to 0. Hence, we then turn to a less restrictive variant of the problem: one where the input polynomial is given as a circuit. Here, we will devise a randomized 546 Arvind, Mukhopadhyay & Srinivasan cc 19 (2010) polynomial time algorithm for polynomial identity testing over rings of any characteristic. The algorithm will follow along the lines of the algorithm of Agrawal & Biswas (2003) for polynomial identity testing over Z n , for n ∈ N.
Finally, we observe that the randomized algorithm of Bogdanov & Wee (2005) for polynomial identity testing noncommutative arithmetic circuits computing a polynomial f ∈ F{x 1 , . . . , x n } can also be extended to the case of a finite commutative coefficient ring given by a ring oracle.
First we consider the black-box case. Our identity testing algorithm is a direct consequence of Lemma 5.4. 
Proof. Consider the natural isomorphismφ :
Fix such an i. Our algorithm is a direct application of Lemma 5.4. Define U = {ce | 0 ≤ c ≤ M }, assign values for the x i 's independently and uniformly at random from U , and evaluate f using the black-box access. Notice that we have to compute ce using the ring oracle for addition in R. The running time for this computation can be made polynomial in log c by writing c in binary and applying the standard doubling algorithm.
The algorithm declares f ≡ 0 if and only if the computed value is nonzero. By Lemma 5.4, our algorithm outputs the correct answer with probability 1 −
The drawback of Theorem 6.1 is that we get a randomized polynomial-time algorithm only when p i ≥ kd.
However, when the polynomial f is given by an arithmetic circuit we will get a randomized identity test that works for all finite commutative rings given by an oracle. This is the main result of this section. A key idea is to apply the transformation from Agrawal & Biswas (2003) to convert the given multivariate polynomial to a univariate polynomial. The following lemma has the same proof as Agrawal & Biswas (2003, Lemma 4.5 d(d+1) n−1 which we denote by D. Our algorithm is simple and essentially the same as the Agrawal-Biswas identity test over the finite ring Z n (Agrawal & Biswas 2003) .
We will randomly pick a monic polynomial q(x) ∈ U [x] of degree log O(D) . Then we carry out a division of f (x) by the polynomial q(x) and compute the remainder r(x) ∈ R [x] . Our algorithm declares f to be identically zero if and only if r(x) = 0. Notice that we will use the structure of the circuit to carry out the division. At each gate we carry out the division. More precisely, if the inputs of a + gate are the remainders r 1 (x) and r 2 (x), then the output of this + gate is r 1 + r 2 . Similarly if r 1 and r 2 are the inputs of a * gate, then we divide r 1 (x)r 2 (x) by q(x) and obtain the remainder as its output. Crucially, since q(x) is a monic polynomial, the division algorithm will make sense and produce a unique remainder even if R [x] is not a U.F.D. (which is the case in general).
Below, we describe the pseudocode of the identity testing algorithm (Algorithm 3). Our algorithm takes as input an arithmetic circuit C computing a polynomial f ∈ R[x 1 , x 2 , . . . , x n ] of degree at most d and an > 0.
We will now prove the correctness of the above randomized identity test in Lemmas 6.3, 6.4, and 6.5. 
Proof. As q(x) divides g(x) in R[x]
, we have g(x) = q(x)q 1 (x) for some polynomial q 1 (x) ∈ R [x] . Supposeĝ(x) = q(x)q(x) + r(x) in R [x] where the degree of r(x) is less than the degree of q(x). Also note that the division makes sense even over the ring as q(x) is monic. We want to show that r(x) ∈ (Î + pR) [x] . We have the following relation in R [x] : for i = 1 to n do 3: Choose a monic polynomial q(x) ∈ U [x] of degree log 12D 1− uniformly at random.
8:
Divide g(x) by q(x) and compute the remainder r(x).
The division algorithm uses the structure of the circuit. C computes a nonzero polynomial. . Thus r(x) ∈ (Î + pR) [x] . Hence, q(x) dividesĝ(x) in R/(Î + pR) [x] . Notice that by Claim 5.5 in the proof of Lemma 5.4, we haveĝ(x) ≡ 0 in R/(Î + pR) [x] . This completes the proof.
The following lemma is basically Chinese remaindering tailored to our setting.
Lemma 6.4. Let R be a local ring with characteristic
for some k ≥ 0. Let g(x) = p kĝ (x) andÎ = {r ∈ R | p k r = 0}. Suppose q 1 (x), q 2 (x) are two monic polynomials over R [x] such that each of them divides g in R [x] . Moreover, suppose there exist polynomials a(x), b(x) ∈ R [x] such that aq 1 + bq 2 = 1 in R/(Î + pR) [x] . Then, q 1 q 2 dividesĝ in R/(Î + pR) [x] .
Proof. By Lemma 6.3, we know that q 1 and q 2 divideĝ in R/(Î +pR) [x] . Let g = q 1q1 andĝ = q 2q2 in R/(Î + pR) [x] . Letq 1 = q 2 q 3 + r in R/(Î + pR) [x] . So, g = q 1 q 2 q 3 +q 1 r. Substituting q 2q2 forĝ, we get q 2 (q 2 −q 1 q 3 ) = q 1 r. Multiplying both sides by a and substituting aq 1 = 1 − bq 2 , we get q 2 [a(q 2 − q 1 q 3 ) + br] = r. If r ≡ 0 in R/(Î + pR) [x] , we arrive at a contradiction since q 2 is monic and thus the degree of q 2 [a(q 2 − q 1 q 3 ) + br] is more than the degree of r.
Let f (x) be a nonzero polynomial in R [x] of degree at most D. Let M = d2 m+1 / + 1 (recall that elements of R are encoded by strings in {0, 1} m ). As before, we define U to be the set {ce | 0 ≤ c ≤ M }. The next lemma states that, if we pick a random monic polynomial q(x) ∈ U [x] of degree d ≈ log O(D), with high probability, q(x) will not divide f (x). 
