The "weakly coupled dynamic program" describes a broad class of stochastic optimization problems in which multiple controlled stochastic processes evolve independently but subject to a set of linking constraints imposed on the controls. One feature of the weakly coupled dynamic program is that it decouples into lower dimensional dynamic programs by dualizing the linking constraint via the Lagrangian relaxation, which yields a bound on the optimal value of the original dynamic program. Together with the Lagrangian bound, we generalize the information relaxation approach that relaxes the nonanticipative constraint on the controls to obtain a tighter dual bound. To tackle large-scale problems, we further propose a computationally tractable method based on information relaxation, and show it provides a valid dual bound and its performance has a uniform bound regardless of the number of subproblems. We demonstrate our method on a dynamic product promotion problem.
I. INTRODUCTION
M ANY sequential decision making problems under budget constraints can be modeled as a weakly coupled dynamic program (WCDP), which consists of multiple subproblems that are independent of each other except for a set of budget or linking constraints on the controls. WCDPs have many interesting and practical applications, including multiarmed and restless bandits [1] - [4] , resources allocation [5] , network revenue management [6] , [7] , and optimal learning [8] - [10] . However, the exact solution to WCDPs quickly becomes intractable as the number of subproblems increases, and therefore, approximation methods as well as performance bounds are often developed for high-dimensional problems (see, e.g., [11] , [12] ).
WCDPs, as many other stochastic dynamic programs, have two intrinsic constraints. One is the obvious "budget constraint" or the feasibility of the control, which implies that the decision or control should take values in a feasible region. The other constraint is the "information constraint" or nonanticipativity constraint of the control policy, i.e., the decision should depend on the information up to the time that the decision is made. Relaxations of these constraints may lead to a simpler dynamic optimization problem: The first constraint that exists universally in mathematical programs can be tackled by the commonly known Lagrangian relaxation (see, e.g., [13] ), which results in an unconstrained stochastic dynamic program that is less complicated; the second constraint can be approached by a technique called "information relaxation" (see, e.g., [14] ), which relaxes the nonanticipativity constraint on decision-making but imposes a penalty for such a violation. In particular, a perfect information relaxation assumes that the decision maker can acquire all the system randomness in advance and allows her to make decisions based on the extra information; therefore, decisions are determined according to a scenario-dependent optimization problem, which may be easier to solve than the original stochastic dynamic program. There also exist other relaxation methods. For example, the LP-based approximate dynamic programming (ALP) method proposed in [15] and [16] employs a parameterized class of functions to approximate the optimal value based on the linear programming formulation of the Bellman optimality equation. These relaxations provide not only approximate values that can be used to generate heuristic policies, but also upper bounds (or lower bounds) on the optimal expected rewards (or expected costs). With such a complementary dual bound on the optimal value, we can evaluate the quality of heuristic policies and justify the need of improvement. Application of Lagrangian relaxation and information relaxation in WCDPs has been studied in the literature. The work [11] first employed Lagrangian relaxation to decompose the original problem, which leads to an easy-to-compute dual bound on the optimal value. Despite the computational advantage of Lagrangian relaxation, one cannot expect the bound to be tight because the general WCDPs may lack convex structure. Some recent works suggested two main approaches for improving the Lagrangian relaxation bound. The first approach in [12] showed that the ALP method can be used to obtain a tighter upper bound compared with the Lagrangian bound, and it has been successfully implemented in large-scale banditlike problems. The second approach in [17] studied how to improve the Lagrangian bound using the information relaxation approach, and developed a gradient penalty for computing the bound in finitehorizon convex WCDPs. However, these approaches still have limitations. For example, the gradient penalty approach in [17] is not suitable for nonconvex problems. The efficiency of the ALP method using column generation may deteriorate quickly with increasing number of subproblems and linking constraints; moreover, when the stochastic decision model has continuous states or decisions, the column generation procedure in ALP may require problem-specific sampling technique in order to achieve the optimal solution quickly.
Motivated by the aforementioned approaches and also inspired by [18] who study the ALP and the information relaxation methods, we study the interactions between Lagrangian relaxation and information relaxation in WCDPs, and propose an alternative approach that utilizes the information relaxation technique to generate upper bounds on the optimal value for general WCDPs. Our approach does not rely on the convexity assumption and can be applied to discounted infinite-horizon problems as well as finite-horizon problems.
To apply the information relaxation technique in an infinitehorizon discounted WCDP, there are two main challenges. First, a perfect information relaxation means that the system randomness of an infinite length is revealed beforehand, which implies that the associated scenario-dependent optimization problem has an infinite number of decision variables. The second challenge lies in solving the scenario-dependent optimization problem effectively when the number of subproblems is large, even after the inner problem has already been reduced to a finite (random) horizon problem. To address these issues, we first use a standard technique-a geometric distributed random stopping time-to convert the discounted infinite-horizon optimization problem to a finite (but random) horizon problem (see, e.g., [19] ). This reformulation makes it possible to solve the scenario-based inner problem with finite computational costs, though the computational costs depend on the length of the random horizon. By coupling the randomized time with a penalty function derived from an approximate value function, we can adapt the weak and strong duality to the discounted infinitehorizon problem, which parallels the results in finite-horizon stochastic dynamic programs (see, e.g., [14] ). We also show that in principle the information relaxation approach can always generate a tighter bound than both the Lagrangian bound and ALP bound. To tackle the second challenge, instead of computing its optimal value exactly, we solve a relaxed problem by dualizing linking constraints for the purpose of decomposition, which is computationally tractable for each scenario. With this relaxation we generally have a weaker bound (referred to as the "practical information relaxation bound") compared with the exact information relaxation bound, but we can show it is still superior to the Lagrangian relaxation bound; therefore, this relaxation lies intermediately between the Lagrangian relaxation and the exact information relaxation. To examine the effect of this approximation, we analyze the relative gap between the exact and practical information relaxation bounds, and show this relative gap will vanish under certain conditions as the number of subproblems goes to infinity.
Overall, we study how to compute various dual bounds in WCDPs via combinations of Lagrangian and information relaxations, and analyze performance guarantees with computational advantages. Our main contributions include the following.
1) By utilizing a standard technique of randomized stopping time, we extends application of the information relaxation approach from finite-horizon problems to infinite-horizon problems. 2) In the context of WCDPs, we propose a "practical" information relaxation method to ease computation, and show that the resulting bound is still superior to the Lagrangian bound. This approach reduces computational complexity from exponential to linear (in the number of subproblems), and thus, allows much more efficient computation of dual bounds for WCDPs. 3) We characterize the relative gap between the exact and practical information relaxation bounds. This theoretical result guarantees that under certain conditions the relative gap between the practical and exact information relaxation bounds vanishes as the number of subproblems goes to infinity. To better position our work, we give a more detailed literature review below on information relaxation and related work, in addition to the literature that we have already mentioned.
A. Literature Review on Information Relaxation
Recently, information relaxation was developed in [14] to study performance bounds in general dynamic programs. The work [20] independently proposed a dual formulation of Markov decision process (MDP) that can be interpreted as perfect information relaxation. The concept of relaxing the nonanticipativity constraint has also been studied in stochastic programming literature (see, e.g., [21] , [22] ). Information relaxation was further explored in different settings such as convex dynamic programs in [17] and [23] , continuous-time stochastic control in [24] , and zero-sum stochastic games in [25] .
There are several works particularly relevant to our work. The paper [17] developed a gradient-based penalty method to compute dual bounds on the revenue in an airline network problem, which is a case of WCDPs; their method can also be applied in general convex stochastic dynamic programs. The theoretical formulation of the information relaxation bound in the infinite-horizon discounted MDP is explored by [18] and is compared to the ALP bound. A recent independent work by Brown and Haugh [26] studies the infinite-horizon discounted MDP using a change-of-measure technique called "weak formulation"; they also consider the "strong formulation" (i.e., the randomized time) and solve the relaxed inner problem using approaches different from ours; they do not characterize the relative gap between the exact and practical information relaxation bounds. A robust model of the multiarmed bandit is studied in [27] using the information relaxation approach. The work [28] applied the information relaxation and decoupled the inner problem in an optimal sequential exploration problem (a generalized multiarmed bandit with dependent arms) without using penalty. The work [23] and [29] used information relaxation to derive tighter dual bounds from the optimal value or policy of a simplified model in a dynamic portfolio optimization problem and a commodity storage problem, respectively. Stochastic programming literature [30] showed that the structure of stochastic integer programs leads to a vanishing Lagrangian duality gap as the number of scenarios increases; the work [31] studied variants of Lagrangian relaxations and the associated decomposition scheme with duality gaps in nonconvex stochastic optimization problems.
The rest of this paper is organized as follows. In Section II, we review the formulation of the WCDP and its decomposition using the Lagrangian relaxation approach. In Section III, we extend the information relaxation approach to the infinitehorizon problem, and compare it to the Lagrangian relaxation and ALP methods. In Section IV, we develop a practical information relaxation approach to address the computational issue in the large-scale setting. We present our numerical studies in Section V, and provide the concluding remarks in Section VI.
II. FORMULATION OF WCDP AND LAGRANGIAN RELAXATION

A. Problem Formulation
Consider a collection of N projects or subproblems labeled by n = 1, . . . , N. The state of each project or subproblem transits independently according to a homogenous transition law and yields a reward that is dependent only on the individual state and control. However, at each time period there are constraints imposed on the controls of these projects, which are referred to as the "linking constraints" or "budget constraints." The underlying probability space is described by (Ω, F, P ), where Ω is the set of possible outcomes or scenarios ω, F is a σ-algebra containing the events in Ω, and P is a probability measure.
We use the following notations to describe the mathematical formulation of the weakly coupled stochastic dynamic program. 1) Time is indexed by t = 0, 1, 2, . . ..
2) x t = (x 1 t , . . . , x N t ) is the joint state of the N projects, and it takes value in the state space X = X 1 × · · · × X N . 3) a t = (a 1 t , . . . , a N t ) is the control (or decision variable) that takes value in the control (or action) space A = N n =1 A n . 4) The state of N -project transits in a Markovian fashion; in particular, it evolves as N independent MDPs according to a known homogenous transition law
where {P n } N n =1 denotes the controlled transition probabilities of individual projects. Note that each state x t+1 depends on the prior control sequence a(t) (a 0 , a 1 , . . . , a t ) and the scenario ω, i.e., x 0 = x 0 (ω) and x t+1 = x t+1 (a(t), ω) for t ≥ 0, where ω represents the underlying uncertainty. 5) At period t, the control a t is chosen by the decision maker subject to a set of L time-invariant linking con-
B n (x n t , a n t ) ≤ b}.
(1)
Here, the dependence ofĀ t on the state x t is omitted for notational convenience. 6) At period t the nth project or subproblem receives a reward of R n (x n t , a n t ). The total reward received at time t is of the additive form
R n (x n t , a n t ).
7)
Given a scenario ω, the decision maker chooses a sequence of controls a = (a 0 , a 1 , . . .), where each a t takes value inĀ t . Such a selection is called a control policy, i.e., α : Ω →Ā 0 ×Ā 1 × · · · . We denote the set of such control policies asĀ. 8) The filtration F = {F 0 , F 1 , F 2 , . . .} describes the evolution of the state information, where F 0 σ{x 0 } and F t σ{x 0 , . . . , x t , a 0 , . . . , a t−1 } for t ≥ 1. Since the decision maker determines a t based only on the information known up to period t, each a t is then F t -measurable; we call such a control policy α to be nonanticipative and denote the set of nonanticipative policies bȳ
9) The expected discounted infinite-horizon reward induced by a control policy α is
where β ∈ (0, 1) is a discount factor, and a t is selected by α depending on the scenario ω. The objective of the decision maker is to maximize the expected infinite-horizon reward over all nonanticipative policies, given the initial condition x 0 ∈ X :
To avoid technical complication, we assume that {R n } N n =1
are uniformly bounded on their respective domain (therefore, V is also bounded), and the supremum in (3) can be achieved (this is the case, for example, when X and A are finite). So V is well defined for all x 0 ∈ X . Thus, the exact solution to (3) can be obtained by solving the following Bellman optimality equation:
We assume (4) has an optimal stationary and Markov policy α * , where α * : X → A satisfies
The standard value iteration or policy iteration algorithm that can be used to solve (4) becomes intractable as N increases, since the size of its state space is |X | = N n =1 |X n |.
B. Lagrangian Relaxation
In this section, we consider the Lagrangian dual of (4) that relaxes the linking constraints on the controls. The motivation of relaxing the linking constraint is to decompose the original highdimensional problem to several low-dimensional subproblems.
Denote by A {α : Ω → A × A × · · · }, which containsĀ as a subset. By dualizing the linking constraint with the Lagrangian multiplier λ ∈ R L + , we define J λ (x 0 ) for x 0 ∈ X :
where
We list some properties of J λ in Lemma 1 below. Since J λ is an upper bound on V given any λ ≥ 0, it will be referred to as the "Lagrangian bound" throughout the paper.
Lemma 1 (Properties of J λ ): The Lagrangian bound J λ has the following properties.
where J λ,n (x n 0 ) is the solution to the following Bellman optimality equation for each n = 1, . . . , N: J λ,n (x n 0 ) = max a n 0 ∈A n R n (x n 0 , a n 0 ) − λ B n (x n 0 , a n 0 ) + βE J λ,n (x n 1 )|x n 0 , a n 0 .
The proof of these results can be found in [11, Section II-Th. 1 and Th. 2]. In the case that X and A are finite, we may compute the tightest Lagrangian bound over λ ≥ 0 via a linear program. To be more specific, suppose {υ(x), x ∈ X } is a probability distribution on X , which can be viewed as the initial distribution of x 0 . Let υ n (·) denote the marginal distribution of υ with respect to the nth project, i.e., υ n (x n 0 ) = {x=(x 1 ,...,x n ,...,x N )∈X :x n =x n 0 } υ(x). From (6), we define the Lagrangian bound based on the initial distribution υ as the weighted sum
The optimal λ * = arg min {λ≥0} { x∈X υ(x) · J λ (x)} and the corresponding {J λ * ,n (·)} N n =1 can be determined by the following linear program (with variables λ and {H n (·)} N n =1 ).
for all (x n 0 , a n 0 ) with a n 0 ∈ A n (x n 0 ).
In the continuous-state and/or continuous-action case, noting that J λ is convex in λ with a fixed probability distribution υ, the Lagrangian bound J λ * may be solved using the stochastic subgradient method (see, e.g., [11, Sec. 2.2.1]). We also review the ALP method to derive an upper bound H LP on V and compare its bound performance with the Lagrangian bound in Appendix A.
III. INFORMATION RELAXATION-BASED DUAL BOUND
Information relaxation has been used to compute a dual bound on the optimal value of finite-horizon stochastic dynamic programs. In this section, we propose a computational method based on a randomization idea to extend information relaxation to the discounted infinite-horizon setting. This computational approach will be used to improve the Lagrangian bound; we show in one example that the improvement can be significant. We also analyze the conditions that the two bounds equal the optimal value.
We will use the following notations. Given T ∈ N, we denote by
A. Information Relaxation for Discounted Infinite-Horizon Problem
The Lagrangian relaxation approach in Section II-B relaxes the feasible set of the controls, where the term ∞ t=0 β t λ [b − B(x t , a t )] plays the role of a penalty when the decision takes value outside the feasible region. As an alternative relaxation technique, the "information relaxation" relaxes the nonanticipativity constraint on the control policy and impose a class of penalties that penalize this violation.
We will construct a penalty from a function H defined on the state space X . This penalty is the discounted sum of martingale difference sequence under any policy α ∈Ā F , implying that changing this penalty does not influence the expected rewards under such a policy.
Define D {H : X → R|H is measurable and bounded}.
We then consider the discounted infinite sum of ΔH, i.e.,
.
Then, M (a, ω) is well defined given any control sequence a and scenario ω; moreover,
, ω)|x 0 ] = 0 for any α ∈Ā F , then, the value function can be rewritten as
The second equality holds due to the definition of ΔH, and the last equality holds since ∞
, and ∞ t=0 β t+1 H(x t ) are absolutely convergent for all ω ∈ Ω and a ∈ A.
To compute the value function, we need to reduce the infinite sum inside the conditional expectation in (10) to a finite sum. To this end, we introduce a random time τ (see, e.g., [19] ) that is independent of {F t , t = 0, 1, . . .}, and τ is of geometric distribution with parameter β, i.e.,
Lemma 3: Suppose τ is a random time of geometric distribution with parameter β and it is independent of {F t , t = 0, 1, . . .}. Then, for all α ∈Ā F and H ∈ D
Proof: Noting that P (t ≤ τ ) = E 1 {t≤τ } = β t , we can rewrite the second term in (10) as
where the first equality holds due to Fubini's theorem (see, e.g., [32] ), noting that the boundedness of R and H implies the integrability of the integrand in E 0 [·].
The conditional expectation in (12) is now taken with respect to both the random outcome ω and the random time τ . We can approximate this conditional expectation via Monte Carlo simulation: In each trial of simulation, we first generate a realization of the random horizon τ (that is finite) and scenario ω, i.e., the underlying uncertainty that affects the evolution of {x t } τ t=0 ; we then apply the policy α on the scenario ω up to time τ to evaluate the value of I H (α(ω), ω, τ). According to (11) ,
To obtain an upper bound on the optimal value V that complements the lower bound V (x 0 ; α) in (11) induced by the policy α and function H, we introduce the operator L :
where the inner optimization problem max a∈Ā(τ ) {I H (a, ω, τ)} is short for max a(τ )∈Ā(τ ) {I H (a(τ ), ω, τ)}, since the dependence of I H on a is only through the first τ + 1 actions, namely, a(τ ). In each trial of simulation, we maximize I H (a, ω, τ) subject to a ∈Ā(τ ) given a realization of the random horizon τ and scenario ω. We show that the estimator max a∈Ā(τ ) {I H (a, ω, τ)} has finite mean and variance in Appendix B. We next show for any H ∈ D, the optimal value V is upper bounded by LH, which will be referred to as the "information relaxation bound." The relaxed information is reflected in the scenario-based inner optimization problem, while M (a, ω) = ∞ t=0 β t+1 ΔH(x t+1 , x t , a t ) induced by the function H plays the role of a penalty: if H is chosen to be V , then, the upper bound LH is tight, i.e., LH = V .
Theorem 1 (Information relaxation bound): Let τ be a random time of geometric distribution with parameter β and it is independent of {F t , t = 0, 1, . . .}. Then, a) (Weak duality) For any
The function H ∈ D * (0) is sometimes referred to as a "supersolution" to the problem (3), and it is a standard result that the optimal value V is upper bounded by a supersolution H (see, e.g., [33] ). Theorem 1(b) indicates that the scenario-dependent inner optimization problem of an arbitrary time horizon τ is upper bounded by zero provided H ∈ D * (0); therefore, LH improves the quality of the supersolution H as an upper bound on V . The strong duality implies that we may obtain a tight dual bound, given some approximate function of V that induces a good approximation of ∞ t=0 β t+1 ΔV (x t+1 , x t , a t ). In addition, Theorem 1 is true not only for WCDP, but also for general discounted infinite-horizon stochastic dynamic program due to the applicable randomization technique.
Recall the Lagrangian bound J λ defined in (5) . Note that J λ is the optimal value to the discounted infinite-horizon MDP with one-period reward R(x t , a t ) + λ [b − B(x t , a t )] and control set A(τ ). Following Theorem 1, it is straightforward to have the following corollary. For µ (µ 0 , . . . , µ τ ) with each µ t ∈ R L + , define
In particular, I H (a, ω, τ) = I H (a, ω, τ; 0).
Moreover, max a∈A(τ ) {I J λ (a, ω, τ; µ)} = 0 for every ω ∈ Ω and τ ∈ N.
B. Information Relaxation Improving Lagrangian and ALP Bounds
In weakly coupled stochastic dynamic program, a natural candidate of the approximate value function is the Lagrangian bound J λ . It can be shown that the information relaxation approach can be used to improve the performance of the Lagrangian bound.
Proof: This is an immediate corollary of Theorem 1(c) since J λ ∈ D * (0) (see Lemma 6(b) in Appendix A). Here, we consider an alternative proof based on the dual representation of J λ . Letμ = (λ, . . . , λ). Note that for each scenario ω and τ ∈ N
where the equality follows Corollary 1(b), the first inequality holds because A(τ ) ⊃Ā(τ ), and the second inequality holds since
Corollary 2 generalizes the result in [17] from finite-horizon to discounted infinite-horizon setting. It is worth noting that the information relaxation approach can improve the ALP bound H LP as well (see Corollary 5) , since H LP is also a supersolution to (3) .
A significant difference of the information relaxation and Lagrangian relaxation in the WCDP is that the strong duality always exists in information relaxation in theory, while such a result does not hold in general for the latter approach. The following theorem characterizes the sufficient and necessary conditions such that V (x; α ) = LH(x 0 ), where α is a stationary Markov policy and H ∈ D. This result extends [14, Th. 2.2] for the finite-horizon problem to the current setting.
Theorem 2: Suppose H ∈ D and α : X → A is a stationary Markov policy such that α (x) ∈Ā(x). A necessary and sufficient condition for V (x 0 ; α ) = LH(x 0 ) for all x 0 ∈ X is that
for ω ∈ Ω almost surely, T = 0, 1, 2, . . . . In particular, by considering the case T = 0
Proof: See Appendix C. Theorem 2 characterizes the optimality conditions of a policy α to (3) and value approximation H in (13) as a pair: Equation (16) implies that the optimal policy to the inner optimization problem of any horizon T induced by the approximate value function must be nonanticipative and stationary, even though these decisions can be chosen to be anticipative and nonstationary. In particular, the policy α should be the greedy policy induced by the approximate value function H.
As a special case, if we choose Lagrangian bound as the approximate value, the analogous optimality conditions developed in [12, Th. 2] can be recovered using the information relaxation argument. We review the sufficient and necessary conditions therein and present them in parallel with Theorem 2.
Lemma 4: Suppose λ ≥ 0 and α : X → A is a stationary Markov policy such that α (x) ∈Ā(x). A necessary and suffi-
Proof: We can use information relaxation to obtain the optimality conditions in Lemma 4. Note that for any λ ≥ 0 (let µ = (λ, . . . , λ) ) and stationary Markov policy α (inĀ F ), we have
for every ω and τ ; therefore, V (x 0 ; α ) ≤ J λ (x 0 ) for all x 0 ∈ X , according to Lemma 3 and Corollary 1(b).
If V (x 0 ; α ) = J λ (x 0 ) for some α ∈Ā F and λ ≥ 0, it implies
The equality (18) implies that the conditions in Lemma 4 are more stringent than those in Theorem 2. Consider the special case τ = 0 and recall that λ [b − B(x 0 , α(x 0 ))] ≥ 0. Then, the first equality in (18) implies λ [b − B(x 0 , α(x 0 ))] = 0 and the second equality in (18) implies (17) .
IV. PRACTICAL INFORMATION RELAXATION BOUND FOR LARGE-SCALE PROBLEMS
The information relaxation approach has the desirable property that it generates tighter upper bound based on the Lagrangian bound; however, computing the information relaxation bound can be challenging in large-scale WCDPs due to the intractable inner optimization problem. To be specific, the size of this scenario-dependent optimization problem increases exponentially with respect to the number of projects or subproblems N , and also increases at least linearly in the horizon τ . Instead of computing the optimal value of the inner optimization problem, we propose an approximation method that is computationally tractable and linearly in N . This method still leads to a valid upper bound on the value function, which will be referred to as the "practical information relaxation bound." We will show its performance guarantee under mild conditions. Throughout this section, we assume that the approximate value function is of the additively separable form H(x) = θ + N n =1 H n (x n ), where θ is a constant and H n : X n → R for n = 1, . . . , N. We denote by D • the space of additively separable functions. By substituting H(·) in (12) by θ + N n =1 H n (·),
we can rewrite I H as
A. Relaxation of the Inner Optimization Problem
Note that the scenario-dependent primal problem max a∈Ā(τ ) {I H (a, ω, τ)} is also weakly coupled due to the additively separable structure of (19) and the feasible control setĀ(τ ). To obtain an upper bound on its optimal value, we consider its Lagrangian dual max a∈A(τ ) {I H (a, ω, τ; µ) (20) where I n H n in (20) is defined as I n H n (a n , ω, τ; µ) τ t=0 R n (x n t , a n t ) + βE[H n (x n t+1 )|x n t , a n t ] − H n (x n t ) − µ t B n (x n t , a n t )
with a n (a n 0 , . . . , a n τ ). Given any µ ≥ 0, it is straightforward to see According to (20) , the Lagrangian dual function can be decomposed as
where A n (τ ) A n 0 × · · · × A n τ with each A n t = A n . The equality (21) implies that the computational cost on solving max a∈A(τ ) {I H (a, ω, τ; µ)} is linear rather than exponential in the number of the subproblems N . Therefore, the Lagrangian relaxation significantly reduces the computational complexity, and hence solving (21) to optimality becomes potentially tractable.
It remains to find the optimal µ * that achieves the minimum of I H (a, ω, τ; µ) over µ ≥ 0. To this end, we list some properties of max a∈A(τ ) I H (a, ω, τ; µ) as a function of µ based on properties of Lagrangian relaxation.
Lemma 5: Given I H (a, ω, τ; µ) defined in (20) , where ω ∈ Ω and τ ∈ N. Then, a) max a∈A(τ ) I H (a, ω, τ; µ (a, ω, τ; µ) .
The duality gap in Lemma 5(c) is zero if the primal problem is convex and the strong duality holds. Since the primal problem may lack the convex structure, we cannot expect zero duality gap in general. To find the optimal solution µ * to the dual problem, Lemma 5 indicates that it is convex in µ and has explicit subgradient at every µ; therefore, we can employ the standard subgradient method or its variant to locate the optimal solution efficiently. Due to Lemma 5(c), we refer to min µ≥0 max a∈A(τ ) I H (a, ω, τ; µ) as the "relaxed inner optimization problem."
Based on the relaxed inner optimization problem, we define a new operator L • that can be viewed as a "relaxed" version of L on the additively separable function space D • : (λ, λ, . . . , λ) . According to Corollary 1, we have
{I J λ (a, ω, τ; µ)} (23) for every ω ∈ Ω and τ ∈ N. Therefore,
The inequality (23) highlights the comparison between two scenario-based inner optimization problems: the right term of the inequality in (23) allows µ = (µ 0 , . . . , µ τ ) contained in τ t=0 µ t [b − B(x t , a t )] to be different across periods; on the other hand, the left term forces µ t to be constant (equal to λ) over time. Therefore, L • J λ can be viewed as an intermediate relaxation between the "exact" information relaxation LJ λ and the Lagrangian relaxation J λ . Another useful observation is that µ = (λ, . . . , λ) can naturally serve as the initial point to solve min µ≥0 max a∈A(τ ) {I J λ (a, ω, τ; µ)} via the subgradient method.
Note that the computational complexity of the inner optimization problem also depends on the time horizon τ . In case of drawing a sample of τ that is a large number (often occurs when β that is close to 1), we propose a simple remedy to ease computation, i.e., to truncate the random horizon of the relaxed inner optimization problem up to some deterministic time T ∈ N that is sufficiently large. This operation reduces the computational cost in some extreme cases. The next result shows the complexity versus quality tradeoff in choosing an appropriate T : A greater truncated horizon T implies a more difficult inner optimization problem but guarantees better bound. where τ ∧ T = min{τ, T }. Then,
. Proof: Note that by fixing ω ∈ Ω and τ ∈ N, the following inequality holds for any T ∈ N: 
Therefore, the inequality in (a) follows from the above inequality immediately, and the equality in (b) is true due to the monotone convergence theorem (see, e.g., [32] ).
B. Gap Between Practical and Exact Information Relaxation Bounds
The practical information relaxation bound L • H(x) is much easier to compute than the exact information relaxation bound LH(x), though it is a less tight bound. In this section, we investigate the gap L • H(x) − LH(x), which is the average difference between the optimal values of the exact and relaxed inner optimization problems, i.e., 
We will show that under certain conditions L • H(x) − LH(x) is uniformly bounded regardless of the number of subproblems, assuming that H is additively separable. This is a result similar to one for the weakly coupled (deterministic) optimization problem, for which [13] established sufficient conditions such that the Lagrangian duality gap is uniformly bounded (see Appendix C-E).
To characterize the gap L • H(x) − LH(x), we list some technical assumptions based on Lemma 7 in Appendix C-E. In particular, we denote B n (x n t , a n t ) equivalently as B n t (a n , ω), as x n t depends on a n and ω. Assumption 1: For every state x ∈ X ,Ā(x) = φ. Assumption 2: Given ω ∈ Ω and T ∈ N, the sets S n (a n , B n 0 (a n , ω), . . . , B n T (a n , ω), I n H (a n , ω, T ))|a n ∈ A n (T ) are nonempty and compact for n = 1, . . . , N.
This assumption is automatically true if each A n is finite, or A n (T ) is compact and each B n t (a n , ω) and I n H (a n , ω, T ) are continuous functions on A n (T ).
Assumption 3: Given ω ∈ Ω and T ∈ N. For every n = 1, . . . , N, we assume that for anyã n ∈ conv(A n (T )), i.e., the convex hull of A n (T ), there exists a n ∈ A n (T ) such that B n t (a n , ω) ≤ (čl B n t )(ã n , ω), t = 0, . . . , T
wherečl B n t is the function whose component is the convex closure of the corresponding component of B n t , i.e., cl B n t (ã n , ω) inf n k p n,n k B n t (a n,n k , ω) ã n = n k p n,n k a n,n k , a n,n k ∈ A n (T ); n k p n,n k = 1, p n,n k ≥ 0 .
Remark 1: All the sums in the definition ofčl B n t (ã n , ·) are finite sums.
This assumption is not trivially satisfied, as (25) can be a vector inequality. However, we can directly verify Assumption 3 is true in several cases.
Case 1: Each |A n | is finite, the number of the linking constraints L = 1 (therefore, each inequality in (25) is a scalar inequality), and each B n t (a n , ω) (i.e., B n (x n t , a n t )) only depends on a n t . A typical example is the restless bandit problem, in which the linking constraint is N n =1 B n (x n t , a n t ) = N n =1 a n t = 1 with a n t ∈ {0, 1}. Case 2: If A n (T ) is convex, and the components of each B n t (a n , ω) are convex over A n (T ) for t = 0, . . . , T . Then, conv(A n (T )) = A n (T ), and (čl B n t )(ã n , ω) = B n t (ã n , ω). We present our main result on the gap L • H(x) − LH(x).
Theorem 4:
Suppose that H is of the additively separable form H(x) = θ + N n =1 H n (x n ), and Assumptions 1-3 hold for every ω ∈ Ω and T ∈ N. Then, for all x ∈ X ,
where Γ n = sup x n 0 ∈X n ,a n 0 ∈A n {R n (x n 0 , a n 0 )+βE[H n (x n 1 )|x n 0 , a n 0 ]−H n (x n 0 )} − inf x n 0 ∈X n ,a n 0 ∈A n {R n (x n 0 , a n 0 )+βE[H n (x n 1 )|x n 0 , a n 0 ]−H n (x n 0 )}.
The proof of Theorem 4 is in Appendix C-E. Theorem 4 not only characterizes the gap between L • H(x) and LH(x) but also allows controlling this gap by restricting the feasible region of {H n (·)} N n =1 . To be specific, we can add to the linear program (8) or (28), the following constraints on the Bellman error of each subproblem (i.e., R n (x n 0 , a n 0 ) + βE[H n (x n 1 )|x n 0 , a n 0 ] − H n (x n 0 )) :
Γ n,2 ≥ R n (x n 0 , a n 0 ) + βE[H n (x n 1 )|x n 0 , a n 0 ] − H n (x n 0 ) ≥ − Γ n,1 , for all (x n 0 , a n 0 ) with a n 0 ∈ A n (x n 0 )
where Γ n,1 and Γ n,2 are two positive numbers for n = 1, . . . , N.
Suppose that there is a feasible solution to the linear program (8) or (28) In other words, if the optimal value is proportional to the number of the subproblems, i.e., NC 1 ≤ V ≤ NC 2 for some C 1 , C 2 > 0 (e.g., . . . , N) , then, the relative gap
as the number of subproblems N increases.
Remark 2:
All results presented in Section IV have counterparts in the finite-horizon setting. Due to space limit, we omit the relevant discussions.
V. NUMERICAL EXAMPLES
To investigate the performance of the information relaxation bounds, we test our method on a dynamic production promotion problem. We compare some heuristic policies with both the Lagrangian bounds and the practical information relaxation bounds.
A. Dynamic Product Promotion
We consider dynamic promotion management of perishable items in retail stores or supermarkets following [34] . By dynamically allocating products of different categories to a limited promotion space, these products are more likely to attract customers and bring in more revenues to the retailers. The limited promotion space may refer to the promotion counters, the shelves close to the cashier, or the space available on the advertisement of weekly specials and sales. A perishable item is a product unit that worsens in quality over time and can no longer be sold at a deadline (e.g., the "best by" date). A profit is obtained by the retailer if an item is sold before its deadline; otherwise, a loss is received.
Since perishable products must reach consumers in a timely manner, at each time period the retailer considers selecting a collection of products to the promotion space, which changes the probability that the chosen product is sold. Such a selection is subject to the capacity of the promotion space with the goal of maximizing the expected profits in the long run. This problem can be formulated as a weakly coupled dynamic problem with knapsack constraints, and can be generalized to a variety of dynamic resource allocation problems.
1) MDP Model:
Our model generalizes the model in [34] in that we assume the products will be restocked and the selection of products is under multidimensional knapsack constraints. Suppose there are N items. The nth item has the deadline S n . The state space of this item is described by X n = {0} ∪ S n , where state x n ∈ S n = {1, 2, . . . , S n } means that there are x n remaining periods to deadline (i.e., the item has not perished) and it is not sold, while state 0 means this product needs to be reordered either because it has perished or has been sold. One feature of our model is that we assume the retailer will replenish one item when it is sold or becomes perished, while there is no act of reordering in the model of [34] .
At each period, the retailer decides whether to include the nth item in the promotion space (a n = 1) or not (a n = 0). Therefore, the action space for item n is A n (x n ) = {0, 1} if x n ∈ S n ; otherwise, A n (0) = {0}.
The retailer's decision results in a different probability ξ n a n that the nth item can be sold during this period. P n (x n t+1 = s − 1|x n t = s, a n t ) = 1 − ξ n a n t , P n (x n t+1 = 0|x n t = s, a n t ) = ξ n a n t , if s ∈ S n ; P n (x n t+1 = S n |x n t = 0, a n t ) = 1. In particular, the transition from state 1 to state 0 is not influenced by the action a n 1 (though the expected revenue is influenced as explained later). When the nth item is sold or becomes perished, the retailer reorders this item immediately and the new products will arrive the next day in state S n .
If the item n is sold before the deadline, it yields a profit margin r n > 0. Otherwise, a loss ϕ n r n with ϕ n ≤ 0 is obtained. Therefore, the expected one-period revenue is R n (x n , a n ) = r n ξ n a n for x n ∈ S n /{1}, R n (1, a n ) = r n (ξ n a n + ϕ n (1 − ξ n a n )), and R n (0, 0) = 0.
Suppose that the promotion space is available with capacity of W 0 ≥ 1, and each item n occupies w n units of promotion space. So the retailer's decision is subject to the constraint N n =1 w n a n ≤ W 0 . In practice, the retailer may promote at most a certain number of products among the same category or brand per period by allowing a limited capacity of the promotion space. To this end, we can impose extra linking constraints such as n ∈N k w n a n ≤ W k with N k ⊆ N 0 = {1, 2, . . . , N}, where W k ∈ [0, W 0 ] for k = 1, . . . , K. Therefore, the resource constraints can be represented as A t = a t ∈ {0, 1} N a n t ∈ A n (x n t ), n ∈N k w n a n t ≤ W k for k = 0, 1, . . . , K .
Under the multiple capacity constraints, the objective of the retailer is to sequentially select certain products at each period in order to maximize the discounted expected reward:
where R(x 0 , a 0 ) = N n =1 R n (x 0 , a 0 ).
2) Heuristics and Bounds:
We consider a fourdimensional knapsack constraints (K = 3) by dividing all N perishable items into three categories and the items in the same category share similar property. The parameter values are listed in Table I , e.g., r n in Category 1 is sampled from the uniform distribution on [2.5, 3.5], and ξ n 0 and ξ n 1 are sampled from the uniform distribution [0.10, 0.80] and [ξ n 0 + 0.05, 0.90] (to satisfy ξ n 1 > ξ n 0 ), respectively. The set of capacities on the promotion space are chosen as (W 0 , W 1 , W 2 , W 3 ) = (10, 4, 6, 4): There is a total capacity of 10 units for all the items, while the capacity of each of the We then solve the problem with the initial condition x 0 = (S 1 , S 2 , . . . , S N ) under different discount factors β = 0.9, 0.95, and 0.99, and different number of subproblems N = 12 and 24. We first solve the Lagrangian bound J λ * (x 0 ) via the linear program (8) , where υ(·) has all probability mass on the initial x 0 . In all cases, we observe that the only nonzero Lagrangian multipliers are associated with the total capacity constraint (i.e., W 0 ) and the capacity constraint on the third category (i.e., W 3 ) of the promotion space. As we increase W 3 from 4 to 8 and keep other W k (k = 0, 1, 2) unchanged, the only nonzero Lagrangian multiplier is associated with the total capacity constraint W 0 , meaning that the total capacity is the main constraint on the promotion space. Therefore, by considering different capacity constraints (W 0 ) = (10) and (W 0 , W 1 , W 2 , W 3 ) = (10, 4, 6, 4) , respectively, we can derive two upper bounds "Lag. Bound 1" and "Lag. Bound 2" on the optimal value V 0 ; "Lag. Bound 1" can be viewed as the Lagrangian relaxation bound that ignores the respective capacity constraints on three categories, i.e., (W 1 , W 2 , W 3 ) = (4, 6, 4) , which is implied by the values of the Lagrangian multipliers. In particular, both "Lag. Bound 1" and "Lag. Bound 2" are supersolutions to (27) under the capacity constraints parameters (W 0 , W 1 , W 2 , W 3 ) = (10, 4, 6, 4) . Given these two different approximate values, we compute lower bounds from the one-step greedy policies, as well as upper bounds from the practical information relaxation approach on the optimal value V 0 : 1) Lag. Policy 1/Lag. Policy 2: By generating 400 random horizons τ and scenarios ω, we estimate V (x 0 ; α) in (11) by applying the one-step greedy policy α,
where J λ * is "Lag. Bound 1"/"Lag. Bound 2." The average of the sample rewards provides a lower bound on V 0 . 2) Info. Bound 1/Info. Bound 2: We compute the practical information relaxation bound L • J λ * (x 0 ) in (22) based on the same 400 random horizons τ and scenarios ω and solve the associated relaxed inner optimization problems using the subgradient method, where J λ * is "Lag. Bound 1"/"Lag. Bound 2." The average of these optimal values provides an upper bound on V 0 . Table II , we list the running time of the lower and upper bounds on a laptop with 1.70 GHz Intel Core(TM)i5 with 4 GB RAM using Matlab2013b. The running time (in seconds) of solving the Lagrangian relaxation bound by CVX (see [35] ) is reported; the total running time (in seconds) of other bounds is calculated over 400 scenarios. It can be observed that more running time is needed in problems with a larger discount factor β, as Lemma 3 indicates that a larger β leads to samples of longer horizons with higher probability. To compute the information relaxation bound, we use the subgradient method to solve the relaxed inner optimization problem with at most 2000 iterations, or until the norm of the subgradient is exactly zero. To save computational time, we truncate the random time horizon τ up to T = 150, which guarantees a valid upper bound by Corollary 3. In practice, The actual number of iterations mainly depends on the realization of τ : the greater τ is, generally more iterations are needed to attain convergence in the subgradient method.
3) Numerical Results: In
In Table III , we list the numerical results and the corresponding parameters including the discount factor β and N . The estimated bounds are reported with standard errors in parentheses. To facilitate the comparison, we also report the gaps between two upper bounds "UB" and one lower bound "LB." The relative gaps are also computed as the percentage of the Lagrangian bound, which are reported in parentheses following the associated gaps.
In all the cases, "Lag. Bound 2" are superior to "Lag. Bound 1" as an upper bound on the optimal value V 0 , since "Lag. Bound 1" corresponds to the Lagrangian relaxation assuming only total capacity constraint on the promotion space. We use these two approximate values to derive respective one-step greedy policies and generate lower bounds based on the same set of scenarios. It is observed that under each scenario the value of the relaxed inner problem is always less than zero, which is in accordance with Theorem 3(b). Note that the relative gaps between "Lag. Bound 1" and "Lag. Policy 1" are comparatively larger (ranging from 3.2% to 5.9%), while the relative gaps between "Lag. Bound 2" and "Lag. Policy 2" are greatly reduced (ranging from 0.5% to 1.7%). It is expected that "Lag. Policy 2" has an advantage over "Lag. Policy 1" in terms of the standard errors, since "Lag. Bound 2" is a better approximate value than "Lag. Bound 1"; therefore, we can obtain an accurate lower bound with a relatively smaller number of scenarios using the approximate value "Lag. Bound 2." The practical information relaxations bounds "Info. Bound 1" and "Info. Bound 2" improve the quality of the upper bounds "Lag. Bound 1" and "Lag. Bound 2", respectively. "Info. Bound 1" are quite good upper bounds (with relative gaps ranging from 0.4% to 1.2%) considering that it is derived from the less satisfying approximate value "Lag. Bound 1" (with relative gaps ranging from 3.2% to 5.9%). This great improvement is because all four capacity constraints are incorporated in the relaxed inner optimization problems. In contrast, "Info. Bound 2" has a moderate improvement over "Lag. Bound 2" (e.g., the relative reduced gap is reduced from around 1.1% to 0.4% when N = 12), as "Lag. Bound 2" is already a good upper bound and there is not much room for improvement.
In all cases, "Info. Bound 2" derived upon the better approximate value "Lag. Bound 2" is tighter than "Info. Bound 1." Another advantage of having a good approximate value to start with is reflected in the standard errors of its induced information relaxation bounds: "Info. Bound 2" always has a smaller standard error than "Info. Bound 1," since there is not much space for "Info. Bound 2" to improve upon "Lag. Bound 2." This observation is consistent with the comparison of the standard errors of two lower bounds. To conclude, information relaxation approach strengthens the upper bound performance and yields smaller duality gap, and this in turn shows that the Lagrangian relaxation-based greedy policy is near optimal in this problem.
VI. CONCLUSION
Lagrangian relaxation and information relaxation are developed to tackle the budget and nonanticipativity constraints that exist universally in general stochastic dynamic programs. The attraction of studying the interaction of these relaxations particularly in the setting of WCDPs comes from the decomposed structure of the Lagrangian bound, as well as the theoretical strong duality guaranteed by the information relaxation. We show that a tighter dual bound, compared with the Lagrangian bound, can be derived by incorporating it into the information relaxation approach. For large-scale problems, we further develop a computational method to obtain the practical information relaxation bound, which is an intermediate relaxation between the Lagrangian and the exact information relaxations. The computation of the practical information relaxation bound is easy to implement, and requires little structure of the linking constraints. We may apply this computational method to the case in which both "easy" and "complicated" linking constraints exist: To balance the complexity and quality of the dual bound, we may choose to dualize the "complicated" constraints in Lagrangian relaxation and incorporating the "easy" constraints in computing the information relaxation bounds.
APPENDIX A APPROXIMATE LINEAR PROGRAMMING APPROACH
The ALP method aims to find a good approximation of V within a parameterized class of functions with a lower dimensional representation (see, e.g., [12] , [16] ). In the setting of weakly coupled stochastic dynamic program, we can set
where θ is a constant and H n (·) only depends on x n for n = 1, . . . , N. This approximation scheme is motivated by the additive form of the Lagrangian bound J λ .
Recall that the set of supersolutions
for all x 0 ∈ X and a 0 ∈Ā 0 }.
Note that each H n (·) is a mapping from X n to R , which implies that H(x) can be parameterized by 1 + n i=1 |X n | variables. To determine the appropriate parameters, we are seeking the best feasible and additively separable solution from D * (0) via the following linear program with variables θ and {H n (·)} N n =1 :
for all x 0 ∈ X and a 0 ∈Ā(x 0 )
where υ n (x n ) is the marginal distribution of x n from a probability distribution υ(·) on X , and the constraints are derived from substituting H(·) by θ + N n =1 H n (·) in D * (0).
We denote by {θ * , H LP,n (·), n = 1, . . . , N} the optimal solution to (28) , and define
The following lemma shows that the bound derived by the ALP method is tighter than the Lagrangian bound, the proof of which can be found in [12] . 
APPENDIX B SUPPLEMENTS TO SECTION II
A. A Formal Definition of τ
In this section, we discuss the augmentation of the probability space (Ω, F, P ) due to the introduction of the random time τ . We can assume that the random variable τ is associated with another probability space (Ω,Ĝ,P ), where τ :Ω → N,Ĝ is the σ-algebra generated by τ (i.e., σ(τ )), andP (τ = t) = (1 − β)β t for t = 0, 1, 2, . . ..
The probability space (Ω, F, P ) is then augmented to (Ω ×Ω, F ⊗ σ(τ ), P ), where F ⊗ σ(τ ) is the product σalgebra of F and σ(τ ), and P is the product measure of P andP , i.e., P (A × [t, ∞)) = P (A) ×P (τ ≥ t) = P (A) × β t with A ∈ F. We clarify this (straightforward) augmentation because we can use the pair (ω, τ ) to denote the uncertainty in the conditional expectation of LH without confusion, though to save notations we use P to denote P .
B. max a∈Ā(τ ) {I H (a, ω, τ)} Has Finite Mean and Variance
Let I(ω, τ ) = max a∈Ā(τ ) {I H (a, ω, τ)}. Then, LH(x 0 ) H(x 0 ) + E 0 [I(ω, τ )]. Since R and H are both bounded, we can assume for all (x t , a t ) ∈ X × A, t = 0, 1, 2, . . .
|R(x t , a t ) + βE[H(x t+1
)|x t , a t ] − H(x t )| ≤ C for some C > 0. Therefore, |I(ω, τ )| ≤ (τ + 1)C for any ω ∈ Ω, which implies 
Hence, we conclude that I(ω, τ ) has finite variance.
APPENDIX C PROOFS
A. Proof of Lemma 2
Proof: We can show that M (a, ω) is well defined for any a and ω given H ∈ D, i.e., |H(·)| < Λ for some Λ > 0; the sequence {M k } ∞ k =0 is then uniformly bounded for all k ≥ 0, since |M k (a, ω)| ≤ k t=0 β t+1 |ΔH(x t+1 , x t , a t )| ≤ 2Λ 1 − β for all ω ∈ Ω and a t ∈ A(x t ), t = 0, 1, . . . , k.
Therefore, M (a, ω) lim k →∞ M k (a, ω) is well defined for every a and ω. In particular, E[M (α(ω), ω)|x 0 ] = lim k →∞ E[M k (α(ω), ω)|x 0 ] = 0 for α ∈Ā F due to the dominated convergence theorem (see, e.g., [32] ), noting that E[M k (α(ω), ω)|x 0 ] = 0 for all k. b) Note that given any H ∈ D * and x t ∈ X , R(x t , a t ) + βE[H(x t+1 )|x t , a t ] − H(x t ) ≤ −ε for all a t ∈Ā(x t ). It is straightforward to see that for any τ ∈ N and ω ∈ Ω I H (a, ω, τ) = τ t=0 R(x t , a t ) + βE[H(x t+1 )|x t , a t ] − H(x t ) ≤ − (τ + 1)ε for any a t ∈Ā(x t ), t = 0, 1, . . . , τ. Therefore, for all x 0 ∈ X we have
Together with the weak duality, we have shown that V (x 0 ) ≤ LH(x 0 ) ≤ H(x 0 ) − ε 1−β . c) The strong duality follows from the weak duality and the results in (b) by choosing H = V noting that V ∈ D * (0). Moreover, since V (x 0 ) = max a∈Ā {R(x 0 , a 0 ) + βE[V (x 1 )|x 0 , a 0 ]} for every x 0 ∈ X , we can use the dynamic program to show that max a∈Ā(τ ) {I V (a, ω, τ)} = 0 for every ω ∈ Ω and τ ∈ N.
C. Proof of Theorem 2
Proof: Given α ∈Ā F and x 0 ∈ X , To show necessity, V (x; α ) = LH(x) means that the inequality (30) is an equality; we also note that I H (a, ω, τ) ≤ max a∈Ā(τ ) {I H (a, ω, τ)} for each τ = 0, 1, 2, . . . and ω ∈ Ω, which implies that for every T ∈ N, the equality (16) holds for ω ∈ Ω almost surely, observing that P (τ = T ) > 0 for each T ∈ N.
The sufficiency is straightforward, since the condition (16) holds for ω ∈ Ω almost surely and T ∈ N implies that (30) is an equality.
D. Proof of Corollary 4
Proof: a) The result directly follows from Theorem 4. b) Since |R n − λ B n | ≤ C, it can be seen from (7) that {J n,λ } N n =1 are uniformly bounded by C 1−β . Therefore, for all n = 1, . . . , N, 2C 1 − β ≥ R n (x n 0 , a n 0 ) + βE[J λ,n (x n 1 )|x n 0 , a n 0 ] − J λ,n (x n 0 ) ≥ − 2C 1 − β for all (x n 0 , a n 0 ) with a n 0 ∈ A n i.e., {Γ n } N n =1 are uniformly bounded by 4C 1−β .
E. Proof of Theorem 4
Proof: To prove Theorem 4, we use the result of Lagrangian duality gap on deterministic separable problem. Consider a separable problem max a∈Ā N n =1 f n (a n )
whereĀ = {a (a 1 , . . . , a N ) ∈ A 1 × · · · × A N | N n =1 h n (a n ) ≤ q} with q ∈ RL . We then define the Lagrangian dual of (31): min μ≥0 d(μ) N n =1 max a n ∈A n {f n (a n ) − μ h n (a n )} + μ q. Lemma 7 (Proposition 5.26 in [13] ). Suppose the following assumptions hold.
1)Ā = ∅.
2) For each n = 1, . . . , N, {a n , h n (a n ), f n (a n )|a n ∈ A n } is compact. 3) For each n = 1, . . . , N, given any vectorã n ∈ conv(A n ), there exists a n ∈ A n such that h n (a n ) ≤ (čl h n )(ã n ).
Then,
Back to the proof of Theorem 4. According to Lemma 8, we have for fixed ω ∈ Ω and τ = T , {I n H n (a n , ω, T ; 0)} − inf a n ∈A n (τ )
{I n H n (a n , ω, T ; 0)} ≤ (T + 1) sup
x n 0 ∈X n ,a n 0 ∈A n {R n (x n 0 , a n 0 ) + βE[H n (x n 1 )|x n 0 , a n 0 ] − H n (x n 0 )} − (T + 1) inf
x n 0 ∈X n ,a n 0 ∈A n {R n (x n 0 , a n 0 ) + βE[H n (x n 1 )|x n 0 , a n 0 ] − H n (x n 0 )} = (T + 1)Γ n where the first inequality is due to the definitions of I n H n anď cl I n H n , and the second inequality holds independent of ω. It is straightforward to see 
