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Abstract
The quantum properties of localized finite energy solutions to clas-
sical Euler-Lagrange equations are investigated using the method of
collective coordinates. The perturbation theory in terms of inverse
powers of the coupling constant g is constructed, taking into account
the conservation laws of momentum and angular momentum (invari-
ance of the action with respect to the group of motion M(3) of 3-
dimensional Euclidean space) rigorously in every order of perturbation
theory.
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1. Introduction
The discovery of extended objects in field theory has required the de-
velopment of methods for describing their quantum properties. One of the
most powerful methods is based on introducing collective coordinates, which
are related to the symmetry group of the physical system. This method has
a long history beginning from 1940 [1] when it was applied to the model of
fixed source. In [2] this method has been formulated in the mathematically
rigorous and consistent form. In connection with nonlinear classical field
theories this method has attracted attention and in the papers of many au-
thors it was developed for interacting systems with arbitrary symmetries and
applied to various quantum field theoretical models with either the operator
[3] or path integral formulation of the field theory [4]. The general covariant
formulation of the method for the multicomponent fields of any kind on the
basis of Dirac’s generalized Hamiltonian theory [12] in the frame of the path
integral approach to the quantum theory is given in [5]. An alternative ap-
proach to the covariant description of field theoretical models has been given
in [6]. The study of localized solutions in realistic models has shown, that
their quantum properties enable us to describe spin structure [7, 8]. In order
to achieve this the collective coordinates must be introduced, which are re-
lated to the full symmetry of the 3-dimensional space, that is the symmetry
with respect to the transformations of the group (named M(3)) of motion of
3-dimensional Euclidean space [7, 14].
In this paper we describe the spin structure of pure SU(2)-gauge theory,
which admits classical localized finite energy regular configurations [10] (a
review on various possible such configurations is given in [11]). This is the
simplest model that can be studied. The more complicated gauge theories
require to describe the internal structure also. There is a number of papers,
in which quantum properties of such solitonic configurations have been in-
vestigated (see [9, 11] and references therein). The important point in the
study of gauge theories is, of course, the gauge freedom. One tries always
to introduce the gauge conditions in order to cancel the unphysical degrees
of freedom and then constructs the quantum theory. In ref. [13] a complete
analysis of possible gauges has been performed showing either positive or
negative features of these. We only point out that the difficulties regarding
the possible gauges are related either to the singularities of gauge transforma-
tions or to the nonlocal nature of the reduced phase space and the violation
of the spherical symmetry. In the following we proceed from full phase space
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in constructing the Hamiltonian picture and pass to the quantum theory as
usual. The constraints will then be understood as operator equalities acting
on a corresponding Hilbert space. So the problem reduces to the construction
of the appropriate space of physical states, that is the space of vectors which
are simultaneously the eigenvectors of the Hamilton operator and conserved
quantities and fulfills the requirements of the constraints.
2. Hamiltonian formalism
We consider nonabelian SU(2)-gauge theory in 4-dimensional Minkowskian
space with the action functional (the metric (1,−1,−1,−1) will be used)1
S =
∫
d4xL(Aµa, ∂µAνa) = −
1
4
∫
d4xFµνaF
µν
a. (1)
The field strength tensor is:
Fµνa = ∂µAνa(x)− ∂νAµa(x) + gεabcAµb(x)Aνc(x), (2)
with Aµa(x) as a vector field belonging to the adjoint representation of the
gauge group SU(2) and being a solution of the set of differential equations:
∂µFµνa + gεabcA
µ
b (x)Fµνc = 0. (3)
We suggest that there is a space-localized finite energy static solution. Pro-
ceeding from translational invariance of the theory we suppose that the solu-
tion depends on parameters x0i, which represent the position of the localized
solution at the initial time. Translations in space-time change the position of
the solution in such a way, that it could be useful to parametrize the solutions
as Aµa(x) = Aµa(x, ckt+x0k) which means that ∂0 has to be replaced by ck∂k.
We see that if Aµa(x) = g
−1A˜µa(x), then A˜µa(x) does not depend on g. Let us
pass to the Hamiltonian formulation of the theory as we are going to work in
the Schro¨dinger picture. The Lagrangian of the model we are considering is
singular, that is the canonical variables fulfill some constraint equations. We
shall make use of the generalized Hamiltonian formalism developed by Dirac
[12] for such physical systems for constructing the Hamilton’s equations of
motion. Let us define Aµa(x) and their conjugate momenta
piµa (x) =
∂L
∂A˙µa(x)
= F µ0 a (4)
1We use Greek letters for vectors in Minkowskian space, the letters i,j,k... for vectors
in Euclidean space and a,b,c... for vectors in isotopic space.
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as the set of the phase space variables. One finds immediately primary
constraints:
pi0a(x) = 0, a = 1, 2, 3. (5)
The canonical Hamiltonian is now:
Hc =
∫
d3x{−
1
2
piia(x)piia(x) +
1
4
FijaFija − A0a(x)Dipi
i
a(x)}, (6)
with Dµ as covariant derivative:
(Dµ)ac = δac∂µ + εabcAµb(x) = δac∂µ + (Ib)acAµb(x). (7)
The quantities (Ib)ac are elements of the adjoint representation of the group
SU(2). There are also secondary constraints in the theory , which are results
of the equations of motion, namely the conditions p˙i0a(x)=0 yield
Φa(x) = Dipi
i
a(x) = 0. (8)
One can check that there are no more constraints in the theory. Using the
definition of Poisson brackets without taking into account any constraints
gives the following relations:
{Φa(x),Φb(y)} = gεabcΦc(x)δ
3(x− y), (9)
which mean that the constraints Φa(x) generate local time-independent gauge
transformations. From now on we write the Hamiltonian as follows:
H = H0 +
∫
d3xva(x)Φa(x), (10)
in which H0 is the canonical Hamiltonian and va(x) are Lagrange multipliers.
In writing this we assumed the additional conditions (or gauge) A0a = 0,
so that the variables A0a and pi
0
a(x) drop out. In general one introduces
the gauge conditions ha = 0 with the non-vanishing Poisson brackets of
these with pi0a(x) and considers the equation of motion for ha. This makes it
possible to determine A0a as a function of the rest of the canonical variables
and we again get the Hamiltonian, which does not depend on A0a and pi
0
a(x)
[13]. Nevertheless our choice of the gauge does not affect the symmetry
properties we want to study. Thus Φa(x) are the only constrains we have
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in the theory. In order to pass to the quantum theory we must choose
another gauge condition, define physical phase space and corresponding Dirac
brackets for independent canonical variables. Instead we suggest the usual
Poisson bracket relations
{Aia(x), pi
j
b(y)} = δ
j
i δabδ
3(x− y). (11)
We then introduce Hilbert space in which the variables piia(x) act as differ-
ential operators −iδ/δAia(x) and consider the constraints as the operator
conditions:
Φa(x)Ψ = Dipi
i
a(x)Ψ = 0, (12)
in which Ψ are the vectors of Hilbert space and obey the Schro¨dinger equa-
tion.
HΨ = EΨ. (13)
In what follows we need the expressions of conserved physical quantities as a
result of the invariance of the equations of motion with respect to the transla-
tions and rotations in 3-dimensional Euclidean space or the transformations
which constitute the groupM(3) of the motion of the space. According to the
Noether’s theorem one obtains the following expressions for the components
of the momentum and angular momentum vectors of the system:
P i = −
∫
d3x
∂Aja
∂xi
pija, (14)
Mi =
∫
d3x{−(Ii)k
jxj
∂Ana
∂xk
pina + (Ii)k
jAjapi
k
a(x)}, (15)
in which (Ii)k
j = εik
j are the elements of the adjoint representation of SO(3).
We construct below the perturbation theory around the localized finite en-
ergy configuration which takes into consideration the conservations laws of
momentum and angular momentum exactly in every order of perturbation
theory.
3. Collective coordinates
The solutions of the equations of motion can be considered as the func-
tions of certain numbers of parameters, which is the result of invariance
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of the equations of motion with respect to the symmetry transformations.
In accordance with this we introduce the following transformation of fields
Aia(x)
2:
Aia(x) = Ci
j(θ)[
1
g
wja(C(x− q)) +Wja(C(x− q))]. (16)
We introduce with this transformation six parameters (three rotational θj
and three translational qj , j = 1, 2, 3) as new variables which constitute
together with Wja(x) and the conjugate momenta of the latter the enlarged
phase space. In order to retain the original number of independent variables
we must subject them to as many additional conditions as the number of
introduced parameters. We choose the following linear conditions:∫
d3xNIk,b
j(x)Wjb(x) = 0, I = 1, 2, k = 1, 2, 3, (17)
with c-number functions NIk,b
j(x). One finds always the another set of
c-number functions Mjb,Jk(x), such that the following orthonormality condi-
tions hold: ∫
d3xNIk,b
j(x)Mjb,Jn(x) = δIJδkn. (18)
We calculate the variations δ/δAia(x) in the usual way:
δ
δAia(x)
=
δqj
δAia(x)
∂
∂qj
+
δθj
δAia(x)
∂
∂θj
+
∫
d3y
δWjb(y)
δAia(x)
δ
δWjb(y)
. (19)
Determining Wjb(y) from (16) and substituting into (17) we then calculate
the variation of (17) with respect to Aia(x). One obtains in this way the
system of algebraic equations :
Cj
iNIk,a
j(C(x− q)) +
1
g
N˜Ik,a
i(x) + FIk,J
sN˜Js,a
i(x) = 0 (20)
with the functions N˜Js,a
i(x) as unknowns. The relations of the functions
N˜Js,a
i(x) to the quantities we are interested in are determined by the equal-
ities (see the Appendix for some notations ):
δθm
δAia(x)
= Am
k(θ)N˜1k,a
i(x),
δqm
δAia(x)
= Cm
kN˜2k,a
i(x).
2The matrix C is a matrix of 3-dimensional rotations. The inverse matrix to C is
denoted by C.
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The quantities FIk,Js are
FIk,1s =
∫
d3xNIk,b
j(x)[−(I¯s)m
nxn
∂Wjb(x)
∂xm
+ (I¯s)j
nWnb(x)], (21)
FIk,2s =
∫
d3xNIk,b
j(x)
∂Wjb(x)
∂xs
. (22)
Thus the quantities δqj/δAia(x), δθj/δAia(x) will be determined with
the use of the system of algebraic equations and therewith the quantities
Mia,Ik(x) are determined, namely
M1s,jb(x) = (−I¯s)l
rxr
∂wjb(x)
∂xl
+ (I¯s)j
lwlb(x), M2s,jb(x) =
∂wjb(x)
∂xs
.
In calculating δWjb(y)/δAia(x) we have to take into account the additional
conditions (17). This can be done by defining a projection matrix
Pia,jb(x,y) = δijδabδ
3(x− y)−Mia,Ik(x)N
k
I,jb(y), (23)
which has the following properties:∫
d3xNIk,b
j(x)Pjb,ia(x,y) =
∫
d3yPia,jb(x,y)M
j
b,Ik(y) = 0, (24)∫
d3yPia,jb(x,y)P
j
b,kc(y, z) = Pia,kc(x, z). (25)
This operator makes it possible to determine the variables Wia(x)(subjected
to (17)) as the linear combination of independent variables - Wia(x) =∫
d3yPia,jb(x,y)V
j
b (y) with V
j
b (x) being expressed through Aia(y), qj and
θj with the help of (16). One obtains in this way:
δWkb(y)
δAia(x)
= Pkb,ja(y, C(x− q))C
ji
+
+N˜1s,a
i(x)
∫
d3zPkb,c
n(y, z)[−(I¯s)l
rzr
∂Wnc(z)
∂zl
+ (I¯s)n
jWjc(z)] +
+N˜2s,a
i(x)
∫
d3zPkb,c
j(y, z)
∂Wjc(z)
∂zs
. (26)
We give now the final expression for the momenta piia(x):
piia(x) = Cj
i{Πja(C(x− q))−
−g[I+ gF ]−1
sk
IJNJk,a
j(C(x− q))(l¯Is +MIs(Π))}. (27)
7
The quantities Πja(x) are momenta obtained by projecting the functional
derivatives −iδ/δWia(x),
Πia(x) =
∫
d3yPjb,
i
a(y,x)
(
−i
δ
δWjb(x)
)
,
and has the following commutation relations with the Wia(x):
[Wia(x),Π
j
b(y)] = iPia,
j
b(x,y). (28)
Besides they satisfy the constraint equation:∫
d3xMia,Ik(x)Π
i
a(x) = 0 (29)
The dependence of momenta piia(x) on the variables qi, θi are defined by
the operators l¯Is. They are generators of inverse transformations from the
group M(3) (see appendix), the first three of which - l¯s generate the inverse
rotations and others - C ij∂/i∂qj translations in the opposite direction (we
define as forward transformations x → Cx+ q). It is significant at this point
to have the conserved quantities P i and Mi expressed through the new set
of phase space variables. On can show, that
Pi = l1i = −i
∂
∂qi
, Mi = l2i = li − iεijkqj
∂
∂qk
, (30)
which coincide with six generators lIs = (l1s, l2s) of forward transformations
of the groupM(3). The generators li are generators of SO(3). These relations
together with the expression (27) are important proceeding from the state-
ment that the generators of forward transformations commute with those of
backward transformations:
[lIi, l¯J,k] = 0. (31)
This means that the dependence of the state vector Ψ on variables qi, θi can
be factorized and the operators lIk can be replaced by c-number quantities.
Before doing this we need to perform a transformation of the state vector Ψ,
namely take
Ψ = exp
(
i
g
∫
d3xsia(x)Wia(x)
)
Ψ′, (32)
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which means that the momenta Πia(x) have to be replaced by
1
g
sia(x)+Π
i
a(x).
The quantities sia(x) are subject to the same additional conditions as Π
i
a(x):∫
d3xMia,Ik(x)s
i
a(x) = 0. (33)
These conditions can always be fulfilled. If it is not so, then one defines
with the help of a projection operator a new quantity s′ia(x) which satisfies
the needed conditions. After performing this transformation one obtains for
piia(x):
piia(x) = Cj
i{
1
g
sja(C(x− q)) + Π
j
a(C(x− q))−
−g[I+ gF ]−1
sk
IJNJk,a
j(C(x− q))(l¯Is +
1
g
MIs(s) +MIs(Π))}. (34)
This completes the preparation of all formulae which are needed to construct
the perturbation theory.
4. Quantum behaviour of localized solutions
In this section we consider the Schro¨dinger equation
HΨ′ = EΨ′ (35)
which is supplemented by the additional conditions:
Dipi
i
a(x)Ψ
′ = 0, (36)
with piia(x) as in Eq. (34). Writing out explicitly the kinetic energy we see,
that dependence of the Hamiltonian on the group parameters is determined
by generators l¯Ik. This fact enables us to separate the dependence of the
state vector on the parameters of the symmetry group M(3) in the form of a
factor as an indication of the exact fulfillment of the conservation laws, i.e.
Ψ′ = T (qi, θi)Ψ
′′((Wia(x),Π
i
a(x)) (37)
(in which T (qi, θi) realizes the representation of the group M(3) [14]) and
to replace the generators l¯Ik by appropriate c-numbers: l¯1k → J¯k, l¯2i →
(1/g2)Ki with the perturbation order of the momentum being raised, which
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makes it possible to see the translational effects already in the first approxi-
mation.
The eigenvalues of the Schro¨dinger equation calculated below perturba-
tively are rigorously consistent with the symmetry properties of the physical
system. Thus any approach for solving the Schro¨dinger equation describes
the symmetry properties exactly in every order of approximation.
We can now expand the Hamiltonian and the constraint as a series in
inverse powers of g. The energy and state vector also must be expanded in
appropriate series. Thus we have:
H = g2H0 + gH1 +H2 + g
−1H3 + g
−2H4 + · · · , (38)
E = g2E0 + gE1 + E2 + g
−1E3 + g
−2E4 + · · · , (39)
Ψ′′ = Ψ0 + g
−1Ψ1 + · · · . (40)
The leading (or zero) approximation of the perturbation theory
(H0 −E0)Ψ0 = 0
does not consist of field operators and is completely determined by c-numbers,
so the energy of zeroth order is
E0 =
∫
d3x{
1
4
fijafija +
1
2
(sia(x)−N2j,ia(x)K
j)(sia(x)−N2j,ia(x)K
j)} (41)
with arbitrary nonzero Ψ0. The numbers sia(x) remain in this order unde-
termined. The quantity fija is a strength tensor, constructed by means of
the classical field solutions. The next approximation reads:
(H1 − E1)Ψ0 = 0. (42)
The operator H1 is linear inWia(x),Π
i
a(x). The regularity of the function Ψ
′′
with respect to Wia(x),Π
i
a(x) requires H1 and E1 to be zero identically. This
leads us to the determination of the quantities sia(x), namely if we choose
sia(x)−N2j,ia(x)K
j = Mia,2k(x)c
k, (43)
then the terms linear in Πia(x) vanish. Collecting the terms at Wia(x) we
obtain:
H1 =
∫
d3x
[
cmcn
∂2wjc(x)
∂xm∂xn
−
∂fijc
∂xi
− εcbaw
i
b(x)fija
]
W jc (x) = 0. (44)
10
We see that the terms in front of Wjc(x) coincide with the classical Euler-
Lagrange equations provided w0a(x) = 0. Thus H1 is identically zero. On
substituting (43) into the expression for E0 we are reassured that this is just
the energy of the classical localized configurations, provided w0a(x) = 0. We
return now to the Eq. (33). On the basis of (43) it is easy to obtain from
(33) the following expression for Kj:
Kj = ci
∫
d3x
∂wna(x)
∂xi
∂wna (x)
∂xj
(45)
which are just components of the classical momentum. Considering now the
derivative of the energy E0 with respect to ck, we find that:
ci = g
2 ∂E0
∂Ki
. (46)
This means, that c is a velocity of the center-of-mass of the system.
At this level the wave function Ψ0(Wjc(x),Π
i
a(x)) is still undetermined.
The next approximation to the ground level energy E0 is determined from
the terms of order g0:
(H2 − E2)Ψ0(Wjc(x),Π
i
a(x)) = 0. (47)
The quantity H2 is a quadratic form of the operators Wia(x) and Π
i
a(x)
and can be diagonalized being reduced to an infinite set of the oscillators.
First we consider the constraints. From now on we can choose the system
of center-of-mass by fixing c = 0, that is K = 0. This suggestion simplifies
the Hamilton operator and the constraints (12). In this system we obtain for
H2:
H2 =
∫
d3x
[
1
2
Πai(x)Πai(x) +Wib(x)
1
2
Oˆib,jc(x)Wjc(x)
]
, (48)
in which
Oˆib,jc = −δij(D
cl
k D
clk)bc + (D
cl
i D
cl
j )bc + 2εabcfija (49)
with
(Dclj)ac = δac
∂
∂xj
+ εabcwjb(x). (50)
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The operator Oˆib,jc depends on the classical configurations and, of course,
the knowledge of the exact form of such solutions is needed in order to de-
scribe the corresponding spectrum of energy. We are interested mostly in
that part of the spectrum which arises due to the symmetry properties of
the system and therefore we perform the diagonalization of H2 only formally.
Suppose the functions U
(bj)
ia (x, n) constitute a set of the solutions of the fol-
lowing system of equations:
Oˆib,c
jUjc(x, n) = E(n)Uib(x, n) (51)
with the orthonormality conditions:∫
d3xU∗
(bj)
ia (x, n)U
(b′j′)
ia (x, n
′) = δbb′δjj′δnn′ (52)
We now consider the expansion of the field Wia(x) in terms of U
(bj)
ia (x, n):
Wia(x) =
∑
n
′
√
1
2E(n)
(
αbk(n)e
(k)
j U
(bj)
ia (x, n) + α
+
bk(n)e
(k)
j U
∗(bj)
ia (x, n)
)
, (53)
where the prime indicates that the sum does not contain the modes with zero
energy (related to the translations and rotations). The summation number
n may in general be composed of discrete and continuous variables. The
creation and annihilation operators αbj(n), α
+
bj(n) obey the commutation re-
lations
[αia(n), α
+
bj(n
′)] = δijδabδnn′. (54)
The polarization vectors e
(k)
j make an orthonormal set of unit vectors in
3-dimensional Euclidean space. We next have to deal with the unphysical
degrees of freedom related to the constraints. Up to order g0 the constraints
are:
(Dclj)acΠ
j
c(x)Ψ
′′ = 0, (55)
which are linear in field operators. The unphysical degrees of freedom related
to these constraints can be eliminated by introducing the Coulomb gauge
conditions written as expectation value
(Ψ′′, ∂iWia(x)Ψ
′′) = 0. (56)
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Since (55) and (56) are linear, we can consider the state vector obtained by
acting on the vacuum with the creation operators pertaining to the various
polarizations, so the state vector might be represented as
Ψ′′ = ΨtΨl, (57)
where Ψt corresponds to the transverse components of the fieldWia(x), while
Ψl is obtained by acting on the vacuum with longitudinal creation operators.
We demand that the positive frequency part of ∂iWia(x) annihilates the
vector of Hilbert space. We are interested in examining the consequences of
gauge conditions on the state Ψl. So we may write∑
n
αbk(n)e
(k)
j Aba
jΨl = 0, (58)
with Aab
j = ∂iUiba
j(x, n). Since we choose the polarization vectors orthogo-
nal to the quantities Aab
j, (58) can be written in the equivalent form:
α3aΨ
l = 0 (59)
We present the state Ψl as the linear combination of the eigenstates |n > of
the quantum number operator N =
∑
n α
+
3a(n)α3a(n) corresponding to the
longitudinal degrees of freedom. The states |n > obeying (59) satisfy the
condition
n < n|n >= 0 or < n|n >= δn0
and therefore for the state Ψl as linear combination of |n > the following
relation holds: (Ψl,Ψl) = c < 0|0 > 6=0. Expanding the operators in a series
similar to (53) we have
Πia(x) = i
∑
n
′
√
E(n)
2
(
α+bk(n)e
(k)
j U
∗(bj)
ia (x, n) − αbk(n)e
(k)
j U
(bj)
ia (x, n)
)
, (60)
and substituting (53), (60) into (48) we obtain:
H2 =
1
2
∑
n
(
α+bk(n)αbk(n) + αbk(n)α
+
bk(n)
)
, (61)
which has to be understood as the normal product. Calculating the expec-
tation value of H2 we see that only transversal components contribute to
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the energy, since the action of H2 on the state (57) cancels the longitudinal
contribution.
In order to investigate the internal structure of the system associated with
spin, we must deal with the Hamiltonian up to the order g2. Combining the
terms of order g, that is H3 , we can show that after averaging over the
ground-state wave function Ψ′′ its contribution to the energy is zero. We do
not give the explicit form of H4 here since this consists of a lot of terms. We
just indicate that it is a quartic in field operators.
The expectation value of H4 gives the contribution to the energy, which
results in a splitting of the ground-state energy. Omitting the irrelevant for
the structure of the energy spectrum additive terms we obtain for the energy
above the ground level:
E4 =
1
2
(∫
d3xNia,1k(x)Nia,1,k(x)
)
j(j + 1) (62)
which describes the excited quantum states with the spin j. The number
j takes either integer or half-integer values. Since the initial vector fields
Aµa belong to the adjoint representation of the group of rotations j must be
integer, hence j = 0, 1, 2 . . . . Thus, we see that there are excitation modes
in quantum theory of the localized finite energy solutions which are labelled
by the quantum numbers corresponding to the spin of the system. Besides
there is a degeneracy of the energy spectrum with respect to the azimuthal
quantum number. So the energy E4 defines a spin content of the energy
spectrum.
Acknowledgment: A. V. S. is indebted to DAAD for supporting his
visit to Kaiserslautern University.
Appendix
We recall here some relevant formulae from group theory. Let the ma-
trices C be the elements of the group M . We denote by C the inverse
transformations. If the parameters of the group are θi then the following
equations hold:
∂C
∂θi
= Bij(θ)TjC,
14
in which Tj are the elements of the corresponding algebra. The matrix B
ij(θ)
is invertible - Aik(θ)B
kj(θ) = δji . With the matrix Ai
k(θ) the generators of
the group are determined:
Li = Aik(θ)
∂
∂θk
with the commutation relations
[Li, Lk] = fikjL
j .
The inverse matrices obey the same equations, but with quantities being
overlined:
∂C
∂θi
= B
ij
(θ)(T j)C, Li = A¯ik(θ)
∂
∂θk
, [Li, Lk] = fikjL
j
,
so that Li = C
j
iLj , T i = −Ti and [Li, Lj ] = 0. The generators of the forward
transformations of the group M(3) we are interested in are
l1i = li + εijkq
j ∂
i∂qk
, l2i =
∂
i∂qi
.
and the inverse transformations are
l¯1i = l¯i, l¯2i = C ij
∂
i∂qj
.
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