Abstract-We propose a powerful symmetric kernel classifier for nonlinear detection in challenging rank-deficient multipleantenna aided communication systems. By exploiting the inherent odd symmetry of the optimal Bayesian detector, the proposed symmetric kernel classifier is capable of approaching the optimal classification performance using noisy training data. The classifier construction process is robust to the choice of the kernel width and is computationally efficient. The proposed solution is capable of providing a signal-to-noise ratio gain in excess of 8 dB against the powerfull linear minimum bit error rate benchmarker, when supporting five users with the aid of three receive antennas.
I. INTRODUCTION
Kernel-modelling techniques have found wide-ranging applications in regression and classification [1] - [16] . The standard kernel modelling method constitutes a black-box approach that seeks a (usually sparse) model representation extracted from the training data. Adopting black-box modelling is appropriate, if no a priori information exists regarding the underlying data generating mechanism. However, a fundamental principle in practical data modelling is that if there exists a priori information concerning the system to be modelled it should be incorporated in the modelling process. Many real-life phenomena exhibit inherent symmetry, but these properties are hard to infer from data with the aid of black-box-type kernel or radial basis function (RBF) models. However, by imposing symmetry on the model's structure, exploiting the symmetry properties becomes easier and this often leads to substantial improvements in the achievable modelling performance. In regression-type applications, the symmetric properties of the underlying system have been exploited by imposing symmetry in both RBF networks and least squares support vector machines (SVMs) [17] , [18] .
We consider nonlinear detection in multiple-antenna assisted beamforming systems. Detection in communication receivers in general can be viewed as a classification problem, and both RBF as well as other kernel models have been applied to solve this nonlinear detection problem [19] - [28] . A kernel classifier or detector attempts to realise or approximate the underlying optimal Bayesian solution. Previous studies [19] - [28] have shown that a block-box kernel detector typically requires more kernels than the number of the channel states to approximate the Baysian detector, and moreover there often exists a performance gap between the kernel detector and the Baysian solution. This performance degradation can be explained as follows. The Bayesian
The authors are with School of Electronics and Computer Science, University of Southampton, Southampton S017 1BJ, UK, E-mails: {sqc,awO3r,cjh,lh} (ecs.soton.ac.uk nonlinear detection solution has an inherent odd symmetry, because the signal states corresponding to the different signal classes are distributed symmetrically with respect to the optimal decision boundary [29] . A black-box kernel classifier or detector, however, has difficulty realising this symmetry.
The novelty of this contribution is that we propose a symmetric kernel classifier for multiple-antenna aided communication systems, which renders realisation of the symmetric Baysian detection solution easier. The orthogonal forward selection (OFS) procedure [13] , [16] , [27] , [28] can readily be applied to construct a sparse representation for this symmetric kernel classifier based on various criteria, such as the Fisher ratio of class separability measure (FRCSM) [13] , [27] and the leave-one-out misclassification rate (LOO-MR) [16] . The OFS procedures based on the FRCSM and the LOO-MR are computationally very efficient, in comparion to other existing kernel construction methods. We adopt the FRCSM, since it is computationally even simpler to implement than the LOO-MR. It is interesting to see that, even though we do not directly minimise the misclassification rate, the sparse symmetric kernel classifier constructed by incrementally maximising the FRCSM is capable of approaching the minimum misclassification rate.
The advantage of the proposed symmetric kernel classifier is demonstrated in challenging detection scenarios, when the number of users supported is almost twice the number of antenna elements, while conventional techniques cannot support more users than the number of antenna elements [30] , [3 1] . Although we apply the proposed symmetric kernel classifier in the context of multiple-antenna aided beamforming systems, it is equally applicable to other classification problems with similar symmetric properties. To the best of our knowledge, this is the first time that the symmetry is explicitly exploited in kernel classifier construction.
II. BEAMFORMING RECEIVER
Consider a coherent communication system that supports S users, where each user transmits using the same carrier frequency of w = 27f. For such a system, user separation can be achieved in the angular domain [30] , [31] if the receiver is equipped with a linear antenna array consisting of L > 1 uniformly spaced elements. Assume that the channel is non-dispersive which does not induce intersymbol interference. Then the symbol-rate complex-valued received signal samples can be expressed as (1) (2) where n(k) = 
Classically, a linear beamforming receiver is adopted to detect the desired user signal [32] , [33] . The output of the linear beamformer is defined by yLin(k) = wHx(k) (3) and the associated decision is given by
where w = [w w2 wL]T denotes the linear beamformer's weight vector and R[e] the real part. Traditionally, the weight vector w is set to the minimum mean square error (L-MMSE) solution [32] , [33] . The L-MMSE solution is based on the following consideration. An antenna array of L elements can place L -1 nulls. Thus the system can support upto S = L users. If the number of users S is larger than the number of array elements L, the system is referred to as rank-deficient. The state-of-the-art design for the linear beamformer (3) in fact is the the (linear) minimum bit error rate (L-MBER) solution [34] , which directly minimises the error probability or bit error rate (BER) of the linear beamformer (3). The L-MBER beamforming outperforms the L-MMSE one significantly, particularly for rank-deficient systems. The L-MBER design is optimal for the linear beamforming. The true optimal solution for the multiple antenna aided beamforming detector, however, is nonlinear [27] , [28] .
Let us denote the Nb = 2S legitimate combinations of b(k) as bq, 1 < q < Nb, and denote the first element of bq, corresponding to the desired user, as bq,j. The noiseless channel output x(k) only takes values from the signal state set X-{xq = Pbq, 1 < q < Nb}, which can be divided into two subsets conditioned on the value of b1 (k) as follows (5) where the size of the sets X(+) and X(-) is Nsb = Nb/2 = 2S-1. Denote the conditional probabilities of receiving x(k) given b1 (k) = ±1 as p± (x(k)) = p(x(k) |b1 (k) = ±1). According to Bayes decision theory [35] , the optimal detection strategy should be
By introducing the real-valued Bayesian decision variable (7) the optimal Bayesian detection rule (6) is equivalent to b1(k) = sgn(yBay(k)). The decision variable (7) of the optimal Bayesian detector is readily expressed as [27] , [28] Nb YBay(k) = E sgn(bq,i)Qqe (8) where /3q denotes the a priori probability of xq. Since in our case, all the Xq are equiprobable, we have /3q = Q > O.
It can readily be shown that the two subsets X(+) and X(-) are symmetric with respect to each other [29] . That is, for any signal state x X(±) there exists a signal state xi )
) so that xI Given this symmetry, the optimal Bayesian detector (8) where xq X(+). The Bayesian detector has odd symmetry, as fBay(-x(k))= -fBay(x(k)).
If the system matrix P is known, the signal state subset X(+) can be computed and the Bayesian detection solution is specified. For the multiple-antenna aided beamformer, however, the receiver only has access to the training data DK= {x(k), bi (k)}ffK, where K is the number of training symbols and {b1(k)} are the desired user's data. But the receiver does not have access to the interfering users' data {bi(k)}, i :t 1. Thus, estimating the system matrix P is a challenging task. In our previous work [27] , [28] , standard kernel-based classifiers or detectors were constructed directly using the noisy training data set DK to approximate the optimal Bayesian solution. It is clear that the inherent symmetry of the Bayesian detector in (9) is hard to learn by a blackbox kernel classifier. We propose a novel symmetric kernel classifier which renders realisation of the symmetric Baysian detection solution easier.
III. THE SYMMETRIC KERNEL CLASSIFIER
The problem is to train a two-class kernel classifier Oi (x)A =O(x; Ci, p')-(x; CP)) ' ( 1) where ci is the kernel centre, p2 the kernel variance, and o(*) the classic kernel function. In this study we adopt the Gaussian kernel function of I I ___ 112 9O(X; C, p2) = e 2p2 (12) Other kernel functions can also be used here. It is worth emphasising that, although we derive the symmetric kernel formulation directly through the observation of the underlying symmetric Bayesian detection solution, the proposed symmetric kernel detector can also be derived analytically by imposing the odd symmetry constraint on the standard kernel formulation, just as in the regression case [18] .
Because the symmetric kernel formulation (10) has the same form to the standard kernel formulation, most of the existing sparse kernel techniques can be applied. Our previous experience with standard sparse kernel modelling suggests that the OFS procedure based on the FRCSM [27] , [28] compares favourably with many other existing sparse kernel methods, such as the SVM techniques, in terms of efficiency of the construction process and the sparsity of the constructed model. For practical purpose, it is critical to derive a kernel detector as sparse as possible, because the detection complexity scales with the size of the kernel classifier. We apply the OFS procedure based on the FRCSM to construct a sparse symmetric kernel classifier using the training data set DK. Note that the objective of training a classifier is to achieve maximum classification discriminative power, and Fisher ratio is a measure of discriminative power or class separability [35] .
Consider every training data point x(i) as a candidate kernel centre. Hence we have M = K in the kernel model of (10) and ci = x(i) for 1 < i < K, and the kernel variance is set to p2. Let 
where (14) is the regression matrix with the column vectors ¢i = [0i(x(l)) Oi(x (2) The model (13) can alternatively be expressed as
where -y = [-Y -2 ... _*M]T = AO is the weight vector in the orthogonal space defined by Q. A sparse Mspa-term classifier can be selected by incrementally maximising the FRCSM using the OFS procedure, as is in [13] , [27] , [28] . Define the two class sets X± = {x(k): (20) m ,) (21) respectively, where d(x) = 1 if x = 0 and d(x) = 0 if x :t 0. The Fisher ratio is defined as the ratio of the interclass difference and the intraclass spread encountered in the direction of wl, which is given by [35] 
(q) 2 - 3) The procedure is monitored and terminated at the index value I = Mspa, when for example the condition (23) is satisfied. Otherwise, set I = I + 1, and go to step 1. A simple and yet effective mechanism can be built into the selection procedure to automatically avoid any numerical illconditioning. If a candidate £ (q) has too low energy, i.e. ( (q)) £(q) is near zero, it will not be considered. The least squares solution for the weight 'yj is simply
Instead of using the condition (23) to terminate the OFS procedure, which requires us to specify the threshold value (, the so-called cross validation procedure can be used to decide when to stop the selection procedure. Automatic termination criteria such as the information based criteria and optimal experimental design criteria of [14] may also be used. The kernel variance p2 is not provided by the construction algorithm, but it may be estimated based on cross validation. Our experience suggests that the symmetric kernel classifier is not sensitive to the value of p2 used, and there exists a large range of p2 values which enables the sparse symmetric kernel classifier to approach the optimal Bayesian performance. This will be further illustrated in our simulation study. This robustness to the value of p2 inherently is a consequence of the Bayesian detector's robustness to the noise variance (72 used. It has been shown [36] that the performance of the Bayesian detectors using O.2(J2 and 5o 2 to substitute the noise variance ao2 is indistinguishable from that of the exact Bayesian solution.
IV. SIMULATION STUDY
The example consisted of a three-element antenna array supporting five BPSK users. Fig. 1 shows the antenna array geometric structure and Table I lists the angular locations of the five users with respect to the antenna array. The simulated channel conditions were Ai 1 + jO, 1 < i < 5. The desired user and all the four interfering users had equal signal power, and therefore SIRi = 0 dB for i = 2, 3, 4. Fig. 2 Kernel variance/noise variance A novel symmetric kernel classifier has been proposed for nonlinear detection which is capable of substantially outperforming previous solutions in the extremely challenging scenario of supporting almost twice as many users, as the number of antenna elements in multiple-antenna aided communication systems. The orthogonal forward selection procedure based on the Fisher ratio of class separability measure provides a fast and efficient means of constructing a sparse symmetric kernel detector from the noisy training data, which is capable of approaching the optimal Bayesian detection performance. The proposed solution provides a signal-to-noise ratio gain in excess of 8 dB against the powerful linear minimum bit error rate benchmark, when supporting five users with the aid of three receive antennas. Compared with the standard sparse kernel methods, which do not exploit the symmetry of the underlying solution, our proposed method is computationally simpler, results in a much smaller detector size, and performs better. Although we have presented this sparse symmetric kernel classifier in the context of nonlinear detection in wireless communication systems, it is generically applicable to any classification problem exhibiting a similar symmetry.
