We propose a new class of mappings, called Dynamic Limit Growth Indices, that are designed to measure the long-run performance of a financial portfolio in discrete time setup. We study various important properties for this new class of measures, and in particular, we provide necessary and sufficient condition for a Dynamic Limit Growth Index to be a dynamic assessment index. We also establish their connection with classical dynamic acceptability indices, and we show how to construct examples of Dynamic Limit Growth Indices using dynamic risk measures and dynamic certainty equivalents. Finally, we propose a new definition of time consistency, suitable for these indices, and we study time consistency for the most notable representative of this class -the dynamic analog of risk sensitive criterion.
Introduction
In this paper we study some mappings that are designed to measure the long-run performance of a financial portfolio. Importance of measurement of the long run growth of a portfolio is widely recognized among financial practitioners, and has been extensively discussed in the literature ( see for instance [2, 15] , and references therein).
Here, we shall focus on measures that quantify the tradeoff between portfolio growth and the risk associated with it, appropriately normalized in time. Among several such possible measures, the one which has attracted the most attention, is the so called Risk Sensitive Criterion [17, 6, 7] .
In fact, the starting point of this paper was to investigate whether the Risk Sensitive Criterion belongs to the family of so called dynamic acceptability indices [11, 5] , which are known to provide a unifying framework for classical financial measures of performance such as Sharpe Ratio, Gain to Loss Ratio, etc. It turns out that indeed the Risk Sensitive Criterion is a dynamic acceptability index. But, this investigation also led us to introducing a new class of mappings designed to measure the efficiency of the long run cumulative growth of a portfolio, which we named Dynamic Limit Growth Indices. Since, in this paper, we measure time according to discrete quanta, we only consider here dynamic limit growth indices in discrete time.
In some of the previous works studying the dynamic acceptability indices [11, 5] , the so called normalization postulate was adopted. Here, we remove the normalization postulate, thereby opening a doorway to a much richer class of dynamic performance measures, such as the class of our dynamic limit growth indices.
In this paper we study all sorts of important properties for this new class. In particular, we provide necessary and sufficient condition for Dynamic Limit Growth Index to be a dynamic assessment index (cf. [4] ), we study their connection with classical dynamic acceptability indices, we show how to construct examples of dynamic limit growth indices using dynamic risk measures and dynamic certainty equivalents [9] , we propose and study a definition of time consistency.
The paper is organized as follows. In Section 2 we provide a set of some underlying concepts that will be used throughout the paper. In Section 3 we introduce the notion of Dynamic Limit Growth Indices (DLGI), which is the main object of study of this work. Also here, we present necessary and sufficient conditions for a DLGI to be a dynamic assessment indices. Next we show a connection between dynamic limit growth indices and dynamic acceptability indices. We conclude the section by providing several classes of functions that are DLGI. In Section 4 we study the time consistency of DLGI. We propose a new definition of time consistency, and relate it to the existing literature. Finally, in Section 5 we study into details the dynamic risk sensitive criterion. We prove that the dynamic risk sensitive criterion a dynamic assessment index, and study its time consistency with respect to risk-sensitivity parameter. All the proofs are deferred to the Appendix.
Preliminaries
Let (Ω, F, F = {F t } t∈T , P ) be a filtered probability space, with T = N∪{0} and F 0 = {Ω, ∅}. For G ⊆ F we denote by L 0 (Ω, G, P ), L 0 (Ω, G, P ) andL 0 (Ω, G, P ) the sets of all G-measurable random variables with values in (−∞, ∞), [−∞, ∞) and [−∞, ∞], respectively. In addition, we will use the notation L p := L p (Ω, F, P ), L p (G) := L p (Ω, G, P ) and L p t := L p (Ω, F t , P ) for p ∈ {0, 1, ∞}. Analogous definitions will apply to L 0 andL 0 . Throughout, we will use the convention that ∞ − ∞ = −∞ and 0 · ±∞ = 0. In particular we use this convention for F t -conditional expectation, i.e. for X ∈L 0 ,
Throughout this paper, X will denote either the space of random variables, i.e. L 0 , or the space of adapted processes, i.e. (V t ) t∈T | V t ∈ L 0 t . For both cases we will consider standard pointwise order, understood in the almost sure sense. In what follows, we will also make use of the multiplication operator denoted as · t and defined by:
In order to ease the notation, if no confusion arises, we will drop · t from the above product, and we will simply write mV and mX instead of m · t V and m · t X, respectively.
We note that X is not an L 0 -module [14] , due to the definition of the multiplication · t . However, in what follows, we will adopt some concepts from L 0 -module theory, which naturally fit into our study. Specifically, let K ⊆ X be an
In what follows, we will make use of the sets V and V defined, respectively, by
The elements of V can be viewed as (cumulative) value processes of portfolios of financial securities. In this paper we are primarily interested in portfolios that have integrable growth (cumulative log-return), and this is the reason why we introduced the set V.
For K equal to L 0 or equal to V we will say that a family {f t } t∈T of mappings f t : K →L 0 t is local, monotone, etc., if for every t ∈ T the mapping f t is L ∞ t -local, monotone, etc. Moreover, if K = L 0 then we recall that a family {f t } t∈T of maps f t : L 0 →L 0 is said to be:
• Cash additive if for any t ∈ T the function f t is L 0 t -cash additive, i.e. f t (X+m) = f t (X)+m, for any X ∈ L 0 and m ∈ L 0 t ;
• Normalized if f t (0) = 0, for any t ∈ T;
• Dynamic risk measure if {−f t } t∈T is monotone, normalized, cash additive and local;
• Dynamic certainty equivalent if there exists U :R →R, U strictly increasing and continuous onR 1 , such that for any X ∈ L 0 and t ∈ T:
• Dynamic monetary entropic utility 2 if there exists γ ∈ R, such that for all t ∈ T, and X ∈ L 0 ,
In what follows we will denote the dynamic monetary entropic utilities, with parameter γ, by µ γ t∈T ;
• Dynamic assessment index for random variables if {f t } t∈T is local, monotone and quasi-concave.
On the other hand, if K = V the family {f t } t∈T of maps f t : V →L 0 is said to be:
• Independent of the past if f t (X) = f t (X ′ ) for t ∈ T and all X, X ′ ∈ V such that X s = X ′ s for any s ≥ t;
• Dynamic assessment index for processes (DAI) if {f t } t∈T is local, monotone and quasiconcave.
Let f t : L 0 →L 0 t , and define a mapping f t :
Clearly, for monotone f t , one can replace lim inf with lim in (2.4). Next proposition shows that the function f t inherits most of the properties of f t , although generally speaking, f t is not an extension of f t unless it satisfies the Fatou property 3 (see Remark 2.2).
Remark 2.2. In general f t might not be an extension of f t . For t = 0 it is sufficient to consider the example f 0 (X) = ess sup(X) + ess inf(X). This function is monotone and
In what follows, the function f t : L 0 →L 0 t will be understood as f t for corresponding f t : L 0 →L 0 t , i.e. we will drop the notation used in (2.4).
Dynamic Limit Growth Indices
The main object studied in this paper is the Dynamic Limit Growth Index and a modification of it that are introduced below.
where µ t : L 0 →L 0 t , and {µ t } t∈T is local and monotone. We will say that DLGI is risk seeking, if additionally {µ t } t∈T is such that µ t (X) = µ t (X + ) for t ∈ T and X ∈ L 0 .
We will often refer to {µ t } t∈T as a family of mappings that defines DLGI. The maps introduced in Definition 3.1 have a natural financial interpretation. The cumulative logreturn over the period (t, T ) is a common way to measure the process growth. Because it is a random variable, we use a utility measure, say µ t , which represents our preferences (at time t). Finally we divide the outcome by T to normalize it in time. Taking the liminf as T goes to infinity allows us to measure the long-time efficiency of our value process. We use liminf because we want to measure the actual (worst case) efficiency of our portfolio. It also makes this measure more robust (at least to losses).
We also introduce the risk seeking DLGI because it is a more suitable criterion choice for risk seeking investors. Note that if the family of mappings {µ t } t∈T generates a DLGI, then the family of mappings µ t (X) := µ t (X + ), t ∈ T, generates a risk seeking DLGI. A risk seeking DLGI ignores the losses in the sense that it substitutes all losses (negative log returns) by 0.
We want to use DLGI to assess performance of value processes: the greater the value of DLGI the better the performance of the portfolio. This is in line with the theory of dynamic assessment indices developed in [4] . Therefore, we are interested in identifying conditions under which DLGIs are DAIs. Towards this end, we provide Proposition 3.2 that give sufficient and necessary conditions for DLGI to be DAI.
Relation (3.2) says that the value of the DLGI at time t is independent of the value of the process V at time t. As mentioned above, the purpose of DLGI is to measure the long term growth of V , which intuitively should not depend on the current state.
In particular, this will be satisfied if there exists a family of maps f t : Next we will show that DLGIs that are also DAIs could be easily generated through dynamic risk measures or dynamic certainty equivalents, as shown in the next two propositions.
Proposition 3.6. For any dynamic risk measure {ρ t } t∈T , the family {−ρ t } t∈T is local, monotone (hence generates a DLGI) and satisfies condition (3.2) . Moreover, if { ρ t } t∈T is given by ρ t (X) = ρ t (X + ), then {− ρ t } t∈T is also local, monotone and satisfies condition (3.2). 
Time consistency of DLGIs
One of the key properties in the theory of dynamic risk measures and dynamic performance measures is the dynamic time consistency property. For risk measures, this property is usually associated with dynamic programming principle (see for instance the review paper [1] ), however as shown in [5] the time consistency for dynamic acceptability indices is of different nature. As we have mentioned in Remark 3.5, the family of DLGIs is scale-invariant and thus closely related to the latter. Because of that we introduce the concept of time consistency related to the one introduced in [5] . As above, X will denote the space of random variables L 0 or adapted processes
We are now ready to propose a definition of time consistency. Definition 4.1. We will say that a family {f t } t∈T of maps f t :
for all s, t ∈ T such that s > t ≥ 0, X ∈ K and m s ∈L 0 s . Respectively, we say that
for all s, t ∈ T such that s > t ≥ 0, X ∈ K and m s ∈L 0 s . If we only consider m s ∈L 0 t in (4.1) and in (4.2) then we get essentially the definition of time consistency for dynamic acceptability indices introduced in [5] , which shows that our definition is slightly stronger. Moreover, for m s ∈L 0 t and {f t } t∈T being a dynamic risk measure the definition of submartingale time consistency (4.2) is equivalent to the concept of weak time consistency introduced in [1] . Hence, our definition of submartingale time consistency is stronger than the definition of weak time consistency (for random variables) studied in [1] . On the other hand, submartingale time consistency does not imply nor is implied by strong time consistency. For example, the negative of Dynamic Average Value at Risk is submartingale time consistent but not strongly time consistent [12] . On the contrary, the monetary entropic utility is strongly time consistent but it is not submartingale time consistent for γ > 0, see Proposition 5.3. Analogous reasonings apply with regard to supermartingale time consistency.
The following proposition shows that our definitions of supermartingale/submartingale time consistency can be characterised in terms of supermartingale/submartingale property.
We close this section with an intuitive interpretation of our definitions of time consistency. As time evolves, the information about the value process increases in the sense that F t ⊆ F s , for t ≤ s. Thus, if the index is submartingale time consistent, then one would expect that the additional information will have positive impact on the (conditional) mean value of the index, in the sense that the projection of the future value of the index on the currently available information is no less that the current value of the index. This indeed is confirmed by property 2) in 
Dynamic Risk Sensitive Criterion
Dynamic analog of Risk Sensitive Criterion [6] , that we study in this section, is one of the most notable examples of DLGI.
Remark 5.2. It is well known (cf. [13] , and references therein) that for some processes V that are Markovian, the value of ϕ γ t (V ) is constant (independent of t in particular). In such cases of course, the analysis carried below trivialises. For example, let V ∈ V be such that N (0, 1) . In this case, ϕ γ t (V ) ≡ γ 2 . Nevertheless, the class of processes V , for which ϕ γ t (V ) is a non-constant process, is quite rich; see e.g. (5.2) and (A.31).
We say that the Dynamic Risk Sensitive Criterion is risk-averse if γ < 0, risk neutral if γ = 0, and risk-seeking if γ > 0. Please note that with t = 0 we get the standard definition of (static) Risk Sensitive Criterion [6] ; in particular, when γ = 0, the Risk Sensitive Criterion is called the Kelly criterion. In order to proceed, we first need to recall some facts about Dynamic Monetary Entropic Utilities. 2) {µ γ t } t∈T is strongly time consistent in L 1 ;
For the proof of 1), see e.g. [16] ; the proof in [16] is given for the case of L ∞ , but can be adapted to the case of L 0 . For the proof of 2), we first need to recall that the dynamic entropic risk measure is upper-semicontinuous in L 1 (cf. [3, 10] ), and then refer to [4] . For the proof of 3), we need to recall that the robust representation of dynamic entropic risk measures holds in the L 1 framework [10] , and then refer to [16] . Properties 4) and 5) follow directly from property 3), combined with dynamic programming reformulation of property 2); see [1] and [12, Proposition 6] , where the proofs are done for the case of L ∞ , but can be adapted to the case of L 1 .
We are now ready to present the main result of this section. Arguably, properties 5) and 6) stated in Theorem 5.4 are the most interesting ones.
Theorem 5.4. Let γ ∈ R and let {ϕ γ t } t∈T be a Dynamic Risk Sensitive Criterion. Then
Next we will show that properties 3), 5) and 6) from Theorem 5.4 are in fact necessary and sufficient conditions in case of a large class of filtered probability spaces. 3') if γ ≤ 0, then ϕ γ t (V ) + is not a risk seeking DLGI;
Remark 5.6. In particular, Proposition 5.5 is true for a standard filtered probability space. 6 We conclude this section by presenting an example that is related to properties 4, 5 and 6.
We will derive explicit formula for the dynamic risk sensitive criterion ϕ γ t . We start with the case of γ = −1. For fixed t ∈ N 0 , we get (5.3) On the other hand using Jensen inequality, for any T 0 ∈ T, such that T 0 > t, we get
Letting T 0 → ∞, and combining (5.3) with (5.4), we conclude that for ω ∈ K i t ,
Using similar computations, it is easy to show that, for γ ∈ R and ω ∈ K i t , we have
Now, it clear from the above formula that ϕ γ t ( V ) is increasing in γ, so that property 4) is fulfilled. In addition, one can easily check that process ϕ γ t ( V ) is a submartingale (resp. supermartingale), with respect to the filtration {F t } t∈N 0 , when γ < 0 (resp. γ > 0).
It is interesting to note that the values of ϕ γ t ( V ) are separated into three regimes: riskseeking (γ > 0), risk-neutral (γ = 0) and risk-averse (γ < 0).
A Appendix
Proof of Proposition 2.1. Let f t : L 0 →L 0 t be local and monotone. 1) Monotonicity follows immediately.
2) As for locality, we have
where we use appropriately the convention 0 · ∞ = 0.
3) Assume that f t is cash additive and let X ∈ L 0 (Ω, F, P ). First, we will prove cash additivity of f t for m ∈ L 0 t . We know that
Thus, it is enough to show that
For any k ∈ N, we have that
Due to L ∞ t -locality of f t , we get that
Since m ∈ L 0 t , we have that P [{−k < m < k}] → 1 as k → ∞ which proves the equality (A.1). Now, let m ∈ L 0 (Ω, F, P ). Using the above result, and because of locality off t and the fact that I {m>−∞} m ∈ L 0 t , we deduce that
On the other hand
Combining those above two equalities, cash-additivity off t follows immediately.
4)
If X ∈ L ∞ , then there exists n ∈ N such that X ∨ (−n) = X which concludes the proof. Now let X ∈ L 0 and let us assume that f t has the Fatou property. Put X n := X ∨ (−n) for n ∈ N. The sequence {X} n∈N is L 0 -dominated by X. Moreover X n a.s.
− − → X. Hence, we have that
where the last inequality is the consequence of the fact that for any n ∈ N we have X ≤ X n , which implies f t (X) ≤ f t (X n ).
Proof of Proposition 3.2. Let {ϕ t } t∈T be DLGI generated by {µ t } t∈T , and thus {µ t } t∈T is local and monotone.
(⇐) Let {µ t } t∈T satisfy (3.2), and we will show that {ϕ t } t∈T is a DAI.
Monotonicity is straightforward. Let V, V ′ ∈ V, such that V ≥ V ′ . We will show that
Next we prove locality. Let us fix t ∈ T and A ∈ F t . For T ≥ t, using locality of µ t and the convention 0 · ∞ = 0, we deduce
Finally, let us prove quasiconcavity. Let t ∈ T, V, V ′ ∈ V and λ ∈ L 0 t , 0 ≤ λ ≤ 1. Without loss of generality, due to locality of µ t , we assume that 0 < λ < 1. Since log is monotone, and V, V ′ ≥ 0, we have
which completes this part of the proof.
and due to L 0 t -locality of µ t , we continue
T .
Next, since V ′ t = 1 on the set {V t ≥ 1}, we have
and since V T = V ′ T for T > t, we finally conclude
By monotonicity of µ t , we get
Combining the above inequalities, we have that equality (3.2) holds true on set {V t ≥ 1}.
The proof for the set {V t < 1} is similar.
Proof of Proposition 3.6. Let {ρ t } t∈T be a dynamic risk measure. Monotonicity and locality of {−ρ t } t∈T follow directly from the definition of dynamic risk measures. Let us fix t ∈ T. First we will prove that condition (3.2) is satisfied by
The above equality is straightforward on set {V t > 0}, since ln Vt T → 0, T → ∞. On the set {V t = 0}, we have that I {Vt=0} V T = 0, and by locality and normalization of −ρ t , we get that both sides are equal to (−∞).
Next, monotonicity and locality of {− ρ t } t∈T is straightforward. We will show now that (3.2) also holds true for { ρ t } t∈T . Let V ∈ V. On the F t -measurable set {V t = 0} both sides of (3.2) are equal to 0. Due to this, and locality of ρ t , we can assume that P [V t > 0] = 1. Then, it is easy to note that
Also, one can easily deduce the following inequalities
From the above, and monotonicity of the dynamic risk measure, we get
Since −ρ t is cash additive, continue
which concludes the proof.
Proof of Proposition 3.7. Let {µ t } t∈T be a dynamic certainty equivalent defined as in (2.2), with U being a continuous an increasing function. Clearly µ t is F t -measurable.
Next we prove locality. Note that any deterministic function, in particular U and U −1 , is local. Thus, for any t ∈ T and A ∈ F t , we have
which proves locality of µ t .
Finally we will prove the second part of the Proposition 3.7. Let U be a bi-Lipschitz function with L U ∈ R and L U −1 ∈ R being the corresponding Lipschitz constants. Consider t ∈ T and V ∈ V. On F t -measurable set {V t = 0}, I {Vt=0} V T = 0, and hence both sides of (3.2) are equal to −∞.
From now on we make a (reasonable) assumption that P [V t > 0] > 0, which due to locality of µ t , allows us to assume that P [V t > 0] = 1.
First we prove that for a fixed T ∈ T, we get
As U is strictly increasing we know that (A.2) is equivalent to
Next we consider two cases:
Case a) It is clear that the set {E[1 {V T =0} |F t ] = 1} is the subset of both sets in (A.3). Thus, it is sufficient to show that
Let us prove (A.4). Let
Note that B ∈ F t . On the contrary let us assume that P [B] > 0. Then
Because {V T > 0} ∩ B = n∈N {V T > 1 n } ∩ B, we know that there exists n 0 ∈ N, such that P [{V T > 1 n 0 } ∩ B] > 0. Using that we obtain
Inequality (A.6) jointly with the definition of B leads to contradiction with the assumption that P (B) > 0, which verifies that (A.4) is true. The proof of (A.5) is analogous, since
Now, because U is Lipschitz and V t > 0, then, on the set {V T > 0} we get
In addition, the above inequalities obviously hold true on the set {V T = 0}, as on this set
Analogously, we obtain
Combining (A.9) and (A.10), we obtain equality (A.7). So, (A.2) has been demonstrated. Next, noting that V T < ∞, and applying similar reasoning as in the proof of (A.2), one can show that
Now, let
Combining (A.2) and (A.11) we obtain µ t (ln
Moreover, since U is strictly increasing we also get |E[U (ln V T )|F t ]| < ∞ and |E[U (ln V T Vt )|F t ]| < ∞. Thus, using the fact that U is bi-Lipschitz, then, on set (K − T ∪ K + T ) c , we get
We are now finally ready to prove the main statement. Let Using (A.12), on the set K − ∩ K + we obtain
which proves the equality (3.2) on this set. Using (A.2) we get the equality (3.2) on (K − ) c ; similarly, using (A.11) we get (3.2) on (K + ) c . This completes the proof.
Proof of Proposition 4.3. We will prove only the supermartingale part (proof for submartingale is similar).
(⇒) Let m s = f s (V ). Because f s (V ) ≥ f s (V ), using (4.1), we get f t (V ) ≥ E[f s (V )|F t ].
(⇐) Let m s be such that f s (V ) ≥ m s . Using this, and the fact that f t (V ) is supermartingale, we immediately get
This concludes the proof.
Proof of Theorem 5.4. For a fixed γ ∈ R, let {ϕ γ t } t∈T be a Dynamic Risk Sensitive Criterion.
1) It is enough to show that
Note that on F t -measurable set {V t = 0}, I {Vt=0} V T = 0, and hence both sides of (A.13) are equal to −∞. Thus, due to locality of µ t , it is enough to consider the case P [V t > 0] = 1.
For fixed V ∈ V and t ∈ T we have
For γ = 0, we immediately get
2) It is an immediate result of Corollary 3.8 and 1), since {−µ γ t } t∈T is a dynamic risk measure.
3) It is enough to show that for γ > 0 we have
As in the previous case, without loss of generality, we can assume that P [V t > 0] = 1. For every t ∈ T and V ∈ V, we deduce
(A.15) Using the above, and the fact that V T ≤ max (V T , V t ), and µ γ t ([ln V T Vt ] + ) ≥ 0, for all V ∈ V, we have the following inequality
