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Abstract
In this paper, we develop an exact method for computing the minimum coverage probability
of Wald interval for estimation of binomial parameters. Similar approach can be used for other
type of confidence intervals.
1 Wald Interval
Let X be a Bernoulli random variable with distribution Pr{X = 1} = 1−Pr{X = 0} = p ∈ (0, 1).
Let X1, · · · ,Xn be i.i.d. random samples of X. Let K =
∑n
i=1Xi. The widely-used Wald interval
is [L,U ] with lower confidence limit
L =
K
n
−Zδ/2
√
K
n (1− Kn )
n
and upper confidence limit
U =
K
n
+ Zδ/2
√
K
n (1− Kn )
n
where Zδ/2 is the critical value such that
∫∞
Zδ/2
1√
2pi
e−
x2
2 = δ2 . It has been discovered by Brown et
al. [1] that the coverage probability of Wald interval is surprisingly poor.
2 Coverage Probability
The coverage probability of Wald interval for binomial parameters has been investigated by [1] and
other researchers by Edgeworth expansion method and numerical methods based on discretizing
the binomial parameter. Here, we have obtained expression of the minimum coverage probability
of Wald interval, which requires only finite many evaluations of coverage probability.
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Theorem 1 Define
T−(p) =
2p + θ −
√
θ2 + 4θp(1− p)
2(1 + θ)
, T+(p) =
2p + θ +
√
θ2 + 4θp(1− p)
2(1 + θ)
with θ =
Z2
δ/2
n . Define
L (k) =
k
n
−Zδ/2
√
k
n(1− kn)
n
, U (k) =
k
n
+ Zδ/2
√
k
n(1− kn)
n
for k = 0, 1, · · · , n. Define
Cl(k) = Pr{⌈T−(L (k))⌉ ≤ K ≤ k − 1 | L (k)}, C′l(k) = Pr{⌊T−(L (k))⌋+ 1 ≤ K ≤ k − 1 | L (k)}
for k ∈ {0, 1, · · · , n} such that 0 < L (k) < 1. Define
Cu(k) = Pr{k + 1 ≤ K ≤ ⌊T+(U (k))⌋ | U (k)}, C′u(k) = Pr{k + 1 ≤ K ≤ ⌈T+(U (k))⌉ − 1 | U (k)}
for k ∈ {0, 1, · · · , n} such that 0 < U (k) < 1.
Suppose θ < 3. Then, the following statements hold true:
(I): infp∈(0,1) Pr{L ≤ p ≤ U | p} equals to the minimum of
{Cl(k) : 0 ≤ k ≤ n; 0 < L (k) < 1} ∪ {Cu(k) : 0 ≤ k ≤ n; 0 < U (k) < 1}.
(II): minp∈(0,1) Pr{L < p < U | p} equals to the minimum of
{C′
l
(k) : 0 ≤ k ≤ n; 0 < L (k) < 1} ∪ {C′
u
(k) : 0 ≤ k ≤ n; 0 < U (k) < 1}.
The proof of Theorem 1 is given in the next section.
3 Proof of Theorem 1
We need some preliminary results.
Lemma 1 For n >
Z2
δ/2
3 , both the lower and upper confidence limits of Wald interval are mono-
tonically increasing with respect to k.
Proof. For simplicity of notation, let
z =
k
n
.
Then, the upper confidence limit can be written as
h(z) = z + Zδ/2
√
z(1− z)/n.
2
Similarly, the lower confidence limit can be written as
g(z) = z −Zδ/2
√
z(1− z)/n.
To show that the upper confidence limit is monotonically increasing with respect to k, it suffices
to show that
∂h(z)
∂z
> 0
if 0 ≤ h(z) ≤ 1. Since
∂h(z)
∂z
= 1 +
√
θ
2
1− 2z√
z(1− z) ,
which is clearly positive for 0 < z ≤ 12 , it remains to show
√
θ
1− 2z√
z(1− z) > −2, ∀z ∈
(
1
2
, 1
)
or equivalently,
z(1− z) > θ
4
(2z − 1)2, ∀z ∈
(
1
2
, 1
)
.
Note that h(z) < 1 for 0 < z < 11+θ , and h(z) > 1 for 1 > z >
1
1+θ .
If 11+θ ≤ 12 , i.e., θ ≥ 1, then we are done, since ∂h(z)∂z > 0 for all 0 < z < 11+θ ≤ 12 . Otherwise,
if θ < 1, it suffices to show
w(z) = z(1− z)− θ
4
(2z − 1)2 > 0
for 12 < z <
1
1+θ . Since z(1 − z) is decreasing and θ4(2z − 1)2 is increasing for 1 > z > 12 , w(z) is
decreasing for 12 < z <
1
1+θ . Therefore, it suffices to have
w
(
1
1 + θ
)
> 0,
i.e.,
1
1 + θ
(
1− 1
1 + θ
)
− θ
4
(
2
1 + θ
− 1
)2
> 0,
i.e.,
θ
(1 + θ)2
− θ
4
(
1− θ
1 + θ
)2
> 0,
i.e.,
4 > (1− θ)2,
which is guaranteed since 0 < θ < 3. This shows that the upper confidence limit is monotonically
increasing with respect to k. Observing that g(z) = 1−h(1−z), we have that the lower confidence
limit is also monotonically increasing with respect to k.
✷
3
Now we consider the minimum coverage probability. By solving equation
(
p− k
n
)2
= θ
k
n
(
1− k
n
)
with respect to k, we can show that
Pr{L ≤ p < U | U (k)} = Pr{k < K ≤ T+(p) | U (k)}, 0 < U (k) < 1
Pr{L < p ≤ U | L (k)} = Pr{T−(p) ≤ K < k | L (k)}, 0 < L (k) < 1
Pr{L < p < U | U (k)} = Pr{k < K < T+(p) | U (k)}, 0 < U (k) < 1
Pr{L < p < U | L (k)} = Pr{T−(p) < K < k | L (k)}, 0 < L (k) < 1
Since both the lower and upper confidence limits of Wald interval are monotone as asserted by
Lemma 1, the proof of Theorem 1 can be completed by making use of the above results and
applying the theory of coverage probability of random intervals established by Chen in [2].
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