The problem of finding the least-squares solution to a sys tem of linear equations where the unknown vector is com prised of integers, but the matrix coefficient and given vec tor are comprised of real numbers, arises in many applica tions: communications, cryptography, GPS, to name a few. The problem is equivalent to finding the closest lattice point to a given point and is known to be NP-hard. In communica tions applications, however, the given vector is not arbitrary, but rather is an unknown lattice point that has been per turbed by an additive noise vector whose statistical proper ties ate known. Therefore in this paper, rather than dwell on the worst-case complexity of the integer-least-squares prob lem, we study its expected complexity, averaged over the noise and over the lattice. For the "sphere decoding" algo rithm of Fincke and Pohst we find a closed-form expression for the expected complexity and show that for a wide range of noise variances the expected complexity is polynomial, in fact often sub-cubic. Since many communications systems operate at noise levels for which the expected complexity turns out to be polynomial, this suggests that maximum likelihood decoding, which was hitherto thought to be com putationally intractable, can in fact be implemented in real time-a result with many practical implications.
THEINTEGERLEAS�SQUARESPROBLEM
In this paper we shall be concerned with the following so called integer least-squares problem min IIx -H s1l 2 , sEZm (1) where x E nn, H E nnxm, and zm denotes the m dimensional integer lattice. Often, the search space is a (fi nite) subset of a lattice, V c zm, in which case we have min IIx -H s1l2• sE'DCZm (2) Integer least-squares problems arise in many commu nications problems (see, e.g., [I, 2] ), as well as in global positioning systems (GPS) [3] . Problems (1) and (2) are
Baris Vikalo

Infonnation Systems Laboratory
Stanford University Stanford, CA 94305 well known to be NP-hard, both in a worst-case and in an average sense [4] . In fact, there is a whole family of public key cryptosystems based on the NP-hardness of the integer least-squares problem [5, 6] .
Heuristic Methods
All practical systems resort to approximations and/or heuris tics such as the following:
1. Solve the unconstrained least-squares problem and then round-off to the closest integer. This is called zero forcing equalization or Babai estimation [7] .
2. Nulling and cancelling. This is also known as decision feedback equalization.
3. Nulling and cancelling with optimal ordering: Per form nulling/cancelling, ordered from the "strongest" to the "weakest" signal (see [8, 9) ).
All the above heuristic solutions require O(m3) computa tions and are exact only if the columns of H are orthogo nal, which is rarely the case. Orthogonalizing the columns of H via a QR decomposition, or otherwise, generally de stroys the lattice structure. Lattice reduction methods such as the LLL (Lenstra, Lenstra and Lovasz) algorithm [7] can be used to "orthogonalize as much as possible" the matrix H, while preserving the lattice structure. While this may lead to some improvement in the solution of (I), it is not useful for (2) since it destroys the properties of the subset VcZm.
SPHERE DECODING
There also exist exact methods that are a bit more sophis ticated than performing a full search over the entire integer lattice [10] . One is the sphere decoding algorithm of Fincke and Pobst [11] , which has recently been suggested for var ious communications problems [1, 12] . The main idea in sphere decoding is to search over only lattice points that lie in a certain hypersphere of radius r around x, thereby reduc ing the required computations. Clearly, the closest lattice point inside the hypersphere will also be the closest lattice point for the whole lattice. 1\vo questions come up. 
6. Solution found. Save Sic and go to 3.
Remark: Rather than search over all lattice points in a sphere of radius r and dimension m, the algorithm searches over all lattice points in spheres of radius r and dimen sions 1,2, ... ,m. The algorithm therefore constructs a tree, where the branches in the k-th level of the tree correspond to the lattice points inside the sphere of radius r and dimension k. This is depicted in Fig. 1 .
Tree generated by sphere decoding algorithm. 
, or arge m. One can continue in a similar fashion for 8m-2 , and so on, to obtain all points inside the sphere.
The Spbere Decoding Algorithm
Input: R, z, 8, r. Oem) and that the expected complexity of the algorithm is exponential, eOCm).
3, A RANDOM MODEL
Although not unexpected, the above is a discouraging re sult. In communications applications, however, the vector z is not arbitrary, but rather is a lattice point perturbed by ad ditive noise with known statistical properties. Thus, we will assume z = H S + v, where the entries of v are independent N(O,0' 2 ) random variables. We will also assume that the lattice-generating-matrix H is random and is comprised of independent N(O, 1) entries. We further assume, for sim plicity, that m = n. (The more general case of m =F n can also be studied without much more effort.)
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The first by-product of these assumptions is a method to determine the desired radius r. Note thatllvll2 = IIx-Hs1I2 is a 82 random variable with m /2 degrees of freedom. Thus we may choose the radi1JS r 2 = am0-2 in such a way that we find a lattice point with high probability:
The expected complexity can now be given by m E(�xpected # of points in k-sphere of radius r )·( � opslpoin9
We need to compute E,,(k, r2). If the lattice point �t was transmitted and the vector x = H S t + v received, the proba bility that the lattice point SG lies in a hypersphere of radius
The above probability depends only on liSa -s t lI2 = IIs/l 2 ,
i.e., on the squared norm of an arbitrary lattice point in the k-dimensionallattice. It is thus straightforward to see that E p {k.r 2 ) = f'Y (+-.!5.) ·(#oflattice points with 11 8 11
Since IIsII 2 = s¥ + .. . + s�, we basically, need to figure out how many ways a non-negative integer n can be represented as the sum of k squared integers. This is a classic problem in number theory and the solution is denoted by r k en) [13] .
There exist a plethora of results on how to compute rk(n).
We only mention one here: r k (n) is given by the coefficient of xn in the expansion
The above arguments lead to the following result.
Theorem 1 (Expected complexity for problem (1» Under the aforementioned assumptions, the expected complexity of the sphere decoder for problem (1) is given by where a is such that'Y(am. m) = 1-E.
It is often useful to look at the complexity exponent, small enough noise the expected complexity is polynomial, whereas for large noise it is exponential.
In communications problems, we are usually concerned
In this case, rather than the noise variance 0-2, one is inter ested in the SNR, p = m \�:"l). For such constellations, we have the following result.
Theorem 2 (Expected complexity for problem (2» Under the aforementioned assumptions. the expected complexity of the sphere decoder for problem (2) for a 2-PAM constella tion is
where gTel(n) is the coefficient of x n in the polynomial (1 + x +X4 +X9)'(1 + 2x +X4)k-l. Similar expressions can be obtainedfor 8-PAM, 16-PAM, etc., constellations. 
CONCLUSION
In many communication problems, maximum-likelihood de tection reduces to solving an integer least-squares problem.
In such applications ML detection is rarely performed, on the grounds that it requires exponential complexity and is therefore computationally intractable. In this paper we ob tained a closed-form expression for the expected complex ity of sphere decoding in tenns of the noise variance, the dimension of the latt ice, and (for subsets of lattices) the constellation. It turns out that over a wide range of noise variances and dimensions the expected complexity is often cubic or sub-cubic. Since many communications systems operate at noise levels for which this is the case, this sug gests that maximum-likelihood decoding, which was hith erto thought to be computationally intractable, can in fact be implemented with complexity similar to hewistic meth ods, but with siginificant performance gains-a result with many practical implications.
