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Objective: The present study aimed to investigate the neural basis of information 
matching during sensory integration using a spatial-temporal matching task in 
healthy individuals.  
Method: A total of 37 healthy participants were recruited to match spatial dots with 
an auditory tone sequence in a 3T GE Discovery MR750 scanner. In addition, they 
were examined with the sensory integration subscale of the Cambridge Neurological 
Inventory (CNI). 
Results: We found that the bilateral occipital-parietal conjunction cortex and the 
precentral frontal gyrus were activated during the matching condition rather than in 
the non-matching condition. Activation of the occipital-parietal conjunction cortex 
was associated with integration of information across visual and auditory modalities, 
while activation of the precentral frontal gyrus was associated with decision-making 
of movements. In addition, activation of the left superior frontal gyrus was associated 
with scores on the sensory integration subscale of the CNI.  
Conclusions: These findings suggest that the bilateral occipital-parietal conjunction 
cortex is responsible for matching information input from multiple modalities during 
audiovisual sensory integration.  
 




 Public Significance Statements 
This study aimed to examine information matching during audiovisual sensory 
integration with a spatial-temporal matching task using functional imaging in healthy 
volunteers. The findings suggest that the bilateral occipital-parietal conjunction 
cortex is responsible for matching information input from multiple modalities during 
audiovisual sensory integration. These findings have clinical implications for the 
understanding of the underlying neural mechanism of sensory integration in 





Neurological soft signs (NSS) represent a group of non-localizable neurological 
abnormalities, including dysfunction in the execution of simple motor coordination, 
complex motor sequencing and sensory integration tasks (Alain et al. 1998; Zhang et 
al. 2015; Wang et al. 2016). Although their pathophysiological basis remains unclear, 
they have been consistently reported in excess in individuals with psychiatric 
disorders of possible neurodevelopmental origin like schizophrenia. Among these 
signs, deficits in the ability to integrate signals from different sensory modalities are 
particularly important, as this ability plays a crucial role in the cognitive 
representation of the outside world. Investigating the neural basis of sensory 
integration in clinical and non-clinical populations is therefore important not only to 
advance our understanding of its neuropathological substrate, but also our 
understanding of its role in the pathophysiology of psychiatric disorders.  
The precise relationship between NSS and brain alterations is not clear (Chen et 
al. 1995). Over the last decade, increasing evidence has shown that NSS are 
associated with diffuse cortical and subcortical alterations in brain structure and 
functional networks (Dazzan et al. 2004; Zhao et al. 2014). For example, more 
sensory integration signs were associated with grey matter volume reduction of the 
inferior frontal gyrus, the right middle and superior temporal gyrus, and the bilateral 
anterior cingulate gyri in healthy individuals (Dazzan et al. 2006). Sensory integration 
deficits in first-episode psychosis was additionally associated with grey matter 
volume reduction in the right precentral gyrus, the adjacent inferior frontal gyrus, the 
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left superior temporal gyrus, the insula and subcortical regions such as the bilateral 
lenticular nucleus, the thalamus and the pulvinar (Dazzan et al. 2004; Heuser et al. 
2011). Functionally, previous studies have mainly focused on the subgroups of NSS 
such as motor coordination such as the Fist-Edge-Palm task (Chan et al. 2006; Chan 
et al. 2015), the finger tapping task {Muller, 2002 #6992} and the 
pronation/supination task {Schroder, 1999 #6993}. On the other hand, many fMRI 
studies have examined disinhibition using the go/no-go paradigm (see Zhao et al. 
2014 for review). However, relatively few studies have examined the functional 
neural substrates of sensory integration as a subgroup of NSS. Narrowing down to 
one specific construct will be helpful in disentangling whether there are specific or 
diffuse functional brain alterations underlying sensory integration deficits. Deficits in 
sensory integration mainly manifest as impaired audio-visual integration, bilateral 
extinction, agraphaesthesia and astereognosis (Dazzan 2002). Audio-visual 
integration sign tested in the Neurological Evaluation Scale (NES) provides a suitable 
construct to measure the ability to integrate spatial and temporal information 
simultaneously signaled by different sensory modalities. The aim of the present study 
was to identify the functional brain correlates of audio-visual integration.  
    Since the audio-visual integration sign tested in the NES requires the processing 
of spatial spacing and temporal interval information integration, it is possible that 
activation of the lateral intraparietal cortex is involved (Andersen 1997; Sestieri et al. 
2006; Nardo et al. 2013). Guterstam et al. (2013) found that visual-tactile stimulation 
congruent in time and space activates the bilateral ventral premotor and bilateral 
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intraparietal cortices, which suggests that the integration of temporally and spatially 
congruent multisensory signals in a premotor-intraparietal circuit could be sufficient 
for visual-tactile integration. The combination of auditory and visual stimuli may 
however be processed by different cortical networks (Vander Wyk et al. 2010). For 
example, compared with desynchronized audio-visual stimuli pairing, synchronized 
audio-visual stimuli seem to lead to a larger signal change in the claustrum region, in 
addition to an activation of the superior temporal gyrus and the inferior frontal gyrus 
(Olson et al. 2002; Biau et al. 2016). Additionally, in the presence of emotionally 
incongruent audio-visual stimuli, the right temporo-parietal junction and the right 
superior frontal gyrus have been found to be more activated than in the presence of 
emotionally congruent stimuli (Muller et al. 2011).  
In addition to the parietal cortex, the temporal and frontal cortices could also 
play important roles in audiovisual integration (Plank et al. 2012; Paraskevopoulos et 
al. 2014). For example, Plank et al (2012) found significant activation at the right 
middle and superior temporal gyri when the localization of the auditory sound 
sources were spatially congruent with semantically matched visual stimuli. Studies 
that have evaluated activation when non-verbal stimuli are presented have found 
that the bilateral inferior frontal gyri were responsible for integrating unfamiliar 
artificial sounds and images, while the bilateral superior temporal gyri were involved 
in integrating familiar artificial sounds and images (Naumer, 2009). Moreover, these 
authors found evidence of frontal involvement, with an increased activation in the 
left inferior frontal gyrus in association with sound-source localization performance. 
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However, it remains unclear how sensory signals are integrated when spatial 
information from the visual modality and temporal information from the auditory 
modality are presented simultaneously.  
To better understand the neural basis of audiovisual sensory integration, we 
investigated information matching during audiovisual sensory integration with a 
spatial-temporal matching task using functional Magnetic Resonance Imaging. Based 
on the audio-visual integration test in the NES (Buchanan and Heinrichs 1989), we 
developed a novel dot-tone matching paradigm, in which participants had to choose 
the dot matrix that best matches the tone sequence when the dot matrix and tone 
sequence were presented simultaneously. We additionally examined which brain 
regions were correlated with behavioural performance on sensory integration signs 
assessed with the Cambridge Neurological Inventory (CNI) (Chen et al. 1995). Based 
on previous evidence, we hypothesized that the differential neural response between 
matching conditions and non-matching conditions would involve advanced sensory 





A total of 37 participants (20 males, mean + SD: age 19.08 + 1.57; education: 
12.81 + 1.43 years) were recruited from the local community in Beijing, China, 
through internet advertisement. All participants had normal (or corrected to normal) 
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vision and normal hearing. The inclusion criteria were: a) age >= 18; and b) full 
understanding of the task requirement. Exclusion criteria included a personal or 
family history of psychiatric disorder, a history of neurological disorder, and a history 
of substance abuse. All participants were right-handed and their head motions were 
within 1.5mm and 1.5 degree. All participants gave informed consent prior to their 
participation in accordance with the protocol approved by the Ethics Committee of 
the corresponding institutions.  
 
Procedure: 
We developed a dot matrix and tone sequence matching task to capture 
spatial-temporal matching (Figure 1). Visual stimuli presented in each trial consisted 
of an instruction sentence lasting for one second. An auditory tone sequence was 
presented simultaneously with three choices of dot matrix. The duration of each tone 
sequence was 3.65 seconds. The duration of each tone or each silent tone was 
350ms. The tone interval was 200ms. The number of tones in each sequence ranged 
randomly from three to six. After the tone sequence, the visual dot matrix choices 
would remain for 550ms. In the matching condition, participants were required to 
choose in the dot matrix the spatial character that was congruent with the temporal 
character of the tone sequence. For example, the dot matrix “•• … •…•” should be 
matched with the tone sequence like “Du Du … Du …Du”. In the control condition, 
participants were required to choose the dot matrix with a square in front, which was 
incongruent with the tone sequence. In the control condition, no matching process 
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was required.  
Each matching or control block contained five trials. An instruction requesting 
the participant to make a response such as ‘choose the matching matrix’ or ‘choose 
the matrix with a square’ was presented prior to starting the paradigm and during 
each block of the trial. Between each block, a fixation at the centre of the screen 
lasting for 18 seconds acted as the resting block to wash out the effect of the last 
condition. The experiment consisted of five blocks of matching condition, five blocks 
of control condition and 10 blocks of resting condition. The total task time was 7.3 
min. An angled mirror above the participants’ eyes showed the stimuli, which were 
projected onto a screen in the bore of the magnet behind the participants’ head. 
Stimuli presentation was controlled with the Eprime computer programme 
(Psychology Software Tools, Inc.).  
INSERT FIGURE 1 HERE 
 
After scanning, all participants were evaluated by a researcher with the NSS 
subscales of the Cambridge Neurological Inventory (CNI) (Chen et al. 1995). These 
include the sensory integration subscale capturing conventional clinical assessment 
of sensory integration signs such as left-right discrimination, extinction and 
astereognosis, as well as the motor coordination (e.g., fist-edge-palm, rapid finger 





Imaging data acquisition: 
Functional and structural MRI were acquired with a Siemens 3T (SIEMENS 3T-Trio 
A Tim, Erlangen, Germany) MRI whole body scanner using a 32-channel head coil. 
Functional images were obtained using a T2-weighted single-shot gradient 
echoplanar imaging (EPI) sequence (TR: 2000, TE: 30, 90o flip angle, FOV: 210mm, 
matrix: 64X64, voxel size: 3.3X3.3X4mm3). Each EPI volume contained 32 axial slices 
(thickness 4mm, 0mm gap), acquired in interleaved order, covering the whole brain. 
Each run contained 243 functional images. The first three slices of each run were 
discarded to allow for T1 equilibration. In addition, a high-resolution T1-weighted 
magnetization-prepared rapid gradient-echo imaging (MP-RAGE) 3D MRI sequence 
was obtained from each participant (TR: 2300ms, TE: 3.01ms, 9 flip angle, FOV: 
240X256, matrix: 256X256, voxel size: 1X1X1 mm3).  
 
Imaging data analysis: 
Imaging data were analyzed with the SPM8 software package (SPM8; Wellcome 
Department of Imaging Neuroscience, London, UK) implemented in Matlab 2009b 
(Mathworks Inc., Sherborn, MA, USA). Three dummy scans at the beginning of the 
measurement were removed automatically from the dataset. Pre-processing included 
motion correction (realignment) with the function of ‘estimate and reslice’. Images 
were registered to the first ICBM 152, which was an anatomical template created by 
the Montreal neurological Institute (MNI) based on 152 brains with a 2X2X2 mm 
resolution. The images were then spatially smoothed by an isotropic Gausian Kernel 
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with FWHM of 8mm.  
For statistical analysis using the General Linear Model, individual design 
matrices were generated. A matrix consisted of one session with one regressor for 
the matching condition and the other regressor for the control condition. A boxcar 
model function of every condition was convolved with the canonical haemodynamic 
response function (HRF). The signal time course was high-pass filtered (128s). 
Parameter estimates were subsequently calculated for each voxel using weighted 
least squares to provide maximum likelihood estimates based on the non-sphericity 
assumption of the data in order to obtain identical and independently distributed 
error terms. T-test was carried out for every voxel to compare the BOLD activity 
between matching and control conditions. At the individual participant level, two 
different contrasts were calculated: matching condition > control condition and 
control condition > matching condition.  
The first calculated contrast was entered into the second-level random effects 
analysis. The two contrasts were thresholded at p<0.001 (FWE corrected) to correct 
for multiple comparisons at the cluster level. In addition, a regression analysis was 
conducted, correlating the performance of each participant in the sensory 
integration subscale of the CNI to the BOLD response for the contrast 
‘matching>control’ by adding the sensory integration subscale score of the CNI into 
the second-level model. We used a threshold of p<0.001 at the voxel level and a p 
value of p<0.05 alphasim corrected at the cluster level using the updated alphasim 
version in DPABI (Yan et al. 2016). Region of interest (ROI) analysis were performed 
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using the Marsbar (Brett et al. 2002) to obtain parameter estimates for the condition 
‘matching > control’ in significant clusters.  
 
Results 
The mean accuracy of the behavioural performance in the matching condition 
was 0.81 + SD = 0.03. The subscale scores measured for motor coordination, sensory 
integration and disinhibition of the CNI were 1.03 + 1.19, 0.84 + 0.93, and 0.97 + 1.11, 
respectively. The results of the random-effects analysis of the fMRI findings are 
presented in Figure 2 for the contrasts between matching and control conditions. The 
corresponding locations of these activated clusters are described in detail in Table 1.  
Regions in the occipital-parietal junction and the frontal lobe exhibited more 
activation in the matching condition than in the control condition. In addition, the 
left posterior cingulate gyrus, the temporal gyrus and the left superior frontal gyrus 
were observed to be inhibited in the matching condition.  
The largest cluster in Table 1 mainly included the parietal lobe (5620 voxels), the 
precuneus (2006 voxels), the temporal lobe (972 voxels), the middle occipital lobe 
(1066 voxels), the right cerebellum (1359 voxels) and the left cerebellum (1681 
voxels). To confirm that the activation in this largest cluster was mainly due to 
activation in the parietal, occipital and its conjunction lobe, we defined the parietal 
and occipital parts of this largest cluster according to the AAL anatomical template. 
Three regions of interest (ROIs) were defined. The first region was defined according 
to the largest activation cluster as indicated in Table 1. The second region was 
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defined by the intersection of this largest activation cluster and an AAL anatomically 
defined cluster of the right superior parietal lobe (yellow in Figure 3). The third 
region was defined by the intersection of the largest activation cluster and AAL 
anatomically defined cluster of the right middle occipital lobe (purple in Figure 3). 
The activation area of this largest cluster involved both the parietal and occipital 
lobes. This was therefore labeled as the right occipital-parietal conjunction.  
   In a separate post-hoc analysis, we explored whether scores on the sensory 
integration subscale of the CNI were correlated with brain activation in the regions 
reported above. We used the CNI sensory integration subscale score as a regressor 
variable in the second-level analysis. A regression analysis of the second-level 
contrast ‘MATCHING-CONTROL’(‘MAT-CON’) yielded a significant inverse correlation 
(Spearman’s r=-0.559, p<0.001) between the mean amplitude of the BOLD response 
in the left superior frontal lobe and the sensory integration subscale score of the CNI. 
The significant cluster of activation was located mainly in the left superior frontal 
gyrus (MNI coordinates of peak voxel (x,y,z)=-40 56 -2; T value=4.45, cluster size=114, 
p<0.05, alphasim corrected, Figure 4). Here, poorer sensory integration ability was 
associated with elevated activation in this cluster in the matching-control contrast 
(see Figure 3, scatter plot).  
INSERT FIGURE 2 HERE 
INSERT TABLE 1 HERE 
INSERT FIGURE 3 HERE 




In this study, we investigated neural activation during visual and auditory sensory 
integration by matching an auditory tone with a dot matrix presented spatially. Our 
findings suggest that the bilateral occipital-parietal conjunction cortices and frontal 
regions may be responsible for matching information input from multiple sensory 
modalities and may thus be sensitive to audiovisual sensory integration. The left 
frontal lobe may additionally be involved in general sensory-integration performance. 
These brain regions may represent neural correlates of visual-audio sensory input 
integration based on temporal spatial congruency. Our results also suggest that the 
performance of sensory integration tasks commonly included in the examination of 
NSS in clinical and non-clinical populations involve the frontal cortex.  
We found that when matching spatial information from a visual input with 
temporal information from an auditory input, the occipital-parietal conjunction was 
activated. This is consistent with previous findings suggesting that activation of the 
intraparietal cortex is associated with spatial congruency in sensory integration 
(Sestieri et al. 2006; Plank et al. 2012). In another study, congruent audiovisual 
stimuli elicited activity in the fronto-temporal and occipital areas, while incongruent 
stimuli activated temporal and parietal regions (Paraskevopoulos et al. 2014). Our 
finding also highlights the role of a distributed posterior cortical network, particularly 
in the right hemisphere, that integrates spatial spacing information and temporal 
interval information. In the paradigm we used, the auditory inputs were tone 
sequences, in which information was conveyed temporally, while the visual inputs 
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were represented by dot matrices, in which information was conveyed spatially. In 
contrast to a previous study in which information were matched semantically (Plank 
et al. 2012), here we focused on the congruence between spatial spacing and 
temporal interval. Such congruence was correlated with activation in the 
occipital-parietal conjunction, especially in the right superior parietal cortex. 
Activation in the occipital cortex is related to the strength of the visual input. The 
superior parietal cortex is involved in spatial attention shift and visual feature 
conjunction (Corbetta et al. 1995; Okada and Hickok 2009), both during the 
manipulation of information in working memory (Koenigs et al. 2009) and during 
sensory-motor integration (Wolpert et al. 1998; Iacoboni 2004). It is possible that in 
our experiment the superior parietal cortex became activated because participants 
had to shift attention to choose between multiple dot matrices, combine this visual 
feature with the auditory tone sequence, keep updating spatial and temporal 
information using working memory, maintain internal representation and finally 
trigger motor key-pressing. In this sense, our findings provide evidence for the neural 
mechanisms that underlies the integration of spatial temporal information.  
When we examined the correlates of general sensory integration ability with the 
CNI, we found that worse performance on this test was correlated with decreased 
activation of the left superior frontal lobe. However, it should be noted that in the 
CNI examination, sensory integration is assessed by multiple tactile stimuli rather 
than with audiovisual inputs as in our fMRI paradigm. For audiovisual sensory 
integration, two potential cortical mechanisms have been proposed: a “direct” 
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sensory-sensory interaction, and an “indirect” sensory-motor interaction (Okada and 
Hickok 2009). In the “direct” sensory-sensory interaction, the visual information 
would be integrated with the auditory information in the superior temporal and 
parietal gyri via projections from the sensory input systems in the occipital lobe and 
the temporal lobe. In the “indirect” sensory-motor interaction, the visual-auditory 
information would be integrated and represented in the frontal lobe via the parietal 
lobe. Our finding of left frontal lobe activation in the contrast of matching condition 
versus non-matching condition supports the second mechanism. The left frontal lobe 
could have been involved in mapping the representation of information after 
auditory-visual integration onto the key pressing motor choice. Previous studies have 
suggested that even NSS may have specific structural or functional localizations 
(Dazzan et al. 2004; Zhao et al. 2014), but few studies have specifically investigated 
the neural basis of visual-auditory integration. Our study provides preliminary 
evidence of where visual-auditory information is integrated in the brain and how 
specific activation in the frontal region may be related to general sensory integration 
ability. 
It is however important to highlight some limitations to our study. First, the 
paradigm used was a block-design that provides results with high signal-noise ratio 
compared to an event-related design. However, such a design makes it impossible to 
disentangle at which stage of the processing the integration part occurs in the 
temporal framework. Further work should examine effective connectivity between 
cortical regions to compensate for the lack of temporal information. Second, it is 
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possible that the control and matching conditions had different levels of difficulty in 
capturing the proposed sensory integration. The matching task would require paying 
active attention to the auditory stimuli and thus could have exerted demand on 
working memory. Therefore, in future studies the control condition should be 
modified to establish better baseline activity. Taken together, our findings suggest 
that the bilateral occipital-parietal conjunction cortex may be responsible for 
matching information input from multiple modalities and may therefore be sensitive 
to audiovisual sensory integration. Moreover, we propose that the left frontal lobe is 
involved in another neural mechanism for sensory integration, associated with 
mapping information representation after integration onto motor decision. Future 
studies could refine the paradigm proposed, and make it useful for the evaluation of 
spatial-temporal information matching in clinical populations, to investigate the 
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Table 1: fMRI activation in the matching-control and control-matching contrasts (FWE 
corrected p <0.001, k=20, L = Left, R = Right) 
Brain region k T x y z(MNI) 
Matching > Control(MAT-CON)    
Occipital-parietal cortex 14978 16.67 32  -70  38 
R middle frontal gyrus 1824 14.71 48  10  30 
L frontal lobe 2390 12.6 -46   2  34 
R inferior frontal gyrus 487 11.88 32  28   0 
Medial frontal gyrus 931 11.28 -4  10  54 
Left caudate 590 8.94 -18  -6  18 
R superior frontal gyrus 139 8.71 46  42  24 
R thalamus 438 8.13 16  -6  18 
Control>Matching(CON-MAT)    
L posterior cingulate 256 9.18 -8  -60  28 
L middle temporal gyrus 190 8.34 -52  -68  28 
R superior temporal gyrus 44 8.3 60  -64  24 










Figure 2: Sagittal view of whole brain activation pattern in contrasts between matching (MAT) and control (CON) conditions. Colour legend 




Figure 3: Three regions of interest and their parameters were estimated in the matching-control contrast. The red part represents the right 
occipital-parietal conjunction cluster. The yellow part represents the combination of the right occipital-parietal conjunction cluster and the right 
superior parietal lobe anatomically defined in AAL brain structure. The purple part represents the combination of the right occipital-parietal 
conjunction cluster and the right middle occipital lobe cluster anatomically defined by the AAL brain structure. The right panel represents the 
parameter estimates extracted from these three ROIs (Mean + SE), showing that the activation of the red part involves both the parietal and 




Figure 4: Results of the regression between the BOLD response (difference of the beta value between matching condition and control condition) 
and the score reported at the sensory integration subscale of the CNI (Left panel: left SFG, peak voxel: x, y, z=-40 56 -2, n=37, p<0.05, alphasim 
corrected on cluster level; Right panel: scatter plot, r=-0.559, p<0.001).  
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