This paper addresses the problem of estimating a convex regression function under both the sup-norm risk and the pointwise risk using B-splines. The presence of the convex constraint complicates various issues in asymptotic analysis, particularly uniform convergence analysis. To overcome this difficulty, we establish the uniform Lipschitz property of optimal spline coefficients in the ℓ∞-norm by exploiting piecewise linear and polyhedral theory. Based upon this property, it is shown that this estimator attains optimal rates of convergence on the entire interval of interest over the Hölder class under both the risks. In addition, adaptive estimates are constructed under both the sup-norm risk and the pointwise risk when the exponent of the Hölder class is between one and two. These estimates achieve a maximal risk within a constant factor of the minimax risk over the Hölder class.
1. Introduction. Consider the convex regression problem of the form (1.1)
where f : [0, 1] → R is a convex function, the ǫ i are independent, standard normal errors, x i = i/n, i = 1, . . . , n are the design points. Let
be the collection of convex functions on [0, 1] . The goal of this paper is to estimate f ∈ C and analyze the performance of the estimate under both the sup-norm risk and the pointwise risk.
The shape restricted inference finds a wide range of applications, and receives fast growing interest in diverse areas. Examples include reliability (survival functions, hazard functions), medicine (dose-response curve), finance (option price and delivery price), and astronomy (mass functions). Much effort has focused on monotone estimation via the least squares approach (i.e., Brunk's estimator) [1, 5, 30, 34] . For convex or concave regression, the least squares estimator was originally proposed in [17] and its asymptotic properties have been studied by [11, 14, 16, 26] . However, the least squares estimators suffer several major deficiencies: (i) they lack smoothness; (ii) they have a non-normal asymptotic distribution [14, 45] with low convergence rates (e.g., of order n 1/3 for the Brunk's estimator) regardless of the smoothness of the true function; and (iii) they are inconsistent at boundary and have a non-negligible asymptotic bias [44] .
Other estimation procedures have also been developed for shape restricted inference. For instance, Mammen and Thomas-Agnan [27] studied constrained smoothing splines, but their computation is highly complicated; see [38] for a related result via control theoretic splines. A two-step estimator was proposed in [3] : it isotonizes a derivative estimator and then obtains a convex one by integrating the monotone derivative. Meyer [29] developed an algorithm for cubic monotone estimation with an extension to convex constraints and other variants, e.g., increasing-concave constraints. A penalized monotone B-spline estimator was treated in [37] ; its asymptotic behaviors were analyzed. Additional results include [15, 30, 32, 43] , just to name a few. In spite of the above mentioned progress, many critical questions remain open in convex regression and its asymptotic analysis, especially those related to adaptive estimation over a function class. One of bottle-neck difficulties in adaptive asymptotic analysis is largely due to the lack of uniform convergence properties of an estimator when a shape constraint is imposed.
In this paper, we consider estimation of a convex function in the Hölder class. Let H r L denote the Hölder class
where γ = r − ℓ ∈ (0, 1]. Let C H (r, L) = C ∩ H r L be the collection of functions in both C and H r L . Since a convex function on [0, 1] must be Lipschitz continuous, i.e., γ = 1 and ℓ = 0, we have r ≥ 1 for any f ∈ C(r, L). It is well known that, for a fixed r, there exists an estimator, depending on r, which achieves the optimal rate of convergence in H r L [40] . For example, the minimax sup-norm risk on H r L has an asymptotic order given by
where a ≍ b means that a/b is bounded by two positive constants from below and above. However, the existence of an adaptive estimator (independent of r) that achieves the convergence rate in (1.2) uniformly over r is more subtle. When the sup-norm risk is considered, a series of papers, e.g., [2, 9, 20, 24] , have shown that the kernel estimator can be used to construct such an adaptive estimator. On the other hand, when the pointwise risk is considered, a full adaptive procedure achieving (1.2) does not exist and a logarithmic penalty term must occur [4, 21] . Specifically, for any x 0 ∈ (0, 1), there exists a positive constant π 1 such that
log n n 2r 2r+1 .
Other approaches for pointwise adaptive estimation are reported in [23, 41] , where a similar phenomenon occurs. For general discussions of adaptive methods for unconstrained functions, see [31, 42] and the references therein. When a shape constraint is imposed, it was firstly noted in [19] that it does not improve the optimal rate of convergence. Further, it was found in [25] that the extra difference order constraint completely changes the adaptive estimation problem. In particular, Low and Kang [25] proposed a pointwise rate adaptive procedure for monotone estimation in the minimax sense with respect to a Lipschitz parameter. Unfortunately, when this procedure is applied to an interval of fixed points, it does not yield a monotone function as an estimate. An adaptive monotone estimation procedure is given in [6] , which studied the least squares estimator and showed that the attained rate of the probabilistic error is uniformly over a shrinking L 2 -neighborhood of the true function. Other related papers on adaptive convex estimation include [11] .
The present paper proposes a B-spline estimator with an arbitrary spline degree for convex regression. The convex shape constraint of an estimator is converted into the similar constraint on spline coefficients. In addition to its conceptual simplicity and numerical efficiency, the obtained B-spline estimator is globally convex, smooth by choosing a suitable spline degree, and attains boundary consistency (as well as at the interior) by selecting a proper number of spline bases. The major part of the paper is devoted to adaptive asymptotic analysis of the B-spline estimator on C H (r, L) under both the sup-norm and pointwise risks. Toward this end, it is essential and critical to establish certain uniform convergence properties of the B-spline estimator. However, challenging issues arise due to the presence of constraints. For example, the closed form of optimal spline solutions does not exist in general. Instead, they are characterized by complementarity conditions [13, 36] that give rise to a nonsmooth piecewise linear function of observation data. Due to the nonsmooth and combinatorial nature of complementarity problems, a thorough understanding of complementarity conditions and the associated piecewise linear function is far from trivial. In this paper, we exploit optimization techniques, along with adaptive asymptotic statistical tools, to tackle these problems. The major contributions of the paper are:
1. As a key technical contribution of the paper, we establish the uniform Lipschitz property of optimal spline coefficients with respect to the ℓ ∞ -norm via piecewise linear and polyhedral theory (cf. Theorem 3.1). Unlike the conventional and generic Lipschitz property in the ℓ 2 -norm (which is trivial to show), the attained Lipschitz property in the ℓ ∞ -norm requires a nontrivial argument that takes full advantage of the convex shape constraint. It yields a uniform sup-norm bound on variations of spline coefficients regardless of the number of spline bases, leading to more precise and less conservative error estimates in uniform convergence analysis. This property paves the way for asymptotic analysis (e.g., cf. Propositions 7.1-7.3) and construction of adaptive procedures.
2. By exploring the uniform Lipschitz property, we obtain the following results in adaptive asymptotic analysis: (2.1) For a fixed order r, the proposed B-spline estimator achieves an optimal minimax rate of convergence on C H (r, L) under both the sup-norm and pointwise risks (cf. Section 3.1). This result gives rise to an optimal choice of the number of spline bases. Unlike the widely studied least squared convex estimator, the B-spline estimator achieves optimal convergence rates on the entire interval [0, 1] under both the sup-norm and pointwise risks (cf. Theorem 3.2), thus leading to uniform consistency on [0, 1]. (2.2) Adaptive estimators are constructed under both the sup-norm and pointwise risks over C H (r, L) with r ∈ [1, 2] . These estimates achieve a maximum risk within a constant factor of the minimax risk over the Hölder class (cf. Section 3.2). In particular, the pointwise adaptive estimator attains convexity on the interval [0, 1] as well as the minimax risk over an entire range of values of r ∈ [1, 2] and L. (2.3) A brief discussion on variance estimation is given in Section 3.3.
The paper is organized as follows. Section 2 formulates the B-spline convex estimator and develops optimality conditions for spline coefficients. The main results of the paper are presented in Section 3, including the uniform Lipschitz property and its implications in adaptive asymptotic analysis. Potential extensions and future research directions are discussed in Section 4. The technical proofs of the main results are given in Sections 5-10.
2. Formulation and Optimality Conditions. Denote the p th degree B-spline basis with knots 0 = κ 0 < κ 1 < · · · < κ Kn = 1 by B [p] k : k = 1, . . . , K n + p . For simplicity, we consider equally spaced knots, namely, κ 1 = 1/K n , κ 2 = 2/K n , . . . , κ Kn = 1. The value of K n will depend upon n as discussed below. Assume that n/K n is an integer denoted by M n . We consider the following convex spline estimator:
where the spline coefficientsb = {b k , k = 1, . . . , K n + p} minimize
subject to the convex constraint ∆ 2 b ≥ 0, where ∆ is the backward difference operator such
Kn n converges to a positive constant (depending on p only) as (n/K n ) → ∞. Thus there exists a positive constant C β,p (depending on p only) such that
Define the positive definite matrix Λ p := X T X/β n ∈ R (Kn+p)×(Kn+p) andȳ := X T y/β n , where y = (y 1 , . . . , y n ) T (we drop the subscript p in Λ p for notational simplicity). It is easy to verify that for a given spline degree p, Λ is a (2p + 1)-banded matrix. For instance, when p = 1, Λ is tridiagonal. The convex constraint on spline coefficients is characterized by the following polyhedral cone
When the knots are equally spaced, it is easy to verify that if the B-spline coefficient vector b is in Ω, thenf [p] is a convex function. Formulating (2.1) in matrix notation, the underlying optimization problem becomes the following equivalent constrained quadratic program
We first give the characterization of optimality conditions forb. The conditions are represented by complementarity conditions, which plays a crucial role in addressing analytic and statistical properties of the estimator. We provide a short introduction of the complementarity condition. Two vectors u = (u 1 , . . . , u d ) T and v = (v 1 , . . . , v d ) T in R d are said to satisfy the complementarity condition [7] if u i ≥ 0, v i ≥ 0, and u i v i = 0 for all i = 1, · · · , d. This condition can be put in a more compact vector form: 0 ≤ u ⊥ v ≥ 0, where u ⊥ v means that the two vectors are orthogonal, i.e., u T v = 0.
We introduce additional notation. Let
and let D 2 ∈ R (Kn+p−2)×(Kn+p) be the 2nd-order difference matrix such that
Theorem 2.1. Let C d• denote the dth row of C. The necessary and sufficient conditions forb ∈ Ω to minimize (2.3) are
where the index set γ := {1, . . . , K n + p − 2}.
2.1. Piecewise Linear Formulation of Optimal Spline Coefficients. It follows from Theorem 2.1 thatb(ȳ) is characterized by the mixed complementarity conditions. It is known from complementarity and polyhedral theory thatb(ȳ) is a continuous piecewise linear function ofȳ determined by an index set α = { i | (D 2b ) i = 0} ⊆ {1, . . . , K n + p − 2} (α may be empty). Indeed,b has 2 (Kn+p−2) linear selection functions, each of which is denoted bŷ b α corresponding to the index set α. Hence, the solution mappingȳ →b is a (continuous) piecewise linear function with 2 (Kn+p−2) selection functions. The following proposition characterizes each linear selection function; its construction and proof is given in Section 5.2.
Then there exists a row independent matrix F α ∈ R ℓ×(Kn+p) such that the linear selection functionb α is given byb
In view of the above proposition and its construction (cf. Section 5.2), a linear selection function corresponds to an index set α depending onȳ (or y by somewhat abusing notation). Consequently, the piecewise linear functionb can be written aŝ
T . For a given y, the convex B-spline estimator becomes
Denote the weight function in (2.6) by K α (s, t), i.e.,
Hence, the convex spline estimator is a kernel estimator. However, the kernel depends on the index set α, which in turn relies on the observation y. Therefore, the estimator is not a linear but a piecewise linear function in y.
3. Main Results. In this section, we exploit the piecewise linear formulation ofb to establish the uniform Lipschitz property ofb in the ℓ ∞ -norm. Roughly speaking, this property says thatb(ȳ) is a Lipschitz function ofȳ with a uniform Lipschitz constant (with respect to the ℓ ∞ -norm), regardless of K n and α. This property is critical in establishing uniform consistency and developing adaptive estimators. Formally, this property is stated in the following theorem whose proof is given in Section 6.
Theorem 3.1. Given a spline degree p. There exists a positive constant c ∞,p (dependent on p only) such that (1) for any K n and any index set α,
In the next, we apply the uniform Lipschitz property to derive optimal rates of convergence in Section 3.1, construct adaptive estimators under both sup-norm risk and pointwise risk in Section 3.2, and study variance estimation in Section 3.3.
3.1. Optimal Rate of Convergence. For any f ∈ C H (r, L) with r > 1, we writef (r) :=f [p] when using the spline degree p = ⌈r − 1⌉ to fit the data. If r = 1, thenf (r) :=f [p] with p = 1, namely,f (r) is a piecewise linear spline. In the following, for a function g :
then there exists a positive constantC 1r dependent only on r such that
then there exists a positive constantC 2r dependent only on r such that
It is known that the maximum likelihood estimate of a convex function is inconsistent at the boundary, which is called the spiking problem [44] . In contrast, Theorem 3.2 shows that f (r) is uniformly consistent on [0, 1]. The optimal choice of K n is of order (n/ log n) 1 (2r+1) and f (r) − f ∞ achieves the optimal rate of convergence, which is of order (n/ log n) r (2r+1) [31] . Under the pointwise risk, the optimal choice of K n is of order n 1 (2r+1) and the estimator thus achieves the optimal rate of convergence, which is of order n 2r (2r+1) [40] . The next result shows that, for any f ∈ C H (r, L) with r > 2, the constrained spline estimator and the unconstrained spline estimator coincide with probability tending to one, provided that f ′′ (x) > 0 for all x ∈ [0, 1].
Letf uc be the unconstrained regression spline estimator. If n −1 K 5 n log n → 0 and
Proof. Zhou et al. [47] studied the problem of estimating derivatives of a regression function using the corresponding derivatives of regression splines without shape constraint.
where
, and B m (·) is the mth Bernoulli polynomial inductively defined as follows:
. Hence, the unconstrained and constrained estimators are asymptotically equivalent.
3.2. Adaptive Estimation. In this section, we construct adaptive estimators, with respect to both the sup-norm risk and thepointwise risk . These estimates have maximum risks within a constant factor of the minimax risk over C H (r, L). We will focus on the function class C H (r, L) with 1 ≤ r ≤ 2, where the differences between the constrained and unconstrained estimate do no vanish asymptotically.
3.2.1. Adaptive Estimation under Sup-norm Risks. It follows from Propositions 7.1 and 7.2 that, for any r ∈ [1, 2], the bounds for the bias and the stochastic term, respectively, are
where C 1 and C 2 are two positive constants independent of r ∈ [1, 2] . Hence the optimal number of knots is
and the optimal rate of convergence is
Given n, let τ n := ⌈(log n) 1/2 ⌉, and r j := 1 + j/τ n , j = 0, 1, . . . , τ n be the elements in [1, 2] . We consider the adaptive estimator using the idea of Lepski [22] . Let
Definer := rk. We usef (r) for estimation in the sup-norm distance.
Theorem 3.4. The estimatorf (r) is a rate adaptive estimator on C H (r, L) for the supnorm distance, i.e., there exists a positive constant π 2 such that
log n n r 2r+1 .
Pointwise Adaptive Estimation.
In this section, we construct an estimator which attains the minimax rate of convergence for a whole range of values of r ∈ [1, 2] and L. In the context of convex regression, unlike the earlier work on pointwise adaptive estimation, a fully adaptive procedure can be obtained.
We explore the idea of Low and Kang [25] to construct an adaptive estimate of f (x 0 ) for any given x 0 ∈ (0, 1). Given the observation data (
This indicates that a piecewise constant spline with p = 0 is used to fit the data in (2.1). Recall that M n = n/K n . Let
Hence, ζ k is the average of the design points on (
, where K n,j depends on j. Further, we letȳ k,j denote theȳ k defined in (3.7) corresponding to a given K n,j , and let f j be the estimator f corresponding to K n,j . Fix a real number λ > 0 such that P (Z > λ) < 1/4, where Z is a standard normal random variable. Set
Note that exactly one I j = 0 and thus the collection {I j } provides a selection procedure for K n,j . The adaptive estimator is given by
Theorem 3.5. The estimator in (3.8) is a rate adaptive estimator under the pointwise risk, i.e., for any x 0 ∈ (0, 1), there exists a positive constant π 3 such that
3.3. Variance Estimation. In practice, the variance σ 2 is replaced by the estimated varianceσ 2 in the above adaptive procedures. We will briefly study the asymptotic properties of the maximum likelihood estimator of σ 2 . Given the observation data y = (y 1 , . . . , y n ) T ∈ R n at design points
T with p = ⌈r − 1⌉
and f := f (x 1 ), . . . , f (x n ) T . Let α(y) be an index set corresponding to the optimal coefficientb(X T y/β n ) defined in Section 2.1. Then for fixed K n and p, we havef y = A α(y) y, where
It follows from the similar discussion as in Section 2.1 thatf y : R n → R n is a continuous piecewise linear function, where each linear selection function is defined by A α(y) . The MLE
/n.
normal with mean zero and variance
Variance estimation based on the differences of successive points has been studied originally by Rice [33] . Compared to this estimation and other generalizations, the MLEσ 2 has a smaller asymptotic variance but a slightly larger bias. Meyer and Woodroofe [28] studied the bias reduction variance estimator for a monotone regression model using the least squares method. The bias reduction variance estimator for a convex spline model is nontrivial and shall be addressed in a future paper.
Discussion.
We have considered the B-spline estimators for convex regression in this paper. The proposed estimator and asymptotic analysis techniques can be extended to other shape restricted inference problems. For example, it is known that the uniform Lipschitz property (in the ℓ ∞ -norm) holds for the monotone constraint [37, 43] . Therefore the minimax optimal convergence rates and adaptive estimators can be established in a similar manner. It is conjectured that the uniform Lipschitz property holds for a higher order difference constraint. However, its development is much more involved and shall be reported in the future.
We have provided optimal rate adaptive estimators for convex regression under both the sup-norm and the pointwise risks. Nonetheless, the question of explicit construction of asymptotically exact adaptive estimation over the Hölder classes remains open. Other interesting research directions include adaptive confidence bands and hypothesis tests in convex estimation [10, 12] . It is clear that g is coercive on R Kn+p and strictly convex on the closed convex set Ω. This ensures the existence and uniqueness of an optimal solution. Furthermore, since Ω is a polyhedral cone, it is finitely generated by
and for k = 1, 2,
It is easy to see that ∆ 2 v k j = 0 for k = 1, 2 and all j > 2. Hence ±v k ∈ Ω for k = 1, 2, and it can be also verified that
By using these generators for Ω, we obtain the following necessary and sufficient optimality conditions for an optimizerb:
and C ∈ R (Kn−2+p)×(Kn+p) is given by
It can be shown via the definitions of v 1 and v 2 in (5.1) that the second optimality condition in (5.2) can be equivalently written as
where ∇g(b) = Λb −ȳ. This gives rise to the two boundary conditions. Moreover, noting that for any k, the definitions of v 1 and v 2 in (5.1) yield
we obtain the equivalent condition for the first optimality condition in (5.2):
where γ = {1, . . . , K n + p − 2}. By (C 2 ) γ• = C γ• C, the proof is complete.
5.2.
Construction and Proof for Proposition 2.1. We first construct certain equations that yield a linear selection function corresponding to the index set index set α = { i | (D 2b ) i = 0} ⊆ {1, . . . , K n + p − 2} (α may be empty). Specifically, for the givenb and α, we define a vector b α and an associated family of index sets {β α i } in the following steps: (1) let ℓ 1 := min 3≤i≤Kn+p {i : ∆ 2 (b i ) = 0}, and ℓ 1 := max ℓ 1 ≤k≤Kn+p {k : ∆ 2 (b i ) = 0, ∀i = ℓ 1 , . . . , k}. Then inductively define, for j ≥ 1,
Suppose that we obtain q's such ℓ i , ℓ i , namely, ℓ 1 , . . . , ℓ q and ℓ 1 , . . . , ℓ q . Define β α j=1 β α j , the companion index set ϑ 1 := {min( β α j ), ∀j = 1, . . . , p 1 } ∪ {max( β α p 1 )}. Recursively, define, for each s ≥ 1,
and
Without loss of generality, we assume that the index elements of each ϑ s are in the strictly increasing order. Hence, any two consecutive index sets in ϑ s correspond to ℓ j and ℓ j defined in
Step (1) It is clear from the above construction that {β α i } forms a finite and disjoint partition of {1, . . . , K n + p}, namely,
. . , K n + p} and β α j ∩ β α k = ∅ whenever j = k. For a given index set α, we drop the sign restriction (i.e., the inequality D 2 b ≥ 0) in (2.4) and obtain its corresponding linear selection function from the following (possibly redundant) equations:
where α := {1, . . . , K n + p − 2} \ α. Indeed, we shall use equations (5.5a), (5.5b), and (5.5d) to characterize a linear piece. Let b α denote the vector constituting the free variables of equation (5.5a). With this construction and notation, we are ready to prove Proposition 2.1 as follows. 
and each matrix block corresponding to β α k is given as follows: if m α k = 1, then F α,k = 1; otherwise, assuming that the index elements in ϑ k in Step (5) above are in the strictly increasing order without loss of generality, and letting h α k,j :
where w k := |ϑ k | − 1, and the row vectors
For notational simplicity, let v := Λb −ȳ. In view of the complementarity condition in (2.4), we have (
It also follows from the boundary conditions
Recall that for the given index set α, b α corresponds to the free variables of the equation (5.5a). Hence, b α is arbitrary such that F α v = 0. This leads to
Letting Λ α = F α Λ(F α ) T and y α = F αȳ , we obtain the linear equation for b α . Since F α is of full row rank and Λ is positive definite, Λ α is positive definite and hence is invertible. Consequently, we haveb
6. Proof of Theorem 3.1. We divide the proof of Theorem 3.1 into several steps. We first establish a result pertaining to F α F T α .
Lemma 6.1. For any K n and α, F α F T α is a strictly diagonally dominant, nonnegative, tridiagonal matrix.
Proof. Recall that ℓ := K n + p − |α|. For notational simplicity, let G := F α F T α . First of all, it is easy to verify via (5.6) and (5.7) that G is the ℓ × ℓ tri-diagonal matrix given by 
The entries on the three diagonal bands are determined as follows. Consider F α in (5.6) with L blocks. Fix k ∈ {1, . . . , L}. If m α k = 1, then F α,k F T α,k is a real number that appears on the diagonal of G. Denoting this number by d ss , we have d ss = F α,k F T α,k = 1 and G s(s+1) = G (s+1)s = 0, G sj = 0 for all j ≤ s − 2 and j ≥ s + 2. If m α k > 1, then F α,k F T α,k is a symmetric, positive definite matrix of order |ϑ k | that forms a diagonal block of G. Making use of the structure of F α,k given in the proof of Proposition 2.1 and somewhat lengthy computation, we obtain the following results in two separate cases (recalling w k := |ϑ k |− 1):
Besides, G (w 1 +1)(w 1 +2) = G (w 1 +2)(w 1 +1) = 0 and for each s = 1, . . . , w t , G sj = 0, ∀j ≥ s + 2 and j ≤ s − 2. For k = L, the similar results can be established by using the symmetry of the rows of F α,L . (2) k ∈ {2, . . . , L − 1}. In this case, suppose that the (1, 1)-element of F α,k F T α,k , which is a diagonal entry of G, is denoted by d tt . Then we have
In addition, for each s = t, . . . , t + w k + 1, G sj = 0 for all j ≤ s − 2 and j ≥ s + 2, and G t(t−1) = G (t+w k +1)(t+w k +2) = 0.
Due to G t(t−1) = 0 and the symmetry of G, we further deduce that if a diagonal entry d tt = G tt with t ≥ 2 corresponds to a scalar F α,k F T α,k (i.e., m α k = 1), then G (t−1)t = 0. (Recall that G t(t+1) = 0 has been shown before.) Similarly, if d tt is the first diagonal entry of F α,k F T α,k , then G (t−1)t = 0. In the next, we show that G is strictly diagonally dominant. For a given G ∈ R ℓ×ℓ , define
In light of the entries of G obtained above, we have, for each k ∈ {1, . . . , L},
6 ; (ii) for s = 2, . . . , w 1 , the corresponding
The similar results can be obtained for m α k > 1 with k = L using symmetry.
6 ; (ii) for s = 1, . . . , w k − 1, the corresponding ξ i = d (t+s)(t+s) − |G (t+s)(t+s−1) | − |G (t+s)(t+s+1) | ≥ h α k,s + h α k,s+1 /6; and (iii) the corresponding
Consequently, ξ i > 0 for all i and G is strictly diagonally dominant.
For the given F α , define η i as the sum of the entries in the ith row of F α , i = 1, . . . , ℓ. We have: Proof. Let (F α ) j• denote the jth row of F α . Then
where we use the fact that the sum of all rows of F α is 1 := (1, . . . , 1).
Proposition 6.1. For any K n and α, the following statements hold:
(1) the eigenvalues of Ξ α F α ΛF T α and Ξ α F α F T α are all positive reals;
Proof. . Let σ(A) denote the spectrum of a square matrix A, i.e., the collection of all eigenvalues of A. We thus have
Since Λ is positive definite and F α is row linearly independent, Ξ
α is positive definite such that all the eigenvalues of Ξ α F α ΛF T α are positive reals. By replacing Λ by the identity matrix, we see that the same holds for the eigenvalues of
Further, for any x = 0,
Therefore, using the fact that all the eigenvalues of Λ are positive, we obtain
The following proposition attains uniform upper and lower bounds for the eigenvalues of Ξ α F α F T α , regardless of K n and α.
Proposition 6.2. For any K n and α,
Proof.
(1) Uniform upper bound. By Lemma 6.2, we have
(2) Uniform lower bound. To establish this bound, we exploit Gersgorin's Disc Theorem, say [18, Theorem 6.1.1]. Notice that each ξ i defined in Lemma 6.1 is the difference between the ith diagonal of G := F α F T α and the deleted absolute row sum of the ith row of G. Hence, by Gersgorin's Disc Theorem, we see that
Further, using the lower bound of ξ i given in Lemma 6.1 and the equality for η i given before Lemma 6.2, it is easy to verify ξ i /η i ≥ 1/3 for all i, α and K n . This yields the desired uniform lower bound.
The next result establishes a uniform bound on the ℓ ∞ -norm of
Proposition 6.3. There exists c ∞,p > 0 (dependent on p only) such that for any K n and α,
Proof. For any K n and any α, let Ξ α be that defined in (6.1). Then
It is easy to verify F T α ∞ = 1. Furthermore, due to the definition of Ξ α , we have Ξ α F α ∞ = 1. In what follows, we show that (Ξ α F α ΛF T α ) −1 ∞ is uniformly bounded using the banded structure of the matrix and other technical results developed before. This will give rise to a uniform bound.
Let F α be of ℓ rows. We consider two cases as follows: (i) ℓ ≥ 2(p + 1). In this case, by the structure of F α shown in (5.6), we see via straightforward computation that H := Ξ α F α ΛF T α is a banded symmetric matrix with bandwidth p, i.e., (H) ij = 0 whenever |i − j| > p. It is known from [46, Lemma 6.2] that for a fixed spline degree p, there exist positive constants µ p and µ p (dependent on p only) such that µ p ≤ λ min (Λ) ≤ λ max (Λ) ≤ µ p for any K n . It thus follows from Propositions 6.1 and 6.2 that H 2 = λ max (H) ≤ µ p , where µ p is independent of K n and α. Similarly, (ii) ℓ < 2(p + 1). For any F α in this case, we introduce the block diagonal matrix H := diag(H, 1, . . . , 1) such that H ′ has 2(p + 1) rows. Hence, H is a banded symmetric matrix with bandwidth p and satisfies H 2 ≤ max(µ p , 1), H −1 2 ≤ max(3/µ p , 1). Thus there exists c ′′ > 0 (independent of K n and α) such that
Consequently, c ∞,p := max(c ′ , c ′′ ) is the desired uniform bound with respect to the ℓ ∞ -norm.
Along with the above results, we finally complete the proof of the uniform Lipschitz property below. 7. Proof of Theorem 3.2. We introduce some notation first. Letf [p] be the spline estimator based on noise free data, i.e.,f [p] 
k (x), where
Propositions 7.1 and 7.2 below give rise to uniform bounds for the bias and stochastic terms of estimation error in the sup-norm, respectively. Proposition 7.1. If 1 ≤ r ′ ≤ r, there exists a constant C 1r ′ , which depends on r ′ only, such that
In particular, if r = 2, then C 1r ′ is independent of r ′ .
Proof. Consider the case when 1 ≤ r ≤ 2 first. Hence ⌈r ′ − 1⌉ = 1. Letf be a piecewise linear function such thatf (
. . ,f (x n )) T , and letb be the optimal solution of (7.1) with E(ȳ) replaced by X T f /β n . Sincef is a piecewise linear and convex function, we haveb = (f (κ 1 ), . . . ,f (κ Kn )) T . It follows from Theorem 3.1 that
2 (x i ) 2 . Therefore, letting C 1r ′ := c ∞,1 ̺ which is independent of r ′ , we have
Next, consider the case when r > 2. If r ′ ≤ 2, a similar argument as above yields (7.2). If r ′ > 2, it is shown in Theorem 3.3 that an unconstrained estimator and the constrained one are asymptotically equivalent. Since (7.2) holds for the unconstrained estimator [46] , the proof is complete. Proposition 7.2. There exists a positive constant C 2r , which depends on r only, such that for any u > 0,
In particular, if r ∈ [1, 2], then C 2r is independent of r.
Proof. Recall p = ⌈r − 1⌉. By Theorem 3.1 and (2.2), we have
k (x i )ǫ i / √ β n . Letting C 2r := c ∞,p / C β,p which is dependent on r only (but independent of r if r ∈ [1, 2]), we have
whereΓ r = max k=1,...,K n+p |ξ k |. Hence, by using the implication:
It follows from Proposition 7.2 that,
In view of Proposition 7.1 and the above result, we deduce that
n .
This shows Statement (1) of Theorem 3.2 by using the optimal choice of K n . The next proposition establishes uniform bounds for the stochastic estimation error for a fixed point as well as mean squared error. Proposition 7.3. For any given x 0 ∈ [0, 1], there exist two positive constants C 3r and C 4r , which depend only on r, such that
In particular, if r ∈ [1, 2], then C 3r and C 4r are independent of r.
Note that h has at most p nonzero elements and each of these nonzero elements is positive whose sum is 1. Let G α be the coefficient matrix of a linear selection function corresponding to an index set α, i.e.,
where the first inequality in the third line is due to the symmetry of G α and the following implication
As a result, in light of Theorem 3.1, we have
Let ǫ = (ǫ 1 , . . . , ǫ n ) T be iid random variables with mean zero and variance one, and let z := (f (x 1 ), . . . , f (x n )) T . Thusȳ = X T (z + σǫ)/β n . Hence
Furthermore, sinceb(·) is a continuous piecewise linear function on R Kn+p , so isb•X T on R n . It follows from the polyhedral theory thatb • X T admits a conic subdivision of R n [13, 35] , i.e., there exist a finite collection of polyhedral cones {C j } q j=1 and linear functions {g j } q j=1
such that (i) j C j = R n ; (ii) each cone C j has nonempty interior; (iii) the intersection of any two cones is a common proper face of both cones; and (iv)b • X T coincides with g j on each C j . For any given z ′ ∈ R n , let [z, z ′ ] be a line segment joining z and z ′ . Starting from z, we assume that the line segment [z, z ′ ] intersects some cones in the conic subdivision at z 1 , z 2 , . . . , z ℓ−1 ∈ R n , and ends at z ′ . Further, each subsegment of any two consecutive points, such as [z, 
where µ i and G α i depend on z ′ for the fixed z. Since there are q cones in the conic subdivision, we may use the extended tuple (
, by setting some µ i = 0, without loss of generality. Note that if z ′ is a random variable, so is (
. Usingȳ = X T (z + σǫ)/β n , we have, for the given vector h,
.
Moreover, for a fixed tuple (
where the last inequality is due to X 2 2 ≤ β n λ max (Λ) and (7.7). Therefore,
Observing that λ max (Λ) is uniformly bounded [46] and the uniform bound of β n in (2.2), we obtain (7.4) for p = ⌈r − 1⌉. The above argument can be extended to prove (7.6). Indeed, let h(
, where, for a given tuple (
which yields (7.6).
To show (7.5), we consider
For a fixed tuple (µ
where the last inequality is due to v 2 2 ≤ β n λ max (Λ)pc 2 ∞,p . This shows that
Using the uniform bounds on λ max (Λ) and β n again, we obtain (7.5).
Propositions 7.1 and 7.3 imply that, for any x 0 ∈ [0, 1],
This shows Statement (2) of Theorem 3.2 by using the optimal choice of K n .
8. Proof of Theorem 3.4. Throughout this section, we shall use C k or c k with k ∈ N to denote positive constants that depend only on L (and σ). We introduce some lemmas. The first lemma, as a complement to (3.4), provides a bound for the stochastic term of estimation error in the sup-norm.
Lemma 8.1. There exists a constant C 2 > 0 such that
Proof. Direct calculation yields that
This completes the proof.
It is shown next that it is highly improbable that the estimatedr is strictly smaller than the true r. We say a few words about notation. Recall that τ n = ⌈(log n) 1 2 ⌉ and define the set R := {r j | r j = 1 + j/τ n , j = 0, 1, . . . , τ n }.
Proof. By the definition ofr given before Theorem 3.4,
Here ψ (r ′ ) is defined in (3.6) and r ′′ := min{r ∈ R | r > d}, i.e., r ′′ ∈ R is closest to d from above. Hence, r ′′ > d ≥ r ′ . In view of (3.3) and (3.4),
for a positive constant c 1 which is bounded away from zero and above. Since (n −1 log n) √ log n → 0 as n → ∞, ω r ′ ,r ′′ converges to zero uniformly for all r ′ , r ′′ ∈ R with the given τ n . Let p ∞ (r ′ , d) ≤ p 1,∞ + p 2,∞ , where
By using (3.4), (3.6) and the orders of K (r ′ ) , K (r ′′ ) , we obtain two positive constants c 2 and c 3 such that
Combining the above results, we see that the lemma holds.
The following lemma develops a uniform bound on the sup-norm risk off (r) for r ∈ [1, 2].
Lemma 8.3. There exist positive constants C 4 and C 5 such that
Proof. Since
we have via (3.6) and
In view of (3.5), K (r) = q(r)(n/ log n) 1/(2r+1) for some function q(·) that is positive and continuous on [1, 2] . Hence, a constant q * > 0 exists such that K (r) ≤ q * (n/ log n) 1/(2r+1) for all r ∈ [1, 2] . Applying this to u = 1 + √ 2, we obtain a positive constant C 4 such that for any r ∈ [1, 2],
Using the above results, we further get a positive constant c 5 such that
We are ready to prove the theorem. Observe that
f (r) −f ∞ I{r < r} , and 
We first prove (8.2) . By the definition ofr given before Theorem 3.4,
where, in view of (3.3) and
We will prove sup r∈ [1, 2] ρ j = o(1) as n → ∞, j = 1, 2. Since r ′ < r, it is easy to see that there exists a positive constant c 6 such that ψ (r ′ ) ψ (r) ≤ c 6 log n n (r−r ′ ) (2r+1)(2r ′ +1) ≤ c 6 log n n r−r ′ 5(2r+1) ≤ c 6 .
It thus follows from Lemma 8.2 that, as n → ∞,
Further, from (3.4), we deduce the existence of a constant c 7 > 0 such that
Also, it follows from Lemma 8.1 that a constant c 8 > 0 exists such that for all large n, By virtue of the above results, we have ρ 2 → 0 as n → ∞. This yields (8.2). We now prove (8.3) . Consider the random event ℵ(r, r ′ ) := ψ
Using this result and f (r * ) − f ∞ ≤ ψ (r * ) /2, we have
As a result, for r < r ′ ∈ R, we further deduce via Markov Inequality,
(r * ) · E(|ξ * | 2 ).
It follows from (3.4) and r * ≤ r ′ ≤ 2 that there exist constants c 9 > 0 and α > 0 (independent of r ∈ [1, 2]) such that r ′ > r * ⇒ K (r * ) /K (r ′ ) ≥ α(n/ log n) 2/(25τn) ≥ 1 for all large n and that P f (r ′ ) −f (r ′ ) ∞ ≥ 1.1 2 ψ (r * ) ≤ c 9 n log n Using Proposition 7.3, we also obtain a constant c 10 > 0 such that E(|ξ * | 2 ) ≤ 2 E(|f (r * ) (t * ) −f (r * ) (t * )| 2 ) + E(|f (r ′ ) (t * ) −f (r ′ ) (t * )| 2 )
≤ c 10 K (r * ) + K (r ′ ) n ≤ 2 · c 10 K r( * ) n .
Noting that ψ 2 (r * ) ≥ α(K (r * ) /n) log n for a positive constant α independent of r * , we have ψ This leads to (8.3) , and thus completes the proof of Theorem (3.4).
9. Proof of Theorem 3.5. We establish the following lemma to be used for the analysis of the risk of f (x 0 ). Lemma 9.1. Suppose that f is convex and differentiable on [0, 1]. Then there exists a positive constant C 6 independent of f such that for each j,
Proof. Recall that ζ k = 1 n ((k − 1)M n +
Mn+1
2 ), ∀ k = 1, . . . , K n,j Letf andf be two piecewise linear functions such thatf (ζ k ) = E(ȳ k,j ) andf (ζ k ) = f (ζ k ), respectively. Note If j ≥ J, then 2 jr ≥ L 2r/(2r+1) σ −2r/(2r+1) n (4r−2r 2 )/(10r+5) . Hence, this shows via (9.3) that, for j ≥ J, Recall that P (Z > λ) < 1/4 for the positive λ. Then there exists a δ > 0 such that γ := P (Z ≥ λ − δ) < 1/4. Note that 4γ < 1. Given this δ, choose K ∈ N (independent of r) such that 1 < δ · 2 K/2 . Since only one I j = 0 and I 2 j = I j , | f (x 0 ) − f (x 0 )| 2 = ∞ j=0 ( f j (x 0 ) − f (x 0 )) 2 I j such that the risk of f is decomposed into two terms:
We consider the first sum in (9.5). It follows from Lemma 9.1 that
Since J is the smallest integer satisfying (9.3), we have Consider the second sum in (9.5). We show two technical results. Firstly, since the design points corresponding to ∆ȳ dn+4,j − ∆ȳ dn−2,j are disjoint for different j, ∆ȳ dn+4,j − ∆ȳ dn−2,j are independent. Hence, for j > J + K, where p = ⌈r − 1⌉. This shows that |E(R n )| = O(K n + nK −2r n ). Hence, we deduce that (i) if K n = o(n) with K n → ∞ as n → ∞, thenσ 2 → σ 2 in probability; (ii) if K n = o( √ n) with K n → ∞ as n → ∞, then √ n(σ 2 − σ 2 ) is asymptotically normal with mean zero and variance 2σ 4 ; and (iii) if K n is of order n 1 2r+1 , then E(σ 2 − σ 2 ) is of order n −2r
2r+1 .
