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Abstract
The Pearson’s χ2 test and residual deviance test are two classical goodness-of-fit
tests for binary regression models such as logistic regression. These two tests cannot
be applied when we have one or more continuous covariates in the data, a quite
common situation in practice. In that case, the most widely used approach is the
Hosmer-Lemeshow test, which partitions the covariate space into groups according to
quantiles of the fitted probabilities from all the observations. However, its grouping
scheme is not flexible enough to explore how to adversarially partition the data space
in order to enhance the power. In this work, we propose a new methodology, named
binary regression adaptive grouping goodness-of-fit test (BAGofT), to address the
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above concern. It is a two-stage solution where the first stage adaptively selects
candidate partitions using “training” data, and the second stage performs χ2 tests
with necessary corrections based on “test” data. A proper data splitting ensures
that the test has desirable size and power properties. From our experimental results,
BAGofT performs much better than Hosmer-Lemeshow test in many situations.
Keywords: Binary regression, logistic regression, goodness-of-fit test, Hosmer-Lemershow
test
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1 Introduction
Goodness-of-fit statistics are used to test whether there is a significant discrepancy be-
tween the observed data and a fitted model. Two classical goodness-of-fit tests for binary
regression models are the Pearson’s χ2 test and residual deviance test. These two tests
group the observations according to distinct covariate values and they require the number
of observations in each group to go to infinity as the sample size increases for a theo-
retical justification. When the number of distinct covariate values becomes large, it is
undesirable to use the two tests since each group tends to contain only few observations.
A particular case, which is most common in data analysis, is when we have at least one
continuously-valued covariate, where the deviance of the model to be assessed does not
have asymptotic χ2 distribution at all. Various goodness-of-fit tests for binary regression
have been proposed to handle this long-standing challenge. These include tests based on
the distribution of Pearson’s χ2 statistic under sparse data (McCullagh, 1985; Osius and
Rojek, 1992; Farrington, 1996), kernel smoothed residuals (Le Cessie and Van Houwelingen,
1991), generalized model (Stukel, 1988), bootstrapping (Yin and Ma, 2013), information
matrix tests (White, 1982; Orme, 1988) and cross-validation voting (Lu and Yang, 2019).
Another class of tests addresses the challenge by grouping observations into a finite
number of sets, followed by calculation of test statistics that are similar to the Pearson’s
χ2 test or residual deviance test. These types of grouping produce more observations than
vanilla grouping based on distinct covariate values. In Hosmer-Lemeshow (HL) test (Hos-
mer and Lemeshow, 1980), observations are ranked by the fitted probability and divided
into approximately equal-sized groups by sample quantiles. In the work of Pigeon and
Heyse (1999), observations are either grouped by fitted probabilities or the values of a
covariate of special interest, e.g., age group. In the framework of Pulkstenis and Robinson
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(2002) and Liu et al. (2012), observations are grouped by both the fitted probabilities and
distinct values of categorical covariates if they coexist. Xie et al. (2008) suggest grouping
the observations by applying clustering analysis to the covariate values. Among all these
tests, the HL (Hosmer-Lemeshow) test is perhaps the most popular one for logistic regres-
sion and has been implemented in a variety of academic and commercial software. In our
study, we mainly compare our approach with the HL test and focus on logistic regression
for technical brevity.
An ideal goodness-of-fit test should not only control the size under the null hypothesis
but also be powerful against various kinds of alternatives. However, the aforementioned
methods are only suitable for some specific cases or lack theoretical guarantees on the
power. For the extensively applied HL test, it has been criticized for its lack of power for
a long time. An ever-growing number of researchers have raised concerns that an overly
optimistic view of the HL test could actually fail to reject many spurious models in the
scientific community (see e.g. Allison (2013) and the references therein). A main reason for
the lack of power for those tests including the HL test is that they are not adaptive. With
the modern computation power, flexible approaches should be adopted to avoid certifying
an actually defective model and hence enhance reproducibility of scientific results.
To address the aforementioned challenges, we propose an adaptive grouping goodness-
of-fit test for binary regression models, referred to as BAGofT. BAGofT works by searching
over various partitions from the sample quantiles of covariates or fitted probabilities from
a good predictive model (e.g. neural networks and decision tree ensembles) in order to
detect potential weaknesses of the model. Under some conditions, BAGofT is proved to
be asymptotically consistent under the alternative hypothesis. Another advantage of the
proposed test is that the selection results from partitions often enable good interpretability
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in explaining the source of underfitting. We will demonstrate this point in experimental
studies.
The outline of the paper is given below. Section 2 provides a background of the binary
regression model and the HL test. Section 3 introduces our BAGofT and provide theoretical
justifications. Proofs and additional material are included in the supplemental document.
Simulation results are presented in Section 4. A real-data example is given in Section 5.
We conclude the paper in Section 6.
2 Background
2.1 Notation
Let Y be the binary response variable and X = [Xc,Xd]
T be the vector of p covariates,
where Xc = [X1, · · · , Xp1 ]T is the vector of continuous covariates with 1 ≤ p1 ≤ p and takes
value from the Cartesian product
∏p1
i=1 Si ⊆ Rp1 , Xd is the vector of discrete covariates
which takes values from the Cartesian product
∏p
i=p1+1
Si. Denote the support of X by
S =
∏p1
i=1 Si. Let
pi(X) = P (Y = 1|X = X). (1)
The data, denoted by D, are assumed to be independent and identically distributed obser-
vations with size n from a population distribution of the pair (Y,X). In a binary regression
model, data are used to obtain the fitted conditional probability pˆi(X). We use →p and
→d to denote convergence in probability and in distribution, respectively. We use χ2k to de-
note chi-squared distribution with k degrees of freedom, and N (µ, σ2) to denote Gaussian
distribution with mean µ and variance σ2.
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2.2 Hosmer-Lemeshow test
Let pˆi(x1) · · · pˆi(xn) denote the fitted probabilities from the model to assess (MTA) based
on the data. Let pˆi(1) < · · · < pˆi(K−1) be K − 1 sample quantiles of the fitted probabilities.
Then intervals ψ1 = [0, pˆi(1)), · · · , ψK = [pˆi(K−1), 1] form a partition of [0, 1]. Let nk be the
number of observations xi’s such that pˆi(xi) ∈ ψk. Let
pˆik =
∑
{i: pˆi(xi)∈ψk} pˆi(xi)
nk
. (2)
Here, for conditions Ci’s and values Ci’s, we use
∑
{i:Ci} Vi to denote the sum of all such
Vi’s that certain conditions Ci holds. Then the test statistic can be calculated by:
hl =
K∑
k=1
[∑
{i: pˆi(xi)∈ψk} {yi − pˆi(xi)}
]2
nkpˆik(1− pˆik)
. (3)
Hosmer and Lemeshow (1980); Lemeshow and Hosmer (1982) suggested using χ2K−2 as an
approximation of the asymptotic distribution of hl. In practice, the number of groups K
is usually chosen to be 10.
A drawback of this test is that it uses a fixed partition (e.g. the partition given by
the deciles of the fitted probability) rather than selecting one that is likely to reveal the
largest discrepancy between the underlying model and postulated model. As was pointed
out by Le Cessie and Van Houwelingen (1991) and Hosmer et al. (1997), the positive and
negative deviation of the fitted misspecified model can offset each other and thus reduce
the power of the HL test. This problem of grouping in the HL test is illustrated in Figure 1.
Moreover, this partition strategy does not imply an interpretable regime in the covariate
space where underfitting occurs, a disadvantage also pointed out by Kuss (2002).
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Figure 1: Illustration of the main drawback of the HL test, through a univariate logistic
regression where the dash-dotted curve (orange) denotes the fitted model and solid curve
(blue) denotes the data generation model. Suppose data analysts group the observations
into 4 groups by the intervals (−∞, a1], (a1, a2], (a2, a3], or (a3,∞), where pˆi(a1), pˆi(a2),
pˆi(a3) are the three selected quantiles of fitted probabilities. The HL test compares the
estimated probability (area under dash-dotted curve) to the observed probability (an ap-
proximation to the area under solid curve) in each group. Plot (a) gives an undesirable
partition, since in each group corresponding to (−∞, a1], (a1, a2], and (a2, a3], the positive
and negative difference of probabilities between the model to assess (MTA) and the data
generating model (denoted by “true model”) cancel out when calculating the test statistic.
Plot (b) is a desirable partition where the difference in each group is either all positive or
all negative, which offers more evidence against the null hypothesis. However, both (a)
and (b) could occur in the HL test, which motivates an adaptive selection of a desirable
partition from the data.
y = 1
y = 0 x
Model to test
True model
a1 a2 a3
MTA > true model
MTA < true model
(a) Undesirable partition
y = 1
y = 0 x
Model to test
True model
a1 a2 a3
MTA > true model
MTA < true model
(b) Desirable partition
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3 BAGofT
3.1 Description
What we propose is a two stage approach where the first stage explores data-adaptive
grouping and the second stage performs tests based on that grouping. To apply an adaptive
grouping, we need to randomly split the data into a training set with size n1 and a test set
with size n2. Denote the training data by Dn1 . Let ye,i be the ith response value in the test
data, xe,i be the ith covariates value in the test data. We fit the MTA on the training set
to obtain an estimated regression function pˆiDn1 (·), and apply it to calculate the predicted
probability pˆiDn1 (xe,i) for the ith observation of the test set. We then group the test data
into sets from an appropriately chosen partition based on training data Dn1 . More details
on the grouping schemes to generate this partition are elaborated later in Subsection 3.4.
Let {GˆDn1 ,1, · · · GˆDn1 ,K} be such a partition of the support S, independent of the test data
Dn2 . For i = 1, · · · , n2, observation i in the test set belongs to group k if xe,i ∈ GˆDn1 ,k.
Let
Ri = ye,i − pˆiDn1 (xe,i),
σ2i = pˆiDn1 (xe,i)
{
1− pˆiDn1 (xe,i)
}
.
We define the following BAGofT statistic:
bag =
K∑
k=1
 ∑{i: xe,i∈GˆDn1 ,k}Ri√∑
{i: xe,i∈GˆDn1 ,k}
σ2i
2 . (4)
Compared with the HL test and other relevant methods, the adaptive nature of our
solution enables desirable features such as pre-screening candidate grouping methods to
avoid Bonferroni correction, incorporating prior or practical knowledge/consideration that
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is potentially adversarial to the model under test (e.g. a variable not in the model to
assess), and utilizing the discrepancy between fitted probabilities and observed response
values. These flexibilities enable higher statistical power and we shall elaborate on it in
Subsection 3.4. It is worth noting that BAGofT exhibits a tradeoff in data splitting. On
one hand, sufficient test data used to perform tests can help enhance the power. On the
other hand, more training data tend to select an adversarial grouping that increases the
power. Theoretical guidance on the splitting ratio is included in Subsection 3.2. We will
revisit this point in experimental studies.
3.2 Size control under the null hypothesis
Condition 1 (Sufficient sample size for each group) For each k = 1, · · · , K, ∑n2i=1 I{xe,i ∈
GˆDn1 ,k} →p ∞ at the rate n2 as n→∞.
Condition 2 (Bounded probability) There exists a positive constant 0 < c2 < 1/2 such
that c2 ≤ pi(xe,i) ≤ 1− c2 for all i = 1, · · ·n2.
Condition 3 (Convergence of the predicted probability under the null hypothesis) For the
predicted probability when the null hypothesis holds, we have sup
x∈S
|pˆiDn(x)− pi(x)| = Op (rn)
with rn → 0 as n→∞.
Condition 1 requires the partition from the training data to be balanced so that a sufficient
number of test data fall into each set. Condition 2 can be extended to more general cases
if more assumptions are made on the tail distributions of the covariates. But for brevity
we do not pursue the technical extensions in this paper. Condition 3 can be easily satisfied
for parametric models with maximum likelihood estimation, e.g. the logistic regression or
probit regression.
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Theorem 1 (Convergence of bag under H0) Under the null hypothesis, given Condi-
tions 1-3, if the splitting ratio satisfies n2 →∞ and n2r2n1 → 0 as n→∞, we have
bag→d χ2K ,
as n→∞.
Accordingly, if we reject the model when BAGofT is larger than the 0.95 quantile of χ2K ,
we will have asymptotic size 0.05. The proof can be found in the supplement. In para-
metric models, rn1 = 1/
√
n1 and the condition can be written as n2/n1 → 0 as n → ∞.
Interestingly, the number of observations for estimating parameters and dividing groups
(n1) is required to be much larger than that for performing tests (n2). Intuitively this is
because the error of approximating the expected frequencies has to be much smaller than
the randomness of the χ2 statistic derived from the expected and observed frequencies.
3.3 Consistency against the alternative hypothesis
Condition 4 (Convergence of the predicted probability under the alternative hypothesis)
For the predicted probability under the null hypothesis, there exists a function pia : S→ [0, 1]
such that sup
x∈S
|pˆiDn(x)−pia(x)| = Op
(
r
(a)
n
)
with r
(a)
n → 0 as n→∞. Moreover, there exists
a positive constant c3 such that c3 ≤ pia(xe,i) ≤ 1− c3 for all i = 1, · · ·n2.
Under some regularity conditions, the maximum likelihood estimator of the parameters
of a misspecified model converge to a fixed value (White, 1982), which can be used to
ensure Condition 4.
Condition 5 (Difference in group-level probability) Under the alternative hypothesis, there
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exists a positive constant c4, such that for all sufficiently large n1,
max
k=1,··· ,K
E
[
I{x ∈ GˆDn1 ,k} · |pi(x)− pia(x)|
]
> c4.
When the other conditions hold, we can relax this condition by replacing c4 with cn
such that cnn2 →∞ as n→∞.
Theorem 2 (Convergence of bag under H1) Under the alternative, given Conditions 1,
2, 4, and 5, if the splitting ratio satisfies n2 →∞ and n2(r(a)n1 )2 → 0 as n→∞, we have
bag→p ∞
as n→∞.
This result implies the power of BAGofT goes to 1 under the alternative hypothesis. The
proof can be found in the supplement.
Corollary 1 Suppose that Conditions 1- 5 hold. If both rn1 and r
(a)
n1 are of parametric rates
n
−1/2
1 , and the splitting ratio satisfies n2 →∞ and n2/n1 → 0 as n→∞, then bag→d χ2K
under the null hypothesis, and bag→p ∞ under the alternative hypothesis, as n→∞.
3.4 Adaptive testing
3.4.1 Requirements for adaptive grouping
For the purpose of adaptive grouping, instead of applying one prescribed partition, we
may select a partition from a set of partitions only based on the training data Dn1 . Given
Conditions 2-3, as long as the partition satisfies the sample size requirement from Condi-
tion 1, Theorem 1 guarantees that the BAGofT statistic under any selected partition is
asymptotically χ2K under the null hypothesis. At the same time, with adaptive grouping,
the power is expected to be adaptively high.
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3.4.2 General descriptions of the grouping scheme
By nature of its design, the BAGofT enables quite flexible choices of grouping schemes.
Given the MTA, data analysts aim to choose a data-driven partition that is likely to detect
possible deviations of the postulated model from the true data generating process. Our
data-driven partition scheme consists of two steps. The first step is to produce a set of
possible partitions (of the support S) that may or may not depend on the training data,
GDn1 = {G1, · · · ,GQ}, where Q ∈ N+. The second step is to choose one partition Gˆ ∈ GDn1
based on a proper criterion.
In the following sections, we will introduce some examples of candidate partitions and
a criterion to select from them. All of these options will be included in the R package
for BAGofT, which is available from https://github.com/JZHANG4362/BAGofT and is
currently under inspection of CRAN.
3.4.3 Examples on a set of partitions
Example 1. When we have continuous covariates only, an example for the set of partitions
is the partitions formed by grids of covariate values. For each covariate Xj, we choose points
t
Xj
1 · · · tXjzj ∈ Sj, where zj ∈ N. Then the hyperplanes {(X1, X2, · · · , Xp1) | Xj = tXjz },
z = 1 · · · zj and j = 1 · · · p1 partition covariate support S into
∏p1
j=1(zj + 1) subsets. We
require the number of subsets to be larger or equal to K and all of the coarser partitions
with K subsets give our set of partitions with K groups. An example of the grids in S1×S2
is given in Fig 2 (a). Two example partitions with K = 5 generated from this grid are
given in Fig 2 (b) and Fig 2 (c), where the boundaries of the subsets from the partitions
are indicated by dashed lines. Possible choices of t
Xj
i include pre-specified values from
prior/practical knowledge or sample quantiles of Xj from the training set. If we care about
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Figure 2: (a): We choose tX11 , · · · tX14 from S1 = R and tX21 , · · · tX23 from S2 = R. Then
the grid from dashed lines X1 = t
X1
1 , · · · , tX14 , X2 = tX21 , · · · , tX23 partitions S1 × S2 = R2
into 20 subets. (b): A coarser partition with 5 groups generated from (a). (c): Another
coarser partition with 5 groups generated from (a). (d): If we are interested in the linear
combination of X1 and X2, for instance, the direction X1 −X2 = 0, we can also consider
the values from the line X1 −X2 = 0 to get the grids for the partitions.
X2
X1tX11 t
X1
2 t
X1
3 t
X1
4
tX21
tX22
tX23
(a)
X2
X1tX11 t
X1
2 t
X1
3 t
X1
4
tX23
tX22
tX21
G1
G2
G3
G4
G5
(b)
X2
X1tX11 t
X1
2 t
X1
3 t
X1
4
tX23
tX22
tX21
G1
G2
G3
G4
G5
(c)
X2
X1tX11 t
X1
2 t
X1
3 t
X1
4
tX23
tX22
tX21 t
X1−X2=0
1
X1 −X2 = 0
G1
G2
G3
G4
G5
(d)
a certain linear combination of the covariates, we can consider adding the hyperplanes
derived from points on the axis of a linear combination of different covariates to generate
the partitions. An example with axis X1−X2 = 0 is shown in Fig 2 (d). For the covariates
we choose to generate the partitions, we should not only consider the covariates in the
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model, but also the outside covariates, in order to find out whether there can be a further
improvement of the model.
As a specific example, we can partition the covariate space into 2p subsets by the sample
medians of p covariates. It can be seen that this example satisfies Condition 1 by the law
of large numbers.
Example 2. If we have categorical covariates with a relatively small number of differ-
ent values, all of the different combinations of the values of categorical covariates form a
partition of the space
∏p
i=p1
Si. We can take the Cartesian product between this partition
and the partition by grids in continuous covariate space
∏p1
i=1 Si and take all of the coarser
partitions with K groups as the set of partitions. This partition generating process can
be computationally difficult in practice. As a solution, we propose a tree-based greedy
adaptive partition selection scheme. The details of this selection scheme can be found in
Subsection 3.4.5.
Example 3. We may also generate the set of partitions by fitted probabilities on the train-
ing data from a nonparametric model based on the covariates in the MTA or all available
covariates. We first select a set of K−1 quantiles of the fitted probabilities (on the training
data) so that the [0, 1] interval is partitioned into K intervals. If the fitted probability for
a test observation belongs to the kth interval, that observation is grouped to the kth group
(k = 1, . . . , K). Compared to fitted probabilities from the MTA, the fitted probabilities
from nonparametric models are more likely to capture sophisticated dependency structures
ignored by the MTA. The advantage of this method over the BAGofT using fitted probabil-
ities from the MTA and the HL test is illustrated in Subsection 4.3. When there are a large
number of covariates available, we may apply a variable selection or penalized regression
to accurately estimate the function pˆiDn1 (x) (for a more powerful partition).
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3.4.4 An example of partition selection criterion
For each Gq = {Gq1, · · ·GqK} in GDn1 , 1 ≤ q ≤ Q, we calculate the sum of standardized
squared difference between the observed value yt,i and fitted probability pˆiDn1 (xt,i) on the
training set:
Bq =
K∑
k=1
 ∑{i: xt,i∈Gqk}{yt,i − pˆiDn1 (xt,i)}√∑
{i: xt,i∈Gqk} pˆiDn1 (xt,i)
{
1− pˆiDn1 (xt,i)
}
2 . (5)
Then we choose Gq∗ with q∗ = argmax
0≤q≤Q
Bq.
Our BAGofT has a nice property under this selection criterion. When the MTA is
misspecified, if we apply this criterion to the partitions generated the same way as Exam-
ple 1 and there is at least 1 partition from set GDn1 that satisfies Condition 5, the selected
partition will satisfy Condition 5 with probability going to 1 as n → ∞. For example,
consider selecting from two partitions G1 and G2 generated in Example 1, where G1 satisfies
Condition 5 and G2 does not. It can be shown that as n → ∞, for G1, there is at least
one set G1k with
∑
{i: xt,i∈G1k}{yt,i− pia(xt,i)}/n1 going to a nonzero constant in probability,
while for G2, each G2k (with different k’s) satisfies
∑
{i: xt,i∈G2k}{yt,i−pia(xt,i)}/n1 →p 0. By
Conditions 2 and 4, B1 = Ωp(n1) and B2 = op(n1) as n→∞. Thus the criterion selects G1
with probability going to one as n→∞. Here B1 = Ωp(n1) means n1/B1 is stochastically
bounded.
3.4.5 A tree-based greedy adaptive partitioning scheme
In Algorithm 1, we present a partitioning scheme that is easy to compute and performs well
in our various experimental studies, where Nmin, CTV and DSV stand for the minimum
number of observations from Dn1 in each group, the names of continuous covariates for the
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partition and the names of discrete covariates for the partition respectively. Note that for a
subset G, we neither consider any continuous covariate with not enough number of quantiles
(this may happen when there are many observations of that covariate with the same value),
nor any discrete covariate with a constant value. We also exclude the partition of any G
with number of observations from Dn1 less than 2Nmin. The algorithm implemented in our
R package is more general than the current pseudocode. For example, it can handle the
partitions using fitted probabilities based on the MTA or other procedures. The process
is similar to Algorithm 1 but with a single covariate that takes the fitted probabilities as
values.
3.5 Finite sample correction
We need n2r
2
n1
→ 0 to get the asymptotic chi-squared distribution. In practice where the
sample size is limited, one may modify the test statistic by adding a finite sample correction
term. The adjusted statistic is bagadj = max(bag− ŝebag ·z0.95, 0), where bag was defined
in (4), ŝebag is the Delta method approximation of standard error of bag conditional on
the test data, and z0.95 is the 0.95 quantile of standard Gaussian distribution. In GLM
models such as logistic regression, probit regression and complementary log-log regression,
ŝebag =
√
αTJ−1n1 α, where α =
∂bag∗
∂β
(βˆ) is the gradient vector of the bag∗ with respect to
the regression coefficients β, evaluated at the estimated coefficients βˆ, Jn1 is the observed
Fisher information for βˆ. More details about the calculation of ŝebag can be found in the
supplement. Assuming the convergence of Jn1/n1 to a positive definite matrix, one can
show that ŝebag →p 0 and thus bagadj = bag + op(1) as n→∞.
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Algorithm 1 Tree-based greedy adaptive partition selection
1: procedure Partition(K,Nmin, CTV,DSV )
2: G0 ← {S} . Initialize the current partition
3: for G ∈ G0 do
4: n0 ←
∑n1
i=1 I{xt,i ∈ G}. . Count the number of observations from Dn1 that belong to G.
5: for x ∈ CTV do
6: ρ← n0/Nmin.
7: {Gx1 , Gx2} ← argmax{x(ρ)∈ρ-quantile of x}
B ({Gx(ρ)1 , Gx(ρ)2 }) . Split G by ρ-quantiles of x,
where G
x(ρ)
1 = {x : x ∈ G & x ≤ x(ρ)}, G
x(ρ)
2 = {x : x ∈ G & x > x(ρ)}. Choose the one that gives the
largest B value from (5).
8: end for
9: for x ∈ DSV do
10: {Gx1 , Gx2} ← argmax{x(ρ)∈C}
B ({Gc1, Gc2}) . Split G into 2 subsets by different values of x
in Dn1 , where C is the collection of all {Gc1, Gc2} such that Gc1 ∪Gc2 gives all of the different values of
x ∈ G from Dn1 and number of x ∈ Gc1 and x ∈ Gc2 from Dn1 are at least Nmin. Choose the one that
gives the largest B value from (5).
11: end for
12: {G1, G2} ← argmax
{x∈CTV ∪DSV }
B ({Gx1 , Gx2}) . Among all x ∈ CTV and x ∈ DSV , choose
the {Gx1 , Gx2} with the largest B value from (5).
13: G← G1, G2 . Update G by the selected subsets.
14: if Number of subsets in G0 is larger than K or no further partition with number
of observations from Dn1 in each subset larger than Nmin is available. then
15: Stop the loop. return G0
16: end if
17: end for
18: end procedure 17
3.6 Other practical issues
Due to the randomness of data splitting, we may obtain different test results from the same
data, which is undesirable. Instead of a single splitting, we may randomly split the data
multiple times and combine the test results from each splitting to generate the final result.
A motivation is to reduce the variance of the test result. Let s denote the number of splits.
We suggest the use of the median of the p values from multiple splittings, and reject when
it is smaller than 0.05 quantile of Gaussian N (0.5, 1/12s). This is to approximate the mean
of uniform random variables on [0, 1]. The suggested number of splittings is 100. We have
also tried other ways to combine the results for multiple splitting. Details can be found in
the supplement. For practical implementations, we choose the number of sets K to be 5,
the minimum number of observations in each group Nmin to be n/10. The training set size
and test set size of BAGofT is definitely an important issue, like the splitting ratio in cross-
validation. For sample size 200, 500 and 1000 in the simulations from Subsection 4.1 and
Subsection 4.2, the training set sizes are set to be 150, 425 and 900 respectively. However,
more explorations are needed to give a general suggestion for the ratio between training
set size and test set size. These default choices work well throughout various experimental
studies (for moderately large sample size). It is possible to find better choices for K, Nmin,
and data splitting ratio in future works.
3.7 Explorations for underfitting
If the test rejects the null hypothesis, it indicates underfitting of the specified model. It
would be theoretically appealing and practically useful if we can interpret why it gets
rejected. One way is to draw 3D plots of the fitted model and observed values. But
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it is limited to the case with no more than two partitioning covariates. Moreover, it is
difficult to combine partition results across all the multiple splittings. For our tree-based
greedy adaptive partition selection scheme, a feasible way is to count the frequency of each
covariates on the partition. For instance, the set {X1 > tX15 } gives 1 count for X1. The
set {X1 ≤ tX11 & X2 > tX23 & X2 ≤ tX24 } gives 1 count for X1 and 2 counts for X2. The
covariate that has the largest count is likely to be the most responsible one for underfitting.
For data analysts, this could be used to suggest inclusion of higher order terms involving
that covariate. A demonstration for this approach will be given in Section 5.
4 Experimental results
4.1 Performance in terms of power
In this subsection we choose some simulation settings to highlight the comparison between
the BAGofT and HL tests. In each setting, we generate data by the logistic regression
model specified by the Model A in the Table 1 with sample size 200, 500 or 1000. The
distribution of covariates and coefficient values are stated in Table 2. Then we apply the
HL test and BAGofT with multiple splitting to both the fitted Model A and fitted Model
B (lack of fit). The process is independently replicated 1000 times and the rejection rates
of both tests are recorded. The number of groups of the HL test is set to be 10, as is the
more less the standard choice. The implementation of BAGofT follows as in Subsection 3.6.
Setting 1 studies the effect of missing a linear term. Setting 2 studies the effect of missing
an interaction term. In setting 3, we study the effect of missing a quadratic term. The
results are shown in Table 3-5.
From the results, BAGofT has good performance in all of the cases. In case 1 and case
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Table 1: The MTAs in Subsection 4.1. Only Model A is used to generate the data. We
assess the goodness-of-fit of Model A and Model B, and compare the size and power of
the BAGofT and HL tests. Setting 1 concerns the effect of missing a main effect. Setting
2 concerns the effect of missing an interaction. Setting 3 concerns the effect of missing a
quadratic effect.
Setting Model A Model B
1 β0 + β1x1 + β2x2 + β3x3 β0 + β1x1 + β2x2
2 β0 + β1x1 + β2x2 + β3x1x2 β0 + β1x1 + β2x2
3 β0 + β1x1 + β2x2 + β3x3 + β4x
2
1 β0 + β1x1 + β2x2 + β3x3
Table 2: The data generating distributions and coefficients for each covariate in each set-
tings in Table 1.
Covariate distribution Coefficients
Setting x1 x2 x3 x4 β0 β1 β2 β3 β4
1 U(−3, 3) N (0, 2.25) χ24 0.267 0.267 0.217 or 0.651
2 U(−3, 3) U(−3, 3) x1x2 0.3 0.3 0.5 or 0.8
3 U(−3, 3) N (0, 2.25) χ24 or χ28 x4 = x21 -2 0.3 0.3 0.3 0.3
3, the BAGofT has a significant advantage over the HL test. We will unveil this result by
means of 3D plots in the following subsection.
4.2 Further explanation on how BAGofT works
One of the most straightforward way to explain the outstanding performance of BAGofT
is drawing 3D plots. However, there are 3 covariates in Settings 1 & 3. For the illustration
purpose, we perform two additional simulations that give results very close to Settings 1 &
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Table 3: Rejection rates under Setting 1 of Table 1. Here the superscript “0” refers to
testing Model A (correct) and superscript “1” to Model B (lack of fit). Bold numbers are
the larger one of hl1 and bag0.
β3 n hl
0 hl1 bag0 bag1
0.217 200 0.058 0.045 0 0.24
0.217 500 0.04 0.041 0.001 0.75
0.217 1000 0.042 0.04 0.002 0.975
0.651 200 0.068 0.052 0 0.724
0.651 500 0.057 0.044 0 0.999
0.651 1000 0.048 0.048 0.001 1
3 and with 2 covariates only. In Setting 4, we generate data by β0 + β1x1 + β2x2 and the
MTA is β0+β1x1, where β0 = 0, β1 = β2 = 0.267. The value of covariate x1 is generated by
N (0, 2.25), the value of covariate x2 is generated by χ24. In Setting 5, we generate data by
β0+β1x1+β2x2+β3x
2
1 and the MTA is β0+β1x1+β2x2, where β0 = −2, β1 = β2 = β3 = 0.3.
The value of covariate x1 is generated by U(−3, 3), the value of covariate x2 is generated
by χ22. In one sentence, these two simulations are based on the simulations of Settings 1 &
3 except that one covariate is dropped.
The results are close to the ones in Settings 1 & 3. The 3D plots are shown in Figures
3 and Figure 4. The vertical axis is for the values of observed responses and true model
probabilities. The top plane corresponds to 1 and bottom plane corresponds to 0. The
x1-axis and x2-axis correspond to the values of two covariates. The dots in the top planes
are the observations with y = 1 and dots in the bottom planes are the observations with
y = 0. Different colors represent different groups that observations belong to under the HL
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Table 4: Rejection rates under Setting 2 of Table 1. Notations are the same with Table 3.
β3 n hl
0 hl1 bag0 bag1
0.5 200 0.033 0.892 0 0.836
0.5 500 0.046 0.999 0.001 0.999
0.5 1000 0.046 1 0.001 0.999
0.8 200 0.065 0.85 0 0.999
0.8 500 0.047 0.967 0 1
0.8 1000 0.057 0.998 0.002 1
Table 5: Rejection rates under Setting 3 of Table 1. Notations are the same with Table 3.
χ2df n hl0 hl1 bag0 bag1
4 200 0.045 0.073 0 0.636
4 500 0.055 0.104 0 0.994
4 1000 0.05 0.188 0.003 1
8 200 0.055 0.037 0 0.257
8 500 0.052 0.053 0 0.868
8 1000 0.052 0.062 0.001 1
test or BAGofT. In Figures 3, the surface (orange) that changes with respect to both x1
and x2 is the data generating model, the surface (blue) that only changes with respect to x1
is the MTA. In Figures 4, the surface (orange) that has a parabola relation with respect to
x1 is the data generating model, the surface (blue) that only changes linearly with respect
to x1 and x2 is the MTA. In Setting 4, the fitted model misses covariate x2, so the fitted
mode surface does not change with x2. Since the fitted probability is only related to x1, the
partition boundaries in the Hosmer-Lemeshow test are vertical to x1-axis. However, this
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partition offsets the difference between fitted surface and true model surface, since half of
the fitted model surface is above the true model surface and the other half is below. For
BAGofT, it can be seen that most of the partition lines are parallel to x1 axis. In this way,
the part that true model surface is lower than fitted model surface and the part that true
model surface is higher than the fitted model surface are divided into different groups, thus
producing larger power for the goodness-of-fit test. In Setting 5, since the fitted model
misses a quadratic term, we also have a part of the true model surface higher than the
fitted model surface and the other part lower than the fitted model surface. We can see
that the partition of BAGofT is again better than the partition of HL test in this case.
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Figure 3: The 3D plots for Setting 4. The surface (orange) that changes w.r.t. both x1
and x2 is the data generating model, the surface (blue) that only changes w.r.t x1 is the
MTA. The dots on the top plane are observed 1’s from the true model and dots on the
bottom plane are observed 0’s from the true model. Dots with different colors represent
observations in different groups. In the groups determined by the the HL test, about half
of the true model surface is above the fitted model surface and the other part is below. So
this partition gives small averaged difference. For BAGofT, we either have the majority of
true model surface is above the fitted model surface or the majority of true model surface
is below the fitted model surface in each group.
Figure 4: The 3D plots for Setting 5. The surface (orange) that has a parabola relation
w.r.t. x1 is the data generating model, the surface (blue) that only changes linearly w.r.t
x1 and x2 is the MTA. The dots on the top plane are observed 1’s from the true model and
dots on the bottom plane are observed 0’s from the true model. Dots with different colors
represent observations in different groups. The results are similar to Setting 4.
4.3 Adaptive grouping assisted by other procedures
We present an example of adaptive goodness-of-fit test aided by neural networks or random
forests. The data is generated by a logistic regression model
log
(
p
1− p
)
= −0.15 + 0.3x1 + 0.3x2 + 0.1x3 + 0.2x4 + 0.2x5 + 0.3x6 + 0.3x7 + 3x47,
where x1, x2 are from U(−3, 3), x3, x4 are from N (0, 2.25), x5 is from χ24, x6 is from
Bernoulli(0.5) and x7 is from N (0, 4). The logistic regression model we test misses the
term x47. The procedure is independently replicated 500 times, and each time we apply
BAGofT with 100 splits. The considered partition schemes include our suggested scheme
(Algorithm 1) using covariate sample quantiles, BAGofT with neural network, BAGofT
with random forest and BAGofT with MTA pˆ. For the last three methods, the algorithms
are the same with Algorithm 1 except we replace the covariate observations in Algorithm 1
by fitted probability on the training set from neural network, random forest and MTA. All
of the models are estimated from the training data and used to generate fitted probabilities.
The neural network model is a two-layer feedforward network with 5 units in the hidden
layer. The minimum number of observations in each group from training data is n/10. The
number of observations n is 500 or 1000, and the number of groups K is 3 or 5. For K = 3,
the training set size for n = 500 and n = 1000 are 455 and 940 respectively. For K = 5,
the training set size for n = 500 and n = 1000 are 425 and 900 respectively. We also apply
the HL test for comparison. The rejection rates are shown in Table 6. From the results,
partition based on covariate quantiles has less power than the partition based on neural
networks and random forest when we have insufficient number of groups. Partition based
on fitted probabilities from the MTA and the HL test do not have power. We also study
the rejection rates for the correctly specified model. The settings are the same as above
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except that the MTA is correctly specified. In this experiment, all the tests reject 0 times.
Theoretically, our recommended scheme can detect any deviation of the model from the
data as long as we have enough data and partition the covariate space into sets that are
fine enough. But in practice, limitation of the sample size may prohibit us from doing so.
In this context, adaptive partition based on the fitted probability from other models offers
a possible solution. We can also combine the advantages of partitions based on covariate
values and partitions based on fitted probabilities by considering both of them as candidates
and choose one based on the B in (5).
Table 6: Rejection rates of bag using different partition schemes and the HL test in 500
replications. Partition schemes include Algorithm 1 based on covariates sample quantiles,
partition based on sample quantiles of fitted probabilities from neural network, random
forest and MTA.
n K(bag) Cov quantiles neural network random forest MTA pˆ HL
500 3 0.566 0.964 0.842 0 0.032
1000 3 0.758 1 1 0 0.01
500 5 1 0.974 0.75 0 0.048
1000 5 1 1 1 0 0.012
5 Real data example
We use a real data example to demonstrate the application of BAGofT including the
diagnosis after discovering underfit. Since when the number of covariates is larger than 2,
it is hard to visualize the model and data by 3D plots, we will apply the methods mentioned
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in Subection 3.7 by counting how many times a covariate is used as the boundaries of the
partitions. The data was from the study by Shigemizu et al. (2019) and can be downloaded
from Gene Expression Omnibus (GEO) database with accession number GSE120584. The
paper studies the prediction of dementia using logistic regression model and micro-RNA
data. The study fits logistic regression models on the principal components of pre-selected
micro-RNA data. The selection of micro-RNA and the number of principal component are
determined by results from 10-fold cross-validation and area under the curve (AUC).
We study the logistic regression model for Alzheimer’s disease (AD) only. The data for
this model is obtained by combining the data of AD and normal controls (NC). The number
of observations n = 1309. The paper selects 78 micro-RNA and 10 principal components
to fit the prediction model for AD. We first consider a smaller logistic model using the first
5 principal components as the covariates:
log
(
p
1− p
)
= β0 + β1PC1 + β2PC2 + β3PC3 + β4PC4 + β5PC5.
We test whether there is a significant underfitting of this models as an approximation to
P (dementia|PC1, · · ·PC20) = pi(PC1, · · ·PC20).
We use multiple splitting and finite sample correction for BAGofT statistic with s = 100,
K = 5, Nmin = n/10, n1 = 1195. The p-value of the test is 0.0003 which shows an
underfitting of the model under the 0.05 significance level. To find out possible reasons for
this underfit, we check the counts of each covariate as discussed in Subsection 3.7. It turns
out that the most frequent covariate PC9 occurred 101 times in constructing the sets with
the largest contribution, and 499 times in all of the sets from 100 splitting results.
The second model we test is
log
(
p
1− p
)
= β0 + β1PC1 + β2PC2 + β3PC3 + β4PC4 + β5PC5 + β6PC9.
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The p-value from BAGofT is 0.0025, which still indicates an underfitting under the 0.05
significance level. The partition results show that probably PC6 is the main reason for the
underfitting, with 96 counts in the sets with the largest value, and 421 count in all of the
sets from 100 partitions.
The third model we test is
log
(
p
1− p
)
= β0 + β1PC1 + β2PC2 + β3PC3 + β4PC4 + β5PC5 + β6PC9 + β7PC6.
The p-value from BAG is 0.9999, which does not indicate a significant underfitting of the
model. Note that we ignored the effect of sequential tests, but the above results are still
valid after a Bonferroni correction. More details for the counts of the covariates used in the
partition can be found in the supplement. As a comparison, we also performed Hosmer-
Lemeshow test with 10 groups to these models. The corresponding p-values are 0.4632,
0.7019 and 0.4631, respectively.
6 Conclusion
We have proposed a new approach for goodness-of-fit test for binary response regression
models. The nature of adaptive grouping to flexibly expose weaknesses of the model
to assess makes our BAGofT highly powerful. An important feature of our approach
is that through data splitting, explorations in grouping does not increase the test size
while offering more opportunities to detect the deficiency of the model under consid-
eration. Numerical results have demonstrated its advantage compared with the state-
of-the-art Hosmer-Lemershow test. The R package “BAGofT” is available from https:
//github.com/JZHANG4362/BAGofT and is currently under inspection of CRAN.
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