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Abstract
We present a unified variational treatment of evolving configurations in crys-
talline solids with microstructure. The crux of our treatment lies in the in-
troduction of a vector configurational field. This field lies in the material, or
configurational, manifold, in contrast with the traditional displacement field,
which we regard as lying in the spatial manifold. We identify two distinct
cases which describe (a) problems in which the configurational field’s evolu-
tion is localized to a mathematically sharp interface, and (b) those in which
the configurational field’s evolution can extend throughout the volume. The
first case is suitable for describing incoherent phase interfaces in polycrys-
talline solids, and the latter is useful for describing smooth changes in crys-
tal structure and naturally incorporates coherent (diffuse) phase interfaces.
These descriptions also lead to parameterizations of the free energies for the
two cases, from which variational treatments can be developed and equilib-
rium conditions obtained. For sharp interfaces that are out-of-equilibrium,
the second law of thermodynamics furnishes restrictions on the kinetic law
for the interface velocity. The class of problems in which the material un-
dergoes configurational changes between distinct, stable crystal structures
are characterized by free energy density functions that are non-convex with
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respect to configurational strain. For physically meaningful solutions and
mathematical well-posedness, it becomes necessary to incorporate interfacial
energy. This we have done by introducing a configurational strain gradient
dependence in the free energy density function following ideas laid out by
Toupin (Arch. Rat. Mech. Anal., 11, 1962, 385-414). The variational
treatment leads to a system of partial differential equations governing the
configuration that is coupled with the traditional equations of nonlinear elas-
ticity. The coupled system of equations governs the configurational change
in crystal structure, and elastic deformation driven by elastic, Eshelbian, and
configurational stresses. Numerical examples are presented to demonstrate
interface motion as well as evolving microstructures of crystal structures.
Keywords
Free energy; thermodynamic driving force; gradient regularization; con-
figurational stress; spline basis functions.
1. Introduction
We present a variational treatment of evolving configurations in solids.
Of interest to us are problems in which a kinematic field can be identified,
which describes the essential aspects of the material’s configuration, while
another distinct field, the displacement, furnishes the kinematics necessary
for representing the nonlinear elastic response. Such a separation is possible
upon a suitable definition of configurations for the cases at hand. A series of
mathematical steps can then follow: The total free energy can then be writ-
ten as a functional of both the configurational and the displacement fields.
With it, we can seek equilibrium states that render the free energy station-
ary with respect to both fields. The corresponding Euler-Lagrange equa-
tions governing the configurational and displacement fields can be solved.
The motivation from physics comes of asking whether a solid under load can
seek to reach equilibrium by varying some configurational degree of freedom
that can be identified as being distinct from the displacement field.
The somewhat abstract arguments laid out above have relevance to crys-
talline solids that undergo phase transformations coupled with elastic defor-
mation: In a classical continuum setting, the elastic deformation is obtained
from the displacement, which is the only kinematic field. No phenomena are
sought to be modeled, other than the mapping of the reference to current
placements. In this setting, the reference and material placements coincide,
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and most importantly, they are fixed. In contrast stands any phenomenon in
which, the material configuration evolves from a reference material configu-
ration, and can be represented, on a physical basis, by a configurational field
that is distinct from the displacement field. Here, we are concerned with
two specific examples: (a) In a multi-phase solid where phase change occurs
at interphase interfaces, the configurational field would represent interface
migration. The phase, and therefore the crystal structure at a material
point will change if the interface migrates through that point. This causes a
change in the material configuration of the point. Since the crystal structure
(material configuration) changes across the mathematically sharp interface,
the latter is incoherent. (b) Alternately, in a multi-phase solid, the crystal
structure may change smoothly from one phase to another over an interface
that has finite width, rather than being mathematically sharp. In this case
also, the material configuration evolves with the crystal structure. Clearly,
this would be a case of coherent interphase interfaces. Here too, the con-
figurational field would represent the crystal structure at any point in the
solid as a map from some well-defined, reference material configuration.
In each of cases a and b, with the evolved material configuration deter-
mined as above, the displacement field can be defined as the point-to-point
map from this configuration to the current/deformed placement that lies in
the spatial manifold. An elastic deformation can then be identified from this
displacement field.
With two distinct kinematic fields thus identified, the response of the
solid can be described by parameterizing the free energy functional in terms
of these two fields. The imposition of equilibrium as the conditions of sta-
tionarity under variations on the configurational and displacement fields
reveals two sets of Euler-Lagrange equations. As expected, one set con-
tains the standard partial differential equations of elasticity. The second
set is novel, and consists of partial differential equations and accompanying
boundary conditions that involve the conventional elastic stress, the Eshelby
stress, as well as a distinct configurational stress.
The treatment of a configurational force, distinct from standard, Newto-
nian, forces acting on imperfections in a crystal lattice was given by Eshelby
[1951], building off work from the late nineteenth century [Burton, 1892, Lar-
mor, 1897]. The last two decades have seen a resurgence in the literature on
configurational forces. Some of the theoretical underpinnings can be found
in Gurtin [2000], Maugin [1995], Kienzler and Herrmann [1997], Steinmann
[2002], Maugin [2011] and Vu and Steinmann [2012]. Applications have also
been developed, such as to finite element discretization [Mueller and Mau-
gin, 2002], to the dynamics of defects [Acharya and Fressengeas, 2012], to
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spatial and material covariant balance laws [Yavari et al., 2006] for modeling
elastic inclusions [Yavari and Goriely, 2013], and to fracture mechanics [Den-
zer and Menzel, 2014], Configurational force equations can be derived in the
setting of classical balance laws, or, with appropriate assumptions, within a
variational framework. Gurtin [2000] regards configurational forces as fun-
damental quantities in continuum physics, analogous to standard forces. On
that premise, he regards configurational balance laws as the corresponding,
fundamental laws that must exist in order to govern these forces. This has
led to a debate on whether new physics is posited by the introduction of
configurational forces [Maugin, 2011, Podio-Guidugli, 2002]. The work we
present here lies within a variational setting, and circumvents this debate
by relying on the (perhaps) more accepted notion of equilibrium to arrive
at balance laws as Euler-Lagrange equations of free energy functionals. The
resulting partial differential equation for configurational equilibrium also
arises in Gurtin [2000], and in Maugin [2011], where it has been called the
fully material equilibrium equation.
We consider first the problem of configurational changes taking place at
a sharp, migrating interface between two solid material phases. We show
that the variational method produces a partial differential equation of con-
figurational equilibrium in addition to the standard partial differential equa-
tion of elasticity. Assuming satisfaction of quasi-static elastic equilibrium,
the partial differential equation for configurational equilibrium is identically
satisfied everywhere except on the interface itself. There, it takes the form
of a jump condition, which also vanishes if equilibrium is satisfied at the
interface. However, it is of interest to consider solids that are far from equi-
librium, and therefore have migrating interfaces. Then, the second law of
thermodynamics provides guidance for choosing a sufficient form for the in-
terface velocity. We adopt the well-known and widely-used level set method
[Osher and Sethian, 1988] to track the interface’s motion based on this ve-
locity. Here, we list just a few of a vast number of level set applications:
Barth and Sethian [1998] modeled an isotropic etching process with a con-
stant velocity and a directional etching process with a velocity dependent
on the interface orientation. Macklin and Lowengrub [2006] modeled tu-
mor growth with a curvature dependent velocity. The velocity in oxidation
problems modeled by Rao et al. [2000], Rao and Hughes [2000], Garikipati
and Rao [2001] is based on material composition. Finally, we note that
Kalpakides and Arvanitakis [2009] used a velocity based on configurational
forces to model ferroelastic materials, although it is arrived at differently
than in the present work.
We next turn to the problem of smoothly varying configurational changes
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in crystal structure that occur over interfaces of finite width. The smooth-
ness implies that the configurational change extends over finite sub-volumes
and transforms the crystal structure from the parent to the daughter phases.
Therefore, it is in contrast to the case of phase transformation only at a mi-
grating sharp interface. The configurational change of the crystal structure
over the volume suggests that there is a contribution to the free energy
density function, which is associated with this configurational field. The
variational treatment based on stationarity of the free energy functional
leads to a partial differential equation for configurational balance that holds
throughout the volume of the crystalline solid. There is therefore a funda-
mental difference in the form of the governing equations from that for phase
changes that occur only at a sharp interface. The variational setup, however,
is similar in both problems. Such a consideration of configurational change
that occurs over the volume of a material was attempted, albeit in a limited
manner, by Garikipati et al. [2006] in the context of remodeling in biology.
Since the parent and daughter crystal structures are equilibrium structures
under suitable conditions, the free energy density function must exhibit local
minima in configurational tangent space corresponding to these structures.
The free energy density function is therefore non-convex and admits mi-
crostructures, thus placing the problem in a class that has spawned a rich
mathematical literature including Bhattacharya and Kohn [1997], Mu¨ller
[1999], Bhattacharya et al. [2004]. It also is well-known that the non-convex
free energy density functions must be enhanced by terms that penalize gra-
dients in the tangent maps of the configurational variables for mathematical
well-posedness and physically meaningful solutions [Ball and Crooks, 2011].
Such considerations were accounted for by Rudraraju et al. [2014, 2016], who
treated non-convex free energy density-driven microstructure formation in
nonlinear gradient elasticity following Toupin [1962]. We have extended this
treatment to the configurational field in this communication.
Our treatment begins with consideration of the problem where the con-
figurational change is restricted to a sharp interface in Section 2, and then
moves on to the problem of smoothly varying configurational change over
a diffuse interface in Section 3. The treatment is illustrated by numerical
examples in both sections. Concluding remarks appear in Section 4.
2. Configurational change restricted to a sharp interface
Consider a body that is an open set Ω ⊂ R3 with two open subsets,
Ωα and Ωβ consisting of phases α and β, respectively, that meet at a sharp
interface Γ ⊂ Ω. Here Γ is a 2-manifold that can be constructed as a mapping
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Figure 1: Kinematics of the configurational changes and elastic deformations
with a sharp interface.
Γ : R2 7→ R3 (see Figure 1). Let
Ω = Ωα ∪ Ωβ
Γ = ∂Ωα ∩ ∂Ωβ
∂Ω = ∂Ωα ∪ ∂Ωβ \ Γ (1)
We denote the traditional traction boundary, where external, standard trac-
tions can be imposed, by ∂ΩST , while the traction-like boundary related to
changes in material configuration is ∂ΩMT . This description is of the body in
some material configuration.
We suppose that the body has arrived at the above configuration by
undergoing a phase transformation from the reference material configuration
Ω0, characterized by motion of the interface from its reference configuration
Γ0 to Γ in configurational space. The reference material configurations of Ωα
and Ωβ are, respectively, Ωα0 and Ωβ0 . The point-to-point map κ is from the
reference material configuration Ω0 onto the evolved material configuration
Ω.
X = κ(X0) = X0 +U (2)
χ =
∂κ
∂X0
= 1+
∂U
∂X0
(3)
Here, X0 and X are the reference and evolved values of the configurational
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field. We will refer to U as the configurational displacement, since it de-
scribes the change in material configuration through the evolution of the
phases and their interface.
The elastic deformation of the body is described in the standard manner
based on the mapping φ : Ω 7→ Ωt, defined as:
x = φ(X) = X + u (4)
where u is the standard displacement field. The elastic deformation gradient
is then defined as
F =
∂φ
∂X0
∂X0
∂X
=
∂φ
∂X
= 1+
∂u
∂X
(5)
These variables can also be written in terms of X0, as follows:
x = φ(κ(X0)) = X0 +U + u (6)
F =
(
1+
∂U
∂X0
+
∂u
∂X0
)(
1+
∂U
∂X0
)−1
(7)
We emphasize the distinctions between the configurational map, κ and the
deformation map φ, their respective tangent maps χ and F , and the asso-
ciated configurational and standard displacement fields U and u.
The Gibbs free energy of the system is given by the following functional
defined over Ω, where ψα(F ,X) and ψβ(F ,X) are the strain energy density
functions for the two phases:
Π[u;U ] =
∫
Ωα
ψα(F ,X) dV +
∫
Ωβ
ψβ(F ,X) dV
−
∫
Ω
f(X) · u dV −
∫
∂ΩST
T · udS (8)
We perform a change of variables to define the functional over Ω0, noting
that constancy of the traction loading during configurational change implies
that TdS = T 0dS0:
Π[u;U ] =
∫
Ωα0
ψα(F ,κ(X0)) detχdV0 +
∫
Ωβ0
ψβ(F ,κ(X0)) detχdV0
−
∫
Ω0
f(κ(X0)) · udetχdV0 −
∫
∂ΩST0
T 0 · u dS0 (9)
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2.1. Variational formulation
We consider variations on the configurational displacement, U ε := U +
εW , and on the standard displacement, uε := u + εw. We compute the
first variation using the functional defined over the fixed, reference material
configuration Ω0. A complete derivation is presented in Appendix A. Note
that we express the two integrals
∫
Ωα
ψα and
∫
Ωβ
ψβ with a single integral∫
Ω ψ.
d
dε
Π[uε;U ε]
∣∣∣∣
ε=0
=
d
dε
{∫
Ω0
ψ(F ε,κε(X0)) detχε dV0
−
∫
Ω0
f(κε(X0)) · uε detχε dV0
−
∫
∂ΩST0
T 0 · uε dS0
}∣∣∣∣
ε=0
(10)
At equilibrium, the first variation of the Gibbs free energy is zero: [dΠ/dε]ε=0 =
0. The first variations of F and detχ are derived from equations (7) and
(3), respectively:
dF ε
dε
=
[
∂w
∂X0
+ (1− F ε) ∂W
∂X0
]
χε−1 (11)
ddetχε
dε
= 1 :
(
∂W
∂X0
χε−1
)
detχε (12)
Substituting (11) and (12) into (10) defining the first Piola-Kirchhoff
stress as ∂ψ/∂F = P , and using dκε/dε = W and duε/dε = w gives
0 =
∫
Ω0
P :
(
∂w
∂X0
χ−1
)
detχdV0 −
∫
Ω0
(f ·w) detχdV0
+
∫
Ω0
(P − (f · u)1+ E) :
(
∂W
∂X0
χ−1
)
detχdV0
+
∫
Ω0
(
∂ψ
∂κ
− u · ∂f
∂κ
)
·W detχdV0 −
∫
∂ΩST0
T 0 ·w dS0 (13)
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Following a number of previous authors [Maugin, 1995, Kienzler and Her-
rmann, 1997, Gurtin, 2000] we recognize the Eshelby stress tensor E :=
ψ1− F TP . We now rewrite this weak form on Ω:
0 =
∫
Ω
P :
∂w
∂X
dV −
∫
Ω
(f ·w) dV
+
∫
Ω
(P − (f · u)1+ E) : ∂W
∂X
dV
+
∫
Ω
(
∂ψ
∂X
− u · ∂f
∂X
)
·W dV −
∫
∂ΩST
T ·w dS (14)
The strong form is derived from the weak form using standard variational
arguments. In equation (14) we allow discontinuities at the phase interface
in all fields except W and w. The corresponding strong form consists of
the two following sets of equations. The first set (15a - 15c) represents the
standard governing partial differential equations and boundary conditions of
nonlinear elasticity, now extended to include an interface Γ. The second set
of equations (15d - 15f) has been simplified under the assumption that the
preceding equations of nonlinear elasticity are satisfied. We use the operator
∇· here to refer to the divergence with respect to X. Note that N is the
unit normal to the boundary of the body, and NΓ is the normal to the
interface.
PN − T = 0 on ∂ΩST (15a)
[[PNΓ]] = 0 on Γ (15b)
∇ · P + f = 0 in Ω (15c)
(E + P − (f · u)1)N = 0 on ∂ΩMT (15d)
[[ (E − (f · u)1)NΓ]] = 0 on Γ (15e)
∇ · E − ∂ψ
∂X
− F Tf = 0 in Ω (15f)
Note that equation (15f) corresponds exactly to the partial differential equa-
tion derived in Gurtin [2000] and Maugin [2011]. This reduces further, using
coordinate notation for clarity, with lower case indices for objects defined
on Ωt and upper case indices for objects defined on Ω.
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(ψδIJ − FiIPiJ),J −
∂ψ
∂XI
− FiIfi = 0
∂ψ
∂FiJ
FiJ,I +
∂ψ
∂XI
− FiI,JPiJ − FiIPiJ,J − ∂ψ
∂XI
− FiIfi = 0
PiJFiJ,I − FiI,JPiJ − FiIPiJ,J − FiIfi = 0 (16)
Using the relation FiI,J = FiJ,I and PiJ,J = −fi from equation (15c), this
equation vanishes identically. Thus, if the standard governing partial differ-
ential equation for nonlinear elasticity, PiJ,J+fi = 0 in Ω is satisfied, the cor-
responding configurational partial differential equation EIJ,J− ∂ψ∂XI −FiIfi =
0 in Ω is trivially satisfied.
2.2. Interfacial energy
Interfacial energy can be included by adding the integral
ΠΓ =
∫
Γ
ψΓ dS (17)
to the free energy functional Π, where ψΓ is the interfacial free energy den-
sity. Assuming ψΓ is a constant, the first variation of this integral is
δΠΓ
δU
·W =
∫
Γ
−2ψΓH (W ·NΓ) dS
−
∮
∂Γ
ψΓW · (N × T Γ) (NΓ ·N)T Γ · dr (18)
where H is the mean curvature of Γ. This term would affect equation (15e)
and add a condition over ∂Γ, resulting in the following:(
[[E − (f · u)1]]− 2ψΓH1)NΓ = 0 on Γ (19a)
ψΓNΓ ·N = 0 on ∂ΓT (19b)
A full derivation is included in Appendix B.
2.3. Nonequilibrium with respect to material evolution
Suppose that the body is at equilibrium everywhere except with respect
to configurational evolution of the interface, Γ. Then, as the foregoing treat-
ment demonstrates, the first variation of the free energy reduces to
δΠ
δU
·W =
∫
Γ
W · [([[E − (f · u)1]]− 2ψΓH1)NΓ] dS (20)
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The field W represents variation of the interface. In a rate formulation, this
would be replaced by the interface velocity V Γ.
Π˙ =
∫
Γ
V Γ ·
[(
[[E − (f · u)1]]− 2ψΓH1)NΓ] dS (21)
We let
V Γ = −M
[(
[[E − (f · u)1]]− 2ψΓH1)NΓ] (22)
with M a positive definite tensor to ensure decrease in free energy (Π˙ ≤ 0),
thus satisfying the second law of thermodynamics. The presence of H in the
interface velocity makes this a general curvature driven flow.
2.4. Numerical treatment
We use the level set method for movement of the sharp interface in
the case of nonequilibrium with respect to material evolution. All partial
differential equations are solved using the finite element method.
2.4.1. Level set method
In the level set method, the interface is represented by the zero contour
or level set of a scalar field, Φ(X, t) [Osher and Sethian, 1988]. The evolution
of Φ (and the zero level set) is governed by the following partial differential
equation:
∂Φ
∂t
= −v|∇Φ| (23)
where the scalar v is the advection velocity (i.e. the normal component of
the level set velocity). The behavior of the level set evolution is improved
when Φ is a signed distance function. Replacing v with ve helps to maintain
this property, where ve is the extensional velocity, defined as the advection
velocity at the closest point on the zero level set. This “closest point” gen-
erally does not coincide with a node or an integration point. Additionally,
the field Φ is periodically reinitialized as a signed distance function based
on the current location of the zero level set. The method of reinitialization
used here involves solving the Eikonal equation |∇Φ| = 1, using the follow-
ing partial differential equation [Russo and Smereka, 2000] with additional
constraints on Φ to reduce spurious movement of the zero level set:
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∂Φ
∂tˆ
= sgn(Φ0)(1− |∇Φ|)
Φ0(X) = Φ(X, 0) (24)
Note that tˆ is a time-like parameter introduced only to allow relaxation of
Φ to a signed distance function during reinitialization.
2.4.2. Finite element methods
Both the level set equation and the Eikonal equation used in reinitializa-
tion are solved using finite element methods. To reduce spatial oscillations
common to advection-diffusion equations, the streamline upwind/Petrov-
Galerkin (SUPG) weak form is used [Brooks and Hughes, 1982]:
w˜ = w + τ
v · ∇w
|v|∫
Ω
w˜
∂Φ
∂t
dV = −
∫
Ω
w˜ve|∇Φ|dV (25)
Since we are only interested in Φ near the zero level set, the level set equation
is only solved within a narrow band about the zero level set. The elastic,
finite deformation of the body is modeled using the Bubnov-Galerkin weak
form. The elasticity problem is solved over the entire domain using the field
Φ to determine material properties at each integration point.
2.5. Numerical simulation
Figures 2 - 5 present the plane strain computation of a two-phase mate-
rial with a migrating sharp interface, under vanishing body force and zero
interfacial energy. The initial phase distribution is as shown in Figure 2,
with a compliant phase (Young’s modulus E = 20 GPa) surrounded by a
stiffer phase (E = 30 GPa). All other material properties are the same for
both phases. The body is subjected to displacement controlled, uniaxial
tension. At each time step, the interface motion is modeled via the level set
equation, and the current elastic deformation is found based on the updated
interface location. The zero level set velocity is found using equation 22. We
used a time step of .001 s and M equal to the isotropic tensor multiplied by
2e-8 m3/(Ns). The problem was allowed to evolve until an apparent steady
state was achieved.
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Figure 2: An example problem of sharp interface motion driven by displace-
ment controlled, uniaxial tension.
Figure 3 shows the evolution of the zero level set as the interface moves
in the evolved reference configuration Ω, driven by the jump in the Eshelby
stress tensor. A steady state solution is arrived at within 4000 time steps, or
4 s. The time scale of the probem is consistent with the interface velocity,
which is initially about 5 m/s, and the size of the domain. It is shown
in Figure 4 that at steady state, all of the level set velocity vectors are
tangential to the level set. As a result, there is no movement normal to the
zero level set and a steady state is achieved.
The elastic deformation on the top and bottom edges of the body can be
seen in Figure 5, which is in the current, deformed configuration Ωt. Initially,
that deformation is greatest in the middle, due to the concentration of the
compliant phase in the center. However, the interface evolves in such a way
that the elastic deformation along the edges becomes nearly uniform by the
time the phases reach a steady state.
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(a): Time step = 1 (b): Time step = 50 (c): Time step = 250
(d): Time step = 1000 (e): Time step = 4000 (f): Time step = 7000
Figure 3: Evolution of the sharp interface in the evolved reference configu-
ration Ω over time. The interface is represented by the zero level set (red
line) and is updated over a narrow band enclosing the zero level set (colored
elements). The velocity vectors of the level sets are shown, but nearly vanish
at later times, and are therefore not discernible in (c–f).
Figure 4: At steady state, the level set velocity vectors are all tangential to
the level sets (at time step = 7000 and velocity vectors scaled 3x).
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(a): Time step = 1 (b): Time step = 7000
Figure 5: Evolution of elastic deformation due to the change in material
configuration (10x displacement shown).
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3. Configurational change over a volume; diffuse interfaces
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Figure 6: Kinematics of the configurational changes and elastic deformations
causing a diffuse interface.
We now turn to the case of a solid that can undergo phase changes
throughout the volume, considering again equilibrium with respect to both
the configurational and standard displacements. As discussed in the Intro-
duction, the material’s configuration, represented by the crystal structure,
varies smoothly between parent and daughter phases, thus creating diffuse
interfaces between the phases (see Figure 6). In this case, the invertible
map κ and its gradient, χ = ∂κ/∂X0, model the distortion of the crystal
structure associated with the phase change. We introduce the mapping φ¯
and gradient F¯ giving the final placement of the body via configurational
and standard displacements from the reference material configuration:
x = φ¯(X0) = X0 + u¯ (26)
F¯ =
∂φ¯
∂X0
= 1+
∂u¯
∂X0
(27)
The deformation map φ and deformation gradient F model standard elastic
deformation relative to the evolved material configuration (distorted crystal
structure) and are as defined previously.
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3.1. The cubic to tetragonal transformation
To fix ideas we consider a cubic to tetragonal transformation, although
our methods have wider applicability to any smooth change in crystal struc-
ture. In the reference material configuration, the solid is stable in the cubic
crystal structure at high temperature. The free energy density function has
a single well in this phase. We assume that a rapid quench renders the
cubic phase unstable to a configurational change by distortion into tetrag-
onal phase. Three such tetragonal variants are possible, and the solid is
stable in any of these structures, implying that they are local minima of
the free energy density. Furthermore the configurational change between
one tetragonal variant and another is smooth, and these variants are sepa-
rated by diffuse interfaces. In this phase, therefore, the solid’s free energy
density is a smooth, non-convex function of χ with three minima corre-
sponding to the three stable and equivalent tetragonal variants (Figure 7).
A two-dimensional version of these configurational changes is the square
to rectangle transformation (Figure 8), which serves well to fix ideas. We
also return to two dimensions for the first numerical example in Section 3.4.
While we use free energy functions with wells of equal depth as examples,
there is nothing in this work that requires that the depths be equal.
Figure 7: Tetragonal variants and free energy density contours in 3D. The
axis, η2 and η3, are reparametrized strains.
3.2. Free energy density functions
The free energy density function associated with the configurational
changes described above is ψM = ψˆM(X0,χ,∇0χ). Note that we use the
operator ∇0 to refer to derivatives with respective to X0 for brevity in no-
tation. This function allows for inhomogeneity via X0 and, as discussed in
17
Figure 8: Tetragonal variants and free energy density schematic in 2D.
Section 3.1, is dependent on the tangent map of the configurational field χ.
Since ψM is non-convex in the tetragonal phase, it allows the development of
microstructures formed by laminae of the tetragonal variants, as discussed
extensively in the literature. See Bhattacharya and Kohn [1997], Mu¨ller
[1999], Bhattacharya et al. [2004] for a background discussion. As is also
well-known, these microstructures can develop with arbitrary fineness unless
the diffuse interfaces between sub-regions of a single variant are penalized.
This is done by inclusion of a dependence on∇0χ for regularization [Ball and
Crooks, 2011, Rudraraju et al., 2014]. This ensures physically meaningful
solutions and mathematical well-posedness. The free energy density func-
tion for the standard elastic deformation relative to Ω is ψS = ψS(X,F ,χ),
where X = κ(X0). Similar to ψM, the elastic free energy depends on X
and the elastic deformation gradient F . Anisotropic elastic response can be
incorporated if ψS is made to depend on χ: The local value of χ determines
the tetragonal variant arising as a result of the configurational change, and
therefore sets the anisotropy of response due to elastic deformation relative
to this evolved material configuration, Ω. The free energy of the system is
then modeled with the following Gibbs free energy functional (Figure 9):
Π[u¯;U ] =
∫
Ω0
[
ψM(X0,χ,∇0χ) + ψS(X,F ,χ) detχ]dV0
−
∫
Ω0
f0 · u¯dV0 −
∫
∂ΩST0
T 0 · u¯dS0 (28)
We draw attention to the definition of quantities relative to the reference
material configuration, Ω0, extending to the work terms of the body force
and traction. This seems natural because κ corresponds to distortion of the
crystal structure, and φ is further motion relative to the distorted crystal.
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Therefore, the distributed forces are dual to the total displacement u¯ =
U + u.
X0
X
x
(X0)
(X)
F 
Evolved Material
Configuration, 
Current Deformed
Configuration, t
Reference Material
Configuration, 0
(X0)
F = 
∂
∂X0
ψM
f( )
g(F)
ψE
Figure 9: Schematic of the kinematics and free energy associated with evo-
lution of the configuration and elastic deformation.
3.3. Variational formulation
We again seek equilibrium by setting the first variation of the Gibbs free
energy to vanish. We consider variations on the configurational displace-
ment, U ε := U + εW , and the total displacement, u¯ε := u¯ + εw¯. Then,
equilibrium requires
d
dε
Π[u¯ε;U ε]
∣∣∣∣
ε=0
=
d
dε
{∫
Ω0
ψM(X0,χε,∇0χε) dV0
+
∫
Ω0
ψS(Xε,F ε,χε) detχε dV0
−
∫
Ω0
f0 · u¯ε dV0 −
∫
∂ΩST0
T 0 · u¯ε dS0
}∣∣∣∣
ε=0
= 0 (29)
We apply the earlier results concerning the first variations of F and
detχ. We also define D := ∂ψM/∂χ, B := ∂ψM/∂∇0χ and Jχ := detχ.
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The resulting weak form is the following:
0 =
∫
Ω0
B
...∇0∇0W dV0 +
∫
Ω0
Jχ
∂ψS
∂X
·W dV0
+
∫
Ω0
[
D + Jχ
(
Eχ−T + ∂ψ
S
∂χ
)]
: ∇0W dV0
+
∫
Ω0
Jχ
(
Pχ−T
)
: ∇0w¯ dV0 −
∫
Ω0
f0 · w¯ dV0 −
∫
∂ΩST0
T 0 · w¯ dS0 (30)
Here, D is a configurational stress that is distinct from the Eshelby
stress E, and B represents a higher order configurational stress. Deriving
the strong form from this weak form involves several additional terms due
to the dependence on ∇0χ, as described in Rudraraju et al. [2014]. We use
the normal and surface gradient operators, ∇n and ∇s, where
∇nψ = ∇0ψ ·N0 (31)
∇sψ = ∇0ψ − (∇nψ)N0 (32)
Also, b = −∇sN0 = bT is the second fundamental form of the smooth
parts of the boundary, ∂Ω0. We let N
C = Ξ ×N0, where Ξ is the unit
tangent to the smooth curve C0 that forms an edge between subsets ∂Ω+0
and ∂Ω−0 of the smooth boundary surfaces ∂Ω0. If N
C+ is the outward
unit normal to C0 from ∂Ω+0 and NC
−
is the outward unit normal to C0
from ∂Ω−0 , then we define [[B :
(
NC ⊗N0) ]]C := B : (NC+ ⊗N0) +B :(
NC
− ⊗N0
)
. Applying the appropriate integration by parts and standard
variational arguments leads to the following strong form.
JχPχ
−TN0 − T 0 = 0 on ∂ΩMT0 (33a)
∇0 · (JχPχ−T )+ f0 = 0 in Ω0 (33b)
[[B :
(
NC ⊗N0) ]]C = 0 on CMT0 (33c)
B :
(
N0 ⊗N0) = 0 on ∂ΩST0 (33d)
DN0 + Jχ
(
Eχ−T + ∂ψ
S
∂χ
)
N0 −C = 0 on ∂ΩST0 (33e)
∇0 ·
(
D + Jχ
∂ψS
∂χ
)
+ F Tf0 −∇0∇0B = 0 in Ω0 (33f)
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where, using coordinate notation for clarity,
CI = ∇nBIγζN0ζN0γ + 2∇sγBIγζN0ζ
+BIγζ∇sγN0ζ − (bξξN0γN0ζ − bγζ)BIγζ (34)
Details of the above derivations of weak and strong forms appear in Ap-
pendix C.
3.4. Numerical simulations
We use the following double well, free energy density function to repre-
sent the two-dimensional, square to rectangle transformation:
Θ = 12(χ
Tχ− 1) (35)
η1 = Θ11 + Θ22, η2 = Θ11 −Θ22, η6 = Θ12 (36)
ψM =
d
s2
(
η21 + η
2
6
)− 2d
s2
η22 +
d
s4
η42 +
l2d
s2
|∇0η2|2 (37)
where the energy wells lie at η2 = ±s with a depth of −d. Additionally, we
draw attention to the last term in Equation (37), which is the gradient free
energy contribution that regularizes the non-convex free energy density as
discussed in Section 3.2. Using standard dimensional arguments this term
has been scaled by a length parameter l, where 1/l2 is the ratio of standard
to strain gradient moduli.
For the three-dimensional case, we use the following reparameterized
strain space:
η1 =
1√
3
(Θ11 + Θ22 + Θ33), η2 =
1√
2
(Θ11 −Θ22),
η3 =
1√
6
(Θ11 + Θ22 − 2Θ33), η4 =
√
2Θ23 =
√
2Θ32,
η5 =
√
2Θ13 =
√
2Θ31, η6 =
√
2Θ12 =
√
2Θ21 (38)
The corresponding free energy density function has three wells located at
(
√
3
2 s,
1
2s), (−
√
3
2 s,
1
2s), and (0, s) in (η2, η3) space with a depth of −d.
ψM =
3d
2s2
(
η21 + η
2
4 + η
2
5 + η
2
6
)− 3d
2s2
(η22 + η
2
3) +
3d
2s4
(
η22 + η
2
3
)2
+
d
s3
η3
(
η23 − 3η22
)
+
3l2d
2s2
(|∇0η2|2 + |∇0η3|2) (39)
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Note the regularizing gradient free energy in the last two terms of Equation
(39). We also use an anisotropic St. Venant-Kirchhoff model for the elastic
deformation,
ψS = 12E : C(χ) : E (40)
where
C(χ) =
3∑
I=1
αI(χ)M I ⊗M I +
3∑
J,K=1
J 6=K
βJK(χ)MJ ⊗MK
+ 2µ(I−
3∑
I=1
M I ⊗M I) (41)
with E = 12(F
TF − 1), M I = eI ⊗ eI , βJK = βKJ , and Iijkl = 12(δikδjl +
δilδjk). Let αI(χ) = αΛI(χ), where ΛI =
√∑3
i=1 χ
2
iI is the distortion of
the crystal structure in the eI direction due to the configurational change.
Also, let βJK = β. Since ∂ΛI/∂χ = Λ
−1
I χM I , we have
∂ψS
∂χ
=
1
2
3∑
I=1
α
ΛI
χM IM
2
II (42)
3.4.1. Anisotropy induced by a configurational change in crystal structure
We consider changes in the material configuration that correspond to an
evolution from a cubic crystal structure to three tetragonal crystal struc-
tures (in 3D), each oriented along one of the coordinate axes. The resulting
anisotropy is reflected in the standard elastic deformation fields and the asso-
ciated stresses. To demonstrate this effect, we consider two unit cubes, each
initially with a cubic crystal structure. Through Dirichlet boundary condi-
tions on the configurational domain, we force one cube into a tetragonal crys-
tal structure oriented along e1 and the other cube into an e2-oriented tetrag-
onal structure. Both cubes are also subjected to simple uniaxial tension
along e1 through applied Dirichlet conditions on the standard displacement.
The distinct stress plots of Figure 10 show the resulting anisotropy. We used
the three well free energy function for ψM and αI(χ) = α(5ΛI(χ)−4) to ac-
centuate the anisotropy. The anisotropic tetragonal crystal structures in the
two cases also produce distinct lateral deformation. Figure 11 compares the
two computations, and the second case shows significantly less displacement
in the e2 direction due to the e2-oriented tetragonal structure.
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Figure 10: The e1-oriented tetragonal crystal structure leads to higher
stresses than the e2-oriented tetragonal structure when subjected to sim-
ple uniaxial tension along e1. This demonstrates the differences in evolved
anisotropy induced by the configurational changes in the two cases depicted
on the left.
3.5. Microstructure formation by evolution of the material configuration
Figure 12 demonstrates a 2D plane strain problem wherein the ma-
terial configuration evolves to distort the crystal structure from the the
square to the rectangle. The beam is rapidly quenched from a high tem-
perature causing the initially stable square structure to become unstable
as the configuration-dependent component of the free energy function, ψM,
changes from convex to double-welled. The beam is then loaded in bending.
The double-welled free energy renders the rectangular variants stable, and
strain accommodation of the inhomogeneous configuration results in the mi-
crostructure shown. The parameter values used in equations 37 and 40 are
s = 0.1, d = 1, l = 0.1 and µ = 1 × 10−1, β = 1 × 10−1, α = 2 × 10−1,
respectively. Contours of η2 appear in the plots, where η2 = ±0.1 locates
the wells corresponding to the two rectangular variants, and η2 = 0 is the
square structure, which exists only in the interfaces between variants in this
evolved material configuration. The fineness of the microstructure in the
computations is determined by the gradient length scale parameter l. The
configurational displacement U at x1 = 10 was specified as 0.5u¯.
Figure 13 demonstrates the corresponding problem in 3D, where “plane
strain boundary conditions” have been applied on the faces perpendicular
to e3. The strain energy density function ψ
M allows for three tetragonal
23
deformation with
e1-oriented tetragonal
crystal structure
deformation with
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0.008660
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Figure 11: Computational results are compared for simple uniaxial tension
along e1. The color contour plots of η2 display the tetragonal variants, whose
corresponding wells are located at (
√
3/200, 1/200), (−√3/200, 1/200), and
(0,−0.01) in (η2, η3) space. The distortion has been scaled by 20× the
elastic deformation. The results on the right show less deformation in the
e2 direction due to the anisotropy induced by the e2-oriented tetragonal
crystal structure, compared to the case on the left.
variants, but only two variants are seen due to the plane strain boundary
conditions. The parameter values used in equations 37 and 40 are s = 0.1,
d = 1, l = 0.25 and µ = 1× 10−1, β = 1× 10−1, α = 2× 10−1, respectively.
Contours of η2 appear in the plots, where the three tetragonal variants are
located at (
√
3/20, 1/20), (−√3/20, 1/20), and (0,−0.1) in (η2, η3) space.
Again, the configurational displacement U at x1 = 10 was specified as 0.5u¯.
Note that a larger length scale parameter was used in the 3D problem,
resulting in a coarser microstructure than the 2D bending problem.
We note that the results of these computations compare well with those
obtained by Rudraraju et al. [2014]. However, in that work no configura-
tional fields were identified. The entire problem was posed as a problem
of elasticity relative to a high-symmetry (cubic or square) reference crys-
tal. For a state where in the high-symmetry structure became unstable (by
quenching, for instance) elastic deformation carried in the crystal structure
into stable tetragonal states. The merits of the treatment presented here are
that they allow us to separate out the configurational evolution as distinct
from elastic deformation. This is particularly useful in describing anisotropy,
as we have shown in Section 3.4.1.
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Figure 12: Simulation of 2D beam bending and the resulting material mi-
crostructure. The configurational displacement U was specified to be 0.5u¯
at X2 = 10. Contours of η2 are plotted where the values ±0.1 locate the well
corresponding to the two rectangular variants. The top plot is deformed by
the configurational displacement and the bottom plot by the total displace-
ment. The displacement for both plots is scaled by a factor of 10×.
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Figure 13: Simulation of 3D beam bending with plane strain boundary
conditions and the resulting material microstructure. Contours of η2 are
plotted where the values ±0.0866 correspond to two of the three tetragonal
variants. Only two variants are seen because of the plane strain boundary
conditions. The top plot is deformed by the configurational displacement
and the bottom plot by the total displacement. The displacement for both
plots is scaled by a factor of 10×. A larger length scale parameter was used
in the 3D problem than the 2D, resulting in a coarser microstructure.
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4. Conclusion
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We have considered the modeling of materials with multiple solid phases
within a continuum setting by separating the kinematics associated with
the material evolution into a newly-identified configurational field, and the
standard displacement field. This applies to interfacial phases changes main-
taining a sharp interface and to volume phase changes resulting in multiple
diffuse interfaces. By noting that the free energy density can be extended
to depend on both these kinematic fields, we have obtained equilibrium con-
ditions associated with the configurational evolution, separately from those
that hold for the standard displacement field.
This separation of the deformation field into a configurational field in
the material space and a standard spatial displacement field allows this
framework to model a wide class of materials physics problems involving
formation and movement of phase boundaries. In the context of crystalline
materials, phase boundaries may occur due to nucleation and growth mech-
anisms, like those seen during precipitate evolution and formation of grain
boundaries, or through phase transformations like martensitic transforma-
tions and twin-formation in HCP metals. All these phenomena involve sharp
or diffused phase boundaries driven by interface kinetics or volumetric phase
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transformations. The framework presented here provides an overarching the-
oretical basis for representing the evolution of both sharp and diffuse phase
boundaries. Notably, it also furnishes a variational basis for obtaining the
governing partial differential equations.
In this first communication of these ideas, we have presented a pre-
liminary exploration of phase transformations restricted to migrating sharp
interfaces, such as arise at incoherent interphases, as well as phase transfor-
mations that occur throughout the volume of a material, resulting in diffuse
interphase interfaces. We have shown that evolving elastic anisotropy due
to the phase changes that distort the crystal structure from a parent to a
daughter phase can be captured through a dependence of the free energy
density function and of the conventional elastic moduli on the tangent map
of the configurational field. Additionally, this formulation is able to repro-
duce the results previously obtained with a treatment of all deformation
relative to a high symmetry reference crystal.
Irreversibilities of crystallographic slip associated with the material evo-
lution can be represented by imposing a further elasto-plastic decomposi-
tion on the tangent map of the configurational field χ = χEχP, where χE
models the elastic distortion of the crystal structure and χP models the
crystallographic slip. Additionally, the common kinematic and variational
underpinnings to the treatment of sharp and diffuse interfaces suggests the
potential for modeling the evolution within a material from coherent (dif-
fuse) to incoherent (sharp) interphase interfaces. The treatment introduced
in this communication therefore has potential for modeling a wide array of
phase transformations while clearly exposing the underlying configurational
changes. That these configurational fields can be as diverse as that corre-
sponding to interface motion in a non-crystalline material as well as crystal
distortion is notable.
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Appendix A. Variational formulation for the sharp interface prob-
lem
We consider variations on the configurational displacement, U ε := U +
εW , and on the Newtonian displacement, uε := u + εw. We find the first
variation using the functional defined over Ω0. At equilibrium, the first
variation of the Gibbs free energy is zero.
d
dε
Π[uε;U ε]
∣∣∣∣
ε=0
=
d
dε
{∫
Ω0
ψ(F ε,κε(X0)) detχε dV0
−
∫
Ω0
f(κε(X0)) · uε detχε dV0
−
∫
∂ΩST0
T 0 · uε dS0
}∣∣∣∣
ε=0
=
{∫
Ω0
[
∂ψ
∂F
:
dF ε
dε
+
∂ψ
∂κ
· dκ
ε
dε
]
detχdV0
+
∫
Ω0
ψ
d
dε
detχε dV0 −
∫
Ω0
f · u d
dε
detχε dV0
−
∫
Ω0
(
f · du
ε
dε
+ u · ∂f
∂κ
· dκ
ε
dε
)
detχdV0
−
∫
∂ΩST0
T 0 · du
ε
dε
dS0
}∣∣∣∣
ε=0
= 0 (A.1)
Consider the first variation of F , recalling equation (7):
dF ε
∂ε
=
(
∂w
∂X0
+
∂W
∂X0
)
χε−1
−
(
1+
∂uε
∂X0
+
∂U ε
∂X0
)
χε−1
∂W
∂X0
χε−1
=
(
∂w
∂X0
+
∂W
∂X0
)
χε−1 − F ε ∂W
∂X0
χε−1
=
[
∂w
∂X0
+ (1− F ε) ∂W
∂X0
]
χε−1 (A.2)
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Now consider the first variation of detχ, recalling equation (3):
ddetχε
dε
=
∂ detχε
∂χε
:
dχε
dε
= detχεχε−T :
∂W
∂X0
= 1 :
(
∂W
∂X0
χε−1
)
detχε (A.3)
Substituting (A.2) and (A.3) into (A.1) and using the relations ∂ψ/∂F =
P , dκε/dε = W , and duε/dε = w gives
0 =
∫
Ω0
[
P :
[
∂w
∂X0
χ−1 + (1− F ) ∂W
∂X0
χ−1
]
+
∂ψ
∂κ
·W
]
detχdV0
+
∫
Ω0
(ψ − f · u)1 :
(
∂W
∂X0
χ−1
)
detχdV0
−
∫
Ω0
(
f ·w + u · ∂f
∂κ
·W
)
detχdV0 −
∫
∂ΩST0
T 0 ·w dS0 (A.4)
We group terms according to w, W , and their gradients.
0 =
∫
Ω0
P :
(
∂w
∂X0
χ−1
)
detχdV0
−
∫
Ω0
(f ·w) detχdV0 −
∫
∂ΩST0
T 0 ·w dS0
+
∫
Ω0
(P − (f · u)1+ E) :
(
∂W
∂X0
χ−1
)
detχdV0
+
∫
Ω0
(
∂ψ
∂κ
−
(
∂f
∂κ
)T
u
)
·W detχdV0 (A.5)
Note that E := ψ1−F TP is the Eshelby stress tensor. We now convert the
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integrals back to the Ω domain.
0 =
∫
Ω
P :
∂w
∂X
dV
−
∫
Ω
(f ·w) dV −
∫
∂ΩST
T ·w dS
+
∫
Ω
(P − (f · u)1+ E) : ∂W
∂X
dV
+
∫
Ω
(
∂ψ
∂X
−
(
∂f
∂X
)T
u
)
·W dV (A.6)
We now perform integration by parts, recognizing the potential jump terms
at the interface of phases α and β. We use the operator ∇· here to refer to
the divergence with respect to X. Note that N is the unit normal to the
boundary of the body, and NΓ is the normal to the interface.
0 =
∫
Ω
[∇ · (wTP )−w · (∇ · P + f)] dV −
∫
∂ΩST
T ·w dS
+
∫
Ω
∇ · [W T (P − (f · u)1+ E)] dV
−
∫
Ω
W ·
[
∇ · (P − (f · u)1+ E)− ∂ψ
∂X
+
(
∂f
∂X
)T
u
]
dV
=
∫
∂ΩST
w · (PN − T ) dS −
∫
Ω
w · (∇ · P + f) dV
+
∫
Γ
[[w · PNΓ]] dS +
∫
Γ
[[W · (P − (f · u)1+ E)NΓ]] dS
+
∫
∂ΩMT
W · [P − (f · u)1+ E]N dS
−
∫
Ω
W ·
[
∇ · (P − (f · u)1+ E)− ∂ψ
∂X
+
(
∂f
∂X
)T
u
]
dV (A.7)
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By allowing only continuous fields W and w, we simplify further.
0 =
∫
∂ΩST
w · (PN − T ) dS −
∫
Ω
w · (∇ · P + f) dV
+
∫
Γ
w · [[PNΓ]] dS +
∫
Γ
W · [[ (P − (f · u)1+ E)NΓ]] dS
+
∫
∂ΩMT
W · [P − (f · u)1+ E]N dS
−
∫
Ω
W ·
[
∇ · (P − (f · u)1+ E)− ∂ψ
∂X
+
(
∂f
∂X
)T
u
]
dV (A.8)
The corresponding strong form for the sharp interface problem consists of
the two following sets of equations. The second set of equations (A.9d - A.9f)
has been simplified under the assumption that the first set of equations (A.9a
- A.9c) is satisfied.
PN − T = 0 on ∂ΩST (A.9a)
[[PNΓ]] = 0 on Γ (A.9b)
∇ · P + f = 0 in Ω (A.9c)
(E + P − (f · u)1)N = 0 on ∂ΩMT (A.9d)
[[ (E − (f · u)1)NΓ]] = 0 on Γ (A.9e)
∇ · E − ∂ψ
∂X
− F Tf = 0 in Ω (A.9f)
Consider the following simplification of equation (A.9f):
0 = ∇ · (E − (f · u)1)− f − ∂ψ
∂X
+
(
∂f
∂X
)T
u
= ∇ · E −
(
∂f
∂X
)T
u−
(
∂u
∂X
+ 1
)T
f − ∂ψ
∂X
+
(
∂f
∂X
)T
u
= ∇ · E − ∂ψ
∂X
− F Tf (A.10)
Appendix B. First variation of constant interfacial energy
The mean curvature-driven term in Equation (19a) and the additional
boundary condition (19b) can be obtained by considering pure curvature-
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driven motion. We seek to minimize the interface energy
ΠΓ =
∫
Γ
ψΓ dS (B.1)
with respect to the interface Γ, where ψΓ is a constant. To do so, we find Γ
such that the first variation of Π is zero. We define the interface Γ by the
parameterization r(u, v), where u and v are defined over the domain T . We
vary r(u, v) by εW to allow variations of the interface location. To avoid
integration over a varying surface, we perform a change of variables. We let
Γ0 be a surface defined by the parameterization r0(u, v) where r0, r, and
rε are related as follows:
r(u, v) = r0(u, v) +U(r0(u, v)) (B.2)
rε(u, v) = r0(u, v) +U(r0(u, v)) + εW (r0(u, v)) (B.3)
Then we can write ∫
Γ
ψΓ dS =
∫
T
ψΓ |r,u × r,v| dudv (B.4)
The first variation is
d
dε
ΠΓε
∣∣
ε=0
=
d
dε
{∫
Γε
ψΓ dSε
} ∣∣∣
ε=0
=
d
dε
{∫
T
ψΓ
∣∣rε,u × rε,v∣∣ dudv} ∣∣∣
ε=0
=
∫
T
ψΓ
d
dε
(
rε,u × rε,v
) ∣∣
ε=0
· (r,u × r,v)
|r,u × r,v| dudv
=
∫
T
ψΓ ddε
(
rε,u × rε,v
) ∣∣
ε=0
·NΓ dudv (B.5)
From equation (B.3), we have
d
dεr
ε
∣∣
ε=0
= W (B.6)
Substituting this result gives
d
dε
ΠΓε
∣∣
ε=0
=
∫
T
ψΓ(W ,u × r,v + r,u ×W ,v) ·NΓ dudv
=
∫
T
ψΓ[((∇W )r,u)× r,v − ((∇W )r,v)× r,u] ·NΓ dudv
(B.7)
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Continuing in coordinate notation for clarity, this becomes
d
dε
ΠΓε
∣∣
ε=0
=
∫
T
ψΓ∂`(Wj) (r`,urk,v − r`,vrk,u) εijkNΓi dudv
=
∫
T
ψΓ∂`(Wj) (δ`mδkn − δ`nδkm) rm,urn,vεijkNΓi dudv
=
∫
T
ψΓ∂`(Wj)εp`kεpmnrm,urn,vεijkN
Γ
i dudv (B.8)
Note that
εpmnrm,urn,v = (r,u × r,v)p
= NΓp |ru × rv| (B.9)
Using this result lets us write the integral over Γ.
d
dε
ΠΓε
∣∣
ε=0
=
∫
T
ψΓ∂`(Wj)εp`kεijkN
Γ
i N
Γ
p |ru × rv| dudv
=
∫
Γ
ψΓ∂`(Wj)εp`kεijkN
Γ
i N
Γ
p dS
=
∫
Γ
ψΓ
[
∂`(N
Γ
i Wjεijk)− ∂`(NΓi )Wjεijk
]
εp`kN
Γ
p dS
=
∫
Γ
ψΓ[∂`(N
Γ
i Wjεijk)εp`kN
Γ
p − ∂`(NΓi )Wj(δipδj` − δi`δjp)NΓp ] dS
=
∫
Γ
ψΓ[∂`(N
Γ
i Wjεijk)εp`kN
Γ
p − ∂j(NΓi )NΓi Wj + ∂i(NΓi )WjNΓj ] dS
(B.10)
The term ∂j(N
Γ
i )N
Γ
i reduces to zero since N
Γ
i N
Γ
i = 1. The result can be
expressed in direct notation.
d
dε
ΠΓε
∣∣
ε=0
=
∫
Γ
ψΓ
[∇× (NΓ ×W )+ (∇ ·NΓ)W ] ·NΓ dS (B.11)
We apply Stoke’s theorem to the first term and use ∇ ·NΓ = −2H , where
H is the mean curvature.
d
dε
ΠΓε
∣∣
ε=0
=
∫
Γ
−2ψΓH (W ·NΓ) dS + ∮
∂Γ
ψΓ(NΓ ×W ) · dr (B.12)
At equilibrium, the first variation of the total energy is zero, giving the
following result.
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0 =
∫
Γ
−2ψΓH (W ·NΓ) dS + ∮
∂Γ
ψΓ(NΓ ×W ) · dr (B.13)
If we have a full Dirichlet condition on the boundary of Γ then W = 0
on ∂Γ and the line integral is equal to zero. This gives the result
0 =
∫
Γ
−2ψΓH (W ·NΓ) dS (B.14)
The other possible condition is to allow the boundary of the interface Γ to
move within the boundary ∂Ω. This corresponds to U ·N = W ·N = 0,
where N is the outward unit normal to ∂Ω. We will designate a boundary
with this condition as ∂ΓT . On such boundaries, we can express W using
the orthonormal basis {N ,T Γ,N×T Γ}, where T Γ is the unit tangent vector
to ∂Γ. Then we have
W = W TT Γ +WN×T
(
N × T Γ) (B.15)
which satisfies the condition W ·N = 0. We substitute this expression into
the line integral:∮
∂Γ
ψΓ(NΓ ×W ) · dr =
∮
∂Γ
ψΓ
[
NΓ × [W TT Γ +WN×T (N × T Γ)]] · dr
(B.16)
Since T Γ and dr have the same orientation, (NΓ × T Γ) · dr = 0. We also
use the identity a× (b× c) = b(a · c)− c(a · b).∮
∂Γ
ψΓ(NΓ ×W ) · dr =
∮
∂Γ
ψΓWN×T
[
N(NΓ · T Γ)− T Γ(NΓ ·N)] · dr
= −
∮
∂Γ
ψΓWN×T (NΓ ·N)T Γ · dr (B.17)
since NΓ and T Γ are orthogonal. Finally, we use WN×T = W · (N × T Γ)
and substitute into equation (B.13) to get the complete condition for equi-
librium with respect to interfacial energy.
0 =
∫
Γ
−2ψΓH (W ·NΓ) dS − ∮
∂Γ
ψΓW · (N × T Γ) (NΓ ·N)T Γ · dr
(B.18)
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Note that T Γ · dr and N × T Γ are always nonzero, so we get the following
strong form.
−2ψΓH = 0 in Γ (B.19a)
ψΓNΓ ·N = 0 on ∂ΓT (B.19b)
If the interfacial energy is nonzero, this requires zero mean curvature within
the interface and that the interface is perpendicular to the boundary of the
body where they meet. If the interfacial energy ψΓ provides only one con-
tribution to the driving force on Γ, as in Section 2.2, then the left hand-side
of Equation (B.19a) is the corresponding contribution to Equation (19a),
while (B.19b) is the additional boundary condition (19b).
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Appendix C. Variational formulation for the diffuse interface prob-
lem
Let U ε := U + εW and u¯ε := u¯ + εw¯. Then, recalling equation 28,
equilibrium requires the following:
d
dε
Π[u¯ε;U ε]
∣∣∣∣
ε=0
=
d
dε
{∫
Ω0
ψM(X0,χε,∇0χε) dV0
+
∫
Ω0
ψS(Xε,F ε,χε) detχε dV0
−
∫
Ω0
f0 · u¯ε dV0 −
∫
∂ΩST0
T 0 · u¯ε dS0
}∣∣∣∣
ε=0
= 0 (C.1)
Then
0 =
∫
Ω0
(
∂ψM
∂χ
:
dχε
dε
∣∣∣∣
ε=0
+
∂ψM
∂∇0χ
...
d∇0χε
dε
∣∣∣∣
ε=0
)
dV0
+
∫
Ω0
(
∂ψS
∂X
· dX
ε
dε
∣∣∣∣
ε=0
+
∂ψS
∂F
:
dF ε
dε
∣∣∣∣
ε=0
)
detχdV0
+
∫
Ω0
(
∂ψS
∂χ
:
dχε
dε
∣∣∣∣
ε=0
detχ+ ψS
ddetχε
dε
∣∣∣∣
ε=0
)
dV0
−
∫
Ω0
f0 · w¯ dV0 −
∫
∂ΩST0
T 0 · w¯ dS0 (C.2)
We apply the earlier results concerning the first variations of F and
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detχ. We also define B := ∂ψM/∂∇0χ and Jχ := detχ. Then we have
0 =
∫
Ω0
(
∂ψM
∂χ
: ∇0W +B...∇0∇0W
)
dV0
+
∫
Ω0
(
∂ψS
∂X
·W + P : [(∇0w¯ − F∇0W )χ−1])Jχ dV0
+
∫
Ω0
[
∂ψS
∂χ
: ∇0W + ψS1 : (∇0Wχ−1)] Jχ dV0
−
∫
Ω0
f0 · w¯ dV0 −
∫
∂ΩST0
T 0 · w¯ dS0 (C.3)
We group terms by w¯, W , and their gradients and use the Eshelby stress
tensor, E := ψS1− F TP . The resulting weak form is as follows:
0 =
∫
Ω0
B
...∇0∇0W dV0 +
∫
Ω0
Jχ
∂ψS
∂X
·W dV0
+
∫
Ω0
[
∂ψM
∂χ
+ Jχ
(
Eχ−T + ∂ψ
S
∂χ
)]
: ∇0W dV0
+
∫
Ω0
Jχ
(
Pχ−T
)
: ∇0w¯ dV0 −
∫
Ω0
f0 · w¯ dV0 −
∫
∂ΩST0
T 0 · w¯ dS0 (C.4)
38
Applying integration by parts gives the following result.
0 =
∫
Ω0
B
...∇0∇0W dV0
+
∫
∂ΩMT0
W ·
[
∂ψM
∂χ
+ Jχ
(
Eχ−T + ∂ψ
S
∂χ
)]
N0 dS0
−
∫
Ω0
W ·
(
∇0 ·
[
∂ψM
∂χ
+ Jχ
(
Eχ−T + ∂ψ
S
∂χ
)]
− Jχ∂ψ
S
∂X
)
dV0
+
∫
∂ΩST0
w¯ · (JχPχ−TN0 − T 0) dS0
−
∫
Ω0
w¯ · [∇0 · (JχPχ−T )+ f0] dV0 (C.5)
Deriving the strong form from this weak form involves several additional
terms due to the dependence on∇0χ, as described in Rudraraju et al. [2014].
We use the normal and surface gradient operators, ∇n and ∇s, where
∇nψ = ∇0ψ ·N0 (C.6)
∇sψ = ∇0ψ − (∇nψ)N0 (C.7)
Also, b = −∇sN0 = bT is the second fundamental form of the smooth parts
of the boundary, ∂Ω0 and N
E = Ξ ×N0, where Ξ is the unit tangent to
the smooth curve C0 that forms an edge between subsets ∂Ω+0 and ∂Ω−0 of
the smooth boundary surfaces ∂Ω0. If N
C+ is the outward unit normal to
C0 from ∂Ω+0 and NC
−
is the outward unit normal to C0 from ∂Ω−0 , then we
define [[B :
(
NC ⊗N0) ]]C := B : (NC+ ⊗N0) + B : (NC− ⊗N0). We
can then write∫
Ω0
B
...∇0∇0W dV0 =
∫
Ω0
W · ∇0∇0B dV0 −
∫
∂Ω0
W ·C dS0
+
∫
C0
W · [[B : (NC ⊗N0]]C dL0
+
∫
∂Ω0
∇nW ·B : (N0 ⊗N0) dS0 (C.8)
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where, using coordinate notation for clarity,
CI = ∇nBIγζN0ζN0γ + 2∇sγBIγζN0ζ
+BIγζ∇sγN0ζ − (bξξN0γN0ζ − bγζ)BIγζ (C.9)
Applying this result to equation C.5 gives the following:
0 =
∫
Ω0
W · ∇0∇0B dV0 +
∫
C0
W · [[B : (NC ⊗N0) ]]C dL0
−
∫
∂ΩMT0
W ·C dS0 +
∫
∂ΩMT0
∇nW ·B : (N0 ⊗N0) dS0
+
∫
∂ΩMT0
W ·
[
∂ψM
∂χ
+ Jχ
(
Eχ−T + ∂ψ
S
∂χ
)]
N0 dS0
−
∫
Ω0
W ·
(
∇0 ·
[
∂ψM
∂χ
+ Jχ
(
Eχ−T + ∂ψ
S
∂χ
)]
− Jχ∂ψ
S
∂X
)
dV0
+
∫
∂ΩST0
w¯ · (JχPχ−TN0 − T 0) dS0
−
∫
Ω0
w¯ · [∇0 · (JχPχ−T )+ f0] dV0 (C.10)
Applying the appropriate integration by parts and standard variational
40
arguments leads to the following strong form.
JχPχ
−TN0 − T 0 = 0 on ∂ΩMT0
(C.11a)
∇0 · (JχPχ−T )+ f0 = 0 in Ω0 (C.11b)
[[B :
(
NC ⊗N0) ]]C = 0 on CMT0
(C.11c)
B :
(
N0 ⊗N0) = 0 on ∂ΩST0
(C.11d)
∂ψM
∂χ
N0 + Jχ
(
Eχ−T + ∂ψ
S
∂χ
)
N0 −C = 0 on ∂ΩST0
(C.11e)
∇0 ·
[
∂ψM
∂χ
+ Jχ
(
Eχ−T + ∂ψ
S
∂χ
)]
− Jχ∂ψ
S
∂X
−∇0∇0B = 0 in Ω0 (C.11f)
Consider the simplification of equation C.11f, using coordinate notation
for clarity:
0 =
[
∂ψM
∂χIα
+ Jχ
(
EIJχ−1αJ +
∂ψS
∂χIα
)]
,α
− Jχ ∂ψ
S
∂XI
−BIαβ,αβ
=
(
∂ψM
∂χIα
)
,α
+
(
Jχψ
Sχ−1αI
)
,α
− (JχFiIPiJχ−1αJ),α + (Jχ ∂ψS∂χIα
)
,α
− Jχ ∂ψ
S
∂XI
−BIαβ,αβ
=
(
∂ψM
∂χIα
)
,α
+ Jχ
(
∂ψS
∂X0α
+
∂ψS
∂FiJ
FiJ,α
)
χ−1αI + ψ
S
(
Jχχ
−1
αI
)
,α
− FiI,α
(
JχPiJχ
−1
αJ
)− FiI (JχPiJχ−1αJ),α + (Jχ ∂ψS∂χIα
)
,α
− Jχ ∂ψ
S
∂XI
−BIαβ,αβ
=
(
∂ψM
∂χIα
)
,α
+ JχPiJFiJ,I + ψ
S
(
Jχχ
−1
αI
)
,α
− JχFiI,JPiJ − FiI
(
JχPiJχ
−1
Iα
)
,α
+
(
Jχ
∂ψS
∂χIα
)
,α
−BIαβ,αβ (C.12)
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Consider the term
(
Jχχ
−1
αI
)
,α
and use the relation χJβ,α = χJα,β
(
Jχχ
−1
αI
)
,α
=
∂
(
Jχχ
−1
αI
)
∂χJβ
χJβ,α
=
(
∂Jχ
∂χJβ
χ−1αI + Jχ
∂χ−1αI
∂χJβ
)
χJβ,α
=
(
Jχχ
−1
βJχ
−1
αI − Jχχ−1αJχ−1βI
)
χJβ,α
= 0 (C.13)
Substitute this result, the relation FiI,J = FiJ,I , and equation C.11b into
equation C.12. This gives(
∂ψM
∂χIα
+ Jχ
∂ψS
∂χIα
)
,α
+ FiIf
0
i −BIαβ,αβ = 0 (C.14)
or, in direct notation,
∇0 ·
(
∂ψM
∂χ
+ Jχ
∂ψS
∂χ
)
+ F Tf0 −∇0∇0B = 0 (C.15)
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