Introduction
Current supercomputer architectures employ a few high-performance processors to provide a significant increase in speed (defmed as throughput) over the speed of single-processor supercomputers of the past. With massively parallel supercomputer architectures, the speed of supercomputers may be increased by at most 2 orders of magnitude. Specifically, a factor of 100 from a highly parallel computer architecture can be expected. This limitation is explained by Amdahl's law (Cray Research, 1986 ), which imposes a stiff penalty for the last few percent of nonparallelizable code in an otherwise parallelizable program. Note that Buzbee and Sharp (1985) have credited Ware (1972) The motivation of this research is as follows. In computational aerodynamics, the need to study flow fields around more realistic and complex three-dimensional geometries has led to a few promising computational techniques, all of which make a substantial demand on supercomputing resources, namely CPU time and memory. The computing power required is roughly proportional to the number of grid points (or finite volumes or finite elements) into which the complete flow field is discretized. In a time-sharing environment, jobs will be resident for long times, as measured by the wall clock. Total wall-clock (elapsed) time is proportional to the total number of grid points; this time can be substantially reduced by using a number of processors simultaneously.
We will now offer some perspective on various techniques that have been used to parallelize computer codes. First, applications on massively parallel computers are considered, and then those on vector supercomputers are discussed.
Liewer et al. (1989) have implemented a plasma particle-in-cell simulation code on a Hypercube 64 processor machine by using each processor to calculate, for a single particle, the updated particle positions, velocities, and particle contributions to charge and current density. Comparisons with CRAY X-MP/48 single processor times for the most computation-intensive section of the code indicate a speedup in the elapsed time by a factor of 2. Much effort is also being applied at this time to parallelize flow solving methods onto massively parallel architectures, such as the Connection Machine. Lin (1989) has implemented a particle-in-cell simulation of wave particle interactions using the massively parallel processor (MPP), which consists of 16,384 processors. Tuccillo (1989) has used the Connection Machine for numerical weather prediction. Jespersen and Levit (1989) have used the Connection Machine for a two-dimensional finite-difference algorithm solving the thinlayer Navier-Stokes equations. On such computers, however, uniquely system-specific instructions and algorithms are required to achieve speeds comparable to those possible when multiple processors of supercomputers are utilized. Creating these codes thus requires a considerable investment in programming time. Codes originally implemented on vector supercomputers need to be programmatically redesigned.
On supercomputers such as the CRAY X-MP and the CRAY-2, multitasking, microtasking, and autotasking are available. Multitasking is a mechanism for multiprocessing at a subroutine level. The implementation from Fortran (Mehta and Lomax, 1982) .
Numerical Procedure
The numerical procedure is discussed in two parts, the first of which outlines the implicit procedure used to solve the governing equations, and the second of which explains the methodology for coupling the solutions on the various grid systems. The former is outlined briefly, as the procedure is relatively well known. The latter is discussed in detail, as the procedure for applying tricubic interpolation to overset curvilinear grid schemes is new.
IMPUCIT SCHEME The governing equations are solved with an implicit approximately factored scheme (Pulliam and Steger, 1980) , following linearization in time. This scheme is modified to include nonlinear artificial dissipation terms suggested by Jameson, Schmidt, and Turkel (198 ) and to accommodate a hole recognition mechanism required for overlapping grid systems. This mechanism is implemented with ib for &dquo;iblanking&dquo; (Benek et al., 1986) . Consequently, the numerical scheme is the following for the thin-layer equations:
The nonlinear artificial dissipation operator, ~, is where A and V are forward and backward difference operators, respectively, QJ are scaling coefficients obtained from the spectral radii of the flux Jacobians, and & e u r o ; .
are the second and fourth order dissipation coefficients. The A's are the eigenvalue matrices of the flux Jacobians, the T's are the eigenvector matrices, and Np -T~ 1 T,~ . The procedure used to find the (g,n,g ) interpolation point is as follows: a multivariate Newton-Raphson iterative procedure is used to invert the given (x, y, z) position to the corresponding (~,~,~ ) position. 'I'his also requires an interpolation procedure to obtain the initial guess and subsequent improved guesses. lnterpolants in Curoilinear Coordinale S)stern5. First, the cell containing the point to interpolate is found via a search algorithm. Then for convenience the cell is translated so that one comer is located at the origin of (~,~,~ ) space. That is, calling the point we seek to interpolate (x*,y*,z*), (g*,n*, §1°) will be an element of the unit cube in (~,~,~ ) space.
Next, the following iterative procedure is used. Since (x, y, z) is available at all (~,~,~ ) node points in computational space, form the three position function interpolants Then, invert this set of equations at the given (x~,y~',z~) for the respective (~,1~*,~*) using multivariate (three-dimensional) Newton-Raphson iteration. Starting with an initial guess solve the above system for (~~',r~'~,~~} using the iteration which will be used to produce Assuming a 1-1 mapping, the inverse of the Jacobian exists (Benek et al., 1986; Sokolnikoff, 1939) , and so it is possible to solve for the (å~,L1ll,åO vector. In general (assuming a &dquo;close enough&dquo; initial guess), the iteration will converge quadratically (Carnahan, Luther, and Wilkes, 1969; Young and Gregory, 1972) to the desired (~*,1l*,~*); that is, we will have (~*,1l*,~*) such that Note that the assumption of a 1-1 mapping is violated in practice typically at topological singularities (such as polar axes of ellipsoidal grids) of the coordinate transformation. At such points, the Jacobian will be (theoretically) zero, but more likely (computationally) extremely small. If the Jacobian is not identically zero, it will frequently still be possible to continue the iteration to a successful conclusion. More information may be de- (Marquardt, 1970) , followed by construction of the &dquo;pseudo-illverse&dquo; (J' = VA-'U'). (Fig.  2) . Two overlapping grid systems are used for a wingfuselage combination and three overlapping grid systems for a wing-pedestal-fuselage combination. The flow is at a Mach number of 1.4, a Reynolds number of 4,000,000, and an angle of attack of 14°. The wing is positioned as follows: sweep angle = 65°; bank angle = 5°, with the leading tip banked down; pitched down by 7.8°; wing pivot point is at 39.0% of the mid-chord; the wing attachment point is at 60.0% of the length of the fuselage from the nose. The solutions are communicated from one grid system to the neighboring one by interpolation. The tricubic interpolation scheme is applied for two overlapping grids; and the trilinear interpolation scheme is used for three grids. The wing and the fuselage flow fields are computed using the thinlayer approximation; and the pedestal flow field is computed using the slender-layer approximation.
The complexity of computations and flow fields is indicated by presenting sample results (Figs. 3-6 ). Figure 3 shows the overlapping wing and fuselage grid systems and Figure 4 shows the surface flow patterns.
Solutions are obtained at each time step separately on these grid systems, and are communicated between them by the tricubic interpolation scheme. The smoothness in the solution across the boundary of one grid system into another is higher for the tricubic interpolation than for the trilinear. This smoothness affects the convergence to steady state. With the trilinear scheme, the residues of the discrete governing equations cannot be reduced beyond about four orders of magnitude, but with the tricubic scheme, these residues are reduced more than six orders of magnitude. In these experiments all other parameters were kept the same. Figure 5 . A sample of the result is presented in Figure 6 showing particle traces around the pedestal.
The averaged times from numerous MPMG runs of a three-grid problem, both in single-process mode (no multitasking) and in multiprocess mode (the multitaskable portion of the computation proceeding as three parallel processes), are presented in Under the following conditions, the number of CPU seconds per minute that a job will obtain while multitasking is roughly equal to the number of processes requested times the number of seconds per minute that a single-process job will get. First, the machine is saturated ; that is, the number of processes exceeds the number of processors. This implies that there is no idle compute time. Second, all experiments performed, regardless of the number of processes, are run at the same priority. Third, the total number of all user jobs is considerably larger than the number of processes on which the flow code is multitasked.
In order to estimate the fraction of the flow solver 
