Abstract-Over the past several years, great strides have been made in the effort to monitor the small-signal stability of power systems. These efforts focus on estimating electromechanical modes, which are a property of the system that dictate how generators in different parts of the system exchange energy. Though the algorithms designed for this task are powerful and important for reliable operation of the power system, they are susceptible to severe bias when forced oscillations are present in the system. Forced oscillations are fundamentally different from electromechanical oscillations in that they are the result of a rogue input to the system, rather than a property of the system itself. To address the presence of forced oscillations, the frequently used AutoRegressive Moving Average (ARMA) model is adapted to include sinusoidal inputs, resulting in the AutoRegressive Moving Average plus Sinusoid (ARMA+S) model. From this model, a new Two-Stage Least Squares algorithm is derived to incorporate the forced oscillations, thereby enabling the simultaneous estimation of the electromechanical modes and the amplitude and phase of the forced oscillations. The method is validated using simulated power system data as well as data obtained from the western North American power system and Eastern Interconnection.
I. INTRODUCTION

I
N POWER system operation, reliable delivery of electrical power is of primary concern. Over the past several years, significant progress has been made in the effort to monitor the small-signal stability of power systems to help ensure reliable delivery. Small-signal stability refers to a system's ability to maintain synchronism after a disturbance [1] . The consequences of an unstable system can be catastrophic, as evidenced by the August 10, 1996 breakup of the western North American power system (wNAPS) where 7.49 million customers were affected by the loss of 30,390 MW of load [2] . This event highlighted the need for measurement-based stability monitoring to complement the use of highly detailed system models. In the years since the event, great strides have been made in the effort to continuously monitor stability by analyzing measurements from phasor measurement unit (PMU) networks [3] .
Networks of PMUs provide high-fidelity, time-stamped measurements from across large geographical areas. These characteristics make the measurements ideal for estimating a power system's poles, commonly referred to as electromechanical modes. The modes dictate how generators in disparate parts of the system exchange electrical and mechanical energy. Being complex valued, they are often described with a frequency of oscillation and a damping ratio. The damping ratio, in particular, provides an indication of the system's stability, becoming negative when the system is unstable. A negative damping ratio corresponds to the pole drifting into the right-half plane of the s-domain. In this circumstance, which occurred in the August 10, 1996 breakup of the wNAPS mentioned earlier, oscillations in frequency and real power grow in magnitude until protective systems engage and customers experience an outage.
To monitor stability in real-time, the electromechanical modes can be estimated using signal processing algorithms applied to measured synchrophasor data [4] - [9] . These algorithms estimate the modes as the poles of an estimated reduced-order black-box power system model. With this approach in mind, consider the effect of an additive undamped sinusoid in the measured data on these algorithms. To the algorithms, such a sinusoid appears as an un-damped mode. If this sinusoid is near in frequency to an electromechanical mode, the monitoring algorithm will tend to bias the mode estimate toward the sinusoid's frequency. The damping ratio will also be biased towards zero to reflect the undamped nature of the sinusoid. As a result, system operators would be under the false impression that the system was drifting toward instability. Such a scenario is possible due to the presence of forced oscillations in power systems causing a mismatch between the model and reality, as will be demonstrated in this paper.
Forced oscillations (FOs) are the result of rogue inputs driving the system. They are fundamentally different from modal oscillations, which result from the dynamic properties of the system itself. Forced oscillations have been observed in the US Eastern Interconnection (EI), the wNAPS, and the Nordic Power System [10] . In each case, multiple harmonics were present. The causes of these FOs were not established in [10] , but causes listed in other publications include steam-turbine regulator malfunction [11], incautious power system stabilizer (PSS) design [12] , stable limit cycles due to upper limits on generator field-voltage [13] , and incomplete islanding within the system [14] . Other sources specific to isolated systems are discussed in [15] - [17] . In [18] and [19] , the importance of detecting FOs is highlighted and a number of recent real world FO examples are provided along with the corrective actions taken to fix the underlying problems. While a wide variety of FOs have been documented, it is likely that most FOs that threaten system monitoring capabilities originate at large thermal generating units.
In this paper, the approach to addressing the difficulties introduced by FOs is to incorporate them into the reduced-order model. A common model structure that is used in monitoring applications is the AutoRegressive Moving Average (ARMA) model [5] - [8] , [20] . By incorporating a sum-of-sinusoids term into this model, it can be made to better represent a power system with a forced oscillation and thus eliminate the extreme mismatch between reality and the model. The resulting model is termed the AutoRegressive Moving Average plus Sinusoid (ARMA+S) model.
It is hypothesized that signal processing methods developed for the ARMA+S model will outperform those applied to the ARMA model due to the reduced mismatch. This hypothesis is supported in this paper with the derivation and testing of a new Two-Stage Least Squares (LS) algorithm [21] that incorporates the model's sinusoid term, thereby enabling the simultaneous estimation of the electromechanical modes and the amplitude and phase of the FO. The Two-Stage LS algorithm is based directly on the constant coefficient difference equation of the ARMA model and has been used in previous efforts to analyze the stability of power systems [7] , [9] .
The rest of this paper is organized as follows. The ARMA+S model is introduced in Section II. Based on the model, the derivation of the new Two-Stage LS algorithm is presented in Section III. The new method is then validated by applying it to simulated and measured power system data in Section IV. Concluding remarks and expectations for future work are outlined in Section V.
II. ARMA+S MODEL
Black-box models such as ARMA models are used to relate an input-output relationship of a system without detailing each component in the system. Thus, ARMA models of power systems do not incorporate specific generation sites at which to add FOs to create an ARMA+S model. Instead, a sum of sinusoids is used to represent FOs as they appear in measured data. The resulting ARMA+S model is given in Fig. 1 . Note that a discrete-time representation is being used here with k denoting the sample index. Here e(k) is zero-mean white noise with variance σ 2 that represents random load switching aggregated over a large area [21] . The polynomials
and
describe the AR and MA portions of the model, n a is the AR model order, n b is the MA model order, and q is the shift operator such that q −τ y(k) = y(k − τ ). The measured output y(k) can be expressed in terms of the constant coefficient difference equation
The FO term is given by
where A p , ω p , and δ p are, respectively, the amplitude, frequency in radians per sample, and phase in radians of the pth sinusoid in the sum. The starting sample, p , and ending sample, η p , of the pth sinusoid are included via the indicator function
To simplify notation, the indicator function corresponding to the p th sinusoid will be abbreviated as I p (k) when the starting and ending samples are not of immediate interest. Note that the FO term is added at the input to the AR portion of the model for mathematical convenience without loss of generality.
Recall that in this application, the continuous-time poles of the ARMA+S model correspond to the system's electromechanical modes. Because a discrete-time representation is being used here, the n a discrete-time poles given by
must first be considered. The continuous-time poles follow as
where f s is the sampling rate of the data [4] . Letting λ i = σ i + jω i , the frequency in units of Hz and damping ratio of the mode can be expressed as
With the model formulated as given above, forced oscillation detection and identification algorithms such as those proposed in [22] - [24] can be used to estimate the start and end times as well as the frequencies of forced oscillations. Then based on the ARMA+S model, a new algorithm can be derived to simultaneously provide estimates of the modes' frequencies and damping ratios and also the forced oscillation's amplitudes and phases, thus avoiding a mismatch between reality and the model. The next section derives such an algorithm.
III. LS-ARMA+S ALGORITHM
With the ARMA+S model established, it is now possible to derive a new Two-Stage LS algorithm to incorporate FOs. For the original algorithm development, see [21] . In reference to its association with the ARMA model, the original Two-Stage LS algorithm will be referred to as LS-ARMA in this paper. The new algorithm, termed LS-ARMA+S, is based on the expression for the measured system output given by (3) .
Due to the unknowns A p and δ p in s(k), approaching (3) directly leads to a nonlinear LS problem. As shown in [25] , this nonlinear LS problem can be transitioned to a linear LS problem by transforming the parameters to force the signal model to be linear in the unknown parameters. The parameter transformation is implemented by applying a trigonometric identity such that
where
Substituting (10) into (4) leads to
Though (3) is now linear in the unknown parameters, it still cannot be used directly due to the process noise term e(k), which is unknown. Thus, in a manner similar to the LS-ARMA algorithm [21] , the estimation approach is broken into two stages for this new LS-ARMA+S algorithm. In stage one, e(k) is estimated by replacing the ARMA+S model with a high order AR+S model. In the second stage, those estimates of e(k) are used to estimate the model's parameters with the full ARMA+S model.
Wold's decomposition theorem [21] , [26] allows the ARMA model to be replaced with an infinite order AR model. An infinite number of parameters cannot be estimated from a finite sample, though, so the polynomial is truncated to an order of n α > n a . Because the FO is modeled as passing only through the AR portion of the model, it is necessary to introduce
Using this notation, the ARMA+S model can be approximated as the truncated infinite-order AR+S model with constant coefficient difference equation given by
Note that the unknowns A 
where • denotes the Hadamard product and
For the first stage, L = n α . The LS solution of (18) iŝ
where † denotes the pseudoinverse [21] . By rearranging (17) and substituting in the estimates from (25), the expression
can be used to estimate the process noise for k = n α , n α + 1, . . . , K − 1. With these estimates, the algorithm's second stage can be carried out. For the second stage, let L = n α + n b . Equation (3) is written out for L ≤ k ≤ K − 1 using the transformed FO term given by (15) and the process noise estimates given by (26) . In matrix notation, the result is
and y, S, Ψ, and e are as defined in (19) , (21), (22) , and (24), respectively. The LS solution to (27) iŝ
With the parameter estimates given by (31), the electromechanical modes can be estimated by plugging the estimated AR polynomial into (6) and then applying (7)- (9) . The amplitude and phase of each sinusoid can also be estimated by replacing B p and C p in (11) and (12) with their respective estimates. To obtain amplitude and phase estimates of the sinusoids as they appear in the measured data,Â p andδ p must be scaled and shifted by the estimated AR polynomial. The final expressions are thenÂ
Amplitude estimates are of particular interest because they provide an indication of the oscillation's severity. It may also be possible to utilize amplitude and phase estimates from multiple channels of data to help locate the source of the oscillation. This topic is not explored in this paper, but it may be a topic of future work. Before proceeding, a few comments regarding the practical use of (32) and (33) are in order. As described in Section IV, mode estimation applications often involve preprocessing of signals for analysis. Because (32) and (33) correspond to the signal under analysis, any filters applied as part of preprocessing will impact these values with a gain applied to the amplitude and a shift applied to the phase. The gain and phase response of any applied filters are known, so the FO amplitude and phase estimates for the raw signal can be found usinĝ
where G(ω p ) is the transfer function describing the cumulative effect of all applied filters evaluated at the frequency of the p th FO. The need to calculate (34) and (35) is application dependent. In many cases, the relative values between separately evaluated channels are sufficient. The results in this paper are presented using (32) and (33), though equivalent results could have been provided using (34) and (35).
IV. METHOD VALIDATION
The mode and forced oscillation estimation algorithm described in the previous section was tested in two ways. First, it was applied to multiple trials of data from the MinniWECC model [27] to examine its statistical performance. Next, it was applied to PMU data from the EI and wNAPS systems to show that the algorithm is capable of operating in real-world conditions. In each case, linear combinations of voltage angle data were passed through a first-order derivative filter to obtain estimates of frequency deviation about the nominal system frequency.
Where missing or corrupt samples were identified in the measured data, they were replaced using linear interpolation. New points were constructed by selecting samples along a straight line connecting good samples on either side of the corrupt samples. Though more advanced interpolation methods exist, this simple approach was appropriate for the limited data quality problems that were present in the data. In practice, specialized methods of identifying and replacing corrupt or missing data could be applied. Significant differences in performance between the LS-ARMA and LS-ARMA+S algorithms due to data quality were not expected or observed.
After interpolation, a high-pass filter was applied to remove low-frequency trends. Simulated data was generated at 30 samples per second to match the sampling rate of the measured data. To obtain data that more narrowly covered the frequency range of the inter-area dynamics of the systems, the data was passed through an anti-aliasing filter and downsampled to five samples per second before being analyzed. Similar preprocessing approaches are described in [6] , [8] , [28] .
A. Results From Simulated Data
Simulated data was generated using the MinniWECC model, a complete description of which is presented in [27] and the references therein. The MinniWECC is a simplified model of the WECC system obtained by equivalencing generation for many areas into single generators and including only transmission lines with significant length and a rating of at least 230 kV. In all, the model has 34 generators, 115 lines and high-voltage transformers, 54 generator and load transformers, 19 load buses, and 2 DC lines. For data generation, the nonlinear model is linearized about an operating point and represented in state-space form. The modeled system has a dominant mode at 0.3719 Hz with a damping ratio of 4.67%. Forced oscillations are modeled as a square wave input at a generator bus to emulate a limit cycle [13] . Amplitudes are specified in terms of the signal-to-noise ratio (SNR) of the fundamental harmonic within the square wave after all preprocessing was completed. The fundamental frequency of the forced oscillation for all simulations was chosen as 0.3819 Hz, or 0.01 Hz above the mode of interest. The impact of a FO on a particular mode is model dependent, but similar results have been observed for FO frequencies near the frequency of the electromechanical mode.
Two simulation scenarios were considered to highlight the performance of the original and new Two-Stage LS algorithms. In the first scenario a large-amplitude FO was present for a short duration, and in the second scenario a small-amplitude FO was present for a long duration. For each scenario, 200 trials were generated, each with a unique realization of the load noise driving the system. Calculating the sample means and standard deviations of the estimators over these trials provides an indication of each estimator's statistical performance. This approach is known as a Monte Carlo simulation [25] . The number of trials was chosen such that the mean and standard deviation of the modal frequency and damping ratio estimates showed only slight variation as the number of trials increased. For all simulations, a 10 minute analysis window and model orders of n a = 30, n b = 10, and n α = 46 were used. Similar results were achieved for a variety of model orders in this range.
The first simulation case examined the performance of the original and new algorithms when a FO with an SNR of 10 dB was present for two minutes. Example time-domain data from a single trial is presented in Fig. 2 . Recall that a 10 minute analysis window was used, so estimates were generated beginning at minute 0.
Mode estimation results from the original LS-ARMA and new LS-ARMA+S algorithms averaged over the 200 trials are presented in Fig. 3 . The time frame over which the FO is present within the analysis window is also indicated in the plots. The ability of the LS-ARMA algorithm to properly estimate the modal parameters clearly degrades between minutes four and six as more of the FO enters the analysis window. Between minutes 6 and 14, the FO is completely contained within the analysis window and estimates from the LS-ARMA algorithm remain severely biased. The estimates improve as the analysis window moves beyond the FO between minutes 14 and 16. In contrast to the performance of the LS-ARMA algorithm, the LS-ARMA+S algorithm is only slightly affected by the presence of the FO. By incorporating the FO in the model, estimates of the system's modes remain reliable.
Recall that the LS-ARMA+S algorithm estimates the unknown parameters of the FO along with the electromechanical modes (see (32) and (33)). Forced oscillation amplitude and phase estimates are presented in Fig. 4 . Amplitudes are plotted in terms of SNR. The amplitude estimates tend to be best when the full duration of the FO is contained within the analysis window. The same is true for the phase estimates, which have had the linear trend introduced as the analysis window moves forward in time removed to better illustrate the estimator's performance.
In the case just considered, the FO is obvious in time-domain data. It is important to note, though, that even a FO that is not obviously visible in the time domain can impact modal estimates. Consider the case of a FO with an SNR of −5 dB and a duration of 12 minutes. As seen in the example time-domain data given in Fig. 5 , such a FO is buried in ambient noise and not distinctly visible in time-domain data. Application of the original and new Two-Stage LS algorithms to 200 trials of data led to the results in Fig. 6 . Note that estimates from the LS-ARMA algorithm are again biased when the analysis window contains the FO. Between minutes 14 and 16, where performance is at its worst, the FO is present for the entirety of the analysis window. The lower SNR of the FO compared to the previously considered case reduces the bias of the mode estimates, but it remains significant. In this case, the FO has no appreciable effect on estimates from the LS-ARMA+S algorithm, as desired. Forced oscillation amplitude and phase estimates for the second case are presented in Fig. 7 . The linear trend of the phase estimates has again been removed to better illustrate performance. For the lower amplitude oscillation considered in this case, the standard deviations of the amplitude and phase estimates decrease much more gradually and remain higher throughout the simulation. Performance is best between minutes 14 and 16 where the FO is present for the entirety of the analysis window.
For use in online monitoring applications, the algorithm's processing time is an important consideration. The simulation cases were implemented in MATLAB version 2014a on a computer with a 2.9-GHz processor and 16 GB of memory. The average time required to produce an estimate based on a 10-minute analysis window when a FO was not present was 0.0126 seconds. In this case the algorithm is operating as standard LS-ARMA. The average time required to generate an estimate when a FO was present was 0.0135 seconds, a 6.5% increase. The extra processing time is required because of the larger matrices in the LS solution (see (25) and (31)) and the additional estimation of the FO amplitude and phase. With 0.2 seconds between incoming samples at the downsampled rate of 5 samples per second, the slightly longer processing time for LS-ARMA+S is still well within reason for online monitoring applications.
When applied to simulation data, LS-ARMA+S produced superior modal estimates compared to standard LS-ARMA. The new algorithm simultaneously produces FO amplitude and phase estimates. All of this is done with only a mild increase in processing time.
In practical implementations, the frequency, start time, and duration of forced oscillations must be estimated using methods such as those in [22] - [24] to provide inputs to the LS-ARMA+S algorithm. Thus, the sensitivity of the algorithm to parameter estimates is an important consideration. Because FOs must be detected, the impact of false detections is also evaluated in this section.
To test the algorithm's sensitivity to parameter estimates, the analysis window from minute 11 to 21 in Fig. 5 was considered. The FO is present for the first five minutes of this window. First, the end point of the oscillation, η, was provided to the LS-ARMA+S algorithm with an error varying from −60 seconds to 60 seconds. Applying the algorithm to the 200 trials of data lead to the results in Fig. 8 . Note the mild impact on the algorithm's performance. Next, the FO frequency was provided to the LS-ARMA+S algorithm with an error varying from −0.02 Hz to 0.02 Hz. The results in Fig. 9 indicate that the algorithm is much more sensitive to errors in the FO frequency estimate. Though an important consideration, sinusoidal frequencies can be estimated with sufficient accuracy to provide good performance [24] .
To test the algorithm's performance when a FO has been erroneously detected, the LS-ARMA+S algorithm was applied to ambient data. The FO frequency, start point, and end point supplied to the algorithm were identical to those for the FO in Fig. 10 demonstrate that the algorithms perform nearly identically. To understand why, consider the very small FO amplitude estimates from LS-ARMA+S in Fig. 11 . By assigning the FO term a small amplitude, it is essentially removed from the model. Thus, the impact of erroneously detected FOs on the mode estimates is minor.
B. Results From Measured Data
In this section, the performance of the original and new TwoStage LS algorithms when applied to real-world data will be examined. The results demonstrate the practical utility of the LS-ARMA+S algorithm. They also show what estimates from a single trial look like, rather than the average behavior presented in the previous section. For both of the presented cases, specific dates, times, and PMU locations are withheld to protect the confidentiality of the data. The months, years, and system from which the data came are provided. In both considered cases, the FOs are too small to be observed in time-domain data, but their frequencies are close enough to well-damped electromechanical modes to cause bias. For the interested reader, several plots of FOs that are apparent in time-domain measurements can be found in [18] , [19] . For the LS-ARMA+S algorithm, estimates were used for the frequency, onset time, and duration of the FOs [22] - [24] , [29] , [30] .
The first dataset was collected from a single PMU in the EI in November 2007. The dataset contains a FO whose frequency of approximately 0.4165 Hz placed it close enough to a welldamped system mode to cause bias. The original and new TwoStage LS algorithms were applied to 50 minutes of data with 20 minute analysis windows and model orders of n a = 16, n b = 10, and n α = 45. The FO began at approximately minute 3 and persisted until minute 27 of the dataset.
Mode estimation results are presented in Fig. 12 . The simultaneous increase of the modal frequency estimates towards the FO frequency and decrease of the modal damping estimates provides strong evidence that the FO biased the mode estimates away from their true values.
Estimates of the FO amplitude (in terms of SNR) and phase are presented in Fig. 13 . The SNR was calculated using an estimate of the noise's power during ambient conditions before the FO began. The SNR estimates become consistent after the FO persists for approximately four minutes. The linear trend of the phase estimates has been removed, resulting in relatively constant estimates.
The second dataset was collected from the wNAPS in February 2010. Again, the FO is not visible in time domain data. The forced oscillation's frequency of approximately 0.8434 Hz placed it very close to a well documented system mode. For this case, 40 minutes of data was analyzed with a 10 minute analysis window and model orders of n a = 8, n b = 6, and n α = 46. Results are presented in Fig. 14. In this case the frequencies of the mode and the FO are so close that the mode frequency estimates of the LS-ARMA and LS-ARMA+S algorithms are nearly identical. The damping ratio estimates, however, differ significantly after the FO enters the analysis window. While the estimates from the LS-ARMA algorithm decline as the FO persists, those from the LS-ARMA+S algorithm remain within the same range as before the FO began. Estimates of the FO amplitude and phase are presented in Fig. 15 . As with the previous case, the SNR was calculated using an estimate of the noise's power during ambient conditions before the FO began and the linear trend in the phase estimates was removed. Again, both SNR and phase estimates become more consistent as more of the analysis window contains the FO.
V. CONCLUSION
In this paper, a new model and associated estimation algorithm were proposed for use with power system data containing forced oscillations. The new model, termed ARMA+S, is an adaptation of the often used ARMA model structure. With the addition of a sum-of-sinusoids input to the model to account for FOs, the extreme mismatch between reality and the model is resolved.
To perform modal estimation based on the new model, a new signal processing algorithm is required. One such algorithm was proposed in this paper. Termed LS-ARMA+S, the new algorithm was derived as a redevelopment of the classic Two-Stage LS algorithm. The new method is able to identify the power system parameters governing small-signal dynamics and the unknown FO parameters simultaneously. Thus, it allows the small-signal stability of a power system to be monitored while estimating the amplitude and phase of FOs present in the system.
Simulation results based on the MinniWECC model demonstrated the severe bias that is introduced to frequency and damping ratio estimates of electromechanical modes that are near in frequency to FOs when the FO is not included in the system model. This result was observed even for FOs that were too small to be observed above ambient time domain data. Simulation results also demonstrated that the use of the proposed model and estimation algorithm removed almost all of the bias introduced to the LS-ARMA estimates by the FO. The LS-ARMA+S algorithm was also shown to produce valuable estimates of the FO amplitude and phase.
The practical utility of the proposed model and algorithm was demonstrated by examining measurement data from the EI and wNAPS power systems. In both datasets, low-amplitude FOs caused bias in estimates of the system modes when the original ARMA model and LS-ARMA algorithm were used. Estimates generated by the LS-ARMA+S algorithm remained consistent throughout the datasets.
As measurement-based stability monitoring becomes increasingly prevalent, it is important that system operators are provided with reliable estimates of a system's electromechanical modes. However, estimates of modes near forced oscillation frequencies have been found to suffer severe bias when standard ARMA models are used. For a system with forced oscillations, the ARMA+S model proposed in this paper better reflects reality. As a result, the associated LS-ARMA+S algorithm is capable of accurately estimating the modal properties of the system and FO parameters simultaneously. This ability makes it a valuable tool for practical measurement-based monitoring of power system small signal stability.
Future work in this research area will focus on redeveloping other mode monitoring algorithms to identify the ARMA+S model parameters. The use of the estimated FO parameters to locate the source of oscillations may be explored.
