Abstract. This review collates a wide variety of free boundary problems which are characterized by the uniform proximity of the free boundary to a prescribed surface. Such situations can often be approximated by mixed boundary value problems in which the boundary data switches across a "codimension-two" free boundary, namely, the edge of the region obtained by projecting the free boundary normally onto the prescribed surface. As in the parent problem, the codimension-two free boundary needs to be determined as well as the solution of the relevant field equations, but no systematic methodology has yet been proposed for nonlinear problems of this type. After presenting some examples to illustrate the surprising behavior that can sometimes occur, we discuss the relevance of traditional ideas from the theories of moving boundary problems, singular integral equations, variational inequalities, and stability. Finally, we point out the ways in which further refinement of these techniques is needed if a coherent theory is to emerge.
Introduction. Several books and monographs
, proceedings [6, 10, 16, 22, 32, 51, 58, 61, 79] , and bibliographies [17, 77] have appeared during the past thirty years on the mathematical theory of free boundary problems. Such problems are defined as differential equations that must be solved in domains of dimension n, some of whose boundaries, of dimension (n − 1), are unknown a priori. The inherent nonlinearity of these problems has prompted theoretical investigations into questions of existence, uniqueness, regularity of the boundary, numerical algorithms, stability, and asymptotic behavior. Certain mathematical techniques have emerged as widely applicable, including the use of weak solutions and scaling arguments. In cases where there is enough structure for weak or variational formulations to be found, great unification has been achieved both analytically and numerically. At the other extreme, when very irregular or unstable free boundary morphology can occur, much theoretical work remains to be done and justifiable numerical algorithms are only in their infancy.
Despite all this mathematical activity, there remains a widely-occurring, but littlestudied, subclass of free boundary problems in which the free boundary has dimension (n − 2) and for which only two tentative attempts at unification have been made [39, 60] . Nonetheless, the number of case studies of this type that have appeared in the literature is now so large that it is appropriate to write a review with the aim of stimulating further mathematical study of these important problems. They form a subset of what is now known as "codimension-two free boundary problems," although this term is also commonly applied to models of, say, a curve in R 3 , as might be the case for vortex dynamics in a fluid or superconductor. In these latter cases, the motion of the curve is often governed, to lowest order, by a purely local partial differential The way in which our class of codimension-two problems arises is exemplified by referring to the well-known dam problem [57, 64] . The two-dimensional, codimensionone version of this problem is shown in Figure 1 (a) with a dam of infinite extent (as may be a model for a sandbank). It involves percolation in a saturated region where liquid flows with dimensionless velocity −∇Φ, where Φ = p + y and the pressure p is Laplacian. This region is separated from a dry region by a codimension-one free boundary at which two free boundary conditions are imposed, namely, a kinematic condition and the condition that p be atmospheric (zero). Here, and in other models, we denote the normal free boundary speed by v n . Now suppose, as in [1] , that 1 so that the top of the dam, y = f (x), is nearly flat; the boundary conditions can then be linearized onto the x-axis. By scaling Φ = φ (we shall use lowercase letters for all our codimension-two problems) and with the codimension-one free boundary represented by y = (f (x) + h(x, t)), it is plausible, but almost impossible to prove, that the leading order model 1 is that given in Figure 1 (b). Thus we have a mixed boundary 
P1
Percolation in a ∇ 2 φ = 0 φ = f φy = −ht r α(ḋ) 1/r [1] sandbank a φy < 0 φ = f + h, h < 0 P2
Water entry ∇ 2 φ = 0 φy = −1 φ = 0, φy = ht r 1/2 1/r [42, 48] φt < 0 h < f(x) − t P3 Patch cavitation b ∇ 2 φ = 0 φy = 0 φx = f, φy = hx r 5/2 , 1/r [9, 41] φx < f h > 0 r 1/2 P4 Surface tension ∇ 4 φ = 0 φyy = 0 φx + ht = 0 r 1/2 r [35] driven sintering φ = 0 3φxxy + φyyy = 0 in slow flow c σ 22 > 0 φxx = φyy, ht < 0 P5
Hele-Shaw flow ∇ 2 φ = 0 φy = 0 φy = −ht r 1/2 see [67] φ < 0 φ = 0, h > 0 text P6 Steady ∇ 2 φ = 0 φ = 0 hφn = φ r 3/2 [2] electropainting φn < j 0 φn = j 0 , h > 0 n/a P7 Dislocations on a ∇ 2 φ = 0 φy = 0 U = 1 + φx r 3/2 1/r [31] single slip plane
Thermistor with ∇ 2 φ = 0 ψy = 0 ψ = 1 + φ 2 /2 r 1/2 n/a [12] discontinuous ∇ 2 ψ = 0 φ = 0 ψy = 0 (for conductivity ψ < 1 h = φ/φy φ) φy > 0 φ > 0, h > 0 P9
Flow over a down-∇ 2 φ = 0 φy = 0 (8φx + h 2 )x = 0 r 3/2 log r [63] ward step (x = 0) xφx < 0 φy = hx, h > 0 P10 [20] Elastic contact (the displacement ∂σ ij ∂x j = 0 σ 12 = 0 u 2 = f σ 12 = 0, σ 22 = 0 h = u 2 r 1/2 n/a is (u 1 , u 2 ))
Slender viscous ∇ 4 φ = 0 φ = 0 u = x + φy, φ = 0 r 3/2 1/r [78] inclusion c φyy = 0 φyy + 4(hux)x = 0 σ 22 > 0 ht = −(uh)x, h > 0 P12 [5] Elastohydrodynamic ∂σ ij ∂x j = 0 (h 3 px)x = hx σ 22 = p, σ 12 = 0 σ 12 = 0, σ 22 = 0 h = u 2 + f r 3/2 1/r lubrication h > 0, p > 0 h > 0 a In the steady case α = 3/2 and φ ∼ O(log r) at infinity. b The singularities at the leading and trailing edges are shown. c The normal component of the traction in the contact region is denoted by σ 22 .
3. What methodology is available to solve these problems explicitly? 4. Is there a possibility of generalizing the models either to make their analysis easier or to make them easier to solve numerically? 5. If solutions exist, are they stable to perturbations in the direction parallel to the free curve? There is one situation where the answer to the first question can be given at once, namely, when the progenital codimension-one problem has an explicit analytical solution. Unfortunately, such solutions are known only for P4, P5, and P7, and the details of their relevant limits are given in [55] .
With the above questions in mind, the remainder of this paper comprises a review of the kind of behavior and difficulties that can be anticipated whenever these codimension-two free boundary problems are encountered. In section 2 we begin by deriving some examples that we will subsequently need for illustrative purposes. A primary aim is to show that there are many mathematical tools available for the explicit solution of our codimension-two problems. As we shall see in section 3, this is Downloaded 01/08/15 to 129.67.119.86. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php because problems such as that in Figure 2 (b) are much more likely to possess explicit solutions than are their parent codimension-one problems; this is a consequence of the well-developed theory of mixed boundary value problems [28, 75] . Another interesting contrast comes when we try to consider codimension-two problem formulations that are more general than the mixed boundary value problems of Table 1 . We recall that weak formulations, as developed for the theory of conservation laws, have played a key role in the theory of codimension-one problems, the theory of shock waves being the standard example. No such theory has yet been proposed for these codimension-two problems any more than has been suggested for other codimension-two free singularities such as vortices in an inviscid fluid [71] . However, the unification brought about by variational inequalities in codimension-one problems does, as we shall see, sometimes carry over to codimension-two cases with or without the need for preliminary smoothing transformations, and this will form the subject of section 4, where we will also discuss the importance of this reformulation for obtaining numerical solutions. As mentioned earlier, weak and variational formulations of codimension-one free boundary problems have been a great boon to numerical analysts, as have front tracking and other fixed domain formulations [14] ; more recent approaches include the level set method of [73] . However, except in situations where variational inequalities can be utilized, there is as yet no catalogue of algorithms for our class of free boundary problems.
Finally, in section 5, we will discuss the relatively unexplored possibilities of applying perturbation theory to codimension-two problems. Even linear stability theory poses serious challenges at the formal level, and the exploitation of small parameters in the initial or fixed boundary conditions can lead to unexpected new models. This is an important issue since, as we shall see, there is clear evidence for the possible irregular evolution of codimension-two free boundaries. Also, the interesting question of the relationship between the stability of our codimension-two problems and their codimension-one progenitors will be mentioned.
Derivation of some codimension-two problems.
This section contains brief derivations of five members of our class of codimension-two models starting from their codimension-one counterparts. Apart from the Hele-Shaw problem, they all describe commonly occurring practical situations and we will use them, and the shallow dam problem described in the introduction, to illustrate the ideas put forward in later sections. In each case, the question of the local behavior near the free points will be discussed from a physical viewpoint only, with the mathematical implications left to section 3. The first four are "one-phase" problems, beginning with a model for water entry, which produces one of the simplest codimension-two models. The next example, of a type of cavitation, leads to a more complicated model and demonstrates that there may be different singularities at different free points. Then the small-time sintering of viscous cylinders is introduced as a problem in which an exact codimension-one solution is available but which is not governed by Laplace's equation. We also mention Hele-Shaw flow as another free boundary problem where precise comparison can be made between the codimension-two problem and its codimension-one parent. The last example, of electropainting, is introduced to illustrate a situation where the geometry is not a half-space and the underlying problem has two phases.
Water entry of a blunt body.
In the simplest water entry problems, a uniformly smooth body Y = f ( X), where f is even, moves with unit speed in the negative Y -direction into water, which is initially at rest in Y < 0. The effects of gravity, viscosity, and surface tension are neglected. As shown in [42] , for 1 the codimension-one configuration is modelled as in Figure 3 over" and forms two jets along the impacting body and these "turn-over" points are found to lie within O( ) of (±d(t)/ , f (±d(t)) − t). The model consists of inviscid, irrotational flow with velocity potential Φ(X, Y, t) and with Bernoulli and kinematic conditions on the free surface Y = H(X, t). We have not been specific about the details of the jet flow because, as shown in [42] , it exerts only a second-order influence on the codimension-two model. Relative to an O(1) lengthscale for f , the turnover points have an O(1/ ) lateral separation, and we therefore rescale distances via x = X, y = Y and write the free surface Y = H(X, t) as y = h(x, t); the body is at y = (f (x) − t) and the free (turn-over) points at x = ±d(t) (the jet roots are now at
2 )). The kinematic condition demands that we also rescale φ(x, y, t) = Φ(X, Y, t). It is now reasonable to linearize the boundary conditions for φ onto the x-axis and to ignore the jets altogether so that h(d(t), t) = f(d(t)) − t; to lowest order, the problem is as shown in Figure 3(b) , where the condition φ = 0 for |x| > d(t) is an integration of Bernoulli's equation.
We note the following physically reasonable inequalities: We also note that the water exit problem can be formulated in the same way by reversing the sign of φ y (x, 0, t) for |x| < d(t). However, we shall see later that the solution properties are very different in this case.
Patch cavitation.
Cavitation in liquids occurs because they cannot sustain indefinitely low pressures and instead vaporize at the vapor pressure P V , which imposes a lower bound on the pressure. In inviscid irrotational flow, the lowest pressures must occur on the boundary of the flow domain [4] , and [13] records observations of thin "patch" cavities on the surface of an axisymmetric obstacle in a uniform mainstream flow. The cavities form near the point on the body at which the pressure would take its minimum value, P M , in their absence (we call this the minimum pressure point, or MPP), and we let the tangential fluid speed at this point be U . They are observed to be long and thin when P V − P M ρU 2 and to persist for a time much greater than the local residence time of fluid particles. Therefore, as in [41] , we initially restrict ourselves to steady two-dimensional flows and neglect viscosity, gravity, and surface tension; the codimension-one model is then outlined in Figure 4 .
The small parameter that we exploit here is
and it can be argued [41] that the thickness of the cavity is O( 3 ) and its length is O( ).
Because the cavity is small compared to the obstacle, it is controlled only by the local flow near the MPP. Unlike the earlier problems we have described, the codimension-two model now arises as a local model for the flow near the cavity and the flow in this local region is matched to the mainstream outer flow by using the theory of matched asymptotic expansions. Since the aspect ratio of the cavity is O( −2 ), all the variables must be expanded to second order in . Thus, when we transform to local coordinates (x, y) tangential and normal to the obstacle at the MPP as shown in Figure 5 (a), the body is approximately y = k 1 x 2 + 2 k 2 x 3 , where k 1 < 0. The thickness of the cavity is written as 2 h(x), the leading edge of the cavity is at x = d 1 , and the trailing edge is at x = d 2 .
With a suitable scaling the potential in the codimension-two region is written as where c 0 is a constant known from the outer flow (it is not possible to determine c 0 from a local knowledge of the obstacle shape near the MPP). In (4), φ(x, y), the potential in the codimension-two problem, is to be determined; φ = 0 corresponds to unseparated flow past the obstacle in which, as shown in [41] , the pressure near the MPP can be written as
where
and it is necessary that c 0 < −4k 
Sintering of viscous cylinders.
We now consider a benchmark problem whose codimension-one parent possesses an explicit analytical solution. The mechanical sintering of viscous drops and cylinders is a process of some technological importance in, for example, optical fiber manufacture. Both [35] and [68] touch along a common generator, as in Figure 6 (a). The full model is Stokes flow, with a kinematic boundary condition on the free boundary as well as the conditions that the normal stress be equal to the curvature, σ NN = κ, and that the tangential stress be zero, σ NT = 0. The initial motion near the origin is rapid, and it is this regime that we analyze within our codimension-two framework as shown in Figure 6 (b); we give only a brief résumé of the description in [55] .
We work on a timescale over which , defined to be the order of magnitude of the lateral extent of the contact region between the two cylinders, is small. For the contact region to be of this size, it turns out that time T and the stream function Ψ must be scaled with − / log and − 2 log , respectively. Therefore, to retain a nontrivial kinematic condition the full scalings for the codimension-two region (lower case) are
(Some of these scalings, it must be admitted, would have been very difficult to ascertain without comparison with the exact solution in [35] .) The logarithm reflects the fact that in contrast to, say, the water entry problem, there is no local similarity solution involving a power of t. On this timescale, the free boundary far away from the origin only moves by o( ), and so the outer problem away from the origin is to solve the biharmonic equation in a circle with the stress conditions mentioned earlier and a singularity at the origin. This singularity produces a flow toward the origin, and this is reflected in the condition at infinity in the codimension-two problem, where 2 . In the codimension-two region the air gap thickness 2h = O( ), and so linearization onto the y-axis yields the mixed boundary value problem for ψ shown in Figure 7 , in which symmetry has been exploited to formulate the problem in the upper half-plane. Again, the inequalities are based on the physically realistic assumptions that the fluid is in a state of tension and the sintering cylinders do not interpenetrate. Note that even in this region surface tension forces are dominated by viscous ones, except in the immediate vicinity of the free points x = ±d(t).
Hele-Shaw free boundary flows.
A Hele-Shaw cell [72] consists of two parallel plates between which a viscous liquid flows, under the influence of injection or suction at the edges of the cell or through holes in the plates. When an effectively inviscid fluid such as air is also introduced, interfaces can form between the two fluids. For large aspect ratios (small gaps), these free surfaces can be modelled as curves in the plane of the cell. Moreover, the slow flow equations reduce (in suitable dimensionless variables) to a two-dimensional potential flow. The fluid velocity u(x, y, t) and pressure p(x, y, t) satisfy u = −∇p, ∇ · u = 0, and writing Φ = −p we have ∇ 2 Φ = 0 in the fluid region. On free boundaries, we use the simple "zero surface tension" model Φ = 0 and the kinematic condition
These equations also model two-dimensional flow in a porous medium [64] and are relevant to several other physical situations such as electrochemical machining [49, 53] and, even more importantly, they are a special case of the Stefan model (see section 4). We study the Hele-Shaw problem because complex variable methods lead to an unparalleled variety of explicit solutions (see [33] for a review), many of which are suitable tests of the validity of the codimension-two approach. We mention three such situations.
The first has a geometry analogous to that in P4. If fluid is injected symmetrically into a Hele-Shaw cell through point sources at (0, ±1), the fluid region first consists of two expanding circles centred on the sources. Eventually they sinter at the origin and the domain is thereafter simply connected and tends to a circle as t → ∞ (the exact solution is given in [67] and sketched in Figure 8 2 , and the inequality φ < 0 on the contact region follows from the fact that p > 0 throughout the fluid region (symmetry has been exploited to formulate the problem in the upper half-plane).
A second configuration concerns the evolution of a long thin bubble in an infinite cell with an appropriate driving mechanism at infinity. The driving mechanism might be either uniform suction or injection [37] , in which case φ ∼ Q log r as r → ∞, Q > 0 corresponding to injection and Q < 0 to suction, or a dipole flow [21] with φ ∼ A(x 2 − y 2 ). In the former case the area of the bubble increases or decreases at a rate Q, while in the latter it remains constant. The codimension-two formulation is very similar to that of Figure 8 (b).
Our final example concerns cusp formation in the free boundary. It is well known that the suction problem is ill posed and that for almost all initial value problems there Downloaded 01/08/15 to 129.67.119.86. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php is finite-time blow-up involving a singularity at the free boundary. For a large class of such blow-up solutions, it can be shown that the free boundary develops a 3/2-power cusp, and the late stages of cusp formation are also modelled by a codimension-two free boundary problem very similar to that in Figure 8(b) . At the moment of blow-up, the fluid velocity at the cusp tip is infinite, and the solution does not exist thereafter. This highly unstable scenario presents an extreme test of the robustness of the codimensiontwo approach. In fact, the traditional linear stability analysis of planar solutions to the codimension-one Hele-Shaw problem [59, 72] leads to a problem for the perturbation potential in which the noncontact boundary condition in P5 is replaced by φ = ±h, φ y = h t , i.e., φ y = ±φ t in the injection (+) and suction (−) cases, respectively. (Of course, the linearization is the same as in the derivation of a codimension-two problem; the distinctive feature of the latter is the switch in boundary conditions at the free points.) As discussed in [40] , this linearized stability problem can be interpreted in terms of motion of singularities of the analytic continuation of the perturbation potential, and blow-up can result if such a singularity reaches the free boundary. Although the introduction of a codimension-two free boundary changes this scenario substantially, it still seems likely that codimension-two problems suffer ill posedness via blow-up well away from the free points, just as the codimension-one problem does.
(We consider the stability of the codimension-two free boundary later.)
We note that cusp formation can also occur in Stokes flow [43, 66] and that flows that very nearly realize these cusps can be observed in experiments [45] . However, these flows do not suffer ill posedness in the same way as Hele-Shaw flows do. To be more precise, while the solutions to slow flow free boundary problems with suction generally develop singularities such as cusps in finite time, the linear growth rate of small perturbations to a planar interface is algebraic rather than exponential, and the time to blow-up is correspondingly larger than in the Hele-Shaw case.
Electropainting.
In our final example, the underlying codimension-one problem is two phase and the geometry is more complicated than in the problems considered hitherto. A metal object, the workpiece, is to be painted electrically by being placed in a bath of paint particles (positive ions) in solution, as indicated in Figure 9 . A potential difference is applied between the workpiece and the anode, which is the bath itself; the resulting current drives the paint toward the workpiece. However, the paint only adheres to bare metal if the current density normal to the surface exceeds a critical value j 0 ; otherwise no painting of bare metal occurs, and if paint is already present, it dissolves. The resulting paint layer is thin because its conductivity is small compared to that of the solution.
The codimension-one model [2] assumes an electric potential which satisfies Laplace's equation in the solution and in the paint, with continuity of the potential and the current at the paint surface. Because the paint layer is so thin, the potential varies approximately linearly across it in the direction normal to the workpiece. Then, in suitable dimensionless units, the potential φ at the paint surface is related to the current density there by Ohm's law so that φ = hφ n , where h is the paint thickness (which is also proportional to the resistance of the layer). This boundary condition is linearized onto the workpiece so that φ = hφ n , where h > 0, 0, where h = 0, (7) the second condition stating that the workpiece is grounded. As discussed in [2] , the other boundary condition on the noncontact region describes the kinetics of the paint growth. There are several possible models, of which the simplest is h t = 0, where h = 0 and φ n < j 0 , φ n − j 0 elsewhere. (8) The relevant mixed boundary value problem and associated inequalities are shown in Figure 9 (b).
Discussion.
With the above prototypical problems in mind, we can make some preliminary observations about the first three questions raised at the end of section 1. First we note that in all cases there is a nonuniformity in the approximation of the codimension-one problem by the codimension-two problem in the neighborhood of a free point. This nonuniformity can be best understood if matched asymptotic expansions can be constructed linking the codimension-two problem to a local inner problem near each free point. Indeed, such "inner" solutions can be found for P1-P5 in terms of a "hatted" coordinate system denoting variables in an inner region near a free point 2 as follows. P1. For the dam problem, the singularity at the free point is so weak that, to leading order, an inner region is not needed. However, it is instructive to look at the relevant singularity in a general steady dam problem in the limit as the dam becomes flat. It is well known [64] that for general dam problems there is a singularity in whicĥ φ ∼ O(r (3π−2α)/2π ) at points where the free boundary meets a seepage face making an angle α < π/2 with the horizontal and that the intersection is tangential, as in 
3/2 . P2. We have already mentioned that the local solution near the turn-over points in Figure 3 implies the existence of two thin jets that travel up the sides of the impacting body. In [42] it is shown that the formation of these jets can be described locally by the solution of a Helmholtz flow in a region where (
as shown in Figure 11 , in whichĥ is parabolic asr → ∞. Hence we expect that in P2 both φ and h should have square root singularities at the free point. P4. This is in principle one of the simplest cases since the codimension-one problem has an explicit solution, but it is interesting to note that the "travelling wave" that describes the local behavior near x = d only appeared [36] after the Downloaded 01/08/15 to 129.67.119.86. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php original work [35] . It is only in this travelling wave region that surface tension is strong enough to balance the viscous forces; the free boundary is exactly parabolic and the stream functionψ ∼ O(r 1/2 ) asr → ∞. Hence, after a scaling in which
1/2 ; again the relevant inner solution, which can be found exactly [44] , is a travelling wave with parabolic free boundary.
In P3 the behavior near x = d 1 may differ from that near x = d 2 , and it is argued in [55] that, at the trailing edge, the inner region is the same as that in the water impact problem. For problem P6, no local solution near the free points has been proposed, but it is likely on physical grounds that |∇φ| is bounded there.
The question immediately arises as to the relationship between the singular behavior near the free points and the auxiliary inequalities that have been listed. It remains unclear whether the specification of either implies the other. For the moment we simply remark that if a codimension-two problem can be formulated as a variational inequality, the complementarity statement of the auxiliary inequalities can be used to ascertain the regularity of the solution at the free points [20, 50] . We shall return to this point in section 4.
Concerning the more general question of well posedness of codimension-two problems, we have already cited cusp formation in Hele-Shaw cells with suction as an instance where the codimension-two formulation inherits the ill posedness of its codimension-one progenitor. Despite its time reversibility, the codimension-two HeleShaw suction problem (P5 with φ ∼ −y as r → ∞) can be shown to be ill posed (see [34] and references therein) and almost all initial value problems exhibit finite-time blow-up. The close analogy between P2 and P5 then suggests that the former is ill posed in the water exit case, a conjecture which will be supported by the stability analysis of section 5. Furthermore, the contrast between ill posedness and well posedness extends to P1. This problem is only time reversible if the sign of gravity is also changed, but as shown in [59] , the codimension-one dam free boundary problem is linearly unstable either if the normal to the free boundary points downward, or, if the normal points upward, the free boundary moves downward sufficiently fast. Hence, if we were to formulate a codimension-two problem for a dam that was saturated except for a thin dry patch adjacent to its horizontal, impermeable base, we should expect this problem to be ill posed. Similarly, instability probably results if fluid is removed sufficiently fast from y = −∞ in the configuration of P1.
We shall discuss ill posedness further after a more detailed examination of some problems that are, we hope, well posed. Meanwhile, spurred on by the observation that several of our prototype codimension-two problems involve the solution of mixed boundary value problems in a half-space for field equations that are linear, we proceed to discuss the implications of the theory of singular integral equations. This will immediately necessitate a mathematical consideration of the strengths of the singularities at the free points; however, it will not usually give a prescription for solving the problem completely because the relevant integral equations are nonlinear in their dependence on the position of these points.
Application of the theory of mixed boundary value problems.
We observe that in all the codimension-two models we have considered, boundary data for the field equation is prescribed on the contact region and the noncontact region; Downloaded 01/08/15 to 129.67.119.86. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php moreover, information about h is also prescribed on the noncontact region. This suggests that if we can solve the relevant mixed boundary value problem for any arbitrary position of the free points, we can then use the information about h to try to find them. However, we shall soon see that this simple strategy is inadequate.
We note another common attribute of the problems listed in section 2, namely, that they are mixed boundary value problems for Laplace's equation or the biharmonic equation. In fact, we have deliberately chosen these examples because a welldeveloped method exists for finding the solution to such problems [28, 75] . The theory exploits the fact that they can be written in terms of Riemann problems for analytic functions and, using the Plemelj formulae, as equivalent first-kind singular integral equations with Cauchy kernels, the region of integration being either the contact or noncontact region. Hence an existence/uniqueness theory can be developed that generalizes the Fredholm theory for nonsingular integral equations. It is based on the observation that, when a Cauchy integral equation is posed on a smooth closed curve Γ in the Argand diagram, the solution is uniquely determined in terms of the boundary values of a function analytic away from Γ when the index of the related Riemann problem vanishes. Although this is a very simple concept, it becomes cumbersome to apply to situations in which, for instance, Γ is the real axis and the behavior at infinity varies from problem to problem. Fortunately, our examples are sufficiently simple that the relevant uniqueness results can be found in practice by noting that if a function w(z) analytic in y < 0 has, say, a prescribed real part on y = 0, |x| > d and an imaginary part on y = 0,
1/2 satisfies a Dirichlet problem on the whole real axis and can be written down as a Fourier integral together with eigensolutions that, by inspection, have a Laurent expansion in powers of (z + d) and (z − d). Hence the coefficients in this Laurent expansion can be juggled to satisfy the relevant singularity conditions at the free points y = 0, x = ±d and give the necessary behavior at infinity. As stated above, our procedure will be to try to write down conditions at the free points that ensure that φ = {w} is uniquely determined as a function of d and then use our extra information about h to find d. However, it will sometimes turn out to be the case that the problem for w must be deliberately overdetermined so that d emerges as an eigenvalue for this problem. In any event, we will also have to ensure that the relevant inequalities for h are satisfied and that the solution is compatible with any conditions that could be determined on the basis of matched asymptotic expansions near the free points.
We begin by analyzing some steady state situations.
Steady states. P1.
Steady states in which seepage faces exist can only be maintained in dam problems when there is some inflow of liquid as is the case when hydrostatic pressure is applied at, say, x = 0, y < 0 as in Figure 12 .
Then, after a conformal map into a half-plane in which we denote all variables by a tilde, we obtain the codimension-two problem shown in Figure 13 . We also demand that h(0) + f (0) = 0 because a simple physical argument shows that there can be no seepage face in the vicinity of the origin in Figure 12 , either on the x-or y-axis.
In the quarter-plane, φ is linear in the radial variable r near the origin, which becomes O(r 1/2 ) after the conformal map. Similarly at infinity in the quarter-plane ∇φ decays as O(r in terms of distance from the free pointr. In fact, the change from Dirichlet to Neumann data at this point implies 3 that |∇φ| ∼ O(r n+   1 2 ), n ∈ Z, and it is easy to see from the argument advanced at the beginning of this section that n = −1 guarantees uniqueness forφ. However, if we wrote down this solution and solved for h, we would find d to be undetermined and the inequalities on either the contact or noncontact region to be violated. Hence we deliberately overdetermine our problem forφ by insisting, as in section 2, thatφ ∼ O(r 3/2 ) at the free point, leaving d to be determined from a solvability condition. This implies that near the free point
3/2 and the fluid velocity is finite here; it is also consistent with the inequalities in Table 1 because h < 0 in 0 < x < d and φ y < 0 in x > d. We can now take Fourier/Hilbert transforms to deduce the singular integral equation
with relevant solution for 0 <x < d
Integrating and using the fact thath(0) +f (0) =h(d 2 ) = 0, after some simplification we obtain the required solvability condition in the form
Thus we have been able, on purely theoretical grounds, to solve our codimensiontwo problem uniquely. It is gratifying to note that the conditions for a unique solution are in accordance with the physically motivated requirement that |∇φ(d, 0)| be finite.
We also note that if, in the configuration of Figure 1 , an impermeable base is introduced, there are infinitely many steady state solutions; they all have φ ≡ 0, and f + h is any constant less than or equal to the smallest value of the height of the upper surface of the dam. Thus in these solutions the fluid region lies entirely below the top of the dam and there are no seepage faces. We return to this indeterminacy of steady states for codimension-two problems below.
P3. In this problem we have less insight into the behavior near the free points than in P1, although the photographs in [13] (similar experiments are described in the more accessible [9] ) suggest that h is much smoother at the leading edge x = d 1 than at x = d 2 . The singularities at both these points are again φ ∼ O(r Table 1 . When we again solve the problem for φ by the procedure outlined at the beginning of this section (suitably modified to cater for asymmetry), we find a unique solution for given d i when n 1 = n 2 = 0. However, this choice would lead to an acceptable formula for h for arbitrary d i and we now have to "doubly" overdetermine the problem for φ. Choosing n 1 = 2, n 2 = 0 because of the photographic evidence mentioned above (these singularities are in agreement with the Brillouin condition [7] ), we find it is a simple matter to solve the integral equation for h in the form
Integrating (12) with the correct singularity at x = d 1 and the condition that h(d 1 ) = h(d 2 ) = 0 gives two conditions on the free points, and we find that
Again we note the concordance of the mathematical and physical requirements for d 1 and d 2 to be determined uniquely. Indeed, we find that we can construct an inner solution near x = d 2 using matched asymptotic expansions, and the solution is the same as in the jet formation region in P2 described above. Moreover, the singularity at x = d 1 is so weak that no inner expansion is necessary to lowest order. Furthermore, the comparison of this solution with experimental evidence that is presented in [13] is sufficiently encouraging to suggest that an attempt to generalize the model to axisymmetric or even fully three-dimensional flow would be justified. Downloaded 01/08/15 to 129.67.119.86. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.2. Evolution problems. Our strategy immediately becomes more complicated when we must solve an evolution problem for d(t). Fortunately, there are some models where we can do this explicitly.
P2. When we use the same singularity arguments as above, the condition at infinity is such that there is a unique solution for φ if φ ∼ O(r 1/2 ) as r → 0, where r is the distance from either free point; hence
In this case we do not need to overspecify the problem for φ as we did in the steady states described above. In fact, we find h(x, t) by a simple integration of the kinematic condition φ y = h t on y = 0, |x| > d(t), and the condition that the free surface meets the impacting body at
dτ. (15) Solving this Abel integral by setting d(t) = x, d(τ) = ξ, we find that
It is, of course, fortunate that this solution can be written down explicitly, and again it gives us an easy comparison with experimental results [42] . Moreover, when the impacting body is a wedge, a rigorous analytical verification of (16) is also possible [24] . For asymmetric or three-dimensional impacts, or if the ship has a large enough horizontal velocity, the equation corresponding to (15) becomes more complicated and must be solved numerically [55] .
We also note that there is no unique steady state for this problem as posed. Indeed, φ ≡ 0 satisfies P2 whenever V = 0, and h can then be arbitrary. This situation is reminiscent of the indeterminacy of steady states for P1.
P4. In principle, biharmonic mixed boundary value problems can also be solved as Riemann-Hilbert problems, but the codimension-two problem in Figure 7 can, like the water entry problem, be solved by inspection. Using the index theory described in [28, p . 256], we expect there to be a unique solution for the problem for ψ when ψ = O(r 1/2 ) near the free points and ψ = O(r) as r → ∞. Thus, combining functions of the form
and the solvability condition that h(d) = 0 gives, after a calculation similar to that leading to (16) (again with no overspecification in the problem for ψ), d(t) = √ 2 t, in accordance with the small-time expansion 4 of the exact solution given in [35] . P5. The Hele-Shaw problems are all mathematically very similar to the ship impact problem P2 and can be solved in the same way; in fact, a simple transformation can be used to turn the symmetrical "two-source" problem into exactly P2. Using the explicit solutions of [67] for the coalescing circles, or of [37] for the self-similar 4 In the unscaled variables, [21] for the evolution of an ellipse placed in the straining dipole flow φ = A(x 2 − y 2 ), gives limiting agreement in all cases. It is especially worth mentioning that in the latter case the codimension-one free boundary is elliptical for all time and its semimajor axis tends to infinity in finite time; this behavior is reproduced exactly by the codimension-two approximation (the theory of long thin morphologies in Hele-Shaw flows is developed further in [34] and references therein). Finally, the local analysis of cusps also retains all the essential features of the full problem with the generic 3/2-power blow-up.
P1. We may now dispense with the pumping mechanism introduced earlier and revert to the problem in Figure 1 . We are not fortunate enough to be able to find explicit solutions for this problem and the singularity at a free point is time dependent, being O(r α ) where tan απ = −1/ḋ and 1 ≤ α ≤ 2. Such time-dependent exponents also occur in models of crack propagation [25, p. 174 ] and in electropainting [8] . However, the same solution procedure can be followed as in the steady case to give the generalization of (9) as
However, the possibility now arises that d 1 and d 2 instantaneously move to infinity. Indeed if we assume that, at least for some sufficiently small positive t, (18) states that h + f is an analytic function of x + it, and so (19) satisfies (18) . The inequality h < 0 can easily be verified in certain cases, for example, when f = 0 and the initial free boundary is h = 0 for |x| > 1 and h = x 2 − 1 for |x| < 1, but it is interesting to consider the precise conditions on f and h at t = 0 for the free boundary to remain below the dam surface. If it does not, then the nonlinear singular integro-differential equation (18) must be solved under the side conditions h(d i ) = 0 and may require, say, a generalization of the numerical techniques used in [63] . If it does, then the open question of whether the solution of (19) can tend to any of the "horizontal" steady states mentioned in section 2.1 arises.
Further remarks.
We have discussed P1-P6 to try to see how the standard theory of mixed boundary value problems can shed light on a representative group of codimension-two free boundary problems. This theory is, of course, of much less value when the geometry is more complicated or the codimension-two field equations or boundary conditions are nonlinear. The latter situation occurs in [63] , where a nonlinear version of (9) is encountered; as discussed there, such situations need to be considered on an ad hoc basis, with even more reliance on physical intuition than was necessary above. Nonetheless, we believe the following general methodological framework can form a basis for tackling a wide class of codimension-two problems. State the problem in its naive form as in P1-P6 and 1. attempt to use asymptotic methods and/or physical arguments to obtain bounds on the allowable singularities at the free points, 2. use theoretical arguments to select those singularities that guarantee a unique solution for the relevant mixed boundary value problem for any arbitrarily prescribed free boundary position, Downloaded 01/08/15 to 129. 67 
either
(a) use this solution, together with hitherto unexploited information about h to find the free points and hence h or (b) if the information about h contained in the boundary data is insufficient, prescribe singularities that overdetermine the problem for φ as a function of the free point and hence find the free point as an eigenvalue. However, we have failed to find any rules for resolving the determinacy problem when applying this methodology to codimension-two problems in general. Moreover, the whole question of the determinacy of steady states seems to be as open as it is for codimension-one problems.
We conclude this section with a very brief description of a mixed boundary formulation of a codimension-two problem that has perhaps been studied more intensively than any other. This is the theory of rectilinear crack propagation in elastic materials, with the implicit assumption that the crack width 2h ≥ 0. In the static case the problem of fracture is usually posed only for a prescribed crack geometry but several theories are also available for crack tip motion [25] . The displacements are all small, and we shall denote them in the case of a type III crack by φ(x, y, t); we also denote the shear wave speed by c s .
In the static case it is traditional to assume a switch from zero traction to zero strain at the crack tip in the limit as h tends to zero. Unless some regularizing mechanism is introduced this inevitably leads to singularities at the tip such that
where the constant K is the "stress intensity factor" and depends on the global geometry and applied tractions. Also, the local solution will be such that h ∼ O(x 1/2 ) as x → 0. Now suppose we consider an evolution problem in which the tip x = d(t), y = 0 advances with a speed that is not known a priori. One procedure would be to compute K as a function of the tip position and assert that this stress intensity factor must equal some critical value imposed by external considerations such as an energy balance for a locally parabolic tip [29] . Alternatively, we could assume that the tip ultimately becomes cuspidal and that its motion is governed by a cohesive force g(x, t) that acts over a small region in the vicinity of the tip [3] . Then, using matched asymptotic expansions, it is possible to equate the critical stress intensity factor to an integral of g over the cohesive region which is found to be proportional to (1 −ḋ 2 /c 2 s ) 1/2 [56] . However, neither of these procedures is satisfactory for predicting more commonly occurring practical situations where motion is initiated at a critical value of K and the tip speed then rapidly increases to a value near c s .
When the tip speed is comparable to the elastic wave speed, we have the codimension-two problem shown in Figure 14 and, unless we are considering a subsonic trav- elling wave solution, we cannot reduce the field equation to Laplace's equation. However, all the available solutions exhibit a local behavior in which
near the tip for some constant K * . This again allows the tip velocity to be read off if the "dynamic stress intensity factor" is known, and such an approach often suggests that the tip speed is close to c s . However, if cohesion ideas are used as a velocity selection mechanism, the matching between the linear travelling wave cohesion problem 5 and (21) gives
multiplied by an integral of g. Hence cohesion cannot be used to select the velocity on the basis of a codimension-two analysis. This is just one reason why we shall not discuss these difficult modelling issues further here.
Generalized solutions and numerical methods.
The theory of some codimension-two free boundary problems is intimately related to that of variational inequalities. Indeed, as mentioned in the introduction, the study of elastic contact problems was a principal motivation for a large part of the general theory of free boundary problems. The prototypical Signorini problem, listed in Table 1 as P10, can easily be formulated as the problem of minimizing the strain energy over displacements that are such that there is no interpenetration of the contacting bodies. This follows because the "stress-free" boundary conditions that apply outside the contact area are the natural boundary conditions for this variational problem. It was the precise connection between this minimization statement and the free boundary problem cited in Table 1 that led to the introduction of variational inequalities [23] ; however, it is the minimization formulation that is so useful for rapid and relatively accurate computations.
Variational inequality ideas can be shown to apply directly to P1 and P6 and indirectly to P2 and P5. Consider, for example, the steady state of P6 for a geometry shown in Figure 15 , which represents the process of painting the interior of a rectangular box Ω. The Neumann data is the natural boundary condition for the Dirichlet integral and so, instead of trying to solve a mixed boundary value problem as in Figure 9 , we simply minimize
where φ = 1 on the left-hand side of the rectangle but on the workpiece Γ, which consists of the remaining three edges of the rectangle, φ(φ n − j 0 ) = 0 with φ ≥ 0 and φ n ≤ j 0 . The proof of the equivalence of statements (22) and Figure 15 uses the variational inequality
for suitable test functions v, as explained in [2] .
We can similarly formulate P1 (Figure 1 ) as the minimization [19] of y≤0 |∇v| 2 dxdy over test functions v ≤ f on y = 0 having suitable behavior at infinity. In this case it is even possible to formulate the evolution problem as the parabolic variational inequality
It is clear that the possibility of the formulation of a codimension-two problem as a variational inequality demands that both the field equation be the Euler-Lagrange equation of a minimization problem and the boundary conditions be natural on either the contact or noncontact region. However, it is also crucial that the solution be sufficiently regular at the free boundary for the existence of the estimates that are necessary for a variational inequality to be relevant. Indeed, the key mathematical distinction between the fracture problem for a crack in tension mentioned at the end of the last section and the contact problem (or the closing of a crack in compression) is that the degree of freedom offered by the presence of the free boundary in the contact problem allows the singularity there to be weaker than in the corresponding fracture problem. While problems P1 and P6 have this flexibility, P2 and P5 do not, and their Dirichlet integrals are unbounded at the free points; their free boundary motion, like that of crack tips, is determined by something other than a smoothness condition on the field variable. However, using a smoothing transformation that was introduced in [47] and is reminiscent of a traditional "Baiocchi" transformation, 6 this difficulty can be overcome. When we define Φ * to be the negative of the displacement potential,
we find that Φ * satisfies the codimension-two problem in Figure 16 . There is now sufficient smoothness at x = ±d for us to be able to assert that this problem has the variational formulation as the minimization of 1 2
with Φ * ≤ 0 on y = 0.
FIG. 16. Codimension-two problem for the transformed impact problem.
It is also interesting to study the behavior of the so-called weak formulation of some codimension-one free boundary problems in the codimension-two limit. Suppose, for example, that we consider the classical two-phase codimension-one Stefan problem for the temperature φ in the geometry of Figure 17 (a). In this configuration, the phase boundary φ = 0 lies at y = h(x, t), and we also assume that y = 0 is a thermally insulating boundary. Then consider the distributional formulation
where the enthalpy E is related to φ and the latent heat
Assuming that the temperature gradients are initially smaller than O(1/ ), the codimension-two limit is appropriate when the latent heat is large, specifically,
, a rescaling of time shows that the evolution of the phase boundary is entirely governed by the gradient of the initial temperature, which does not change before Phase II disappears.) A formal asymptotic calculation then gives that E ∼ L * h in Phase II, and the codimension-two problem is as in Figure 17 (b). Again |∇φ| is unbounded at the free points, but we can adopt the same smoothing as in [18] to write
The resulting codimension-two problem is shown in Figure 17(c) , where φ 0 is the initial temperature (note that the free points move inward). This problem admits a parabolic variational inequality formulation and is, in fact, the codimension-two limit of the variational formulation introduced for the classical Stefan problem in [18] . In the special case when the codimension-one problem has an explicit similarity solution with an elliptical free boundary [30, 38] , the codimension-two approximation is confirmed as correct.
Numerical algorithms for most of the above variational formulations have been implemented in the references cited. It seems that in each case reasonably reliable answers have been obtained whenever it has been possible to compare numerical solutions with explicit analytical solutions. However, few error estimates are available, especially concerning the position of the free boundary. Of course, there is no point in obtaining any accuracy greater than that of the power of that appears in the spatial scaling demanded by a matched asymptotic expansion procedure in the vicinity of the codimension-two free point. Downloaded 01/08/15 to 129.67.119.86. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php When a variational inequality is unavailable, direct discretizations can also be attempted for any singular integral equation representation that may be available. The best philosophy seems to be to invert any singular integral terms that involve derivatives of h and then integrate with respect to arc length so as to build in all the available information about h before, say, making a piecewise-constant approximation. Other ad hoc discretizations have been constructed for evolution problems; e.g., it is possible to time-step the unsteady version of P6 and obtain results that tend to the correct steady state [2, 8] .
5. Perturbation theory and stability. Perturbation methods have provided great insight into the structure of many venerable codimension-one free boundary problems. For the purposes of this article, we shall consider perturbation expansions only in terms of a small geometric parameter, there being two basic regimes in which such expansions have been successful for codimension-one problems. The first involves linearization about a simple explicit classical solution and is traditional, for example, in the theory of small amplitude surface gravity waves or the initiation of morphological instabilities in Stefan problems. The second considers long wavelength, but not necessarily small amplitude, variations in the free boundary location, as say in hydraulics or the Dupuit approximation in aquifer flows. No systematic extension of these ideas to codimension-two problems appears to be available, so we will just describe two relatively simple cases from which some surprising features emerge.
Linear stability theory.
It is important to consider how the stability of the solutions of codimension-two problems reflect those of their progenitors, especially as it is well known that many codimension-one solutions can easily switch from being linearly stable to linearly unstable when, say, the direction of motion of the free boundary is reversed [59] . In section 2, we commented on this state of affairs in the context of two-dimensional models, and our objective here is to point out a new undesirable attribute that a codimension-two problem which is modulated along the free curve can acquire when the direction of motion of the free boundary is reversed. Hence P2 seems a good example to study because it has a simple explicit two-dimensional solution and we know from experience that the flows generated by the entry and exit of rigid bodies in liquid half-spaces are not time reversals of each other. However, the mathematical model, as in Figure 3(b) , is time reversible, and we seek to explain this situation in terms of a linear stability analysis in the same spirit as that used to distinguish between injection and suction in Hele-Shaw flows [59] .
As is often the case for codimension-one problems, it is much easier to consider a local stability analysis of the solution near a free point in a coordinate system (here denoted by hatted variables) moving with the free point at speed V (V > 0 for entry and V < 0 for exit), so we shall only consider perturbations to the solution of 
where we have assumed that variations in theẑ-direction are going to be sufficiently rapid so that the velocity of the impacting body can be neglected in (28 
where A and V are constants determined by the global motion. Note that A/V > 0 sinceĥ(x) < 0. Now small oscillations are imposed on the free curve in theẑ-direction. A perturbation of (27) - (30) is sought where the free curve is situated atx = δe σt cos nẑ + o(δ), where δ 1 and n > 0 are given and σ is to be determined. The relevant perturbations to the potential and free boundary arê Substitutingĥ andΦ into the kinematic boundary condition (29) gives a differential equation forĥ (1) , namely,
dx + σĥ (1) , (35) which can be integrated to givê 
where K is a constant. Physically acceptable solutions haveĥ
(1) (x) ∼ o(x 1/2 ) aŝ x → ∞. If σ/V ≤ 0, this is always true and so, although σ is undetermined, entry problems (V > 0) are stable and exit problems are unstable. We still must deal with the possibility σ/V > 0, and we claim that this leads to a contradiction and is thus impossible.
If σ/V > 0, then a physically acceptable solution forĥ (1) must have
Now, as suggested in [55] , an inner region near the free point must be constructed. Although this calculation is rather long and cumbersome, it reveals that the free boundary condition is violated unless K = 0, whence σ/V = −n < 0, contradicting the assumption σ/V > 0. Recently, a global linear stability analysis was presented in [11] .
In summary, although we have shown that σ should have the opposite sign to V , we have been unable to obtain a dispersion relation of the conventional type. Clearly much further work needs to be carried out in this area if a sensible comparison is to be made with the relatively straightforward stability analysis of the codimension-one water entry problem which, in this parameter regime, gives neutral stability. 
Long wavelength approximations.
We recall two illustrations of this kind of approximation. The first concerns P1 when an impermeable base is introduced much nearer to the dam surface than d, as in Figure 18 . Then, as in [39] , φ ∼ φ 0 (x, t) − 1 2 (y + b) 2 φ 0xx + b 2 φ 2 (x, t) + · · · as b → 0 (38) and, after a rescaling in time with τ = bt, the boundary condition yields φ 0τ = φ 0xx for x < d(τ), (39) with φ 0 (d(t), t) = −g(d(t)) and φ 0x (d(t), 0, t) = −g . Writing ψ = φ 0 + g(x), we have
Since ψ ≥ 0, ψ satisfies a version of the so-called oxygen consumption problem [15] with consumption when g < 0 and replenishment when g > 0. This permits discontinuous motion of d for certain g. Also, as remarked in [39] , the fact that the well posedness of the oxygen problem does not depend on the sign ofḋ is evidence that the codimension-two dam model in Table 1 is well posed either in the presence of inflow or outflow.
Second, we may again follow [39] and consider P6 in a long thin box as in Figure 19 idence concerning the codimension-one formulation. But a glance at the proposed multiply-connected morphology in that problem suggests how conservative we have been in our description of the whole subject, at least as far as the number of free points and the nature of their singularities is concerned.
