Abstract-To improve the energy system resilience and economic efficiency, the wind power as a renewable energy starts to be deeply integrated into smart power grids. However, the wind power forecast uncertainty brings operational challenges. In order to provide a reliable guidance on operational decisions, in this paper, we propose a short-term wind power probabilistic forecast. Specifically, to model the rich dynamic behaviors of underlying physical wind power stochastic process occurring in various meteorological conditions, we first introduce an infinite Markov switching autoregressive model. This nonparametric time series model can capture the important properties in the real-world data to improve the prediction accuracy. Then, given finite historical data, the posterior distribution of flexible forecast model can correctly quantify the model estimation uncertainty. Built on it, we develop the posterior predictive distribution to rigorously quantify the overall forecasting uncertainty accounting for both inherent stochastic uncertainty and model estimation error. Therefore, the proposed approach can provide accurate and reliable short-term wind power probabilistic forecast, which can be used to support smart power grids real-time risk management.
B. Wind Power Data and Variables

T
Index of current time period or the size of historical data. x [1:T ] Historical wind power data stream. 
G θ θ θ
Base DP prior for θ θ θ. α Concentration parameter of the global DP. G 0 Global DP prior for state transition. η Concentration parameter of the state-conditional DPs.
G i
State-conditional DP prior for transition probability distribution from state i. π π π Global probability measure on the states. p p p i Transition probability from state i.
D. Hyperparameters of the Priors for AR parameters a, b
Hyper-parameters of Gamma prior for σ 2 
(i). μ ψ , σ ψ
Hyper-parameters of Normal prior for ψ ψ ψ(i). 
E. Variables and Data for Bayesian Inference
. , K. T i Set of time indexes when s t = i. x x x [T i ]
All wind power data occurring at state i.
x x x t
Regressors for x t .
X X X(i)
Regressor matrix for data at state i.
F. Posterior Predictive Distribution and Samples F (b)
The b-th posterior sample of statistical model for wind power. Θ (b) AR parameters for states in F (b) . P P P (b) State transition probability matrix in F (b) . q γ (x T +h ) The γ-th quantile of the predictive distribution for wind power at T + h. PI(x T +h ) Prediction Interval for wind power at T + h. 0885 -8950 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
x (I ) T +h
The I-th sample of X T +h . PI(x T +h ) Estimated PI for wind power at T + h.
G. Evaluation of Forecasting Performance f t
Predictive distribution for wind power x t . SC(f t , x t ) Skill score of the predictive distribution.
SC(h)
Average skill score for h-step forecasting.
I. INTRODUCTION
W ITH the desire of energy system resilience and clean energy, smart power grids with distributed energy resources get increasing attention. According to the report from American Wind Energy Association [1] , wind energy starts to be widely used in the power systems. During the year of 2013, U.S. wind energy provides enough electricity to power the equivalent of over 18 million homes. While the application for wind power is in a rapid growth, due to the uncertainty in wind power forecast, there are concerns on the reliability and cost. The operational decisions, i.e., generator scheduling, electricity pricing and trading, depend on the short-term wind power forecast ranging from 1-48 hours [2] , [3] . Inaccurate quantification of forecast uncertainty can lead to low system reliability and high operational cost [4] . Thus, it is important to improve the shortterm wind power forecast accuracy and correctly quantify the forecast uncertainty.
There are various approaches proposed to quantify the uncertainty for short-term wind power forecast; see [2] , [3] for a detailed review. In general, the forecast uncertainty of wind power can be represented by a probability distribution or a set of quantiles. The probability distribution is preferred to support stochastic optimization for real-time risk and reliability management [3] , [5] . Thus, in this paper, we focus on developing the probability distribution that can rigorously characterize the overall wind power forecast uncertainty.
The dynamic behaviors of wind power could have significant fluctuations at hourly time scales, which can be caused by atmospheric changes, such as weather front and rain showers [6] , [7] . To faithfully capture the important properties in the real data and improve the wind power forecast, it is desirable to model the evolution of meteorological conditions and estimate the dynamics of wind power under different conditions.
Motivated by the regime-switching models [8] - [14] , in this paper, we propose a nonparametric time series forecast model, called Infinite Markov Switching Autoregressive (IMSAR), for the stochastic process of wind power generation. The latent meteorological changes are modeled by a Markov state transition process. At each state, the local dynamic behaviors of wind power are modeled with Autoregressive (AR) time series. Notice that the introduction of latent regime/state variable is to absorb the unknown and unobservable meteorological factors into the model. Since the states separate observations occurring under different meteorological conditions into different groups, the estimation error of latent state number induced by using restrict parametric regime-switching models can impact on correctly modeling both global and local dynamic behaviors, which can reduce the wind power prediction accuracy and lead to an unreliable quantification on the forecast uncertainty. Differing with existing parametric models, i.e., MSAR, our approach can automatically adapt the model complexity to the real-world data. Thus, it can faithfully capture the rich dynamic behaviors, and improve the prediction accuracy.
The forecast model characterizing the physical stochastic uncertainty of wind power generation is estimated by finite historical data. It can cause the model estimation error, called model uncertainty. Thus, there are two types of uncertainties in wind power prediction, including stochastic and model uncertainties. To provide the reliable probabilistic forecast, both sources of uncertainties should be considered.
Thus, in this paper, we first propose the nonparametric IM-SAR that can faithfully capture the important properties in the wind power data. Then, given finite historical data, the posterior distribution of flexible forecast model can quantify the model selection and parameter estimation uncertainty. After that, the posterior predictive distribution of wind power is developed to rigorously characterize the forecast uncertainty accounting for both inherent stochastic uncertainty of wind power generation and model uncertainty. We propose an efficient sampling procedure to generate scenarios from the predictive distribution, which can be used in the stochastic programming to find real-time operational decisions hedging against all sources of uncertainty.
The contributions of this paper are described as follows.
r We present a nonparametric time series statistical model for wind power generation. It can faithfully capture the rich properties in the historical data streams, including nonstationarity, serial dependence, skewness and multimodality.
r Then, the posterior distribution of flexible model for wind power allows us to quantify the model uncertainty, including the model selection and parameter estimation error.
r The overall wind power forecast uncertainty is characterized by the posterior predictive distribution accounting for both model estimation error and underlying stochastic uncertainty of wind power generation. An efficient Bayesian inference and sampling procedure is provided to generate scenarios from the posterior predictive distribution. Our approach also delivers percentile prediction intervals (PIs) for wind power forecast. The structure of this paper is as follows. In Section II, we briefly review the related existing approaches on short-term wind power prediction. We then formally introduce the Bayesian nonparametric forecasting framework and the sampling procedure for probabilistic forecast in Section III. In Section IV, the case studies over wind power data demonstrate that our approach has the promising performance.
II. BACKGROUND
The methodologies developed for wind power forecasting is reviewed by [2] , [3] . Here, we provide a brief review of the statistical methods for short-term wind power probabilistic forecast related to our study. The existing approaches can be categorized into machine learning based and time series based approaches. As the development in artificial intelligence, many machine learning algorithms were proposed for wind power forecast, including quantile regression [15] - [18] , time varying quantile regression [19] , artificial neural network [20] - [23] , support vector machines [24] , [25] and so on.
Another category of statistical methods are the time series based approaches. Conventional Autoregressive (AR) models and Autoregressive Moving Average (ARMA) models are widely used in wind power forecasting. For example, [26] used ARMA to predict hourly average wind speed up to 10 hours in advance. [27] proposed a time series model to capture non-linear and double-bounded nature of wind power data. A logit-normal transformation was developed for the wind power bounded between 0 to 1, and the location and scale parameters are modeled by AR or Conditional Parametric AR processes.
Since the dynamic behaviors of wind power change due to the fluctuations of meteorological state, the studies in [7] , [12] proposed a Markov-switching autoregressive (MSAR) approach. It models the state transition with a Markov process having finite states, and models the local dynamic behaviors at each state with AR process. [14] further introduced a MSAR model with seasonal components to capture seasonal and inter-annual fluctuations in wind power process.
In addition, since the forecast model is estimated by finite historical data with error, [28] used the Bayesian Model Averaging (BMA) approach to quantify the model uncertainty, where a few Gamma distributions are selected as the candidate model for wind power. [22] proposed the extreme learning machine (ELM) and used the bootstrap to quantify the model parameter estimation error. Given the total variance, including the model uncertainty variance and data noise variance, the prediction interval is constructed based the normality assumption on the prediction distribution. [23] proposed to use intervals quantifying the parameter estimation uncertainty for the neural network based predictor, which does not provide a full predictive distribution for wind power.
III. A BAYESIAN NONPARAMETRIC PROBABILISTIC FORECAST FRAMEWORK
Our approach is motivated by parametric MSAR approaches [7] , [8] , [12] . Considering that the number of underlying meteorological states is unknown and also there exists the model estimation uncertainty for wind power forecast, we propose a nonparametric Bayesian probabilistic forecasting framework. Specifically, motivated by the infinite Hidden Markov model [29] , we first present the nonparametric forecast model, called IMSAR, in Section III-A, which can adapt the model complexity to capture the important properties in the wind power data. Then, in Section III-B, given finite historical data, we derive the posterior distribution quantifying the model estimation uncertainty and further develop the posterior predictive distribution to quantify the forecast uncertainty accounting for both the inherent stochastic uncertainty of wind power generation and the forecast model estimation error. In Section III-C, we provide a sampling procedure to efficiently generate scenarios for wind power probabilistic forecasting and further deliver a PI.
A. IMSAR Nonparametric Forecast Model for Wind Power
Let x t and s t be the wind power and latent meteorological state at time period t. In the IMSAR forecast model, denoted by F , we model the dependent stochastic processes {x t } and {s t } simultaneously. For the short-term wind power forecast, the state in next time period highly depends on the current state. Motivated by [13] , we model {s t } as a Markov process. Without strong prior information on the underlying meteorological states, an infinite hidden Markov model (IHMM) models the state transition. At each state, the dynamic behaviors of wind power is modeled by AR time series. Thus, at any time period t, given the historical wind power data, denoted by
with the conditional probability of s t = i
where h(·) denotes the AR time series kernel specified by parameters θ θ θ i characterizing the dynamic behaviors of wind power when s t = i. The nonparametric IMSAR can automatically adapt the model complexity to the wind power data. It can capture the rich properties, including non-stationarity, multi-modality, skewness, tail and serial dependence.
To support the inference and implementation, a hierarchical Dirichlet process (HDP) is used to represent IHMM; see the introduction on HDP in [30] . The prior for state transition probabilities is modeled by the global DP in the hierarchical model, denoted by G 0 ∼ DP(α, G θ θ θ ), where α is the concentration parameter and G θ θ θ represents the prior distribution for parameters θ θ θ. Based on the definition of DP in [31] , the random distribution G 0 over any finite measurable partitions B 1 , . . . , B r of the space of θ θ θ follows a Dirichlet distribution, G 0 (B 1 ), . . . , G 0 (B r ) ∼ Dirichlet αG θ θ θ (B 1 ), . . . , αG θ θ θ (B r ) . We can write G 0 = +∞ =1 π δ θ θ θ , where π is the probability staying in state which has the wind power dynamic behaviors specified by parameters θ θ θ , and δ θ θ θ denotes a Dirac function at θ θ θ . Then, since underlying meteorological conditions are shared by state variables s t with t = 1, 2, . . ., a set of state-conditional DPs,
, is used to model the prior transition probabilities from current state i to the next state for IHMM, which is statistically centering around G 0 with η measuring the concentration.
Since the real-world data are assumed to be one sample path realization from the physical stochastic process {x t }, the current state s t could take different values. Up to the time t, suppose that there are K meteorological states visited by x [1:t] 
of s t+1 = j for j = 1, . . . , K + 1 does not depend on the meteorological conditions of the current state. As K → +∞, the prior of global probability measure becomes a stick-breaking process, π π π ∼ Stick(α); see [32] .
Then, the state-conditional transition probability from state s t = i to next state, denoted by p p p i = {p ij } K +1 j =1 for i = 1, . . . , K, has the prior belief modeled by,
with η controlling the impact of the global probability measure π π π on each transition distribution p p p i . As K → +∞, the prior can be written as p p p i |π π π ∼ DP(η, π π π). Therefore, in the IMSAR, IHMM models the underlying state transition and AR time series kernel models the dynamic behaviors of wind power at each state. With the HDP representation for IHMM, the IMSAR model F is written as
where t ∼ N (0, 1) with N (a, b 2 ) denoting a normal distribution with mean a and variance b 2 . At each state s t , the AR process with parameters θ θ θ s t models the local dynamic behaviors of wind power, and θ θ θ s t has the prior G θ θ θ , as shown in the first two equations in (3) . The state transition model for {s t } has the HDP prior as shown in the last three equations.
B. Forecast Uncertainty Quantification
At the current time, denoted by T , the underlying stochastic model for {x t } is unknown and estimated by finite historical data, denoted by x [1:T ] = (x 1 , . . . , x T ). By applying the Bayes rule, the model uncertainty is quantified by the posterior distribution, Then, we derive the conditional posterior distributions for the stochastic model of {x t } in (3), which will be used in the sampling procedure in Section III-C to generate the posterior samples from p(F |x [1:T ] By following [33] , when s t = i, the conditional posteriors for the AR parameters φ φ φ(i) and σ 2 (i) are,
where
φ(i) X X X(i) x x x [T i ] + φ φ φ(i) X X X(i) X X X(i)φ φ φ(i).
In the case studies, we use the non-informative priors with hyperparameters a = 1, b = 1 and μ φ = 0, σ φ = 100. Given the HDP representation in (3), the conditional posterior for the historical states s [1: T ] = (s 1 , . . . , s T ) is derived by following [34] ,
and p(s 1 = 1) = 1, where
and C 0 is a normalizing constant shared by all s t = i to guarantee that [1:T ] , π π π, s t−1 , s t+1 , θ θ θ i ) = 1. Given the prior π π π ∼ Stick(α), the conditional posterior for π π π is derived by following [30] , (m 1 , . . . , m K , α) .
Then, given π π π and the prior in (2), the transition probability p p p i for i = 1, . . . , K has the conditional posterior distribution
According to [30] , in the case studies, we set α = 1 and η = 1 so that the priors do not have an obvious impact on the conditional posterior distributions in (7) and (8).
C. A Sampling Procedure for Probabilistic Forecast
In this section, we propose a sampling procedure to generate scenarios for wind power probabilistic forecast. Given the historical data x [1:T ] , we first provide a Gibbs sampling procedure in Algorithm 1 to generate posterior samples, F (b) ∼ p(F |x [1:T ] ) with b = 1, . . . , B, quantifying the forecast model estimation uncertainty; see [35] Step 1, we initialize the states s [1:T ] and π π π. In Steps 2-8, for each t = 1, . . . , T , we update the state s t and θ θ θ s t by sampling from the conditional posteriors in (6) and (5) . In Steps 9-11, we update the number of active states K. Then, we update π π π and p p p i for i = 1, . . . , K + 1 in Steps 12-13. Notice that since there is no transition from the inactive or new state K + 1 occurring in x [1:T ] , the transition probability p p p K +1 follows the prior in (2) . As all the inactive states share the same prior, the state K + 1 can be regarded as a group representing inactive states. Thus, we approximate θ θ θ K +1 by the average of samples from the prior G θ θ θ according to [36] . The probability of new state is α/(T + α). The procedure is repeated until convergence, and then record [1:T ] ) accounting for both stochastic uncertainty and model estimation error. Since the samples of x T +h with h = 1, . . . , τ can be used to estimate the distribution p(x T +h |x [1:T ] ), we can construct the (1 − α )100% two-sided percentile PI for x T +h ,
quantifying the forecast uncertainty, where [1:T ] ) represents the cumulative distribution function for p(x T +h |x [1:T ] ). The PI(x T +h ) can be estimated by using the α /2-th and (1 − α /2)-th order statistics of the Bm scenarios, x (I )
T +h with I = 1, . . . , Bm, in Equation (9).
IV. EMPIRICAL STUDY
In this section, we use the year 2006 hourly wind power data from a hypothetical site in Illinois to compare the performance of our approach with the persistence model [37] , the MSAR model [14] , the TVQR model [19] and the BELM [22] . The dataset is from the Eastern Wind Integration and Transmission Study provided by NREL [38] . Since the raw data, denoted by {x * t }, are in the range (0, 1), by following [27] , we take the logit transformation, x t = log(
, so that the support of x t is on the whole real line. After predicting x t+h , we transform it back to x * t+h .
A. Overall Performance for Wind Power Forecasting
To evaluate the behaviors of various approaches, we perform three-step ahead probabilistic prediction by using L = 1000 consecutive sequences of hourly wind power. To study the impact of forecast model estimation uncertainty, each sequence consists of historical data with length T = 100, 500, denoted by x [ −T +1: ] with = 0, . . . , L − 1. By following the procedure described in Section III-C, we can generate the scenarios for x +h from the predictive distribution p(
To evaluate the performance of the probabilistic forecast, three metrics are considered: skill score, coverage and sharpness of PIs. Skill score (SC) proposed by [39] gives a comprehensive measurement of a predictive distribution, denoted by f t , with the real world data x t . It is defined as
where α j for j = 1, . . . , J is a sequence of quantile levels, q
is the α j -th quantile of the predictive distribution f t , and ξ
is an indicator variable,
In the skill score, for a high quantile percentage α, large penalty is taken if x t > q (α )
t , and for a low quantile percentage α, large penalty is taken if x t < q (α ) t . The maximum value of SC is 0 when f t concentrates at the real world realization x t . A larger SC denotes better forecasting performance.
In the case studies, we use a sequence of quantiles with (α 1 , . . . , α 99 ) evenly distributed on [0.01, 0.99], which represent the global information of the predictive distribution. We record the average SC obtained from L testing sequences of wind power with h = 1, 2, 3 We compare the performance of IMSAR with MSAR [14] , TVQR [19] , ELM [22] and the persistence model [37] which has the empirical predictive distribution for x +h specified by
For MSAR, according to [14] , we set the number of states to be K 0 = 1, 3, 5. The R package "NHMSAR" provided in [14] is used to train the MSAR model. Our empirical study indicates that the choice of p does not have significant impact on the forecasting performance of IMSAR and MSAR. Thus, we set p = 1. To build the posterior predictive distribution and construct the PIs quantifying the forecast uncertainty by following the procedure in Section III-C, we let B = 100 and m = 100. For TVQR, we use the R package "QRegVCM" developed based on [40] . For BELM, we use the R package "elmNN" to train the extreme learning machines and generate B = 1000 bootstrapped samples to quantify both the model estimation uncertainty and stochastic uncertainty. Table I shows the SC results of predictive distributions obtained from different approaches. IMSAR provides the largest SC in all situations. The persistence model works well when the size of historical data is small, but its performance does not improve much when there are more historical data.
Another metric to evaluate the performance of probabilistic forecasting is the coverage of PI for h-step ahead prediction,
where 1(·) is an indicator function. Table II shows the coverage of 99%, 95% and 90% percentile two-sided symmetric PIs from different approaches. Since the MSAR doesn't consider the forecast model estimation uncertainty, it underestimates the forecast uncertainty and its PI coverage is much less than the desired confidence level. TVQR also tends to have the under-coverage issue. The PI widths obtained from different approaches are reported in Table III to evaluate the sharpness of probabilistic forecasting. MSAR provides narrower PIs since it underestimate the forecast uncertainty. Notice that a narrower PI doesn't necessarily indicates more accurate forecasting. It should be interpreted together with the coverage. We also report the posterior mode of the number of active states for IMSAR, denoted asK. Table IV shows the results obtained by using L = 1000 wind power datasets with T = 100, 500. Notice that the number of active states depends on the real-world data. As the amount of historical data, T , increases, the number of active states also increases.
We record the mean CPU time of IMSAR to evaluate its computational cost. Algorithms 1 and 2 are implemented in "R" software, and ran on one node of the DRP cluster with two eight-core 2.6 GHz Intel Xeon E5-2650 processors and 128 GB of system memory. The CPU time of IMSAR with T = 100 historical data is on average 6 seconds with the standard deviation as 0.2 seconds. The CPU time with T = 500 is 29 seconds with the standard deviation as 1.6 seconds.
B. Robustness Performance
Since there could exist sudden changes in wind power due to the fluctuation of meteorological conditions, we are interested in the robustness performance of various approaches in such situations. For the sudden changes, we follow the definition of wind ramp in [41] , that the change of wind power during ΔT = 1 hour is larger than a threshold P v al = 0.25 on the [0, 1] unit. According to this definition, there are 9 wind ramps We compare the performance of all the approaches in forecasting with T = 100 historical data.
We report the average skill score over the 9 datasets in Table V. Table VI records the mean of absolute forecast error, where the error is defined as Error = | x T +h − x T +h | for We also use a representative dataset with wind ramp to illustrate the probabilistic forecast obtained by IMSAR. We predict the wind power for hours 4353 to 4355, denoted by x T +h with h = 1, 2, 3, using the historical data x [1:T ] from the 4253-th to the 4352-th hour. The wind power data and the prediction intervals are plotted in Fig. 1 . The blue solid line represent the real wind power and the red dash lines are the upper and lower bounds of the 95% PI.
The predictive distributions p(x T +h |x [1:T ] ) with h = 1, 2, 3 are plotted in Fig. 2 . As h increases, the prediction uncertainty increases. These plots demonstrate that the prediction distributions are right skewed and have heavy tails. It is risky to make operational decisions without well quantifying the forecast uncertainty. The whole distribution should be considered to provide a reliable guidance on real-time risk management.
V. CONCLUSION
In this paper, we introduce a Bayesian nonparametric framework for short-term wind power probabilistic forecast. It can provide the predictive distribution accounting for both stochastic uncertainty and forecast model estimation uncertainty. Combining with scenario-based stochastic optimization, it allows us to provide reliable operational decisions for smart power grids hedging against wind power forecast uncertainty. The case studies on the wind power data from NREL demonstrate that our approach can provide more accurate, robust and reliable predictive distribution. When the wind power has sudden changes and large fluctuations, the advantages of our approach are more obvious. The potential future research directions include: (1) develop an online predictive distribution updating for wind power; (2) develop an efficient forecast framework for dependent wind power data from many firms.
