Abstract-We report the measurement of the optical constants of Si, GaP, InP, GaAs, GaAsP, and Ir at a wavelength of 46.9 nm (26.5 eV). The optical constants were obtained from the measurement of the variation of the reflectivity as a function of angle utilizing, as an illumination source, a discharge pumped 46.9-nm table-top laser operated at a repetition rate of 1 Hz. These measurements constitute the first application of an ultrashort wavelength laser to materials research.
I. INTRODUCTION
T HE GROWING interest that we are presently witnessing in the optical properties of solids in the wavelength interval of 35-50 nm is largely stimulated by the advent of compact lasers and high-order harmonic sources at these wavelengths [1] - [4] . Another reason is the development of efficient multilayer optics at these wavelengths [5] , [6] for use in synchrotron radiation research [7] , [8] and solar physics [9] . However, the progress in this area depends significantly on the knowledge of the optical constants of materials within this wavelength range. For some materials, the optical constants at XUV wavelengths have been tabulated [10] . However, for many solids the only available data are those from atomic scattering factors [11] , which ignore the effects of interatomic bonding on the optical spectra. The data show that most of the elements, among them oxygen, nitrogen, carbon and fluorine, are highly absorbing in the interval under consideration. The fact that these materials usually form thin surface contamination layers greatly complicates the accurate measurement of optical constants, especially for the materials with low absorption.
The most popular method for the determination of optical constants is the measurement of normal incidence reflectiv- ity in a wide spectral interval and the application of the Kramers-Kronig relation to calculate both the refractive and absorption indexes [12] , [13] . To do this evaluation one should assume that the reflection of the material is described by the Fresnel formulas. This method results in precise optical constants over the entire wavelength interval, provided the measurement interval is wide enough and the sample surface is free from surface layer impurities. However, most materials develop surface layers of oxide and other impurities when exposed to a natural atmospheric environment. These surface layers can introduce significant errors in the determination of the optical constants for the bulk material. A second method for the determination of optical constants employs the measurement of angular dependent reflectivity. In this method optical constants at each wavelength can be found by fitting the measured angular dependence of the reflectivity with the Fresnel formula [14] . A deviation of the experimental data from the calculated curve for the bulk material is a signal that there is an additional contribution to the reflectivity, which is most likely due to an oxide surface layer. Thus, this method can in principle provide not only optical constants of the bulk material but also information about the surface characteristics of the sample. Moreover, as illustrated herein, when the latter is optically thin, the reflection from the bulk material can be separated from the reflection caused by the surface layer. Therefore, the optical constants of solids can be determined even on partially oxidized or contaminated samples.
We have developed experimental and calculation procedures for the determination of optical constants at the XUV wavelengths using angular dependent laser reflectometry. The key device that made the measurements possible is a high repetition rate table-top soft X-ray laser operating at a wavelength of 46.9 nm [2] . The laser delivers a beam of 26.5 eV with an average power of up to 1 mW within a spectral bandwidth of Section II describes the experimental setup used in the reflectivity measurements. Section III discusses the models of a sample's surface used to fit the reflectivity data and gives the details of the data processing. Section IV presents the results of our evaluation of optical constants for Si, GaP, InP, GaAs, GaAsP, and Ir, and gives a comparison with previously published optical constants. Based on these data, we analyze the sensitivity of the procedure to the purity of the sample's surface. Finally, in the last section we discuss the features and prospects for the determination of optical constants in the XUV with the help of ultrashort wavelength lasers.
II. EXPERIMENTAL SETUP
The experimental setup used in the measurements of the reflectance is shown in Fig. 1 . The samples were illuminated with the beam of a Ne-like Ar capillary discharge laser operating in a single line at a wavelength of 46.9 nm. The characteristics of this table-top soft X-ray laser were described in a previous publication [2] . In this laser, the gain medium is an elongated plasma column generated in a capillary channel by a fast discharge current pulse. The magnetic force of the current pulse rapidly compresses the plasma to form a dense and hot column with length to diameter aspect ratio approaching 1000:1, where the amplification is obtained following collisional excitation of the 3s P p P transition in Nelike Ar ions [1] , [2] , [15] . For this experiment, laser pulses with an energy of approximately 0.1 mJ and a pulsewidth of 1.2 ns were generated at a repetition rate of 1 Hz. The laser beam divergence was approximately 4.5 mrad.
The measurements were conducted in a vacuum chamber placed at about 1.5 m from the exit of the laser. The samples were mounted on the axis of a rotational stage driven by a stepper motor, which allowed for the selection of angles of incidence between 0 and 90 . The intensity of the reflected beam was recorded with a vacuum photodiode (labeled "A" in Fig. 1 ), that was mounted on a lever arm that followed the angular motion of the reflected beam. A 1-mm-diameter pinhole was placed at the entrance of the chamber to reduce the spot size of the laser beam incident on the sample, which allowed for measurements at grazing angles approaching zero degrees. To overcome scattering of the data due to shot-to-shot intensity variation of the laser, the intensity of the reflected beam was normalized by the intensity of the incident beam for each laser pulse. For this purpose a reference beam was generated by placing a 50% transmissive gold-plated grid in the path of the incident beam. The intensity of the reference beam reflected by the grid was measured by a second fixed vacuum photodiode (labeled "B" in Fig. 1 ), and used for the normalization. To obtain absolute reflectance measurements, the signal of the reference photodiode was calibrated with respect to the intensity of the beam transmitted by the grid by removing the sample and positioning the rotating diode in the beam path. This calibration was determined with an error of less than 0.5%. The angular dependence of the reflectivity was measured by scanning the angle of incidence while repetitively firing the laser at a repetition frequency of 1 Hz. The photodiode signals corresponding to the intensity of the reflected beam and reference beams were recorded and stored for every laser shot by a 500-MHz digitizing oscilloscope (Hewlett-Packard model 54 825A). Fig. 2 is an example of the reflectance data obtained. It shows a single measurement run of the reflectivity as a function of incident angle for a sample of polished crystalline Si. This data depicts a typical measurement that consisted of 300 contiguous laser pulses for a 90 rotation of the sample. At small angles of incidence, photodiode "A" blocks the beam from impinging on the sample limiting the minimum angle at which data could be obtained to 1.6 . This angle, which corresponds to the first valid data point near normal incidence, was determined from the geometric dimensions of the system and was used to relate each data point to its corresponding angle. At the other extreme, as the incident angle approaches 90 , the projection of the incident beam on the sample becomes larger than the sample and therefore limited the maximum angle at which valid data could be obtained. In the specific case of the data for the Si sample shown in Fig. 2 , the 1 mm diameter of the beam limited the measurement to angles less than 85.5 . This accounts for the apparent decrease of the reflectivity at grazing angles that should otherwise approach 100%.
III. DATA PROCESSING
The correct interpretation of measured reflectivity data substantially depends on an adequate model of a sample surface and on the fitting procedure. Three models of the sample surface were investigated to interpret the data. They, respectively, assume: (a) the sample is homogeneous on the scale of light penetration depth; (b) a homogeneous bulk material with a single layer at the surface; and (c) a bulk material with two different surface layers.
The first model corresponds to a pure material with complex refractive index ( and are fitting parameters of the model) with an ideally smooth surface. It results in the reflection that is described by the Fresnel formulas. For an -polarized beam the reflection amplitude is of the form:
where is the refractive index for vacuum, is the incident angle and is given by Snell's law: . For a beam with -polarization the only change is the substitution of for in . The second model assumes a sample with a single homogeneous layer at the surface, which has an ideally sharp permittivity profile and smooth interface with the bulk material. The model has five parameters: the complex refractive indexes for the surface layer and bulk material , and the layer thickness . For this model, the reflection amplitude is given by (2) where and are the reflection amplitudes at the interfaces: vacuum-surface layer and surface layer-bulk material, correspondingly. These amplitudes are described by equations similar to (1) .
The third model imitates a gradual decrease of oxidization from the surface to the bulk material. It contains eight parameters: the complex refractive indexes for the first layer , the second layer the bulk material and the thickness of each layer and In this case, the magnitude of the reflection can again be put in the form of (2) with the substitution of for and for where is the reflection amplitude at the interface between the first and second layers.
Note that all three models ignore microroughness of the surface and the interfaces. It is known that microroughness mainly redistributes reflected light between specular reflection and diffuse scattering. The aperture of our detector was 8.8 mm in diameter and sustained an angle of 44 mrad with respect to the beam spot on the sample. Estimation of scattering effects shows that for a roughness correlation length greater than 14 m the majority of the scattered radiation was registered by the detector, even at grazing angles. For higher spatial frequency roughness the grazing angle scattering was evaluated to be negligible if the root-mean-square (rms) roughness height is less than 0.5 m. For this reason the effect of microroughness was not taken into account in our calculations. A detailed discussion of this problem can be found in [16] .
The fitting of the model parameters was carried out by the standard least-squares method using the following merit function : (3) where and are the measured and calculated reflectivities at the incident angle and is the number of angles at which measurements were obtained. Since the measurements were carried out with unpolarized light the calculated reflectivity was averaged over the two polarizations, that is . One can see that the function is written in the form of the squared relative rms error of the fitting.
To judge the validity of the model, the obtained minimum of should be compared with the relative rms error of the experiments, which can be estimated as (4) where is the smoothed experimental angular dependent reflectivity. Assuming that the true reflectivity should not oscillate inside the interval of 5 , we smoothed the measured reflectivity by the least squares fitting to a quadratic polynomial in over . The calculations showed that the second model minimizes the merit function much better than the first. However, the third model only slightly decreases the minimum of in comparison with the single layer model, and the difference between the merit functions was much less than . In other words, the reflectivity was demonstrated to be dependent on the optical thickness of the surface layer, but rather insensitive to its spatial distribution. This fact allowed us to exclude the third model, and thus the final calculations of optical constants described in the next section are based only on the first and the second models. The fitting parameters were found by minimization of the merit function up to convergence using a quasi-Newton method. This technique allowed us to find the local minimum of with the correspondent values of the optical constants [17] . The typical time of the computations was 2-4 s for the first model and 10-30 s for the second model (Pentium II 233-MHz class computer).
IV. RESULTS OF THE DETERMINATION
OF OPTICAL CONSTANTS Measurements of the dependence of the reflectivity on the angle of incidence were performed using the setup described in Section II. To decrease random experimental errors, several runs of measurements were usually carried out and the results were averaged to produce one reflectivity curve. From the experimental reflectivity dependence such as that shown in Fig. 2 we chose a range of validity for the data: (affected by the sample's size), which usually consisted of 270-350 data points.
All the semiconductor samples were bulk crystalline with a 100 orientation with the exception of the GaAsP, which was an epitaxial layer grown on a GaAs wafer of 100 orientation. The Si sample was P type with B dopant at a carrier concentration of 5 10 (cm ). The GaP was P type with Zn dopant at a carrier concentration of 1.2 10 (cm ). The InP was N type with S dopant at a carrier concentration of 1 10 (cm ). The GaAs was P type with Zn dopant at a carrier concentration of 1.2 10 (cm ). The GaAsP sample was a thick epitaxially grown layer of GaAs P on a GaAs substrate. Due to the strain from a lattice mismatch between the epitaxial layer and the substrate, this sample exhibited periodic surface structure. However, the rms roughness of this structure was measured to be less than 0.5 m. The Ir was electron beam evaporated as a thick film onto a super polished (RMS surface roughness 1Å) glass substrate. In order to more fully characterize the influence of the surface layer on the measurements, the samples of Si, GaP and InP were chemically treated in the following manner to alter the characteristics of the surface layer. The samples were dipped in a 5% solution of HF in distilled water for approximately 5 min and were then rinsed with acetone and methanol. The samples were exposed to ambient atmospheric conditions for less than 5 min before being positioned in the system under a vacuum of about 1 10 torr. In the case of the Si, the measured reflectivity for a treated sample was significantly different from that of an untreated sample. However, the reflectivity curve of the treated sample did not appreciably change after exposure to the ambient environment for more than 12 h. For this reason, we believe it is likely that this chemical treatment passivated the Si surface and prevented further oxide growth [18] .
The results of fitting the data for each sample with the two models are shown in Figs. 3-8 . As an example, let us first consider the data processing technique and evaluation of the optical constants for the Si sample shown in Fig. 3 . This figure shows the measured reflectivity of an untreated Si sample as well as the corresponding results of the least-squares fit. The dotted and solid curves were calculated with the first and the second models, respectively, [ (1) and (2) for the reflection amplitudes]. As illustrated in Fig. 3 , the shape of the measured reflectivity dependence cannot be fit without assuming the existence of a surface layer. The curve seems to consist of two parts with a kink around Despite the fact that each of these parts may be fit by the Fresnel formula (1) it is not possible to obtain a good fit for the entire data set utilizing the first model. However, the second model allows for the fitting of such curves. This fact emphasizes the need to measure the reflectivity over all the angular range including near normal incidence angles where the reflectivity is low. The high intensity of the laser source is an advantage for the accurate measurements of the reflectivity at near-normal incidence, where the reflectivity of most materials is low. In general the second model provides a much better approximation to the experimental data for all the data obtained. This results in smaller minimum values of the merit function. For example, fitting the data corresponding to the untreated Si sample gives and for the first and second models repectively. In addition, note that the minimum of is of the order of the experimental RMS error . It is not surprising that optical constants and evaluated in the frames of these two models are different: and for the first and:
and for the second model. Note that in minimizing we used permittivities and as fitting parameters. Though our method is not intended for the accurate determination of the optical constants for the surface layer, the obtained parameters nm, and are in this case close to those of a typical layer of SiO commonly found on the surface of Si: -3 nm, and [10] . However, as shown below this is not always the case.
The measured reflectivity of a treated sample of Si is presented in Fig. 3(b) . The measurement was carried out in one run; therefore the scattering of data is larger than in Fig. 3(a) . One can observe significant changes in the shape of the angular dependence: the reflectivity is closer to one at grazing angles and the break is smoother. Again, the second model gives a much better description of the experimental dependence. The resulting optical constants of bulk Si are now:
and , that is, are only slightly different from those of the same sample of Si before it was chemically treated. This consistency between the results for treated and untreated samples, which was also found for GaP and InP, provides evidence of the good accuracy of the method for the determination of optical constants of bulk materials. On the other hand, the best fit to the data of the chemically treated Si sample gives a rather uncharacteristic value of 9.3 nm for the thickness of the surface layer. This is an indication that the method is not adequate for the accurate determination of the surface layer parameters.
Figs. 4-7 illustrate the measured reflectivity curves for several other semiconductor materials: GaP, InP, GaAs, GaAsP. All these data show general features similar to that of Si although, due to higher absorption of these materials, the effects of the absorptive surface layer are less noticeable. For the case of the Ir film (Fig. 8 ) in which the absorption for the bulk material is the highest, a kink on the angular dependence is not seen and both models give very similar results. Nevertheless, introducing a single surface layer (the second model) leads to a better fit and an improvement in the value of the merit function by several times.
The determined optical constants for the materials that we investigated are collected in Table I along with the available constants from a handbook [10] . The table shows that our values are rather close to those previously reported [10] , however, our absorption indexes are lower than those tabulated. This discrepancy may arise from a difference of the chemical and physical properties of the particular samples. While we mostly studied commercially available bulk crystalline samples, the referenced data [10] were obtained for specially prepared materials usually deposited as a thin layer. As was noted in [10] , optical constants in UV and XUV spectral range critically depends not only on the chemical composition of the samples but also on a number of technological factors: the temperature of deposition, speed of deposition, vacuum conditions, etc. For example, in the case of Si (deposited as a thin film), handbook [10] gives two values for and obtained for two different samples by two different groups of authors. The two values of the absorption coefficient differ by about 400%. This example indicates the strong dependency of the optical properties of the samples on particular chemical and physical conditions of manufacturing.
V. SUMMARY AND DISCUSSION
Optical constants at a wavelength of 46.9 nm were determined for Si, InP, GaP, GaAs, GaAsP, and Ir utilizing a high repetition rate table-top laser emitting at this wavelength. The high intensity of the laser source is an advantage for the accurate measurements of the reflectivity at near-normal incidence, where the reflectivity of most materials is low. The measurements for InP and GaAsP constitute to the best of our knowledge the first experimental value at this wavelength while the rest are in most cases relatively close to those previously tabulated. An important feature of this wavelength region is the very high sensitivity of reflectance to the presence of organic and inorganic compounds, which contaminate the surface of the sample in natural environment conditions. Therefore, to obtain accurate values of optical constants it is important to treat the reflection from the contaminated surface layer on the same footing as the reflection from the bulk material. Our analysis of the data made use of models that take into account the presence of a surface layer of contaminants.
Comparison of the values of the optical constants obtained from having surface layers of different characteristics shows that the optical constants of the bulk material obtained with this treatment remain unchanged even when the characteristics of the surface layer changes significantly. This suggests that the approach used in this work might be capable of improving the determination of optical constants, which is important for the design and construction of improved normal incidence reflective coatings for optical devices operating in the XUV. For further work, the separate use of -and -polarized beams for reflectivity measurements also looks promising as it gives useful additional information. The experiment reported herein constitutes the first application of a soft X-ray laser to materials research. These measurements demonstrate that compact high repetition rate soft X-ray lasers can provide an attractive tabletop alternative to synchrotron sources for certain material science problems.
