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Введение 
В 1942 году американский инженер, криптоаналитик и математик Клод   лвуд 
 е ннон ввел понятие совершенности шифра, понимая под этим такой шифр, который не-
возможно дешифровать, то есть определить открытый текст по известному шифрованно-
му тексту не зная ключа шифра. В современных терминах это означает, что для такого 
шифра не существует атаки с конечной трудоемкостью и ненулевой надежностью. Он же 
привел пример такого шифра – шифр случайного гаммирования и его частный случай 
шифр Вернама. Целью работы явилось доказательство наличия атак на этот шифр. Дока-
зательство основано на том, что в случайной ключевой последовательности данного шиф-
ра должно встретиться с ненулевой вероятностью хотя бы две одинаковые мультиграммы 
алфавита ключа. Примером таких ключей являются ключи шифра Виженера, которые со-
держатся в множестве ключей шифра случайного гаммирования. Основной результат ис-
следования состоит в разработке двух атак на шифр случайного гаммирования с расчетом 
их трудоемкостей и надежностей.  
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1. Обоснование недешифруемости ШСГ 
Определение 1.  ифр считается совершенно секретным «если для каждого распре-
деления вероятностей на множестве M для каждого сообщения m M  и каждого зашиф-
рованного текста y Y  (для которого вероятность ( ) 0p y  ) выполняется равенство: 
 ( / ) ( ).p m y p m  (1) 
(Требование ( ) 0p y   является техническим, оно необходимо для предотвращения при-
надлежности события с нулевой вероятностью)» [3, стр.32].  
Описание шифра случайного гаммирования дано во многих монографиях [1-5, 14] 
всемирно известных криптографов. Описание и анализ этого шифра российскими специа-
листами представлен в учебниках С. В. Запечникова, О.В. Казарина, А.А. Тарасова А.П. 
[6], Алферова, А.Ю. Зубова, А.С. Кузьмина, А.В. Черемушкина [7], Фомичева В.М [13], 
И.Н. Васильевой, О.Н. Жданова, В.В. Золотарева [37] и др.  
Обозначим через I={0,1,…n-1} номера упорядоченного алфавита используемого язы-
ка. Пусть ,
LX K Y I    и подмножество ,M X  есть множество содержательных тек-
стов длины L. Для шифрования открытого содержательного текста буквы текста кодиру-
ются своими номерами в упорядоченном алфавите. При расшифровании номера шифро-
ванного текста декодируются в буквы. Для 1 2... Lx i i i M   и 1 2... Lk K     уравнение 
шифрования ( , )f x k y  имеет вид  
 modn, {1,..., },j j ji y j L    1 2...y .Ly y y Y   (2) 
Уравнение расшифрования имеет вид modn,  {1,..., }, n | I | .j j jy n i j L      Предпо-
лагается, что на множестве открытых текстов задано не равновероятное распределение, а 
ключи выбираются случайно, равновероятно и независимо от открытого текста. В учебни-
ках по криптографии доказано, что СГ является совершенно секретным шифром.  
1.1 Цитаты о недешифруемости ШСГ 
Авторы источников [1-11] утверждают, что такие шифры недешифруемы. Приведем 
частично их утверждения. 
- «В этой главе мы рассмотрим другие экстремальные схемы и изучим схемы шифро-
вания, которые доказуемо безопасны даже против злоумышленника, обладающего неог-
раниченными вычислительными возможностями. Такие схемы называются совершенно 
секретными» [пер. гугл, 3, p. 35]. 
- «Горячая линия между С А и бывшим Советским Союзом была (по-прежнему ак-
тивна?). По слухам, зашифрована одноразовым блокнотом. Многие советские шпионские 
сообщения агентам были зашифрованы одноразовыми блокнотами.  ти сообщения все 
еще безопасны сегодня и останутся такими навсегда. Неважно, как долго суперкомпьюте-
ры работают над этой проблемой. Даже после того, как инопланетяне из Андромеды вы-
садятся на своих массивных космических кораблях с невообразимой вычислительной 
мощности, они не смогут читать советские шпионские сообщения, зашифрованные одно-
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разовыми планшетами (если только они не смогут вернуться назад во времени и получить 
одноразовые подушечки» [пер. гугл, 4, p. 26 ]. 
- «Кодирование одноразового использования это единственный имеющийся у нас ал-
горитм, безопасность которого может быть доказана» [5, стр. 104]. 
- «Теоретически существует совершенно секретный шифр (иными словами, абсолют-
но стойкий шифр), но единственным таким шифром является одна из форм так называе-
мого одноразового шифрблокнота, в которой открытый текст комбинируется с полностью 
случайным ключом и имеющимся у нас алгоритмом такой же длины» [6, стр. 22].  
«При рассмотрении вопроса о теоретической стойкости шифров отвлекаются от ре-
альных временных и сложностных затрат по вскрытию шифра (что определяет подход к 
практической стойкости). Во главу угла ставится принципиальная возможность получения 
некоторой информации об открытом тексте или использованном ключе. Впервые такой 
подход исследовал К.  еннон. Он рассматривал уже знакомую нам модель шифра и 
единственную криптоатаку на основе шифртекста. Проследим за его рассуждениями. Как 
мы указывали, конечной целью работы криптоаналитика является текст сообщения или 
ключ шифрования. Однако весьма полезной может быть даже некоторая вероятностная 
информация об открытом тексте. Например, уже предположение о том, что открытый 
текст написан по-английски, представляет криптоаналитику определенную априорную 
информацию об этом сообщении даже до того, как он увидит шифртекст» [7, стр. 172]. 
In some systems, the amount of information available to the cryptanalyst is actually insuffi-
cient to determine the enciphering and deciphering transformations, no matter how much compu-
ting power the cryptanalyst has available. A system of this kind if called unconditionally secure. 
[8, cтр. 399]. 
«Для совершенного шифра открытый текст «локализуется» во всем множестве откры-
тых текстов. Тем самым, для него сама задача расшифрования становится бессмысленной. 
Никакой метод криптоанализа, включая полный перебор ключей, не позволяет не только 
определить ключ или открытый текст, но даже получить некоторую информацию о них. 
Алгоритм безусловно стоек, если восстановление открытого текста невозможно при лю-
бом объеме шифртекста, полученного криптоаналитиком. Безопасность безусловно стой-
ких криптоалгоритмов основана на доказанных теоремах о невозможности раскрытия 
ключа» [9, стр. 5]. 
«В работах К. еннона в середине 20-го века было показано, что существуют совер-
шенные шифры, которые не поддаются дешифровке никаким способом.  то утверждение 
математически доказано и справедливо при любой модели языка. В частности, таким яв-
ляется гаммирование с помощью равновероятной гаммы» [10, стр. 3].  
«Иными словами, совершенным по тексту называется шифр, который имеет свойство: 
никакая перехваченная противником криптограмма не добавляет противнику никакой ин-
формации об исходном тексте, т.е. вероятность определения исходного текста при знании 
соответствующей ему криптограммы равна вероятности использования этого текста в 
языке. Если противник попытается вскрыть такой шифр методом полного перебора, то он 
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получит набор из всех возможных осмысленных текстов соответствующей криптограмме 
длины» [11, стр. 8].  
«Shannon makes it very clear that there are two basic types of secrecy systems: those de-
signed to protect against an attacker with unlimited computational resources and those designed 
to protect against an attacker with a given finite computational capability. Shannon called the 
kind of secrecy achieved by the former “theoretical secrecy” and that furnished by the latter 
“practical secrecy”— these terms have been replaced by “unconditiona security” (or sometimes 
“information-theoretic security”) and “computational security” in modern usage, but their mean-
ing is unchanged. Shannon’s treatment of theoretical secrecy is conceptually rich. He gave the 
first precise definition of the “unbreakability” of a cipher, restricting himself to a ciphertext-only 
attack, as meaning that the cryptogram and the message it represents are statistically independ-
ent. He showed that the cipher proposed by G. S. Vernam in 1926, now often called the “one-
time pad”, achieves “perfect secrecy”—which was Shannon’s term for such unbreakability» [12, 
p.14]. 
«История развития шифров поставила перед специалистами ряд неизбежных вопро-
сов: существуют ли нераскрываемые шифры? Если существуют, то как они устроены? Ка-
ковы условия, обеспечивающие нераскрываемость шифра? Исследование этих и других 
подобных вопросов привело специалистов к понятию совершенной или теоретической 
стойкости шифрсистем» [13, стр. 259]. 
Итак, авторы приведенных источников утверждают, что такие шифры недешифруемы 
противником с неограниченной вычислительной мощностью. Согласно этому тезису 
шифры, не являющиеся таковыми, т.е. несовершенные шифры, необходимо отнести к де-
шифруемым шифрам. Как правило, при обсуждении совершенных шифров в качестве 
примера совершенного шифра приводится шифр случайного гаммирования [14-21]. 
1.2. Обоснование недешифруемости ШСГ с помощью его математической модели  
Недешифруемость СГ можно пояснить, рассмотрев уравнения шифрования СГ 
1 2mod , {1,2,..   .,   ], ...y .j j j Li y n j L y y y Y      
При фиксированном 1 2...yLy y y Y   для каждого символа ji  существует единствен-
ный символ ключа 
j , при котором справедливы указанные равенства. Ключ 
1 2... Lk K     выбирался равновероятно. Следовательно, каждый открытый текст мог со 
своей априорной вероятностью быть решением данной системы уравнений. Поэтому оп-
ределить открытый текст не представляется возможным. 
2. Обоснование дешифруемости ШСГ 
Ниже приводятся ранее полученные результаты криптоанализа совершенных шифров, 
в частности, шифра случайного гаммирования. 
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2.1.Краткий обзор работ о дешифруемости ШСГ. 
В работах [22 - 24] было заявлено, что мнение о недешифруемости совершенных 
шифров ошибочно. Обоснование было основано на уточнениях понятия совершенности 
шифра введенных в работе [25]. Именно, данное выше определение ([3, стр. 32]) имеет 
ввиду атаки на открытый текст m M  по перехваченному шифрованному тексту y Y . 
Аналог же определения совершенности шифра по атакам на ключ k∈K по перехваченному 
шифрованному тексту y Y  выглядит так: 
 ( / y) p(k)p k   (3) 
для любых k∈K и y Y  [25]. Логично считать, что из выполнения (3) следует недешиф-
руемость шифра по ключу, а не выполнение (3) следует понимать как дешифруемость 
шифра по ключу.  
При случайном независимом от открытого текста и равновероятном выборе ключа 
шифра правая часть приведенного выше равенства является константой, а левая часть 
равна вероятности открытого текста зашифрованного ключом k в шифрованный текст y. 
Условие (2) не выполняется для  СГ. Следовательно, шифр  СГ дешифруем.  тот ре-
зультат был получен в [22 - 24]. Однако конкретных атак на этот шифр приведено не бы-
ло.  
Описание предполагаемых атак на  СГ было дано в [26]. Прежде чем переходить к 
описанию конкретных атак на шифр случайного гаммирования введем необходимые по-
нятия и напомним основные идеи дешифрования шифра Виженера. 
2.2. Основные понятия 
Используем введенные ранее обозначения для СГ. 
Определение 2. Ключ 1 ”2... Lk     длины L” содержит d-ключ Виженера 1 2... L    
длины L=qd, если его d-граммы 
d 1 d 2 ( 1)... , {0,1,d 1,...,(q 1)}v v v d v         одинаковы и 2.q    
Определение 3. Ключ 1 2... Lk     длины L=qd называется d-ключом Виженера (име-
ет локальный периодом d [25]), если его d-граммы 
d 1 d 2 ( 1)... , {0,1,d 1,...(q 1)}v v v d v         
одинаковы.  
Ниже необходимо учитывать, что d-ключ Виженера при L=qd+r, r<d является одно-
временно и wd-ключом Виженера при 2w q .  
Определение 4. d’-ключ Виженера назовем минимальным, если он не является d-
ключом Виженера при любом d<d’. 
Каждый d-ключ Виженера является одновременно и минимальным d’-слабым ключом 
при некотором d’ делящим d. 
Обозначим через M(d) множество всех отрезков длины d открытых текстов из M. 
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Определение 5. Минимальное d, при котором отрезок 1 2... di i i  открытого текста распо-
знается (читается) в множестве | |
dI  назовем расстоянием распознаваемости открытого 
текста и обозначим его через d*. 
2.3. Дешифрование шифра Виженера [27 - 35]. 
 ифр, который известен под именем Виженера, впервые описал Джованни Баттиста 
Беллазо (итал. Giovanni Battista Bellaso) в своей книге La cifra del Sig. Giovan Battista 
Belaso. Часто этот шифр называют «лозунговым шифром», или «шифром с коротко пе-
риодической гаммой». Краткое описание такого шифра состоит в следующем.  




d  . ифр Виженера получается из СГ, если для шифрования откры-
тых текстов выбирать только минимальные d-ключи шифра Виженера называемые «ло-
зунгами» длины d, {2,3,...,[ ]}.
2
L
d   Процесс шифрования и расшифрования остается та-
ким же, как и в СГ.  
Методы дешифрования шифра Виженера широко известны специалистам по крипто-
графии.  ти методы с примерами дешифрования можно найти в [36 - 42]. Все методы со-
стоят из двух этапов. Первый этап состоит в определении по известному шифрованному 
тексту длины лозунга, то есть значения d в использованном ключе шифра Виженера.  та 
задача решается двумя методами.  
1. Метод Фридриха Казиского, представленный в 1863 году, анализирует повторения 
в шифртексте для шифра Виженера.  тот же метод независимо от Казиского был разрабо-
тан советским криптографом Михаилом Соколовым. Данный метод широко известен в 
криптографической литературе. Метод основан на том, что если ключ периодический, то 
две одинаковые m-граммы открытого текста, отстоящие друг от друга на расстояние, 
кратное периоду ключа, будут одинаково зашифрованы в некоторые одинаковые m-
граммы, находящиеся на том же расстоянии друг от друга. Появление же одинаковых m-
грамм в шифрованном тексте по другим причинам маловероятно (при некоторых разум-
ных ограничениях на величину m и на длину шифрованного текста L). Следовательно, 
большинство расстояний (т.е., возможно не все) между одинаковыми m-граммами шиф-
ртекста делятся на минимальный период d. Поэтому на практике в качестве предполагае-
мой длины лозунга в шифре Виженера рассматривают наибольший общий делитель длин 
большинства расстояний между повторениями m-грамм.  ксперименты для английского 
языка показали хорошую надежность этого метода, если в шифртексте имеются повторе-
ния m-грамм при m > 1 [25, стр. 167].  
2. Метод Фридмана (англ. William Frederick Friedman) был опубликован в 1920 [27]. 
Затем появилось много работ уточняющих результаты Фридмана, расширяющие границы 
их применимости [28 - 35]. Фридман ввел в рассмотрение так называемый «индекс совпа-
дения», на основе которого предложил алгоритм нахождения длины лозунга по известно-
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му шифрованному тексту, полученному с шифра Виженера. Основой метода явился тот 
факт, что если взять элементы шифрованного текста шифра Виженера, выбранные с ша-
гом выборки равным длине лозунга, и рассчитать вероятность совпадения выбранных 







 , где pi – вероятность появления буквы i в открытых текстах [25].  
В [25] было дано обоснование методов дешифрования шифра Виженера разработан-
ных Казиским и Фридманом. В применении этих методов к СГ первый этап дешифро-
вания состоит в определении использования d-ключа Виженера по известному шифрован-
ному тексту. Пусть 1 2... Ly y y y  шифрованный текст  СГ полученный при шифровании 
открытого текста 1 2... Lx i i i M   при случайно и равновероятно выбранном ключе 
1 2... .Lk K     Без ограничения общности считаем, что L=qd, q>1.  
Критерий Фридмана. Ниже будем считать, что на I задано вероятностное распределе-
ние   ( , ).ip i I  Ключ k СГ является d-ключом Виженера тогда и только тогда, когда при 














   (4) 
где iv  - частота символа i I  в подпоследовательности 2 1( )j j d j d j q dy y y y     шифрован-
ного текста 1 2...yLy y  СГ. Более точная правая часть (4) указана в [25, стр. 84-89]. 
Применяя этот критерий к шифрованному тексту СГ определяем, был ли использо-
ван d-ключ Виженера. 
Второй этап метода дешифрования шифра Виженера состоит в нахождении двух от-
крытых текстов зашифрованных одним ключом. Дело в том, что на первом этапе для СГ 
было определено значение d (d-ключа Виженера 1 2... ).Lk     Следовательно, ключ мож-
но представить в виде 
1 2... qdk     с повторяющимися q раз отрезками ключа длины d. 
Поэтому неизвестный открытый текст 
1 2... qdx i i i  задает неизвестные открытые тексты 
1 2 ( 1)(1) ... q dx i i i   и 1 2(2) ...d d qdx i i i   зашифрованные одним ключом 1 2... ... .qd qdk      Ме-
тоды определения этих двух текстов широко известны [13, 17, 25,]. Они работают с малой 
трудоемкостью. Один из них называется «методом протяжки вероятного слова». В более 
общей ситуации, а именно в задаче дешифрования шифра поточной замены при известном 
периоде ключевой последовательности этот метод подробно изложен в [25, стр. 180]. 
Обычно этот метод широко используют в учебных целях.  
Второй метод называется «метод одновременного зигзагообразного чтения двух от-
крытых текстов в колонках» [25, стр.180-185, 34 стр. 98-102]. Для дальнейшего удобства 
назовем этот метод методом чтения в колонках. В случае принятия решения на первом 
этапе дешифрования СГ о том, что был использован d-ключ Виженера применяем метод 
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чтения в колонках для дешифровании двух открытых текстов 
1 2 ( 1)(1) ... q dx i i i   и 
1 2(2) ...d d qdx i i i   зашифрованных на одном ключе. 
Дадим его краткое описание. Из законов функционирования шифра Виженера выте-
кают следующие следствия  
   mod , {1,2,...,(q 1) }.j d j j d ji i y y n j d       (5) 
Правые части mod , {1,2,...,(q  1) }j j d jy y n j d      уравнений известны. Поэтому 
число возможных пар ( , )j d ji i   в каждой левой части каждого j-того уравнения равно |I|. 
Каждому открытому тексту 
1 2 ( 1)(1) i ...i q dx i   соответствует единственный открытый текст 
1 2(2) i ...id d qdx i  . На этом свойстве основан метод чтения открытых текстов в колонках. 
В более общей ситуации он детально изложен в [25, стр. 181].  
Практика использования метода чтения в колонках двух открытых текстов показала, 
если открытые тексты длины d распознаются (читаются) в множестве | |
dI , то ложные ре-
шения отсутствуют. Дополнительным обоснованием этого можно считать наличие общей 
части 
1 2 ( 1)...d d q di i i    в двух открытых текстах (в этом случае минимальное значение d=d* 
можно уменьшить).  ффективность метода чтения в колонках подтверждает и следующий 
важный исторический факт [3, стр. 34]: «Интересным примером этого является проект 
VENONA, в рамках которого С А и Великобритания смогли расшифровать зашифро-
ванные тексты, посланные Советским Союзом, которые ошибочно были зашифрованы по-
вторяющимися ключами с помощью одноразового блокнота». Таким образом, подтвер-
ждено практическое дешифрование двух открытых текстов зашифрованных одним клю-








 использования d-ключа Виженера для зашифрования шифром случайного 
гаммирования открытого текста, а трудоемкость состоит из одной операции проверки на-
личия d-ключа Виженера и, в случае успеха, применения метода чтения в колонках. 
Для разработки новых методов дешифрования  СГ приведем новые критерии ис-
пользования d-ключа Виженера в СГ. 
2.4. Первый этап атак на ШСГ 
С целью формулировки первого критерия d-ключа Виженера построим критерий 
Неймана Пирсона различающего две простые гипотезы с ошибками первого рода  и вто-
рого рода   относительно выборки 2 1( ) ,j j d j d j q dy y y y     где {1, 2,... },j d  для двух веро-
ятностных дискретных распределений: 
( )modi c nH   - распределение  
( )mod  (p ,   ' , )i i c np i I c I   ; 
H1 - равновероятное распределения на I.  
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1. Критерий d-ключа Виженера. Ключ k является d-ключом Виженера тогда и только 
тогда, когда при каждом j из {1,2,…d} для выборки 2 1( )j j d j d j q dy y y y     нашлось с из I, 
при котором принята гипотеза 
( )mod .i c nH   
Рекомендуем использовать критерий при больших значениях q. 
Перейдем к формулировке второго критерия наличия d-ключа Виженера в СГ. При 
каждом j из {1,2,…d} последовательность 2 1( )j j d j d j q dy y y y     будем трактовать как вы-
борку из одного из двух вероятностных распределений двухграмм yj+tdyj+(t+1)d из множест-
ва I2: 
( )mod ,( ' )modi c n i c nH    - вероятностное распределение ( )mod ( ' )mod   ( p , , , ' )i c n i c np i I i I c I     , 
а H1 - равновероятное распределения на I
2
. Для различения гипотез используем наиболее 
мощный критерий с ошибками  ,    первого и второго рода.  
2. Критерий d-ключа Виженера. Ключ k является d-ключом Виженера тогда и только 
тогда, когда при каждом j из {1,2,…d} для выборки 2 1( )j j d j d j q dy y y y     нашлось с(j) из I, 
при котором принята гипотеза 
 ( ( ))modn, ( ' ( ))modn .i c j i c jH    
Рекомендуем использовать критерий при больших значениях q. 
С целью формулировки третьего критерия d-ключа Виженера предположим, что ис-
пользованный ключ 
1 2... qdk     в  СГ является d-ключом Виженера. Тогда из законов 
функционирования  СГ вытекают равенства (5). Правые части 
mod , {1,2,...,(q  1) }j j d jy y n j d      уравнений известны.  
Их значения I  будем рассматривать как случайную величину из вероятностного 
распределения 
( , '):(i i') modn
p( ) ( ) (i')
i i
c p i p
 
    . 
Последовательность значений разностей    ' mod , {1,2,...,(q 1) }j i i n j d      будем 
считать выборкой из вероятностного распределения P(C) p( , )c c I     или из равнове-
роятного распределения   на I. Используем критерий Неймана Пирсона различающего 
две простые гипотезы с ошибками первого и второго рода   и   относительно выборки 
1 2 (q 1), ,..., d    для двух вероятностных дискретных распределений: 0H - распределение 
P(C) p(   I, ) c c    ; H1 - равновероятное распределения на I.  
3. Критерий d-ключа Виженера. Ключ k является d-ключом Виженера тогда и только 
тогда, когда для выборки 
1 2 (q 1), ,..., d    принята гипотеза 0.H  
Рекомендуем использовать критерий при больших значениях d или L. 
В критериях 1, 2, 3 в качестве надежности P(L,d) критерия выступает величина 
(1 ) .d   
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2.5. Атаки на шифр случайного гаммирования 
Целью данного раздела является изложение методов дешифрования СГ с конечной 
верхней оценкой их трудоемкости и ненулевой надежности. Предполагаем, что получен-
ные ниже сложностные параметры методов могут быть в дальнейшем улучшены. 
Атака 1. Пусть L=qd принимает большое значение. 
1. Проверяем, зашифрован ли данный шифрованный текст 1 2...yLy y  d-ключом Виже-
нера. Для этого применяем один из критериев 1 - 3. В случае неуспеха мы затратили одну 
операцию. Атака завершена.  
2. В случае успеха применяем метод чтения в колонках для получения двух открытых 
текстов 
1 2 ( 1)(1) i ...i q dx i   и 1 2(2) i ...i .d d qdx i    







Подсчитаем трудоемкость метода. Если был использован d-ключ Виженера и принята 






 мы осуществляем 2 операции: реализация крите-
рия и реализация метода чтения в колонках. Если был использован d-слабый ключ и при-




 Но в 
этом случае мы не получаем открытые тексты. Если не был использован d-слабый ключ и 







ция, когда был использован d-слабый ключ, а критерий принял гипотезу H(0) невозможна. 
Следовательно, общая трудоемкость атаки равна  
1 1
(2 (1 ) ).





    
Атака 2. Пусть *d d . Цель атаки прочитать два отрезка открытого текста длины d 
по известному шифрованному тексту 1 2, ,..., Ly y y y . Обозначим через p(d,L) вероятность 
того, что в равновероятно выбранном ключе длины L содержатся два одинаковых отрезка 
длины d.  
Первая задача состоит в нахождении их, если они есть в используемом ключе 
1 2... Lk    . Рассмотрим упорядоченные d-граммы шифрованного текста 1 2, ,..., .Ly y y y   
1. Для первой d-граммы образуем пары 
1 2 1 2( , ,..., ; , ,..., ),  j {1,2,...,L d}d j j j dy y y y y y     . 
Для второй образуем пары







L dd  
  
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2. Проводим опробование всех пар. Для каждой пары делаем предположение о том, 
что неизвестные им соответствующие d-граммы открытого текста шифровались одинако-
выми отрезками ключа. Для проверки этого предположения применяем метод чтения в 
колонках. Если этим методом получены два читаемых отрезка длины d, то метод завер-
шил работу успешно. Если при опробовании всех пар не найдены два открытых текста 
длины d, то метод завершил работу неуспешно.  
Перейдем к расчету параметров сложности данной атаки. 
Ложное срабатывание метода чтения в колонках возможно в случае, когда при рас-
шифровании шифрованных текстов 1 2 1 2... , ' ' ' ... '  d dy y y y y y y y   случайными и равнове-
роятно выбранными ключами 1 2 1 2... , ' ' ' .  .. ' .d dk k        расшифрованные тексты 
1 2 1 2... , ' ' ' ... '  d dx i i i x i i i   будут открытыми текстами из M(d). Подсчитаем вероятность та-
кого события. 
Предполагаем, что при расшифровании любого шифрованного текста случайным и 




 Данное предположение является обычным для криптографии. Так в работах [1, 2, 
15, 25, 35] это предположение использовано в расчетах расстояния единственности шиф-
ра. В связи с чем, вероятность получения открытого содержательного текста при расшиф-
ровании случайным равновероятным ключом равна 





 а вероятность получения па-
ры открытых текстов при расшифровании пары шифрованных текстов есть 
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Среднее число пар открытых текстов полученных из W расшифрованных пар шифрован-








  (число ложных пар). Не-
















 То есть, ложных пар не должно быть. 
Вероятность неполучения ложных открытых текстов длины d при проведении метода 
чтения в колонках W раз равна  







а надежность метода есть  






d L    
Трудоемкость метода равна числу опробуемых пар d-грамм шифрованного текста  









Приведем расчет параметров сложности атаки 2 для русского языка с мощностью ал-
фавита |I|=32. Тогда (см. атака 1 модель 3). Надежность метода равна 
2
10
| ( ) | 1












       
Рассчитаем вероятность p(d,L). Всех d-грамм на длине L содержится L-d+1. Очевидно, 
что p(d,L)=1 при 1 | | .
dL d I    Будем считать, что d-граммы выбраны случайно и равно-
вероятно из Id. Тогда при 1 | |
dL d I    вероятность того, что все они различны, есть 
1 2 1
(1 ( )) (1 ) (1 ) ... (1 ).







         
Из [43] следует 
( )( 1)/2| |(1 ( , ))
dL d L d Id L ep       
и, следовательно, 
( )( 1)/2| |,( ) 1 .
dL d L d Ip d L e      
3. Что же понимать под дешифруемостью и недешифруемостью ШСГ 
Пример 1. Рассмотрим модель шифра случайного гаммирования X K Y I    в ал-
фавите русского языка, для шифрования содержательных текстов M={0,1} – команд на 
пуск ракет. Пусть команда 0 поступает на шифр с вероятностью p(0), а команда 1 с веро-
ятностью (1) (0)p p . Легко проверить, что этот шифр является совершенным по нападе-
нию на открытый текст. Подсчитаем p(k/y) и p(k). Очевидно, p(k)=1/|I| при любом k. Да-
лее, при k=c p(k/c)=p(0), а при k=c-1 p(k/c)=p(1). Таким образом, p(k/c) не равно p(k) при 
k=c и k=с-1. Данный шифр несовершенен по ключу. Можно ли найти открытый текст m из 
множества {0,1} для данного шифра гаммирования по заданному шифрованному тексту c? 
Наша гипотеза состоит в ответе «нет». Но в предыдущем разделе было доказано, что СГ 
дешифруем. В чем же дело?  
Читатель уже догадался, что, говоря о дешифровании СГ, необходимо фиксировать 
длину сообщений. Но это не все, следует фиксировать и мощность |M| множества откры-
тых текстов, и условие: известно ли оно, и многозначность возможного дешифрования, и 
некоторую дополнительную информацию. Необходимо также конкретизировать форму-
лировку задачи, какую информацию мы хотим определять, формализовав понятие инфор-
мации. Конечно, это видимо не все.  
Ниже приводится попытка формализации понятия дешифрования открытого текста 
 СГ. Центральным словом в таких уточнениях будет слово «модель». 
Нам потребуется вероятностная модель шифра К. еннона. С этой целью используем 
следующие обозначения [25]: 
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X - конечное множество, состоящее из двух или более элементов, названное множеством 
открытых текстов; 
K - конечное множество, состоящее из двух или более элементов, названное множеством 
ключей; 
Y - конечное множество, состоящее из двух или более элементов, названное множеством 
шифрованных текстов;  
Kkkf )(  - семейство инъективных отображений X Y ;  
(x)kf y  – уравнение шифрования ,x X y Y  ; 
Kkkf 
 )( 1  - обратные отображения к Kkkf )( , если ( (x)kf y , то 
1(y)kf x
  ; 
1(y)kf x
   - уравнение расшифрования; 
: Xf K Y   - сюрьективное отображение, (x, ) ( )kf k f x ; 
M – подмножество множества X, названное множеством содержательных текстов, имею-
щих некоторую «структуру», позволяющую отличить элемент x из M от элемента из X\M 
с некоторой надежностью. Например, X=IL состоит из конечных слов 1 2... Lx i i i  в алфави-
те I длины L некоторого естественного языка, а М состоит из читаемых последовательно-
стей вида 1 2... Lm i i i , то есть имеющих некоторое содержание.  
)),((( MmmpMP   - дискретное вероятностное распределение на множестве M; 
)),(()( KkkpKP   - дискретное вероятностное распределение на множестве K. 
Определение 6.Пятерку введенных объектов  




назовем вероятностной моделью шифра (схемы шифрования) Клода  еннона. Кратко – 
моделью шифра.  
Определение 7. [25]. Модель шифра с множеством открытых текстов M и множест-
вом ключей K является совершенной по нападению на открытый текст, при перехвате 
шифрованного текста, если для заданных распределений вероятностей на множествах M и 
K для каждого сообщения m M  и каждого зашифрованного текста , p( 0 y)y Y  , вы-
полняется равенство ( / ) ( ).p m y p m  
Необходимость такого уточнения диктуется тем, что каждый шифр может иметь не-
сколько своих моделей. Например, легко доказывается, что в модели шифра простой за-
мены, с помощью которой шифруются открытые тексты единичной длины, т.е. буквы, эта 
модель шифра является совершенной по нападению на открытый текст при перехвате 
шифрованного текста [25]. Модель же этого шифра, где шифрованию подлежат биграммы 
заданного алфавита, не является совершенной по нападению на открытый текст при пере-
хвате шифрованного текста [25]. 
Атаки на шифры делятся на два класса: бесключевые атаки, когда атаки дают воз-
можность определить открытый текст, не определяя секретный ключ, и атаки с предвари-
тельным определением ключа. В случае атаки с предварительным определением ключа, 
Математика и математическое моделирование, 2019, №6 48 
как правило, сначала ищется секретный ключ или подмножество множества всех ключей 
шифра, содержащее с некоторой вероятностью секретный ключ или его эквивалент. За-
тем, в ряде случаев, открытый текст определяется путем расшифрования шифрованного 
текста на ключах данного подмножества.  
Аналогично определению 6 уточняется и понятие совершенности шифра по ключу. 
Определение 8. [24] Модель шифра с множеством открытых текстов M и множеством 
ключей K является совершенной по нападению на ключ, при перехвате шифрованного 
текста, если для заданных распределений вероятностей на множествах M и K для каждого 
сообщения k K  и каждого зашифрованного текста , p( 0 y)y Y  , выполняется равенст-
во ( / y) p(k)p k  . 
Пример 2. Пусть для модели шифра (m) mkf   при любых   , .m M k K   Тогда дан-
ная модель шифра является совершенной по нападению на ключ, при перехвате шифро-
ванного текста. 
 
Определение 9.  ффективной атакой на открытый текст m модели шифра по перехва-
ту шифрованного текста называется атака (способ, метод) определения открытого текста 
m шифра, (т.е. определение решений уравнения ( , )f m k y  относительно m из M) тре-
бующая конечных ненулевых временных (сложностных) затрат и дающая результат с не-
нулевой вероятностью. В противном случае, атака называется неэффективной. 
Замечание 1. Атака на открытый текст путем его отгадывания не является эффектив-
ной атакой.  
Определение 10. Модель шифра является недешифруемой, если для нее не существу-
ет эффективных атак определения открытого текста по перехвату шифрованного текста. В 
противном случае, модель шифра называется дешифруемой.  
Примерами недешифруемой модели шифра являются модели шифра простой замены 
и СГ при шифровании естественных открытых текстов длины 1. Общеизвестно, что при 
достаточно длинном открытом тексте модель шифра простой замены дешифруема. При-
веденные выше атаки на модель шифра случайного гаммирования при достаточно длин-
ном открытом тексте являются доказательством его дешифруемости.  
Таким образом, совершенность модели шифра по нападению на открытый текст при 
перехвате шифрованного текста не гарантирует ее недешифруемость. Отметим, что в 
классе дешифруемых шифров содержатся шифры практической стойкости [25].  
Практика дешифрования шифров (например, шифра простой замены) приводит в не-
которых моделях к неоднозначному определению открытого текста. В связи с этим в [13] 
такие шифры названы идеальными, а в более ранней работе [25] такие шифры были отне-
сены к группе теоретически стойких шифров.  
Наше предложение состоит в том, чтобы назвать их шифрами многозначного дешиф-
рования.  
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Аналогично определению 4, вводится понятие: эффективной атаки на «содержание 
открытого текста» (при заданной формализации данного понятия) по заданному перехвату 
информации. Примером такой атаки изложенная ранее атака 2 на СГ. 
4. Обсуждение результатов 
1. Изложенные атаки на шифр случайного гаммирования имеют два явно выражен-
ных этапа: определение повторений в неизвестном использованном ключе, если 
оно имеются и дешифрование двух открытых текстов зашифрованных одним клю-
чом. Наиболее сложным этапом является первый этап – применение и расчет ста-
тистических методов определения параметра d в неизвестном d-ключе Виженера. 
Практические примеры применения таких методов для шифра Виженера и других 
разнообразных шифров содержатся прекрасной работе [44].  
2. Границы применения атак 1, 2 определены фиксированным значением d. Их можно 
расширить, введя предварительный этап опробования каждого возможного значе-
ния параметра d. Подсчет трудоемкости и надежности таких расширенных атак не 
вызывает затруднений.  
3. Атаки делятся на бесключевые и на атаки с предварительным определением ключа. 
Теорию К.  еннона о недешифруемости совершенных шифров следует понимать 
как недешифруемомть этих шифров при знании шифрованного текста для бесклю-
чевых атак на открытый текст.  
4. Ряд публикаций использует теорию совершенных шифров К.  еннона, например 
[45-49], а ряд работ расширяют границы применимости этой теории, например [50 - 
5 1]. Результаты этих работ следует теперь понимать с учетом третьего замечания.  
5.  ифр случайного гаммирования в настоящее время редко применяется на практи-
ке. Зачастую используются шифры гаммирования. Они состоят из генераторов 
псевдослучайных чисел (гаммы) и узла наложения гаммы [например, 52 - 54]. Ука-
занные в работе атаки применимы и к таким шифрам.  
Выводы 
Представлены две атаки на шифр случайного гаммирования с расчетом параметров их 
сложности. Мнение о недешифруемости шифра случайного гаммирования ошибочно. 
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In 1917, Hilbert Vernam patented a top-secret encryption scheme, which at first was called a 
one-time notepad and later a Vernam cipher. At the time that Vernam proposed this scheme, 
there was no evidence that it was completely secret, since, in fact, at that time yet there was no 
idea what the perfect secret of the cipher was. However, about 25 years later, Claude Shannon 
introduced the definition of perfect secrecy (perfect cipher) and demonstrated that the random 
gamming cipher reaches this level of security. Cryptographers believe that there are no effective 
attacks for attacks of random gamming. In particular, there are no effective attacks for the 
Vernam cipher.  
Objective: to justify the fallacy of this proposition to build effective attacks.  
Methods: analysis of the relationship between the cipher key and the received encrypted 
text.  
Results: an attack on the plaintext of a random gamming cipher based on a given encrypted 
text was developed. In addition, there was a suggestion for another attack on the plaintext con-
tents based on the encrypted text. For all attacks, parameters of their complexity are calculated. 
These results are new. Previously, an attack on the random gamma code was unavailable. The 
results disprove the opinion that there are no attacks on this cipher.  
Practical relevance: firstly, it has become possible to carry out attacks on the random 
gamming code. Secondly, when using this cipher, it is necessary to strictly limit the length of the 
message.  
Discussion: the idea that there is an effective attack on a random gamming cipher arose in 
2002, due to the possibility of introducing a similar concept, in which in a definition of the per-
fect cipher the plaintext is changed for a key. The first idea in creating attacks is that when the 
key is long its elements are repeated. The second idea is that attacks on two plaintexts are en-
crypted with one key. And the main idea was that it is necessary to improve the mathematical 
http://mathmelpub.ru ISSN 2412-5911
Mathematics and Mathematical Modeling, 2019, no. 6 55 
model of the Shannon code. Therein, when interpreting the concept of the perfect cipher, we 
should talk about the cipher model perfection.  
The publication place: in the Yandex search engine a query "Perfect ciphers" resulted in 22 
million links, on a query "schemes perfectly secret" there were 43 million links. Yandex on the 
query "random gamming code" gave 13 million results. 
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