Abstract. The aim of this paper is to analyze a piecewise linear finite element method to approximate the buckling and the vibration problems of a thin plate. The method is based on a conforming discretization of a bending moment formulation for the Kirchhoff-Love model. The analysis restricts to simply connected polygonal clamped plates, not necessarily convex. The method is proved to converge with optimal order for both spectral problems, including an improved order for the eigenvalues. Numerical experiments are reported to assess its performance and to compare it with other low-order finite element methods.
Introduction
The analysis of finite element methods to solve plate eigenvalue problems has a long history. Let us mention among the oldest references the papers by Canuto [6] , Ishihara [13, 14] , Rannacher [18] , and Mercier et al. [17, Section 7(b, d) ]. While [18] deals with non-conforming methods for the biharmonic equation, all the other papers are based on different mixed formulations of the Kirchhoff model. These formulations turn out to be equivalent to the biharmonic equation when the solution is smooth enough (typically H 3 ). Therefore, in order to allow for such regularity to hold (see [12] ), the plate is assumed to be convex in these references.
One of the most well-known mixed methods to deal with the biharmonic equation is the method introduced by Ciarlet and Raviart [8] . This was thoroughly studied by many authors (see, for instance, [5] , [20] , [9, Section 3(a) ], [4, Section 4(a)], [11, Section III.3] , [10] , [2] ). The method was applied to the plate vibration problem in [6] and [17, Section 7(b) ], where it was proved to converge for finite elements of degree k ≥ 2. A formulation of the eigenvalue problem for the Stokes equation, which turns out to be equivalent to a plate buckling problem, is also analyzed in [17, Section 7(d) ], where it is proved to converge for degree k ≥ 2, as well. Although there is numerical evidence of optimal order convergence for piecewise linear elements applied to the vibration an the buckling plate problems (see in particular Section 5 below), to the best of our knowledge this has not been proved.
Another classical mixed method to deal with Kirchhoff plates was introduced by Miyoshi in [16] for load problems. This method is based on piecewise linear elements and was extended by Ishihara to the vibration problem in [13] and to the buckling problem in [14] . The method was proved to converge with a suboptimal order O(h 1/2 ), but only for meshes uniform in the interior of the domain. This hypothesis cannot be avoided. In fact, we report in Section 5 numerical experiments which show that this method converges to wrong results when used on particular regular non-uniform meshes.
Another low-order method was introduced much more recently by Amara et al. in [1] to deal with the load problem for a Kirchhoff-Love plate subject to arbitrary boundary conditions. This method is based on a standard discretization by loworder conforming elements of a bending moment formulation. In the present paper we adapt this approach to the buckling and the vibration problems. We restrict our analysis to simply connected polygonal clamped plates, not necessarily convex. In this case, all the equations are discretized by piecewise linear elements. We prove that the method leads to optimal orders of convergence for both the vibration and the buckling problems. Since the analysis of the former is very straightforward, we describe in detail only the latter and summarize the results for the former.
The outline of the paper is as follows: We introduce in Section 2 both eigenvalue problems. We recall the mixed formulation in terms of bending moments and a third equivalent formulation considered in [1] , which allows using standard finite elements for its discretization. In Section 3 we develop the numerical analysis of the buckling problem. With this aim, we introduce a linear operator whose spectrum is related to the solution of the buckling problem. A spectral characterization is given and additional regularity results are proved. Then, the finite element method is introduced, and it is proved that it leads to optimal order approximation of the eigenfunctions. We end this section by proving that an improved order of convergence holds for the approximation of the eigenvalues. The same steps are briefly presented in Section 4 for the vibration problem, emphasizing the differences between both analyses. In Section 5 we report some numerical tests which confirm the theoretical results. We also include in this section numerical experiments with lowest-order Ciarlet-Raviart and Ishihara methods. These experiments show that the Ciarlet-Raviart method seems to converge with optimal order. The reported experiments also show that the Ishihara method fails when used on regular nonuniform meshes. We summarize some conclusions in Section 6. Finally, we give the matrix form of the discrete buckling problem in the Appendix, which allows us to prove a spectral characterization of this generalized eigenvalue problem.
Problem statement
Let Ω ⊂ R 2 be a polygonal bounded simply connected domain occupied by the mean surface of a plate, clamped on its whole boundary Γ. The plate is assumed to be homogeneous, isotropic, linearly elastic, and sufficiently thin as to be modeled by Kirchhoff-Love equations. We denote by u the transverse displacement of the mean surface of the plate.
The plate vibration problem reads as follows:
where λ = ω 2 , with ω > 0 being the vibration frequency, and ∂ n denotes the normal derivative. To simplify the notation we have taken the Young modulus and the density of the plate, both equal to 1.
On the other hand, when the plate is subjected to a plane stress tensor field η : Ω → R 2×2 , the corresponding linear buckling problem reads as follows:
where in this case λ is the critical load and D 2 u := (∂ ij u) 1≤i,j≤2 denotes the Hessian matrix of u. The applied stress tensor field is assumed to satisfy the equilibrium equations:
Moreover, η is assumed to be essentially bounded, namely,
However, we do not need to assume η to be positive definite. Let us remark that, in practice, η is the stress distribution on the plate subjected to in-plane loads, which does not need to be positive definite (see, for instance, Test 3 in Section 5.3 below).
Here and thereafter we use the following notation for any 2 × 2 tensor field τ , any 2D vector field v, and any scalar field v:
Moreover, we denote
To obtain a weak formulation of each of the two spectral problems above, we multiply the corresponding equation by v ∈ H 2 0 (Ω) and integrate twice by parts in Ω. Thus, for the vibration problem (2.1) we obtain:
For the linear buckling problem we do the same and use the following lemma, which is easily proved by integrating by parts.
Thus, we obtain the following symmetric weak formulation of the buckling problem (2.2):
It is well known that the eigenvalues of problem (2.6) are real and positive. Whenever η is positive definite, it is immediate to prove that those of problem (2.7) are real and positive, too. In any case these eigenvalues are real (see Lemma 3.1 below).
Formulation of the spectral problems in terms of bending moments.
We follow an approach introduced and analyzed in [1] to deal with the load problem for Kirchhoff plates, adapted to the spectral problems of the previous section. Since the adaptation to the buckling problem presents several additional difficulties which must be tackled, we will describe this case in more detail and only summarize the analogous results for the vibration problem.
Let us denote
It was proved in [1] that X endowed with the norm
is a Hilbert space and that D(Ω) 2×2 is a dense subspace of X . Moreover,
Problem (2.7) can be rewritten as follows:
In the expression above, σ = (σ ij ) 1≤i,j≤2 is the so-called stress tensor and C is the linear operator arising from Hooke's law:
with ν ∈ (0, 1 2 ) being the Poisson coefficient. Let us remark that σ is a symmetric tensor as a consequence of the symmetry of D 2 u. The equivalence between problems (2.7) and (2.9) is a straightforward consequence of (2.8) and the identity
which in its turn follows from the density of D(Ω) in H 2 0 (Ω) and integration by parts.
To obtain a weak formulation of problem (2.9) we proceed as in [1] . First note that the operator C is invertible, its inverse being given by
Next, consider the following closed subspace of X :
The first equation of problem (2.9) can be equivalently written C −1 (σ) = D 2 u. By testing this equation with τ ∈ X 0 and using (2.8), we obtain (2.10)
On the other hand, taking traces in the first equation of (2.9), it follows that u is the unique solution of the problem
Moreover, let φ be the solution of the problem
and let
Since div(div φI) = ∆φ, from the second equation in (2.9) and the first one in (2.12), we have that div(div σ 0 ) = 0 and, hence, σ 0 ∈ X 0 . Therefore, by testing problems (2.11) and (2.12) with functions in V, substituting σ = σ 0 + φI in (2.10) and (2.11), and using Lemma 2.1, we arrive at the following weak formulation of problem (2.9):
The following lemma will be used to prove that this problem is actually equivalent to problem (2.7).
(Ω) be the solution of the following problem:
Hence, χ − D 2 v ∈ X 0 and, consequently,
On the other hand, testing the problem above with w = v, we have that
Subtracting this equation from the previous one, we obtain 
Proof. It has already been shown that problems (2.7) and (2.9) are equivalent. So, it is enough to prove the equivalence between problems (2.13) and (2.9). Let (λ, φ, σ 0 , u) be a solution of problem (2.13). The first equation of this problem and Lemma 2.1 imply that φ satisfies (2.12). Therefore, since σ 0 ∈ X 0 , σ := σ 0 + φI satisfies the second equation of (2.9). On the other hand, the second equation of (2.13) and Lemma 2.2 imply that there
. By taking traces in this expression, we observe that v is the unique solution of the following problem:
whose weak form coincides with the third equation of problem (2.13). Consequently,
, which allows us to conclude that (λ, σ, u) is a solution of problem (2.9).
The converse has already been proved when deducing (2.9), so we conclude the proof.
Remark 2.4. Although no symmetry constraint is explicitly imposed in problem (2.13) on σ 0 (and hence on σ = σ 0 + φI), according to the theorem above σ = C(D 2 u). Consequently, σ and a fortiori the term σ 0 in the solution of problem (2.13) turn out to be symmetric, anyway.
Analogously, the vibration problem (2.1) can be rewritten as follows:
The same arguments used for the buckling problem lead to the following weak formulation of this problem:
Finally, the following equivalence result holds true:
) is a solution of problem (2.14) if and only if (λ, u) is a solution of problem (2.6) and σ
:= σ 0 + φI = C(D 2 u).
Equivalent variational formulations.
Our next step is to introduce new variational formulations of the buckling and the vibration spectral problems, which allow using standard finite elements for their discretization. With this purpose, we follow once more the arguments proposed in [1] to obtain a convenient decomposition of the space X 0 . Consider the following space:
and
endowed with the norm
It is shown in [1] that · H and · 1,Ω are equivalent norms in H, as a consequence of Korn's inequality.
In the same reference, it is also shown that, for each symmetric τ ∈ X 0 , there exists a unique ξ ∈ H such that (2.15)
Since by virtue of Remark 2.4 the term σ
0 in the solution of problem (2.13) turns out to be symmetric, then it can be accordingly written
Remark 2.6. The simple-connectedness assumption on Ω is necessary for the representation (2.15) to hold true for all symmetric τ ∈ X 0 . This is tacitly assumed in the proofs of [1, Section 4.1].
We introduce the following continuous bilinear form in H:
Straightforward calculus leads to
On the other hand, explicit computations lead to (2.17)
Using all this in problem (2.13), we obtain the following new formulation of the buckling problem:
In what follows we show that problems (2.13) and (2.19) are equivalent.
Then, the last two equations in (2.19) follow from the corresponding ones in (2.13) by using (2.16)-(2.18).
Conversely, let (λ, φ, ψ, u) be a solution of problem (2.19) and 
To end the proof we will show that this equation also holds true for skew-symmetric test functions. In fact, since σ 0 is symmetric, C −1 (σ 0 ) is symmetric too, and so is C −1 (φI) as well. Hence, for any skew-symmetric τ ∈ X 0 , there holds Ω C −1 (σ 0 + φI) : τ = 0, and we conclude the proof.
Analogously, the vibration problem (2.14) can be written as follows:
The following equivalence result also holds true:
. In both problems, (2.19) and (2.20), the eigenvalues cannot vanish. In fact, in both cases, if λ = 0, then the first equation yields φ = 0, the second one and the H-ellipticity of A lead to ψ = 0, and, from the third one, u = 0. Moreover, Ω (η∇u) · ∇u = 0 in problem (2.19), despite the fact that η is not necessarily positive definite. This is a consequence of the equivalence between problems (2.19) and (2.7) (cf. Propositions 2.7 and 2.3). Indeed, in problem (2.7), Ω (η∇u)·∇u = 0 implies ∆u = 0 and, hence, u = 0.
Finally, to end this section, we introduce a more compact notation for the spectral problems (2.19) 
and (2.20). Let
→ R be the continuous and symmetric bilinear forms respectively defined by
Using this notation, problems (2.19) and (2.20) can be respectively written as follows:
Numerical analysis of the buckling problem
Before introducing the numerical method, we define the linear operator corresponding to the source problem associated with the buckling spectral problem (2.21) and prove some properties that will be used for the subsequent convergence analysis. Consider the following source problem:
This problem is well posed. In fact, it can be decomposed into the following sequence of three well posed problems:
(
Let T be the bounded linear operator defined by
with (φ, ψ, u) ∈ V × H × V being the solution of (3.1). Clearly λ is an eigenvalue of problem (2.21) if and only if µ := 1 λ is a non-zero eigenvalue of T , with the same multiplicity and corresponding eigenfunctions u (recall λ = 0; cf. Remark 2.9).
The arguments used in the previous sections applied now to problem (3.1) allow us to show its equivalence with the following one:
More precisely, u coincides in both problems and
As a consequence, we can prove the following spectral characterization: Lemma 3.1. The spectrum of T satisfies sp(T ) = {0} ∪ {µ n : n ∈ N}, where {µ n } n∈N is a sequence of real eigenvalues which converges to 0. The multiplicity of each non-zero eigenvalue is finite and its ascent is 1.
Proof. By virtue of the equivalence between problems (3.1) and (3.5), T is also a bounded linear operator from V into H 2 0 (Ω). Hence, because of the compact inclusion H 2 0 (Ω) → V and the spectral characterization of compact operators, we have that sp(T ) = {0} ∪ {µ n : n ∈ N}, with {µ n } n∈N a sequence of finite-multiplicity eigenvalues which converges to 0.
Moreover, it is simple to prove by using (2.
, we conclude that the non-zero eigenvalues of T are real and have ascent 1. Thus we end the proof.
Another conclusion of the equivalence between problems (3.1) and (3.5) is the following additional regularity result.
Lemma 3.2. There exist
Proof. The estimate for φ (which does not involve any additional regularity) follows directly from (3.2) and (2.5). The estimate for u follows from the equivalence between problems (3.1) and (3.5) and the classical regularity result for the biharmonic problem with its right-hand side in H −1 (Ω) (cf. [12] ). To prove the estimate for ψ, we use the explicit expression (2.16) for A to write
, and ε = (ε ij ) 1≤i,j≤2 being the standard strain tensor defined by ε ij (v) :
By substituting (3.6) into (3.3) and integrating by parts the right-hand side, we find thatψ is the solution of an elasticity-like problem with Lamé coefficientsμ := 
Finite element approximation.
For the numerical approximation, we consider a regular family {T h } h>0 of triangular meshes inΩ and the standard piecewise linear continuous finite element space
Let V h and H h be the finite-dimensional subspaces of V and H, respectively defined by
The discrete version of problem (2.21) reads as follows:
Let T h be the bounded linear operator defined by
being the solution of the discrete analog of problem (3.1):
As in the continuous case, this problem decomposes into a sequence of three wellposed problems, which are the respective discretizations of (3.2)-(3.4): In what follows we will prove that T h → T in norm as h → 0. As a consequence, for all non-zero µ ∈ sp(T ) and h small enough, there exists µ h ∈ sp(T h ) such that µ h → µ. In particular, this implies that the discrete spectral problem (3.7) has solutions, at least for h sufficiently small, as long as sp(T ) = {0}. A thorough spectral characterization is postponed to the Appendix (cf. Proposition 6.2, below), where the matrix form of problem (3.7) is introduced.
The following lemma yields the uniform convergence of T h to T as h → 0.
Lemma 3.6. There exist C > 0 and r ∈ (
Proof. Given f ∈ V, let (φ, ψ, u) and (φ h , ψ h , u h ) be the solutions of problems (3.1) and (3.8), respectively, so that u = T f and u h = T h f . From (3.4), (3.11) , and the first Strang Lemma (cf. [7] ), we have
To estimate the first term on the right-hand side above, we use standard approximation results and the regularity of u proved in Lemma 3.2:
For the second term, we use the definition of R (cf. (3.4) ) and integration by parts to obtain (3.14) sup
Now, we resort to a duality argument to estimate φ−φ h 0,Ω , since no additional regularity holds for φ (cf. Remark 3.4). Let (3.15) χ ∈ H 1 (Ω) :
By virtue of standard regularity results for the Laplace equation (see [12] ), there exists r ∈ (
(Ω) and
Let χ I ∈ V h be the Lagrange interpolant of χ. Taking γ = φ − φ h in (3.15) and using (3.2), (3.9), and standard approximation results, we have
Therefore, from (3.2) and (3.9), again, and (2.5),
The next step is to estimate ψ − ψ h 0,Ω . With this aim, we first consider ψ − ψ h 1,Ω . From (3.3), (3.10), the ellipticity of A, and the first Strang Lemma again, we have
We use standard approximation results and Lemma 3.2 once more to obtain
with s ∈ ( 
Thus, defining t := min{s, r} ∈ (
Next, we use another duality argument to estimate ψ − ψ h 0,Ω . Let
The same arguments used in the proof of Lemma 3.2 allow us to show that
Hence, again using standard approximation results, we know that there exists ρ h ∈ H h such that
Thus, taking ξ = ψ − ψ h in (3.17) and using (3.3) and (3.10), we obtain
Thus, the lemma follows from (3.12), (3.13), (3.14), (3.16), and (3.18).
Remark 3.7. The order of convergence r depends on the maximum Sobolev regularity of the domain for the Laplace equations with the right-hand side in L 2 (Ω) and with homogeneous Dirichlet boundary conditions. In particular, if Ω is convex, then r = 1. Otherwise, the lemma holds for all r < r 0 := π θ , with θ being the largest re-entrant angle of Ω (cf. [12] ).
The following lemma shows that the error estimate for (T − T h )f 1,Ω can be improved when f is smoother.
Lemma 3.8. There exists
Proof. We follow exactly the same steps as in the proof of Lemma 3.6. However, now φ ∈ H 1+r (Ω), with r > 1 2 as in Remark 3.7, and φ 1+r ≤ C f 2,Ω . In fact, φ is the solution of (3.2), which by virtue of Lemma 2.1 is a weak form of
Hence, the estimate for φ − φ h 0,Ω can be improved by using the fact that
Consequently, instead of (3.16) we obtain
This last inequality can be used to improve (3.18) as follows:
Therefore, since s + t > 1 and 2r > 1, too, the lemma follows from (3.12), (3.13), (3.14), (3.19) , and (3.20).
Spectral convergence and error estimates. As a direct consequence of Lemma 3.6, T h converges in norm to
T as h goes to zero. Hence, standard results of spectral approximation (see, for instance, [15] ) show that isolated parts of sp(T ) are approximated by isolated parts of sp(T h ). More precisely, let µ = 0 be an eigenvalue of T with multiplicity m and let E be its associated eigenspace. There exist m eigenvalues µ
of T h (repeated according to their respective multiplicities) which converge to µ. Let E h be the direct sum of their corresponding associated eigenspaces.
We recall the definition of the gapδ between two closed subspaces M and N of H The following theorem implies spectral convergence with an optimal order for the approximation of the eigenfunctions. 
Proof. As a consequence of Lemma 3.6, T h converges in norm to T as h goes to zero. Then, the proof follows as a direct consequence of Lemma 3.8 and Theorems 7.1 and 7.3 from [3] and the fact that, for f ∈ E, f 2,Ω ≤ C f 1,Ω , because of Lemma 3.2.
The error estimates for the eigenvalues µ = 0 of T yield analogous estimates for the eigenvalues λ = 1 µ of problem (2.21). However, the order of convergence in Theorem 3.9 is not optimal for µ. Our next goal is to improve this order.
With this purpose, let us denote λ h := 1/µ
h being any particular eigenvalue of T h converging to µ. Let u h , φ h , and ψ h be such that (λ h , φ h , ψ h , u h ) is a solution of problem (3.7) with u h 1,Ω = 1. According to Theorem 3.9, there exists a solution (λ, φ, ψ, u) of problem (2.21) with u 1,Ω = 1 such that
The following lemma, which will be used to prove an improved order of convergence for the corresponding eigenvalues, shows estimates for φ − φ h and ψ − ψ h .
Lemma 3.10. There exists C > 0 such that
where t := min{s, r} ∈ ( On the other hand, (φ h , ψ h , u h ) is the solution of problem (3.8) with f = λ h u h . Thus, from the equivalence between this problem and (3.9)-(3.11), φ h is the solution of (3.9) with f = λ h u h . Hence, from the first Strang Lemma again,
To estimate the first term on the right-hand side above, we use standard approximation results:
For the second term, we use the Cauchy-Schwarz inequality, (2.5), (3.21), and Theorem 3.9:
On the other hand, to estimate the term ψ − ψ h 1,Ω , we repeat the arguments in the proof of Lemma 3.6 (with f = λu) to obtain
Next, repeating the arguments in the proof of Lemma 3.8, we have from (3.19) that
Thus, we conclude the proof.
Now we are in a position to prove an improved order of convergence for the eigenvalues.
Theorem 3.11. There exists a strictly positive constant C such that
with t ∈ ( .21) and (3.7),
the last two inequalities because of (3.21) and Lemma 3.10. Thus, we conclude the proof.
Remark 3.12. The order of convergence for the eigenvalues does not depend on the regularity of the eigenfunction u, which always belongs to H 2 (Ω), but on the regularity of the auxiliary quantities φ and ψ. In fact, the O(h t ) error estimate in Lemma 3.10 could be improved, provided φ and ψ were more regular.
Numerical analysis of the vibration problem
In this section we summarize the results for the vibration problem. We do not include most of the proofs since they are either similar to the corresponding ones for the buckling problem or simpler. We only emphasize those aspects that differ from the buckling problem.
Consider the well-posed source problem associated with the vibration problem (2.22):
with (φ, ψ, u) ∈ V × H × V being the solution of (4.1). Clearly λ is an eigenvalue of problem (2.22) if and only if µ := 1 λ is a non-zero eigenvalue of T , with the same multiplicity and corresponding eigenfunctions u (recall λ = 0; cf. Remark 2.9).
For the vibration problem, the operator T is self-adjoint with respect to the L 2 (Ω) inner product. Moreover T is compact, because of the compact inclusion V → L 2 (Ω), and the following spectral characterization holds:
Lemma 4.1. The spectrum of T satisfies sp(T ) = {0} ∪ {µ n : n ∈ N}, where {µ n } n∈N is a sequence of real positive eigenvalues which converges to 0. The multiplicity of each eigenvalue is finite, and its ascent is 1.
The following additional regularity result holds true in this case:
Constants r and s above are the same as those in the proof of Lemmas 3.2 and 3.6. By comparing this result with Lemma 3.2, we observe that φ is smoother in this case than for the buckling problem. This is the key point which makes the analysis of the vibration problem a bit simpler. 4.1. Finite element approximation. The discrete version of problem (2.22) reads as follows:
Once more, λ h is an eigenvalue of problem (4.2) if and only if µ h := 1 λ h is a nonzero eigenvalue of T h , with the same multiplicity and corresponding eigenfunctions u h . Also, as in the continuous case, λ h = 0.
In this case, T h is self-adjoint with respect to the L 2 (Ω) inner product. Because of this, it is easy to prove the following spectral characterization: The error estimate from the previous lemma yields a similar one for the eigenvalues λ = 1 µ of problem (2.22). Moreover, a remark analogous to Remark 3.12 also holds in this case.
Numerical results
We report in this section some numerical experiments which confirm the theoretical results proved above. Moreover, we compare in the first two tests the performance of the proposed method with those of the Ciarlet-Raviart [8, 6, 17] and Ishihara [13, 14] methods.
The Ciarlet-Raviart method is based on a mixed form of the biharmonic equation, which is equivalent to this equation for convex domains. This method was proved to converge for the vibration and the buckling problems for finite elements of degree k ≥ 2 (see [17, Section 7(b, d) ]). Our experiments will give evidence of optimal order convergence for piecewise linear finite elements, although, to the best of our knowledge, this has not been proved.
Ishihara's method is based on an alternative mixed formulation, also equivalent to the biharmonic equation for convex domains. Its piecewise linear discretization was analyzed in [13] for the vibration problem and in [14] for the buckling problem. It was proved that it converges in both cases, with a suboptimal order O(h 1/2 ), only for meshes which are uniform in the interior of the domain. Our numerical experiments will show that this constraint is not a technicality, since the method converges to wrong results when used on particular regular non-uniform meshes.
Since there is no significant difference in our experiments between the vibration and the buckling problems, we will only report the numerical results for the latter. We have taken in all our experiments a Poisson ratio ν = 0.25.
Test 1:
Uniformly compressed square plate; uniform meshes. We have taken as an example of a convex domain the unit square Ω := (0, 1) × (0, 1). We have used the stress distribution corresponding to a uniformly compressed plate: η = I.
We have used uniform meshes as those shown in Figure 1 . The refinement parameter N used to label each mesh is the number of elements on each edge of the plate.
Figure 1. Square plate: uniform meshes.
We report in Table 1 the lowest buckling coefficients (i.e., the lowest eigenvalues of the buckling problem) computed with the method analyzed in this paper, with Ciarlet-Raviart's method, and with Ishihara's method. The table includes computed orders of convergence and extrapolated more accurate values of each eigenvalue obtained by means of a least-squares fitting. It can be seen from Table 1 that the three methods converge in this case to the same values with optimal quadratic order, although this has been proved only for the method analyzed in this paper (cf. Remark 3.7). Notice that, for all the methods, the second computed eigenvalue is double, because the meshes preserve the symmetry of the domain leading to an eigenvalue of multiplicity 2 in the continuous problem. Figure 2 shows the transverse displacements of the principal buckling mode (i.e., the eigenfunction corresponding to the lowest eigenvalue of the buckling problem) computed with the method analyzed in this paper. 
Test 2: Uniformly compressed square plate; non-uniform meshes.
We have tested the same three methods as above on non-uniform meshes, as well. We have solved the same problem as in the previous example with tiled meshes as those shown in Figure 3 . The refinement parameter N used to label each mesh is now the number of tiles on each edge of the plate. The reason for this choice is to avoid asymptotically uniform meshes. We report in Table 2 the lowest buckling coefficients computed on these meshes with each of the three methods again. Notice that in this case, since the meshes do not preserve the symmetry of the domain, the second eigenvalue, which has multiplicity 2 in the continuous problem, will be in general approximated by two simple eigenvalues. It can be seen from Table 2 that the method analyzed in this paper and CiarletRaviart's method do not deteriorate on these meshes and converge to the same values with quadratic order again. Instead, this is not the case for Ishihara's method, which converges to wrong results. Note that η is not positive definite in this case. We report in Table 3 the lowest buckling coefficients computed on the same uniform meshes used in Test 1 (cf. Figure 1) with the method analyzed in this paper. Once more, the method converges with optimal quadratic order. Although we do not report the results obtained with the other two methods, both converge on uniform meshes to the same eigenvalues. Figure 4 shows the transverse displacements of the principal buckling mode for the shear loaded square plate computed with the method analyzed in this paper. We report in Table 4 the lowest buckling coefficients computed with the method analyzed in this paper. In this case, for the first buckling coefficient, the method converges with order close to 1.089, which is the expected one because of the singularity of the solution (see [12] ). Instead, the method converges with larger orders for the second and the third buckling coefficients.
Notice that, according to Theorem 3.11, the order of convergence for the buckling coefficients must double the worst among those of φ − φ h 1,Ω , ψ − ψ h 1,Ω , and u−u h 1,Ω . In the case of λ 1 and λ 2 , the worst order should be that of ψ−ψ h 1,Ω . In fact, according to (3.21), the transverse displacement u satisfies u − u h 1,Ω = O(h) for any polygonal domain Ω. Moreover, since in this case η = I, we have φ = λu and
We include in Table 5 computed orders of convergence u h − u ex 1,Ω , where we have used as 'exact' transverse displacements u ex the ones computed with a highly refined mesh corresponding to N = 200. It can be seen from this table that the eigenfunctions u h actually converge with order O(h) as Theorem 3.9 predicts, in spite of the non-convex angle of the domain. Finally, Figure 6 shows the transverse displacement of the principal buckling mode. Figure 6 . Uniformly compressed L-shaped plate; principal buckling mode.
Conclusions
We have introduced a finite element method for two eigenvalue problems: the computation of buckling and vibration modes of a clamped Kirchhoff polygonal plate. The method is based on discretizing a bending moment formulation by means of standard piecewise linear finite elements. This approach was proposed and analyzed by Amara et al. [1] to solve the corresponding load problem for a thin plate subject to arbitrary boundary conditions.
We have proved that the method yields an O(h) approximation to the transverse displacements of buckling and vibration modes. Moreover, it yields O(h t ) approximations to two auxiliary quantities, φ and ψ, which allow us to compute to the same order of accuracy the bending moment σ = Curl ψ + 1 2 (div ψ) J + φI. The order t depends on the Sobolev regularity of the domain for the biharmonic and the Laplace equations. If Ω is convex, then t = 1; otherwise, t ∈ ( 1 2 , 1) depends on the largest re-entrant angle of Ω. The method yields O(h 2t ) approximation to the buckling coefficients or the vibration frequencies, too.
Furthermore, Lemma 4.4 shows that the method leads to an O(h) approximation to the transverse displacement in the case of the source problem, too, even for nonconvex polygonal clamped plates. Let us remark that such an optimal order agrees with the fact that the transverse displacement always belongs to H 2 (Ω). This improves in this particular case the estimate given in [1, Theorem 5.3] for this variable.
The numerical tests confirm the theoretical results, including the O(h) approximation to the transverse displacements even for plates with re-entrant corners. The performance of the method analyzed in this paper is comparable to that of the lowest-order Ciarlet-Raviart method [8] (for which, to the best of the authors' knowledge, there is no proof of convergence for either of the eigenvalue problems).
We have also tested numerically other well-known method for Kirchhoff plates, which was analyzed by Ishihara [13, 14] for both eigenvalue problems on meshes uniform in the interior of the domain. The numerical tests show that the uniformity constraint is not a technicality. In fact, it converges to wrong results when used on particular regular non-uniform meshes. Now we are in a position to prove the following characterization of the discrete spectral problem (3.7): Proposition 6.2. Let Z h := {u h ∈ V h : C (u h , v h ) = 0 ∀v h ∈ V h }. Then, problem (3.7) has exactly dim V h − dim Z h eigenvalues, repeated according to their respective multiplicities. All of them are real and non-zero.
Proof. Since according to the previous lemma F is positive definite and consequently non-singular, Φ h and Ψ h can be eliminated in (6.1) as follows:
(recall λ h = 0; cf. Remark 3.5). Now, since also C is non-singular, the columns of G are linearly independent. Hence, G T F −1 G is symmetric and positive definite and, E being symmetric too, the generalized eigenvalue problem EU h = −µ h (G T F −1 G)U h is well posed and all its eigenvalues are real. Therefore the number of eigenvalues of problem (6.1) (which is the matrix form of problem (3.7)) equals the number of non-zero eigenvalues of this problem, namely, dim V h − dim(Ker(E)). Thus, we conclude the lemma by noting that EU h = 0 if and only if u h ∈ Z h .
As an immediate consequence of the proof of this proposition, note that problem (3.7) always has real non-zero eigenvalues, as long as E = 0. 
