Abstract. The notion of PBS-sublattice is introduced and, using it, a simplification of the results of [6] and of some results of [5] is obtained. Two propositions concerning Wallman-type compactifications are presented as well.
Introduction
In 1977, V. M. Ul janov ( [15] ) obtained a negative answer to the famous Frink's question, posed in [8] , whether each Hausdorff compactification of a Tychonoff space X is a Wallman-type compactification (we shall use from now on the term "Wallman compactification" instead of "Wallman-type compactification"). O. Frink introduced the Wallman compactifications of a space X as spaces of all C-ultrafilters, where C is a ring of subsets of X and a special closed base of X (called normal base) (we will denote such compactifications by ω(X, C)). Passing to the complements in X of all elements of a normal base C, one obtains a special open base B = C of X (which is again a ring of sets), called normal Wallman base. This leads to a dual description of the Wallman compactifications of X as spaces of the type max(B) (= maximal spectrum of B), where B is a normal Wallman base of X (see, e.g., [9] ). Hence, in general, not every Hausdorff compactification of a Tychonoff space X can be obtained as a maximal spectrum of a normal Wallman base of X. In our paper [6] , using the notion of PB-sublattice introduced in [5] , we answered affirmatively two natural questions. The first one was: Problem 1.1. Is it possible to correlate (in a canonical way) to each Tychonoff space X a Boolean algebra B X and a set L X of sublattices of B X in order to obtain that the set of all, up to equivalence, Hausdorff compactifications of X is represented by the set {max(L) : L ∈ L X }?
This question was motivated also by some measure-theoretic constructions of Hausdorff compactifications. It was well known (see [1, 3, 4, 14] ) that, when C is a normal base of X, then the space I R (C) (of all regular zero-one measures on the Boolean subalgebra b(C) of the Boolean algebra exp(X) (of all subsets of X, with the natural operations), generated by the sublattice C of exp(X)) is a Hausdorff compactification of X equivalent to ω(X, C) and max(C ). The second problem was: Problem 1.2. Is it possible to construct in a similar way (by means of zero-one measures) every Hausdorff compactification of X?
In this paper we introduce the notion of PBS-sublattice and, using it, we obtain a simplification of the results of [6] and of some results of [5] . We also present the notion of PB-sublattice in a simpler but equivalent form. Finally, a necessary and sufficient condition and a sufficient condition, as well, which a lattice L ∈ L X has to satisfy in order to obtain that max(L) is a Wallman compactification of X, are stated and proved.
Preliminaries
We first fix some notations. Note 2.1. We denote by ω the set of all positive natural numbers. All lattices will be with top (= unit) and bottom (= zero) elements, denoted respectively by 1 and 0 and all sublattices of a lattice L are assumed to contain the top and the bottom elements of L. We don't require the elements 0 and 1 to be distinct.
Let A be a distributive lattice. The set of all ideals of A will be denoted by Idl(A) and the set of all maximal ideals of A (which will be, as usual, always proper) -by max(A). Put T A = {O I = {J ∈ max(A) : I ⊆ J} : I ∈ Idl(A)}. The space (max(A), T A ) is called maximal spectrum of A and the topology T A is called spectral topology on the set max(A). (max(A), T A ) is always a compact T 1 -space (see, e.g., [9] ). If the lattice A is normal (i.e., for each pair a, b ∈ A
If L is a sublattice of a Boolean algebra B then we will denote by b(L) the Boolean subalgebra of B generated by L. By exp(X) we denote the set of all subsets of the set X.
The ordered set of all, up to equivalence, Hausdorff compactifications of a Tychonoff space X will be denoted by (K(X), ≤).
If (X, T ) is a topological space then we write Coz(X, T ) or, simply, Coz(X) for the set of all cozero-subsets of X; the closure of a subset M of (X, T ) will be denoted by cl X M ; a dense embedding will mean an embedding with dense image.
By a proximity we shall always mean an Efremovič proximity. If δ is a proximity on a set X, then δ will be the complement of the relation δ. If (X, T ) is a topological space and δ is a proximity on the set X, we say that δ is a proximity on the space (X, T ) if the topology T δ , generated by δ on the set X, coincides with T . The ordered set of all proximities δ on a topological space (X, T ) will be denoted by (P T (X), ≤).
For all undefined terms and notations see [7] , [9] and [11] .
We shall recall the Smirnoff Compactification Theorem:
is a Hausdorff compactification of X, then putting, for every A, B ⊆ X, Aδ c B iff cl cX c(A) ∩ cl cX c(B) = ∅, we obtain a proximity δ c on (X, T ). The correspondence
defined by s(cX, c) = δ c , is an isomorphism. If δ ∈ P T (X) then the compactification s −1 (δ) of X, which will be denoted by (c δ X, c δ ), is called Smirnoff compactification of (X, T ). (W) Whenever U ∈ B and x ∈ U , there exists V ∈ B with U ∪ V = X and x ∈ V . If B is a Wallman base for a T 0 -space X, then the map
is a dense embedding. Hence, for every
A family C of closed subsets of X, such that the family B = C = {X \ F : F ∈ C} is a normal Wallman base of X, is called a normal base of X. Let ω(X, C) denote the set of all C-ultrafilters. Topologize this set by using as a base for the closed sets all sets of the form A − = {F ∈ ω(X, C) : A ∈ F}, where A ∈ C. Then the map ω C : X −→ ω(X, C), defined by the formula ω C (x) = {F ∈ C : x ∈ F }, where x ∈ X, is a dense embedding of X in ω(X, C) and (ω(X, C), ω C ) is a compactification of X equivalent to (max(B), η B ).
We will need the following theorem of O. Njåstad: 12] ). Let (X, T ) be a Tychonoff space. A compactification (cX, c) of X is a Wallman compactification if and only if there exists a subfamily B of T which is closed under finite unions and satisfies the following two conditions:
Recall that (see, e.g., [1, 3, 4, 14] ) a measure on a Boolean algebra A is a non-negative real-valued function µ on A such that µ(a ∨ b) = µ(a) + µ(b) for all a, b ∈ A with a∧b = 0; in the case when µ(A) = {0, 1}, µ is called a zero-one measure.
Let B be a Boolean algebra and L be a sublattice of B.
The set of all L-regular zero-one measures on the Boolean algebra b(L) will be denoted by I R (L). The topology D w on I R (L) is defined as follows: a base for the closed sets of D w consists of all sets of the form
If X is a Tychonoff space and C is a normal base of X then (
x , where x ∈ X and, for every element F of the Boolean subalgebra b(C) of exp(X),
We will recall a theorem of J. Kerstan. 
Theorem 2.6 ([10, 2]). A subset of a topological space is a cozero-set if and only if it belongs to a completely regular family.
The Results
Definition 3.1. Let (X, T ) be a space and U be an open subset of X. If there is a sequence (
, for every i ∈ ω, then such a sequence (U i , U ci ) i∈ω will be called U r−representation of U . We put T U r = {U ∈ T : U has an U r-representation}. Definition 3.2. Let (X, T ) be a space. Denote by L(X) the set of all U r-representations of the elements of T U r . The elements of L(X) will be written in the following way:
is a distributive lattice and0,1 are its zero and one.
Definition 3.4 (see also [5] ). Let
Hence, in order to prove our proposition, we need only to show, according to Kerstan Theorem (see 2.6), that L 0 is a completely regular family (see 2.5). So, letŪ = (
We let (U i ) i∈ω to be the first required sequence. As it follows from 3.1, (U ci ) i∈ω can serve as the second required sequence. Therefore, L 0 is a completely regular family.
Definition 3.6 ([5]
). Let (X, τ ) be a space. Denote by L(Coz(X)) the set of all U r-representations of all elements of Coz(X) by elements of Coz(X). We will regard L(Coz(X)) as a sublattice of the lattice L(X).
Remark 3.7. Let us remark that in [5] the notion of "PB-sublattice" was introduced with the redundant (as Proposition 3.5 shows now) requirement that a PB-sublattice is (by definition) a sublattice of L(Coz(X)).
is the greatest (with respect to the inclusion) PB-sublattice of (L(X), ∨, ∧).
Note 3.9. Let X be a set. We will denote by S(X) the complete Boolean algebra (exp(X)) ℵ0 .
Definition 3.10. Let (X, T ) be a topological space. We put
Instead of OIS(X, T ), we shall often write simply OIS(X). For every (U i ) i∈ω ∈ OIS(X), we put U 0 = {U i : i ∈ ω}. We will regard OIS(X) as a sublattice of S(X).
Definition 3.11. Define a relation ∼ in S(X) putting: for everyŪ = (U i ) i∈ω , V = (V i ) i∈ω ∈ OIS(X),Ū ∼V if and only if there exists an i 0 ∈ ω such that U i = V i , for every i ≥ i 0 . Then ∼ is a congruence relation on the Boolean algebra S(X). So, a quotient Boolean algebra S(X)/∼, which will be denoted by [S(X)], is defined. The natural mapping between S(X) and [S(X)] will be denoted by π. We put, for everyŪ ∈ S(X), π(Ū ) = [Ū ].
Definition 3.12. Let (X, T ) be a Tychonoff space. A sublattice L of the lattice OIS(X) is said to be a PBS-sublattice in X, if (LS1) The set L 0 = {U 0 : (U i ) i∈ω ∈ L} is a base of the space X; (LS2) For everyŪ = (U i ) i∈ω ∈ L and for every j ∈ ω, there existV = (V i ) i∈ω ,W = (W i ) i∈ω ∈ L and k ∈ ω (which depend on the choice of U and j) such that
Fact 3.13. The restriction of the relation ∼ (defined in 3.11) to any PBS-
is a lattice isomorphism.
Proof. For proving that L is a PBS-sublattice in X, we need only to check that the first part in the condition (LS2) (see 3.12) is satisfied. LetŪ = (U i ) i∈ω ∈ L and j ∈ ω. There exists anŪ ∈ L such thatŪ = (U i , U ci ) i∈ω . By (L2) of 3.4, there existW = (
Using again (L2) of 3.4, we obtain that there exist
It is easy to see that [p] is a lattice isomorphism.

Lemma 3.15. For every PBS-sublattice
is a lattice isomorphism (see 3.14 for the notations).
Proof. LetŪ = (U i ) i∈ω ∈ L. Then, by (LS2) (see 3.12), for every j ∈ ω there
, for every j ∈ ω, and henceŪ = (
show that L is a PB-sublattice of L(X), we need only to check that the first part of the condition (L2) (see 3.4) is satisfied.
By the construction ofŪ , we have that
we obtain that (L2) is satisfied by the elements of L . From the facts that L is a lattice and L generates L , we obtain that (L2) is satisfied also by all elements of L . So, L is a PB-sublattice of L(X). The construction of L shows that p(L ) = L. The rest follows from 3.14.
Corollary 3.16. Let L be a PBS-sublattice in (X, T ). Then, for every element U = (U i ) i∈ω of L and for every i ∈ ω, we have that
Proof. It follows from 3.15 and 3.5.
Theorem 3.17. Let (X, T ) be a Tychonoff space and L be a PBS-sublattice in X. Define for A, B ⊆ X:
Then δ L is an Efremovič proximity on the topological space (X, T ). (We will say that the proximity δ L is generated by the PBS-sublattice L in X.) Moreover, for any proximity δ on (X, T ) there exists a PBS-sublattice L in X such that δ = δ L . The set of all PBS-sublattices in X generating a proximity δ on (X, T ) has a greatest element (with respect to the inclusion), which will be denoted by L δ .
Proof. By Lemma 3.15, there exists a PB-sublattice L of L(X) such that p(L ) = L. In Proposition 2.12 of [5] we show that the relation δ L generated by L , defined in the same way as we define here the relation δ L , is a proximity on the space (X, T ). Hence, δ L is such one, as well. This fact can be also obtained directly, modifying the proof of Proposition 2.12 of [5] .
If (cX, c) is a compactification of X then the family F = {f : X −→ [0, 1] : f has a continuous extension to cX} generates (cX, c). The PB-sublattice L F of L(X), constructed in Example 2.4 of [5] , has the property that δ L F = δ c (see Theorem 3.1(a) of [5] ). By Lemma 3.14, the lattice L = p(L F ) is a PBS-sublattice in X. Obviously, δ L F = δ L . Hence, by Theorem 2.2, for any proximity δ on (X, T ) there exists a PBS-sublattice L in X such that δ = δ L .
Finally, one easily infer from Proposition 2.11 of [5] and our lemmas 3.14 and 3.15 that the set of all PBS-sublattices in X generating a proximity δ on (X, T ) has a greatest element (with respect to the inclusion).
Theorem 3.18. Let (X, T ) be a Tychonoff space and L be a PBS-sublattice in X. Put, for every x ∈ X, I x = {Ū ∈ L : x ∈ U 0 }. Then:
Hence, the set K(X) of all, up to equivalence, Hausdorff compactifications of X is represented by the set {(max ([L δ ] ), e L δ ) : δ ∈ P T (X)}. Moreover, the following is true:
δ ∈ P T (X)}, we obtain a new (simpler) solution of our Problem 1.
Proof. In [6] the PB-sublattice version of this theorem (i.e., the version obtained by substituting everywhere in the theorem "PBS-" with "PB-") was proved (see Theorem 3.8 there). Now our result follows from it, from lemmas 3.14, 3.15 and Theorem 3.17 proved above, and from 2.17, 2.13 of [5] . 
), e L ) of (X, T ) (and, hence, to the Smirnoff compactification (c δ X, c δ )). The map Φ :
, carries out this equivalence.
Proof. In [6] the PB-sublattice version of this lemma was proved (see Lemma 3.16 there). Our result follows from it and from Lemma 3.15 proved above. 
Order these sets putting for every
Then the ordered sets (M A(X), ≤) and (M E(X), ≤) are isomorphic to the ordered set (K(X), ≤) of all, up to equivalence, Hausdorff compactifications of X.
In the next proposition, the O. Njåstad's characterization of Wallman compactifications by means of proximities (see 2.4) is restated in the language of PBS-sublattices. 
Proof. The proximity generated by the compactification (max ([L] ), e L ) is exactly the proximity δ L (see Theorem 3.18(b)). Hence, by Theorem 2.4,
is a Wallman compactification of X if and only if there exists a subfamily B of T which is closed under finite unions and satisfies the conditions (B1) and (B2). Since our proximity δ L is generated by L, these conditions can be rewritten now as follows:
Obviously, condition (B1 L ) coincides with condition (ii) of our Proposition and condition (i) is also satisfied. Since for everyŪ = (U i ) i∈ω ∈ L and j ∈ ω we have that U j δ L (X \ U 0 ), condition (B2 L ) is equivalent to the condition (iii). This completes the proof. Now we will give a sufficient condition for (max ([L] ), e L ) to be a Wallman compactification:
Proposition 3.25. Let (X, T ) be a Tychonoff space and L be a PBS-sublattice in X. If L satisfies the following condition:
(Wa) IfŪ ,V ∈ L and U 0 ∪ V 0 = X then there existW = (W i ) i∈ω ∈ L and j ∈ ω such that Proof. Let us recall that O. Njåstad ([12] ) proved that if (X, δ) is a proximity space then a subfamily B of the topology T δ , generated by the proximity δ, is a normal Wallman base of (X, T δ ) if it is a ring of sets and satisfies the conditions (B1) and (B2) from 2.4; moreover, he showed that (max(B), η B ) and (c δ X, c δ ) are equivalent compactifications of (X, T δ ) (see 2.2 and 2.3 for the notations).
By Theorem 3.18(b), we have that (max ([L] ), e L ) and (c δ L X, c δ L ) are equivalent compactifications of (X, T ). Obviously, L 0 (= {U 0 = {U i : i ∈ ω} : (U i ) i∈ω ∈ L}) is a ring of open sets in (X, T ) and T = T δ L (see Theorem 3.17). So, in order to prove our proposition, it is enough to show that the family L 0 satisfies the conditions (B1) and (B2) from 2.4. The condition (Wa) says that if U 0 , V 0 ∈ L 0 and U 0 ∪ V 0 = X then (X \ U 0 )δ L (X \ V 0 ). Hence (B1) is satisfied. For proving (B2), let A, B ⊆ X and Aδ L B. Then, by the definition of δ L , there existŪ = (U i ) i∈ω ∈ L and j ∈ ω such that A ⊆ U j ⊆ U 0 ⊆ X \ B. Since L is a PBS-sublattice in X, we obtain (by the condition (LS2) from Definition 3.12) that there existV = (V i ) i∈ω ∈ L and k ∈ ω with
Therefore, L 0 satisfies (B2). The proof of our proposition is completed.
