Engineering efforts are currently attempting to build devices capable of collecting neural activity from one million neurons in the brain. Part of this effort focuses on developing dense multiple-electrode arrays, which require post-processing via 'spike sorting' to extract neural spike trains from the raw signal. Gathering information at this scale will facilitate fascinating science, but these dreams are only realizable if the spike sorting procedure and data pipeline are computationally scalable, at or superior to hand processing, and scientifically reproducible. These challenges are all being amplified as the data scale continues to increase. In this review, recent efforts to attack these challenges are discussed, which have primarily focused on increasing accuracy and reliability while being computationally scalable. These goals are addressed by adding additional stages to the data processing pipeline and using divide-and-conquer algorithmic approaches. These recent developments should prove useful to most research groups regardless of data scale, not just for cutting-edge devices. 
Introduction
'Spike sorting' is the process of extracting neural spike trains from electrophysiological data recorded by electrodes implanted in extracellular brain tissue. This general procedure is now a classic technique in the field, with a literature dating back decades [1, 2] . Because action potentials are considered to be a fundamental unit of information in the brain, these extracted neural spike trains are typically used in basic science applications. Despite the critical importance and ubiquity of this preprocessing step for scientific analysis, the procedures for 'spike sorting' are still undergoing significant changes and still possess open problems.
Some of these recent developments have been pushed by the changing nature of data collection. Traditionally, multiple electrodes were implanted to maximize information and minimize redundancy, so electrodes were placed far apart [3] and the data from each electrode could be processed independently. A classic review paper covers much of the original developments on processing a single electrode [4] , and this methodology largely extends to tetrodes. However, a single electrode is limited in its ability to distinguish between neurons, so there has been significant interest in creating dense Multi-Electrode Arrays (MEAs), where the signal-to-noise power is increased by observing neurons over multiple electrodes [5] . These dense MEAs require that data from all electrodes are processed simultaneously to account for the overlapping statistical properties of the spike trains. A review paper in 2012 in this same venue addressed the initial algorithmic developments on these devices as the field expanded from a small set of electrodes to a thousand neurons [6] , and has been an object of continued discussion [7, 8] .
Because these dense MEAs are increasing in prevalence, such as the thousand-electrode Neuropixels probe [9] , there has been a flurry of activity to address the algorithmic problems that arise from this drastic increase in scale. In addition to many of the classical problems in spikesorting, such as low signal-to-noise and the fact that the number of measured neurons is unknown [4] , computational challenges are now coming to the forefront. Current devices already record from tens of thousands of electrodes [10, 11] , and there are efforts to increase the number of measured neurons to the scale of millions 3 , further rendering spike sorting as the computational bottleneck in the data analysis pipeline.
As these data goals are realized, the quantity and quality of the data will be a blessing to the field if it can be adequately processed and interpreted. The spike sorting pipeline is crucial to these goals, and must be complementary to the data collection. There are several necessary conditions for the pipeline. First, it must require minimal human intervention. In many research groups, combining automatic procedures with manual sorting or corrections is the de facto approach, but manual interventions are neither reliable [12] nor even feasible at the data scale being considered [13 ] . Second, the pipeline needs to be scalable, as computationally heavy techniques for a single electrode do not scale to dense MEAs. Third, the pipeline needs to be reliable, such that results are similar from repeated runs or minor perturbations of the data. If the goal is reproducible science, it is critical to know which neural spike trains are trustworthy [14 ] .
There have been many manuscripts over the last several years that address the computational challenges and reliability of spike sorting in dense MEAs. Here, we discuss recent development, starting with how the methodology has changed even for a single electrode, and how these methods are being extended to dense MEAs. After discussing algorithmic advances, recent proposals for evaluating the pipelines in the absence of ground truth will be addressed.
The modern spike sorting pipeline
Given the voltage recordings from all the electrodes, the spike sorting pipeline attempts to recover the spike trains of all the neurons with sufficient signal-to-noise power. However, it is unknown a priori how many neurons there are and what an action potential from a given neuron looks like. This turns into a 'cocktail party' problem, where we know there are many neurons active simultaneously and need to infer how many neurons and their unique signatures [6] . Because of the historical nature of the spike sorting problem, there are a multitude of methods attempting to solve this issue. However, a general structure for a multi-stage procedure has emerged that most recent algorithms follow. This has led to an increased focus on a modular pipeline [13 ] , where individual stages can be swapped to improve the overall performance.
The general procedure for a single electrode is outlined briefly in Figure 1 . In general, the core algorithmic stages of the pipeline typically begin with appropriately preprocessed electrophysiological data, typically raw data from all electrodes after going through high-pass filtering, spatial whitening, and common average removal steps [15] . The goal is to recover the number of neurons, the shape of an action potential for each neuron, and the times that each neuron spikes from the preprocessed data. This is fundamentally an issue of demixing the time series (or source separation) into its component spike trains and background signal. Instead of directly addressing the demixing problem, these properties have been traditionally estimated by first running a detection algorithm on the data to recover snippets that indicate (unsorted) action potentials from all neurons (Figure 1(b) ), then clustering action potentials based on their shape or extracted features (Figure 1(c) ) [4] .
Each detected cluster nominally represents a single neuron's activity. This clustering step can be trickya priori one does not know the appropriate number of neurons nor the appropriate features. This has received significant historical and continued attention, with strategies such as information metrics on Gaussian Mixture Models [4] , Bayesian nonparametrics [16] [17] [18] , spectral clustering [19] , consensus-based clustering [20] , superparamagnetic clustering [21] , and fast peak search [22, 23 ] being considered amongst many others. Additionally, there has been significant work in adjusting these algorithms for long-term tracking of neural waveforms [24 ,25] , which necessitates accounting for both waveform [26] [27] [28] and electrode drift [29 ] .
In this traditional pipeline, the output from the clustering could be directly used to construct spike trains for each neuron. However, this clustering approach solves a surrogate problem to our fundamental goal of demixing or source separation of the complete time series into component neurons. The accuracy of these output spike trains is dependent not just on the quality of the feature extraction and clustering, but also on the quality of the detection. Furthermore, the feature-extraction and clustering steps are greatly hindered by the problem of 'overlapping' or 'collided' spikes [15, 30] , where two or more neurons fire action potentials in the same temporal and spatial vicinity. An example model and collision are visualized in Figure 2 (a). These overlapping spikes corrupt the feature space (Figure 2(c) ), lowering the signal-to-noise power and interfering with effective clustering and the inference of the number of neurons. Therefore, clustering approaches are typically successful in identifying well-isolated spikes, but capturing overlapping waveforms requires directly addressing the demixing or source separation problem. Toward this end, there have been several recent proposals to use iterative methods based on template matching or deconvolution algorithms, where the original signal is modeled as the superposition of sparse spike trains and background noise [15, 27, [30] [31] [32] 33 ]. These methods have shown significant promise to recover overlapping waveforms and improve detection quality, and are increasingly being used in practice.
Moving to dense MEAs
The surrogate problem solved by traditional pipelines (detection then clustering) struggles when overlapping waveforms increase. Because recently developed dense MEAs increase the signal-to-noise ratio (SNR) [34] , more action potentials are detectable, increasing the fraction of (observerable) overlapping waveforms. Capturing more low-SNR neurons with these devices require directly addressing the overlapping spike issue. Therefore, most modern algorithmic frameworks for dense MEAs consider a source separation model [13 ,23 ,31,33 ,35-37,38 ]. When observed electrophysiological data are demixed into component neurons, deconvolution as one of the core algorithmic steps. Unfortunately, deconvolution is a computationally expensive and memory-intensive operation; this is especially true if the algorithm is used naively over an expanding set of channels. One approach to address this problem is to first use a detection and clustering approach, and run deconvolution a single time to detect overlapping waveforms [13 ,23 ]. Alternatively, approximations can be made to speed up inference in deconvolution, such as in the popular Kilosort algorithm [33 ] . Notably, if the decision to use a clustering approach before deconvolution is chosen, then the clustering algorithm only needs to recover the waveform shapes for the neurons, not sort every spike. This leads to an 'triage-sort-recover' strategy used in the Yet Another Spike Sorter (YASS) pipeline [13 ] , where atypical or collided waveforms are put aside to be recovered during deconvolution, and only clean waveforms are used to construct the feature space and cluster [13 ] . Such an approach can significantly improve the feature space, visualized in Figure 2(b) .
A major area of ongoing research is to create computationally efficient approaches of the above pipelines to scale to dense MEAs [13 ,23 ,31,33 ,35-37,38 ], where many stages naively struggle to scale to increased data size. Succinctly, the number of neurons is expected to increase linearly with the number of electrodes, and the data/features for each electrode also increase linearly; thus, a naïve algorithm will typically scale quadratically in time (or worse) with respect to the number of channels. Therefore, it is critical to utilize spatial locality and computationally effective techniques in all stages of the pipeline. An increasingly common approach is to explicitly learn a 'masking' vector that denotes presence or absence on each electrode for each detection and neuron [ masking vector is determined by comparing the peak measurement on each channel for a detected spike to the standard deviation over all channels [37] . This masking allows implicit updates during algorithms, critically reducing the amount of data considered [37] . A similar approach can also be used in deconvolution, as is done in the Kilosort algorithm [33 ] . An additional requirement is that the waveform should only be present on a single spatial neighborhood to disentangle simultaneously firing neurons from distinct locations, which can be enforced by processing only a local neighborhood of an electrode array (divide-and-conquer) [13 ,23 ,33 ,37].
A common manual post-processing step is to merge clusters that are believed to represent the same neuron, which can increase robustness in practice. These merges can happen because of a small difference in the feature space or an apparent temporal offset. This problem is exacerbated by the proliferation of neurons and how they are split in divide-and-conquer algorithmic approaches. Therefore, most pipelines include some post-hoc steps after clustering and deconvolution to merge related waveforms, which enhances performance [23 ,29 ,33 ,37,38 ,39] .
Evaluating and benchmarking algorithms
The previously discussed pipelines share many commonalities, but ultimately differ in many ways. It is important to be able to evaluate the performance of the algorithms to choose between them and optimize to improve the pipeline's accuracy, consistency, and efficiency. Ideally, we would like to be able to compare a predicted spike train to ground truth. Unfortunately, due to the nature of the problem, ground truth data is hard to come by. Because of this limitation, many alternative strategies have been and continue to be developed to evaluate performance.
First, pipelines can be evaluated on partial ground truth. Specifically, individual neurons can be measured separately from the primary recording device, creating a dataset where one or more neurons has high quality ground truth spiking information. Previously, this type of result in a tetrode was Continuing progress of spike sorting in the era of big data Carlson and Carin 93 used to validate different algorithms [5] , and there are a few such dense MEA datasets [23 ,40-43] . Alternatively, it is possible to create a biophysically supported reference sort by using biophysical properties and hand-validation [13 ,29 ] . For example, in the primate retina the cell types and their responses to white noise are well-known [44] ; therefore, a sorting result can be validated neuron-by-neuron for whether its stimuli responses match a known cell type. While such an approaches has limitations, notably with neurons at low SNR, limited brain regions, potential unknown cell types, and potential inconsistencies of hand sorting, this type of benchmark is important to demonstrate that a given pipeline can replicate human expert performance [13 ] .
As a surrogate to ground truth data, one can use highquality synthetically generated data from a biophysically based generator such as VisaPy [45] , Neuron [46] , or Neurocube [47] . Synthetic data can also be constructed by simulating a few synthetic spike trains and superimposing them into real datasets via a 'hybrid' approach, which is frequently used to perform evaluations [14 ,33 ,41] . Note that synthetic data do not have to perfectly simulate a biophysical system to be useful; if a pipeline struggles with controlled synthetic data, similar struggles should be expected with real data. Simulation techniques are constantly increasing in quality, which should yield improvements in the synthetic data and benchmarking in the coming years.
Instead of comparing how accurate a clustering is to ground truth, an alternative solution is to evaluate stability. These metrics attempt to answer the question of how much a sorting result will change under a minor perturbation of a dataset [14 ] , which can measure both the total stability of a sort and the reproducibility of each individual detected neuron. Unstable results have questionable reproducibility, and scientific conclusions should proceed with care [48, 49] . Only using clusters or neurons with high stability can increase the robustness of conclusions [13 ,14 ] . For example, if one is interested in precise stimuli responses of individual neurons, then only highly reliable neurons should be included. These highly reliable neurons can be chosen by only including units with stability metrics above a given threshold (for example, neurons that are 90% or more similar across different sorts) [14 ] , with the unfortunate downside that many potentially real neurons will be discarded. In lieu of stability metrics, per-cluster quality can be assessed by SNR [21] , isolation [29 ] , 1-d projection distance [29 ] , Mahalanobis distance [18] , and several others [50] . Biophysical properties, such as refractory period violations [15, 50] or patterns in cross-correlograms indicative of colliding waveforms [30] , are also helpful in identifying low-quality clusters. A critical consideration is how robust individual units need to be for inclusion in downstream analysis. When determining precise stimuli responses, a high threshold on reliability is needed; in contrast, accurate sorting does not appear to significantly enhance performance in brain-computer interfaces, were primarily only prediction matters [51] .
Finally, slow algorithms are not used in practice, and many research groups do not have access to high-performance computing. Therefore, considerations on computational efficiency, memory usage, and scalability are important. These metrics are often addressed in manuscripts [13 ,23 ] in addition to real world considerations such as on-chip feasibility [52] or real-time sorting [27, 31] . Already, hundreds of channels can be processed in realtime [13 ,23 ,33 ].
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Discussion
Over the past several years, there has been a flurry of activity in spike sorting methodology, and improved tools are becoming increasingly available for use with publicly released code. In order to determine the best procedures, it is critical that data sharing and public validation increase along with code availability, which is the goal of ongoing projects [53 ] . All pipelines mentioned in this review performed the best on their datasets and benchmarks, with little overlap between datasets. These datasets come from different devices, brain regions, animal models, and behavioral tasks, so direct comparisons are difficult. Therefore, a crucial contribution to improving the spike-sorting pipeline will come from open competitions of greater size and variability of data. Ideally, this will facilitate learning how to best modify pipelines for each situation and data type. Furthermore, the goal of these algorithms is to be used in research, so it is important to have publicly available code and an active user community.
The pipelines discussed in this manuscript are already significantly better than the tools available even a few years ago, and should enhance electrophysiological analysis for all research groups. As the field develops these newer devices, there will be increasing computational challenges, with parallel processing and divideand-conquer algorithms increasing in importance. However, while the current and future data scales present unsolved algorithmic problems, this size of data is enthralling for neuroscientists, allowing a greater lens to neural activity in the brain, more than motivating addressing these issues.
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