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РЕФЕРАТ 
Дана магістерська дисертація присвячена проблемі оптимізації 
конфігурацій розподілених інформаційних систем. Складається з завдання (2 
сторінки), пояснювальної записки (66 сторінок), і додатку з прототипом 
системи (13 сторінок). Кількість ілюстрацій - 19, кількість таблиць - 2, 
кількість джерел посилань - 49. 
Предметом дослідження постають підходи та методи для знаходження 
комбінацій складових системи що найліпше відповідають заданим критеріям. 
Актуальність теми. 
У сучасних умовах наявна ціла серія сервісів для підняття найпростіших 
рішень, однак навіть в рамках одного провайдера можуть бути різні способи 
запуску одного 1 того ж з абсолютно різними підходами. Принаймні, ці 
ПІдходи описаю. Як же будувати складю системи, з яких цеглинок 
. . 
вщштовхуватись - нараз~ це питання є невизначеним 1 кожен ПІдходить до 
його вирішення відштовхуючись від наявного досвіду і знань, а не від 
загальноприйнятих стандартів чи об'єктивно найоптимальніших рішень для 
цього продукту в даний проміжок часу. 
Метою дисертаціі є надання ефективного способу пошуку оптимальної 
конфігурації кінцевої системи вже на самих початках розробки. 
Для досягнення цієї мети було проаналізувано основю складаю 
розподіленої інформаційної системи, досліджено стан наявних р1шень з 
оптимізації її конфігурацій, виявлено їх сильні та слабкі сторони, сформовано 
.. . . . . . ... 
вимоги до ново~ системи, проанал1зовано 1снуюч1 алгоритми оптим13ац11 1 
мш1м1зації покриття, вибрано . . шдходящ1 1 спроектовано систему що 
. . 
вщповщає цим вимогам. 
Запропонований спосіб реалізації оптимізації РІС наразі не має жодних 
аналогів і дозволяє кардинально збільшити швидкість розробки прототипів 
систем з використанням усіх новітніх можливостей і оптимізацій, що в свою 
чергу дозволяє використовувати найліпші практики людям, що не мають 
відповідних знань, а також коригувати рішення професіоналів, вказуючи на 
. .. . 
недошки у 1х систем1. 
Проміжні результати даної магістерської дисертації було опубліковано у 
«SAIT 2018» і «lCSFTI 2019». 
Ключові слова: розподілена інформаційна система, оптимізація, РІС, 
rational unified process, RUP. 
AВSTRACT 
This master's dissertation is devoted to the problem of optimization of 
configurations of distributed information systems. The subject ofthe study is the 
approaches and methods for finding combinations of system components that best 
fit the specified criteria. 
Actuality of theme. 
In modern conditions, there is а whole series of services available to raise the 
simplest solutions, but even within а single provider there may Ье different ways of 
launching the same with completely different approaches. At the very least, these 
approaches are described. How to build sophisticated systems, from which the 
bricks to crawl - this question is uncertain at the moment and everyone approaches 
its solution based on existing experience and knowledge, and not from generally 
accepted standards or objectively the most optimal solutions for this product at this 
time. 
The purpose of the dissertation is to provide an effective way to find the 
optimal configuration of the final system at the very beginnings of development. 
То achieve this goal, the main components ofthe distributed information 
system were analyzed, the status of existing solutions was optimized for 
optimization of its configurations, their strengths and weaknesses were identified, 
requirements for the new system were f ormed, existing algorithms f or optimization 
and minimization of coverage were analyzed, suitable and designed system 
corresponding to it requirements. 
The proposed method of implementation of optimization DIS currently has no 
analogues and can dramatically increase the speed of development of prototype 
systems with the use of all the latest features and optimiz.ations, which in turn 
allows the best practices to people who do not have the relevant knowledge, as 
well as adjust the decisions of professionals, pointing to shortcomings in their 
system. 
The intermediate results ofthis master's thesis were published in 'SAIT 2018' 
and 'ICSFTI 2019'. 
Keywords: distributed information system, optimiz.ation, DIS, rational 
unified process, RUP. 
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ПЕРЕЛІК ТЕРМІНІВ ТА СКОРОЧЕНЬ 
Розподілена інформаційна система 
Continuous Integration 
Continuous Delivery/Deployment 
Rational Unified Process 
Користувач який вносить нові формальні 
описи елемент1в у систему 
з 
Користувач що неформальною мовою описує 
вимоги до системи 
покриття Don't-Care [38] 
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ВСТУП 
Зі зростанням рош онлайн серюсш у житТІ людини зростають 1 
вимоги до серюсш, яю включають у себе як нові функціональні 
можливосТІ, так і вимоги до швидкодії та доступності. Ці вимоги стають 
частиною бізнес вимог і знаходять відображення у цілях найманих 
працівників. Так для розробників що створюють новий функціонал та 
. . покращують старий стала важлива наявюсть процесш неперервно~ 
доставки та перевірки змін на наявюсть недоліків, більш відомі як 
Continuous Integration 1 Continuous Delivery/Deployment. Для 
тестувальниюв написання автотестш вбудування 1х у процес 
автоматичної перевірки змін розробників. А перед інфраструктурними 
інженерами постає необхідність забезпечення роботи як CI/CD системи, 
так і різні оптимізації на рівні розміщення застосунків у найближчому до 
клієнтів датацентрі, забезпечені відмовостійкості навіть в разі форс­
мажорних обставин і просто швидкість доставки нових інфраструктурних 
конфігурацій для нових версій застосунків що їх розробляють девелопери. 
Частина цих питань є суцільно ментальною і вирішується за 
. . . . ... 
допомогою налагодження ВІДПОВІДНИХ процесш 1 культури в компанн, 
кращі з цих практик увійшли в DevOps методологію. Однак за бажанням 
бути кращими, швидшими, успішнішими у бізнесу є більш конкретна 
мета: заробляти більше грошей. А усі щ перетворення вимагають 
збільшення видатків на початковій стадії і не завжди у бізнесу є відчутна 
грошова подушка щоб дозволити менеджерам і інженерам налаштовувати 
більш ефективні процеси що впродовж декількох років виливатимуться 
бізнесу в значні додаткові витрати. Тому об'єктом дослідження в межах 
. .. . .. 
дано~ мапстерсько1 дисертацн є процес пришвидшення визначення 
необхідної кінцевої конфігурації, за допомогою чого можна пришвидшити 
процес прийняття правильних рішень. 
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Предметом дослщження постають шдходи та методи для 
знаходження комбінацій складових системи що найліпше відповідають 
заданим критер1ям. 
Актуальність теми. 
У сучасних умовах наявна цша сер~я серв1сш для пщняття 
найпростіших рішень, однак навіть в рамках одного провайдера можуть 
бути різні способи запуску одного і того ж з абсолютно р1зними 
шдходами. Принаймні, ці підходи описані. Як же будувати складю 
системи, з яких цеглинок вщштовхуватись - нараз~ це питання є 
невизначеним і кожен підходить до його вирішення відштовхуючись від 
наявного досвіду і знань, а не від загальноприйнятих стандартів чи 
об'єктивно найоптимальніших рішень для цього продукту в даний 
пром1жок часу. 
Метою дисертації є надання ефективного способу пошуку 
оптимальної конфігурації кінцевої системи вже на самих початках 
розробки. 
Для досягнення цієї мети необхідно проаналізувати основні складові 
Розподіленої інформаційної системи, дослідити стан наявних р1шень з 
оптимізації її конфігурацій, виявити 1х сильні та слабкі сторони, 
сформувати вимоги до нової системи, проаналізувати існуючі алгоритми 
оптимізації і мш1м1зації покриття, вибрати підходящі і спроектувати 
. . 
систему що вщповщає цим вимогам. 
РОЗДІЛ 1 
РОЗПОДІЛЕНІ ІНФОРМАЦІЙНІ СИСТЕМИ 
І ВИМОГИ БІЗНЕСУ 
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З давюх давен перед людьми стоїть завдання отримання з меншої 
кількості ресурсів найбільшої користі. З розвитком технологій суспільства 
з'являлись все нові і нові типи ресурсів і виникла проблема вирахування 
користі в кожен момент часу. З цією задачею успішно впорались фінансові 
системи, звівши цінність кожної значної одиниці ресурсу до його 
еквіваленту у грошовій одиниці. Ці системи становились досить довгий 
період часу і лише на певному етапі розвитку суспільства. Наприклад, для 
повноцінного функціонування фінансової системи вимагається поява хоча 
б неповного письма, найбільш відоме з яких наразі зветься математичним і 
на самому початку складалось з десятково~ системи 1 базових 
арифметичних операцій. Це обумовлено обмеженістю пам'яті 1 
обчислювальних можливостей мозку людини [ 1]. 
Однак якщо задача співвідношення цін ресурсів було вже давно 
вирішена, то з визначенням які елементи з безлічі варіантів треба 
використовувати для отримання найкращих результатів що задовольняють 
. . . . 
певю вимоги - поки є вщчутю складносп. 
Ці складності мають під собою ті самі першопричини що і проблема 
бартеру у давні часи - людині складно порахувати усі фактори що 
впливають на ціну товару а відповідної системи за допомогою чого б таке 
рішення можна було б сильно спростити - просто не існує. Дана 
дисертація ставить собі за мету описати таку систему, за допомогою якої 
людина матиме змогу оперувати високоршневими сутностями такими як 
SLA, швидкість затримки, вартість системи, надійність системи і т.д. не 
витрачаючи час на вивчення 1снуючих низькоршневих сутностей, 
можливостей їх оптимізації і проектування необхідної системи. 
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Оптимізатор конфігурації розподшених інформаційних систем, за 
допомогою якого можна вирішувати наведені вище проблеми, має 
відповідати наступним функціональним вимогам: 
• Можливість використання системи для вирішення задач, яю важко 
або неможливо деталізувати на початку. 
• Можливість пошуку альтернатив заявленому користувачем рішенню 
• Можливість внесення існуючого рішення у систему для анал1зу 
проблемних частин і способів їх вирішення. 
• Можливість проведення коригування наявного оптимального 
рішення з мінімальними змінами після появи нових відомостей про 
компоненти системи. 
Окрім цього система повинна задовольняти наступним техючним 
вимогам: 
• Можливість внесення додаткових критеріїв для порівняння. 
• Розширюваність системи. Кожен користувач повинен мати 
. . 
можлив1сть описати наявю в нього ресурси простою декларативною 
. . 
мовою а в раз1 вщсутносп типу ресурсу в систем~ - додати. 
• Доступ до мережі lnternet для отримання даних про появу нових і 
зміну в існуючих сервісах. При цьому допускається використання 
будь-якої операційної системи та архітектури процесора на якій 
можна запустити Docker. 
• Наявність зручного користувальницького інтерфейсу, використання 
. . . 
якого не має вимагати високого техючного ршня вщ користувача. 
• Відкритість програмного коду для змін, що дозволятиме залучати 
сторонюх розробників на безоплатній основі покращувати якість 
продукту, 
• Обробка даних в тій системі де буде запушено обчислення, для 
запобігання пересилання конфіденційної інформації. Надсилатись 
має лише анонімізована статистична інформація що є важливою для 
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покращення роботи системи, і тільки в тому разі, якщо користувач 
не забороняє таке надсилання. 
Перш юж розібратись чи існують таю системи в сучасному СВІТІ, варто 
дати визначення Розподіленій інформаційній системі, розібратися в її 
. . 
складових І вимогах яю до них висуваються. 
1.1. Розподілена інформаційна система 
Розподілена інформаційна система (РІС) - це сукупність технічних, 
програмних та інших засобів поєднаних структурно і функціонально для 
забезпечення одного чи декількох видів інформаційних процесів та 
надання інформаційних послуг. Сучасним РІС притаманні ієрархічність, 
функціональна розподшеюсть, високий стушнь розпаралелювання 
ресурсш (обслуговування, ЛОГІКИ, програмного та апаратного 
забезпечення, телекомунікацій, 1 практично . . повна вщсутюсть 
централізованого управління [2]. 
Будь-яка РІС складається з цшого ряду програмних та апаратних 
комплексів. Розглянемо їх основні види. 
1.1.1. Апаратна складова 
Розрізняють три типи інфраструктури за типом доступу та підтримки 
апаратної складової: 
• Локальна інфраструктура (On premise) 
• Гібридна інфраструктура 
• Хмарна інфраструктура (IaaS) 
Локальна інфраструктура 
Пmоси: повний доступ; МОЖЛИВІСТЬ ПОЛІПШИТИ систему на 
. . . . .. . ... 
апаратному ршю; даю не виходять з внутрІшньоІ мережІ компанн 
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Мінуси: вІДносно дорого на малих та середюх об'ємах; потребує 
обслуговування; додаткова точка відмови; масштабування займає багато 
часу 
Хмарна інфраструктура І Infrastructure as а Service 
Птоси: необмежені можливості для масштабування; інфраструктуру 
. . 
можна описати кодом; можна швидко шдняти щентичну копuо; за 
працеспроможність інфраструктури відповідає провайдер. 
Мінуси: шдюмати ресурси занадто легко - залишаються «висяч1 
ресурси» що збільшує кінцевий рахунок; апаратна оптимізація недоступна 
або сильно обмежена; різні юридичні аспекти. 
Найвідоміші IaaS провайдери: Amazon Web Services, Мicrosoft Azure, 
Google Cloud Platform, ІВМ, Oracle, Alibaba Cloud. 
Хмарна інфраструктура дшиться на 2 типи за КІЛЬКІСТЮ 
використовуваних провайдерів: cloud або multi-cloud. Перший дозволяє 
користувачу отримати найбільшу вигоду від використання супутюх 
сервісів провайдера, другий - орієнтований на більшу стабільність роботи і 
вимоги покупців у В2В. 
Гібридна інфраструктура 
Покликана об'єднати плюси і мінімізувати мінуси локальної і хмарної 
інфраструктур. Також використовується як перехідний етап при 
покроковій міграції з одного типу інфраструктури в інший. 
Висновок по АС 
IaaS легші в використані і швидше масштабуються, тому для 
. . . 
користувачш що не мають власних датацентрш економ1чно вигІДно 
використовувати саме laaS. Натомість для користувачів що вже мають 
локальну інфраструктуру вигідно її максимально утишзувати, а в раз1 
сильно~ нестач~ власних ресурсш потрібно будувати гібридну 
інфраструктуру з врахуванням варто сп шдтримки гібридної 
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інфраструктури та накладувані обмеження, або ж повністю мігрувати до 
хмарних провайдерів [З] [4]. 
1.1.2. Програмна складова 
На програмне забезпечення (Ш) що працюватиме в РІС накладається 
цілий ряд арх~тектурних вимог, без виконання яких доцшьюсть 
використання РІС зводиться до нуля. Далі розглянемо що являє з себе 
архітектура m, базові ВИМОГИ як ДО звичайного m, так і для m в РІС, ЩО 
уточнюють перш~. 
як: 
1.1.2.1. Архітектура програмного забезпечення в циклі розробки 
Архітектура програмного забезпечення має багато визначень, таких 
"Найвищий рівень розбиття системи на частини; р1шення, яю важко 
. . . . . 
зм1нити; наявюсть декшькох арх~тектур у систем~; те що може значущо 
. . . . 
змшити архпектуру протягом життя системи; 1, врешт1-решт, арх1тектура 
зводиться до важливих речей." [5]. 
"Архітектура програмного забезпечення для програмної або 
обчислювальної системи - це структура або структури системи, що 
складаються з елементш програмного забезпечення, видимих зовнішніх 
властивостей цих елементів та відносин між ними. Архітектура має 
відношення до видимої сторони інтерфейсів; приховані деталі елементів 
- деталі, що пов'язані виключно з внутрішньою реалізацією - не є 
архітектурними." [6] 
Проте вони ус1 зводяться до наступного: архпектура програмного 
забезпечення - це процес визначення структурованого р1шення, що 
відповідає всім технічним та операційним вимогам, при оптимізації 
сшльних атрибутів якосп, таких як продуктивюсть, безпека та 
керованість. Вона включає низку рішень, що базуються на різноманітних 
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факторах, і кожне з цих р1шень може мати значний вплив на яюсть, 
продуктивність, ремонтопридатність та загальний успіх програми. 
Архітектурним проектуванням називають перший етап процесу 
проектування, на якому визначаються шдсистеми, а також структура 
управління і взаємодії систем. 
Підсистема - це система, операції якої не залежать від серв1сtв, що 
надаються іншими підсистемами. Підсистеми складаються з модулів -
системних компонентів, що надають один або кілька сервісів для інших 
модулів. Кожна підсистема може представляти чорний ящик з відомою 
функціональністю і інтерфейсом. 
Для опису і налаштувань модулів використовуються конфігурації -
форми інструкцій для засобів розгортання архітектури. 
1.1.2.2. Вимоги, достатні для визначення архітектури програмного 
забезпечення 
Моделі архпектури можуть залежати вщ функціональних, 
експлуатаційних та інших вимог що разом звуться нефункціональні 
вимоги [7]. Найважливіші з них: 
• Ефективність. З а критичні операції відповідає якомога менше 
підсистем, тобто використовується крупномодульна архітектура. 
• Захищеність. Багаторівнева архітектура системи, найбільш критичні 
. . . 
елементи захищеш на нижньому ршш. 
• Надійність. Включаються явно зайві компоненти, які можна 
змінювати не перериваючи роботу системи. 
• Зручність супроводу. Архітектура складається з дрібних 
компонентів, які можна легко адаптувати під вимоги предметної 
області. 
• Безпека. За всі операцп, що впливають на безпеку, має відповідати 
якнайменше підсистем. 
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• Вартість. Сумарна ціна розробки не має перевищувати виділений на 
неї бюджет. 
• Вартість супроводу. Ціна замІНи елементу чи його полшшення не 
має бути критичною. 
Вимоги до РІС включають у себе вимоги до m 1 розширюють їх 
наступним: 
• Ефективність. Системи обробки/видачі результату мають 
знаходитись якомога ближче до кінцевого користувача i одна до 
одного - для збільшення швидкодії. 
• Захищеність. Ізоляція критичних частин не тільки на програмному, 
але й на фізичному рівні. Запуск критичних частин окремо від усіх 
ІНШИХ систем. 
• Надійність. Кожен програмний компонент має запускатися мІН1мум 
у 2-х екземплярах у різних датацентрах. 
З чого випливає необхідність проектування критичних m таким 
чином, щоб інформація про вхідні параметри запиту до сервісу зберігалась 
ззовні; інформація про запити мала декілька станів (Новий, В роботі, 
Виконано); запит не був позначений як «виконаний» до отримання 
підтвердження про виконання; сервіс не змінював стан бази тощо в 
процесі обробки запиту до моменту виконання всіх операцій над даними; 
база розміщувалась окремо від Ш; обов'язковими стають реплікації типу 
master-slave, де запити на читання відправляються тільки на slave; 
з'являється балансувальник навантаження на сервіси тощо [8]. 
1.2. Методи інтеграції компонентів в РІС 
Кожен сервіс складається з одного чи декількох компонентш. Для 
того щоб компоненти розуміли як взаємодіяти між собою, вони мають 
підтримувати деякий інтерфейс, з яким можуть спшкуватися ІНШІ 
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компоненти. Тут варто зазначити, що РІС за методами взаємодії діляться 
на жорстко зв'язані і слабозв 'язані. 
До жорстко зв' язаних вщносяться системи де компоненти 
спілкуються на мережевому чи транспортному рівнях OSI, наприклад, 
шеsh-мережа. До слабозвязаних відносяться системи, де компоненти 
спілкуються на прикладному рівні за допомогою таких засобів як 
прикладний програмний інтерфейс (АРІ). 
Будувати жорстко зв'язані РІС не жертвуючи при цьому надійністю 
чи вартістю системи на малих і середніх об'ємах досить складно, тому ми 
їх розглядати не будемо. Обмовимось тільки що вони дозволяють 
отримати найбільш можливий рівень швидкодії за рахунок зменшення 
накладних витрат на спілкуванн різних компонентів між собою. 
1.2.1. Поняття інтерфейсу і уніфікація конфігурацій в РІС 
Інтерфейс являє з себе сукупність засобів, через яку два або більше 
окремих компонентів комп'ютерної системи обмінюються інформацією. 
Обмін може здійснюватися між програмним забезпеченням, комп'ютерним 
обладнанням, периферійними пристроями, людьми та їх комбінаціями [9]. 
Для збільшення зручності супроводу і зменшення вартості розробки, 
прийнято уніфіковувати інтерфейси що зустр1чаються у систем~. 
Прикладами такої уніфікації може виступити будь-який опис специфікації, 
наприклад Siшple Object Access Protocol (SOAP). SOAP Являє з себе 
протокол обміну структурованими повідомленнями на базі ХМL. Наразі 
він виступає в якості вимог до того як має формуватися запит/відповідь в 
ХМL-форматі, розширюючи можливості біль давньої специфікації XМL­
RPC. 
Іншим прикладом специфікації до інтерфейсів виступає RESTful АРІ. 
RES Т розшифровується як «передача репрезентативного стану» і бере свої 
витоки з ІПТР І.О. Даний підхід розроблявся з прицілом на роботу 
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Інтернет-сервісів з передачею невеликих шматків даних у форматі ХМL, 
JSON чи НГТР і кожен такий запит має бути повністю автономним від 
інших [ 1 О]. Хоча RES Т був надзвичайно успішним, він має свої недоліки, 
які в останні роки стали очевидними через те що застосунки з REST 
. . . 
зростають в розм1рах 1 складносп. 
Тому продовжують з'являтися нові специфікації інтерфейсів яю 
спрямоваю на зменшення кількості запитів через кешування (GraphQL), 
зменшення кількості трафіку через обмін бінарими повідомленнями 
(gRPC) або ж збільшення читабельності запитів людиною (JSON-RPC) 
тощо. 
1.3. Формування і перевірка бізнес вимог 
1.3.1. Етапи розробки РІС 
Розробка розподіленої інформаційної системи, як було вже сказано 
раюше, наразі мало чим відрізняється від розробки програмного 
забезпечення - лише накладає додаткові вимоги до розроблюваного ПЗ. 
Організація бізнес процесу розробки ПЗ, такого як Rational Unified 
Process (скорочено - RUP) [11] передбачає наявність фаз що відповідають 
за ключові етапи створення програмного продукту. Згідно RUP, існує 4 
фази. На початковій фазі відбувається оцінка системи, визначення вартості 
розробки та необхідного бюджету. На фазі уточнення відбувається 
пом'якшення ключових ризиків, робиться аналіз предметної області і 
проектується базова архітектура. На фазі конструювання відбувається 
розробка системи та її компонентів, можлива змша архпектури для 
забезпечення кращих характеристик розроблюваної системи. Фаза 
впровадження є ор1єнтованою на покращення системи для користувачш 1 
навчання останюх нею користуватись. 
Серед іншого, RUP описує б основних інженерних дисциплін, що так 
. . . 
чи шакше присутю у кожному проект~: 
• Дисципліви бізнес-:.-.юделювання 
• Д11СЦИІІJІінн ІН1МОІ' 
• Дисципліва реа;Іі.;аnії 
• Д11сци11J1іна тестуІjаню1 
• Л11СІlИПЛі11а rо:1горта1111я 
Кожна з них відповідає за К.lЮ'"Іові фази розробки продукту 
111юс11н·аються у •1асі крі:1ь рі:;ні фа:;и, що :юбражено на Рис. І. І. 
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time-boxed cross-discipline iterations. 
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Рис. І. І. - Фа:;и та 11ис1111п.1і1111 R{JP [ 12]. 
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Є декілька спілью1х характерних рис у кожвої з дисu~mлін. Кожна з 
них .YJ<lk: о;J.ну чи ;J.l:!i фи:ш ро:;робки, це їх роJІь найбільш ·1на<1на. Чи.v1 
ni:mi111c 1111яn.1яют1,ся якіс1, 1н;;\оробки - тим :1.орожчс ко111тус їх nип1щ11ити. 
ОсоблиRо це помітно ва етапах бізнес-:моделюваЮІя і >бору вимог до 
~<інценої системи. Їх най11рос1·іше 11ереt:!іритн маю<tи 11рототи11и ~<інце1юї 
систс:\1И, що ба:~уt:п,ся 11а nоет:шлс11их rтмогах. 
1.3.2. Я1~ nі.11буnаст1.ся проектуnа1шя архіrекrурн n RUP 
У 11ро~::кп1 i: архітектор, або ж хтось, хто І:!ИКону~: ЙОП) рш1ь. Йому на 
nxi;1, поетуnшоп. 11и:\юrи у вигля/1,і «rю:1роб1пи ccpnic ;~,ля %nри:111ачс1111я%, 
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який би витримував шкове навантаження в lОм:~н одночасвих 
користува•1ів». Архітек1·ор ро·~ктщає це на вимо1·11, і1кі в ·~ан1:1ьно.v1у 
nиг.1я;\1 мож11а описати як: 
• Кеу-Yalue storage 
• а.J.мінка 
• OЛutl1 
• то шо 
Д~1і 1:1ідбу1:1ао·ьо1 :;бір :1 цих кубикіt:1-І:)~tмо1· рtшення, 11ке () 
залоnол~,11ило бізнес 1щ oc11on1 11аяn~юго n архпс"тора ,1ocni,'1y роботи з 
ТИJ\.Ш чи іншими сервісами. 
Остаточна ко.\tJю:щція сервісі!:) (Рис.1.2.) може бути н~;цишко1:1ою •111 
11и:11>1(()сфс1п~ннюю чсрс:1 fірак :111ш11, про 11oni мож.1иnо""Ті тих чи і11111их 
сервісів, або ві;::~с:утності досвіду з НИ).Ш. Проб:rема у то:-.1у, шо nього не 
І:)~цно, .J.ОКІІ не ·3а11роснп1 .J.екі.1ькох еторонніх архітек1·орів ·3і схожи~t та 
аfісоЛІОТІІО і11111им CTCKO:Vl і лоріnшпи їх рі111с1111я - ПІК як КОЖСІІ :i ІІИХ fiy,1c 
казати шо його рішення виправrювусться часом і навощm1 варті увап1 
ро'3рахунк11 і 1ІО>1сненю1 •юму кожен еJJемент сті.1ьк11 коштує, 11роте все це 
11с nі,~,лоnіпатимс 11а головні лита1111я: 'ІО\1У такий стек і чи 11с пс1щ·n111с 
було б реалізувати на альтернативному'? 
Компонент 2 Компонент З 
..-- ~ . ~ - І Компонент 4? 
- ' 
Компонент 4 
D D Компонент 1 
Рис.1.2. Приклал. коv1 по:1инії сср111ст 
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Недоліком такого підходу є занадто пізнє визначення архітектурного 
рішення яке буде лежати в основі реалізації. Зменшення часу на 
підготовку проектного рішення (артефакту) дозволяє отримати: 
• Зниження технологічних ризиків (чим раніше - тим більше часу на 
нівелювання ризиків). 
• Зниження вартості реалізації. 
• Повторне використання підсистем. 
1.3.3. Вибір конфігурації сервісів 
Для зменшення часу на підготовку проектного р1шення необхідно 
. . . 
мати систему що м1ститиме знання про можливост1 сершсш 1 1х прям1 1 
непрям1 аналоги, 1 пропонуватиме кінцевому користувачу найбільш 
оптимальні конфігурації. 
Наразі існують прості реашзац11 таких систем у сфері продажу 
товарш. 
Наприклад, hotline.ua має набір "розумних'' фільтрів відображених на 
Рис.1.3. [ 13]. Ці фільтри з себе являють часті юзкейси користувачів, при 
виборі яких автоматично вибираються більш конкретні фільтри, які, щоб 
не плутатись, будемо називати тегами. 
Поnуnярні фіnьтри 
4000 мАг і біль ше (796) 
4ГБ ОЗУ і більше (1468) 
Смартфон на дві SІМ-карти (2926) 
Смартфон з 4G (2601) 
Захищений телефон (822) 
Аndrоіd-смартфон (2600) 
металевий корпус (2068) 
Флагман (193) 
Безрамковий с мартфон (962) 
чистий Android (172) 
Дві і більше основних камер (1177) 
Смартфон без чубчика (2807) 
Смартфон з Android Рау (1032) 
Бабусефон (37) 
Смартфон з дисплеєм 5 
дюймів (588) 
елат для карти пам'яті (2798) 
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"-"' w"••f'-"' "t''-''' , "._.,,._, """ " ' .:.. \ ._. '-''-' ' """ "'" ... І-", ... • " ... І-", ... 
пам'яті) SIM · екран: 6, 1" · OLED · 2340х1 080 · 
вбудована пам'ять: 128 ГБ · оперативна пам'ять: 6 ГБ 
· процесор: HiSilicon Kirin 980 + GPU МаІі G76 · 
кількість ядер: 8 · ОС: Android 9 + ЕМUІ · акумулятор: 
3650 · камера 40 (f / 1.8) + 16 (f / 2.2) + 8 (f / 2.4) мп · 
колір: синій/бірюзовий · 03.2019 
Відгуки та питання (1) Акції (4) <::/ Додати до списку 
Xiaomi Redmi Note 7 4/64GB Blue 
Смартфон · Nano-SІM · 2 (або 1 SІМ-карта +карта 
пам'яті) SIM · екран: 6,3" · ІРS · 2340х1 080 · вбудована 
пам'ять: 64 ГБ · оперативна пам'ять: 4 ГБ · процес ор: 
Qualcomm Snapdragon 660 + GPU Adreno 512 · 
кількість ядер: 8 · ОС: Android 8 .1 (Oreo) + МІUІ 1 О • 
акумулятор: 4000 мАг (незнімна) · камера: 48 (f / 1 .8) + 
5 мп · колір: синій · 01.2019 · Лінійка: Redmi Note 7 
* * * * * Відгуки та питання (9) Акції (З) 
<::/ Додати до списку 
Xiaomi Redmi Note 7 4/64GB Black 
Смартфон · Nano-SІM · 2 (або 1 SІМ-карта +карта 
пам'яті) SІМ • екран 6,3" • ІРS • 2340х1 080 • вбудована 
пам'ять: 64 ГБ · оперативна пам'ять: 4 ГБ · процес ор: 
Qualcomm Snapdragon 660 + GPU Adreno 512 · 
кількість ядер: 8 · ОС: Android 8 .1 (Oreo) + МІUІ 1 О • 
Рис.І.З_ - Прш\лад набору «розумних» фі.1ьтрів на hotline_нa [13} 
ІОзкейс (з анг.J:. Use Case) - це опис поведінки системи, як вона 
13і)JІЮІ3ідає на зо1шішні занити. Іншими СJJОІ3ами, це різновид 13икориста1111я 
системи, де описується, «хто» і «що» \.Юже зробити системою. 
Tem - це текстові чи інші поля, шо використовуються як спосіб 
класифікації об'сктів в системі, за nринциnом багато-багато_ 
Можна ска:3ати що 11итання сорту13а~шя в масштабах і11тер11ет­
магазиюв є вирішеним, хоча все ще ,'lалеко віл правл.и. Ол.нак віJ1,носно 
успішні приклади реалізації таких систем існують. 
У той же час для опису РІС таких не існус, навіть в рамках единого 
провайлера. ІІ{о ж може лоnомогти у формуванні конфігура~\ії л.ля 
Розподілених інформаційних систем? 
1.3.4. АнаJІіз існуючих рішень 
1.3.4.1. Порівняння сервісів постачальників ХІ\1арн11х техволоrій 
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Найбільш серйо3не порівняння всього лише 2-х хмарних провайдерів 
- Amazom Web Services і Micгosoft Azure, яке було створене восени 2018 
компан1єю Microsoft це текстове поршняння у вигляд1 таблиці 
Рис.1.4.[14]. Сама таблиця доступна на Github [ 15] під Cгeative Commoпs 
Public License, що дозволяє . ~ . використовувати дан1 з таолищ. однак з 
деякими обмеженнями. 
Також А WS 18 квітня 2019 року анонсувала пщтримку незворотної 
міграції Azuтe VM в AWS ЕС2 в рамках сервісу AWS SMS [16] що 
дозволяє сподіватись на подальшу уніфікацію основних сервісів головних 
гравців і появу більш продвинутих інструментів міграції, що ·шростить 
роботу у мульти:клаудному середовищі і оптимі3ації ресурсів. 
Marketplace 
Area AWS service Azure service Description 









Elast ic Comput e 
Cloud (ЕС2) 
lnst ances 
Amazon Light sail 




М icroservices І Elast ic Container 
container Service for 
orchestrat ors Kubernet es (EKS) 
Easy-t o-deploy and aut omat ically configured t hird-party applicat ions, including single 




Azure M arketplace 
Azure Cont a iner 
Service 
Azure Cont ainer 
Registry 
Azure Kubernet es 
Service (AKS) 
Service Fabri с 
Description 
Virtual servers allow users to deploy, manage, and maint ain 05 and 
server software. lnst ance types provide combinat ions of CPU/RAM. 
Users рау for what t hey use with t he flexibility t o change sizes. 
Azure Market place includes а selection of preconfigured VM images 
for various applicat ions. 
Azure Cont ainer lnst ances is t he fast est and simplest way to run а 
cont ainer in Azure, w it hout having t o provision any v irtual machines 
or adopt а higher-level orchest rat ion service. 
Allows cust omers t o st ore Docker formatted images. Used t o creat e 
аІІ types of cont ainer deployment s on Azure. 
Deploy orchestrated cont ainerized applications wit h Kubernetes. 
Simplify monitoring and clust er man.agement t hrough aut o upgrades 
and а built - in operat ions console. 
А comput e service t hat orchest rates and manages t he execut ion, 
lifet ime, and resilience of complex, int er-relat ed code component s 
t hat can Ье eit her st at eless or st ateful. 
Рис.1.4. - Порівняння сервісів AWS Azure [14] 
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Також існує проект що ставить на мет~ створити поршняння ус1х 
сервісів великих постачальників хмарних технологій - CloudComparer Г 1 71, 
і, як видно з Рис.1.5., CloшlCompareг має досить поверхневе порівняння без 
опису що саме робить сервіс, я1-: у порівнянні від Microsoft, однак. якщо їх 
посднати, то можна отриІ\шти яюсть першого покриття другого. 
CloudComparcr розміщений на Github [18] нід ;lіцснзісю МlТ, що .LІОЗ.во;!Яс 
використовувати цей проект без жодних обмежень. 
~lic Cloud Servic0:s"~~~.P.~r~:o.~ (March 18th,2019) 
(<Іt@gory S@rvice 
o_o0~1,,azon ІZ 0 L..; ~ ( -) 
11
• weЬseМces·· Sr1111J Goo9e0oud"""°"" ІВМ Cloud АІіЬаЬа Cloud 
Comput@ ShilredWeb ~ Azur~sharedApp L.__) Web ho.stiпg .servia>s Е Web Horting B 
hosting Serv1ces 8 8 = SimpleApplicatio n 
_. Sє>rveгB 
Compute Virtuil t Server Amazon ЕС2$ 11 AzureVirtua[ ф Computi' Engine В Virtua[ S@rv@r Св'> Computi' В ЕАІіЬаЬа ЕСS $ 
MachineB D8 lnfrastructure (VSi) 
8 
Compute B<11re №tat О Amazon ЕС2 Bare 11 Azuгe Bare Metill Bare Metal Servers 8 ~ BareMetal Servers 8 E єc.sвareMetal 
Server Met:al lnsta nce Servers (Large 
-
Іпstапсе8 
(Preview) 8 lnstanceOnlybrSAP 
Hana) 8 
Compute Virtuat Dediиtl!d О Amaюn EC2 ф SoleTenantNode Dedicated Virtual 41'> Dedicated Compute "!1" Dedicated Host 8 
Но.t Dedicated Host.s 8 (Веtа)8 Servers Classic8 
lnfrastructure [\'Si) 8 
Compute Container О Amazon EC2 ~ AzureContainer ф ContainerRegistгy8 @) IBM.C1oudContainer ~ OracleCloud Container Registry 8 
Reg:istriltion ContainerRegistry 1Egistry 8 1Eg1stry 8 Jnfrastructure 
Service 8 Registгy8 
Compute Container IJ;: Ama zon ЕС2 Az.ure KuЬernetes Se rvice О КuЬernetes Engine8 о IBMCloud 4 Container Enginefor *1 ContatnerService 8 
Milnag:ement Container Service8 (AKS) $ КuЬernetes Service КuЬernetes (ОКЕ)8 
., Container Servicefor 
Service IJ;: Amazon Elasti~ or:~:• AzureContainer 8 
Container Serv1cefor Іnstances8 КuЬernetes 8 
KuЬernet@S (EKS) 8 
Compute Mic:ro Services • AWS LamЬda 8 t(J Azu re Service Fabric ф Goog:leCloud (/J ІВМ Cloud Functions Св'> On1cle Functions Е Function Compute 8 
Арр 8 Functions 8 8 
Deve lopment <f> Azure Functions 8 
p (41tform ~ EventGrid 8 
Рис.1.5. - Порівняння сервісів у CLoudComparcr [17] 
1.3.4.2. Порівняння постачальників хмарних технологій А WS, 
Azure, GCP, ІВМ Cloud 
Більш високоршневе поршняння на ршю серв1с1в ЛІМІТІВ в:же 
чотирьох провайдерів з можливістю експорту всіх даних у CS V форматі 
доступне на сайті Cloud Coшparison Тоо І [ 19], Рис. 1.6. Воно дозволяє на 
око визначити який з провайдерів краще підходить для вирішення тих чи 
. ,- . 
шших задач, однак це не дозволяє оудувати оптималью системи, яю в 
оптимальному варіанті можуть виявитись мультиклаудними [20]. 
Cloud 
Co-npir юn Тоо! 
FEAl\JR Е5 Іі. SO umONS 
Maxinun Processors i1VM 1l8 
МШпuп mtm0ryinVM (GіВ) 3904 
Public Cloud Services Comparison ТооІ 
s.lodyour requi'ernents from the tt>le'"1d seewhldi wndor meets them suшssfu ly. 
aws 
~
о of о fllte" match 
160 
3844 
О Google Cloud 
о of о fllte" match 
z'Г) ІВМ C[oud 
о of о fllte" match 
S6 
242 
2'1,920(SSO) u тв 
- OPERATING SYSТEМS SUPPORТED 
WП::lows у" 
C<ntOS Yts у" 
СЬ.сІ..ішх )( 
Ut:ultu у" у" Y.s 
OrxlrLПix. )( )( 
Рис.І.б. Сайт Cloud Comparison Tool [19] 
1.3.4.3. Типові архітектурні рішення 
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В той же час у А WS, Azure і GCP є «типові рішення» з оптимальної 
побудови різних юзкейсів користувачів. Поки що їх не досить багато (так, 
станом на кінець квітня 2019 у Azure - 138 рішень, а у А WS - 43), та деякі 
юзкейси вони покривають а з часом їх має ставати все більше і більше 
[21][22][23]. Стартові сторінки сервісів зображені на Рис.1.7., Рис.1.8 .. і 
Рис 1.9 .. 
Частина з цих гайдів м1стить у собі чпку покрокову інструкцію як 
відтворити типове рішення, або Launch template, який розгортає необхідну 
інфраструктуру і підключає сервіси в декілька кліків. Іноді наявні відео і 
текст що повідомляють про переваги цього рішення перед усіма іншими. В 
гіршому випадку, наявний лише опис того що і де має бути аби рішення 
запрацювало, а не як це зробити або взагалі картинка зображення 
інфраструктури з мш1мальними поясненнями, для прикладу 
http://gcp.solutions/diagram/ba-dr-with-replication. Іншими словами, людина 
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не шдготовлена навряд щось зможе зробити по більшості з цих гайдів, 
однак вже сама їх наявність - це великий здобуток, на якому можна 
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Hybrid connectivity with Azure 
Stack 
р 
Modern software is increasingly connected 
and distributed. The consistency of Azure 
Stack with Azure infrastructure and platfo ... 
learn how to deploy а SharePoint farm for 
use as а development testing environment 
with а step-by-step flowchart from Azure. 
Azure Stack enables you to deploy Azure 
services on-premises ог in the cloud with а 
consistent application logic, development ... 
learn more > l earn more > l earn more > 
Рис.1.7. Стартова сторінка типових рішень на Azure [22] 
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ExpLore the AWS SoLutions PortfoLio 
AWS Solutions аге built using services f rom AWS and designed to help you solve common problems and build faster using the AWS 
platform. АІІ AWS Solutions are vetted Ьу AWS architects and are designed to Ье operationally eff~ctive. performant. reliable. secure. and 
cost effective. Every AWS Solution comes with detailed architecture, а deployment guide, and instructions for both automated and 
manual deployment. 
І All Select 
CUSTO MER ENGAGEMENТ І МАСНІNЕ LEARNING 
АІ Powered Speech Analytics 
for Amazon Connect 
BLІilt Ьу: AWS 
Today, customer experlence Іs m ore 
lmportaпt thaп ever, апd coпtact ceпter 
ageпts are оп the froпt ІІпеs wheп eпgaglпg 
wlth customers. AWS offers АІ Powered 
Speech Anatytlcs for Amazon Connect, ап 
A'NC. c:;nl11trnn th~+ nrn,•Іrii:н:: lno::lrihtc lr ro~I 
V 




BuiLt Ьу: AWS 
Мапу DevOps teams lncorporate contlnuous 
lпtegratloп best practlces to more rapldly 
develop апd test thelr AWS CloudFormatloп 
templates before deploymeпt. Thls AWS 
Solutloп automatlcally deploys а рІреІІпе оп 
thP l\.'l\fC:. f"lnш~ tІ"І t;:1/l~;'ltP tPrтtn!~ti:н: fnr 
V 
ANALYTICS І APPLICATION INTEGRATION І 
DATABASE 1 INTERNEТ O F THINGS І SERV ERLESS 
AWS Connected Vehicle 
Solution 
Builtby: AWS 
AWS enabtes automotlve manufacturers апd 
suppllers to bulld serverless ІоТ appllcatloпs 
that gather, process, апаІуzе, апd act оп 
coпnected vehlcle data, wlthout havlпg to 
marage апу lnfrastructure. Thls AWS 
C:.nl t tlnn hPlnc r11ctnmprc: imnl t:>rnPrit c::Pnrro 
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Commerce 
Рис.1.9. Стартова сторінка типових рішень на GCP [23] 
1.3.4.4. Моніторингові системи, що виявляють проблеми 
24 
Існують платні застосунки і сервіси, які дозволяють знаходити 
проблеми в існуючій інфраструктурі і сигналізувати про покращення чи 
попршення стану РІС після застосування тих чи інших змін. Для 
прикладу, таким функціоналом наділений NewRelic [24] - першокласне 
SaaS рішення для моніторингу, однак доволі дороге. Те саме пропонує 
інтеграція Datadog + CloudCheckr [25] - інше недешеве рішення для 
монпорингу. 
У великий і середніх компаніях повсякчас є самописні розширення до 
систем моніторинга що реалізують той самий функціонал, однак таю 
розширення сильно заточеш шд специфіку компанії 1 не є 
загальнодоступними. 
1.3.4.5. Порівняння існуючих рішень 
Відповідно до функціональних і технічних вимог бажаної системи, 
переваги та недоліки існуючих рішеннь можна навести у Таблиці 1.1. 
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Таблиця 1.1 Порівняння існуючих рішень 
Можливість Назва системи 
-
tЛ ;..... tЛ о с <!) ~ <!) о о u u u ~ ....... s:: <!) 
"> -+-' <!) ..с s:: ;j u ;..... .......... ;..... 
<!) о о ~ '"О tЛ ;..... .~ rл <!) ;j <!) tЛ 
<!) s s s:: с '"О ~ о ;..... о о 
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Можливість - - - - - - не не 
коригування заст о заст о 
наявного совн совн 
р1шення з о о 
м1юмальними 
змшами 






Розширюваність не не не не не не не не 
системи. засто заст о заст о засто заст о засто засто заст о 
сови сови сови сови сови сови сови сови 
о о о о о о о о 
Отримання + + + + + + + + 
оновлень через 
Internet 





Відкритість +- + +- - - - - -
програмного 
коду 
Обробка даних в не не не не не не - -
·~ тш систем~ де засто заст о заст о засто заст о засто 
буде запущено сови сови сови сови сови сови 
обчислення о о о о о о 
З аналізу наявних інформаційних ресурсів можна зробити висновок 
що наразі не існує автоматизованого рішення з оптимізації конфігурацій 
РІС, хоч деякі спроби в цьому напрямку і робляться. Жодних програмних 
засобів що відповідали б функціональним вимогам хоча б частково, 
виявити не вдалося. 
Для можливості такої автоматизації, необхідно сформувати систему 
пошуку по тегам і юзкейсам спираючись на вже наявні описи сервісів і їх 
АРІ. Для цього необхідно розробити форму опису, щоб на ранніх стадіях 
сформулювати опис системи, і в тій же формі можна було вибирати набір 
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покриття за описом функціональності, що 1 буде запропоновано у 
наступному роздш1. 
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ВИСНОВКИ ДО РОЗДІЛУ 1 
Сформульовано підхід до визначення архітектури на ранюх фазах 
життєвого циклу m виходячи з функціональних і не функціональних 
вимог. 
Проаналізовано складою частини Розподіленої інформаційної 
системи, вимоги до них і як вони мають інтегруватися. Після кропіткого 
пошуку р1шень що б задовольняли поставлею вимоги, довелось 
констатувати повну відсутність хоч якихось вартих уваги наробок з 
автоматизації. В той же час у світі шаленими темпами розвиваються різні 
. . . . . 
шдходи 1 методи що так чи шакше намагаються закрити вщсутюсть 
р1шень у цій сфері за допомогою описання загальних способів до 
вир1шення частих юзкейсів. Однак це все ще вимагає досить значних 
технічних знань у даній сфері і є велике поле для помилок спричинених 
людським фактором. 
Внаслідок цього необхідно розробити модель автоматизованого 
рішення що відповідає поставленим функціональним і технічним вимогам 







Оскільки необхідного автоматизованого рІшення з оптимізації 
конфігурацій РІС, що відповідає функціональним і технічним вимогам, які 
наведені в першому роздшІ, не існує, приймається рішення про створення 
власного . Теоретичним підгрунтям для цього являються розглянуті 
складою частини РІС, вимоги до них, методи інтеграції компонентів і її 
етапи розробки. 
Було виявлено що Існують певю залежносп МІЖ дисципшнами І 
фазами розробки, і чим пізніше виявляються недоробки тим більше 
коштує вартість їх виправлення . Через це дисципліни бізнес-моделювання, 
вимог і аналізу та проектування затягуються на досить значний термін що 
коштує значних коштів. Зменшення часу на ці дисципліни без втрати або з 
мінімальною втратою якості були б вельми доречні у сучасному 
динамічному світі, де половина нових компаній в США закриваються за 4 
роки з моменту заснування [26] , а для Індії середній термін життя стартапу 
складає всього лиш 11.5 місяців [27] . Компанії часто не мають часу на 
розробку якісного продукту, а поганеньке зараз вже нікому не продаси . В 
той же час існуючому бізнесу необхідно оптимізовувати і перетворювати 
наявні інформаційні системи для збільшення конкурентоспроможності. 
Однак внаслідок відкритості світу, провайдерів РІС існує більше 
одного що робить заскладним для людини визначення оптимальних 
конфігурацій. В той же час, відсутній стандартизований формат опису 
конфігурацій, що стає на завадІ у реалізації автоматизованого 
оптимізатора РІС . Визначимо вимоги і створимо його. 
зо 
2.1. Вимоги до конфігурації РІС 
Якщо зробити конфігурацію не розширювальною користувачами, то 
існує велика ймовірність що якийсь компонент у користувача буде не 
описаний в жодному з типів конфігурації і він не зможе його додати без 
участі розробника що супроводжує конфігурацію. 
Тут виникає умова до людиночитабельності, бо якщо користувачу 
буде складно зрозуміти що в конфігурації за що відповідає, він не зможе 
сам 11 розширювати чи уточнювати. 
Вимога до компактносп є водночас наслщком вимоги до 
читабельності (чим менше конфігурація, тим легше її осягнути людині), 
так і з практичних цілей економії місця і обчислювальних ресурсів. 
Однак такою формалізованою системою буде складно користуватися 
нешдготовленим користувачам. Однак не передбачається що ною 
компоненти будуть додавати спеціалісти без необхідного технічного 
підrрунтя, тож на даному рівні така складність є допустимою. В той же час 
у нетехнічних спеціалістів будуть складності з формальним описом того 
що вони хочуть побудувати з причини нерозуміння того що саме з безлічі 
варіантів їм треба. Тому опис того ЩО має будуватись з формально 
описаних ресурсів, буде неформальним. 
Звідси випливає необхідність поєднати неформальний опис кінцевого 
користувача з формальним описом конфігурацій. Дану задачу 
пропонується вирішити за допомогою множинної класифікації елементів, 
яку можна реалізувати у вигляді тегів. Також потрібна буде класифікація 
кожного елемента по типу використання 
Підсумовуючи, конфігурація РІС має відповідати наступним вимогам: 
• бути розширюваною 
• бути людиночитабельною 
• бути компактною 
• мати підтримку множинної класифікації 
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На множинній класифікації варто зупинитись окремо 1 прояснити 
деякі аспекти з нею пов'язані. 
2.1.1. Множинна класифікація 
В даному випадку під множиною класифікацією мається 2 схожих за 
змістом і реалізацією та абсолютно різні за вирішенням підходи. Це 
багато-класова та багато-яркликова класифікації. 
Багато-класова класифікація (англ. Multiclass classification, далі - БКК) 
- це проблема класифікації елементу в один з 3-х чи більше класів у такій 
сфері знань як машинне навчання. Часто вирішується зведенням до 
бінарної класифікації, де застосовуються такі стратегії як один-проти-всіх 
та один-проти-одного, опис яких не є необхідним у рамках даної роботи. З 
підходів і способів що застосовуються для вирішення цієї проблеми варто 
виділити Наївний баєсів класифікатор, Дерево ухвалення рішень, Метод k-
найближчих сусідів та Метод опорних векторів що є найбільш простими і 
пристосованими для задоволення поставлених вимог [28]. Їх можна 
використати для автоматичної класифікації ресурсів описаних і внесення у 
їх формальну конфігурацією класу до якого типу даний ресурс належить 
(ін станс БД, шстанс, інстанс функції, балансувальник навантаження 
тощо). 
Багато-ярликова класифікація (англ. Multi-label classification, дал1 -
БЯК) - це проблема класифікації елементу, який може бути віднесений до 
деюлькох категорій водночас. Є узагальненням багато-класової 
класифікації, де кожен елемент може бути віднесений тшьки до одює1 
категорії. Алгоритми що застосовуються для вирішення проблеми БКК, 
після незначної адаптації можуть бути використані і для БЯК [29]. Для 
визначення підходящих формальних елементів з неформального опису 
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вимог користувача, якраз найкраще шдходить багато-ярликова 
класифікація. 
Однак, нають з1 значним спрощенням по використанню схожих 
алгоритмш для класифікації велико~ . . КІЛЬКОСТІ елементш системи, 
застосування машинного навчання для демонстрації можливостей системи 
є надто амбітною і ресурсозатратною ціллю, тож попервах можна обійтись 
розміткою даних звичайними людьми, а далі отриману базу можна буде 
використати для навчання нейронної мережі чи тестування реалізації 
одного з вищенаведених алгоритмш. 
Отже, використання машинного навчання для пришвидшення 
процесу додавання нових елементів і покращення ефективності системи є 
бажаним, однак не обов'язковим і тому в рамках даної дисертації буде 
розглядатися лише з теоретично~ точки зору. 
2.2. Взаємодія користувача з системою 
Як вже описувалось вище, за типом взаємодії користувачів можна 
ПОДІЛИТИ на: 
1. Користувач який вносить нові формальні описи елементів у систему, 
далі - Kl 
2. Користувач що неформальною мовою описує вимоги до системи, 
далі - К2 
В обов'язки Kl входить якомога точюше 1 повюше заповнення 
кожного поля опису нового елементу, а також, за можливост1, описувати 
найкращі архітектурні рішення під конкретні юзекейси за допомогою 
нових і наявних елементів. Базова категоризація елементу за допомогою 
тегш і прив'язкої тегів під юзкейси є однією з вимог що накладаються на 
Kl. 
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К2 може обрати з1 списку 1снуючих юзкейсів підходящий 1 
ознайомитись з варіантами реалізації. Також, він може ввести додаткові 
фільтри-обмеження чи спробувати пошукати оптимальний вар~ант за 
допомогою неформального опису вимог до системи. В разі відсутності 
шдходящого юзкейсу, для покращення юнцевого результату, буде 
запропоновано вибрати більш конкретні параметри для пошуку і ваги 
кожного з фільтрів для отримання найбільш відповідної вимогам 
. .. . 
користувача арх~тектурно1 модеш. 
2.3. Архітектура системи 
Структура програмних засобів виглядає як три пов 'язані модулі, що 
подІЛяються за функціоналом: препроцесор, оптим1затор, постпроцесор. 
Також варто ВИДІЛИТИ . . 1мпортерш, ЩО є необов 'язковими для 
функціонування системи, однак корисними для підтримки актуальності 
даних в автоматичному режим~ з джерел третіх сторін. Взаємодія 




























Рис.2.1. Елементи системи і jХв.заємодія 
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,Т{ля ствоrення ц1,иної то•tки комуніканії у систе\1і і ;~,ля :шкла,'\ення в 
архітсюуру 1трішс1111я '33.І..La'ti масштабуuа1111я, бу.:..~,с використано RESTJ'o] 
АРІ. 
2.3.1. П ре11 роцесор 
Преnр<щесор ві,'\пові1 ш: :{а піл,готовку л:аних. 
Па вхі,u йому 110,цаються 1юбажа1111я 1<ористувача до кі11цс1.юї РІС, :з 
якої витягуються вимоги до типів необхід:Ешх е;~е~rентів і всі наявні оm1си 
е.1е:о.1енпв 1110 є в систем~. І Ірепронесор по•1ина~: пошук перетин1в 
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неформального опису системи заданого користувачем і формального 
опису елементів. По закшченню пошуку, препроцесор видає список 
елемент1в що задовольняють вимогам користувача, вщс1каючи ус1 
елементи що чий клас не може застосовуватись для вирішення поставленої 
задач~. 
Таким чином, результатом роботи препроцесора є набір вс1х 
можливих комбінацій конфігурацій РІС що покривають вимоги до 
системи. 
2.3.2. Оптимізатор 
Оптимізатор відповідає за знаходження покриття і вирішення задачі 
оптимізації. При цьому оптимізатор буде зважати на існуючі типові 
архітектурні рішення, що має істотно зменшити ймовірність потрапляння 
. . . 
неадекватних варшнт1в до юнцевого користувача. 
На вхід приймає список усіх підходящих елементів що були визначені 
.. . . . .. 
препроцесором, 1х характеристики 1 ваги вимог до оптим1зац11 системи. 
Починається виконання задачі оптимізації РІС з оглядом на задаю 
користувачем критерії і їх вагу. Задачі оптимізації і її аспектам буде 
присвячений весь наступний розділ, тож нараз~ не будем вдаватись у 
деталі. А от пошук покриття варто описати. 
Покриття шукається за допомогою поєднання множини тегш 
. . . . . 
множини компонентш, при чому на даному еташ нас не щкавлять р1знищ 
у можливих конфігураціях юнцевих елемент1в що шдходять шд 
визначений клас елементів, достатньо лише визначити що в цьому класі є 
елементи що можуть задовольнити якусь з потреб системи. Це потрібно 
для вщкидання класш елементш що юяким чином не зможуть 
застосовуватись у даному юзкейсі, що призведе до формування списку 




Постпроцесор вибирає оптимальні параметри кожної з конфігурацій 
Грунтуючись на вазі кожного з фільтрів, що були задані користувачем і 
. . 
поршнюються отримаю результати. 
На виході, за можливості отримати декшька схожих проектш 
архпектури, користувачу буде надана МОЖЛИВІСТЬ поршняти 
характеристики кожного з вар~антш обрати той, що більше відповідає 
його цілям. 
В момент вибору потрібного опису конфігурації, користувачу 
видається код що описує його інфраструктурні залежності, за допомогою 
якого користувач в автоматичному режим~ зможе розгорнути систему 
будь-якої складності. 
2.3.4. Імпортери 
Імпортери є сервісами що в автоматичному режимі наповнюватимуть 
систему новими архпектурними рішеннями і елементами, що будуть 
. . . 
шдготовлею трепми сторонами яким можна дов1ряти. Вони не є 
обов'язковими, однак без них кількість необхідних людських ресурсів для 
підтримання бази елементів в актуальному стані буде зависокою. 
2.3.4.1. Імпортери елементів 
У мовно, імпортери елементів можна поділити на 2 групи. Перша - це 
імпортери що вказують на функціонально взаємозамінні або схожі сервіси 
в рамках одного провайдера чи між різними. Друга - імпортери що 
дістають всі можливі варіації характеристик сервісу. Також і перші, і другі 
можуть частково виконувати задачу класифікації сервісу і визначення його 
сфери застосування і можливості комбінації з іншими елементами. 
У попередньому розділі були розглянуті рішення для порівняння 
сервісів і функціоналу постачальників хмарних технологій. Розглянемо їх 
детальніше і те як їх можна застосувати. 
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Порівняння сервісів від Мicrosoft [14] доступне на Github в Markdown 
таблицях. Не найкраще з можливих представлень даних, однак витягнути 
інформацію з такого подання є досить простою задачею. 
З CloudComparer [17], що порівнює більше постачальниюв хмарних 
технологій, ще простіше - дані предстають у вигляді нормальізованої 
таблиці в форматі XLSX [ЗО], а для роботи з цим форматом вже існує 
цілий спектр бібліотек [31]. 
Cloud Comparison Tool [19] поршнює функціональні можливост1 1 
дозволяє експортувати всі дані у форматі CSV, з яким теж не має жодних 
проблем. 
2.3.4.2. Імпортери архітектурних рішень 
Інший тип імпортерів - імпортери існуючі типових р1шень. Типові 
. . ... . . 
р1шення використовуються на еташ оптимпацн для вщс1ювання занадто 
заплутаних архпектурних р1шень 1 вважаються переюреними 
оптимальними рІШеннями, що застосування яких має зменшити час 
витрачений на оптимізацію. 
Типові архітектурні рішення є найбільш повними і структурованими 
для AWS [21], Azure [22] і GCP [23]. Однак у той же час більшість з них не 
шддаються парсингу через неструктуроваюсть тексту або ж й повну 
відсутність будь-чого крім схематичного зображення інфраструктури. 
Також більшість мають істотний недолік у вигляді відсутності опису 
необхідної інфраструктури у вигляді коду чи списку використовуваних 
елементів і формалізованого опису їх взаємозв'язків. Це все сильно 
ускладнює розробку автоматичних імпортерів архітектурних рішень. 
2.4. Користувальницький інтерфейс системи 
При розробці програмного забезпечення, до коду застосунку виникає 
необхідність підключати зовнішні залежності у вигляді інших програмних 
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:sюдулів, системи зовнішнього зберігання (такі як бази даних, key-value 
sto1·ages або ж ХJіШрні сховища) або ж ·занус.катн ,цекі_1ь.ка коній одно1-о 
п ,- ,- . . :1астосуrтку ттаралслмю. rи 111,0J.-1y, у ро:1роо1111rш можуп, оути г11дсут111 
необхідні потужності шо ;:з:озво;шють ролориути усю систему лою1.~ьно, 
або ж роз1-ортаню1 ·зай.v1аш.v1е 1:1ід•1утниі1 нроміжо.к •1асу і тому нростіше 
тримати части11у або всю інфраструктуру :1апущс1юю у :юп111111111х 
провайдерів. 
Запu11:.н~1й в:іае::vю:11:1 'и:юк :-.нж теп1:.tи 
Рис. 2.2. 
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. : Елементи класу 1 
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ком1юнентам~1 :юбражено на 
Співвідношення 




Елементи класу N 
P~tc.2.2. Узага.11,11с11с зображст111я тнасмозв'язкіn між тсrами, 
фL~ьтрами і еле11ента:sш 
До 11ршрамноп1 інн:рфейсу 11і_цклю'Lакr1·ьсн '.іщ.tані користувачем К2 
компо11с11п1. 1((1жcrr :3 ко~1щнrс11тіп матиме О/\юr ·3 трr.ох ріrшіп су1;1істюсті :3 
іншими ко.1.шонента.vш: 
• Пош ш. ( стабіш,1ш) 
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• Часткова (експериментальна) 
• Визначена користувачем 
Повна - означає повну сумісність з усіма офіційно шдтримуваними 
компонентами. 
Часткова - означає що компонент працює у деяких конфігураціях, 
проте гарантія роботи в інших конфігураціях не гарантується. 
Визначена користувачем - конфігурація задана користувачем. Жодних 
гарантій працеспроможності компонента не надається. 
В залежност1 вщ вимог до інфраструктури та потужностей 
комп'ютера користувача, буде можливість вибрати тип розгортання для 
кожного з серв1сш. 
А саме: 
• Запустити локально 
• Запустити на віддаленому ресурсі 
Над цим рівнем буде побудована абстракція по вибору оптимальної 
конфігурації для користувача у вигляді "розумних" фільтрів: 
Перша група: 
• Автономна інфраструктура 
• Гібридна інфраструктура 





Автономна інфраструктура - усі сервіси запускаються локально на 
машию користувача. 
Гібридна інфраструктура - сервіси запускаються як локально, так і 
у хмар~. 
Хмарна інфраструктура - усі сервіси запускаються у хмарі. 
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Економія - серюси запускаються з мш1мальними параметрами 
інфраструктури. Пріоритети: 1 - ціна, 2 - швидкодія. За умови доступності 
безкоштовних хмарних рішень, що дозволяють запустити деякі сервіси з 
оптимальними параметрами - відбувається запуск з оптимальними 
параметрами. 
Оптимально серюси запускаються з оптимальними параметрами 
інфраструктури. Пріоритети: 1 - ціна, 2 - швидкодія. 
Швидко - сервіси запускаються в інфраструктурі орієнтованій на 
швидкодію. Пріоритети: 1 - швидкодія, 2 - ціна. 
В рамках вибору конфігурацій виконуватиметься оптимізаційна 
задача. 
Для цього у кожного серв1су будуть масиви метаданих, яю 
. . . 
вщповщатимуть, за параметри запуску серв1су. 
У параметри запуску входять наступні сутності: 
. . . . 
• економю, оптималью та ор1єнтоваю на швидкодоо 
налаштування 
• залежност1 вщ шших серв1сш 
• хмарні та локальні провайдери 
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ВИСНОВКИ ДО РОЗДІЛУ 2 
Було проаналізовано і створено список вимог до конфігурації 
розподіленої інформаційної системи, деякі з яких виявились незвичними. 
Так стало . . . зрозумшо що деяКІ задач~ вир1шуються за допомогою 
машинного навчання що не входило в задачі цієї дисертації, однак 
. . . 
довелось розглянути І щ можливосп. 
Одним з необхідних умов успішної реалізації відповідних програмних 
засобів є формування реєстру метаданих доступних для використання 
підсистем, на основі яких повинні визначатися альтернативні конфігурації. 
Далі було описано взаємод1ю користувачш з системою, ЯКІ 
. . . . 
можливосп є у користувачш І ЯКІ накладаються на них вимоги. 
Також висвітлюється арх~тектура системи, те як система буде 
працювати з даними, ключові частини системи і те як вони між собою 
взаємодіють. Порушена тема автоматизації наповнення даними бази 
системи, однак через слабку підготовку даних що їх надають треп 
сторони, це не завжди можна зробити і доведеться або підготовлювати 
дані, або вручну вносити більшу частину наявних типових архітектурних 
р1шень. 
Оптимізація РІС в цьому розділі не висвітлюється у зв'язку з тим що 
це досить обширна тема і тому її висвітлення відбуватиметься у 
наступному роздш1. 
РОЗДІЛ З 
ПІДХОДИ ДО ОПТИМІЗАЦІЇ 
РОЗПОДІЛЕНОЇ ІНФОРМАЦІЙНОЇ СИСТЕМИ 
Ось і дісталися ключової теми диплому - оптимізації РІС. 
Що ми вже на цей момент знаємо? 
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На вхід оптимізатору подаються елементи підходящих для вирішення 
юзкейса класів а також критерії оптимізації і їх вага. А на виході ми 
очікуємо побачити набір конфігурацій що максимально відповідають 
заданим критер~ям. Звучить зрозуміло, однак проблеми виникають при 
реалізації деталей. Розкриємо же їх. 
3.1. Завдання оптимізації 
Завдання оптимізації конфігурації ставиться на безлічі 
альтернативних конфігурацій, отриманих на безлічі доступних підсистем 
що покривають функіональні вимоги. f - критерій оптимізації, що 
обчислюється на основі оцінок ~ефункіціональних вимог. 
f Ресурси х Вимоги 
При цьому нефункціональні вимоги є аргументами критеріїв 
оптимізації. 
Завдання оптимізації базуються на переліку встановлюваних вимог до 
системи і їх пріоритетності. 
У кожного Ресурсу є конфігураційні метадаю, що описують ус1 
можливі характеристики і вимоги до використання даного Ресурсу. За 
допомогою них можна вираховувати усі можливі композиції, відкинути 
. . 
р1шення що не задовольняють вимоги І надати юнцевому користувачу 
найбільш підходящі конфігурації систем, тим самим виконуючи задачу 
оптимізації і зменшуючи час на підготовку проектного рішення. Задача 
набуває наступного вигляду: 
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Е 
f Ресурси хВшиоги xR, R {O,J} 
Де R - дійсне число від О до 1 вкmочно 1 базується на атрибутах 
використаних у рішенні Ресурсів. 
Відбуватиметься оптимізація шд один з параметрш, наприклад, 
мінімальна кількість використовуваних ресурсів або мінімальна вартість: 
F(покритт~ ~ тіп І F(вартість) ~ тіп 
f Ресурси х Вшwоги 
Дану концепцію можна представити у вигляді таблиці, приклад якої 
наведений на Рис. 3.1., де у стовпцях описані Ресурси, а у рядках - Вимоги, 
які може задовольнити Ресурс. 
Resol1se s -7 l oca l l oca l l o ca l A'vVS 
Requerements ~ Mo11go DB MySQL MariaDB l o cal RNJis Elastica che AWS RQS 
Cost $/day о о о о 0.5 
Storage 1 1 1 1 о 
Me mory 0.2 0.2 0.15 1 о 
Рис. З. 1 . Візуальне представлення пошуку оптимальної композиції 
3.2. Існуючі алгоритми 
Існує безліч алгоритмів що тим чи іншим способом можуть вирішити 
частину з поставлених задач. Дослідимо які алгоритми можуть стати в 
нагод~. 
3.2.1.АВС-аналіз 
АВС-аналіз - метод, який дозволяє класифікувати бізнес-ресурси 
фірми залежно вщ їхньої значущості. В основі класифікації лежить 
принцип Пар ето. 
Відносно АВС-аналізу правило Парета виглядає таким чином: 
надійний контроль 20% позицій дозволяє на 80% контролювати систему, 
приклад на Рис.3.2. У бізнесі принцип АВС-аналізу та принцип Парета 





3апасами: стосовно запасш сировини, комплектуючих, постачальниюв, 
КЛІЄНТІВ ТОЩО. 
Наприклад, здійснивши ранжування запасш шдприємства за 
значим1стю, ми можемо 1ш:значити кате1·орію «А» (скажімо, 10% :за11асів, 
вартість яких становить 70% усіх видатків), категорію «В» (20% .запасів, 
які становлять 20% загальних .видатків) і категорію «С» (решту запасів, до 
яких входять до 70% номенклатури, які займають, десь близько 10% усіх 
витрат). Таким чином, . . кер1вництво ЛОГІСТИЧНОГО напрямку повинно 
сконuентрувати уваrу на управлінні запасами категорії «А». Відносно 
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Рис.3.2. Приклад застосування зваженої операції на основі класу АВС 
[32] 
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АВС-аналіз можна використати для знаходження елементш, що 
сукупно покривають більшу частину вимог. 
Також існує Інтегрований AВC/FMRJXYZJVED-aнaлiз АВС-аналіз, який 
здійснюється одразу з шшими анашзами та формує матрицю 
штегрованого АВС/FМRІХУZNЕD-аналізу. Формування такої матриці 
вручну є досить важким процесом, тому існують системи для його 
автоматизації (Ногtог і т.д.) [33] 
3.2.2. Класичні методи мінімізації 
Мінімізація булевих функцій вручну за допомогою класичних карт 
Карно є трудомістким, стомлюючим і схильним до помилок процесом. Він 
не підходить для більш ніж шести вхідних змінних і практичний лише для 
чотирьох змінних [34] Більш того, цей метод не піддається автоматизації у 
вигляді комп'ютерної програми. 
Першим альтернативним методом, що став популярним, був 
табличний метод, розроблений Віллардом Куайном і Едвардом МакКласкі. 
Починаючи з таблиці істинності для набору логічних функцій, поєднуючи 
мінтерми, для яких активні функції (ON-cover) або для яких значення 
функції не має значення (покриття Don't-Caгe або DC-coveг) складається 
безліч простих імплікантів. Нарешті, дотримується систематична 
процедура, щоб знайти найменший набір основних імплікантів, з якими 
можна реалізувати вихідні функції. 
Хоча метод Куайна - Мак-Класкі дуже добре шдходить для 
реалізації в комп'ютерній програмі, результат все ще далекий вщ 
оптимального з точки зору часу обробки та використання пам'яті -
додавання змінної до функції приблизно вдвічі збільшить їх, оскшьки 
довжина таблиці істинності зростає експоненціально з числом змшних. 
Аналогічна проблема виникає при збільшенні числа вихідних функцій 
комбінаційного функціонального блоку. Як результат, метод Куайна -
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Мак-Класкі практичний тільки для функцій з обмеженим числом вхідних 
змінних і вихідних функцій. 
Функції з великою кількістю зм1нних мають бути м1юм1зоваю з 
допомогою потенційно не оптимального евристичного алгоритму. На 
сьогодні евристичний алгоритм мінімізації Еспресо є фактичним світовим 
стандартом [35], розглянемо і його. 
3.2.3. Алгоритм ESPRESSO 
Радикально інший ПІДХІД до цього питання використовується в 
алгоритмі ESPRESSO, розробленому Брайтоном в Каліфорнійському 
університеті, Берклі. Замість того, щоб розширювати логічну функцію в 
мштерми, програма маніпулює «кубами», що представляють термши 
продукту в ON-, DC- і ОFF-покриттях ітеративна. Хоча результат 
мінімізації не є глобальним мінімумом гарантовано, на практиці видається 
дуже наближений результат, і рішення завжди виходить вільним від 
надмірності. У порівнянні з іншими методами, цей по суті є найбільш 
ефективним, зменшуючи використання пам'яті та час обчислення на кілька 
порядків. Його назва відображає спосіб миттєвого приготування свіжої 
кави. Навряд чи існує обмеження щодо кількості змшних, вихІДних 
функцій та термінів продукту комбінаційного блоку функцій. Загалом, 
легко обробляються десятки змінних з десятками вихідних функцій. 
Вхідними даними для ESPRES SO виступає таблиця функцій бажаної 
функціональності; результатом є мінімізована таблиця, що описує або ОN­
покриття або ОFF-покриття функції, залежно від обраних варіантів. За 
замовчуванням терміни продукту будуть спільними для якомога більшої 
кількісті функцій виводу, але програмі можна доручити обробляти кожну з 
вихідних функцій окремо. Це дає можливість ефективної реалізації в 
дворівневих логічних масивах, таких як PLA (Progгammable Logic Апау) 
або PAL (Programmable Array Logic). 
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А."ІГорІПм ESl'RESSO, зображений на Рис.З.З. вия:вився настUІЬки 
ус11ішНІ1м, що він був вю1ю•1ений іІК стандартний крок міні.\1і·зації JJ01 і•1них 
фу11к11ій у прак•ич1ю бу;~,1,-який сучасш1й і11струмс11т с1111тс.:1у логіки. Л.ля 
pea:li:ianїї ф)11кцїї в багаторівневій .1orini ре.;у;~ьтат міні.\1ізацїї 
01пи.\1і·зуєтьс>1 шш1хо.v1 фактори:зації і відображаєтьсJІ на дос1у11ні ба-зові 
.1огіч 11і ко:-01 ірк11 в 1 tіт,овій тсх11олоrії, 11с:1алсж110 віл того, чи стосует1.ся не 
fl'GA (r'ield l'rograiшnable Gate Array) або ASlC (АррІісаtіон Specific 
І n teцп1Le(t Circ11 it). 
ESPRESSO (F, ОС) { 
F is ON-SET. ОС is Oon't Care Set 
1. R = U - (F u ОС) U is universe cube 
2. n = І FІ 
з. F = Reduce (F, ОС); /1 reduce implicants in F 
to non-prime cubes 
4. F = Expand (F, R) ; /1 expand cubes to prime 
implicants 
s. F = /rredundant (F, ОС); /1 extract minimal 
cover of prime implicants 
в. lf І FІ < n goto 2, else, post-process & exit 
} 
Рис.3.3. Анп>рит:-.1 ESPRESSO l36J 
J.2.4. Ев1111с ... 11чний ~1іні~Іі~а1·ор .ю1·ікн ESPRF..SSO 
Існує с11еціа.:1ьни~і .v1інімі·затор JIOJ іки дш1 а11ара1·них :засобів, 
ро:1г.1я11смо його і 11икористо11у11а11і пі,1хол.и у яко"•і прик.1а,1у. 
Всі nифрові системи с1<.1адаються: з двох елементарю1х функцій: 
еле.v1ентів 11а~1'нті д.ш :збері1·аннн інформації і ко.v1бінацШних схем, що 
тра11сфор:-.1уют1. 1110 і11форманію. Лвтомати, як і .1ічи.11.1111ки, t: комбі11а11іею 
е.1Jеу1енпв пам'яті і комбінаиійних лоrіqних cxe::v1. Оскільки елементи 
11ам'нті є стан;..~ар1 ни.\tи Jю1·і·1ни.vш схемам11, нони н11бираю1·ьсі1 ·з 
обмежено п~ набору аньтсрнативних cxc.v1; л1ки:-.1 •1ино.v1, 111юск-~·ування 
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цифрових функцій зводиться до розробки комбінаційних схем затворів і їх 
." 
взаємодн. 
Відправною точкою для проектування цифрової логічної схеми є її 
бажана функціональність, отримана виходячи з аналізу системи в цілому, 
лопчна схема яко1 є частиною. Опис може бути викладено в якійсь 
алгоритмічній формі або лопчними р1вняннями, але може бути 
узагальнений у вигляді таблиці. Наведений нижче приклад показує 
частину такої таблиці для 7-сегментного драйвера відображення, який 
переводить двійковий код для значень десяткової цифри в сигнали, яю 
. . . . 
викликають освплення вщповщних сегментш дисплея. 
Номер Код СегмеffГи 
ABCDEFG 
о 0000 1 1 1 1 1 1 о -А-
0001 0110000 І І 
2 0010 1 1 о 1 1 о 1 F в 
з 001 l 1111001 І І 
4 0100 0110011 -G-
5 0101 1011011 І І 
6 0110 1 о 1 1 1 1 1 Е с 
7 о l 1 l 1110000 І І 
8 1000 1 1 1 1 1 1 1 -D-
9 1001 І І 1 1 О І І 
Процес реалізації починається з фази МlНlМlЗаЦЇЇ лопки, щоб 
спростити таблицю функцій, об'єднавши окремі терми у більш великі, що 
. . 
МІСТЯТЬ менше ЗМІННИХ. 
Далі, мінімізований результат може бути розділений на менш~ 
частини процедурою факторизації і в кінцевому підсумку відображається 
на доступні базові логічні комірки цільової технології. Ця операція 
зазвичай називається логічною оптимізацією [37]. 
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3.2.5. ВООМ - евристичний булевий мінімізатор 
У 2003 було створено алгоритм дворівневої булевої м1юм1зації 
(ВООМ) на основі нової парадигми генерації. На відміну від усіх 
. . ... . . 
попередюх методш м1юм1зац11, де ~мптканти генеруються знизу вгору, 
запропонований метод використовує підхід зверху вниз. Таким чином, 
зам1сть збільшення розмірності імплікантів, опускаючи літерали з їхніх 
термш, розм1рюсть термша поступово зменшується шляхом додавання 
. . 
нових штералш. 
Метод є вигідним, особливо для функцій з великою кількістю вхідних 
змінних (до тисяч) і коли визначено лише кілька термів, де інші 
інструменти мш1м1зації не застосовуються через тривалий час виконання. 
Метод був протестований на декількох різних видах проблем, і результати 
порівнювалися з ESPRESSO. 
Зростання часу виконання для ESPRESSO і для ВООМ показано на 
Рис.3.4., де кількість вхідних змінних вказано в дужках. Як бачимо, що 
хоча час виконання ESPRESSO зростає до 5000 с для 80 вхідних змінних, 
час виконання ВООМ залишається майже постійним у межах 
використовувано~ шкали для всіх розмірів. Вплив на час виконання ще 
більш наочно відображено на Рис.3.5., що показує відносне уповільнення 
ВООМ та ESPRESSO, викликане Don 't-Care термами (DC) [38]. Ми 
бачимо, що відносне уповільнення ВООМ для найвищого відсотка DC 
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З цьо1х> с1юстереження .vюжна :1робип1 висновок, що ESPRESSO 
11а,1з1тчай110 чутлший ,10 розмірності nихі;\11их термів; час \1і11іміза11ії 
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. . . 
швидко зростає, при цьому зростаюча юльюсть вхщних даних не хвиmоє. 
З іншого боку, ВООМ майже нечутливий до виміру термінів. Таким 
чином, ВООМ може бути ефективно використаний для мінімізації функцій 
з великою часткою DC у вихідних термах. [39] 
3.2.6. SАТ-алгор11тІ\1и д.11я мінЇІ\1і:sаціі лоrік11 
На відміну від попередніх підходів, новий метод використовус 
розв'язувач SAT у якості базового рушія. Хоча загальна стратегія 
мінімізації :методу базується на операторах, визначених у ESPRESSO-ll, 
реалізація на основі SAT значно відрізняється. Мінімізатор SAT-
t:SPRt:SSO виявився в 5-20 ра3ів швидше, ніж l::SPRl::SS0-11, і в 3-5 ра:3ів 
швидше, ніж ВОО:М, на безлічі великих при1сшдів - див. Рис.З.б. [40] 
І Name І ESPREsso -II І Воом І SAT-Es PREsso І 
501100 17.79 8.48 3.04 
50/ 150 48.40 31 .57 6.69 
50/200 138.55 109.03 23.13 
100/50 9.23 0.63 3.11 
100/200 1198.20 165.83 64. 16 
150/100 175.43 13.66 16.59 
150/200 1320.30 12 12.21 260.36 
200150 18.44 10.63 3.12 
2001100 204.49 30.40 22.15 
2001150 1265.68 186.52 56.05 
200/200 2178.11 2626.39 134. 19 
Рис.З.б. Порівняння часу виконання (у секундах) [ 40] 
SOP мінімізатор для логічних функцій 
lllвидкий і ефектшший :метод мінімізації для функцій, що онисуються 
багатьма (до мільйонів) термами. Алгоритм заснований на обробuі 
запропонованого ефективного полання набору термів - трійкового перева. 
Досягнуто значне прискорення пошуку опсраш1 терму, вщносно 
ста~щартного нредстав~1е1111я табJJИ 'ШИХ функцій. Процедура міні:.v~ізації 
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~рунтується на ШІ3И;.tкому :шстосу13анні ба:ю13их буJ1е13их 011ерацій на 
трійковому дереВІ. Також шдтримується . . . . м1шм1зашя неповшстю 
визначених функцій. ТVfетод мінімізації був протестований на випадково 
створених великих сумах про11уктів, 3rорнутих контро.11ьних схе\1 ISCAS і 
задачах SA Т. Продуктивність запропонованого а.uорИГ\.[У порівнюва,1ася з 
LSPRL::SSO. Знайдено дуже вигідне застосування алгоритму мінімізації -
якщо він використовується д.lЯ попередньої обробки функuії, що rvшє 
велику кількість тер\.[інів продукту, що виконується до ESPRESSO, то 
3а~·аJ1ьний час мінімі:.шuії :.шачно :.~меншується, бе3 3меншення якості 
рез у ль тату 1411. 
п/с ТТ-Міn [s] Espresso [ s] ТТ-Min+Espresso [s] Improvement 
50/2 18 ( 1) 0.08 50.40 40.84 19.0% 
50/2 18 (2) 0.09 30. 19 29.28 3.2% 
50/2 18 (3) 0.09 36. 13 34.54 4.4% 
50/2 18 ( 10) 0.08 77.84 65.48 15.9% 
75/325 ( 1) 0.30 22601.6 22029.2 2.5% 
75/325 (1 0) 0.30 2 1554. 1 18715.0 13% 
Рис.3.7. Результати SAT [41] 
3.2.7. Граф заJ1ежностей 11ро1·рами і йо1n використання в 
оптимізаціі 
lнша сфера де можна натрапити на потенційно корисю методи 
оптимізації, є опти\.fізації компіляторів. Серед них варто .зазначити 
наступне проміжне програмне прел.ставлення, яке було на:3вано rрафо\1 
залежностей програми (PDG), що робить явною як дані~ так і контрольні 
3Ш1ежності дю1 кожної 011ерації 13 11ро1·рамі. 
Залежності .іlаІІИХ використовуються д.1я представле1шя лише 
ре.1евантних відносин потоку даних програ\.ш. Контрольні залежності 
анruю1·ічно ВІ3Одятьси дJ1я 11редставJ1енни J1ише суттєвих 13Заємо13ідносин 
потоку керування програми. Контрольні залсжносп виводяться з 
звичайного графа потоку управ.1іння, див. Рис.3.8. 
STOP 
Рис.3.8. Графік у11рав;~hшя потоко~1 і його підграф коптроmо 
:ш.11ежно<:тей r 421 
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1->агато тра:'1ИІtійних оптиміза~tій праІ\ЮЮТh бі.1h111 ефектиRно на РІ)(і. 
ОскіJ11>1<и '3аJ1сж1юсті u PDG 3'сд11ують об,1исJ11оuа;1ь1ю 11оu'яза11і 'Іасти11и 
програми, олного прохо,1у по ним :ш.1ежностям лостатнhо ,1.JlЯ Rиконання 
бі.Тhшості оптимізаuій. PDG дозволяє трансфор:У1аuії, такі як векторизація, 
икі ра11ішс uима~ а;111 с11сuіш1ь1юї обробки ко1про.1ь1юї '3а;1сж11ості, і uо11и 
виконуютhся у спосіб, що є t:линим 11ля :>алежностеИ контролю і ,1аних. 
Перетворення в програмі, які вимагають взаємодії двох типів залежностей, 
та~юж ;1с1·ко обро6J1яються PDG. Також ui11 11іцтримус і111<рсмс1паJ11>11у 
оптим 1за~t1ю, що лозволяє запускати перетRорення 0:1.ИН за о,1ним 11 
застосовувати оппнІізацію тільки до за:1е:wJ:Іостей. l 42 J 
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3.2.8. Порівняння алгоритмів 
Таблиця 3.1 Порівняння можливостей алгоритмів 
Можливість Назва алгоритму 
= 
ro -~ І-< ;:;;; 
о 
= 
u І-< Е-< І 
= м ::с )::s:: ro о -~ §- ro І""; о.. ;>--.~ r.л о 
r.л h ~ ~ ~· @ ::G ~ :s І = ~~ І u Е-< р... о [:--< р... о CQ §- С) І r.л о < о о < :::::: :;'Е щ CQ r.л r.л о.. 
lllвидкий пошук + + - - - - - -
більшої частини 
покриття 
Мінімізація - + + + + + + -
покриття 
Мінімізація не - + + нема нема нема + -
ПОВНІСТЮ дани дани дани 
визначених х х х 
функцій 
Визначення + - - - - - - -
значимост1 
елементу 
Відносно просто + - + + +- +- +- -
запрограмувати 
Оптимальне нема не - +- + + + не 
використання дани заст о заст о 
ресурсш х совн совн 
о о 
Найбільш не ДО 3- ДО 4- ДО 100- 100- <10.0 не 
ефективний на заст о х х 100 10.00 100.0 оо.оо заст о 
майштабах сови терм~ терм~ терм~ о оо о сови 
о в в в терм~ терм~ терм~ о 
в в в 
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Оптимізація для + - - - - - +- + 
lНШИХ 
алгоритмш 
Як видно з Табл.З. І, можна виділити 2 основних групи алгоритмів: 
• Алгоритми попередньої оптимізації через пошук більшої частини 
покриття 
• Алгоритми мінімізації покриття 
У алгоритмів попередньої оптимізації є перевірений часом АВС­
аналв 1 його відносно просто запрограмувати, на відміну від його 
конкурента, тож будемо його використовувати для пришвидшення 
обчислень. 
З мінімізацією покриття складніше, у зв' язку з наявністю, на перший 
погляд, переможця у вигляді ESPRESSO-ll, однак він погано працює на 
великих об'ємах. Оптимально буде використати ESPRESSO-ll на об'ємах 
до 100 термів, SАТ-алгоритми на об'ємах від 100 до 10.000 термів і SOP 
для всього що буде більшим за 10.000 термів. 
Виходячи з вищесказаного і доцільності, найкращими варіантами для 
реалізації виглядають зв' язки AВC+ESPRES SO-II, АВС+SАТ 1 
AВC+ESPRESSO-ll+SAT. Їх і будемо використовувати. 
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ВИСНОВКИ ДО РОЗДІЛУ 3 
Поставлено завдання оптимізації конфігурації яке може вирішуватися 
вщомими математичними методами, такими як "метод гілок і меж" і 
"динамічного програмування", що є частинами дискретної оптимізації. 
Задачами зі схожою проблематикою у дискретній оптимізації є задача 
пакування рюкзака [43] і задача про призначення [44]. 
Було розглянуто існуючі алгоритми з оптимізації і мінімізації, також, 
акцентовано увагу на деякі способи оптимізації що, на жаль, не застосовні 
в рамках хвилюючої нас проблеми, однак являють з себе гарний приклад 
. . . 
того куди ще можна рухатись в алгоритм1чному плаю, для полшшення 
оптимізаційних характеристик і, як наслідок, пришвидшення роботи 
оптимватора. 
Алгоритми, за сферою застосування, були роздшею на попередньо 
оптимізаційні, і алгоритми мінімізації покриття. Підходящим в першій 
категорії виявився АВС-аналіз, чиє використання в оптимізаторі має 
зменшити загальний час витрачений на остаточну мінімізацію покриття. З 
алгоритмш 
... 
мш1мвац11 покриття було вир1шено використовувати 
ESPRESS0-11 і SAT для різної кількості термів. Перший вже має готові і 
перевірені часом реалізації, і на малих масштабах мало чим відрізняється 
від SAT, що дозволяє не зекономити ресурси на імплементацію і 
. . ... 
шдтримку реал1зац11 для малих систем. 
РОЗДІЛ4 
РОЗРОБКА ПРОТОТИПУ СИСТЕМИ 
Визначивши всі вимоги до системи і вирішивши питання як саме 
функціонуватиме кожна з її складових, можна приступити до розробки 
прототипу оптимізатора розподілених інформаційних систем. 
4.1. Опис технологій 
Звісно ж, виходячи з того що працювати доведеться з РІС, було б 
логічно використовувати технології що легко запускатимуться на будь­




Docker - це комп'ютерна програма, яка виконує віртуалізацію на рівні 
операційної системи. [ 45] Вперше він був випущений в 2013 році і 
розроблений компанією Docker, Inc. [46]. 
Docker використовується для запуску пакетш програм, яю 
називаються контейнерами. Контейнери відокремлені один від одного і 
з'єднують власні програми [ 47] інструменти, бібліотеки та конфігураційні 
файли; вони можуть спілкуватися один з одним через чітко визначені 
канали. Всі контейнери виконуються одним ядром операційної системи і, 
таким чином, є більш легкими, ніж віртуальні машини. Контейнери 
створюються зі зліпків (image ), які вказують їх точний вміст. Зліпки часто 
створюються шляхом комбінування та модифікації стандартних зліпків, 
завантажених з відкритих сховищ. Більше про Docker можна дізнатись з 
мого короткого 15 хвилинного пояснення що було викладено у Youtube 
[48] 
В даному випадку Docker цікавий тим, що ми можемо швидко 
відмасштабувати систему на безліч інстансів, обрахувати необхідне і тут 
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же схлопнути систему до мінімально-необхідної кількості екземплярів. До 
того ж, Docker дає можливість бути платформа-незалежними, єдина 
вимога - підтримка Linux namespaces і cgroups або їх замінників у вигляді 
тонких віртуальних машин на Windows чи MacOS. 
4.1.2. Terraform 
Terraform - інструмент з відкритим вихідним кодом що застосовується 
для опису інфраструктури кодом, створений HashiCoгp. Вона дозволяє 
користувачам визначати та створювати інфраструктуру в центрі обробки 
даних за допомогою мови конфігурації високого рівня, відомої як мова 
налаштування Hashicorp (HCL), або, при необхідності, JSON. Terraform 
підтримує ряд постачальників хмарної інфраструктури, таких як веб­
служби Amazon, ІВМ Cloud (раніше Bluemix), Google Cloud Platform, 
Linode, Мicrosoft Azure, інфраструктура Oracle Cloud або VMware vSphere, 
а також OpenStack. 
НashiCorp також пщтримує реєстр модушв Terraform, і кожен 
бажаючий може написати свій 
непідтримуваного Hashicorp продукту 
кодом абсолютно всього що має АРІ. 
неофіційний провайдер до 
користуватись ним для опису 
В нашому випадку Terraform можна використовувати як проміжний 
. . . 
шструмент, в описову мову якого можна витягнути 1снуюч1 елементи 
інфраструктури, а також, при наявності відповідних юзкейсів, можна 
пропонувати користувачу готовий фрагмент коду що описуватиме 
оптимальну інфраструктуру не тільки у вигляді таблиці ресурсів і 
ресурсних груп, а й у вигляді коду. 
4.1.3. Terra~runt 
Terragrunt - це тонка обгортка для Terraform, яка надає додатков1 
інструменти для перевикористання вже написаного Terraform коду, 
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роботи з декшькома модулями Terraforш 1 керуванням станом 
інфраструктури ло лежить не локально. 
Використовуватиметься тих випадках, де юзкейси досить складю 1 
тому покриті не тільки Teпaform кодом, а й ще й загорнуті в Teпagrunt, 
або вихідна інфраструктура буде описана з його допомогою - потрібно 
буде виконати terragrunt plan для діставання поточної конфігурації 
кожного з елементів яка може бути розмазана на декількох рівнях що один 
. . 
вщ одного наслщується. 
4.1.4. Python 3 
Python є штерпретованою мовою програмування високого ршня 
загального призначення. Створений Гвідо ван Россумом І вперше 
випущений в 1991 рощ, філософія дизайну Python шдкреслює 
читабельність коду з його помітним використанням значних пробілів. 
Його мовні конструкції та об'єктно-орієнтований підхід спрямовані на те, 
щоб допомогти програмістам писати чіткий, логічний код для малих і 
великих проект1в. 
У Python наявні динамічна типізація і збірка см1ття. Він шдтримує 
багато парадигм програмування, включаючи процедурю, об'єктно­
орієнтовані та функціональні стилі. 
Власне, враховуючи що ми використовуємо Dockeг, мова на якій буде 
реалізовуватись функціонал оптимізатора є відносно не важливою, однак 
вибір був зроблений на Python у зв'язку з величезною екосистемою 
бібліотек, в тому числі і з алгоритмами і машиного навчання, частина з 
яких буде застосована у прототипі, а інша може стати в нагоді при 
розробці повноціної системи. 
Використовуватиметься тільки д1алект Python З, у зв'язку з тим що 
Python 2 перестане отримувати оновлення вже у 2020 році [ 49] 
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ВИСНОВКИ ДО РОЗДІЛУ 4 
Сформульовано вимоги до технологічного стеку за допомогою якого 
можна досягти поставленої мети в найкоротші терміни і задовольнити 
описані технічні і функціональні можливості. 
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File: .qenerate.yaml 
version: ' 3 ' 
services: 
## Your app. Please, don't rename. 
#app: 
# build: 
# restart: always 
# environment: 
# SERVICE REGION: $SERVICE REGION 
- -
# SERVICE NAME: $SERVICE NAME 
# SERVICE ENV: $SERVICE ENV 
# CONSUL HTTP ADDR: $CONSUL HTTP ADDR 
# depends_on: 
# - add_ke ys_to consul 
# volumes: 
# - . :/app 
# - ./docke r/logs/:$SERVICE LOG PATH 
# labels: 
# - tttraefik.backend=apptt 
# - tttraefik.frontend.rule=Host:app.localhost" 
# Add Key/Va lue to Consul. 
add keys t o consul: ! include: add keys t o consul. yaml I 
# Key/Va lue storage with config f o r our app and other infra structure. 
c onsul: ! inc lude: consul. yaml I 
# Search engine and do cument-based DB. 
elasticsearch: !include:elasticsearch.yaml 
# Add logs from filesystem to Elastic search. 
filebeat: !include:filebeat.yaml I 
# Visualization t oo l for data in Elasticsearch. 
kibana: ! include: kiba na. yaml I 
# Queue with logs whish should write to DB. 
rabbit: !include:rabbit.yaml 
# Redis database 
redis: !include:red is.yaml I # by default: 3 .2.4-alp ine 
# Consul service s registra t or. 
registra t o r: ! include: registrator. ya ml 
# MySQL & MariaDB sec tion. 
# If cha nge image - please reinit service (docke r-compose r m) 
mysql: !include:mysql.yaml I #by default: 5 . 7 .1 7 , DB: appdb, L: root, P: 
mysql root 
#image: mysql:5.6.35 
#image : mysql:S.5.53 
mariadb : !include:ma riadb.yaml I # by default: 10.1.23, DB : a ppdb, L: root, 
P: mysql_root 
#image : mariadb:l0. 0 .31 
# Trae fi k make access to services by 'SERVICE.loca lhost' 
traefik: !include :traefik.ya ml I 
volumes: 
rabbitdb: 






name: dev -compose-network 
File: .docker_conpose_generator/consul/app-logs.json 




"logs TTL": 48 
} , 
"filebeat": 




"path": " /var/log/SERVICE_NAME / * .j son " 
File: .docker_conpose_generator/consul/infrastructure.json 
"us-eas t-1 ": { 
"loca l": { 
"dev- elast i c - log ": 
} , 
"host ": "elasticsearch ", 
"port ": 92 00 
} , 
"rabbitmq ": 
"hos t ": "rabbit", 
"port ": 5672 
} , 
"in fluxdb ": 
} , 
"host ": "influx", 
"port ": 808 6, 
"pro t ocol": "ht t p " 
"mail- api ": 
"api-test- host ": null , 
"api-test-scheme": null 
" AWS-servi ces ": 
"elasticache ": 








"host ": " memcached", 









from urllib.erro r i mport HTTPError 
from os i mp ort e nv iron as env 
# c onsul kv f or work with key-value s t orage in Consul 
fr om consul kv i mport Connection 
wi th open(' /app/consul/consul.Json ' ) as Json_da ta: 
try: 
APP= {env[ ' SERVICE REGION']: \ 
{' a pps': \ 
} } } } 
{env['SERVICE_NAME']: \ 
{env['SERVICE ENV']: \ 
json.load(jso n_data ) \ 
with open( '/app/consu l/consu l-privat e .json ') as json da ta: 
APP PRI VATE = {env ['SERVICE REGION ']: \ 
{'apps': \ 
) ) } } 
{env[ ' SERVICE_NAME']: \ 
{env[ 'SERVICE ENV']: \ 
json.load( json data ) \ 
exc ept FileNotFo undError: 
APP_PRIVATE = {} 
wi th open('/app /consul/app- logs .Json') as json data: 
APP_LOGS = json .load( json_data) 
with open('/app/consul/infrastructure.json') as jso n data: 
INFRASTRUCTURE= jso n.load ( json da ta ) 
CONN Connection(endpoint='http://' + e nv[ 'CONSUL HTTP_ADDR'] + ' / vl/kv ' ) 
try: 
CONN.delete(env['SERVICE_REGION'] + '/apps / ' + e nv[ ' SERVICE_NAME'] + ' / ' 
+ env[ ' SERVICE ENV '], rec urse=True) 
except HTTPErro r: 
pass 
CONN .put dict(APP ) 
CONN .put_dict (APP_PRIVATE ) 
CONN.put dict (APP_LOGS) 
CONN.put_dict(INFRASTRUCTURE) 
print( ' Remove old a nd add new' + env[ 'SERVICE NAME'] + ' configs . ' ) 
File: .docker conpose_generator/yaml_files/add_keys_to_consul/Dockerfile 
FROM frolvlad / alpine-python3 
MAINTAINER MaxyrnVlasov 
COPY . /app 
RUN pip3 ins t all 
https : //pypi. p ython . o rg/packages / e0/98/5003c51b50aedbad6dee49b49d3 5 9ef0f03ef4 
947b2ae81£59c43d84c149/consul kv-0.4.tar.gz \ 
&& chmod +x /app/wai t infrastructure.sh 
ENV SERVI CE CLUSTER=cluster name \ 
SERVICE ENV=dev \ 
SERVICE NAME=app \ 
SERVICE REGION=us-ea st-1 
WORKDIR /app 




# ! /bin/ sh 
# wai t infrastructure.sh 
until wget ${CONSUL HTTP_AODR}; d o 
>&2 echo " Consul is unavai l abl e - sleeping" 
sleep 1 
done 
>&2 ech o "Consul is up - add keys to Consul " 
# Remove temporary files 
rm i ndex . h tml 
# Move c onsul confi gs f rom mounted d ocke r volumes t o dir into container, 
# because o riginal fil e s should not changed . 
rm -rf /app/consul/ 
cp - r /consul / /app/consul/ 
cp /consul-dev/consul .j s on / app/consul/consul .j s on 
cp / consul-dev/c onsu l-private .json /app/consul /cons u l -pr i vate. j son 
2>/dev/null 
/app/go-re pla ce - s ' SERVICE_ CLUSTER ' -r ${SERVICE CLUS TER } /app/consul/app-
logs.json 
/app/go-replace - s 'SERVICE_ENV' - r ${SERVICE_ENV} /app/consul/app-logs .j son 
/app /go - replace - s 'SERVI CE_NAME' - r ${SERVICE_NAME} /app/consul /app-
l ogs.json 
/app/go- replace -s ' SERVICE REGION ' -r ${SERVI CE_REGION} /app/consu l /app-
logs.json 
python3 /app/add_keys to consul.py 
File: .docker_corrpose_generator/yam1_files/filebeat/Dockerfile 
FROM maxymvlasov/filebeat-consul:latest 
MAINTAINER Ma xymVlasov 
COPY /go-replace /usr/local/bin/goreplace 
COPY /template.ctmpl /provision.sh /etc/filebeat / 
RUN chmod +x /etc/filebeat/provision.sh 
ENV ELASTIC="'elasticsearch:9200'" \ 
CLUSTER NAME=cluster n a me \ 
- -
SERVI CE REGION=us-east-1 \ 
SERVICE_NAME=app \ 
SERVICE ENV=dev \ 
SERVICE LOG PATH=/var/log/app/ 
File: .docker corrpose generator/yam1_files/filebeat/provision.sh 
# ! /bin/ sh 
/usr/loca l /bin/gorepl ace -s 'ELASTIC ' -r ${ELASTIC } 
/etc/filebeat/template.ctmpl 
/usr/local/bin/goreplace -s 'CLUSTER_NAME' -r ${CLUSTER_NAME} 
/etc/filebeat/template.ctmpl 
/usr/local/bin/goreplace -s 'SERVICE REGION' -r ${SERVICE REGION } 
/etc/filebeat/template.ctmpl 
/usr/local/bin/ goreplace -s ' SERVICE_LOG_PATH' -r ${SERVICE LOG_PATH} 
/etc/filebeat/template.ctmpl 
/usr/loca l /b in/goreplace -s 'SERVICE REGION' -r ${SERVICE REGION } 
/etc/filebeat/clear.ctmpl 
/us r /loca l /bin/gorepl ace -s 'SERVICE_NAME' -r ${SERVICE_NAME} 
/etc/ filebeat/clear.ctmpl 
/usr/local/bin/goreplace -s 'SERVICE ENV' -r ${SERVICE_ENV} 
/etc/ filebeat/clear.ctmpl 
/usr/local/bin/consul-template --c onsul-addr=${CONSUL_HTTP_ADDR} \ 
--template "/etc/filebea t/template .ctmpl:/etc/filebeat/f ilebeat . yml" \ 
--template 
"/etc/filebeat/cl ear .ctmpl:/etc/crontabs/clear :/etc/filebeat/aft er_ consul .sh" 
File: .docker_compose_generator/yam1_files/filebeat/template.ctmpl 
###################### Filebeat Configuration ######################### 
#=========================== Filebeat prospectors 
filebeat.prospectors: 
- input type: log 
paths: 
- SERVI CE LOG_PATH/*.json 
document type : nginx-access 
json: 
-j son . keys_under_ root : true 
-json . add_er ror key : true 
-json .message_key : message 
#================================ General 
# The name of the shipper that publishes t he network data. It can be used to 
g r oup 
# all the tran sactions sent by a single shipper in the web interface. 
name: "" 
# The t ags o f the shipper are included in their own field with each 
# transaction published. 
t ags : ["den ise", "json "J 
# Optional fields that you can specify to add addi t ional info rmation to the 
# output. 
fields: 
env : dev 
#================================ Outputs 
out put. elasticsearch: 
enabled: true 
hos ts: ELASTIC 
#compress i on level: 6 
# Template name . By default t he template name is filebeat. 
template.name: "filebeat " 
# Path t o template file 
template.path: "/etc/filebeat/filebeat.template . json" 
# Overwrite existing template 
template.overwrite: true 
# If set to true, filebeat checks the Elasticsearch versio n at connect 
time, and if it 
# is 2.x, it loads the file specified by the template.versions.2x.pa th 
setting. The 
# defaul t is true . 
template. v ersions.2x.enabled: false 
# Path to the Elasticsearch 2.x version of the template file. 
template.versions.2x.path: "/etc/ filebeat/filebeat . template - es2x .j son " 
#================================ Logging 
logging.level: debug 
logging.selec tors: ["*"] 
Fi1e: .docker_compose_generator/yam1_fi1es/add keys to consu1.yam1 
build: 




CONSUL HTTP ADDR: $CONSUL HTTP ADDR 
- -
SERVICE CLUSTER: $SERVICE CLUSTER 
SERVICE ENV : $SERVICE ENV 
SERVICE NAME: $SERVICE NAME 
- -
SERVICE REGION: $SERVICE REGION 
volumes: 
- DOCKER COMPOSE GENERATOR PATH / .docker compose generato r/consul/:/consul/ 







- "8400: 8400 " 
- "8500:8500" 





command: agent -server - bootstrap-expect=l -advert i se=1 72 .1 9 .0. 3 -ui -
client=0.0.0.0 
labels: 
- "traefik.backend=consul " 
- "traefi k . frontend.rule=Host:consul .localhost" 
volumes : 
- consuldb:/consul/data 
Fi1e: .docker compose generator/yam1_fi1es/e1asticsearch.yam1 
image: docker.elastic.co/elasticsearch/elasticsearch:5.4.0 
restart: a lways 
environment: 
- cluster.name=ESCluster 
- bootstrap.memory l ock=true 
- "ES JAVA OPTS=-Xms512m -Xmx512m" 
- xpack.security.enabled=false 









- "traefi k .frontend.rule=Host:elasticsearch.localhost " 
File: .docker_coi:rpose_generator/yaml_files/filebeat.yaml 
build: 
DOCKER_COMPOSE_GENERATOR_PATH/.docker compose_generator/yaml files/filebeat 
restart: a lways 
environment: 
CONSUL HTTP ADDR: $CONSUL HTTP ADDR 
- -
SERVICE NAME: $SERVICE NAJll!E 
- -
SERVICE LOG PATH: $SERVICE LOG PATH 
volumes: 








SERVER_NAME: http:/ /kibana.localhost 
XPACK MONITORING UI CONTAINER ELASTICSEARCH ENABLED: 'fa lse' 
labels: 
- "traefi k .backend=kibana" 
- "traefik.frontend.rule=Host:kibana .localho st" 
File: .docker_conpose_generator/yaml_files/mariadb.yaml 











MYSQL_ROOT PASSWORD: mysql root 
MYSQL DATABASE: appdb 
labels: 
- "traefik.enable=false" 
File: .docker coi:rpose generator/yaml_files/rabbit.yaml 
restart: always 
image: maxymvlasov/rabbitmq :lates t 
hostname: rabbitmq 









- rabbitdb : /var/ lib/rabbitmq 
labels: 
- "t raefi k .backend=rabb it" 
- "traefik .backend.port=15672 " 
- "t raefik.frontend.rule=Host:rabbit.localho st" 
File: .docker_compose_qenerator/yaml_files/redis.yaml 
ima ge: redis:3.2.4-alpine 
restart: always 
expose: 
- 637 9 
File: .docker_compose_generator/yaml_files/registrator.yaml 
ima ge: gliderlabs/registrator:latest 
restart: always 
volumes: 
- /va r/run/docker.sock:/tmp/docker.sock 




ima ge: traefik 
command : --web --docker --docker .domain=localho st --logLevel=DEBUG 
ports: 
- 8 0:80 





- "traefik .backend=traefik" 
- "t raefik .frontend.rule=Host : traefik .lo ca lho st" 
File: .docker_conpose_generator/Dockerfile 
FROM frolvlad/ a lpine-python3 
MAINTAINER MaxymVlasov 
RUN pip3 install pyyaml 
COPY I /loader 
CMD ["pytho n3", " / l oader/ l oader.py"] 
File: .docker_cOIIq?ose_qenerator/loader.py 
import yaml 
import o s 
YAML FILES DIR= '/loader/yaml files' 
CONSTRUCTOR PREFIX= '!include :' 
class Sa feLoaderMeta( type) 
def new (metacls, name bases 
"""Add include eonstrueter t o c lass.""" 
diet 
# register the inc lude c onstructor on t h e c l ass 
els =super(). new (metaels , name bases 
for filename in os .listdir(YAML FILES DIR ) : 
diet 
if os . path.splitext (filename) [1] .lstrip(' . ' ) == 'yaml' or\ 
os .path.splitext(fi lename) [1] .lstrip( '. ' ) == ' yml': 
els.add c onstruetor(CONSTRUCTOR_PREFIX + filena me, 
els.construct include) 
return els 
cl ass SafeLoader (yaml.SafeLoader, metaclass=SafeLoaderMeta) 
"""YAML Loader with custom constructors .""" 
def init (self, stream) : 
"""Initialise Loader.""" 
self. root YAML FILES DIR 
super(). init (s tream ) 
def construct_include(self, node) 
"""Include file referenced at node.""" 
filename= os . path . abspath(os .pa th.join ( 
self. root, node.t a g.replace (CONSTRUCTOR_PREFI X, '' ) 
) ) 
extension = OS. path. spli text (filename) [ 1 J • lstrip ( r • I ) 
with open(filename, 
if extension in 
'r' ) as file_name: 
( r yaml r ' ' yml r ) : 
predefined data = yaml.safe l oad(file_ name) 
f o r key, value in predefined_data.items() 
if key == 'build': 
predefined_data [key] = 
value .replace( 'D02KER_COMPOSE_ GENERATOR PATH', \ 
os .env i ron[ ' DOCKER_COMPOSE GENERATOR_PATH']) 
elif key== 'volumes': 
for index, item in enumerate (predefined_ data [key]) 
predefined_data[key] [index] = 
item.replace('DOCKER_COMPOSE_GENERATOR PATH', \ 
os .env iron['DOCKER_COMPOSE_GENERATOR_PATH'] ) \ 




overridden data yaml.safe l oad(node .va lue) 
try : 
data = {**predefined_data , ** overridden_data } 
except TypeError : # Arises when overridden data is empty 
data = predefined data 
return data 
else: 
return r' .j oin(data .readlines ()) 
main '· 
with open('/app/.generate.yaml', 'r' ) as generate yaml: 
data= yaml .safe_dump(yaml .load(generate_yaml, SafeLoader ) , 
default fl ow style=False) 
except FileNotFoundError: 
START_ COIDR = ' \03 3[36m' 
END COLOR= ' \033 [ 0m' 
print (START COLOR ) 
print('=====================================================') 




with op en( ' /app/docker-compose .yaml', ' w ') as docker_compose: 
docker compose . write (data) 
