It has been recently shown, that some of the tripartite boxes admitting bilocal decomposition, lead to non-locality under wiring operation applied to two of the subsystems [R. Gallego et al. Physical Review Letters 109, 070401 (2012)]. In the following, we study this phenomenon quantitatively. Basing on the known classes of boxes closed under wirings, we introduced multipartite monotones which are counterparts of bipartite ones -the non-locality cost and robustness of non-locality. We then provide analytical lower bounds on both the monotones in terms of the Maximal Non-locality which can be obtained by Wirings (MWN). We prove also upper bounds for the MWN of a given box, based on the weight of boxes signaling in a particular direction, that appear in its bilocal decomposition. We study different classes of partially local boxes and find MWN for each class, using Linear Programming. We identify also the wirings which lead to MWN and exhibit that some of them can serve as a witness of certain classes. We conclude with example of partially local boxes being analogue of quantum states that allow to distribute entanglement in separable manner.
I. INTRODUCTION
Non-locality is one of the most intriguing features of quantum theory. Since seminal papers by Bell [1] and Popescu and Rohrlich [2] , it has been treated as a resource [3] for tasks such as communication complexity [4] , device independent cryptography [5] [6] [7] [8] [9] or estimation of some properties of the system like its dimension [10] (see [11] for recent review).
Central notion considered in context of non-locality is a conditional probability distribution, called a box. While bipartite boxes has been studied in deep in recent years, multipartite ones still deserve much attention. Due to complicated and rich structure of multipartite correlations some interesting results concerning multipartite non-locality has been presented recently opening area for further investigation. It was found, that original definition of genuine multipartite non-locality due to Svetlichny has serious drawbacks [12, 13] . Namely some of the boxes that are local according to this definition can involve signaling terms in decomposition, which may lead to grandfather type paradoxes [12] . In turn, new definition of genuine multipartite non-locality has been proposed, which get rid of the paradox. In parallel [13] , another problem with original definition has been found. Namely when some of the parties that have access to multipartite box form a group, they can create non-locality between the group and the rest of the parties by applying some processing of inputs and outputs called wiring [14] . To avoid this phenomenon, which should not happen in case of local boxes no matter what is their definition, an operational framework has been developed, and new definition of multipartite non-locality has been proposed.
In this paper we study the phenomenon of non-locality emerging via wiring on 3-party boxes with binary inputs and binary outputs. We notice that definitions of locality proposed in [13] and [12] differ in general. We then focus on that of [13] , and on its base introduce counterparts of non-locality measures known for bipartite boxes -the non-locality cost and the robustness of non-locality. We then provide analytical lower bounds on these measures in terms of Maximal Wireable Nonlocality (MWN) i.e. maximum violation of appropriate CHSH inequality [15] after application of the best wiring to some two of the three parties. We then focus on particular classes of boxes -the ones that admit particular model of locality/non-locality according to some grouping of the parties, and apply Linear Programming to find MWN for the considered class. An explicit interesting example is the class of boxes which are local in two partitions (between Alice and Bob Charlie together, as well as between Bob and Alice Charlie together) while it is not local in third partition -between Charlie and Alice Bob together. We find, that for such boxes one can still obtain non-locality via wiring according to the latter partition, showing thereby counterparts of the known quantum states [16] which allow for distribution of entanglement via separable states (see [17, 18] for quantitative description of this effect).
The original definition of locality by Svetlichny fails to fit into operational framework of wirings, because the bipartite boxes which appear in the so called bilocal decomposition are in general signaling. The appearance of signaling boxes is the major reason for non-locality emerging via wiring from such a box. We prove an upper bound on MWN in terms of the weight of signaling boxes which appear in bilocal decomposition.
The paper is organized as follows. In section II, we introduce the basic notions of useful parametrisation of tripartite non-signaling boxes, CHSH values and wirings. In section III, we begin with comparison of known definitions of local boxes and show explicitly that they are inequivalent, introduce classes of different partially local multipartite boxes and present the basic notions of our study: Wireable Non-locality (WN) and Maximal Wireable Non-locality (MWN). In III B we prove the up-per bound on MWN for a particular box in terms of the weight of signaling boxes in its description according to original definition. In section IV A we collect some known, useful facts about the non-locality cost for bipartite boxes with two binary inputs and two binary outputs, and in IV B introduce its 3-partite counterpart, proving finally that linear function of MWN places a lower bound on the 3-partite non-locality cost. We then show analogous result for 3-partite robustness of non-locality in section IV C. Finally we study the problem of finding MWN for a given class of partially local boxes using Linear Programming, finding in particular boxes that allow to distribute non-locality in a local manner (section IV B), and classifying wirings with respect to their strength in creation of non-locality for different classes.
II. TRIPARTITE NON-SIGNALING BOXES AND BIPARTITE WIRINGS
Any probability distribution belonging to the set of tripartite non-signaling correlations, with binary inputs (x i ) and outputs (a i ) for each party, fulfils following constraints
where in (3) one should consider also permutations of subsystems. This linear conditions define non-signaling polytope. It has been shown [19] that this polytope has 53 856 extremal points belonging to 46 different classes: to one class belong all deterministic extremal points, the rest of them consists of non-local points. Due to nonsignaling and normalization constraints arbitrary box P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) can be written using 26 parameters in the following way [19] 
where A x1 = P (a 1 = 1|x 1 ) − P (a 1 = −1|x 1 ) is expectation value of outcome for the input x 1 and so on. We will use notation where outputs take results (ã,b,c) take values in {0, 1}. The relation betweenã,b,c and a, b, c is given by [19] a = (−1)ã, b = (−1)b, c = (−1)c. For details of expectation values' conversion to this notation see Appendix VII A. From now, for the sake of clarity, we will write a instead ofã. Setting bipartition and wiring it is possible to map tripartite non-signaling box P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) into bipartite one P (a 1 , a 3 |x 1 , a 3 ) . Here x 1 denotes effective one bit that determines inputs for the parties x 1 , x 2 and a 1 is effective output bit. In general one of the inputs x 1 , x 2 can additionally depend on output the other party in the block, a 1 can depend on a 1 , a 2 and x 1 (see Figure  1 ). We will use a particular parametrisation of wirings in which an input of the first party in the block will be x 1 = x 1 . Other possibilities are either bit negation (x 1 = x 1 ⊕ 1) or choosing as an input constant bit (e.g. x 1 = 0) and for our purposes it is sufficient to restrict the first input to the mentioned form. The second one as an input chooses
where ⊕ is addition modulo 2, γ ij are binary constants and i, j are also binary. Similarly we define the output of the box as a polynomial of the form
where η ijk , i, j, k are binary. For particular choice of γ ij , η ijk wiring will be denoted as W γ,η or by specifying inputs and outputs (
To denote on which subsystem wiring is applied we use the following notation: W X γ,η means W γ,η applied to systems 2 and 3, W Y γ,η the same on systems 1 and 3 and finally W Z γ,η that applied to systems 1 and 2. Moreover, W X→ γ,η means that the second observer measures first and can send his results to the third observer. Note that parametrisation (5),(6) is valid for W Z→ γ,η . In general (5), (6) should be modified accordingly to other choices of parties and/or measurement ordering. In Section V we show that for our purpose number of considered wirings can be restricted.
In order to check if after applying wiring effective probability distribution becomes non-local we calculate value of one of the CHSH inequalities [3] :
t 00 + (−1) t+s 01 (7) +(−1) t+r 10
where ij = P (a 1 = a 2 |ij) − P (a 1 = a 2 |ij) and r, s, t takes values either 0 or 1.
III. DEFINITIONS OF PARTIALLY LOCAL MULTIPARTITE BOXES AND THE WIRE-EMERGING NON-LOCALITY
The conventional definition of multipartite non-locality due to Svetlichny [20] states that if P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) can be written as
then it does not contain any tripartite non-locality. However, recently it has been demonstrated that in multipartite scenario time order of the correlation plays important role. Because no temporal order is imposed on terms, in decomposition (9) can appear also signaling boxes. As it has been recently pointed out such terms may cause problems [12] . For example, if P λ (a 2 , a 3 |x 2 , x 3 ) is signaling from 2 to 3 then it is not possible for 3 to obtain result before measurement of 2 (as long as we assume that there is no backwards causality). Moreover signaling probability distributions may lead to grandfather-style paradoxes [12] . To avoid this paradox the following definition of correlation has been introduced
where P i→j λ,µ,ν (a i , a j |x i , x j ) denotes probability distribution signaling at most in one direction, i.e.
Clearly the above definition solves the problem of time ordering. However, there is another definition that has been introduced from another perspective. Namely, as it has been shown in [13] , if no time ordering of correlations is imposed the "creation" of non-locality among N parties by means of local operations and classical communication is possible when N-1 parties collaborate. To avoid this type of paradox in [13] the following definition has been proposed.
Definition 2 Correlations admit TOBL model in cut 1 : 23, when they can be written in a form
where P i→j λ (a i , a j |x i , x j ) denotes probability distribution signaling at most in one direction.
Form the above definitions it is easily seen that if a given box admits TOBL model it admits necessarily T 2 model. However, the converse is not true. Consider for example a box given in Table I . Following procedure described in [12] One can verify that it belongs to T 2 class. Wiring W Z→ γ,η applied to subsystems 1 and 2 with (x 2 , = a 1 , a 1 = a 2 ) results in P (a 2 , a 3 |x 1 , x 3 ) for which β 000 (P (a 2 , a 3 |x 1 , x 3 )) = 7 2 and clearly it cannot belong to TOBL.
For our purpose we will need to quantify the wireable non-locality in order to provide lower bounds on tripartite non-locality monotones that we introduce in further part of this paper. Due to this fact, the best choice is the set of correlations closed under wirings, therefore we use the TOBL model.
A. Studied quantities and notation
We will focus on three classes: the most general class of boxes with bilocal decomposition -SIG class, as it can include two-way signaling terms (abbreviation S) (8) . Apart from this and TOBL (T ) class defined above, we will consider also an NSBL class (N ), defined such that in (10), only no signaling terms are allowed.
Note, that a tripartite box, can have different kind of correlations along different partitions. We denote a box B XY Z with X, Y, Z ∈ {SIG, T OBL, N SBL} meaning that in partition where 23 are together, it belongs to X class, 13 to Y class and 12 to Z class. The set of all boxes with subindex XY Z we call XY Z-class. What is obvious from definition, the class with some pattern of letters T (or N ) includes as a subset a class with another patter of letters T (or N ), provided the latter can be obtained from the former by changing single letter T (or N ) into S. For example:
Note that, by transitivity, sometimes even differing by two letters assures inclusion, but it is not always true. Indeed, there need not hold SST ⊂ T T S. We will need also other notation, namely B 1:23 ∈ T OBL means that box B when 2 and 3 are considered together, belongs to TOBL class. We write then B ∈ XY Z if B 1:23 ∈ X, B 2:13 ∈ Y and B 3:12 ∈ Z. Using wiring acting on 2 subsystems of the tripartite boxes belonging to a given class we can define two quantities: Wierable Non-locality (WN) and Maximal Wierable Non-locality (MWN). The first one quantifies the amount of non-locality that can be obtained using given wiring and given class of correlations, whereas the second one gives the maximal value of non-locality that can be obtained using any wiring for a given class. Formally we have that Wierable Non-locality for a given wiring W q→ γ,η specified by some functions as in eq. (5) and (6) is
P is a box belonging to class XYZ. Note, that we need to consider only violation of β 000 , since the formula involves maximization over all 2 × 2 × 2 boxes. Indeed, if there is a box which violates β 000 then the same box after appropriate local relabelling violate any other CHSH inequality, as the latter equals the scalar product with a linear combination of locally equivalent boxes [21] . It would be tempting to follow [22] , restricting search only to extremal vertices, however the structure of different classes considered here is not yet known. Maximal Wierable Non-locality for a given class is
Moreover, considering just a box P instead of the hole class of boxes, we can quantify -by means of the MWN for a given box -the maximal value of non-locality that can be obtained for a given cut of P using any wiring with certain time order of measurements. Formally we have that
To simplify notation we will denote max γ,η W q→ γ,η (.) ≡ max W q→ W q→ (.) and max r,s,t βrst(.) ≡ max β β(.).
B. Upper bound on Maximal Wireable Non-locality from bilocal decomposition
In this section we assume special form of (8) 
Moreover we assume that (15) does not belong to TOBL (10) . Because non-zero non-locality after wiring involving systems 2 and 3 is caused by signaling terms, then, if the weight of such boxes in decomposition is higher, the higher could be Maximal Wireable Non-locality. Here we follow this intuition and derive a bound on MWN for a given box P in terms of the weight of boxes signaling in the direction of wiring (in our considerations from subsystem 3 to subsystem 2) that appears in bilocal decomposition.
Before showing bound on Wireable Non-locality, it is instructive to prove that mere tracing out of the system cannot lead to non-locality in case of boxes with decomposition (15) . Note that this is non-trivial statement, as there can be two-way signaling boxes in this decomposition on systems 23, and one can not apply partial trace to such a description. Firstly we show that after wiring consisting of partial trace (of subsystems 2 or 3) and any local post-processing of a box for which in cut 1:23 (15) there are signaling terms, resulting 2×2 box is local. The following lemma proves this for trace over subsystem 3, as that over 2 is analogous.
Theorem 1 For any r, s, t ∈ {0, 1}, and for any value of
Proof. Due to the fact that β rst = -β rst we can restrict considerations to t = 0. Firstly, to calculate correlators ( ij = P (a 1 = a 2 |x 1 = i x 2 = j) − P (a 1 = a 2 |x 1 = i x 2 = j)) appearing in definition of β rst , one adds probabilities of equal results and subtracts probabilities of different ones. Then, depending on rs, such calculated correlators are added with appropriate sign (for t=0 there will be 3 pluses and one minus). Probability distributions appearing in (8) can be chosen as extremal ones. The most general form of such a term is given bȳ P λ (a 1 |x 1 )P λ (a 2 , a 3 |x 2 , x 3 ) where ∀ x1 ∃ a1 :P λ (a 1 |x 1 ) = 1 and ∀ x2,x3 ∃ a2,a3 :P λ (a 2 , a 3 |x 2 , x 3 ) = 1. Therefore the structure of such a term is block one (i.e. by a block we mean all probabilities with given a 1 , x 1 , see e.g. Table  II where different blocks are divided by lines), depending onP λ (a 1 |x 1 ). For example ifP λ (a 1 |x 1 ) = δ a1,x1 all elements with a 1 = x 1 will be equal 0 and elements for a 1 = x 1 = 0 will be the same as these for a 1 = x 1 = 1. Because the wiring acts on subsystems 23 the resulting 2 × 2 term inherits this block structure. In each row of 2 × 2 × 2 term there is one 1 (it stems from the fact that terms are extremal). As mentioned above, the resulting 2 × 2 term inherits block structure, and as a result all the correlators have the same absolute value. There are two possible cases: the resulting box has two blocks filled with 0 for i) the same value of a 1 (there is a zero column) ii) different values of a 1 . In the first case, the correlator with (-) sign (for some x 1 , x 2 depending on rs) cancels the correlator with (+) sign with the same value of x 1 and different x 2 (x 2 ⊕ 1). In the second case, the correlator with (+) sign (for some x 1 , x 2 ) cancels that with (+) with opposite value of x 1 (x 1 ⊕ 1 ). This results from the fact that two non-zero blocks have the same rows. We end up with sum of two correlators. Partial trace leads to resulting termP λ (a 1 , a 2 |x 1 ,
Because in general termsP λ (a 2 , a 3 |x 2 , x 3 ) are signaling we chose x 3 s.t. β rs0 (P (a 1 , a 2 |x 1 , x 2 )) is maximal. In each row of the resulting box there is only one non-zero element equal 1. Therefore remaining correlators value is at most 1 and the sum of correlators is at most 2.
Moreover we have the following:
Observation 1 Value of β rst (A) cannot increase after any pre-or post-processing. It stems from the fact that non-locality monotone R(A)-robustness (for proper introduction see Sec. IV) does not increase after local operations and the fact that R(A) is function of β rst (A). For details see Appendix VII B.
As we have seen it is impossible to map box admitting decomposition (15) into non-local one by partial trace and local post-processing. However it is not the case when one considers wirings of a form (5) . In order to show this we prove Lemma 1 For any wiring W and any r, s, t ∈ {0, 1} |β rst (W q→ (P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 )))| ≤ 4 Proof. In the proof we consider wirings W X→ acting on subsystems 23 (proofs for other choices of subsystems are analogous). As in proof of theorem 1, we deal with extremal termsP λ (a 1 |x 1 )P λ (a 2 , a 3 |x 2 , x 3 ) and sum of two correlators and we restrict our considerations to the case of β rs0 (.)
for all possible choices of the i) input of the second party, ii) input of the third party, iii) effective result of both parties. Therefore the maximal value of an element of resulting box can be 2 as long as the term P λ (a 2 , a 3 |x 2 , x 3 ) is signaling from subsystem 3 to subsystem 2. As a result the maximal value of the correlator is at most 2 and sum of two correlators is at most 4. For the sake of clarity let us illustrate this statement with wiring (x 3 = a 2 , a 2 = a 3 ) and β 000 inequality. Table II presents resulting box term as a function of entries of the input box's term provided thatP (a 1 |x 1 ) = δ a1,x1 . In the first column of Table III the arrangement of signs for β 000 is shown. As mentioned earlier, correlator 00 cancels 10 . Upper bound is attained forP λ (0, 0|0, 0) = P λ (0, 0|1, 0) =P λ (1, 0|0, 1) =P λ (1, 0|1, 1) = 1. Entries of the termP λ (a1|x1)P λ (a2, a3|x2, x3) involved in wiring (x3 = a2, a 2 = a3).
The same shapes correspond to elementsP λ (a1|x1)P λ (a2, a3|x2, x3 = a2).
For each a1, x1 elements denoted by the same shape are added to form termP λ (a1, a 2 |x1, x2) = P λ (a1|x1) P λ (0, a3|x2, 0) +P λ (1, a3|x2, 1) .
Having proved lemma 1 we can show that the upper bound on Wireable Non-locality for a given box is a function of probabilities associated to signaling terms in (15) . Table II provided that P (a1|x1) = δa 1 ,x 1 . In the first column signs of correlators forming β000 are shown. Correlator 10 cancels 11 .
Upper bound is attained forP λ (0, 0|0, 0) =P λ (0, 0|1, 0) = P λ (1, 0|0, 1) =P λ (1, 0|1, 1) = 1, then 2 = 2 = 2, 2 = 2 ♦ =0.
Theorem 2 M W N q→ for a given box P is upper bounded by
(16) where p λ s are weights of boxes signaling opposite to wiring direction, e.g. for q → = X → from subsystem 3 to 2 appearing in decomposition
Proof.
Again we consider wirings W X→ acting on subsystems 23 (as for other choices the proof is analogous).
where infimum is taken over decompositions (17) such that p λ gs is the weight of boxes which are either nonsignaling or singaling in direction of wiring, p λ s = 1 − p λ gs . Using the lemma 1 it is straightforward to see that (a 2 , a 3 |x 2 , x 3 ) ) with 4 as a result of lemma 1 (p λ s and probabilities of extremal signaling boxes in the direction opposite to wiring).
In Table IV we present an example of the box for which the bound is tight (M W N Z→ (P ) = min p λ s 2 λ s p λ s + 2 = 3, for wiring (x 2 = a 1 , a 1 = a 2 )).
IV. NON-LOCALITY MONOTONES AND WIRINGS
Having considered the classes of partially local boxes, we can define associated monotones which measure genuine multipartite non-locality with respect to a given class.
There will be two kinds of them: those that are counterpart of the (bipartite) cost of nonlocality, and those that are counterpart of the bipartite (anti)robustness. We then show, that each of these multipartite monotones is lower bounded by the maximal amount of violation of appropriate CHSH inequality [3] obtained by gathering 2 parties. To derive the bound for multipartite case, we first collect known results for a 2×2 bipartite boxes.
A. Known properties of non-locality cost and twirlings for 2 × 2 case
In [2] the following measure of non-locality was introduced: (20) where P is 2×2 box, A denotes arbitrary but no-signaling box and LR ns is the set of local non-signaling boxes. It is easy to see that non-locality cost is monotonous under local operations. In particular it is monotonous under twirling type operations τ rs . Definition 3 [21, 23, 24] A twirling operation τ rs is defined by flipping randomly 3 bits ∆ x , ∆ y , ∆ z and applying the following transformation to a 2 × 2 box P (a, b|x, y):
We note, that after τ rs any (2 × 2) box becomes an isotropic box denoted as P α rs for some α, in accordance with the following parametrisation: where for t = 0, B rst (a, b|x, y) is PR-box and B rst (a, b|x, y) is the PR box with a bit-flip operation on Bob's output:
B rst (a, b|x, y) = 1/2 if a ⊕ b = xy ⊕ rx ⊕ sy ⊕ t 0 else (23) with r, s, t = {0, 1} and. denotes bit negation. This type of boxes are symmetric under twirling operation, moreover, the non-locality cost is known for them:
Observation 2 For a 2 × 2 isotropic box P α rs with α ∈ (3/4, 1] there is
(for details of proof for r = s = 0 see [25] , the other r, s go through analogously).
In what follows, we need also another fact, namely that for any (2 × 2) box, β rst is invariant under τ rs twirling operation [26] :
Observation 3 [21, 25] For any binary r, s, t, r , s , a 2 × 2 box P β rst (τ r s (P ))δ r,r δ s,s = (8α − 4)δ r,r δ s,s ,
and β rst (P ) = β rst (τ rs (P )) (26) for some α ∈ [0, 1], where τ r s (P ) = P α r s (τ rs (P )) denotes box that is invariant under τ r s (τ rs ) twirling operation, and δ is Kronecker symbol.
Collecting facts from observations 3 and 2 and using monotonicity of C under local operations, we obtain the following dependence for α ∈ (3/4, 1], which we state here for future reference:
B. Non-locality cost for multipartite boxes and the lower bound
Considering in place of LR ns the class of partially local boxes XY Z (i.e. that are N SBL or T OBL w.r.t to some cuts), one obtains naturally a measure of multipartite non-locality with respect to this class defined as follows: a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) a 2 , a 3 |x 1 , x 2 , x 3 
where XY Z is one of the classes as described in section III. Following dependences (11), we obtain relation:
if X Y Z can be obtained from XY Z by changing exactly one letter T into S, in particular:
It is straightforward to see, that C XY Z is non-increasing under linear operations that preserves the set XY Z i.e. that transforms set XY Z into set XY Z.
To lower bound the multipartite non-locality cost, we will focus on the non-locality cost with respect to classes T Y Z i.e. where in cut 1 : 23 there the box belongs to TOBL class, and set Y and Z class arbitrarily:
where X and Y are arbitrary in set {SIG, T OBL, N SBL}.
Since our considerations will remain true for any choice of Y and Z we will refer to the above measure as to C X .
We observe the following fact for 3-party correlations:
Lemma 2 For any 2 × 2 × 2 box P C X (P ) for X ∈ {N SBL, T OBL} and Y, Z ∈ {N SBL, T OBL, SIG}, is lower bounded by the non-locality cost of a box emerging from P under any wiring operation W X→ γ,η applied to systems 2 and 3.
-Let us fix Y and Z arbitrarily and a wiring W X→ γ,η on systems 2 and 3. Let us assume that C (P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) ) = p i.e. P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 
After applying the wiring we obtain a 2 × 2 box: W X→ γ,η (P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) = P (a 1 , a 3 |x 1 , x 3 ) ) ≡ P .
By linearity of the wiring, we have that W X→ γ,η (P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 
. Now one recalls the fact that L 1:23 ∈ {T OBL, N SBL}. It was proved that the classes TOBL and NSBL are closed under wirings [13] , thus the box W X→ γ,η (L) is a local 2 × 2 box. As a result the decomposition of P into W X→ γ,η (A) and W X→ γ,η (L) is a valid decomposition into (maybe non-local) and local part, with weight p, which can be then larger from C(P ).Hence we have obtained:
C (P (a 1 , a 3 |x 1 , x 3 )) ≤ C (P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) ), (32) as desired.
Having all the mentioned properties of both 3-and 2-party non-locality, it is straightforward to see that the non-locality cost for 2 × 2 × 2 box is lower bounded by the linear function of the CHSH inequality of a 2 × 2 box resulting from wiring:
Theorem 3 The non-locality cost for 2 × 2 × 2 box P with X ∈ {T OBL, N SBL}, admits the following lower bound:
Proof. -Let us fix r, s ∈ {0, 1} as well as γ, η arbitrarily. Denote W X→ γ,η (P ) as P . We have either C(τ rs (P )) = 0, in such a case the box is local, and hence |β r s t (τ rs (P ))| ≤ 2 by definition for any r s t, hence using lemma 2 and monotonicity of C under local operations, we get that the bound is trivially satisfied. Consider than that C(τ rs (P ) > 0. Then by definition the box is not local, which in 2 × 2 case means that i.e. there exists pair r s as well as t such that |β r s t (τ rs (P ))| > 2. Now since β rst = −β rst we have that there exists t = f (r , s ) such that β r s t (τ rs (P )) > 2 which implies by observation 25, that r = r, s = s and α > 3/4 with β rst (τ rs (P )) = 8α − 4. This in turn, by observation 2 implies that C(τ rs (P )) = 4α − 3 and hence, due to inequality (27) we obtain
taking maximum over r, s on both sides, and observing that t is chosen such that it maximises (makes positive) RHS, we have:
finally we apply lemma 2 to obtain the thesis, since γ and η were arbitrary. If the class of partially local boxes has more than one cut which admits TOBL or NSBL model, then we can apply the above theorem to these cuts, and obtain independent lower bounds. Taking supremum over the cuts yields a better lower bound, hence we have immediate corollary:
Corollary 1 Let Q ⊂ {X, Y, Z} such that for q ∈ Q there is q ∈ {T OBL, N SBL}. Then for any tripartite box P there is
C. Multipartite robustness of non-locality and the lower bound
In analogy to non-locality cost, we study the so called robustness R, which is a multipartite counterpart of the measure given by R ≡ 1 −R [21] which equals:
where P is some non-signaling and non-local realistic box, A is arbitrary non-signaling box and LR ns denotes nonsignaling local-realistic boxes. The multipartite robustness of non-locality for 3 parties is defined with respect to class of local boxes XY Z is defined as follows:
where the infimum is taken over arbitrary non-signaling 2 × 2 × 2 boxes. Similarly as for non-locality cost (30), we have following dependencies
Since considerations concerning bound on this measure are analogous to that for cost of non-locality, we present here just the results, shifting the proofs to Appendix. In analogy to lemma 2 we show multipartite robustness does not increase under wirings: Lemma 3 For any 2 × 2 × 2 box P , its robustness R XY Z (P ) for X ∈ {N SBL, T OBL} and Y, Z ∈ {N SBL, T OBL, SIG}, is lower bounded by the nonlocality cost of a box emerging from P under wiring operation applied to systems 2 and 3.
Knowing this we show an analogue of theorem 3 for multipartite robustness:
The robustness of non-locality for 2 × 2 × 2 box P with X ∈ {T OBL, N SBL}, admits the following lower bound:
Finally, if the class of boxes is closed under wirings with respect to more than one cut, we can maximize the bound over Maximal Wireable Non-locality in these cuts:
Corollary 2 Let Q ⊂ {X, Y, Z} such that for q ∈ Q there is q ∈ {T OBL, N SBL}. Then for any tripartite box P there is
In this section we study the Maximal Wireable Nonlocality by Linear Programming. We consider different classes of tripartite boxes: NNS, NTS, TTS,NSS,TSS and SSS class. Before presenting results we restrict number of considered wirings.
It is sufficient to restrict our considerations to the particular case of wirings, namely (
). This stems from the fact that we perform maximisation over all possible boxes belonging to a given class and adding any other term in (5) can be replaced with local operation on a box. E.g. let us consider a wiring (x 2 = a 1 , a 1 = a 2 ) performed on a box P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) leading to box P 1 (a 1 , a 3 |x 1 , x 3 ) . We can locally change the output of P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ) , definingã 1 = a 1 + a 1 x 1 . Now the wiring is (x 2 =ã 1 = a 1 + a 1 x 1 =,ã 1 = a 2 ) leads to the resulting box P 1 (ã 1 , a 3 |x 1 , x 3 ) . The same resulting box P 1 (ã 1 , a 3 |x 1 , x 3 ) can be obtained by performing wiring (x 2 = a 1 + a 1 x 1 , a 1 = a 2 ) on the box P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ). So the investigation of (x 2 = a 1 + a 1 x 1 , a 1 = a 2 ) can be performed using (x 2 = a 1 , a 1 = a 2 ) and locally relabelled boxes P (a 1 , a 2 , a 3 |x 1 , x 2 , x 3 ). In general, there is correspondence between (x 2 = a 1 , a 1 = a 2 ) and all local relabellings l(.) of the output a 1 , which results in ( Wirings leading to non-zero WN for classes are presented in Tables X,XI ,XII, XIII. The full list of wirings can be obtained from these Tables by performing local relabelling of a 2 (a 2 → a 2 + 1 and a 2 → a 2 + a 1 ). For a given box, in principle there could be as many WNs as non-trivial wirings, however, as we see in ables X,XI,XII, XIII there are only two of them. Given value of WN, it could be that depending on wiring we need different box to attain it. Interestingly we have found box, which we call representative for this WN, as for any wiring its WN can be obtained on some local relabelling of this box: e.g. for NSS class there are two representative boxes for the two values of WN: 3 and 14/5 (see Table VIII and VI for analogous results for TTS class). For representative boxes we computed upper bound on MWN of Theorem 2, as well as lower bounds on non-locality cost and robustness. These results are presented in Tables X and XI for NNS and TTS class respectively. Note that for representative box 1 in the case of NNS and TTS correlations the upper on MWN is tight.
For other classes of correlations we have not succeed in finding representative boxes. In some cases, using wirings, it is possible to determine to which class of correlations a given box cannot belong. When system C is transferred to B we have: b) After wiring on systems BC the initial tripartite box P (a1, a2, a3|x1, x2, x3) becomes an effective bipartite, non-local box P (a1, a 2 |x1, x3).
Distributing non-locality in a local manner.-In [16] it is shown that one can distribute entanglement "without entanglement": using ancillary state, that in each step is separable with the rest of the system. Note that correlations belonging to NNS, NTS and TTS class are such that in cut 1:23, and 2:13 they admit local model, while in cut 3:12 after suitable wiring the WN is non-zero. Therefore using these boxes and appropriate wirings it is possible to distribute non-locality in a local manner (see Figure  2 ).
VI. CONCLUSIONS
We have studied quantitatively the phenomenon of non-locality emerging from application of wiring involving 2 parties, to a 3-partite boxes with binary inputs and outputs. In particular we have introduced natural counterparts of known bipartite non-locality measures, such as cost of non-locality and its robustness, placing a lower bound on these measures in terms of explicit functions of maximal violation of CHSH inequality after wiring. It is straightforward to generalize these definitions to the multipartite case with m ≥ 4 parties, however the bounds should involve then violation of some multipartite Bell inequality for more than 2 parties. We have shown, that maximal attainable non-locality via wiring is also upper bounded by the weight of boxes signaling in opposite direction to the wiring in description of a box according to Svetlichny's definition of locality. It would be also interesting to place some lower bounds based on this description. Finally, we have studied the Maximal Wireable Non-locality using Linear Programming. In particular, we have identified boxes which fall into interesting class enabling distribution of non-locality in local manner. The boxes which maximize the value of Wireable Non-locality in each of considered classes are manifestly non-quantum (reaching 3 > 2 √ 2 of violation of CHSH inequality). It would be then interesting to find their quantum-realizable versions like the one shown in [13] . We have also classified different wirings proving that some of them are equivalent as far as the increase of nonlocality under their application is concerned. We hope that these findings shed some light on the phenomenon of non-locality emerging from processing of the multipartite non-locality via wiring.
VII. APPENDIX A. Expectation values' conversion
The conversion of expectation values between notation in which a 1 , a 2 , a 3 , ∈ {−1, 1} andã 1 ,ã 2 ,ã 3 ∈ {0, 1} is given by [19] :
where
B. Proofs
In this section we show details of the proof of lemma 3 and theorem 4. We begin with some useful facts about robustness for bipartite case. In particular, it was proved in [21] that for isotropic boxes P α rs (a 1 , a 2 |x 1 ,
and for β rst (A) ≥ 2 there is:
From this fact, one immediately obtains that for α > 3/4 there is
for any binary r, s, t.
Having collected known facts for robustness in 2 × 2 case, we can prove the lemma 3, which says that robustness is monotonous under wirings. We show it for class X, as for other classes the proof is analogous.
Proof of lemma 3 Let us fix Y and Z arbitrarily and a wiring W 
Now, by the fact that classes N and T yield local boxes under wiring on 2 and 3 subsystems, we get that W X→ γ,η (L) = L is a 2 × 2 local box. hence, the decomposition (46) is a valid decomposition of a local box L into W X→ γ,η (P ) and some other box, which proves p ≥p as expected.
As a result we have that the Robustness for 2 × 2 × 2 box is lower bounded by the linear function of the CHSH inequality of a 2 × 2 box resulting from wiring, which is stated in theorem 4. The proof of this theorem we present below:
Proof of theorem 4 . Let us fix γ, η arbitrarily. Then by lemma 3 we have R XY Z (P ) ≥ R(W X→ γ,η (P )). Let us also fix arbitrarily r and s, and denote τ rs (W X→ γ,η (P )) ≡ P In analogy to proof of theorem 3, the case when for all r s t there is |β r s t (P )| ≤ 2 implies that R(P ) is zero (the box is local) and the RHS of (41) is not positive hence the claimed inequality is satisfied. Consider now non-trivial case when there exist r s t such that |β r s t (P )| > 2 then there exists also some t = f (r s ) such that β r s f (r s ) (P ) > 2, and f (r s ) makes the RHS of (41) positive. Moreover, by observation 3, there is r s = rs and P = P α rs for α > 3/4. Then, from eq. (45) there is R(P ) = β rsf (r,s) (P ) − 2 β rsf (r,s) (P ) + 4 .
Now let us note that from eq. (44) there is R(P ) = R(W X→ γ,η (P )) as robustness is invariant under appropriate twirling. Finally we note that β rst (P ) = β rst (W 1 + a1a2 + x1 + a2x1 + a1a2x1 36 14 5 1 + a1a2 + x1 + a1x1 + a2x1 + a1a2x1 a2 + x1 + a1x1 + a1a2x1 7 3 a2 + a1x1 + a2x1 29 38 13 a1a2 + a1x1 + a2x1 + a1a2x1 8 3 a2 + x1 + a1x1 + a2x1 30 38 13 a1a2 + x1 + a1x1 + a2x1 + a1a2x1 9 3 a1 + a1x1 + a2x1 31 38 13 a2 + a2x1 + a1a2x1 10 3 a1 + a2 + a2x1 32 38 13 a2 + a1x1 + a2x1 + a1a2x1 11 3 a1 + a2 + x1 + a2x1 33 38 13 a2 + x1 + a2x1 + a1a2x1 12 3 1 + a1 + a1x1 + a2x1 34 38 13 a2 + x1 + a1x1 + a2x1 + a1a2x1 13 38 13 a2 + a1a2 + a1a2x1 35 38 13 a2 + a1a2 + a1x1 + a1a2x1 14 38 13 a2 + a1a2 + x1 + a1a2x1 36 38 13 a2 + a1a2 + x1 + a1x1 + a1a2x1 15 38 13 a1 + a2 + a1a2x1 37 38 13 a1 + a2 + a2x1 + a1a2x1 16 38 13 a1 + a2 + a1x1 + a1a2x1 38 38 13 a1 + a2 + a1x1 + a2x1 + a1a2x1 17 38 13 a1 + a2 + x1 + a1a2x1 39 38 13 a1 + a2 + x1 + a2x1 + a1a2x1 18 38 13 a1 + a2 + x1 + a1x1 + a1a2x1 40 38 13 a1 + a2 + x1 + a1x1 + a2x1 + a1a2x1 19 38 13 a1 + a2 + a1a2 + a1a2x1 41 38 13 a1 + a2 + a1a2 + a1x1 + a1a2x1 20 38 13 a1 + a2 + a1a2 + x1 + a1a2x1 42 38 13 a1 + a2 + a1a2 + x1 + a1x1 + a1a2x1 21 38 13 1 + a1a2 + a2x1 + a1a2x1 43 38 13
1 + a1a2 + a1x1 + a2x1 + a1a2x1 22 38 13 1 + a1a2 + x1 + a2x1 + a1a2x1 44 38 13 1 + a1a2 + x1 + a1x1 + a2x1 + a1a2x1 
