Constrained coding is used widely in digital communication and storage systems. In this paper, we study a generalized sliding window constraint called the skip-sliding window constraint. A skip-sliding window (SSW) code is defined in terms of the length L of a sliding window, skip length J, and cost constraint E in each sliding window. Each valid codeword of length L + kJ is determined by k + 1 windows of length L where window i starts at (iJ + 1)th symbol for all non-negative integers i such that i ≤ k; and the cost constraint E in each window must be satisfied. In this work, two methods are given to enumerate the size of SSW codes. Using the proposed enumeration methods, the noiseless capacity of binary SSW codes is determined and observations such as greater capacity than other classes of codes are made. Moreover, some noisy capacity bounds are given. SSW coding constraints arise in various applications including simultaneous energy and information transfer.
I. INTRODUCTION
Constrained coding losslessly maps a set of unconstrained sequences into a set of sequences that satisfy certain constraints, and has been extensively used in several applications. To alleviate timing errors due to the rapid change of stored bits in magnetic and optical storage, binary runlength-limited codes [1] , [2] are employed to insert a run of zeros between consecutive ones. In simultaneous information and energy transmission [3] , a minimal number of ones in subsequences of transmitted codewords is required so as to carry enough energy while transmitting information [4] - [8] .
Two basic constrained coding strategies have been developed for simultaneous information and energy communication: sliding window constraint (SWC) codes [4] - [6] and subblockenergy constraint (SEC) codes [7] , [8] . SWC codes restrict the energy of every consecutive L symbols to be no less than E to guarantee enough energy is conveyed after transmitting any symbol. The sliding-window constraint enables SWC codes to convey energy to meet real-time delivery requirements, but also reduces the number of valid SWC codewords and therefore the information capacity. When there are energy buffers (batteries), energy transmission need not be so constrained at the level of individual transmitted symbols, and so SEC codes only restrict the energy of non-overlapping subblocks to be no less than E; this leads to more allowable codewords and capacity.
This work introduces a new intermediate type of constrained code that generalizes both SWC and SEC codes. Instead of ensuring the energy constraint on L consecutive symbols for all sliding windows, the proposed constrained codes, which we call skip-sliding window (SSW) codes [9] , loosen the SWC constraint by lifting the energy constraint for those sliding windows that do not start at (iJ + 1)th symbols, where J is a fixed integer and i is any non-negative integer. It is immediate that an SSW code reduces to an SWC code when J = 1, and to an SEC code when J = L. In this sense, SWC and SEC codes are two ends of a spectrum of SSW codes.
Note that although SSW codes are inspired by constrained codes for simultaneous information and energy transmission, they may also be useful in several other areas where sliding window constraints arise. Genome sequences may be assembled using de Bruijn graphs [10] , [11] , in which constrained overlapped genome subsequences form a graph that can be related to a sliding window constraint. Other topics, such as Rauzy graphs [12] , [13, Sec. 3.4.2] in formal languages and regular constraints [14] in constraint programming [15] may also be treated from an SSW code perspective.
The main contributions of this paper are as follows. 1) We define SSW codes and characterize basic properties to build the mathematical foundation for SSW-related applications. 2) We introduce two methods to enumerate valid codewords of binary SSW codes where the cost constraint E is defined as the least Hamming weight W : one is based on the adjacency matrix of a modified de Bruijn graph [11] which enumerates the SSW code in complexity O L i=W L i 2 , whereas the other uses the Goulden-Jackson cluster method [16] which enumerates the SSW code with L = J for some positive integer in complexity O
of the noiseless capacity of SSW are proven, and some interesting and useful observations from numerical simulations are given. In particular, SSW codes can surprisingly achieve higher noiseless capacity than SEC codes do. 4) Several noisy capacity bounds over the binary symmetric channel (BSC) are given for comprehensiveness. The rest of this paper is organized as follows. Section II introduces SSW codes and their noiseless capacity. Enumeration methods are given in Section III . Section IV gives properties and numerical results on SSW codes in the noiseless case. Noisy capacity bounds and their numerical evaluation are given in Section V. Section VI summarizes and concludes. Please note that full proofs and details are available in [9] .
II. SKIP-SLIDING WINDOW CODES
Consider q-ary sequences where each symbol in the sequence is drawn from Q {0, 1, . . . , q − 1} and define a cost function E(·) which maps each symbol to a real value as E : Q → R. A q-ary SSW sequence with a window length L, a skip length J, and a minimal cost E, denoted as an (L, J, E) q -SSW sequence, guarantees the sum of the cost of the L consecutive symbols that start at the (iJ + 1)th symbol to be no less than E for all non-negative integers i. Definition 1. Given positive integers L and J such that L ≥ J, a cost function E : Q → R, and the minimal cost E, a q-ary sequence of length n = L + kJ is said to be an
The collection of all (L, J, E) q -SSW sequences of length n form the (L, J, E) q -SSW code of length n.
Since binary sequences are of particular interest, we mainly focus on (L, J, E) 2 -SSW sequences in the sequel. For simplicity, the cost function is taken as the Hamming weight of the binary symbol, E(c(i)) = c(i), and the cost constraint E is replaced by W to specifically denote the Hamming weight. 
where C Before closing this section, we present the following theorem which states that any (L, J, W )-SSW sequence with L = J for some > 0 is equivalent to a q-ary ( , 1, E) q -SSW sequence such that q = 2 J . Theorem 1. For any binary (L, J, W )-SSW code where L = J for some positive integer , there is an equivalent 2 J -ary ( , 1, E) 2 J -SSW code.
III. ENUMERATION METHODS
To enumerate M (L,J,W ) SSW (n), we consider its generating function g(x), such that g(x) = ∞ n=0 M (L,J,W ) SSW (n)x n . Note that M (L,J,W ) SSW (n) = 0 if n = L + kJ for any non-negative integer k.
A. Finite State Machine
Let us consider a directed graph G(V, E) with vertex set V and directed edge set E, which contains all L-bit vertices,
∈ E for all a, a , and b i ∈ {0, 1}. Such a graph G(V, E) is called the de Bruijn graph of order L [11] . An example of a de Bruijn graph of order 3 is depicted as Fig. 1 . Since the states in the de Bruijn graph of order L represent the latest L bits of the incoming path, the de Bruijn graph of order L can be treated as a finite state machine (FSM) of an (L, 1, 0)-SSW code. Hence Fig. 1 is also the FSM of an (3, 1, 0)-SSW code. Fig. 1 . An example of de Bruijn graph of order 3, which is also the FSM of the (3, 1, 0)-SSW code.
To obtain the FSM of the (L, J, 0)-SSW code with a skip length J > 1, walks of length J in the de Bruijn graph need to be extracted. An example of the FSM of the (3, 2, 0)-SSW code is depicted in Fig. 2 . Furthermore, letting Based on the transformation of the FSM of the (L, J, W )-SSW code mentioned above, the adjacency matrix of the FSM corresponding to an (L, J, W )-SSW code can be derived as the following lemma. We use an operator that eliminates rows and columns of a matrix: [B] ≥W is defined as the submatrix of B which deletes the rows and the columns of B corresponding to those vertices whose Hamming weights are less than W . 
B. Goulden-Jackson Cluster Method with Bad Words
When the window length of the (L, J, W )-SSW sequences is a multiple of J, i.e., L = J for some positive integer , we can apply Goulden-Jackson cluster method [16] to find the generating function g(x). The Goulden-Jackson cluster method states that, given a set of letters V and a set of bad words B such that B ∈ V * , the generating function f (x) for enumerating sequences containing no bad words within them can be expressed as f (
is the generating function of the sequences of overlapped bad words and cluster B (x|b) is the generating function of the overlapped bad words ending with bad word b. The cluster B (x|b) can be uniquely determined by solving the following |B| linear equations: Thus (L, J, W )-SSW sequences such that L = J for some positive integer can be enumerated by the Goulden-Jackson cluster method and its generating function can be calculated by the following theorem. 
Hence, finding M ( J,J,W ) SSW (n) is equivalent to solving a linear system with |B| = W −1 i=0 J i unknowns in (5) . Before closing this section, it is worth to note that the lowcomplexity refinements of all the aforementioned enumeration methods are omitted here and can be found in the full version [9] . The following lemma further shows that the rate of the (L, J, W )-SSW code is lower-bounded by its capacity. 
for all k > 0, where
Proof: The proof is a direct extension of [18, Thm. 1].
Based on Lemmas 2, 3, and 4, the rate of SSW codes seems to be non-increasing along the length when L = J for some ∈ Z + and it converges to its capacity asymptotically; however, we have been unable to prove this. We leave the non-increasing properties as the following conjecture. 
for all integers k > 0.
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It should be noted that the conjecture is only stated for the case where L = J. In fact, the next section presents counterexamples where (11) does not hold when L = J.
A. Numerical Results
Some numerical computations are performed to give more insights into the noiseless performance of (L, J, W )-SSW codes. Moreover, some counterintuitive observations are made. Fig. 3 plots capacities and rates for (8, J, 7) -SSW codes. We list some important points from Fig. 3 as follows. First, the rates of (8, J, 7)-SSW codes are no longer non-increasing as a function of the length. The J = 5 and J = 3 curves show that their rates are non-increasing except when K is close to 1. In particular, the curve for J = 7 even shows non-decreasing rate as a function of the length. Due to this observation, the case of L = J has been ruled out from Conjecture 1.
Second, comparing the curves for J = 8 and J = 7, we surprisingly see that an (L, J, W )-SSW code with a longer J does not guarantee a higher capacity, contrary to intuition. For simultaneous information and energy transmission, this observation implies that some SSW codes can have higher capacity than SEC codes while also guaranteeing smoother energy transmission. Fig. 3 . The capacities and rates of (8, J, 7)-SSW codes for different J.
Capacities are drawn with dotted lines and rates with solid lines.
V. NOISY CAPACITY BOUNDS OF SKIP-SLIDING WINDOW CODES
In this section, we present bounds on the noisy capacity of binary SSW codes. In particular, we consider binary symmetric channels (BSCs).
We first discuss lower bounds on the noisy capacity. Let C (L,J,W ) SSW, BSC(p) denote the capacity of SSW codes over a BSC with crossover probability p. Then using Mrs. Gerber's Lemma (MGL) [19] , the noisy channel capacity C 
where the binary operator is defined as a b a(1 − b) + (1 − a)b, h(·) is the binary entropy function, and α is chosen such that h(α) = C (L,J,W ) SSW with 0 ≤ α ≤ 0.5. The bound (12) is tight for p → 0.
Remark: The noiseless capacity provides a trivial upper bound on the capacity of noisy channels. Therefore, Lemma 5 implies that if the noiseless capacity of two different SSW codes satisfies C (L1,J1,W1) SSW > C (L2,J2,W2) SSW , then for sufficiently small crossover probability p, we have the inequality C (L1,J1,W1) SSW, BSC(p) > C (L2,J2,W2) SSW, BSC(p) . Alternate lower bounds on the noisy capacity of skip-sliding window codes can be obtained using a generic bound by Zehavi and Wolf [20, Lemma 4] on the noisy capacity of constrained sequences generated by a Markov source. As shown in Sec. III-A, an (L, J, W )-SSW code can be represented via an FSM. Thus, a source producing SSW constrained sequences can be modeled as a stationary Markov source with non-zero probabilities associated with feasible state transitions in the corresponding FSM.
As shown in Theorem 1, for every binary ( J, J, W )-SSW code, there is a corresponding 2 J -ary ( , 1, E) 2 J -SSW code. Further, when a binary ( J, J, W )-SSW code is employed for transfer of information over a noisy channel with input alphabet X = {0, 1} and output alphabet Y, then J consecutive uses of the channel can be viewed as a single use of a vector channel with super-letter input alphabet X J and super-letter output alphabet Y J . Let S = {s 1 , s 2 , . . . , s k } be the set of k distinct states in an FSM associated with the corresponding ( , 1, E) 2 J -SSW code. For 1 ≤ i, j ≤ k, let q i,j be the probability that FSM transitions to state s j , given that the current state is s i . Let Q = [q i,j ] denote the statetransition probability matrix, and let x ij be the super-letter symbol produced when FSM transitions from state s i to s j . Further, let P r(S = s i ) denotes the steady-state probability that FSM is in state s i . Then the capacity C ( J,J,W ) SSW, BSC(p) over BSC(p) is lower-bounded as follows. Lemma 6. We have
where the conditional distribution for output super-letter Y , is given by
for all 1 ≤ i ≤ k, x ij ∈ X J , and y ∈ Y J , with X = Y = {0, 1} and d(y, x ij ) denotes the Hamming distance between super-letters y and x ij .
We now provide upper bounds to the noisy capacity of ( J, J, W )-SSW codes. 
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Note that C ( J, J,W ) SSW, BSC(p) corresponds to the capacity of subblock energy-constrained (SEC) codes with subblock length J and subblock weight at least W , over a BSC with crossover probability p. This capacity term can numerically be computed for reasonable subblock lengths using the Blahut-Arimoto algorithm [21] , [22] , by applying the super-letter approach for characterizing the capacity of SEC codes over arbitrary discrete memoryless channels in [7] . Lower Bound: (12) Lower Bound: (13) Upper Bound: (16) Fig. 4 . Bounds on the noisy channel capacity of (3, 1, 2)-SSW codes over BSC. SSW, BSC(p) and the exact C (8, 8, 7) SSW, BSC(p) . The latter one is also an SEC code.
A. Numerical Results
In this subsection, we plot bounds on the noisy channel capacity of SSW codes. Fig. 4 plots bounds on capacity of (L, J, W )-SSW codes over a BSC with crossover probability p, for L = 3, J = 1, and W = 2. The blue dotted line plots the lower bound on the noisy capacity given by (12) , while the red line depicts the lower bound given by (13) . In this case, it is seen that the lower bound (13) is uniformly better than the lower bound obtained using MGL in (12) . The black curve, providing an upper bound on the capacity, is obtained using (16) . Further, it is seen that the bounds are tight for cases when p → 0 and p → 0.5.
We further examine the surprising observation from Fig. 3 that SSW codes may outperform SEC codes. Fig. 5 compares the (8, 7, 7)-SSW code and (8, 8, 7)-SSW code over a BSC with a small crossover probability (0 ≤ p ≤ 0.005). Here, the SEC capacity C (8, 8, 7) SSW, BSC(p) is numerically computed [7] using the Blahut-Arimoto algorithm. For the (8, 7, 7)-SSW code, the capacity lower bound is plotted using (12) . It can be seen that the noisy capacity of SSW codes may be larger than that of SEC codes when p is small, just like the noiseless case.
VI. CONCLUSION
This paper proposed a new kind of constrained code, the skip-sliding window code, which is useful in diverse applications. Efficient enumeration methods were proposed to calculate its noiseless capacity and properties were discussed. Numerical results showed counterintuitive performance characterizations, such as the fact there can be skip-sliding window codes that outperform subblock-energy constraint codes [7] , [8] in both the capacity and the smoothness of energy transmission in simultaneous information and energy transfer. Based on the numerical results, a conjecture on the noiseless capacity was also raised. Noisy capacity bounds were also investigated and the counterintuitive ordering of performance was still observed.
