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Abstract
In this paper we consider ergodic optimal control of a diffusion pro-
cess {Xut }t≥0, taking values in R
n, where both drift and volatility are
controlled. We establish a novel strong duality between the existence of a
unique solution to the infinite horizon adjoint BSDE and strong dissipativ-
ity of Xu. We then proceed to show that the latter implies irreducibility,
the strong Feller property and exponential ergodicity. We conclude by
discussing the connection with ergodic BSDEs.
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1 Introduction
Ergodic stochastic optimal control is a growing area of optimal control theory
that is trying to understand optimisation with an average cost criterion. In
other words, it is concerned with payoffs that value the future as much as the
present. So far, the main probabilistic framework that has been introduced to
address the problem is ergodic BSDEs (see, e.g. [2], [3], [4]). However, this
can only be applied to the so called weak control formulation: every control
is treated as generating a change of measure, so the value functional takes the
form
J(x, u) = lim supT→∞T
−1Eu
[ ∫ T
0
L(Xt, ut)dt
]
,
where X represents the forward process, and the control {ut}t≥0 is an Ft-
predictable process taking values in a separable locally compact metric space
which determines the expectation Eu. It is well known that, if we allow for
control of both drift and volatility, such representation becomes impossible. In
order to deal with these problems in their strong formulation, numerous stochas-
tic maximum principles have been established in both finite (first introduced in
[9]) and recently infinite (see [5]) horizons. In this paper we propose a candi-
date for the adjoint BSDE in the case of ergodic control and explain why it is a
natural one. We therefore conclude that existence of a solution to this BSDE is
necessary for optimality. Assuming convexity of the Hamiltonian, we then prove
a version of the sufficient stochastic maximum principle. We also observe that
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there is a strong connection between the adjoint equation admitting a solution
and the ergodicity of the forward process.
The rest of the paper is organised as follows: in the next section we setup
the problem. Section 3 deals with stochastic maximum principle approach,
and its connections with strong dissipativity of the forward process under all
controls. Section 4 shows that strong dissipativity, in our general setting, implies
exponential ergodicity, establishing irreducibility and strong Feller properties
along the way. In Section 5 we look at an EBSDE representation of the problem.
Section 6 concludes.
2 Setup
In this section we introduce the preliminary concepts and definitions we will be
using repeatedly in the sequel. We also state the principle problem of interest
and discuss its connections to the existing theory.
2.1 The forward dynamics
We begin by introducing the forward process {Xut }t≥0. Let the controlled dy-
namics of {Xut }t≥0 be governed by the Itoˆ SDE:
dXut = b(t,X
u
t , ut)dt+ σ(t,X
u
t , ut)dWt, X0 = x0 ∈ Rn, (1)
where W denotes a standard Brownian motion under the measure P. We need
the following assumptions:
Assumption 1. Conditions to guarantee existence of a strong solution to (1):
• The triple (Ω,F ,P) is a complete probability space, (Ft)t≥0 is an aug-
mented filtration satisfying the usual conditions, and (Wt)t≥0 is a Brown-
ian motion.
• The coefficients b(x, t, u) and σ(x, t, u) are measurable in u and t, locally
Lipschitz in x, that is, for every T,N , there exist a constant K depending
only on T and N , such that
|b(t, x, u)− b(t, y, u)|+ |σ(t, x, u)− σ(t, y, u)| < K|x− y|
holds for all u ∈ U , |x|, |y| ≤ N and all t ≤ T .
• The linear growth condition holds. In other words, for all u ∈ U , x ∈
Rn, t ≥ 0,
|b(t, x, u)|+ |σ(t, x, u)| ≤ K¯(1 + |x|),
where K¯ is a constant.
• x0 ∈ Rn is a constant.
The first part of the following result is standard. The second is an easy appli-
cation of Gro¨nwall’s lemma (for details see, e.g. Theorem 6.30 in [6]):
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Theorem 1. If Assumption 1 is satisfied then, for any fixed control process
{ut}t≥0, there exists a unique strong solution to the equation (1). Moreover,
E
(
sup
0≤t≤T
|Xut |2
)
< C(1 + E|x0|2),
where the constant C depends only on K and T .
For the rest of the paper we also make the following assumptions:
Assumption 2. (i) There exist constants σ and σ, such that
σ ≤ ‖σ(t, x, u)‖ + ‖σ−1(t, x, u)‖ ≤ σ
holds for all u ∈ U , x ∈ Rn, t ≥ 0.
(ii) There exists a constant C˜ > 0, such that
‖b(t, 0, u)‖ ≤ C˜
holds for all u ∈ U , t ≥ 0.
Remark 1. Note that Lipschitz continuity of the coefficients is stronger than
what is generally required for the purposes of control. However, in the sequel we
will need certain estimates for the stability of the forward process in its initial
value, and stronger regularity assumptions will come into play.
The following definition will prove crucial in the sequel, since it is very closely
related to ergodicity of the solution process to (1).
Definition 1. Let the dynamics of {Xut }t≥0 be governed by (1). We say that
Xu has a strongly dissipative drift (or Xu is strongly dissipative), if there exists
a constant µ > 0 such that
〈b(t, x, ut)− b(t, y, ut), x− y〉 ≤ −µ‖x− y‖2
holds for all t ≥ 0.
2.2 The problem
Definition 2. Let U be a separable metric space. Then a stochastic process
{ut}t≥0 is called admissible if it is predictable in the filtration {Ft}t≥0 with
values in U .
We consider the ergodic control problem, namely that of minimising (over the
space of admissible controls) the functional
J(x0, u) = lim supT→∞T
−1E
[ ∫ T
0
L(t,Xut , ut)dt
]
, (2)
where the dynamics of the controlled process {Xut }t≥0 are given by (1), and
the coefficients b(·, u) and σ(·, u) satisfy Assumptions 1 and 2 for all admissible
controls {ut}t≥0. The finite horizon case, namely the problem of minimising
J(x0, u) = E
[ ∫ T
0
L(t,Xut , ut)dt+ g(X
u
T )
]
, (3)
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is well understood (see, e.g. the seminal paper by Peng [9]). The adjoint
equation is
dY (t) = −∇xH(t,Xut , ut, Y (t), Z(t))dt + Z(t)dWt, Y (T ) = ∇xg(XT ), (4)
where H : [0, T ]× Rn × U × Rn × Rn×n → R is the Hamiltonian, defined by
H(t, x, u, y, z) := b′(t, x, u)y +Tr(σ′(t, x, u)z) + L(t, x, u). (5)
and it is assumed that H is differentiable in x (NB: here and for the rest of
the paper ′ denotes the transpose). The following condition for the necessary
stochastic maximum principle can then be established (see Theorem 3 in [9]):
Theorem 2. Suppose {ut}t≥0 is the optimal control process, and {Xut }t≥0 are
the corresponding controlled dynamics for the problem (3). Then there exists a
solution to the BSDE (4) on finite horizons.
Remark 2. We note that, in [9], since no convexity on the Hamiltonian is
assumed, an additional second order adjoint equation appears. However in this
paper we will focus on the first order BSDE.
One can also show the connection between the adjoint process {Y (t)}t≥0 and
the dynamic programming principle. The following result can be found, for
example, in Chapter 6 of [10]:
Lemma 1. Let {Xu,t,xs } denote the solution to (1) with the initial condition
Xu,t,xt = x. Define the value function v(·, ·) as follows:
v(t, x) := inf
u
E
[ ∫ T
t
L(s,Xu,t,xs , us)ds+ g(X
u,t,x
T )
]
.
Then
Y¯ (t) = ∇xv(t, X¯t),
where Y¯ is the first component of the solution to the adjoint BSDE with opti-
mal control process {u¯t}t∈[0,T ] and the corresponding controlled forward process
{X¯}t≥0.
Remark 3. From Lemma 1, we see that the process Y¯ can be thought of as
the optimal marginal value of a change in X. This will be an intuitive starting
point when developing an infinite horizon analogue for the adjoint BSDE in the
next section.
3 Stochastic maximum principle approach to the
problem of ergodic optimal control
The aim of this section is to extend the finite horizon framework to the ergodic
case, showing an analogue of the adjoint equation, and establishing existence
and uniqueness of its solutions. For the rest of the paper, we make the following
assumption:
Assumption 3. The space of controls U is a locally convex real topological
vector space. (For the sake of simplicity we consider U = Rk, but the subsequent
analysis does not change provided that the Gaˆteaux derivative is well defined.)
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3.1 Adjoint BSDE in infinite horizon
In this subsection we explain (in a heuristic way) why the adjoint equation to the
ergodic control problem becomes an infinite horizon BSDE. For the remainder
of this subsection, we denote the optimal control pair as (u¯, X¯). We first state
(without a proof) a proposition that can be easily verified:
Proposition 1. The following statements about infinite horizon optimisation
are equivalent:
• The control process {u¯t}t≥0 minimises the functional J(x0, ·) as defined
in (2).
• The control process {u¯t}t≥0 formally minimises the (non averaged) func-
tional defined by
J¯(x0, ·) = E
[ ∫ ∞
0
L(t,X ·t, ·)dt
]
(6)
in the sense that (since the right hand side in (6) may diverge) we have
lim sup
T→∞
E
[ ∫ T
0
L(t,X u¯t , u¯t)dt
]
E
[ ∫ T
0
L(t,Xut , ut)dt
] ≤ 1
for all admissible controls u.
The problem of minimising (6) is in some sense simpler than the ergodic one.
This is because, considered formally, optimality in (6) implies optimality over
every finite horizon by the dynamic programming principle, whereas the ergodic
problem only considers optimality in the limit (and so the dynamic programming
principle is not necessary for optimality, see Theorem 5.1 in [1] for an example
of this phenomenon). Similarly to Lemma 1, suppose we can define
v(t, x) := inf
u
E
[ ∫ ∞
t
L(s,Xu,t,xs , us)ds+ g(X
u,t,x
T )
]
.
We can directly employ the dynamic programming principle to see that, for any
T ≥ 0, we have a finite horizon problem of finding
inf
u
J¯(x0, u) = inf
u
E
[ ∫ T
0
L(t,Xut , ut)dt
]
+ v(T,XuT ). (7)
Then, since {u¯}t≥0 minimises J¯(x0, ·), it is also optimal for (7) for every T > 0.
Therefore, by Theorem 2, we infer that the equation
Y (t) = Y (T ) +
∫ T
t
∇xH(s,Xus , us, Y (s), Z(s))ds −
∫ T
t
Z(s)dWs (8)
should hold for all 0 ≤ t ≤ T < ∞. This suggests strongly that (8) is a good
candidate for the adjoint equation in an ergodic maximum principle.
Since, unlike in the finite horizon case, there is no terminal condition, we
need to say something about the limiting (as T →∞) behaviour of the ‘optimal’
solution to (8) (solution with the optimal control pair (u¯, X¯)). As pointed out
in Remark 3, the process Y¯ can be thought of as the marginal value of a change
in X . Therefore the condition Y¯ (T )→ 0 as T →∞ (which would be the direct
analogue of the finite horizon case) does not seem to be the right one. In the
next section we will discuss this in more detail.
5
3.2 Stochastic Maximum Principle
In the previous section we have explained why (8) is a reasonable candidate for
the adjoint equation associated with the problem of ergodic control. One can
therefore expect that the existence of a solution to (8) is necessary for optimality,
given dynamic programming should hold. The goal of this section is to show
that, under certain additional assumptions, it is also sufficient. The main result
is the following theorem (similar in spirit to the result in [5]), which is a version
of the stochastic maximum principle:
Theorem 3. Suppose the control process {u¯t}t≥0 is admissible, and denote
the associated forward process {X¯t}t≥0. Suppose that the corresponding infinite
horizon adjoint BSDE (8) has solution (Y¯ , Z¯). Suppose further that, for any
admissible control process {ut}t≥0,
lim sup
T→∞
1
T
E
[
Y¯T (X
u
T − X¯T )
]
= 0. (9)
Moreover, assume that the Hamiltonian H as defined in (5) is convex in x, u,
differentiable with respect to x, u, and
H(t, X¯t, u¯t, Y¯ (t), Z¯(t)) = min
u∈U
H(t, X¯t, u, Y¯ (t), Z¯(t)). (10)
Then the control {u¯t}t≥0 is optimal.
Remark 4. All conditions of this theorem are intuitive apart from (9). How-
ever, it also has an economic interpretation. It tells us that if the the optimal
marginal value of a change in X is positive for some large time T , then XuT−X¯T ,
the difference in the state between an arbitrary controlled process and the optimal
one, is on average sublinear in time.
Proof: In order to prove optimality of u¯, we need to show that, for all admissible
controls {ut}t≥0,
J(x0, u¯)− J(x0, u) ≤ 0.
Since lim sup is sub additive, we have, for any functions g, f : R+ → R,
lim sup
T→∞
g(T )− lim sup
T→∞
f(T ) ≤ lim sup
T→∞
(g − f)(T ),
and therefore it is enough to show that
lim sup
T→∞
1
T
E
[ ∫ T
0
(
L(t, X¯t, u¯t)− L(t,Xut , ut)
)
dt
]
≤ 0. (11)
By definition of the Hamiltonian, we can write
L(t, X¯t, u¯t)− L(t,Xut , ut) = H(t, X¯t, u¯t, Y¯ (t), Z¯(t)) −H(t,Xut , ut, Y¯ (t), Z¯(t))
+ Tr
(
(σ′(t,Xut , ut)− σ′(t, X¯t, u¯t))Z¯(t)
)
+
(
b′(t,Xut , ut)− b′(t, X¯t, u¯t)
)
Y¯ (t)
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By convexity of H(t, ·, ·, y, z) for all (t, y, z) ∈ R+ × R× Rn, we have
H(t, x˜, u˜, y, z)−H(t, x, u, y, z)
≤ ∇xH(t, x˜, u˜, y, z)′(x˜− x) +∇uH(t, x˜, u˜, y, z)′(u˜− u)
(12)
Given (10), we know that
∇uH(t, x˜, u˜, y, z)′(u˜ − u) ≤ 0,
and thus (12) becomes
H(t, x˜, u˜, y, z)−H(t, x, u, y, z) ≤ −∇xH(t, x˜, u˜, y, z)′(x− x˜).
We recall that the dynamics of {Y¯t}t≥0 are given by
dY¯t = −∇xH(t, X¯t, u¯, Y¯t, Z¯t)dt+ Z¯tdWt.
Therefore, applying Itoˆ’s formula to Y¯T (X
u
T − X¯T ) (note that X¯0 = Xu0 ) and
substituting the result into (9), we arrive at
lim sup
T→∞
1
T
E
[ ∫ T
0
(
L(t, X¯t, u¯t)− L(t,Xut , ut)
)
dt
]
≤ lim sup
T→∞
1
T
E
[
Y¯T (XT − X¯T )
]
,
concluding the proof.
3.3 Illustration in one dimension
So far we have seen the close relationship between optimality of a control u and
the existence of solutions to the adjoint BSDE (8). We now wish to ask, for
a given control, can we see that this BSDE admits a solution? Given we are
working over infinite horizons, this is a somewhat delicate question.
In this subsection we consider the simplest case, where the process {Xut }t≥0
is one-dimensional, in order to motivate the subsequent discussion. In order to
separate Y in the driver, we write
f(s, x, u, z) := Hx(s, x, u, y, z)− bx(s, x, u)y.
The first thing we notice is that the adjoint BSDE
Y (t) = Y (T ) +
∫ T
t
[f(s,Xus , us, Z(s))− bx(s,Xus , us)Y (s)]ds −
∫ T
t
Z(s)dWs
(13)
looks very similar to a ‘discounted’ one, where the role of the discount factor
is played by the coefficient bx(s,X
u
s , us). It is known in the theory of infinite
horizon discounted BSDEs that, in order to guarantee the existence of a solution
to (13), it is reasonable to assume (see, e.g. [13]) that there exists a constant
k > 0, such that
bx(s, x, u) < −k
for all s ≥ 0, x ∈ Rn and u ∈ U . The reason is the following: if we allow the
‘discount’ to be positive, then there is no hope for a solution in general. To
illustrate why, consider the following equation:
dYt = −rYtdt+ ZtdWt.
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We immediately see that
Y0 = E
[
erTYT
]
, for all T ≥ t.
Therefore, if YT does not vanish, there is no bounded solution, since e
rT explodes
as T → ∞. The case where bx is nonpositive is still an open question (it
is conjectured that the solution exists if the discount is negative on a set of
positive ergodic measure). The following lemma is trivial, but we state it since
its generalisation will play an important role in the sequel.
Lemma 2. Let g : R→ R be of class C1 and let k > 0 be a constant. Then the
following conditions are equivalent:
(i) g′(x) ≤ −k for all x ∈ R.
(ii) (g(x)− g(y))(x− y) ≤ −k(x− y)2.
Proof: (i)→(ii): By the mean value theorem, we have, for some x¯ ∈ (x, y),
(g(x)− g(y))(x − y) = g′(x¯)(x− y)2 ≤ −k(x− y)2.
(ii)→(i): Dividing both sides by (x− y)2, we obtain
g(x)− g(y)
x− y ≤ −k.
Setting x = y + h, and passing to the limit, the result follows.
We notice that the condition (ii) is nothing else but the strong dissipativity
(in the sense of Definition 1) of the drift of the process {Xu}t≥0 for all controls u.
In the sequel we will establish (see Theorem 7) that the latter implies ergodicity.
Therefore Lemma 2 shows the equivalence between the condition required for
the existence of a solution to the adjoint BSDE in infinite horizon, and the
one ensuring ergodicity of the forward process under all possible controls. This
conclusion is relatively intuitive: given enough assumptions so that we can solve
an optimal ergodic control problem, we should know that the controlled process
is ergodic! What is surprising is that the converse is also true – given the
dissipativity of the controlled dynamics, one can hope for classical solutions to
the infinite horizon adjoint BSDE.
The question becomes: what happens in the multidimensional setting? Is
it possible to generalise this connection? The rest of the paper shows that the
answer is yes.
3.4 General case
In the general multiple dimensional case, the notion of ‘discounting’ becomes
nontrivial. Therefore in order to ensure existence and uniqueness of a bounded
solution to the multidimensional infinite horizon adjoint BSDE (15), we impose
the following conditions (inspired by [13]) on the gradient of the drift of Xu:
Assumption 4. • Functions b(t, ·, u), σ(t, ·, u) and L(t, ·, u) are twice con-
tinuously differentiable.
8
• There exists a constant k > 0, such that
〈∇xb(t, x, u)y, y〉 ≤ −k‖y‖2 (14)
holds for all t ≥ 0, x, y ∈ Rn and all u ∈ U .
• The driver ∇xH(t, x, u, y, z) is uniformly Lipschitz in z.
• The driver ‖∇xH(t, x, u, 0, 0)‖ is uniformly bounded by a constant C ∈ R.
In other words, ‖∇xL(t, x, u)‖ ≤ C for all (t, x, u) ∈ R+ × Rn × U .
We are now ready to prove the existence and uniqueness of a bounded solution
to the infinite horizon adjoint BSDE
Y (t) = Y (T ) +
∫ T
t
∇xH(s,Xus , us, Y (s), Z(s))ds−
∫ T
t
Z(s)dWs. (15)
Theorem 4. Suppose Assumption 4 is satisfied. Then for any u there exists an
adapted solution (Y, Z), with Y ca`dla`g and Z ∈ L2(W ) to the infinite horizon
equation (15) for all 0 ≤ t ≤ T < ∞, satisfying ‖Y (t)‖ ≤ C′ for some C′ ∈ R,
and this solution is unique among bounded adapted solutions.
Furthermore, if (Y T , ZT ) denotes the (unique) adapted square integrable so-
lution to
Y T (t) =
∫ T
t
∇xH(t,Xus , us, Y T (s), ZT (s))ds −
∫ T
t
ZT (s)dWs, (16)
then limT→∞ Y
T (t) = Y (t) a.s., uniformly on compact sets in t.
Proof: We start by proving that if a bounded solution exists, it is unique.
Suppose we have two bounded solutions (Y, Z) and (Y ′, Z ′) to (15). We denote
δY := Y − Y ′, δZ := Z − Z ′. Applying Itoˆ’s lemma to ‖δY ‖2, we obtain
d‖δY (t)‖2 = 2〈δY (t), d(δY (t))〉+ ‖δZ(t)‖2dt.
We recall that the Hamiltonian is given by
H(t, x, u, y, z) := b′(t, x, u)y +Tr(σ′(t, x, u)z) + L(t, x, u).
We define an auxiliary function
f(s, x, u, z) := ∇xH(s, x, u, y, z)−∇xb(s, x, u)y
= ∇xL(s, x, u) + Tr
(∇xσ(s, x, u)z)
to represent the “undiscounted” part of the driver term in (15). We emphasise
that f does not depend on y. Then, by Girsanov’s theorem, one can show that
there exists a probability measure Q ∼ P such that the process
Mt :=
∫ T
t
〈δY (s), δZ(s)〉dWs
+
∫ T
t
〈δY (s), (f(s,Xus , us, Z(s))− f(s,Xus , us, Z ′(s)))〉ds
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is a Q-martingale. Thus, for all 0 ≤ s ≤ t ≤ T , we see that
EQs ‖δY (t)‖2 = ‖δY (s)‖2 + EQs
∫ t
s
‖δZ(l)‖2dl
− 2EQs
∫ t
s
〈∇xb(l, Xul , ul)δY (l), δY (l)〉dl
where EQs denotes the conditional expectation under Q given Fs. Using As-
sumption 4, we know that
−2〈∇xb(l, Xul , ul)δY (l), δY (l)〉 ≥ 2kδ‖Y (l)‖2,
and hence we immediately see that
d
dt
EQs ‖δY (t)‖2 ≥ 2kEQs ‖δY (t)‖2,
leading to
EQs ‖δY (t)‖2 ≥ ‖δY (s)‖2e2k(t−s),
and hence
‖δY (s)‖2 ≤ EQs ‖δY (t)‖2e−2k(t−s) ≤ 2C′e−2k(t−s), (17)
where C¯ is the bound on ‖Y ‖. The right hand side in (17) is independent of T
and collapses as t → ∞. Hence |δYs| = 0, from which we see Ys = Y ′s a.s. for
every s, and hence Y = Y ′ up to indistinguishability as Y and Y ′ are ca`dla`g.
We now show that a bounded solution exists. We first notice that there
indeed exists a unique solution to the T -horizon BSDE (16) (see, for example,
[13]). In order to prove that Y T is bounded, we proceed similarly to above.
Applying Itoˆ’s lemma to ‖Y T ‖2, we obtain
d‖Y T (t)‖2 = 2〈Y T (t), dY T (t)〉 + ‖ZT (t)‖2dt.
As before, we know that there exists a probability measure Q ∼ P such that the
process
Mt :=
∫ T
t
〈Y T (s), ZT (s)〉dWs
+
∫ T
t
〈Y T (s), (f(s,Xus , us, ZT (s))− f(s,Xus , us, 0))〉ds
is a martingale. Thus, taking conditional expectations under Q, for all 0 ≤ s ≤
t ≤ T , we see that
d
dt
EQs ‖Y Tt ‖2 ≥ −2E〈KY
T ,0
t , Y
T
t 〉+ 2kEQs ‖δYt‖2
≥ −2EC‖Y Tt ‖+ 2kEQs ‖δYt‖2
as a simple application of Cauchy–Schwarz, where C is the uniform bound on
‖f(s,Xus , us, 0)‖ = ‖∇xL(t,Xut , ut)‖ from Assumption 4. It is clear that, for
any ǫ > 0, there exists a constant Cǫ > 0 such that Cx ≤ ǫx2+Cǫ for all x ≥ 0.
Using this fact, we arrive at
d
dt
[
EQs ‖Y Tt ‖2 −
Cǫ
k − ǫ
]
≥ 2(k − ǫ)
[
EQs ‖Y Tt ‖2 −
Cǫ
k − ǫ
]
.
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By Gro¨nwall’s lemma we see that
EQs ‖Y Tt ‖2 −
Cǫ
k − ǫ ≥ e
2(k−ǫ)(t−s)
[
‖Y Ts ‖2 −
Cǫ
k − ǫ
]
.
Choosing ǫ < k, and taking t = T , we conclude that
‖Y Ts ‖2 ≤ −e−2(k−ǫ)(T−s)
Cǫ
k − ǫ +
Cǫ
k − ǫ ≤
Cǫ
k − ǫ ,
and thus Y T is uniformly bounded. Denoting δY := Y T −Y T ′ , δZ := ZT −ZT ′ ,
we proceed exactly as we did to prove uniqueness, to arrive at
‖δYs‖2 ≤ EQs ‖δYt‖2e−2k(t−s) ≤
2Cǫ
k − ǫe
−2k(t−s), (18)
where Q ∼ P is the probability measure such that the process
Mt :=
∫ T
t
〈δY (s), δZs〉dWs
+
∫ T
t
〈δY (s), (f(s,Xus , us, ZT (s))− f(s,Xus , us, ZT
′
(s)))〉ds
is a martingale for 0 ≤ t ≤ T ≤ T ′. From (18) we see that Y Tt is a Cauchy
sequence in T . Therefore the limit exists, and we denote it Yt. The uniform
bound also holds for Yt, and convergence uniformly on compacts is clear from
(†). In order to see that ZT is Cauchy as well, we apply Itoˆ’s formula to ‖δY ‖2,
and take expectations under Q. Then
EQ
∫ t
0
‖δZ(s)‖2ds ≤ −2kEQ
∫ t
0
‖δY (s)‖2 + E‖δY (t)‖2 − ‖δY (0)‖2,
and, given (18), the claim follows. Therefore, the limit as T →∞ exists for the
sequence {ZTt }. Taking Z as its limit we obtain our desired solution (Y, Z).
Having proven the existence of a unique solution to the adjoint BSDE on an
infinite horizon, we aim to establish a relation to ergodicity of {Xut }t≥0 under
all controls u. We begin with the following lemma:
Lemma 3. Suppose for all (t, u) ∈ R+ × U , the function b(t, ·, u) ∈ C1. Then
the following conditions are equivalent:
(i) The function b(t, ·, u) is strongly dissipative, that is
〈b(t, x, u)− b(t, y, u), x− y〉 ≤ −k‖x− y‖2
holds for all t ≥ 0, x, y ∈ Rn and for all u ∈ U .
(ii) The gradient matrix ∇xb(t, ·, u) is negative definite, that is
〈∇xb(t, x, u)y, y〉 ≤ −k‖y‖2
holds for all t ≥ 0, x, y ∈ Rn and for all u ∈ U .
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Proof: (i) → (ii): Given any α ∈ [0, 1], let x(t) := αx + (1 − α)y. Define the
function g : [0, 1]→ R by
g(α) = 〈b(t, x(α), u) − b(t, y, u), x− y〉 − k(1− α)‖x− y‖2,
where k is the same as in Assumption 4. We notice that g(0) = −k‖x − y‖2,
and g(1) = 〈b(t, x, u)− b(t, y, u), x− y〉. We see also that
g′(α) = 〈∇xb(t, x(α), u)(x − y), x− y〉+ k‖x− y‖2,
and therefore g′(α) ≤ 0 for all t ∈ [0, 1]. Therefore g(1) ≤ g(0), finishing the
proof.
(ii) → (i): By assumption, we know that, for all y ∈ Rn and for all ǫ > 0,
〈b(x+ ǫy)− b(y), ǫy〉 ≤ −kǫ2‖y‖2.
Dividing both sides by ǫ2, and taking the limit, we arrive at〈
lim
ǫ→0
b(x+ ǫy)− b(y)
ǫ
, y
〉
≤ −k‖y‖2,
and the result follows, given that the function b is continuously differentiable.
We have thus proven that the conditions proposed for the adjoint BSDE to
admit a solution are equivalent to strong dissipativity of the forward process.
In the next section we will show that this in turn implies ergodicity, in the sense
that the laws of two solutions to the equation (1) with different initial values
get exponentially close in time. This will allow us to establish the connection
to the representation via ergodic BSDEs.
Remark 5. One could wish to establish connection between the solvability of the
adjoint BSDE in infinite horizon and weak dissipativity of the forward process.
The reason being that it is the largest class for which we can expect to generally
prove ergodicity. However, even in one dimension, the condition
〈∇xb(t, x, u)y, y〉 ≤ −k‖y‖2
cannot be relaxed without losing the existence of solutions to the adjoint equation
on infinite horizons. By Lemma 3 we then know that b is strongly dissipative.
4 Structural properties of the forward process
The main goal of this section is to show that, if Assumptions 1 and 4 are satisfied,
then, for each {ut}t≥0, the process Xu is strong Feller and irreducible. We then
proceed to prove that the laws of two processes satisfying (1) and started at
different points get exponentially close as t→∞.
Remark 6. In the sequel we omit u from the dynamics of X for notational
simplicity.
We start with an auxiliary lemma that will be crucial in showing the exponential
convergence of laws.
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Lemma 4. Let {Xxt }t≥0 be a solution to (1) with Xx0 = x. Suppose also that
Assumption 4 is satisfied. Then there exist constants c ≥ 0 and µ > 0 such that
E‖Xxt ‖2 ≤ ‖x‖2e−µt + c
for all t ≥ 0.
Proof: Applying Itoˆ’s formula to ‖Xxt ‖2 and taking expectations, we obtain
E‖Xxt ‖2 = ‖x‖2 + E
∫ t
0
G(s)ds,
where
G(s) = 2〈b(s,Xxs ), Xxs 〉+ ‖σ(s,Xxs )‖2
≤ −2k‖Xxs ‖2 + 〈b(s, 0)Xxs 〉+ ‖σ(s,Xxs )‖2.
Taking into account Assumption 2 and applying Cauchy–Schwarz, we see that
for any ǫ > 0, there exists Cǫ, such that
G(s) ≤ −2(k − ǫ)‖Xxs ‖2 + Cǫ,
for 0 ≤ s ≤ t. Then
d
dt
E‖Xxt ‖2 ≤ −(k − ǫ)E‖Xxt ‖2 + Cǫ, t ≥ 0.
We can pick any ǫ < k, and apply Gro¨nwall’s lemma to arrive at
E‖Xxt ‖2 ≤ ‖x‖2e−(k−ǫ)t +
Cǫ
k − ǫ ,
concluding the proof.
4.1 Strong Feller Property
We begin by defining a number of objects we will be repeatedly using in the
sequel.
Definition 3. Here and for the rest of the paper, we use the standard notation
Ptψ(x) := E
[
ψ(Xxt )
]
for the transition operator (or the semigroup associated with the process {Xxt }t≥0),
and ‖ψ‖0 = supu∈Rn ‖ψ(u)‖. We also write
Pt(x,A) = Pt[1A](x), A ∈ Rn
for the law of the process {Xxt }t≥0.
We first state the main result of this section, the proof of which will require two
auxiliary lemmas:
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Theorem 5. Suppose Assumptions 1 and 4 hold. Then for all ψ ∈ Bb(Rn) and
t > 0,
|Ptψ(x) − Ptψ(y)| ≤ Ct‖x− y‖‖ψ(u)‖0 (19)
holds for some constant Ct.
Lemma 5. Let c > 0 and t > 0 be fixed. Then the following conditions are
equivalent:
1. For all ψ ∈ C2b (Rn) and for all x, y ∈ Rn we have
|Ptψ(x)− Ptψ(y)| ≤ c‖x− y‖‖ψ(u)‖0.
2. For all ψ ∈ Bb(Rn) and for all x, y ∈ Rn we have
|Ptψ(x)− Ptψ(y)| ≤ c‖x− y‖‖ψ(u)‖0.
3. For all x, y ∈ Rn
|Pt(x, ·)− Pt(y, ·)|TV ≤ c‖x− y‖.
Proof: See Lemma 9.36 in [11].
In addition to the stochastic differential equation (1), we now introduce a cor-
responding velocity process (a directional derivative with respect to the initial
value) t→ V h(t), t ≥ 0, defined by
V h(t) := 〈DxXxt , h〉
for h ∈ Rn and t ≥ 0. We notice that this is nothing but a directional derivative
of the stochastic flow x 7→ Xx defined by the SDE (1). We note that under our
regularity assumptions on the coefficients b and σ this is a meaningful object
(see Theorem 9.6 in [11] for details). We now prove a crucial estimate on the
norm of V h(t).
Lemma 6. Suppose Assumption 4 holds. Then, for all t ≥ 0, there exists a
constant ct, such that
E‖V h(t)‖2 ≤ ct‖h‖2,
for all h ∈ Rn.
Proof: By definition, the process Xx satisfies the integral version of (1), that
is
Xxt = x+
∫ t
0
b(s,Xxs )ds+
∫ t
0
σ(s,Xxs )dWs.
taking directional derivatives of both sides, we obtain
〈DxXxt , h〉 = h+
∫ t
0
∇xb(s,Xxs )〈DxXxs , h〉ds+
∫ t
0
∇xσ(s,Xxs )〈DxXxs , h〉dWs,
which can be immediately rewritten as
V h(t) = h+
∫ t
0
∇xb(s,Xxs )V h(s)ds+
∫ t
0
∇xσ(s,Xxs )V h(s)dWs.
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Due to the Assumption 1, we see that ‖∇xσ(s,Xxs )h‖2 ≤ ω‖h‖2, where ω is
the Lipschitz constant for σ(t, ·). Applying Itoˆ’s lemma to ‖V h(t)‖2, taking
expectations and using Assumption 4, we arrive at
E‖V h(t)‖2 ≤ ‖h‖2 + (ω − k)
∫ t
0
E‖V h(s)‖2ds,
and the conclusion follows by Gro¨nwall’s lemma with ct = e
(ω−k)t.
In order to proceed, we need a version of the Bismut–Elworthy formula:
Lemma 7. In the notation above, the following holds:
E
[
ψ(Xxt )
∫ t
0
σ−1(s,Xxs )V
h(s)dWs
]
= t〈h,DxPtψ(x)〉, (20)
where ψ ∈ C2b (Rn).
Proof: See, for example, [14].
Proof: (Theorem 5). Using formula (20), we deduce
‖〈h,DxPtψ(x)〉‖2 ≤ 1
t2
‖ψ(u)‖20E
[ ∫ t
0
‖σ−1(s,Xxs )V h(s)‖2ds
]
,
and, using Lemma 6, we obtain the following estimate:
‖〈h,DxPtψ(x)〉‖2 ≤ σ
−2
t2
‖ψ(u)‖20‖h‖2
∫ t
0
csds,
and therefore
‖DxPtψ(x)‖ ≤ Ct := σ
−1
t
‖ψ(u)‖0
(∫ t
0
csds
)1/2
,
and thus
|Ptψ(x) − Ptψ(y)| ≤ Ct‖x− y‖‖ψ(u)‖0
holds for any x, y ∈ Rn, t ≥ 0 and ψ ∈ C2b (Rn). The conclusion follows imme-
diately by Lemma 5.
Remark 7. It is straightforward to see that all the estimates established above
would still hold if we replaced Ptψ(x) with P (τ, t)[f ](x) = Eψ(X
x,τ
t ), where X
x,τ
is the solution to
dXx,τt = b(t,X
x,τ
t )dt+ σ(t,X
x,τ
t )dWt, Xτ = x. (21)
In this case all time dependent constants Ct will become Ct−τ .
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4.2 Irreducibility
The goal of this section is to prove the irreducibility of the forward process, i.e.
that it at any time it can be in any open ball with positive probability. The
main result is as follows:
Theorem 6. Let {Xxt }t≥0 be the solution to (1), and let Br(x) denote an open
ball of radius r around x ∈ Rn. Then
P(Xxt ∈ Br(z)) > 0
for any t > 0, z ∈ Rn, r > 0.
Proof: We first notice that irreducibility for Xx is equivalent to irreducibility
of the (strong) solution to
dYt = (b(t, Yt) + φ(t))dt + σ(t, Yt)dWt, Y0 = x,
where φ(·, ·) is a bounded function. In order to see this, we recall that σ−1(t, x) is
bounded away from zero, and therefore, for any T > 0, we can find a probability
measure QT ∼ P, such that under QT , the process dWQt = dWt+φ(t)dt defines
a Brownian motion for all t ∈ [0, T ]. Since these measures are equivalent, so are
the laws of Xx and Y on [0, T ]. For details see Lemma 7.3.2 in [12]. The rest of
the proof is inspired by Lemma 7.3.3 in [12]. We fix t > 0, x, z ∈ Rn, r > 0. We
will now construct a bounded function φ, such that the corresponding solution
satisfies
P(‖Yt − z‖ < r) > 0.
By the reasoning above this is enough to prove the claim. Let t1 ∈ [0, t) be a
moment of time to be chosen later. We then define φ in the following way:
φ(s) :=
{
0, s ∈ [0, t1),
ξ(s, Yt1), s ∈ [t1, t],
where
ξ(s, u) =
{
y−b(s,0)−u
t−t1
, ‖u‖ < R,
0, otherwise,
where y,R > 0 are constants to be chosen later. We start by picking any y such
that ‖y − a‖ < r/3. Then, if ‖Yt1‖ < R, we have
Yt = y +
∫ t
t1
[b(s, Ys)− b(s, 0)]ds+
∫ t
t1
σ(s, Ys)dWs =: y + I,
and thus
P
(
‖Yt−z‖ < r
)
≥ P
(
‖Yt1‖ < R, ‖I‖ ≤ 2r/3
)
≥ P
(
‖Yt1‖ < R
)
−P
(
‖I‖ > 2r/3
)
,
and it remains to pick t1 such that
P(‖I‖ > 2r/3) ≤ 1/4,
and R > 0 such that
P(‖Yt1‖ < R) ≥ 3/4.
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We notice that the estimate in Lemma 4 is true for the process Y as well.
Therefore, taking into account that the function b(s, ·) is Lipschitz, and applying
Markov’s inequality, we have
P(‖I‖ > 2r/3) ≤ 3
2r
E
[‖I‖] ≤ 3
(
(t− t1)K
[‖x‖+ c]+√t− t1σ¯
)
2r
,
and hence the choice of t1 is always possible. The choice of R is a direct
application of Lemma 4.
4.3 Main result
We are now ready to prove the exponential convergence of laws for two solutions
of the SDE (1) with different initial values. This result makes it possible to talk
about Ergodic BSDEs in the present framework, and gives us hope to relate two
existing approaches to Ergodic Optimal Control.
Theorem 7. Suppose Assumptions 1 and 4 hold. Then there exist constants
C > 0 and ρ > 0 such that, for any bounded continuous function ψ : Rn → R,
|P (τ, t)[ψ](x) − P (τ, t)[ψ](y)| ≤ C(1 + ||x||2 + ||y||2)e−ρ(t−τ)‖ψ(u)‖0, (22)
where P (τ, t)[f ](x) is defined as in Remark 7.
Proof: We will not provide a detailed proof, since most of it is would closely
follow, e.g. [2], but we will outline a strategy. The main idea is to construct a
discrete time Markov chain (X¯kT˜ , Y¯kT˜ ) with a time step T˜ on the space R
2n,
whose transition operator is determined by the law of the processes {Xxt }t≥0
and {Xyt }t≥0. We then prove the necessary convergence of laws for this chain.
• (Step 1): The first step is almost identical to the corresponding one in
the proof of Theorem 5 in [2], except for a new proof of Lemma 4. We start
by showing that we can choose a time step T˜ > 0 and a radius R > 0, such
that, if we observe two independent solution processes Xx and Xy only
at times {nT˜}n∈N, there is an exponential bound on the waiting time for
both Xy
nT˜
and Xx
nT˜
to enter BR(0). The independence here is understood
in the the sense that we take two independent copies (W˜ and W¯ ) of the
Brownian motion W . We set
X¯kT˜ = X
x
kT˜
, Y¯kT˜ = X
y
kT˜
,
for k ≤ τ := inf{n : Xx
nT˜
∈ BR(0), XynT˜ ∈ BR(0)}.
• (Step 2): We will explain this part in a little more detail, since the
method here is different from that in [2]. Once Xx
kT˜
and Xy
kT˜
are in
BR(0) for some k ≥ 0, we lift the independence assumption and construct
two solutions XX
x
kT˜
,kT˜ and XX
x
kT˜
,kT˜ to (21) on [kT˜ , (k+1)T˜ ] with initial
conditionsXx
kT˜
and Xy
kT˜
respectively. By irreducibility of solutions to (21)
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and compactness of BR(0), for any fixed ǫ > 0, there exists a constant
δǫ > 0 such that
P
(
X
Xx
kT˜
,kT˜
(k+0.5)T˜
∈ Bǫ(0), X
Xy
kT˜
,kT˜
(k+0.5)T˜
∈ Bǫ(0)
)
> δǫ.
We proceed as follows: we know (see Theorem 5.2 in [8]) that there exists
a coupling (Z,Z ′) such that
P(Z 6= Z ′) =
∥∥P(k+1)T˜ (Xx(k+0.5)T˜ , ·)− P(k+1)T˜ (Xy(k+0.5)T˜ , ·)∥∥TV ,
where P(k+1)T˜ (x, ·) is the law of the solution to (21) with X(k+0.5)T˜ =
x, and Z,Z ′ are independent conditioned on the event {Z 6= Z ′}. By
Theorem 5 and Lemma 5, there exists ǫ > 0 such that, for x, y ∈ Bǫ(0),
∥∥P(k+1)T˜ (Xx(k+0.5)T˜ , ·)− P(k+1)T˜ (Xy(k+0.5)T˜ , ·)∥∥TV ≤ 12 ,
and therefore
P(Z 6= Z ′) ≥ 1
2
.
Now we set
X¯(k+1)T˜ =
{
Z, (Xx
(k+0.5)T˜
, Xy
(k+0.5)T˜
) ∈ Bǫ(0)×Bǫ(0),
Xx
(k+1)T˜
, otherwise.
Define Y¯(k+1)T˜ similarly. We then infer that, for the constructed solutions,
P(X¯(k+1)T˜ = Y¯(k+1)T˜ ) ≥
δǫ
2
,
which is a bound from below uniformly in k.
• (Step 3): We then iterate these arguments to show that the probability
that the two processes we are constructing have not met decays exponen-
tially in time.
5 Connection to Ergodic BSDEs
In this section we explore an alternative way of looking at optimal ergodic
control problems. Recall that we aim to minimise
J(x0, u) = lim supT→∞T
−1E
[ ∫ T
0
L(t,Xut , ut)dt
]
, (23)
over the space U of controls, where L is uniformly bounded by some constant
C > 0. If we assume that we can attack this problem though the adjoint BSDE
approach, by Lemma 3 the process Xut is ergodic under all control processes
{ut}. In order to ensure the existence of an ergodic measure, we impose the
following conditions:
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Assumption 5. There exists a positive period T ∗, such that
(i) For all admissible control processes {ut}t≥0, ut+T∗ = ut.
(ii) The coefficients b and σ in the dynamics of X are T ∗-periodic.
(iii) The cost function L is T ∗-periodic.
We know (see, e.g. [7]), that there exists a unique invariant measure µ for
the semigroup associated with the process Xu, such that there exists ergodic
average λu, satisfying
λ¯u = lim sup
T→∞
E
∫ T
0
L(t,Xut , ut)dt =
∫
[0,T∗]×Rn
L(t, x)µ(dt, dx).
As a special case of a much more general result (see, e.g. Theorem 10 in [2])
one could also prove the following:
Theorem 8. For any fixed control process {ut}t≥0, there exists a solution triple
(Y u, Zu, λu) to the equation
Y ut = Y
u
T +
∫ T
t
[L(s,Xut , us)− λu]du−
∫ T
t
Zus dWs. (24)
There also exists a deterministic function vu(t, x), such that Y ut = v
u(t,Xut ),
vu is locally Lipschitz in space and globally in time, and
‖vu(t, x)‖ ≤ C′(1 + ‖x‖2)
for some constant C′ > 0.
Remark 8. Note that in the present context, the driver function L is time
dependent. This fact poses no problem to the construction of a solution via
vanishing discount approach, since the existence of a solution to the discounted
infinite horizon BSDE can be established in the most general case (see, e.g.
Theorem 8 in [2]). One could also still show, that if there is another Markovian
solution (v˜u, Z˜u, λ˜u), such that v˜u is of polynomial growth in x, then λu = λ˜u.
We now demonstrate that for a fixed control process u, λu is the corresponding
ergodic average. In other words,
λu = λ¯u.
In order to see this, denote (Y u,T , Zu,T ) to be a unique solution to the T -horizon
BSDE
Y u,Tt =
∫ T
t
L(s,Xut , us)du−
∫ T
t
Zu,Ts dWs.
It is clear that
Y u,T0 = E
∫ T
0
L(t,Xut , ut)dt.
Comparing the dynamics of Y u and Y u,T and taking expectations, we immedi-
ately see that
Y u,T0 − vu(0, x0) = −Evu(T,XuT ) + λT.
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By polynomial growth we know that
‖vu(0, x0)‖ ≤ C′(1 + ‖x0‖2), ‖vu(T,XuT )‖ ≤ C′(1 + ‖XuT ‖2).
Recall (see Theorem 4, [2]) that
E‖XuT ‖2 ≤ C′′(1 + ‖x0‖2)
for some constant C′′ > 0 independent of time. Therefore
J(x0, u) = lim sup
T→∞
Y u,T
T
= λu.
Then the optimal control process {u∗t} satisfies
λu
∗
= inf
u
λu.
We note that since we control both drift and volatility of the forward process,
it can not be represented as measure change, and therefore we are not able to
arrive at the optimal value by solving just one ergodic BSDE with infimum of
some Hamiltonian in the driver.
6 Conclusion
We have established a duality between the conditions implying the ergodicity
of the forward process and the conditions required for the stochastic maximum
principle approach to the problem of optimisation to make sense. The result
confirms our intuition: one would expect that in order to have any hope for
solving an ergodic control problem via probabilistic techniques, the ergodicity
of the controlled process needs to be assumed. The converse is also true, in a
sense that if the forward process is strongly dissipative under all controls, then
we can deal with the problem via the adjoint equation technique. We have
shown that this is indeed the case. One direction for future work would be
to find a different approach that would allow us to attack the case of weakly
dissipative drifts within the strong formulation.
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