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Wolfowitz has given a formula for the calculation of the actual value of the 
random coding exponent for the Binary Symmetr ic  Channel.  The  derivation 
of the formula, as carried out by h im is first presented. Then  the formula is used 
to analytically evaluate the value of the exponent. Compar ison of this actual 
value with the best known bounds  on it shows that, for the BSC at least, 
these bounds  cannot be improved. 
This paper is in two parts. Part I consists of a part of an unpublished 
manuscript by J. Wolfowitz entitled "Best exponential upper bounds 
obtainable by random coding."* This part gives the derivation of a formula 
for calculating the actual value of the random coding exponent for the 
Binary Symmetric Channel. In Part II this formula is analytically evaluated 
to give the exponent in question, and to show thereby that the best-known 
bounds on this exponent achieve the actual value. 
PART I 
1. Introduction 
Much attention has been devoted in recent years to trying to find the best 
exponential bound for the probability of error in transmission through a 
noisy channel. For those channels and parameter values for which, until 
now, optimal exponential bounds have been obtained, the successful 
procedure has always been the following: An exponential lower bound for the 
probability of error is found by the "sphere packing" method. [For illu- 
strations of this method, see, for example, Shannon (1959), Weiss (1960), 
or Wolfowitz (1964), Section 3.4. For the most recent results on the subject, 
* Research partially supported by Office of Naval Research. 
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see Shannon, Gallager, and Berlekamp 1 (1967)]. Then one finds an upper 
bound to the negative of the expression (1.1) below; there e* is the expected 
error in the "random coding" method of Shannon (1957) [see also Wotfowitz 
(1964), Section 7.3]. In the cases where success has been obtained, the lower 
and upper bounds coincide, and the common value is the desired best 
exponential bound. 
Crucial for this procedure, therefore, is to evaluate 
..o~lim [ -- n-ll°g e*] , (1.1) 
where e* is the random coding upper bound given (for the cases considered 
by us) in (2.1) below. Recent, particularly successful methods for finding 
an upper bound to the negative of (1.1) are due to Fano (1961) and Gallager 
(1965). For example, for the discrete memoryless channel (d.m.c.) and 
rates of transmission greater than some lower bound, their methods give 
the actual value of (1.1) because the upper bound they yield is the same as 
the exponential lower bound to the probability of error found by the sphere 
packing method. However, it has never been proved that the method of 
Fano (1961) or Gallager (1965) or any other known method always gives the 
actual value of (1.1). 
In the present paper we give a formula [(4.8) below] for the value of (1.1) 
for a binary symmetric hannel, and it will be readily seen that the same 
method can be applied to any d.m.c. The formula involves minimizing, 
with respect to certain parameters, an expression which can be computed by 
elementary operations and finding logarithms and square roots. The formulas 
of Fano and Gallager involve the same operations (indeed it is difficult to 
conceive of a formula which would not do this), but the minimization is 
with respect o fewer parameters (actually just one). However, our formula 
produces the actual value of (1.1) (not just a bound) and we are informed by 
experts in computation that this formula for practical channels is well within 
the capacity of existing computing machines. Since practical communication 
workers set much store by evaluating (1.1), the necessary computing effort 
would seem justified and the present formula useful. 
We wish to thank Mr. Frank L. Huband for information about the state 
of this subject. 
1 That their P,(N, M, 1) --~ 1 when R ~> C and N --~ oo is an immediate con- 
sequence of the strong converse (Wolfowitz, 1964, Theorem 3.3.1). For L ~ 1 the 
same result for Pc(N, M, L) follows easily from the proof of the strong converse. 
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2. Description of the Problem 
We consider a binary symmetric hannel (Wolfowitz, 1964, Section 3.4) 
with probability p of an error in the transmission of a letter; without loss of 
generality we take p ~< ½. Let q = 1 -- p. Let R be the rate of transmission 
in hats, i.e., the code length N (see Wolfowitz, 1964) is e nR, where n is the 
word length (number of letters in each word). Let %,  ~r 1 be positive numbers 
with % + ~1 = 1. I f  u 0 is any word (sequence of n zeros or ones) sent over 
the channel, let V(Uo) be the chance word received. Let P{A} denote the 
probability of A, P{A ] B} denote the conditional probability of A given B, 
and let E denote the expected value. 
Let (u~*, v(u~*)), i = 1,..., N, be independent, identically distributed 
(pairs of) chance variables whose common distribution is therefore determined 
by that of ul*, say, and ul* itself be a sequence of n independant identically 
distributed chance variables which take the value zero with probability % 
and the value one with probability 7r 1 . We define the function 9 of N ~- 1 
arguments q ,..., c~r+a, where the c's are themselves words of length n, as 
follows: I f  
p{v(q) = cN+l} > P{v(c,) = oN+l} 
for i = 2,..., N, then 9 = 0; otherwise 9 = 1. The random coding upper 
bound e* is given by 
e* = E~(ul*,... , UN*, v(ul*)). (2.1) 
(This is the expression (7.3.4) of Wolfowitz, 1964, and the expected value 
of the right member of (3) in Gallager, 1965.) 
3. Combinatorial Preliminaries 
I f  A is a function of n let 
¢(A) = -- lim 1 log A(n). 
Let S(m, d) be the sum of m independant, identically distributed, Bernoulli 
chance variables X 1 ..... Xm with the common distribution given by 
P{X 1 = 1}=d,  P{X~----0} = 1 - -d .  
643/2I]3-6 
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It is well known (e.g., Peterson, 1961, Appendix A) and easy to prove that, 
if l~ /d ,  
¢(P{S(n, d) ~/ nl}) = ¢(P{S(n, d) = nl}) 
= /log + (1 -- l) log (T -~-~)  : Co(d,/)(say) > O; 
if l ~ d, 
and, i l l>  1, 
¢(P{S(n, d) >/nl}) = O, 
¢(P{S(n, d) >/nl}) = or. 
(3.1) 
(3.2) 
(3.3) 
To avoid the trivial we shall always assume that d @ 0, 1. 
Let a, d, ,  and d e all be positive numbers less than one. Let Sl(na , d D and 
S~(n(1 - -a ) ,  de) be independant chance variables distributed, respectively, 
as S(na, dl) and S(n(l -- a), de). We shall now determine 
~boo(a, dl,  de, l) = ¢(P{Sl(na , dl) + Se(n(1 --  a), de) ~ nl}) (3.4) 
first under the condition that 
l > ad 1 + (1 -- a) de. (3.5) 
When the relation in braces in (3.4) holds, then either Sl(na, dl) = naz (say), 
with z > dl,  or Se(n(1 -- a), de) = n(1 --  a) z' (say), with z' > d 2 . Let us 
assume that the first of these equalities holds, the treatment in the other case 
being the same. Then 
Se(n(1 --  a), ,t2) ~ n(l --  az) 
and 
¢(P{Sl(na, dl) = naz, S2(n(1 --  a), d2) >/n( l  -- az)}) 
= a¢0(al, z) + (1 --  a) ¢(P{Se(n(1 --  a), de) ~ n(l - az)}). (3.6) 
Now tb00(a, dl ,  de, l) is the minimum of either member of (3.6) and the 
corresponding expression where the value of S~(n(1 --  a), de) is fixed. The 
second term in the right member of (3.6) is, for fixed d~, monotonically 
noninereasing in z, while, for fixed dl ,  the first term is monotonically 
increasing in z. As z increase from z ~ z* > dl ,  where z* is defined by 
( l -  a~*)/(1 - a) = G,  
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the second term remains zero while the first term increases. Since our object 
is to minimize the left member of (3.6) we conclude that 
~b00(a, d~, d2, l) = min{a~b0(dl, x) + (1 - -  a) ~bo(d 2 , y)), (3.7) 
x,y 
where x and y satisfy 
and lie in the region 
ax-k (1 - -  a)  y - -  l = 0 (3.8) 
x ~> dl, y ~> d2. (3.9) 
In this region the function of x and y in the bracket of the right member of 
(3.7) is strictly convex, by (3.1), and its minimum can be found by 
differentiation, using a Lagrange multiplier log/z of the left member of (3.8). 
We obtain that/z equals 
[ ( l  - dl) x - d~) y 
" (1---x)] = [(1 d 2 (1--y)-]" (3.10) 
It is clear from our convexity argument that (3.8) and (3.10) together have 
a unique solution x*, y* in the region where (3.9) holds, but we verify it 
again. As x increases from d a in the left member of (3.10), y increases from 
dz (if (3.10) is to hold), and the value of y is uniquely determined by that 
of x. There is then a unique pair x*, y* such that both (3.8) and (3.10) are 
satisfied, and this pair lies in the region defined in (3.9) because of (3.5). 
Hence 
Coo(a, d l ,  ~ ,  l) = a~o(dl, x*) + (1 - a) +o(d~, y*), 
when (3.5) holds. If 
then obviously 
and, if 
then 
l ~ ad 1 + (1 -- a) d2, 
(3.11) 
(3.12) 
~oo(~, a~, a~, z) - o, (3.13) 
l > 1, (3.14) 
~boo(a, da, d2, l) = oe. (3.15) 
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4. The Formula for ¢(e*) 
A sequence u 0 of m zeros and ones will be called an (m, m')-sequence if
the number  of zeros is ram'. We begin by computing the value of ~b(e*) under 
the condition that ul* -~ u 1 , an (n, a)-sequence. Without loss of generality 
we may assume that u 1 consists of na zeros followed by n(l - -  a) ones. Then  
v(ul) is an (na, 71)-sequence followed by an (n(1 - -  a), (1 - -  72))-sequence, 
where 71 and 72 are independent chance variables, and naTa (resp. n(1 - -  a) 73) 
has the same distribuation as S(na, q) (resp. S(n(1 - -  a), q)). Hence 
¢(P{7~ = g~}) = ¢(P{S(na, q) = nag1}) ~- a¢o(q, gl) (4.1) 
and 
¢(P{72 = g2}) = ¢(P{S(n(1 -- a), q) n(1 - -  a)g~}) 
= (1 - -  a) Co(q, g2). 
We shall now compute 
(4.2) 
P{P{v(u2*) ~ v(ul)} >~ q~(agl+(1-a)gPP~("(1-gP+(x-")(1-gz))171 = gl , 72 = g2}" 
(4.3) 
Rearrange v(ul) (under the condition on 71 and 72) so that it consists of 
n(ag~ + (1 - -  a)(1 --g~)) zeros followed by n((1 - -  a)g2 + a(1 - -g l ) )  ones. 
This rearrangement permutes the order in which the elements o f  u 1 
were sent; perform the same permutation on the elements of us*. Then  
%* consists of an (n[ag 1 + (1 - -  a)(1 --g2)], 31)-sequence followed by an 
(n[(1 - -  a) g2 + a(1 - -  g2)], 32)-sequence. Here 31 and 32 are independant 
chance variables, and 
n31[ag 1 + (1 - -  a)(1 - -  g~)] (resp. n3~[(1 - -  a) g2 -t- a(1 - -  gl)]) 
has the same distribution as S(n[ag~ -{-- (1- -  a)(1-- g2)], %) (resp. 
S(n[(1 - -  a) g2 + a(1 - -  ga)], *rl)). Now the quantity (4.3) is 
e{S~(n[ag 1 + (1 - -  a)(1 --g2)],  %) + Sz(n[(1 - -  a)g2 -[- a(1 - -g l ) ] ,  rrl) 
n[agl + (1 - -  a)g2]} (4.4) 
and 
6(expression in (4.4.)) 
= ¢oo([agl q- (1 - -  a)(1 - -  g2)], fro, 77"1, [agl + (1 - -  a) g~]). (4.5) 
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Hence, 
¢(E{~( .1"  ..... uN*, ~(ul*))  I u l *  = ul, 71 = g l ,  r~ = g~)) 
= max[{¢oo([ag 1 4- (i -- a)(1 --g2)], %,  7gl, [agl 4- (1 - -  a) g2]) - -  R}, 0] 
=- s(a, g l ,  g2) (say). (4.6) 
From (3.1) we have 
¢(P{ul* is an (n, a)-sequence}) = ¢o(%, a). (4.7) 
Finally we obtain the desired result 
¢(e*) = min[s(a, g l ,  g2) 4- a~b0(q, gl) 
4- (1 -- a) ¢0(q, gz) 4- ¢o(%, a)], (4.8) 
where the minimum is with respect o a, g l ,  and g~, all of which vary from 
Oto 1. 
PART II 
5. Introduction 
From the foregoing, we see that the best value of the random coding 
exponent is obtained by maximizing ¢(e*) over the probabilities % and 7 h 
used in the random coding. Denoting this best value by ¢opt(e*), we have 
¢ovt(e*) = max[¢(e*)]. (5.1) 
~'0 
The bound given by the technique of Fano and Gallager and denoted by 
E~(R) (see Gallager, 1965; or Gallager, 1968, Section 5.6) is then directly 
comparable with ¢opt(e*). Since E~(R) can be analytically calculated for a 
simple channel ike the BSC, an analytical evaluation of ¢opt(e*) would be of 
much greater value than numerical computations made with the formula. 
Hence we now solve the min-max problem implied by (4.8) and (5.1). The 
critical rate Reri, , arises very naturally from this solution and we find that, 
for the BSC at least, E~(R) is identical with ¢opt(e*) for all rates of trans- 
mission, so that no improvement of the bound is possible. 
In order to proceed with the analytical evaluation of ¢oi~t(e*) we put (4.8) 
and (5.1) in a slightly different form. Let us define l1 and l~ by 
l 1 == agl 4- (1 -- a)(1 --gz); l 2 = ag 1 4- (1 --  a)g2, (5.2) 
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and let x and y be the solutions to the pair of equations 
~lx/To(1 -- x) = Toy~T1(1 --y); llX + (1 - -  /1)y = l~, (5.3) 
and define further the function 
h(a, g~, g2, T0) -- lX¢0(T0, X) + (1 - -  li) ¢0(rq, y). (5.4) 
Now, if P = (a, g l ,g2)  is a point in I - -  [0, 1] X [0, 1] × [0, 1], define 
the following subsets of 1: 
~I(R ,  TO) = {P  e l l  l 2 ~ /IT 0 -q- (1 - -  /1) 77"1 and h ~ R}, 
~(R,  rco)={Pe I ]12~l lTo+(1- - l l )T landh~R},  (5.5) 
5Pz(R, rr0) = {Pe I ]  l s <~ lit o + (1 --  l~) Ta}. 
In view of the last four definitions, we can now write (4.8) as 
¢(e*) = min[Ffa, g~, gz, TO R)], (5.6) 
where 
F -~ a¢o(q, gl) + (1 -- a)¢o(q, g2) + Co(To, a) = f(say)  when Pe  SZ~(R, To) 
= f --}- h - -  R = F 1 (say) when P ~ ~(R ,  To) 
= f when P e 6Zz(R , To). (5.7) 
Further defining 
fl*(R, To) = min f; F~*(R, %) = min F~ • f~*(R, %) = min f, (5.8) 
PeSa 1 PeY~ ' peSP~ ' 
we can put (5.1) and (5.6) as 
¢opt(e*) = max[min(fl*,Fl*,f~*)]. (5.9) 
n 0 
Thus the evaluation of ¢opt(e*) is essentially a max-rain type of problem. 
6. Solution of the Problem 
We first proceed to find some upper bounds on fl*,Fl*, and fe*. In 
Appendix A it is shown that f has an unconstrained extreme point, P1 (say), 
which will lie in cJ~(R, %) provided R >~ h(P~)= RI(T0) (say). When 
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R ~ R1(%), we choose P~ which is the extreme point of f subject o the 
constraint h = R. It follows that 
fa*(R, %) ~ f(P~) = 0 (see Appendix A) if R ~.~ Rl(rro) , 
<~f(P~) = G2(R, 7r0) (say) if R ~ R~(rro). (6.1) 
Similarly, the unconstrained extreme point, Pa, of F , ,  lies in ~(R,  0ro) if 
R ~< h(Pa) = R2(~ro) (say). When R /> R2(rro) , we choose the extreme point 
o f f  1 subject o h = R, which is nothing but P2 • Thus, 
F~*(R, %) ~< F~(P3) = G3(R, %) (say) if R ~< Re(r @ 
< FI(P2) = f(P2) = G2( R, %) if R >/Rz(%). (6.2) 
Finally, 
f2*( R, %) ~ f(P4) = G4(R, %) (say) VR ~ [0, log 2], (6.3) 
where Pa is the extreme point of f subject to 12 = ll~r o@ (1 -  ll) rr 1 
(see Appendix B). In the argument that follows we assume that 
Rz(rro) ~< Rl(rro) Yrro~ [0, 1] merely for simplicity. Define the function 
{:(R, %) by 
f(R, %) = min[G~, G3, G~] if R ~ [0, Re(%)] 
= min[G2, G2, G4] if R ~ [Re(%) , R1(%) ]
min[0, G2, G4] = 0 if R E JR1, (%), log 2]. (6.4) 
Then, using (6.1) to (6.4) it is clear that 
¢(e*) ----- min[fl*, Fl*,f2* ] ~ ~(R, %), (6.5) 
so that 
¢opt(e*) = max[¢(e*)] ~ max[~(R, %)]. 
In Appendix C it is shown that 
and we show below that 
[¢ (e* )Lo=l /2  = ((R, ½), 
(6.6) 
(6.7) 
max[~(R, 7r0) ] = ~:(R, ½). (6.8) 
~0 
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These last three equations imply that 
¢opt(e*) = [¢(e*)]~o=1/2 = ~(R, ½). (6.9) 
We turn to the proof of (6.8). For reasons of symmetry we restrict % to 
[0, ½]. For a given R, define 
~(R)  = {% [R ~ R2(%)}, 
Re(R) = {% I R~(%) ~< R ~< Ra(%)}, (6.10) 
~a(R) = (~'o t R1(%) ~< R}. 
and 
~1 = max min(G2, G3, G4)], 
~oet~l(R) 
~2 = max [rain(G2, G4)], 
~8= max [0] =0,  
SO that we can write from (6.4) 
max ~(R, %) = max[~l, $~, ~B]. (6.11) 
,r o 
In the Appendices we have proved the following resuks: 
(i) G~(R, %), G3(R, %) and G4(R, %) are all increasing functions 
of % in [0, ½] with a maximum at % = ½. (Results A5 and B2), 
(ii) If, for a given R, ~r 0, is such that R = R2(%'), then (see A4) 
and 
(iii) 
C~(R, %') = C~(R, %3, 
Ga(R, ½) <~ G~(R, ½)tVR [0, log 2], 
G~(R, ½) ~< G~(R, ½)t e 
(see Lemmas C1 and C2) 
G4(R, ½) >~ G~(R, ½) VR ~ [R.(½), RI(½)] (Lemma C6). 
Now, first suppose that ½ a ~I(R), i.e., R E [0, R2(½) ]. Then clearly from 
(iii) above, 
~1 = G3(R, ½). (6.12) 
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The maxima for G 2 and G 4 will occur at the largest value of % in ~2(R) 
(because they are increasing according to (i) above). Because of the continuity 
of R~(%) this value must satisfy R = Rz(%'). Thus we have 
~ <~ C~(R, %') = a~(R, %') ~ a~(R, ½) = 6 
and (6.11) gives 
max ~:(R, %) = ~ = G~(R, ½) = ~(R, ½). (6.13) 
~0 
I f  ½ E 6gz(R), i.e., R ~ [Re(½) , RI(½)], then {:~ = G2(R, ½) and we must have 
~1 <. G2(R, %*), where %* is some value 5½. Hence (6.11) gives 
max ~(R, %) = se2 = Ge(R, ½) = ~(R, ½). 
¢t 0 (6.14) 
When ½ e 693(R), we get R /> Ra(½) --~ C, the capacity of the channel and 
we do not bother about this case. We have shown above that (6.8) is true 
for all R ~ C. 
7. The Results 
Using (6.9) with (6.13) and (6.14) and supplying the values of G2(R , ½), 
G3(R, ½), and Rz(½) from Eqs. (8.19), (8.22) and (8.23) in the appendices 
which follow, we can summarize the results as follows: 
Define 
and 
Then 
Tg(g) = --g log q --  (1 --  g) log(1 --  q), 
Yf(g) = --g logg - - (1  --  g) log(1 - -  g). 
(7.1) 
when 
and 
when 
¢o,,(e*) = ~(R, ½) = a3(R, ½) 
= log 2 - -  2 log(V~q + v/1 - -  q) - -  R, 
0 ~< R ~< R2(½) --= log 2 - -  ~(v~/ (~/q  + V~ --  q)), 
¢ovt(e*) = Gz(R, ½) = Tq(g) - 2/{(g), 
R2(½) ~ R ~ C ~ RI(½) -~ log 2 --  3~(q), 
(7.2) 
(7.3) 
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where, in (7.3), g is the larger root of 
R = log 2 
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the equation 
- Z ' (g ) .  (7.4) 
Comparison of these results with Eqs. (5.6.41)-(5.6.45) in Gallager (1968), 
which give the optimal value of Er(R) for the BSC, shows that the two are 
identical. All we must do is identify (1 - -  e) there with q in our results, and 
remember that, in our results, the larger root of (7.4) is to be used (see remark 
following Eq. (5.6.44) in Gallager's book). 
8. Appendices 
(A1) To find the extreme points P~, i = 1, 2, 3, 
let us set up the function 
mentioned earlier, 
= h[l~(a, g~, gz, %,  R) --  R] q-f .  (8.1) 
Setting q~l~gl, ~¢/~g2 and 9~/~a equal to zero and solving for gl ,g2, a, 
we get 
where 
(1 --. y )aq 
g~= xa(1 - -q )+(1- -y )aq '  
(1 - -  x) a q (8.2) 
gz = ya(1 --  q) + (1 --  x) aq 
(8 .3)  
a = 7rl+axag 1 q_ ~r~+ayag 2 , 
ff = ~rlx/%(1 i x) = %yfiq(1 - -y )  = (q/(1 --  q))I/x+~. (8.4) 
It is easy to see that 
(i) With A = 0 this will give us P~, 
(ii) With h = 1 we will get Pa, 
(iii) With A obtained by solving h = R we will get the extreme points 
o f f  1 o r f  subject to the constraint h = R (i.e., we will get P2). 
(A2) I f  we solve (8.2)-(8.4) together with h = R we can always obtain a 
A >/0  for R~[0 ,  RI(%) ]. To see this note that as h~o% f f -~ l  from 
above (q > 1 --  q in (8.4)). This in turn implies that x --+ % from above so 
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that h--+ 0 from above. When h----0, h (P2)= h(P~)= R~(%), so that 
h ---- R yields R = R1(%). 
(A3) P i ,  i ----- 1, 2, 3, all satisfy 
l 1 @ (1 --  l l )y = l 2 ~/17r 0 @ (1 -- ll) 7r 1 (8.5) 
because h >~ 0 implies x ~> % and y ~> 7q, and (8.5) follows. 
(A4) I f  for a given R, %' is such that R~(rro' ) ~ h(Ps) -= R, then cases 
(ii) and (iii) in (A1) above will be identical and we must have 
f(Pz) = Gz(R, %') =- f(P2) = G2(R, %'). (8.6) 
(A5) In order to maximize G2(R , %) and Ga(R , %) over % we need only 
consider 
,~(blc%r o = (1/%~-1)[A(/1(1 --  x) + (1 -- l~)y --  7q) + (% -- a)], (8.7) 
where A ~> 0. Now, since all variables lie in [0, 1], we can use (8.2) to (8.4) 
and get, for % ~< 7q, 
t(11(1 --  x) q- (1 --  11) y --  rq) ~> Kl(rr 1 --  %)(q --/,l+a(1 --  q)) = 0, (8.8) 
where K 1 >~ 0. Equality holds when % = ~h- Similarly, 
% - -  a =-  K2[~qaxa(1  - -  q )  - -  %a(1  - -  x )  a q]  
• [Tqarroa --  (~-12x + %2(1 --  x))a], (8.9) 
where K s > 0. Now, for A ~> 0, x ~> % so that the second factor in square 
brackets is >~0 (~0)  when % ~ ~rl(rr o >~ ~h)- Also, from (8.4), 
q [ =lx ]a 
t~[1 --  tq ~< 0 or 1 --  q %0- --  x) ~< O. (8.10) 
Combining (8.8) to (8.10) we can see that Ge and G8 are increasing when 
% < rq (decreasing when % > rrl) with a maximum at % ~ ½. 
(B1) To find the extreme points o f f  subject to the constraint 
19. --  (/1% + (1 --/1) ~rl) -----/(say) = 0, (8.11) 
we proceed as in A1. Setting up o~ = f + vl where u is the Lagrange multi- 
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plier, we put  the partial derivatives equal to zero and solving for g l ,  g~, and 
a we get, finally, 
v = -- log[q/(1 - -  q)], 
g~ = (1 - -  q),~-%/[q,~-.o + (1 - -  q)'*-%], 
a ~ q~'0 ~ 
(8.12) 
g2 = 1 - -  g l .  
Th is  gives us the point Pa ,  which when put into f will give us the funct ion 
a~(R, To). 
(B2) To  show that G4(R , %) is maximized over % at % = ½, note that 
~ _ q~l - -o_  (1 - -  q)-~-~o log q 
&r o [q'i-'~i + (1 - -  q)"i-'~i] 1 - -  q '  (8.13) 
so that G 4 is increasing when % < % (decreasing when % > %) with 
max imum at ½ (remember ing that q > 1 - -  q). 
Appendix C 
We now proceed to evaluate [¢(e*)]%=ll ~and prove Eq. (6.7). The  fol lowing 
simplif ications occur in (5.2) and (5.5) when % = ½ : x = y = 12, 
ll = 40(½, 12), l lg 0 + (1 - -  ll) % = ½. (8.14) 
THEOREM C1 (Kuhn-Tucker ) .  Let f (X )  and g(X) be convex kJ functions 
of X ~ (xl ,..., x~), and let them both be continuously differentiable over the set 
{X : g(X) ~ 0}. Then, f (X )  has a global minimum over this et at X ° if ~A >~ 0 
which satisfies, for X = X °, 
(~/~xi)[f(X) -}- hg(X)] = 0 Vi = 1, 2,..., n, 
Ag(X) = 0 and g(X) <~ O. (8.15) 
THEOREM C2.  
f~*(R, ½) = G2(R, ½) VR ~ [0, R~({)] 
= 0 VR e [RI(½), log 2] (8.16) 
Pro@ When % = ½, f is convex ~3 in gl  and g2 together so that the 
min imum over these is at gl  = g~ = q- The  resultant value of f is ¢0(½, a) 
which is minimized over a at a = ½, to give the value zero. Note that the 
1 point (~, q, q) satisfies the constraint 12 > ½ since l 2 = q. However,  (½, q, q) 
BEST RANDOM CODING BOUND FOR BSC 275 
lies in J~ only so long as R /> ¢0(½, q) = RI(½)" When R ~ RI(½) we find 
the extreme point of f subject to ¢0(½,/2) = R (A1). Setting ~qS/~g 1 and 
~(b/3gz equal to zero, we get gl = g2 =/2 ,  where 12 is found by solving the 
constraint, viz., 
log 2 --  Yf(12) = R. (8.17) 
We will choose the larger root of (8.17) so that it satisfies l2 /> ½. Note that 
by Theorem C1 and the fact that A ~> 0 from A2, this procedure gives us 
the solution to 
min[f]~o=a/2 subject o ¢o(~, 12) ~< R, (8.18) 
gl ,g2 
which is valid for all a. Hence we can minimize the resultant value 
¢1 Co(q, g) + , o(~, a) over a to get 
¢0(q, g) = T~(g) --  3¢~(g) = G2(R , ½), (8.t9) 
at a = ½. Thus the minimizing point is nothing but [P~]~o=l/2 . We point out 
that in (8.19), g is the larger root of (8.17). 
THEOREM C3. 
FI*(R, ½) = C,(R, ½) VR e [0, R2(~)] 
= a2(R, ~) VR e [R~(~), log 2]. (8.20) 
Proof. F1 is also convex t3 in gl and ge when % =- ½. The equations in A1 
are again valid (with % = ½) for minimizing over gl and g2, and we get 
gl = g2 = 12 = ~/q/(Vq + ~/1 --  q) = g0(say). (8.21) 
Note that go = 12 > ½- Now, (a, go, go) e ~(R ,  ½) only so long as 
R ~< log 2 -- ~(g0)  = R2(½). (8.22) 
The resultant value of F 1 is minimized over a at a = 5- as usual so that the 
minimizing point is nothing but [P3]~0=1/2 and 
G~(R, ½) -~ log 2 --  2 log(~/q + x/i- - -  q). (8.23) 
When R >/R~(½) we want the solution to 
~n[F1]~o=l/2 subject o ¢0(½,/2) /> R. (8.24) 
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Applying Theorem C6, we see that we need only solve (8.24) for the equality 
constraint. But this is the same as what was done in the second part of 
Theorem C2, since when ¢0(½,/2) -~ R, F 1 =f .  The fact that [P21%=1/~ 
gives a minimum there ensures that it will give the minimum here also. 
THEOREM C4. 
f~*(R, ½) = G4(R, ½) = --½ log[4q(1 --  q)] for 0 ~< R ~< log 2. (8.25) 
Proof. The unconstrained minimum of f at (½, q, q) from Theorem C2 
does not lie in ~(R ,  ½), since l~ = q > ½. The extreme point of [f]~o=l/~ 
subject to l 2 = ½ over gl and g2 is given by the procedure of Appendix B1 
which yields gl = g2 = l~ ~ ½. Once again Theorem C1 ensures that this 
gives us the minimum for 
min[f]~o=l/~ subject to 1~ ~< ½. (8.26) 
gl ,g2 
The final minimum over a is at a = ½ as usual and the minimizing point is 
nothing but (½, ½, ½) = [P41%=1/2 • 
Remark. In finding the extreme points so far we have always assumed 
that a, g l ,  g~ :/= 0 or 1. Consideration of these special cases does not yield 
any new minima. 
LEMMA C1. 
Ga(R , ½) <~ G2(R, ½) VR ~ [0, log 2]. (8.27) 
Proof. Define 
/"(g) = To(g ) -- 2a/Z(g). (8.28) 
Then we can write from (8.17), (8.19) and (8.23) 
G2( R, ½) -- Ga( R, ½) =/" (g )  --/"(go), (8.29) 
where g is the larger root of (8.17). Clearly/"(g) is convex u in g and setting 
3/"/Og equal to zero we see that the minimum is at go • 
LrMMA C2. 
G,(R, ½) >~ Ga(R, ½) VR ~ [0, log 2]. 
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Proof. G~(R, 1) is a linearly decreasing function of R, while G 4 is 
independant of R when % = ½. Further, 
G4(R , ½) -- G3(0 , ½) = log 1 -+- 2 %/qO- - q) 
4q(1 --  q)l/z >/0 
LEMMA C3. 
R2(½) ~< RI(½). 
Proof. ¢0(4, g) is convex U in g with a minimum at g = ½ and 
= - -  > ½ which implies ¢o(½, q) > ¢0(4, go). 
> go V~ + V1 - 
LEMMA C4. G2(R , ½) decreases with R in the interval [R2(½) , RI(½) ]. 
Pro@ Gz(R, ½) is convex k) in g with minimum at g = q and as R goes 
from R2(1) to RI(½) , g goes from go to q. 
LEMMA C5. G4(R, 4) >/ G2(R, ½), VR ~ [R2(½), RI(½) ]. 
Proof. From Lemma C2, 
C4(R, ½) = C4 >~ G~(R~(½), ½), 
and from A4, 
Ga(R2(½) , ½) = G~(R~(½), ½) >/G2(R , ½) VR e [Re(½) , RI(½)], 
where the last step follows from Lemma C4. 
THEOREM C5. 
[¢(e*)L0:l/~ = C~(R, ½) VR ~ [0, R~(½)] 
= G~(R, ½) VR ~ [R2(½), Rx(½)]. 
Proof. Using Lemma C3 we can collect the results of Theorems C2, 
C3 and C4 with (5.5) to get 
[¢(e*)]~o=1/2 = min[G2, G3, G4] VR e [0, R2(½) ] 
= min[G~, G4] VR e [R2(½), RI(½) ]. 
Application of Lemmas C1, C2 and C5 then yields the theorem. 
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THEOREM C6. Let f (X )  be a convex u f nction of X = (x 1 ,..., x,) defined 
on some closed convex set S witha global minimum at X ° ~ S. Let g(X) be a 
continuous function of X on S and for some number R define 
~(R)  = {X ~ S I g(X) ~ R). (8.30) 
I f  5e(R) is nonempty and g(X °) ~ R, the minimum of f (X )  over 5°(R) is 
attained on 
~(R) = {X e S I g(X) = R}. (8.31) 
Suppose the minimum of f (X)  over 5°(R) is attained at X 1 ¢ M(R), Proof 
i.e.~ 
f(X~) <~ f (X)  VX ~ 6a(R) and g(X~) < R. 
Then, since g(X o)>~R and g(Xa) <R,  30 ,0~<0~<1 such that if 
X 2 = OX 1 + (1 - -  O) X ° then, (by the Intermediate Value theorem) 
g(X2) =R,  i.e., X~e~(R) .  
By convexity U o f f (X )  we now have 
f(X2) <~ Of(X1) + (1 - -  O)f(X °) 
<~ Of(X~) + (1 - -  O)f(Xx) = f (X l )  , 
which proves the theorem. 
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