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ALGEBRAS OF NONCOMMUTATIVE FUNCTIONS ON SUBVARIETIES OF THE
NONCOMMUTATIVE BALL: THE BOUNDED AND COMPLETELY BOUNDED
ISOMORPHISM PROBLEM
GUY SALOMON, ORR M. SHALIT, AND ELI SHAMOVICH
ABSTRACT. Given a noncommutative (nc) variety V in the nc unit ball Bd, we consider the
algebra H∞(V) of bounded nc holomorphic functions on V. We investigate the problem
of when two algebras H∞(V) and H∞(W) are isomorphic. We prove that these algebras
are weak-∗ continuously isomorphic if and only if there is an nc biholomorphism G : W˜ →
V˜ between the similarity envelopes that is bi-Lipschitz with respect to the free pseudo-
hyperbolic metric. Moreover, such an isomorphism always has the form f 7→ f ◦ G, where
G is an nc biholomorphism. These results also shed some new light on automorphisms of
the noncommutative analytic Toeplitz algebras H∞(Bd) studied by Davidson–Pitts and by
Popescu. In particular, we find that Aut(H∞(Bd)) is a proper subgroup of Aut(B˜d).
When d < ∞ and the varieties are homogeneous, we remove the weak-∗ continuity
assumption, showing that two such algebras are boundedly isomorphic if and only if there
is a bi-Lipschitz nc biholomorphism between the similarity envelopes of the nc varieties. We
provide two proofs. In the noncommutative setting, our main tool is the noncommutative
spectral radius, about which we prove several new results. In the free commutative case,
we use a new free commutative Nullstellensatz that allows us to bootstrap techniques from
the fully commutative case.
1. INTRODUCTION
The study of holomorphic functions in one and several complex variables is an old and
well developed subject with countless applications. One fruitful venue of research is the
interplay between complex analysis and operator algebras, exemplified in the Sz. Nagy-
Foias bounded analytic functional calculus [47] and in Taylor’s functional calculus of sev-
eral commuting operators [48]. The main limitation of this approach lies in the fact that
in general operators do not commute. This led Taylor and Voiculescu to study analytic
functions of several noncommuting variables [49, 50, 53–56]. In fact, classical analytic
functions can be viewed as shadows of their noncommutative (nc, for short) counterparts,
the so-called nc holomorphic functions, under an appropriate quotient map. We will defer
the formal definition of nc holomorphic functions to the next section. For now it suffices
to view them as a generalization of polynomials in several noncommuting variables, i.e,
elements of a free associative algebra.
A natural choice for the domain of nc holomorphic functions in d noncommuting vari-
ables is the nc universeMd := unionsq∞n=1Mn(C)d, the graded set of all d-tuples of complex square
matrices. One can view the matrix levels as capturing the noncommutative nature of our
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functions, in analogy with Kaplanski’s theorem [25, Theorem 2] that states that elements
of the free associative algebra C〈z1, . . . , zd〉 are determined by their values on Md.
Not surprisingly, however, Md is in a sense too big to have a rich theory of holomorphic
functions, so just like in the classical case, analysts usually consider only certain subsets of
it. Every classical domain, such as a ball or a polydisc admits natural “quantizations”. In
particular, in this paper we will focus on the nc ballBd: the set of all d-tuples (X1, . . . Xd) ∈
Md satisfying X1X∗1 + · · ·+XdX∗d < 1.
It is worth noting that the for every n, the nth level of the nc universe admins a nat-
ural GLn-action given by S · (X1, . . . , Xd) = (S−1X1S, . . . , S−1XdS). Unfortunately, most
domains, including our nc ball, are not invariant under this action. We therefore define,
for every set Ω ⊆Md, its similarity orbit Ω˜, which is just the orbit of Ω under the levelwise
GLn-action.
The algebra of bounded nc holomorphic functions on the nc ball, H∞(Bd) turns out to
be the free semigroup algebra Ld studied by Arias and Popescu and Davidson and Pitts,
see for example [3,11,12,30,34,38]. The free semigroup algebra is the universal weak-∗
closed algebra generated by a pure row contraction. Its quotients by weak-∗ closed two
sided ideals are thus universal weak-∗ closed algebras generated by pure row contractions
satisfying prescribed algebraic relations. We would like to understand when such algebras
are isomorphic. Though isomorphism can be understood in many ways we will focus on
continuous and completely bounded isomorphisms. Such a question of course begs the
introduction of an invariant. An immediate candidate for an invariant is the vanishing
locus inside the nc ball of a weak-∗ closed two-sided ideal of H∞(Bd). We will call these
subset V ⊆ Bd nc varieties. Each variety V comes equipped with its algebra of functions
H∞(V), namely the quotient of the free semigroup algebra by the ideal of functions that
vanish on the variety.
It turns out that the information contained in our nc subvariety of the ball is not at all
sufficient to answer the (completely) bounded isomorphism question. The question forces
us to treat the geometry of V˜, the similarity envelope V. Several delicate issues imme-
diately arise. The first obstacle is the the fact that the similarity envelope is, in general,
unbounded and thus classical results on bounded domains are not readily available. Fur-
thermore, there is an algebraic complication since similarity orbits of even single points
can be quite complicated.
The “geometry” required for the classification theorem, is encoded in certain pseudo-
metrics defined on the similarity envelope. More precisely, we define two free pseudo-
hyperbolic distances δb and δcb on the similarity envelope of the closed nc ball Bd that
measure the difference between point evaluations: the first in terms of the usual operator
norm and the second in terms of the complete bounded norm.
We can now state the classification theorem for homogeneous nc varieties (i.e. nc vari-
eties that are cut out by homogeneous nc functions).
Theorem 1.1 (Theorem 7.8 and Corollary 6.3). Let V ⊆ Bd and W ⊆ Be be two homoge-
neous nc varieties. The following statements are equivalent:
(a) H∞(V) and H∞(W) are weak-∗ continuously isomorphic.
(b) H∞(V) and H∞(W) are boundedly isomorphic.
(c) H∞(V) and H∞(W) are completely boundedly isomorphic.
(d) There exists a δb-bi-Lipschitz nc biholomorphism mapping W˜ onto V˜.
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(e) There exists a δcb-bi-Lipschitz nc biholomorphism mapping W˜ onto V˜.
(f) There exists a δb-bi-Lipschitz linear map mapping W˜ onto V˜.
(g) There exists a δcb-bi-Lipschitz linear map mapping W˜ onto V˜.
In addition, any isomorphism that appears in (a)–(c) can be viewd as a precompostion with
a δcb-bi-Lipschitz nc biholomorphism between the similarity envelopes.
In the not necessarily homogeneous case, we lose the convenience of having a linear
map — meaning, we no longer have (f) and (g) — and the rest of the equivalence list
splits into two as follows: (a), (a)+(b), and (d) are equivalent, and (a)+(c) and (e) are
equivalent (see Corollary 6.3).
One may rightly ask what about classifying these algebras up to an isometric or com-
pletely isometric isomorphism. This question is somewhat easier to attack. In [43] we
showed that when it comes to homogeneous varieties such an isomorphism exists if and
only if one of the varieties is the image of the other, under an nc automorphism of the nc
ball Bmax{d,e}, and any such isomorphism is given by a precomposition with such an nc
automorphism. The group of nc automorphisms of the nc ball is the well-known group
of Mo¨bius transformations [38], so the class of isometric or completely isometric isomor-
phisms between the algebras H∞(V) and H∞(W) is somewhat poor.1
The situation in this paper is markedly different. For example, while the nc automor-
phism group of the nc ball is crystal-clear, the group of bi-Lipschitz nc automorphisms
of similarity envelope of the nc ball is far from being well understood. In fact, Theorem
1.1 together with the fact that algebraic automorphisms of Ld are automatically weak-∗
continuous [11, Theorem 4.6] imply that it can be identified with the group of algebraic
automorphisms of the algebra Ld ∼= H∞(Bd), which is mysterious in many ways (for ex-
ample, it is not clear whether there are quasi-inner automorphisms which are not inner).
Some of the main tools that are developed to obtain Theorem 1.1 are interesting in
their own right. For example, in Section 4 we prove an nc counterpart of the well-known
Schwarz Lemma of the disc.
Theorem 1.2 (Lemma 4.9 and Proposition 4.14). Let f : D→ B˜d be a holomorphic function
mapping 0 to 0, and let ρ denote the joint spectral radius of a d-tuple of matrices. Then
(a) ρ(f(z)) ≤ |z| for every z ∈ D and ρ(f ′(0)) ≤ 1; and
(b) if f ′(0) is an irreducible coisometry, then f(z) is similar to zf ′(0) for very z ∈ D.
The case where the varieties V andW contain only commuting tuples is of special inter-
est. The isomorphism problem in the radical commutative case was treated by Davidson,
Ramsey and the second author in [13] and [14]. We develop new machinery to deal with
such “commutative noncommutative” varieties even in the non-reduced case, which also
gives rise to a different proof of Theorem 1.1, this time with a commutative flavor. One
main ingredient in this machinery is a certain type of a Nullstellensatz.
Theorem 1.3 (Theorem 9.6). Let V ⊆ Bd be a homogeneous nc variety containing only
commuting d-tuples and let V = V(1) be the scalar level of V. Then there exists an integer
1In [43], we also examined the nonhomogeneous case, and we showed that these algebras are completely
isometrically isomorphic if and only if the varieties V and W are nc biholomorphic. The main result of [45]
then shows that, at least when the varieties contain a scalar point, such an nc biholomorphism is just a
restriction of an nc automorphism of the nc ball.
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N such that for every nc function f ∈ H∞(Bd) that vanishes on V , the N th power fN of f
vanishes on the whole nc variety V.
At the end of this paper we turn to another operator algebra related to an nc variety V:
the algebra A(V) of all bounded analytic functions that extend to uniformly continuous
functions on V. We prove the following analog of Theorem 1.1.
Theorem 1.4 (Theorems 10.2 and 10.3). Let V ⊆ Bd and W ⊆ Be be two homogeneous nc
varieties. The following statements are equivalent:
(a) A(V) and A(W) are boundedly isomorphic.
(b) A(V) and A(W) are completely boundedly isomorphic.
(c) There exists a δb-bi-Lipschitz nc biholomorphism mapping W˜ onto V˜.
(d) There exists a δcb-bi-Lipschitz nc biholomorphism mapping W˜ onto V˜.
(e) There exists a δb-bi-Lipschitz linear map mapping W˜ onto V˜.
(f) There exists a δcb-bi-Lipschitz linear map mapping W˜ onto V˜.
In addition, any isomorphism that appears in (a)–(b) can be viewd as a precompostion with
a δb-bi-Lipschitz or a δcb-bi-Lipschitz nc biholomorphism mapping one similarity envelope of
the variety’s clousre onto the other.
We note that in order to treat the algebras A(V) for nonhomogeneous varieties one
would have to face some nontrivial nc-function-theoretic issues, which are beyond the
scope of this paper.
Besides the introduction, this paper consists of nine sections, and we shall now describe
their content. We start with a brief digression in which we treat the purely algebraic case,
which quickly illustrates the utillity of the nc point of view. In Section 2 we prove algebraic
analogues of Theorems 1.1 and 1.4, which we believe are interesting in their own right.
In Section 3 we lay the foundations of the rest of the paper by providing the necessary
preliminaries. In Section 4 we give two alternative descriptions of B˜d and present the nc
counterpart of the well-known Schwartz lemma of the disc as presented in Theorem 1.2.
Section 5 is dedicated to two pseudo-hyperbolic distances on the similarity envelope of the
free ball, and in Section 6 we use these distances to state and prove the isomorphism theo-
rem for general nc varieties. In Section 7 we specialise to the homogeneous case, in which
we obtain the sharper results described in Theorem 1.1. Section 8 contains a detailed
study of the family of nc varieties determined by the q-commutation relations. In Section
9 the results of Section 7 are derived again, this time in the case of commutative varieties,
using commutative techniques that includes the Nullstellensatz presented in Theorem 1.3.
Then, in the las section, Section 10, we turn our attention to the norm closed (instead
of WOT-closed) algebras generated by the free polynomial functions on homogeneous nc
varieties and prove Theorem 1.4.
2. A DIGRESSION – THE PURELY ALGEBRAIC CASE
As motivation for our main investigations, we consider the purely algebraic analogues
of our problems. Let C[z] := C[z1, . . . , zd] denote the algebra of complex polynomials in d
commuting variables (here d < ∞). With every ideal I / C[z] one naturally associates the
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corresponding affine variety
Z(I) = ZCd(I) = {z ∈ Cd : p(z) = 0 for all p ∈ I}.
Together with this geometric object, there are two natural algebraic objects: the quotient
C[z]/I — which is the universal unital algebra generated by d commuting elements satis-
fying the relations in I — and the algebra of regular functions:
C[Z(I)] =
{
p
∣∣
Z(I)
: p ∈ C[z]
}
.
Consider two ideals I, J / C[z]. One may ask when are the quotients C[z]/I and C[z]/J
isomorphic, as algebras. When I and J are radical, then it follows from Hilbert’s Nullstel-
lensatz that C[z]/I ∼= C[Z(I)] and C[z]/J ∼= C[Z(J)], and it is then not hard to show that
C[z]/I and C[z]/J are isomorphic if and only if there exist polynomial maps F,G : Cd → Cd
that restrict to mutually inverse bijections between Z(J) and Z(I).
What happens if I and J are not radical ideals? The concrete and geometric object
Z(I) is no longer a complete invariant for the quotient algebra C[z]/I. Algebraic geometry
offers some elaborate but opaque “geometric” replacements for the variety. A more simple-
minded (and perhaps more satisfying) alternative is suggested to us by nc function theory.
We can consider C[z] as an algebra of nc functions on CMd (recall that CMd is the set of
all commuting d-tuples of matrices, of all sizes). Given an ideal I / C[z], let
ZCMd(I) = {X ∈ CMd : p(X) = 0 for all p ∈ I}.
Points in ZCMd(I) correspond bijectively to all finite dimensional representations of C[z]/I,
via the map pi that sends every finite dimensional representation ρ to its image on the
coordinate functions in the quotient:
pi(ρ) = (ρ(z1 + I), . . . , ρ(zd + I)).
The inverse of pi is given by
pi−1 : X 7→ ρX ,
for all X ∈ ZCMd(I), where ρX is evaluation at X:
ρX(p+ I) = p(X).
Suppose we are given a homomorphism α : C[z]/I → C[z]/J . Then α gives rise to a map
between the spaces of representations, by α∗ : ρ 7→ ρ ◦ α. Now, as
(α(z1 + I), . . . , α(zd + I)) ∈ C[z]/J × · · · × C[z]/J,
there exists F = (F1, . . . , Fd) ∈ C[z] × · · · × C[z] such that α(zi + I) = Fi + J for every i.
Then, if X ∈ ZCMd(J),
F (X) = (ρX(F1 + J), . . . , ρX(Fd + J))
= (ρX(α(z1 + I)), . . . , ρX(α(zd + I)))
= (α∗(ρX)(z1 + I), . . . , α∗(ρX)(zd + I))
= pi(α∗(ρX)).
Thus, we see that a homomorphism α : C[z]/I → C[z]/J gives rise to a polynomial map
F ∈ C[z]d mapping ZCMd(J) into ZCMd(I).
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On the other hand, suppose we are given a polynomial map that restricts to a map from
ZCMd(J) into ZCMd(I). Let
C[ZCMd(I)] =
{
p
∣∣
ZCMd (I)
: p ∈ C[z]
}
.
Then F clearly gives rise, via pre-composition, to a homomorphism from C[ZCMd(I)] to
C[ZCMd(J)].
We therefore see that a homomorphism C[z]/I → C[z]/J always gives rise to a polyno-
mial map that restricts to a map from ZCMd(J) into ZCMd(I), and such a map always gives
rise to a homomorphism C[ZCMd(I)] → C[ZCMd(J)]. To close the loop, we need a link, a
Nullstellensatz, between the quotient C[z]/I and the function algebra C[ZCMd(I)].
Given a set S ⊆ CMd, let
I(S) = IC[z](S) = {p ∈ C[z] : p(X) = 0 for all X ∈ S}.
In [43, Corollary 11.7] we obtained that I(ZCMd(J)) = J for every J / C[z]. We call this
the commutative free Nullstellensatz, and it has been known to algebraists in one form or
another (see [16]). The commutative free Nullstellensatz implies at once that C[z]/I is
isomorphic to the function algebra C[ZCMd(I)].
This shows, additionally, that homomorphisms α : C[ZCMd(I)] → C[ZCMd(J)] are neces-
sarily pre-composition with a polynomial map F mapping ZCMd(J) into ZCMd(I). Indeed,
after identifying C[z]/I ∼= C[ZCMd(I)], we saw before that the relation between α and F is
given by F (X) = pi(α∗(ρX)) for all X ∈ ZCMd(J). Applying pi−1 to this equality, we obtain
that α∗(ρX) = ρF (X), and therefore
α(p) = p ◦ F , for all p ∈ C[ZCMd(I)].
We summarize the conclusion of the above discussion, in the case of an isomorphism, as
follows.
Theorem 2.1. Let I and J be two ideals in C[z]. The algebras C[z]/I and C[z]/J are iso-
morphic if and only if ZCMd(J) and ZCMd(I) are isomorphic, in the sense that there exists
polynomial maps F and G that restrict to bijections between ZCMd(J) and ZCMd(I). More-
over, every homomorphism from C[z]/I to C[z]/J is implemented by a polynomial map
F : ZCMd(J)→ ZCMd(I).
One can consider ideals inside the algebra C〈z〉 := C〈z1, . . . , zd〉 of free polynomials
in d noncommuting variables, and given such an ideal I / C〈z〉, one can consider the
noncommutative variety
ZMd(I) = {X ∈Md : p(X) = 0 for all p ∈ I}.
If I is a homogeneous ideal, then there is an appropriate noncommutative homogeneous
Nullstellensatz [43, Theorem 7.3], which says that (with obvious notation)
IC〈z〉(ZMd(J)) = J for every homogeneous J / C〈z〉.
If one replaces the commutative free Nullstellensatz with the noncommutative homoge-
neous Nullstellensatz, then the same argument as above (where polynomials are replaced
by free polynomials) gives the following theorem:
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Theorem 2.2. Let I and J be two homogeneous ideals in C〈z〉. The algebras C〈z〉/I and
C〈z〉/J are isomorphic if and only if ZMd(J) and ZMd(I) are isomorphic, in the sense that there
exists free polynomial maps F and G that restrict to bijections between ZMd(J) and ZMd(I).
Moreover, every homomorphism C〈z〉/I and C〈z〉/J is implemented by a free polynomial map
F : ZMd(J)→ ZMd(I).
Our main goal in the remainder of this paper is to understand the analogue of the above
results for algebras of bounded analytic nc functions. As such algebras are not finitely
generated in an algebraic sense by the coordinate functions, there are interesting technical
issues to overcome.
In passing, we are happy to note that it was by considering the operator algebraic prob-
lems that the above purely algebraic results crystallized for us, and they seem to have been
overlooked. It is worth noting that Theorem 2.1 can be restated in the free setting as a the-
orem on ideals I, J of C〈z〉 that contain the commutant ideal. This point of view, together
with Theorem 2.2, suggests that there might be a general theorem regarding any pair of
ideals I, J /C〈z〉. Such a generalization, however, fails to be true (consider the trivial ideal
and the ideal generated by the nc polynomial z1z2 − z2z1 − 1).
3. PRELIMINARIES
3.1. Nc functions and nc varieties. We study noncommutative (nc) function theory in d
complex variables, where d ∈ N or d = ∞. Let Mn = Mn(C) denote the set of all n × n
matrices over C, and let Mdn be the set of all d-tuples X = (X1, X2, . . .) of n × n matrices,
such that the row X determines a bounded operator from Cn ⊕ Cn ⊕ . . . to Cn. We norm
Mdn with the row operator norm ‖X‖ = ‖
∑
j XjX
∗
j ‖1/2, and endow Mdn with the induced
topology. We define (the nc universe)
Md = unionsq∞n=1Mdn,
and (the commutative nc universe)
CMd = {X ∈Md : XiXj = XjXi for all i, j}.
A set Ω ⊆ Md is said to be an nc set if it is closed under direct sums. If Ω is an nc
set, we denote Ω(n) = Ω ∩ Mdn. A subset Ω ⊆ Md is said to be open/closed if for all n,
Ω(n) is open/closed. This collection of open sets gives rise to a topology on Md and its
subsets, called the disjoint union topology. The boundary of Ω, denoted ∂Ω, is defined to
be unionsq∞n=1∂Ω(n). The principle nc open set that we shall consider is the (d-dimensional) open
matrix unit ball Bd, which is defined to be
Bd =
{
X ∈Md : ‖X‖2 =
∥∥∥∑XjX∗j ∥∥∥ < 1} .
Let V be a vector space. A function f from an nc set Ω ⊆ Md to unionsq∞n=1Mn(V) is said to be
an nc function (with values in V) if
(1) f is graded: X ∈ Ω(n)⇒ f(X) ∈Mn(V);
(2) f respects direct sums: f(X ⊕ Y ) = f(X)⊕ f(Y ); and
(3) f respects similarities: if X ∈ Ω(n) and S ∈Mn is invertible, and if S−1XS ∈ Ω(n),
then f(S−1XS) = S−1f(X)S.
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An nc function with values in C is said to be a scalar-valued nc function. In this paper, we
shall deal only with scalar-valued nc functions.
A function f defined on an nc open set Ω is said to be nc holomorphic if it is an nc function
and, in addition, it is locally bounded. It turns out that an nc holomorphic function is
really a holomorphic function when considered as a function f : Ω(n)→Mn, for all n, and
moreover it has a “Taylor series” at every point (see [24]). We let
H∞(Bd) = {f : Bd →Md : f is a bounded nc function} ,
denote the algebra of all bounded nc holomorphic functions on the nc unit ball. This
algebra (with the sup norm) can be shown to be the algebra of multipliers of the noncom-
mutative Drury-Arveson space, and as an operator algebra it is unitarily equivalent to the
noncommutative analytic Toeplitz algebra studied by Davidson and Pitts, which was also
studied by Popescu under the name noncommutative Hardy algebra (see [43, Section 3]
and [11,12,32,34]).
A noncommutative (nc) variety in the unit ball is a set of the form
VBd(S) = {X ∈ Bd : f(X) = 0 for all f ∈ S},
where S is a set of bounded nc holomorphic functions. We emphasize that although it
makes sense to consider varieties determined by arbitrary nc holomorphic functions, such
generality is beyond our scope, and we will assume that every variety is given by S ⊆
H∞(Bd). Note that nc varieties are nc sets.
A free polynomial is an element in C〈z1, . . . , zd〉 (the free algebra in d noncommuting
variables). Let Wd be the free monoid on d generators {g1, . . . , gd}. If k = gi1 · · · gin ∈ Wd
(in which case we write |k| = n), we define the free monomial zk = zi1 · · · zin. A polynomial
p(z) =
∑
k∈Wd akz
k can be written in a unique way as p(z) =
∑
n∈N pn(z) where
pn(z) =
∑
k∈Wd,|k|=n
akz
k.
The polynomial pn is called the homogeneous component of degree n of p. Every free poly-
nomial is a (scalar-valued) nc function on Md in a natural way, by evaluation; moreover,
this nc function is bounded on every uniformly bounded subset of Md. The inclusion of
C〈z1, . . . , zd〉 in H∞(Bd) is injective (this might not be entirely obvious, but follows from
the known fact the matrix algebra Mn satisfies no polynomial identity of degree less than
2n; see [2]).
Given an nc variety V ⊆ Bd, we define H∞(V) to be the algebra of bounded nc func-
tions on V, and A(V) to be the algebra of bounded nc functions that extend to uniformly
continuous functions on V (the closure is taken in the disjoint union topology). We
give H∞(V) and A(V) the obvious operator algebra structure, where the matrix norm
of F ∈Mn(H∞(V)) is given by
‖F‖ = sup
z∈V
‖F (z)‖ = sup
k∈N
sup
z∈V(k)
‖F (z)‖Mnk .
It follows from [5, Corollary 5.6] (see also [43, Theorem 4.7]) that if Ω = Bd, and if
f : V → M1 is an nc function that is bounded on V, then there exists a bounded nc
holomorphic function F on Bd such that ‖F‖ = ‖f‖ and f = F
∣∣
V
.
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The algebra H∞(V) can be identified with the multiplier algebra of an nc reproducing
kernel Hilbert space [43, Theorem 5.4]. Given an nc variety V, we define
IV = {f ∈ A(Bd) : f(Z) = 0 for all Z ∈ V}
and
JV = {f ∈ H∞(Bd) : f(Z) = 0 for all Z ∈ V}.
Then we have that H∞(V) is completely isometrically isomorphic to H∞(Bd)/JV [43,
Theorems 5.2 and 5.4], and when V is homogeneous, A(V) is completely isometrically
isomorphic to A(Bd)/IV [43, Proposition 9.7].
3.2. The nc Szego kernel and the nc Drury–Arveson space. The nc Szego kernelK(Z,W )
on the nc ball Bd of Md defined by
K(Z,W )(T ) =
∑
k∈Wd
ZkTW ∗k,
for Z ∈ Bd(n), W ∈ Bd(m) and T ∈Mn×m(C) [5].
Consider the nc function KW,v,y for W ∈ Bd(m), v, y ∈ Cm, defined for Z ∈ Bd(n):
KW,v,y(Z)u = K(Z,W )(uv
∗)y =
∑
k∈Wd
Zkuv∗W ∗ky =
∑
k∈Wd
〈y,W kv〉Zku.
Thus KW,v,y is an nc function given by the power series
KW,v,y(Z) =
∑
k∈Wd
〈y,W kv〉Zk.
The nc Drury–Arveson space H2d is the nc reproducing kernel Hilbert space determined by
the nc Szego kernel K, in the sense of [6]. In [43, Section 3] we saw that MultH2d =
H∞(Bd). Moreover, we observed there that H∞(Bd) can be naturally identified with the
noncommutative analytic Toeplitz algebra Ld that Davidson and Pitts treated in [11], or,
what is the same, Popescu’s noncommutative Hardy algebra [31], which he denotes by
F∞d .
Recall the Bunce–Frazho–Popescu dilation theorem [8, 19, 30], which says that if T =
(T1, . . . , Td) is a pure row contraction on a Hilbert space H, then there is a Hilbert space
E of dimension d, an auxiliary Hilbert space D, and an isometry V : H → F(E) ⊗ D such
that V H is a co-invariant subspace for the free shift L⊗ ID, and such that
Ti = V
∗(Li ⊗ ID)V , i = 1, 2, . . . , d.
Identifying H∞(Bd) with Ld, this gives rise to a functional calculus: for every pure row
contraction T , there is a weak-operator continuous, unital, completely contractive homo-
morphism
ΦT : H
∞(Bd)→ algwot(T ),
given by ΦT (f) = V ∗(f(L) ⊗ ID)V (where f(L) is the image of f in Ld under the isomor-
phism H∞(Bd) ∼= Ld). If T is a strict contraction (‖T‖ := ‖T‖row < 1) then it is not hard
to see that ΦT becomes the evaluation at T , that is
ΦT
(∑
k∈Wd
akz
k
)
=
∑
k∈Wd
akT
k.
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This gives rise to a functional calculus for multiplier algebras on nc varieties, versions of
which were observed in [35,44].
In a previous work [43, Corollary 2.6], we showed that when Ω ⊆ Md is an nc set
and k is a completely positive nc kernel, then the nc multiplier algebra M(k) of the nc
RKHS H(k) associated to k is weak-∗ closed and is therefore a dual algebra. In addition,
to every nc subvariety V ⊆ Bd we associated an nc RKHS H2V — a subspace of the nc
Drury–Arveson space H2d — and its algebra of multipliers MultH2V, and we showed that
MultH2V is completely isometrically isomorphic to H∞(V) (this relies on the deep result —
originally due to Agler and McCarthy [1, Theorem 1.5] for an algebraic variety, and later
extended to a much general setting by Ball, Marx and Vinnikov [5, Theorem 3.1] — that
every bounded nc function on V extends to a bounded nc function of Bd with the same
norm); see [43, Theorem 5.4]. Thus, H∞(V) has a natural weak-∗ topology.
Davidson and Pitts showed that when the variety V is the whole nc ball Bd, then the
weak-operator and weak-∗ topologies of H∞(V) = H∞(Bd) coincide [12]. Since for every
nc variety V ⊆ Bd the algebra H∞(V) is a quotient of H∞(Bd) by the WOT-closed ideal
JV = {f ∈ H∞(Bd) : f(Z) = 0 for all Z ∈ V},
the weak-operator and weak-∗ topologies coincide on H∞(V) as well. We record this for a
later use.
Theorem 3.1. Let V ⊆ Bd be an nc variety. Then the weak-operator and weak-∗ topologies
coincide on H∞(V).
As a corollary we obtained that for every nc subvariety V ⊆ Bd and every a pure row
contraction T satisfying JV ⊆ ker ΦT (in particular, if T ∈ V), there is a weak-operator
continuous, unital completely contractive homomorphism from MultH2V to alg
wot
(T ) map-
ping Mz to T [43, Corollary 5.3] (see also [3]).
3.3. Bounded finite dimensional representations of H∞(V). Let Repk(A) denote the
space of all unital bounded representations of an operator algebra A on Ck, and let
Repcck (A) denote the completely contractive representations in Repk(A).
For V ⊆ Bd, we let Vp denote the set of all pure T ∈ Bd such that JV ⊆ ker ΦT . The
completely contractive representations of H∞(V) were determined in [43, Theorem 6.3]:
Theorem 3.2. Let V ⊆ Bd be an nc variety. For very k ∈ N, there is a natural continuous
projection pik of Repcck (H
∞(V)) into the closed unit ball Bd(k), given by
pik(Φ) = (Φ(z1), . . . ,Φ(zd)).
For every T ∈ Vp, there is a unique weak-∗ continuous representation ΦT ∈ pi−1k (T ), and
these are the only weak-∗ continuous elements in Repk(H∞(V)). If d < ∞ and T ∈ V, then
pi−1k (T ) is the singleton {ΦT}. Moreover, if d <∞, then
pik(Rep
cc
k (H
∞(V))) ∩Bd(k) = V(k).
We can now describe the bounded finite dimensional representations. All that is required
to pass from completely contractive to bounded representations, is to pass to the similarity
invariant envelope of the variety.
Lemma 3.3. V˜
p
= V˜ for every nc variety V ⊆ Bd.
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Proof. Recall that V
p
is the set of all pure T ∈ Bd such that JV ⊆ ker ΦT . It suffices to
show that if X ∈ Vp, then X is similar to a strict row contraction Y ∈ V. By Proposition
4.3, since X is pure, it is similar to some strict row contraction Y . Being similar to X, we
see that Y annihilates every f ∈ JV, so Y ∈ V. 
Theorem 3.4. Let V ⊆ Bd be an nc variety. For very k ∈ N, there is a natural continuous
projection pik of Repk(H∞(V)) into the similarity invariant envelope B˜d(k) of the closed unit
ball Bd(k), given by
pik(Φ) = (Φ(z1), . . . ,Φ(zd)).
For every T ∈ V˜p = V˜, there is a unique weak-∗ continuous representation ΦT ∈ pi−1k (T ), and
these are the only weak-∗ continuous elements in Repk(H∞(V)). If d < ∞ and T ∈ V˜, then
pi−1k (T ) is the singleton {ΦT}. Moreover, if d <∞, then
pik(Repk(H
∞(V))) ∩ B˜d(k) = V˜(k).
Proof. Let Φ ∈ Repk(H∞(V)). By a theorem of Smith, Φ, being a bounded map into Mn(C),
is completely bounded (see [29], pp. 113–114). By a theorem of Paulsen [29, Theorem
9.1], there exists a completely contractive ρ ∈ Repcck (H∞(V)) and an invertible matrix S
such that Φ(·) = Sρ(·)S−1. By Theorem 3.2, pik(ρ) ∈ Bd(k). Thus,
pik(Φ) := (Φ(z1), . . . ,Φ(zd)) = Spik(ρ)S
−1 ∈ B˜d(k).
Moreover, ρ is weak-∗ continuous if and only if Φ is, so the rest follows from Theorem 3.2
and Lemma 3.3. 
Henceforth, we will identify V˜ with the weak-∗ continuous finite dimensional represen-
tations of H∞(V), via the identification
T ↔ ΦT .
Question 3.5. Are finite dimensional representations automatically continuous?
4. THE SIMILARITY INVARIANT ENVELOPE AND THE JOINT SPECTRAL RADIUS
Recall that Md = unionsq∞n=1Mdn, the set of all d tuples of all matrices, of all sizes. Unless we
make the explicit assumption that d is finite, we shall treat d ∈ N ∪ {∞}.
4.1. The similarity invariant envelope. Let Ω ⊆ Md. The similarity invariant envelope
(or simply the similarity envelope) of Ω is defined to be the set Ω˜ given by
Ω˜(n) = {SXS−1 : X ∈ Ω(n), S ∈ GLn(C)}.
Clearly, if Ω is open, then so is Ω˜. In the appendix of [24], it is shown that Ω˜ is an nc set if
Ω is, and that every nc function f on Ω extends uniquely to an nc function f˜ on Ω˜.
Every f ∈ H∞(Bd) extends uniquely to an nc holomorphic function f˜ on B˜d, and like-
wise, ifV ⊆ Bd is an nc variety, then every f ∈ H∞(V) extends uniquely to an nc holomor-
phic function f˜ on V˜. Of course, f˜ need not be bounded. The nc holomorphic functions on
B˜d which are extensions of functions in H∞(Bd) are precisely those whose restriction to
Bd is bounded, or, equivalently, whose restriction to every set bounded in the completely
bounded norm, is bounded.
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The similarity envelope of Bd will be of particular interest in this paper and thus we
will provide two descriptions of this set. For every n ∈ N and X ∈ Md(n) we have the
associated completely positive map on Mn, given by
ΨX(T ) =
d∑
j=1
XjTX
∗
j .
A point is in Bd if and only if ΨX(I) ≤ I. Recall that a point X ∈ Md(n) is called pure if
limk→∞ΨkX(I) = 0. We will first show that every pure point is in fact similar to a strict row
contraction. To prove this claim we need two lemmas. The first lemma, Lemma 4.1, was
proved in greater generality by Popescu in [39, Theorem 3.8] (see also [33, Section 5]),
and so were Lemma 4.5 and Proposition 4.3; see Remark 4.6.
Lemma 4.1 (Theorem 3.8 of [39]). For every X ∈ Md, X is similar to a strict row contrac-
tion if and only if there exists a strictly positive A, such that ΨX(A) < A.
Proof. First let us assume that such an A exists. If S is the unique positive square root of
A, then by assumption we have
d∑
j=1
(
S−1XjS
) (
S−1XjS
)∗
= S−1ΨX(A)(S−1)∗ < I.
In other words S−1XS is a strict row contraction.
Conversely, if X is similar to a strict row contraction, then there exists S invertible, such
that S−1XS is a strict row contraction. Using the same consideration as above we deduce
that
ΨX(SS
∗) < SS∗.
Now set A = SS∗. 
Lemma 4.2. Suppose that X ∈Md(n) and Y ∈Md(m) are similar to strict row contractions.
Then, for every d-tuple of n × m matrices Z we have that the point
[
X Z
0 Y
]
is similar to a
strict row contraction.
Proof. If S−1XS and T−1Y T are strict row contractions, then by conjugating by S ⊕ T we
may assume that in fact X and Y are strict row contractions, since Z will be replaced by
S−1ZT .
Let t > 0 and consider the conjugation of our point by t−1In ⊕ tIm[
tIn 0
0 t−1Im
] [
X Z
0 Y
] [
t−1In 0
0 tIm
]
=
[
X t2Z
0 Y
]
Note that limt→0
[
X t2Z
0 Y
]
= X⊕Y ∈ Bd(n+m). SinceBd(n+m) is open, there exists t > 0
such that t−1In⊕tIm implements the similarity of our matrix to a strict row contraction. 
A d-tuple X = (X1, . . . , Xd) ∈ Md(n) is called irreducible (or sometimes generic) if the
only nontrivial subspace K satisfying alg(X1, . . . , Xd)K ⊆ K is Cd, or equivalently, if the
X1, . . . , Xd have no joint nontrivial proper invariant subspace. If X is not irreducible, then
it is called reducible.
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It is not hard to see that every X ∈ Md(n) is similar to a block upper triangular d-tuple
whose diagonal blocks are all irreducible. Indeed, if X is reducible, let 0 ( K ( Cn be
a joint invariant subspace of the Xis. Then there exists an invertible matrix S such that
S−1XS =
[
X ′ ∗
0 X ′′
]
where bothX ′ andX ′′ are of size smaller than that ofX. An induction
argument now completes the proof.
Alternatively, since it is finite dimensional, the alg(X1, . . . , Xd)-module Cn is both Noe-
therian and Artinian. Such modules (i.e., Nothereian and Artinian modules) are exactly
the modules that have composition series [22, Proposition 3.2.2].
One way or another, the Jordan–Ho¨lder theorem [22, Theorem 3.2.1], implies that ifY
(1) ∗
. . .
0 Y (k)
 and
Z
(1) ∗
. . .
0 Z(l)

are two “decompositions” as above of X — namely, both are similar to X and each of the
diagonal blocks is irreducible — then k = l, and there exists a permutation σ of {1, . . . , k}
such that Y (i) is similar to Z(σ(i)) for all 1 ≤ i ≤ k. Thus, up to similarity Y (1), . . . , Y (k) are
unique. We call them the Jordan–Ho¨lder components of X.
Proposition 4.3 (Theorem 3.8 of [39]). A point X ∈ Md is pure if and only if it is similar
to a strict row contraction.
Proof. Assume first that X is similar to a strict row contraction, i.e., there exists an invert-
ible S, such that S−1XS is a strict row contraction. Thus ΨS−1XS(I) < I and we conclude
that limk→∞ΨkS−1XS(I) = 0. One checks that for A = SS
∗, we have the identity
ΨkS−1XS(I) = S
−1ΨkX(A)(S
−1)∗.
It follows that limk→∞ΨkX(A) = 0. Since A is strictly positive, we can choose c > 0, such
that cI ≤ A and applying Ψk we conclude that limk→∞ΨkX(I) = 0 or in other words that X
is pure.
Now assume that X is pure. First, let us assume that X is also irreducible. Let r denote
the spectral radius of ΨX . By [18, Theorem 2] the map ΨX is irreducible in the sense
of [17]. By Theorems 2.3 and 2.5 in [17], there is a strictly positive A ∈ Mn, such that
ΨX(A) = rA. Since ΨX is completely positive, ‖ΨkX‖ = ‖ΨkX(I)‖ and thus limk→∞ΨkX = 0
in norm. We can conclude that r < 1, so ΨX(A) = rA < A. Thus by Lemma 4.1 we are
done in the case that X is irreducible.
To prove the general case we proceed by induction on the number of Jordan–Ho¨lder
components of X. If the number is 1, then X is irreducible and we have proved it. Now
if the number is k, then we can write X =
[
X ′ Z
0 X ′′
]
, where X ′ is irreducible and X ′′ has
k−1 Jordan–Ho¨lder components. Note that since X is pure, X ′ and X ′′ must also be pure.
By induction, X ′ and X ′′ are similar to strict row contractions. It remains to apply Lemma
4.2. 
4.2. The joint spectral radius. Let X ∈ Md(n). Given k ∈ N, write X(k) for the row
comprising of the free monomials of degree k in the entries of X. Following Popescu [37],
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we define the joint spectral radius of the d-tuple X as
ρ(X) = lim
n→∞
‖ΨkX(I)‖1/2k.
Since ΨX(k) = ΨkX is a completely positive map we have that ‖ΨkX‖ = ‖ΨkX(I)‖ and thus
limk→∞ ‖ΨkX(I)‖1/k is the spectral radius of ΨX . Note that ‖ΨkX(I)‖1/2k = ‖X(k)‖1/k; in
particular this notion of spectral radius reduces to the usual one when d = 1.
The joint spectral radius will be crucial tool for showing that every bounded isomor-
phism gives rise to an nc biholomorphism between the similarity envelopes of varieties.
The following lemma lists some properties of the joint spectral radius.
Lemma 4.4. For every X ∈Md(n) we have that:
(1) for every S ∈ GLn, ρ(X) = ρ(S−1XS);
(2) if X is irreducible, then ρ(X) = min{‖S−1XS‖ | S ∈ GLn}; and
(3) if X is reducible and X1, . . . , Xk are its Jordan–Ho¨lder components, then ρ(X) =
max{ρ(X1), . . . , ρ(Xk)}, and thus it is the same as the joint spectral radius of the
semi-simple elements in the closure of the similarity orbit of X.
Proof. Let X ∈ Bd(n) and let S ∈ GLn. Observe that for every k ∈ N, (S−1XS)(k) =
S−1X(k)S. Therefore, ρ(S−1XS) ≤ ρ(X). Applying the same consideration we see that
ρ(X) = ρ(S(S−1XS)S−1) ≤ ρ(S−1XS). Hence we have that similarities preserve the
joint spectral radius. In particular we have that ρ(X) = ρ(S−1XS) ≤ ‖S−1XS‖ for every
S ∈ GLn.
On the other hand, if X is irreducible, then — as noted in the proof of Proposition 4.3
— there exists a strictly positive A ∈ Mn, such that ΨX(A) = ρ(ΨX)A = ρ(X)2A. Letting
T =
√
A, we put Y = T−1XT , and we find that ΨY (I) = T−1ΨX(A)(T−1)∗ = ρ(X)2I. On
the other hand, ΨY (I) = ‖Y ‖2I, and ρ(X)2I = ρ(Y )2I. We therefore get that ρ(Y ) = ‖Y ‖
and additionally ‖Y ‖ = min{‖S−1XS‖ | S ∈ GLn}.
For the last claim observe that applying a similarity we may assume that X is block
upper triangular, or in other words, that X is similar to a sum Xss + N of block diagonal
d-tuple Xss and jointly nilpotent d-tuple N . Now we can choose Sk ∈ GLn, such that
limk→∞ S−1k XSk = Xss. Since ρ(S
−1
k XSk) = ρ(X) =
√
ρ(ΨX), and since the spectral
radius of an operator on a finite dimensional space is a continuous function, we get that
ρ(X) = ρ(Xss). It is obvious that ρ(Xss) = max{ρ(X1), . . . , ρ(Xk)}. 
Lemma 4.5 (Theorem 3.8 of [39]). Let X ∈ Md and k ∈ N. Then, ρ(X) < 1 if and only if
limk→∞ ‖X(k)‖ = 0, and this happens if and only if X ∈ B˜d.
Proof. If ρ(X) < 1, then for k ∈ N sufficiently large ‖X(k)‖1/k ≤ r < 1, and thus ‖X(k)‖ ≤
rk → 0. If limk→∞ ‖X(k)‖ = 0, then limk→∞ΨkX(I) = 0, so X is pure. By Proposition 4.3,
X ∈ B˜d. Finally, let X be a strict row contraction. Then ΨX is a strict contraction, so
ρ(X) = ρ(ΨX)
1/2 < 1. Since similar tuples have the same joint spectral radius, the proof is
complete. 
Remark 4.6. In [39, Theorem 3.8], Popescu proves in greater generality the equivalence
of the first and the third conditions in Lemma 4.5, the equivalence in Lemma 4.1 and the
one in Proposition 4.3. More precisely, in his notations, if one sets k = 1, n1 = d, m1 = 1,
q1 = Z1,1 + + Z1,d, and Q = {0}, then one obtains Φqi,Xi(Y ) = ΨX(Y ), ∆pq,X = (id−ΨX)p,
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and Dmq (H) = (B(H)d)1, where (B(H)d)1 := {X ∈ B(H)d :
∑d
i=1XiX
∗
i < IH} is the open
unit ball of B(H)d.
In this case, Theorem 3.8 in his paper becomes the equivalence of the following five
conditions:
(i) X is similar to some Y ∈ (B(H)d)1,
(ii) there exists A ≥ 0 such that ΨX(A) < A,
(iii) ρ(X) < 1,
(iv) limk→∞ ‖ΨkX(I)‖ = 0, and
(v) ΨX is power-bounded and pure, and there exists an invertible positive B ∈ B(H)
such that the equation ΨX(Z) = Z −B has a positive solution Z ∈ B(H).
Consider the case H = Cn. Then the equivalence (i) ⇐⇒ (ii) is our Lemma 4.1, the
equivalence (i) ⇐⇒ (iv) is our Proposition 4.3, and the equivalence (i) ⇐⇒ (iii) is the
equivalence of the first and the third conditions in Lemma 4.5. Condition (v) is just an
alternative version of condition (ii). Nevertheless, our methods are different than those of
Popescu.
The goal of the following discussion is to obtain a Schwarz type lemma for the joint
spectral radius, by proving that it is “subharmonic on discs”. We will follow the ideas of
Vesentini [51] and [52].
Lemma 4.7. If f : D → Md(n) is an analytic function, then the function log ρ(f(z)) is sub-
harmonic.
Proof. It is obvious that the function fk(z) = f(z)(k) is holomorphic. Therefore, since the
norm of a holomorphic Banach-valued function is subharmonic (this follows from Cauchy’s
formula) the function uk(z) = ‖fk(z)‖ is continuous and subharmonic. As in the proof
of [51, Theorem 1] we use the fact that a function u is log-subharmonic in D if and only if
for every a ∈ C the function |eaz|u(z) is subharmonic. Therefore log uk(z) is subharmonic.
Let us write Tn = I2n ⊗ X(2n), then X(2n+1) = X(2n)Tn and thus ‖X(2n+1)‖ ≤ ‖X(2n)‖2.
Therefore, u2n+1(z)1/2
n+1 ≤ u2n(z)1/2n for every z ∈ D. Thus the sequence of functions
u2n(z)
1/2n monotonically pointwise decreases to ρ(f(z)). As in part B of the proof of [51,
Theorem 1] we conclude that log ρ(f(z)) is subharmonic.

Corollary 4.8. The function ρ(f(z)) is subharmonic for every f : D→Md(n) analytic.
The following lemma is a version of the Schwarz lemma for the joint spectral radius.
Lemma 4.9 (Vesentini–Schwarz Lemma). If f : D → B˜d(n) is an analytic function and
f(0) = 0, then ρ(f(z)) ≤ |z| for every z ∈ D and ρ(f ′(0)) ≤ 1.
Proof. Note that for every z ∈ D, ρ(f(z)) < 1. Since the function g(z) = f(z)
z
is analytic,
by Corollary 4.8 we get that ρ(g(z)) is subharmonic of the disc. Now for every z0 ∈ D and
every |z0| < r < 1, since the joint spectral radius is homogeneous we get that ρ(g(z0)) ≤ 1r .
Passing to the limit we see that ρ(g(z0)) ≤ 1. Thus ρ(f(z)) ≤ |z| for every z ∈ D.
Finally, note that g(0) = f ′(0) and thus ρ(f ′(0)) = ρ(g(0)) ≤ 1. 
We would like to obtain a spectral counterpart of the statement in the classical Schwartz
lemma that if f : D → D is such that f(0) = 0 and |f ′(0)| = 1, then f(z) = zf ′(0). We will
break the preparation for this result into several lemmas.
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Lemma 4.10. Let X ∈Md(n) be an irreducible point, such that ρ(X) = 1. Then X is similar
to a coisometry.
Proof. By Lemma 4.4 we know that X is similar to a point Y , such that ‖Y ‖ = ρ(Y ) = 1,
hence Y is an irreducible row contraction. As in the proof of Proposition 4.3 we note that
ΨY is irreducible and thus there exists a strictly positive A, such that ΨY (A) = A. Taking
the similarity with
√
A, we get a row coisometry. 
Lemma 4.11. Let g : D → Bd(n) be an analytic function, such that g(z) is a coisometry for
some z0 ∈ D. Then g is constant.
Proof. Consider every X ∈ Bd(n) as a linear map X : Cd ⊗ Cn → Cn. Let ξ ∈ Cn be a
unit vector and define gξ(z) = 〈g(z)g(z0)∗ξ, ξ〉. Note that gξ is an analytic function on
D. Furthermore, by Cauchy–Schwarz |gξ(z)| ≤ 1 on D and gξ(z0) = 1, since g(z0) is a
coisometry. Conclude that gξ is the constant function 1. Since this is true for every ξ we
see that for every z ∈ D, the numerical range of the operator g(z)g(z0)∗ is the singleton
{1}, and thus this operator is the identity. Thus,
0 ≤ (g(z)− g(z0)) (g(z)∗ − g(z0)∗) = g(z)g(z)∗−g(z)g(z0)∗−g(z0)g(z)∗+I = g(z)g(z)∗−I ≤ 0.
Therefore, g(z) = g(z0). 
Lemma 4.12. Let V be a finite dimensional real vector space, and let z 7→ Tz be a smooth
function from D to L(V ) the space of real linear transformations over V . Assume that 0 is
a simple eigenvalue (i.e., of algebraic multiplicity 1) of Tz for every z ∈ D. Then for every
0 6= v0 ∈ kerT0, there exists s > 0 and a smooth function v : sD → V satisfying v(0) = v0,
such that
kerTz = span{v(z)} for all z ∈ sD.
Proof. We may identify V as Rn and L(V ) as Mn(R). We first show that there exists s > 0
and smooth functions v : sD → V and λ : sD → R satisfying v(0) = v0 and λ(0) = 0, such
that Tzv(z) = λ(z)v(z) for all z ∈ sD. This is likely to be very well known and also appears
in an unpublished note of Kazdan [26], but we include it here for completeness.
Let F (v, λ, z) :=
[
f(v,λ,z)
g(v,λ,z)
]
:=
[
Tzv−λv
vT0 v−1
]
. Then, F ′(v, λ, z) :=
[ ∂f
∂v
∂f
∂λ
∂g
∂v
∂g
∂λ
]
=
[
Tz−λ −v
vT0 0
]
. To
apply the implicit function theorem we must show that F ′(v(0), λ(0), 0) is invertible, or
equivalently that its kernel is trivial. Let
[
u
α
] ∈ kerF ′(v(0), λ(0), 0). Then T0u − αv0 = 0
and also vT0 u = 0. If α 6= 0, then by the first equality T 20 u = αT0v0 = 0 while T0u 6= 0,
which is impossible as 0 is a simple eigenvalue of T0. Thus α = 0, so by the first equality
we have u ∈ kerT0 = span{v0}. Therefore, the second equality implies that u = 0. The
implicit function theorem now gives a neighborhood sD of the origin and smooth functions
v : sD→ V and λ : sD→ R satisfying v(0) = v0 and λ(0) = 0, such that Tzv(z) = λ(z)v(z)
for all z ∈ sD.
Finally, we need to show that λ must be the zero function. Let pTz(x) := det(xI −
Tz) be the characteristic polynomial of Tz, and set p(z, x) := pTz(x). Since 0 is a simple
eigenvalue of T0 we have that ∂p∂x(0, 0) 6= 0. By the implicit function theorem, there exists a
neighborhood sD of the origin and a function µ : sD→ R such that inside a neighborhood
of (0, 0) ∈ D × R the curve (z, µ(z)) contains all solutions to p(z, x) = 0, so λ(z) = µ(z) in
a neighborhood of 0. In particular, as we know that (z, 0) is a solution we find that µ = λ
must be zero near the origin. 
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In [17, Theorem 2.3], the authors show — as part of their generalization of the Perron–
Frobenius theorem — that for a positive irreducible linear map Θ on Mn with spectral
radius r, there exists a unique strictly positive matrix A such that Θ(A) = rA. It is inter-
esting (and also useful, as we shall see in the next Lemma) to note that r is not only of
geometric multiplicity 1, but also of algebraic multiplicity 1 (i.e., simple).
To see this, equip Mn with the Hilbert–Schmidt inner product, namely set 〈Z,W 〉 :=
tr(W ∗Z), and let Θ∗ be the adjoint of Θ with respect to this inner-product. Since Θ∗ is
positive and irreducible as well [17], there exists a unique strictly positive matrix B such
that Θ(B) = r′B where r′ is the spectral radius of Θ∗. Note that B⊥ := {Z ∈ Mn : 〈Z,B〉}
is Θ invariant.
If we show that Mn is the direct sum of the two Θ-invariant spaces CA and B⊥, then
we are clearly done. To this end, note that 〈A,B〉 = tr(B∗A) = tr((A 12 )∗BA 12 ). Since B is
strictly positive, all its eigenvalues are positive. By the complex version of Sylvester’s law
of inertia, all the eigenvalues of the latter matrix are positive, so that 〈A,B〉 > 0. Thus,
A 6∈ B⊥.
Lemma 4.13. Let g : D → Md(n) be an analytic function, such that g(z) is irreducible and
similar to a coisometry for every z ∈ D, then there exists an irreducible coisometry X, such
that g(z) is similar to X, for every z ∈ D.
Proof. Since for every z ∈ D, g(z) is irreducible and ρ(g(z)) = 1 we know that Ψg(z) is
irreducible with spectral radius 1. The discussion prior to this Lemma now implies that 1 is
a simple eigenvalue of Ψg(z) with a positive eigenvector. Note that Ψg(z)−idMn maps the real
vector space of self-adjoint matrices (Mn)sa into itself, and set Tz := (Ψg(z) − idMn)|(Mn)sa.
Choose a positive A0 ∈ kerT0. By Lemma 4.12, there exists s > 0 and a smooth function
a : sD→ (Mn)sa satisfying a(0) = A0 such that
Ψg(z)a(z) = a(z) for all z ∈ sD.
Since a(0) > 0 there exists some r > 0 such that a(z) > 0 for every z ∈ rD. Since the
minimal eigenvalue of a is bounded away from 0 on the circle |z| = r, by [9, Corollary
III.2.1] we can find a holomorphic function h on the disc rD and continuous on the circle,
such that h(reit)h(reit)∗ = a(reit) for every t ∈ [0, 2pi). There are two things to note
regarding the result cited. First, the result discusses right factorization, but it is equivalent
to the left factorization by just factoring a(z)T as Clancey and Gohberg indicate. Secondly,
it is immediate that a(z) has entries in the Wiener algebra since it is smooth.
Define g˜(z) = h(z)−1g(z)h(z). Note that for |z| = r,
g˜(z)g˜(z)∗ = h(z)−1Ψg(z)(a(z))(h(z)∗)−1 = In,
so g˜(z) is a coisometry. Now think of g˜ as a function taking values in n× nd matrices, and
complete g˜ to a function F with values in nd×nd matrices by adding rows of zeroes. Note
that for every z ∈ rD, the n largest singular values of F (z) are the singular values of g˜(z).
By [4, Theorem 1] the product of the n largest singular values of F (z) is a subharmonic
function on rD that we shall denote by σ(z). Since each singular value of g˜(z) is bounded
by 1 (the norm is the largest singular value), 0 ≤ σ(z) ≤ 1. Furthermore, for every
t ∈ [0, 2pi) we have σ(reit) = 1, since the boundary values are coisometries. Since each
g˜(z) is similar to a coisometry, we know that its singular values are non-zero (for otherwise,
g˜(z)∗ would have had a kernel, and similarity is implemented by a base change of specific
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form in the domain and range of the linear map). We conclude that σ is bounded away
from zero on rD. Therefore the function 1/σ is also subharmonic, since a composition
of a subharmonic function with a convex function is subharmonic. However, 1/σ is also
bounded by 1 and thus σ is identically 1 on rD.
Now recall that for each z ∈ rD, the singular values of g˜ are non-negative numbers
bounded from above by 1, and their product is 1, hence they are all 1, and by singular value
decomposition, g˜(z) is a coisometry. Now it remains to apply Lemma 4.11 to conclude that
g˜ is constant.
To conclude the proof, note that since X = g˜(0) is irreducible its similarity orbit is an
algebraic subvariety of Md(n), hence there is a finite number of polynomials p1, . . . , pk,
that cut out this orbit. By the above discussion the functions p1(g(z)), . . . , pk(g(z)) are
identically zero on rD and thus on all of D. Hence, we can conclude that g lands in the
similarity orbit of X. 
The next proposition is a version of the equality clause in the classical Schwartz lemma.
Proposition 4.14. If f : D→ B˜d(n) is an analytic function is such that f(0) = 0 and f ′(0) is
an irreducible coisometry, then f(z) is similar to zf ′(0), for very z ∈ D.
Proof. Since f ′(0) is a coisometry, then ρ(f ′(0)) = 1 and thus equality holds in the Vesentini–
Schwartz lemma. Let g(z) = f(z)/z, then ρ(g(z)) = 1 for every z ∈ D and g(0) = f ′(0) = X
is an irreducible coisometry. Since the irreducible points are open there exists r > 0, such
that for every |z| < r we have g(z) is irreducible and thus similar to a coisometry by
Lemma 4.10. Now by Lemma 4.13 g takes values in the similarity orbit of X. Now since
f(z) = zg(z) we are done. 
The following theorem is a spectral version of the Cartan uniqueness theorem. Let
X ∈ Bd. we will define the spectrum of X to be its Jordan–Ho¨lder componenets and
denote it by σJH(X).
Theorem 4.15. Let G : B˜d → B˜d be an analytic nc map, such that G(0) = 0 and ∆G(0, 0) =
I. Then σJH(G(X)) = σJH(X) for every X ∈ Bd. In particular, if X is irreducible, then G(X)
is similar to X.
Proof. Assume first that X ∈ Bd is an irreducible point, such that X/‖X‖ is a coisometry.
Consider the function f : D → B˜d, defined by f(z) = G(zX/‖X‖). By our assumption
f ′(0) = ∆G(0, 0)(X/‖X‖) = X/‖X‖. Applying Proposition 4.14 we have that f(z) is
similar to zX/‖X‖.
Now if X is an irreducible point, by Lemmas 4.4 and 4.10, we know that X is similar to
a point Y , such that Y/‖Y ‖ is coisometric. Since G is nc G(X), is similar to G(Y ), but by
the previous paragraph G(Y ) is similar to Y and we are done with the case of irreducible
points.
Now for arbitrary X, we know that X is similar to a block upper triangular form with
irreducible blocks on the diagonal. Since G is nc the result follows from the irreducible
case. 
Remark 4.16. The theorem implies that such a G preserves the similarity orbit of the
semi-simple part of every X and thus induces the identity map on the GIT quotients
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B˜d(n)//PGLn. Hence the resemblance with Cartan’s uniqueness theorem. The case for
d = 1 was proved in [41] in wider generality, namely without assuming equivariance.
5. THE FREE PSEUDO-HYPERBOLIC DISTANCE
Let X, Y ∈ B˜d(n). We define the free pseudo-hyperbolic distance between X and Y by
δcb(X, Y ) = ‖ΦX − ΦY ‖cb, where ΦX and ΦY are norm continuous completely contractive
representations of A(Bd) on Cn associated to X and Y , respectively. If X ∈ B˜d(n) and
Y ∈ B˜d(m), then we set δcb(X, Y ) = δcb(X⊕m, Y ⊕n).
One can extend this distance to representations ofH∞(Bd) on finite dimensional Hilbert
spaces. For the points in the interior of the ball that correspond to weak-∗ continuous
representations, these distances coincide. Therefore, for the interior of the ball we may
consider either H∞(Bd) or A(Bd).
Proposition 5.1. (i) The free pseudo-hyperbolic distance is a pseudo-metric on B˜d that is
independent of the choice of the level.
(ii) For every two points X, Y ∈ Bd we have δcb(X, Y ) < 2.
(iii) We have the following nc properties of the pseudo-hyperbolic distance:
• δcb(X ′ ⊕X ′′, Y ′ ⊕ Y ′′) = max{δcb(X ′, Y ′), δcb(X ′′, Y ′′)}.
• If X, Y ∈ B˜d(n) and S ∈ GLn, such that S−1XS, S−1Y S ∈ Bd, then:
δcb(S
−1XS, S−1Y S) ≤ ‖S‖‖S−1‖δcb(X, Y ).
Proof. (i) We think of Bd(n) as a subset of CB(A(Bd),Mn), the set of all completely
bounded homomorphism from A(Bd) into Mn, via the correspondence X 7→ ΦX . Thus,
in fact, each level is identified with a subset of the unit sphere in this Banach space and
we use the operator space structure on the operator space dual of A(Bd) to induce δcb.
By [24, Proposition 7.14] we immediately see that it is a pseudo-metric, with only the
direct sum ampliations of the same point identified.
(ii) For every f ∈ Mn(H∞(Bd)), such that f(0) = 0 and ‖f‖∞ < 1, Popescu’s free
Schwarz lemma [36] says that ‖f(X)‖ ≤ ‖X‖. This implies immediately that δcb(0, X) =
‖X‖ for every X ∈ Bd. Now from the triangle inequality we conclude that for every two
points X, Y ∈ Bd we have δcb(X, Y ) < 2.
(iii) This is immediate from the fact that the completely bounded norm is an operator
space structure on the dual of A(Bd). 
Proposition 5.2. Let V ⊆ Bd and W ⊆ Be be nc varieties, and G : W˜→ V˜ an nc holomor-
phic function. Then the following statements are equivalent:
(i) G is Lipschitz with respect to δcb,
(ii) supW∈W ‖ΦG(W )‖cb <∞, and
(iii) the mapping f 7→ f˜ ◦G for f ∈ H∞(V) is a well-defined completely bounded homomor-
phism α : H∞(V)→ H∞(W).
Furthermore, in this case
(a) ‖α‖cb = supW∈W ‖ΦG(W )‖cb,
(b) the value in (a) is a Lipschitz constant for G, and
(c) α is weak-∗ continuous.
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Proof. (i) =⇒ (ii). If G is K-Lipschitz, choose some W0 ∈W. Then
‖ΦG(W )‖cb ≤ ‖ΦG(W )−ΦG(W0)‖cb+‖ΦG(W0)‖cb ≤ K‖ΦW−ΦW0‖cb+‖ΦG(W0)‖cb ≤ 2K+‖ΦG(W0)‖cb.
Thus, supW∈W ‖ΦG(W )‖cb <∞.
(ii) =⇒ (iii). If supW∈W ‖ΦG(W )‖cb <∞, then for every f =
(
fij
) ∈Mn(H∞(V))
sup
W∈W
‖(f˜ ◦G)(W )‖ = sup
W∈W
∥∥∥(f˜ij(G(W )))∥∥∥
= sup
W∈W
∥∥ΦG(W )(fij)∥∥
≤ sup
W∈W
‖ΦG(W )‖cb‖f‖Mn(H∞(V)).
Thus, f˜ ◦G is in Mn(H∞(W)), the map α : f 7→ f˜ ◦G is a completely bounded homomor-
phism, and ‖α‖cb ≤ supW∈W ‖ΦG(W )‖cb.
(iii) =⇒ (i). As ΦG(W ) = α∗(ΦW ) and α is completely bounded, G is ‖α‖cb-Lipschitz.
The last argument shows, in addition, that supW∈W ‖ΦG(W )‖cb ≤ ‖α‖cb, so we have (a)
and (b). To show (c), we need to use following two facts: (1) by Theorem 3.1 the WOT and
weak-∗ topologies coincide in H∞(V) and H∞(W) and (2) for bounded nets in H∞(V),
WOT-convergence and pointwise convergence are the same [43, Lemma 2.5]. From the
first fact, we see (using the Krein-Smu˘lian Theorem) that it suffices to check that α is
weak-∗/WOT continuous on the closed unit ball of H∞(V). This follows readily from the
second fact, since α is implemented by composition. 
Corollary 5.3. Let V ⊆ Bd and W ⊆ Be be nc varieties, and G : W→ V an nc holomorphic
map. Then G is a contraction with respect to the pseudo-hyperbolic metric. In particular, if G
is a biholomorphism, then it is isometric.
Proof. Since G(W) ⊆ V, we have that supW∈W ‖ΦG(W )‖cb ≤ 1. By Proposition 5.2, G is
1-Lipschitz, so it is a contraction. 
Proposition 5.4. Let G : Bd → Bd be an nc holomorphic map, and assume d <∞. Then G
is an automorphism of Bd if and only if it is isometric with respect to the pseudo-hyperbolic
distance.
Proof. If G is an automorphism, by Corollary 5.3, it is isometric. On the other hand,
suppose that G is an isometry. G maps scalar points to scalar points, so by composing
with an nc automorphism of the ball Bd, we may assume that G(0) = 0. To see that there
is indeed no harm in this assumption, recall that Aut(Bd) = Aut(Bd) (see [38, Theorem
2.8]) and every such automorphism gives rise to a completely isometric automorphism of
H∞(Bd) (see Propositions 6.5 and 6.8 in [43]), therefore an automorphism of the ball is
isometric with respect to the pseudo-hyperbolic distance.
So suppose that G is an isometry and that G(0) = 0. Since δcb is a metric on every level
and G is graded, we see that G restricts to an isometry of the compact metric space rBd(n)
into itself, for every n and every r < 1. As such, the restriction of G to rBd(n) is also
surjective for all n and r, and we conclude that G is bijective. It is then straightforward
that G−1 must also be free holomorphic. 
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One can define another free pseudo-hyperbolic distance:
δb(X, Y ) = ‖ΦX − ΦY ‖.
Evidently, δb ≤ δcb, and all results above have counterpart versions for δb. It is interesting
to note that, since Proposition 5.4 holds with δb instead of δcb, it follows that a self map of
Bd is isometric with respect to δcb if and only if it is isometric with respect to δb. We record
the δb-version of Proposition 5.2 for later use. In fact, when the distance δb is used, we get
a somewhat sharper result.
Proposition 5.5. Let V ⊆ Bd and W ⊆ Be be nc varieties, and G : W˜→ V˜ an nc holomor-
phic function. Then the following statements are equivalent:
(i) G is Lipschitz with respect to δb,
(ii) supW∈W ‖ΦG(W )‖ <∞,
(iii) the mapping f 7→ f˜ ◦ G for f ∈ H∞(V) is a well-defined bounded homomorphism
α : H∞(V)→ H∞(W), and
(iii)’ the mapping f 7→ f˜ ◦G for f ∈ H∞(V) is a well-defined homomorphism α : H∞(V)→
H∞(W).
Furthermore, in this case
(a) ‖α‖ = supW∈W ‖ΦG(W )‖,
(b) the value in (a) is a Lipschitz constant for G, and
(c) α is weak-∗ continuous.
Proof. The proof of (i) =⇒ (ii) =⇒ (iii) =⇒ (i), and the proof of (a), (b), and (c) (in
case (i)–(iii) holds, is the same as in Proposition 5.2. We also obviously have (iii) =⇒
(iii)’. We shall show (iii)’ =⇒ (ii). Suppose that α is a well defined map from H∞(V) into
H∞(W) (it is clear in this case that it is a unital homomorphism). Then f˜ ◦G is a bounded
function on W for all f ∈ H∞(V), so we have
sup
W∈W
‖ΦG(W )(f)‖ = sup
W∈W
‖f˜(G(W ))‖ = ‖f˜ ◦G‖∞ <∞.
Since this holds for every f ∈ H∞(V), the uniform boundedness principle implies (ii). 
Remark 5.6. It is tempting to consider a version of Gleason parts with respect to the free
pseudo-hyperbolic metric. The immediate question is whether the relation δcb(X, Y ) < 2 is
an equivalence relation. Classically, one can define the Gleason parts of a function algebra
using either a variant of the pseudo-hyperbolic metric or a form of Harnack inequality.
Harnack domination was defined by Suciu ( [46]) for the case d = 1 and by Popescu for
d > 1 ( [36]). Therefore, it is also natural to ask whether there is a connection between
the Harnack parts as defined by Popescu and the pseudo-hyperbolic metric. Unfortunately,
the answer to both questions is negative.
To see that the “Gleason parts” are not parts at all consider the following example. Let
A = ( 0 10 0 ) and S = ( 2 00 1 ), then S
−1AS =
(
0 1/2
0 0
)
. Let f ∈Mk(A(D)), then
‖f(S−1AS)− f(A)‖ = ‖IMk ⊗ (TS − IM2)(A)‖ ≤ ‖TS − IM2‖.
Here TS is the operator on M2 defined by TS(B) = S−1BS. Note that since S is diagonal,
TS is in fact a Schur multiplier so is TS− I[M2]. In particular, (TS− IM2)(B) = C ◦B, where
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C =
(
0 −1/2
1 0
)
. Therefore, ‖TS − IM2‖ = 1, and we can conclude that for every k ∈ N and
f ∈Mk(A(D)) we get
‖ΦS−1AS(f)− ΦA(f)‖ ≤ ‖TS − IM2‖ < 2.
So A is “equivalent” to an interior point and so is −A, however, the distance between them
is at least 2, as can be observed by taking f(z) = z. Therefore, this is not an equivalence
relation.
Harnack domination is an equivalence relation, as proved by Popescu, and the open ball
is a part. One can show, just as in the classical case, that if X Harnack dominates Y , then
δcb(X, Y ) < 2, however as we have seen above, the converse is false.
Remark 5.7. Recently, a more general approach to noncommutative hyperbolic geometry
was formulated by Belinschi and Vinnikov in [7]. They define a noncommutative version
of the Lempert function for an nc domain Ω. Let X ∈ Ω(n) and Y ∈ Ω(m) and Z ∈
Mn,m(C)⊗ Cd, then
L(X, Y )(Z)−1 = sup
{
t ∈ [0,∞] :
[
X sZ
0 Y
]
∈ Ω, for all s ∈ [0, t]
}
.
Unfortunately, in the case of Ω = B˜d we get that L is identically 0, since the similarity
envelope of the ball consists precisely of points of spectral radius strictly less than 1 and
by Lemma 4.4 we know that the spectral radius of an block upper triangular matrix is the
same as the maximum of the spectral radii of its diagonal blocks. This observation also
tells us that there are many copies of C embedded into every level except the first. This
is an indication of the fact that the nice hyperbolic structure of the ball that is used in the
previous works cannot be extended to the similarity envelope. That being said, the results
of Section 4 show that a modicum of hyperbolic-like properties is preserved, when one
passes to the similarity envelope, if one uses the joint spectral radius.
6. CLASSIFICATION UP TO WEAK-∗ CONTINUOUS ISOMORPHISM
Let V ⊆ Bd and W ⊆ Be be nc varieties. In this section, we allow for any d, e ∈
N ∪ {∞}, unless we state otherwise. An nc holomorphic map G : B˜e → Md is called an nc
biholomorphism from W˜ onto V˜ if there exists an nc holomorphic map F : B˜d → Me such
that
F ◦G|W˜ = idW˜ and G ◦ F |V˜ = idV˜.
In this case, and whenever there is no confusion, we let G−1 denote the map F . The goal
of this section is to classify the algebras of bounded analytic functions on nc subvarieties
of Bd in terms of biholomorphisms between the respective similarity invariant envelopes
of the varieties.
If f is an nc holomorphic function on V, then we write f˜ for the unique extension of f
to its similarity envelope V˜.
Remark 6.1. If α : H∞(V) → H∞(W) is a unital and bounded homomorphism, then the
adjoint α∗ : H∞(W)∗ → H∞(V)∗ is also bounded. Moreover, there is also a natural adjoint
mapping α∗ between representation spaces,
α∗ : unionsqn Repn(H∞(W))→ unionsqn Repn(H∞(V)),
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given by α∗(ρ) = ρ ◦ α. If α is completely contractive/bounded, then α∗ preserves com-
pletely contractive/bounded representations.
Proposition 6.2. Let V ⊆ Bd and W ⊆ Be be nc varieties. Let α : H∞(V) → H∞(W)
be a unital bounded homomorphism. If α∗ maps weak-∗ continuous finite dimensional rep-
resentations to weak-∗ continuous representations, then there exists an nc holomorphic map
G : W˜→ V˜ which implements α by the formula
α(f) = f˜ ◦G.
In this case, ‖α‖ = supW∈W ‖ΦG(W )‖. If α is, in addition, completely bounded, then ‖α‖cb =
supW∈W ‖ΦG(W )‖cb.
Proof. Define G : W˜→ B˜d by
G(W ) = pik(α
∗(ΦW )), W ∈ W˜(k).
By the assumption on α∗ and Theorem 3.4, we find that G maps W˜ into V˜. Note that
f˜(G(W )) = ΦG(W )(f) = α
∗(ΦW )(f) = ΦW (α(f)) = α(f)(W )
for all W ∈ W, so that α(f) = f˜ ◦ G. Propositions 5.2 and 5.5 show that ‖α‖ =
supW∈W ‖ΦG(W )‖ and that ‖α‖cb = supW∈W ‖ΦG(W )‖cb, if α is completely bounded. 
We record the isomorphism equivalence implied by Propositions 5.2, 5.5 and 6.2.
Corollary 6.3. Let V ⊆ Bd and W ⊆ Be be nc varieties. Then the following statements are
equivalent:
(i) H∞(V) and H∞(W) are weak-∗ continuously and completely boundedly isomorphic,
(ii) the similarity envelopes V˜ and W˜ are nc biholomorphic via a δcb-bi-Lipschitz biholomor-
phism,
(iii) the similarity envelopes V˜ and W˜ are nc biholomorphic via an nc biholomorphism G :
W˜→ V˜ satisfying
sup
W∈W
‖ΦG(W )‖cb <∞ and sup
V ∈V
‖ΦG−1(V )‖cb <∞.
Furthermore, in this case supW∈W ‖ΦG(W )‖cb = ‖α‖cb and supW∈W ‖ΦG−1(W )‖cb = ‖α−1‖cb,
and
‖α−1‖−1cb δcb(W1,W2) ≤ δcb(G(W1), G(W2)) ≤ ‖α‖cbδcb(W1,W2).
Likewise, the following statements are equivalent:
(i) H∞(V) and H∞(W) are weak-∗ continuously and boundedly isomorphic,
(i)’ H∞(V) and H∞(W) are weak-∗ continuously isomorphic,
(ii) the similarity envelopes V˜ and W˜ are nc biholomorphic via a δb-bi-Lipschitz biholomor-
phism,
(iii) the similarity envelopes V˜ and W˜ are nc biholomorphic via an nc biholomorphism G :
W˜→ V˜ satisfying
sup
W∈W
‖ΦG(W )‖ <∞ and sup
V ∈V
‖ΦG−1(V )‖ <∞.
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Furthermore, in this case supW∈W ‖ΦG(W )‖ = ‖α‖ and supW∈W ‖ΦG−1(W )‖ = ‖α−1‖, and
‖α−1‖−1δb(W1,W2) ≤ δb(G(W1), G(W2)) ≤ ‖α‖δb(W1,W2)
Remark 6.4. Note that when α is a completely isometric isomorphism, or equivalently
when ‖α‖cb = ‖α−1‖cb = 1, then Corollary 6.3 implies that supW∈W ‖ΦG(W )‖cb = 1 and
supV ∈V ‖ΦG−1(V )‖cb = 1. Since ‖T‖ ≤ ‖ΦT‖cb for every T , we obtain that G must map
W injectively into V and G−1 maps V injectively into W. Recalling the nc maximum
principle [43, Lemma 6.11], it follows that G is an nc biholomorphism between W and
V. Conversely, whenever G is an nc biholomorphism between W and V, we have that
supW∈W ‖ΦG(W )‖cb = 1 and supV ∈V ‖ΦG−1(V )‖cb = 1. Corollary 6.3 yields a completely
bounded isomorphism α with ‖α‖cb = ‖α−1‖cb = 1, so that α is in fact a completely
isometric isomorphism. This recovers [43, Corollary 6.14] (in [43] it was shown that
when d, e <∞, then the weak-∗ continuity condition is redundant).
Example 6.5. In [10, Example 6.6] the authors show that given a separated, but not
strongly separated Blaschke sequence V ⊆ D, there exists a bi-Lipschitz biholomorphism
of V onto W , where W is an interpolating sequence. Since V is not interpolating, the
associated multiplier algebras are not isomorphic. The above theorem demonstrated what
fails in this case, since bi-Lipschitz on the first level is not enough to conclude that the
multiplier algebras are isomorphic.
The following example shows that the assumption supW∈W ‖ΦG(W )‖ < ∞ does not hold
for every holomorphic map G between similarity invariant envelopes of varieties, and,
in fact, it may fail even for automorphisms of B˜d. In particular, it shows that not every
automorphism of B˜d gives rise to an automorphism of H∞(Bd).
Example 6.6. On B2, consider the function f(x) = f(x1, x2) = (1− x1)2. The inverse of f
is a well defined unbounded nc function, and it extends to B˜2. Define G : B˜2 → B˜2 by
G(x) = f(x)−1xf(x).
It is easy to check that G is biholomorphism of B˜d.
Now we consider pairs of matrices X = (X1, X2) ∈ B2(2), given by
X1 =
[
λ 0
0 µ
]
, X2 =
[
0 a
0 0
]
,
where all entries are assumed positive. In order to be a strict row contraction, it is neces-
sary and sufficient that λ, µ < 1 and a <
√
1− λ2. For definiteness, choose a = 1
2
√
1− λ2 >
1
2
(1− λ).
Now we observe G(X) = f(X)−1Xf(X), the second component of which is
f(X)−1X2f(X) =
[
(1− λ)−2 0
0 (1− µ)−2
] [
0 a
0 0
] [
(1− λ)2 0
0 (1− µ)2
]
=
[
0 a
(
1−µ
1−λ
)2
0 0
]
.
By the choice of a, we find that
‖f(X)−1X2f(X)‖ > 1
2
(1− µ)2
1− λ .
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Fixing µ small and letting λ→ 1, we see that G is not bounded on B2(2).
We record a consequence of our results that adds to what is known (see, for example,
[11,38]) about the automorphism group of H∞(Bd).
Theorem 6.7. Let d ∈ N. Every automorphism α of H∞(Bd) is given by
α(f) = f˜ ◦G,
where G : B˜d → B˜d is an nc biholomorphism of B˜d such that
sup
W∈Bd
‖ΦG(W )‖ <∞ and sup
V ∈Bd
‖ΦG−1(V )‖ <∞.
Proof. By [11, Theorem 4.6], every automorphism of H∞(Bd) is WOT-continuous. Thus
Corollary 6.3 applies. 
Recall that in [11] an automorphism of H∞(Bd) was called quasi-inner, if it is in the
kernel of the homomorphism to Aut(Bd(1)). In terms of the preceding theorem, this
means that the induced nc biholomorphism ofBd is the identity when restricted to the first
level. We can therefore apply the spectral Cartan theorem (Theorem 4.15) to obtain the
following corollary, that can be interpreted as stating that it is very difficult to distinguish
a quasi-inner automorphism from an inner one.
Corollary 6.8. If α : H∞(Bd) → H∞(Bd) is a quasi-inner automorphism, then there exists
an nc biholomorphism G : B˜d → B˜d such that α(f) = f˜ ◦ G for all f ∈ H∞(Bd), and such
that for every irreducible X ∈ Bd, G(X) is similar to X.
7. THE HOMOGENEOUS CASE
In this section, we focus our attention on the case where the underlying varieties are
homogeneous. Our first result shows that when V and W are homogeneous, the weak-∗
continuity requirement can be dropped in Proposition 6.2 and Corollary 6.3. Throughout
this section, we shall assume that d <∞.
Theorem 7.1. Let V ⊆ Bd andW ⊆ Be be two homogeneous nc varieties. Let α : H∞(V)→
H∞(W) be a bounded isomorphism and let G be the induced nc function W˜ → B˜d. Under
these assumptions, we have that G maps W˜ to V˜. Consequently, every (completely) bounded
isomorphism between H∞(V) and H∞(W) arises as the composition with an nc biholomor-
phism G : W˜→ V˜.
Proof. Note that for every n ∈ N we have that α∗ : Repn(H∞(W)) → Repn(H∞(V)) is
a bijection and that G = pi ◦ α∗. Suppose towards a contradiction that for some X ∈ W
α∗(ΦX) is not weak-∗ continuous. Then G(X) ∈ ∂B˜d. However, by Lemma 4.5, this implies
that ρ(G(X)) = 1. Consider the function f(z) = G(zX/‖X‖) defined and analytic on the
disc. By Corollary 4.8 the function ρ(f(z)) is subharmonic and thus by the maximum
modulus is constant 1. In particular ρ(G(0)) = 1, i.e, ‖G(0)‖ = 1 as a point in Bd. By the
classical maximum modulus, we see that G restricted to the first level is constant. Since
W is homogeneous this implies that either W(1) is the singleton {0} or a homogeneous
variety. The first case is impossible since it would imply that G(0) = 0. The second case,
however, contradicts the fact that α∗ is bijective on every level.
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To obtain the final assertion of the theorem, we use the assumption d <∞ and Theorem
3.4 to concluded that α∗(ΦX) = ΦG(X). 
We shall now show that if for two homogeneous nc varieties V ⊆ Bd and W ⊆ Be, if
the similarity envelopes V˜ and W˜ are nc biholomorphic, then V˜ is the image of W˜ under
an invertible linear transformation. We start with the following lemma.
Lemma 7.2. Let V ⊆ Bd and W ⊆ Be be two nc homogeneous varieties such that V˜ and W˜
are nc biholomorphic. If 0 is not mapped to 0, then there exist two discs D1 ⊆ V(1) = V˜(1)
and D2 ⊆W(1) = W˜(1), both containing 0, such that D1 is mapped by the biholomorphism
onto D2.
Proof. Let G : V˜ → W˜ be an nc biholomorphism mapping V˜ onto W˜. If 0 is not mapped
to 0, then both V := V(1) = V˜(1) and W := W(1) = W˜(1) are non-trivial homogeneous
varieties and G|V : V → W is a biholomorphism. The first paragraph of the proof of [42,
Lemma 5.9] (see also [13]) shows — using an analysis of the singular nuclei of V and
W — that there are two discs D1 ⊆ V and D2 ⊆ W , both containing 0, such that D1 is
mapped by G|V onto D2. 
Proposition 7.3. Let V ⊆ Bd and W ⊆ Be be two nc homogeneous varieties such that V˜
and W˜ are nc biholomorphic. Then there exists an nc biholomorphism F of V˜ onto W˜ that
maps 0 to 0.
Proof. We can import the “disc trick” used in [13, Proposition 4.7] to the current setting
(see also [42, Lemma 5.9]). Since the argument is just a couple of paragraphs long, we
include it for completeness.
Let G be an nc biholomorphism mapping V˜ onto W˜. If 0 is mapped by G to 0, we are
done. Assume that G(0) 6= 0. We will prove that there exists an nc biholomorphism F ,
mapping V˜ onto W˜, such that F (0) = 0.
Lemma 7.2 implies there exist two discs D1 ⊆ V˜(1) and D2 ⊆ W˜(1) such that G(D1) =
D2. Define
O(0; V˜) := {z ∈ D1 : z = F (0) for some automorphism F of V˜},
and
O(0; V˜, W˜) :=
{
z ∈ D2 : z = F (0) for some nc biholomorphism
F of V˜ onto W˜
}
.
Since homogeneous varieties are invariant under multiplication by complex numbers, it is
easy to check that these sets are circular, that is, for every µ ∈ O(0; V˜) and ν ∈ O(0; V˜, W˜),
it holds that Cµ,D1 := {z ∈ D1 : |z| = |µ|} ⊆ O(0; V˜) and Cν,D2 := {z ∈ D2 : |z| = |ν|} ⊆
O(0; V˜,W).
Now, as G(0) belongs to O(0; V˜, W˜), we obtain that C := CG(0),D2 ⊆ O(0; V˜, W˜). There-
fore, the circle G−1(C) is a subset of O(0; V˜); note that this circle passes through the point
0 = G−1(G(0)). As O(0; V˜) is circular, every point of the interior of the circle G−1(C) lies in
O(0; V˜). Thus, the interior of the circle C must be a subset of O(0; V˜, W˜). But the interior
of C contains 0. We conclude that 0 ∈ O(0; V˜, W˜). 
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Proposition 7.4. LetV ⊆ Bd andW ⊆ Be be two homogeneous nc varieties. Let G : V˜→ W˜
be an nc biholomorphism, such that G(0) = 0. Then for every X ∈ V˜ we have that ρ(X) =
ρ(G(X)).
Proof. Since similarities preserve the joint spectral radius, it suffices to prove that for every
X ∈ V, ρ(G(X)) = ρ(X). Let X ∈ V be irreducible. By Lemma 4.4 we know that
ρ(X) = min{‖S−1XS‖ | S ∈ GLn}. For the same reason, we may choose T ∈ GLn that
realizes the minimum and replace X by T−1XT and assume that ρ(X) = ‖X‖.
Now consider the function f(z) = G(zX/‖X‖) defined on the disc. Since G(0) = 0,
by Lemma 4.9 we know that ρ(G(X)) = ρ(f(‖X‖)) ≤ ‖X‖ = ρ(X). Applying the same
consideration for G−1 we get that for every irreducible X ∈ Bd, ρ(X) = ρ(G(X)).
By Lemma 4.4 we know that if X is reducible, then ρ(X) = max{ρ(X1), . . . , ρ(Xk)},
where X1, . . . , Xk are the Jordan–Ho¨lder components of X. Since G is an nc automor-
phism the Jordan–Ho¨lder components of G(X) are precisely G(X1), . . . , G(Xk) and since
we know that for each of them the spectral radius is preserved, we are done. 
The following is the free analogue of [13, Lemma 7.5].
Corollary 7.5. Let V,W ⊆ Bd be two homogeneous nc varieties. Let A : Cd → Cd be an
invertible linear map, such that A maps V˜ bijectively onto W˜. Then for every X ∈ V,
ρ(X) = ρ(A(X)).
Before stating the next proposition, we require some notation. For an ideal J/C〈z1, . . . , zd〉,
we write
Z(J) = ZMd(J) = {X ∈Md : p(X) = 0 for all p ∈ J}.
Given a homogeneous varietyV ⊆ Bd, we let JV be the corresponding homogeneous ideal
in C〈z1, . . . , zd〉 consisting of polynomials vanishing on V.
Proposition 7.6. Let V ⊆ Bd and W ⊆ Be be two homogeneous nc varieties, and let G :
W˜ → V˜ be a 0-preserving nc holomorphic map. Then the linear transformation ∆G(0, 0)
maps W˜ into V˜.
Proof. First, we prove that ∆G(0, 0) maps Z(JW) into Z(JV). For every W ∈ W(n) define
γW : D→Md(n) by
γW (z) := G(zW ).
Then γW is a holomorphic map satisfying γ(D) ⊆ V˜(n). As G maps 0 to 0, γ maps 0 to 0 as
well. Thus, there exists a holomorphic map βW : D→Md(n) such that
γW (z) = z (γ
′
W (0) + zβW (z)) .
Now let f ∈ JV be an m-homogeneous function. As γ(D) ⊆ V˜(n) we have
0 = f (γW (z)) = f (z (γ
′
W (0) + zβW (z))) = z
mf (γ′W (0) + zβW (z))
for every z ∈ D, and thus f (γ′W (0) + zβW (z)) = 0 for every z ∈ D. Evaluating this at 0, we
have f (γ′W (0)) = 0. Since this is true for every homogeneous f ∈ JV, we must have that
γ′W (0) ∈ Z(JV). But
γ′W (0) = lim
z→0
G(zW )
z
= ∆G(0, 0)(W ),
so ∆G(0, 0) maps W, and hence Z(JW), to Z(JV).
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Now, V˜ = Z(JV) ∩ B˜d, so in order to prove that ∆G(0, 0) maps W˜ into V˜, it suffices
to show that ∆G(0, 0) maps W˜ into B˜d. Let X ∈ W(n) and consider the function f(z) =
G(zX/‖X‖). Since G(zX) ∈ V˜ for every z ∈ D we know that ρ(f(z)) < 1 for every
z ∈ D. By Lemma 4.9 we get that 1‖X‖ρ(∆G(0, 0)(X)) = ρ(f ′(0)) ≤ 1, and, in particular,
ρ(∆G(0, 0)(X)) < 1. Thus by Lemma 4.5 we conclude that ∆G(0, 0)(X) ∈ B˜d. 
Proposition 7.7. Let V ⊆ Bd and W ⊆ Be be homogeneous varieties and let A be an invert-
ible linear transformation mapping W˜ onto V˜. Then the following statements are equivalent:
(i) A is bi-Lipschitz with respect to δcb;
(ii) supW∈W ‖ΦA(W )‖cb <∞ and supV ∈V ‖ΦA−1(V )‖cb <∞;
(iii) the mapping f 7→ f˜ ◦ A, for f ∈ H∞(V), is a completely bounded isomorphism
H∞(V)→ H∞(W);
(iv) A is bi-Lipschitz with respect to δb;
(v) supW∈W ‖ΦA(W )‖ <∞ and supV ∈V ‖ΦA−1(V )‖ <∞;
(vi) the mapping f 7→ f˜ ◦A, for f ∈ H∞(V), is a bounded isomorphism H∞(V)→ H∞(W);
and
(vii) the mapping f 7→ f˜ ◦ A, for f ∈ H∞(V), is an algebraic isomorphism H∞(V) →
H∞(W).
Proof. The statements (i)–(iii) are equivalent by Proposition 5.2, and the statements (iv)–
(vii) are equivalent by Proposition 5.5. In addition, the equivalent statements (i)–(iii)
clearly imply (iv)–(vii), so we must show the opposite implication. Let α : H∞(V) →
H∞(W) be the bounded homomorphism of item (vi); we will show it is completely bounded.
Recall that by [43, Lemma 7.10], every nc holomorphic function f on an nc variety V
which is n-homogeneous — namely, f(λZ) = λnf(Z) for every Z ∈ V and λ ∈ D — is
a restriction to the variety of an n-homogeneous polynomial p, and ‖f‖H∞(V) = ‖f‖HV =
‖p‖H∞(Bd) = ‖p‖H2d.
Let T be the densely-defined linear map HV → HW defined on a polynomial f by Tf =
α(f). As A is linear, T must be graded, namely, it maps n-homogeneous functions to n-
homogeneous functions. Let f ∈ HV be a finite sum of homogeneous functions f =
∑
n fn.
Then obviously
∑
n Tfn is the homogeneous decomposition of Tf and
‖Tf‖2HW =
∑
n
‖Tfn‖2HW =
∑
n
‖Tfn‖2H∞(W)
≤
∑
n
‖α‖2‖fn‖2H∞(V) = ‖α‖2
∑
n
‖fn‖2HV
= ‖α‖2‖f‖HV .
Thus, T extends to a well defined bounded map HV → HW.
Now let kW,v,y be a kernel function in HW. Then, for every g ∈ HV we have
〈g, T ∗kW,v,y〉 = 〈(Tg)(W )v, y〉 = 〈g(AW )v, y〉 = 〈g, kAW,v,y〉.
Thus, T ∗kW,v,y = kAW,v,y.
Now, as H∞(V) ∼= Mult(HV) for every f ∈ H∞(V) there exists a bounded operator
Mf ∈ B(HV) such that fg = Mfg for every g ∈ HV. So for every kernel function kW,v,y ∈
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HW we have
(T ∗)−1M∗fT
∗kW,v,y = (T ∗)−1M∗f kAW,v,y = kW,v,f(AW )∗y = M
∗
α(f)kW,v,y.
Therefore
Mα(f) = TMfT
−1.
Thus, α is given by similarity and is therefore completely bounded. 
Combining Theorem 7.1 and Propositions 7.6 and 7.7, we obtain the main result of this
section.
Theorem 7.8. Let V ⊆ Bd and W ⊆ Be be two homogeneous nc varieties. The following
statements are equivalent:
(i) H∞(V) and H∞(W) are weak-∗ continuously isomorphic.
(ii) H∞(V) and H∞(W) are boundedly isomorphic.
(iii) H∞(V) and H∞(W) are completely boundedly isomorphic.
(iv) There exists a δb-bi-Lipschitz linear map mapping W˜ onto V˜.
(v) There exists a δcb-bi-Lipschitz linear map mapping W˜ onto V˜.
Proof. By Corollary 6.3 and Proposition 7.7, we need to prove only one implication.
If α is a bounded isomorphism, then it induces a bi-Lipschitz biholomorphism G : W˜→
V˜. By applying the analogue of Proposition 7.3 in the bi-Lipschitz category, we may assume
that G : W˜→ V˜ is a bi-Lipschitz biholomorphism that takes 0 to 0. By Proposition 5.5, we
have
M := sup
W∈W
‖ΦG(W )‖ <∞.
Let A = ∆G(0, 0). By Proposition 7.6, A maps W˜ into V˜ . Our goal is to show that
supW∈W ‖ΦA(W )‖ <∞; in fact we will show that supW∈W ‖ΦA(W )‖ ≤M .
Fix W ∈ W(n). We define u : D → Md by u(z) = G(zW )/z. Since W is homogeneous,
for every z ∈ D we have that zW ∈W(n), and therefore, G(zW ) ∈ V˜ ⊆ B˜d, so by Lemma
4.5 ρ(G(zW )) < 1. Since D is compact s := supz∈D ρ(G(zW )) < 1, so we can choose some
s < r < 1. As z 7→ 1
r
G(zW ) is an analytic function mapping D into B˜d and 0 to 0, by the
Vesentini–Schwarz Lemma (Lemma 4.9) we have that ρ(1
r
G(zW )) ≤ |z| so that ρ(u(z)) <
r < 1. Thus, by Lemma 4.5 we see that u(z) ∈ B˜d for all z ∈ D. Since V˜ is homogeneous,
u(z) = G(zW )/z belongs to Z(JV), so we conclude that u(z) ∈ Z(JV) ∩ B˜d = V˜ for all
z ∈ D.
Next, we define a function F from D to the Banach space B(H∞(V),Mn) by F (z) =
Φu(z). We will show that this function is holomorphic. By applying some Mo¨bius trans-
formation it suffices to show that F is differentiable at the origin. Let f ∈ H∞(V) with
‖f‖ ≤ 1, and set g(z) := 1
2
(f(u(z))− f(u(0))). Then g : D→Mn is a holomorphic function
with ‖g‖ ≤ 1 and g(0) = 0. By the Schwarz lemma, ‖g(z)‖ ≤ |z|, so we obtain
‖Φu(z) − Φu(0)‖ ≤ 2|z|.
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Now, the function f ◦ u is holomorphic in D so by Cauchy’s integral formula for every
z 6= w ∈ 1
2
D
1
|z − w|
∥∥∥∥∥Φu(z)(f)− Φu(0)(f)z − Φu(w)(f)− Φu(0)(f)w
∥∥∥∥∥
=
1
|z − w|
∥∥∥∥f(u(z))− f(u(0))z − f(u(w))− f(u(0))w
∥∥∥∥
=
1
|z − w|
∥∥∥∥∥∥
∫
|ζ|=1 f(u(ζ))
(
1
ζ−z − 1ζ
)
dζ
z
−
∫
|ζ|=1 f(u(ζ))
(
1
ζ−w − 1ζ
)
dζ
w
∥∥∥∥∥∥
=
∥∥∥∥∫|ζ|=1 f(u(ζ))
(
1
ζ(ζ − z)(ζ − w)
)
dζ
∥∥∥∥ ≤ 4,
where dζ is the normalized Lebesgue measure of T. Since this is true for every ‖f‖ ≤ 1,
we have that for every z, w ∈ 1
2
D∥∥∥∥F (z)− F (0)z − F (w)− F (0)w
∥∥∥∥ = ∥∥∥∥Φu(z) − Φu(0)z − Φu(w) − Φu(0)w
∥∥∥∥ ≤ 4|z − w|,
and in particular limz→0
F (z)−F (0)
z
exists, so F is differentiable at the origin.
Now let βθ ∈ Aut(H∞(V)) be the (completely isometric) rotation automorphism
βθ(f)(V ) := f(e
−iθV ), f ∈ H∞(V), V ∈ V.
Then F (eiθ) = Φe−iθG(eiθW ) = ΦG(eiθW ) ◦ βθ. Thus, sup|z|=1 ‖F (z)‖ ≤ M . But as F is holo-
morphic in D, it satisfies Cauchy’s integral formula in the closed disc, which implies a
maximum principle:
‖F (0)‖ ≤ max
|z|=1
‖F (z)‖ ≤M.
However, since F (0) = ΦA(W ), we have that ‖ΦA(W )‖ ≤ M for all W ∈W. This completes
the proof. 
Question 7.9. Is a linear map between similarity envelopes of nc homogeneous varieties
automatically bi-Lipschitz?
Example 7.10. Let us consider a simple example that illuminates the rigidity of the non-
commutative case. Let V ⊆ B2 be the subvariety cut out by the single polynomial x2. Let
A be a 2×2 matrix mapping V˜ isomorphically onto some subvariety of B˜2. Note that V(1)
is the single line corresponding to the y-axis. Therefore, by [13, Lemma 7.5] A maps the
y-axis isometrically onto some line. Multiplying A on the left by a unitary we may assume
that A has the form A = ( a 0c 1 ). We will show that in this case A is a diagonal unitary.
First consider the point
Z =
[
0 1
0 0
]
, W =
[
0 0
1 0
]
.
This point is a coisometry and thus has spectral radius 1. By Corollary 7.5 we know that
A preserves the spectral radius and thus the image must also have spectral radius 1. The
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matrix of the associated completely positive map with respect to the standard basis of M2
is 
0 0 0 |a|2 + |c|2
0 0 c 0
0 c 0 0
1 0 0 0
 .
Its spectral radius is
√|a|2 + |c|2 and thus we have that |a|2 + |c|2 = 1.
Now, let , δ > 0, be such that 2 + δ2 = 1. Write c = reiθ and consider the point
X =
[
0 e−iθ
0 0
]
, Y =
[
0 δ
δ 0
]
.
It is immediate that XX∗ + Y Y ∗ =
(
1 0
0 δ2
)
and therefore this point lies on the boundary
of the ball. Furthermore, a short computation of the associated completely positive map
shows that the spectral radius of this point is 0 <
√
δ < 1. By Corollary 7.5 A maps the
point (X, Y ) to a point with spectral radius
√
δ. The image of this point is
A(X, Y ) =
([
0 ae−iθ
0 0
]
,
[
0 δ + r
δ 0
])
.
Computing again the associated completely positive map and its spectral radius we get
that the spectral radius of the point is
√
δ 4
√
(δ + r)2 + |a|22. Thus (δ + r)2 + |a|22 = 1.
Opening brackets and using our assumptions and the fact that |a|2 + r2 = 1 we get that:
1 = (δ + r)2 + |a|22 = 1− 2 + 2rδ + r22 + |a|22 = 1 + 2rδ.
This is possible if and only if r = 0 and thus A is a diagonal unitary.
Combining this with Theorem 7.8 we see that the only varieties that are isomorphic to
the variety cut out by x2 are those that are conformally equivalent to it via a unitary.
8. EXAMPLE: THE q-COMMUTATION VARIETIES
In quantized versions of classical algebras, relations such as xy = qyx — also known
as q-commutation — naturally appear. Let q ∈ C and let Vq ⊆ B2 be the homogeneous
variety generated by the ideal 〈z1z2 − qz2z1〉.
We will first show that unless p ∈ {q, 1
q
}, there is no 2× 2 matrix mapping V˜q to V˜p, and
therefore for q ∈ D ∪ {eiθ : 0 ≤ θ ≤ pi} we get a continuum of mutually non-isomorphic
Banach algebras H∞(Vp).
Theorem 8.1. Let q 6= p be two complex numbers. If p = 1
q
, then
(i) the varieties Vq and Vp are conformally equivalent, and
(ii) the operator algebras H∞(Vq) and H∞(Vp) are unitarily equivalent;
and otherwise,
(i) the varieties V˜q and V˜p not biholomorphically equivalent, and
(ii) the Banach algebras H∞(Vq) and H∞(Vp) are not boundedly isomorphic.
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Proof. For the first case, note that for every q 6= 0, the unitary matrix
[
0 1
1 0
]
— an auto-
morphism of B2 — maps Vq onto V 1
q
. Thus, Vq and V 1
q
are conformally equivalent, and
as a result H∞(Vq) and H∞(V 1
q
) are unitarily equivalent.
We now move to the second case. Note that if q = 1, then the first level of Vq — a
variety that is considered in the next section and is called the commutative nc ball — is B2
while the first level of every other Vq is only the cross C := {(x, y) ∈ B2 : xy = 0}. So we
may assume that q 6= 1.
Now let p, q ∈ D ∪ {eiθ : 0 < θ ≤ pi}, and assume there is a 2 × 2 invertible matrix A
mapping Vq onto Vp. A simple computation shows that a matrix A, mapping the cross C
onto itself, must be of the form [
λ1 0
0 λ2
]
or
[
0 λ1
λ2 0
]
for some λ1, λ2 ∈ T. The first option maps Vq onto itself, and the second option maps Vq
onto V 1
q
, so we only need to show that Vq 6= Vp for q 6= p. Indeed, the point
1
2
√
q2 + 1
([
q 0
0 1
]
,
[
0 1
0 0
])
∈ B2
belongs to Vq but not to Vp. 
We will now examine the existence of irreducible points in the varieties Vq. This will
later help us understand maps of the corresponding operator algebras.
Proposition 8.2. If q is not a root of unity, then Vq has no non-scalar irreducible points. If
q is a root of unity, primitive of order k, then it has non-scalar irreducible points only in the
k-th level. In the latter case, they are all similar to a point of the formλ

1 0 · · · · · · 0
0 q
. . . ...
... . . . q2 . . .
...
... . . . . . . 0
0 · · · · · · 0 qk−1
 ,

0 · · · · · · 0 µ
1
. . . 0
0
. . . . . . ...
... . . . . . . . . .
...
0 · · · 0 1 0


for some non zero λ and µ.
Proof. Before we start, for A ∈ Mn and v ∈ Cn, let C(A; v) denote the A-cyclic subspace of
Cn, namely, the linear subspace generated by {v,Av,A2v, . . . , An−1v}.
Let n > 1 and (X, Y ) ∈ Vq(n). First note that if (X, Y ) is irreducible, then X cannot
have 0 as an eigenvalue. Indeed, if v 6= 0 is an eigenvector of X corresponding to an
eigenvalue 0, then C(Y ; v) ⊆ kerX. So if dim C(Y ; v) = n, then X = 0, and otherwise
C(Y ; v) is a nontrivial invariant subspace for both X and Y ; in any case, this contradicts
the irreducibility of (X, Y ). If q 6= 0, a symmetric argument shows that Y cannot have 0 as
an eigenvalue too.
If q = 0, then as X is invertible, the equality XY = 0 implies Y = 0, which contradicts
the irreducibility of (X, Y ). Thus, the only irreducible points of V0 are the ones in the first
level. So henceforward, we assume that q 6= 0.
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Suppose first that 1, q, q2, . . . , qn are n + 1 distinct numbers, namely, that q is not a root
of unity of order less than or equal to n. Let λ be a nonzero eigenvalue of X with an
eigenvector v. Then it is easy to check inductively that for every m, Y mv is an eigenvector
of X for the eigenvalue λqm, which is of course impossible.
In particular, if q is not a root of unity, then the only irreducible points of Vq are the
ones in the first level, and if q is a root of unity, say primitive of order k > 1, then for every
1 < l < k, the l’th level Vq(k) does not contain irreducible points.
We will now show that in the latter case — where q is a root of unity primitive of order
k — there exist irreducible points in the k-th level, and we will give a full description of
them. Let λ be an eigenvalue of X, and recall that for every 0 ≤ m ≤ k − 1, Y mv is an
eigenvector of X with an eigenvalue λqm. Thus, the vectors v, Y v, Y v, . . . , Y k−1v form a
basis. Let S be the invertible matrix whose rows are the latter vectors (in the order they
were written). Additionally, note that as Y kv is an eigenvector of X with an eigenvalue
λqk = λ, there must be a scalar µ such that Y Y k−1v = µv. Thus,
S−1XS = λ

1 0 · · · · · · 0
0 q
. . . ...
... . . . q2 . . .
...
... . . . . . . 0
0 · · · · · · 0 qk−1
 and S
−1Y S =

0 · · · · · · 0 µ
1
. . . 0
0
. . . . . . ...
... . . . . . . . . .
...
0 · · · 0 1 0
 ,
and µ must be non-zero.
On the other hand, it is evident that the above pair of matrices constitutes a point in
Z(JVq). To see that (X, Y ) is irreducible one may argue as follows. Begin by observing
that det(XY − Y X) = (q − 1)k detX detY 6= 0. Since for each two upper triangular
matrices R and T the matrix RT − TR is strictly upper triangular its determinant is 0, so
the pair (X, Y ) cannot be similar to a triangular pair (R, T ). As there are no irreducible
points in levels 1 < m < k, the point (X, Y ) itself must be irreducible.
Finally, we will show — still in the case that q is a primitive root of unity of order k —
that levels higher than k contain no irreducible points.
Indeed, assume that n > k and (X, Y ) ∈ Vq(n) is irreducible. Let λ be an eigenvalue of
X (so λ 6= 0) with an eigenvector v. As before, consider the Y -cyclic subspace C(Y, v). If
its dimension is not n, then this subspace is a nontrivial invariant subspace for both X and
Y . Otherwise, the vectors v, Y v, Y 2v, . . . , Y n−1v form a basis. Rearrange them such that
all the eigenvectors in the list corresponding to the eigenvalue λ (i.e., v, Y kv, . . . ) comes
first, then the ones corresponding to the eigenvalue λq (i.e., Y v, Y k+1v, . . . ) , and so on.
For each eigenvalue, keep them arranged in their original increasing form. Let S be the
invertible matrix whose rows are the latter vectors. Note also that Y nv is an eigenvector
of X with an eigenvalue λqn. Thus, if k does not divide n, the first row of S−1Y S must be
zero, which is impossible. Thus, k|n.
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Let l = n/k. Since Y nv is an eigenvector of X with an eigenvalue λ, there are scalars
µ0, . . . µl−1 ∈ C such that Y nv =
∑l−1
j=0 µjY
jk+1v. Let
A :=

0 · · · · · · 0 µ0
1
. . . µ1
0
. . . . . . ...
... . . . . . . . . .
...
0 · · · 0 1 µl−1
 ∈Ml(C).
Then
S−1XS = λ

Il 0 · · · · · · 0
0 qIl
. . . ...
... . . . q2Il
. . . ...
... . . . . . . 0
0 · · · · · · 0 qk−1Il
 and S
−1Y S =

0 · · · · · · 0 A
Il
. . . 0
0
. . . . . . ...
... . . . . . . . . .
...
0 · · · 0 Il 0
 .
Now let 0 6= v ∈ Cn be some eigenvector of A. Then, S(Cv)⊕k ⊆ Cn is a k-dimensional
subspace invariant under both X and Y . 
Let us now consider a change of angle in the varieties Vq. More precisely, let Wq ⊆ B2
be the nc variety generated by the ideal 〈(z1 − z2)z2 − qz2(z1 − z2)〉, and let
A =
[
1 1√
2
0 1√
2
]
.
Then obviously, for every q 6= 1, A maps Vq(1) onto Wq(1) and Z(JVq) onto Z(JWq).
Suppose first that q is not a root of unity. By Proposition 8.2, the irreducible points
in V˜q are only the scalar points. Now, since every (X, Y ) ∈ M2(n) is similar to a block
upper triangular pair whose diagonal blocks are all irreducible, every irreducible (X, Y ) ∈
V˜q must be similar to an upper triangular matrix whose diagonal entries are in Vq(1).
Therefore, as A maps Vq(1) onto Wq(1), Lemma 4.4 implies that for every (X, Y ) ∈ V˜q,
we have ρ(A(X, Y )) < 1, so in view of Lemma 4.5, A(X, Y ) ∈ B˜2, so A maps V˜q into W˜q.
This argument works in reverse, and we conclude that for every q which is not a root
of unity A maps V˜q bijectively onto W˜q. Unfortunately, we couldn’t prove that A is bi-
Lipschitz; if we could, this would have shown that H∞(Vq) and H∞(Wq) are completely
boundedly isomorphic.
If q is a root of unity, say primitive of order k, then since irreducible points exist not only
in the first level, it might happen that A does not map V˜q bijectively onto W˜q.
Indeed, consider the case q = −1. Let
X0 =
[
1 0
0 −1
]
and Y0 =
[
0 i
1 0
]
,
which by Proposition 8.2, is an irreducible point in Z(JVq). We will show that ρ(A(X0, Y0)) 6=
ρ(X0, Y0). Corollary 7.5 would then imply that V˜−1 is not mapped bijectively onto W˜−1.
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To this end, recall that for a pair of two n× n matrices (A,B), the linear transformation
on Θ(A,B) : Mn → Mn, defined by Θ(A,B)(T ) = ATB, is represented, with respect to the
standard basis E1,1, E1,2, . . . , En,n, by the matrix A ⊗ BT . Thus, the matrix representing
Ψ(X,Y ) — which is by definition Θ(X,X∗) + Θ(Y,Y ∗) — is
X ⊗X + Y ⊗ Y .
The square root of the largest number among all eigenvalue absolute values of the latter
n2 × n2 matrix is its spectral radius, and hence is equal to ρ(X, Y ).
Now, the matrix representing Ψ(X0,Y0) is
X0 ⊗X0 + Y0 ⊗ Y0 =

1 0 0 1
0 −1 i 0
0 −i −1 0
1 0 0 1
 ,
and the matrix representing ΨA(X0,Y0) is
(X0 +
1√
2
Y0)⊗ (X0 + 1√
2
Y0) +
1√
2
Y0 ⊗ 1√
2
Y0 =

1 − 1√
2
i 1√
2
i 1
1√
2
−1 i − 1√
2
i
1√
2
−i −1 1√
2
i
1 − 1√
2
− 1√
2
1
 .
The largest number among all eigenvalue absolute values of the first matrix is 2, and of
the second —
√
3. Thus, ρ(A(X0, Y0)) 6= ρ(X0, Y0). We conclude that H∞(V−1) is not
boundedly isomorphic to H∞(W−1)
Similar computations show thatV
e
2pii
3
andVi also contain irreducible points whose joint
spectral radius is not preserved under A. Thus, H∞(V
e
2pii
3
) and H∞(Vi) are not boundedly
isomorphic to H∞(W
e
2pii
3
) and H∞(Wi).
9. THE COMMUTATIVE CASE
In this section, as in Section 7, we assume d <∞. Let us define
CMd = {X ∈Md : XiXj = XjXi , i, j = 1, . . . , d}
and
CBd = {X ∈ Bd : XiXj = XjXi , i, j = 1, . . . , d}.
Our goal is, as before, to classify the algebras H∞(V), but this time only for nc subvarieties
V ⊆ CBd; we shall refer to such nc varieties as commutative nc varieties. Obviously,
the operator algebra H∞(V) of a commutative nc variety V is commutative. Note that
H∞(CBd) = Md — the multiplier algebra on the Drury–Arveson space; see [43, Section
11] for a detailed explanation of this fact.
In the setting of commutative nc varieties, we relax somewhat the weak-∗ continuity
conditions of our basic classification results from Section 6. When we specialize further
to homogeneous commutative nc varieties, we will recover the results of Section 7 by
other techniques. An important ingredient for the proof of the classification result is a
Nullstellensatz for homogeneous commutative nc varieties, which may be of independent
interest.
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We now define a new nc set ĈBd by
ĈBd := {X ∈ CMd : σ(X) ⊆ Bd}.
Here σ(X) could mean Taylor spectrum, but since X is a tuple acting on a finite dimen-
sional space, σ(X) can be taken as any other reasonable definition of spectrum. Our
working definition for the joint spectrum σ(X) will be the set of d-tuples in Cd made from
taking elements from the diagonal of (X1, . . . , Xd) after they are realized in a simultaneous
upper triangular form.
For every X ∈ ĈBd, the mapping f 7→ f(X), which is well defined on C[z], extends
to a continuous representation of the topological algebra O(Bd) consisting of all analytic
functions on Bd [48, Theorem 4.3].
Theorem 9.1. Every X ∈ ĈBd is simultaneously similar to some Y ∈ CBd. In other words,
ĈBd = C˜Bd.
Proof. This result follows from the results of Section 4.2, but we wish to present a different
proof that is also interesting.
Fix X ∈ ĈBd(n). Since the map EVX : O(Bd) → Mn given by evaluating at X is
continuous, there must be a compact set K ⊆ Bd and a constant C for which
‖f(X)‖ ≤ C‖f‖∞,K ,
where ‖f‖∞,K = sup{|f(x)| : x ∈ K}. Considering A, the closure of (O(Bd), ‖ · ‖∞,K), as a
subalgebra of C(K), it is evident that it is a unital operator algebra. The evaluation map
EVX : O(Bd) → Mn extends to a bounded unital map from A into Mn. Since Mn is finite
dimensional, the evaluation map must be completely bounded [15, Corollary 2.2.4]. By
Paulsen’s Theorem [29, Theorem 9.1], EVX is similar to a completely contractive homo-
morphism ρ. Since (C[z], ‖ · ‖∞,K) is dense in A, the homomorphism ρ must be of the form
EVY for Y = (ρ(z1), . . . , ρ(zd)) ∈ CMd. Finally, to see that Y must be in CBd, we note that
the row norm of (z1, . . . , zd) is
‖(z1, . . . , zd)‖ = sup
x∈K
√∑
|xi|2 < 1,
so, because ρ is a complete contraction, ‖(Y1, . . . , Yd)‖ < 1. 
Remark 9.2. The above proof exposes the connection between the operator space struc-
ture on O(Bd) and the representations at hand. However, one can provide a more ele-
mentary proof by induction as follows. For every X ∈ ĈBd(1) = Bd the claim is trivial.
Now let X ∈ ĈBd(n) and choose a unitary, such that U∗XU is upper triangular. Write
X = ( α v0 X′ ), where α ∈ Bd, v is some vector and X ′ ∈ ĈBd(n − 1). By induction, there
exists a matrix S, such that S−1X ′S is a strict contraction. Take for t > 0 the invertible
matrix Tt =
(
t 0
0 t−1S−1
)
, then TtU∗XUT−1t =
(
α t2vS
0 S−1X′S
)
. Since α ⊕ (S−1X ′S) is a strict
contraction, for t small enough, so is TtU∗XUT−1t .
9.1. The isomorphism problem in the commutative case.
Proposition 9.3. Let V ⊆ CBd and W ⊆ CBe be two commutative nc varieties, and let
α : H∞(V)→ H∞(W) be a bounded homomorphism. Suppose that α∗ maps every evaluation
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functional Φw : f 7→ f(w) (f ∈ H∞(W), w ∈ W = W(1)) to an evaluation functional on
H∞(V). Then α∗ maps W˜ into V˜.
Proof. Define G : W˜→ pi(unionsqk Repk(H∞(V))) by
G(T ) = pik(α
∗(ΦT )) , T ∈ W˜(k).
Since α∗ is a similarity preserving and a direct sum preserving map between the nc spaces
of representations, it follows that G is an nc map from W˜ into pi(unionsqk Repk(H∞(V))) = V˜.
Let T ∈ W˜. We know that G(T ) ∈ V˜, and we need to show that G(T ) ∈ V˜. Since T is
simultaneously upper-triangular in some basis, and since nc maps act entry-wise on the
diagonal, we find that
σ(G(T )) = G(σ(T )).
But as T ∈ W˜(k), we know that σ(T ) ⊆ W = W(1). By assumption, G(σ(T )) ⊆ V =
V(1) ⊆ Bd, so Theorem 9.1 implies that G(T ) ∈ C˜Bd. Thus α∗(ΦT ) = ΦG(T ), and the proof
is complete. 
Recall that a character of an algebra is a non-zero linear multiplicative functional.
Proposition 9.4. Let V ⊆ CBd and W ⊆ CBe be two commutative nc varieties, and let
α : H∞(V)→ H∞(W) be a unital and bounded homomorphism. Suppose that α∗ maps weak-
∗ continuous characters to weak-∗ continuous characters. Then there exists an nc holomorphic
map G : W˜→ V˜ which implements α by the formula
α(f) = f˜ ◦G
for all f ∈ H∞(V) where f˜ denotes the unique extension of f to V˜.
Proof. Applying Proposition 9.3 to α, we find that α∗ restricts to an nc holomorphic map
G : W˜→ V˜. The conclusion now follows from Proposition 6.2 and Theorem 3.4. 
Putting the conclusion of the previous Proposition with Propositions 5.5 and 6.2, we
obtain the following strengthening of Corollary 6.3.
Corollary 9.5. Let d, e ∈ N, and V ⊆ CBd and W ⊆ CBe be commutative nc varieties. Then
H∞(V) and H∞(W) are continuously isomorphic via an isomorphism that preserves weak-∗
continuous characters if and only if the similarity envelopes V˜ and W˜ are nc biholomorphic
via an nc biholomorphism G : W˜→ V˜ satisfying
sup
W∈W
‖ΦG(W )‖ <∞ and sup
V ∈V
‖ΦG−1(V )‖ <∞.
Furthermore, in this case supW∈W ‖ΦG(W )‖ = ‖α‖.
Likewise, H∞(V) and H∞(W) are completely boundedly isomorphic via an isomorphism
that preserves weak-∗ continuous characters if and only if the similarity envelopes V˜ and W˜
are nc biholomorphic via an nc biholomorphism G : W˜→ V˜ satisfying
sup
W∈W
‖ΦG(W )‖cb <∞ and sup
V ∈V
‖ΦG−1(V )‖cb <∞,
and in this case supW∈W ‖ΦG(W )‖cb = ‖α‖cb and supV ∈V ‖ΦG−1(V )‖cb = ‖α−1‖cb.
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9.2. A Nullstellensatz for homogeneous commutative nc varieties. We now prove a
Nullstellensatz that will be important for our classification result. These results were es-
sentially obtained already in [40, Section 2.1.6] (and in [13, Section 6] in the norm closed
setting), but there are some tweaks we desire, so we expand. The reader is referred
to [43, Section 7] for a similar discussion in the noncommutative setting.
We define, given a subset S ⊆ CBd,
JS = {f ∈ H∞(Bd) : f(X) = 0 for all X ∈ S}.
Since we are dealing with the free commutative case, it is convenient to define
J cS = {f ∈Md = H∞(CBd) : f(X) = 0 for all X ∈ S},
as well as the polynomial ideal
I(S) = {p ∈ C[z1, . . . , zd] : p(X) = 0 for all X ∈ S}.
Theorem 9.6. Let V ⊆ CBd be a homogeneous commutative nc variety and let V = V(1).
There exists an integer N such that for every f ∈Md,
f
∣∣
V
= 0 =⇒ fN ∣∣
V
= 0.
Likewise, for every f ∈ H∞(Bd)
f
∣∣
V
= 0 =⇒ fN ∣∣
V
= 0.
In other words, f ∈ J cV implies that fN ∈ J cV and similarly for JV and JV.
Proof. The ideal J cV is homogeneous. Therefore, if f ∈ J cV and f =
∑∞
n=0 fn, then every fn
is in the polynomial ideal I(V) / C[z1, . . . , zd]. It holds that
fn(X) =
∫ 2pi
0
f(eintX)e−intdt,
and a familiar argument using the Feje´r kernel shows that the Cesa`ro sums of the series∑
fn are bounded and converge pointwise to f . Thus every f ∈ J cV is the weak-∗ limit of
a bounded sequence in I(V).
By Hilbert’s Basis Theorem, the radical I(V ) =
√
I(V) of the ideal I(V) /C[z] is finitely
generated. Combining this with Hilbert’s Nullstellensatz, it is easy to see that there is some
N such that for every p ∈ C[z1, . . . , zd],
p
∣∣
V
= 0 =⇒ pN ∈ I(V).
If f ∈ J cV , that is, if f ∈ Md vanishes on V , then, by the first paragraph of the proof, f is
the pointwise limit of a bounded sequence of polynomials qk ∈ I(V ). It follows that fN is
the bounded pointwise limit of qNk ∈ I(V), and therefore fN ∈ J cV.
That proves the statement for f ∈Md. Now let f ∈ H∞(Bd), and suppose that f
∣∣
V
= 0.
Letting q : H∞(Bd) → Md = H∞(CBd) be the quotient map, we find that q(f)
∣∣
V
= 0, so
q(fN) = q(f)N ∈ J cV. Therefore, fN ∈ q−1(J cV) = JV. 
Given an algebra B and an ideal I in B, we define
radB(I) = {f ∈ B : fN ∈ I for some N ∈ N}.
We now recover Theorem 2.1.30 from [40] (for the case B =Md).
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Corollary 9.7. For every weak-∗ closed homogeneous ideal I / B (with B = Md or B =
H∞(Bd)), if we put V = {z ∈ Bd : g(z) = 0 for all g ∈ I}, then
{f ∈ B : f ∣∣
V
= 0} = radB(I).
9.3. Classification of homogeneous commutative nc varieties. We are now ready to
study the isomorphism problem for the algebras of bounded analytic functions on commu-
tative nc varieties. This problem was treated extensively in the fully commutative case,
that is, when the algebra H∞(V) lives on a variety V which is minimal, in the sense that
it is the minimal nc variety in Bd which contains V = V(1); this is referred to as the iso-
morphism problem for complete Pick algebras, see [10,13,14,21,27,28,42]. In [43, Section
11] we explained how this problem can be investigated in the nc commutative setting.
The main results of [14, Section 5], when translated to the language of this paper, can
be stated as follows: if V and W are minimal commutative nc varieties in CBd, and if
α : H∞(V)→ H∞(W) is a continuous algebra isomorphism, then there exists a multiplier
biholomorphism G from W(1) onto V(1) that implements α. It is worth noting that G
must then extend to a biholomorphism from W˜ onto V˜, since these are the minimal nc
varieties containing W(1) and V(1). One of the main goals of this paper is to extend the
results of [14, Section 5] to the setting of nc varieties. We already obtained this goal for
general homogeneous nc varieties in Theorem 7.1. The following theorem is the special
case of commutative homogeneous nc varieties; we believe that it deserves to be presented
separately, because of the importance of the commutative case, and also because we have
a different proof.
Theorem 9.8. Let V ⊆ CBd and W ⊆ CBe be two homogeneous commutative nc varieties,
and let α : H∞(V) → H∞(W) be a bounded isomorphism. Then there exists an nc biholo-
morphism G : W˜→ V˜ which implements α by the formula
α(f) = f˜ ◦G
for all f ∈ H∞(V) where f˜ denotes the unique extension of f to V˜. Moreover,
sup
W∈W
‖ΦG(W )‖ = ‖α‖,
and if α is completely bounded, then
sup
W∈W
‖ΦG(W )‖cb = ‖α‖cb.
Proof. By Corollary 9.5, it suffices to prove that α∗ restricts to a bijection between the
weak-∗ continuous functionals. In fact, it suffices to show that α∗ maps W = W(1) into
V = V(1), since by symmetry this will also be true for α−1.
Suppose, therefore, that α∗ maps an evaluation functional Φw0 to a functional ρ =
α∗(Φw0) which is not an evaluation functional. By Theorem 3.4, ρ lies in a fiber over a
point of the boundary of the ball, that is ρ ∈ pi−11 (v) for some v ∈ ∂Bd ∩ V . Since W is
connected, we can use the proof of [14, Lemma 5.3] to obtain that α∗(Φw) ⊆ pi−11 (v) for all
w ∈ W . We will now show that this leads to a contradiction.
Without loss of generality, we may assume that v = (1, 0, . . . , 0). Now let g = z1 − 1,
which can be considered as a function in Md and also as a function in H∞(W). Then
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gN does not vanish on V for any N ∈ N, since A − I is invertible for any matrix A with
‖A‖ < 1. On the other hand, for every w ∈ W ,
α(g)(w) = α∗(Φw)(g) = α∗(Φw)(z1)− α∗(Φw)(1) = 1− 1 = 0.
Note that this does not imply yet that α(g) is zero on W, just that it vanishes on the first
level. However, by Theorem 9.6, there exists N such that α(gN) = α(g)N = 0, and this
contradicts the fact that α is an isomorphism. This contradiction shows that α∗ must map
W into V , and by the first paragraph of the proof, we are done. 
Combining Theorem 9.8 with Propositions 7.3, 7.6 and 7.7, we recover Theorem 7.8
for the case of commutative nc varieties (where Theorem 9.8 replaces Theorem 7.1 in the
proof). Proposition 7.6 can be given a slightly different proof in the commutative case,
using the joint spectrum instead of the joint spectral radius (we omit the details), and with
this approach the proof of the commutative case becomes different in a meaningful way.
Remark 9.9. We know that for homogeneous nc varieties, and in particular for commuta-
tive homogeneous nc varieties, the algebrasH∞(V) andH∞(W) are boundedly isomorphic
if and only if there exists a δb-bi-Lipschitz linear map mapping W˜ onto V˜. We were unable
to resolve the question, whether every bijective linear map A taking W˜ onto V˜ gives rise to
a completely bounded isomorphism between H∞(V) and H∞(W); in other words, we do
not know whether such a linear map is automatically δb-bi-Lipschitz (or even δb-bounded).
It is tempting to conjecture that the answer is yes, but it seems that even when one as-
sumes that the varieties in question are commutative nc varieties, the question does not
become much simpler.
Example 9.10. We know that the answer is positive in the case that one (and hence both)
of the varieties are the nc zero sets of a radical homogeneous ideal — this follows from
a difficult result of Hartz [20] (see [43, Section 11] for the connection). In our notation,
Hartz’s theorem says that if one has a bijective linear map A : W → V between two
homogeneous varieties in the unit ball Bd ⊆ Cd, and if V and W are the minimal nc
varieties in the nc ball Bd containing V and W , respectively, as their first levels, then pre-
composing with A gives rise to a bounded isomorphism from H∞(V) onto H∞(W). Note
that since V and W are minimal, it follows that the existence of a bijective linear map
A : W → V is equivalent to the existence of a bijective linear map A : W˜→ V˜. Therefore,
Hartz’s result provides a solution to Question 7.9 in the commutative, radical case.
10. ALGEBRAS OF CONTINUOUS MULTIPLIERS
Let V ⊆ Bd be an nc variety. Recall that we let A(V) denote the algebra of all bounded
analytic functions that extend to uniformly continuous functions onV, in the sense that for
every  > 0, there exists a δ > 0, such that for every n ∈ N we have that if X, Y ∈ V(n) are
such that ‖X − Y ‖ < δ, then ‖f(X) − f(Y )‖ <  (in other words, these are the bounded
analytic functions on V that are uniformly continuous on V(n), for all n, uniformly in
n). We give A(V) the sup norm (which coincides with the multiplier norm), and this
gives A(V) the structure of an operator algebra. By [43, Section 9], these algebras can be
considered to be continuous multipliers on the nc reproducing kernel Hilbert spaces HV.
The algebras of the form A(V) include among them many algebras that have been in-
vestigated before. For example, if V is a disc, then A(V) = A(D) is the disc algebra. If
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V = Bd is an nc ball, then A(V) = A(Bd) is the noncommutative disc algebra [31]. If
V is a homogeneous ideal, then A(V) is the tensor algebra associated with a subproduct
system (with Hilbert space fibers), as studied in [13], [23] and [44].
A natural question, in the spirit of our investigations, is: how does the (operator/Banach)
algebraic structure of A(V) reflect the geometric structure of V? Other natural algebras
one might consider are (i) the closure AV of the algebra generated by the polynomials,
with respect to the supremum norm and (ii) the quotient algebra A(Bd)/IV, where
IV = {f ∈ A(Bd) : f(X) = 0 for all X ∈ V}.
In the general case, several technical difficulties immediately arise. First, it is not true
that every f ∈ A(V) has an extension F ∈ A(Bd) such that ‖F‖ = ‖f‖. Moreover, it
might happen that IV = {0} for a nontrivial V (see [14, Theorem 8.1]). In this case,
the restriction map A(Bd) → A(V) is an isomorphism, hence the algebraic structure is
preserved while the geometry is dramatically changed. It is also not a simple matter to
determine when A(V) = AV. We refer the reader to Section 7 of the paper [14] for some
discussion of the kind of subtleties involved.
To recap, in the setting of multiplier algebras, we had the natural and completely iso-
metric identifications
H∞(V) = H∞(Bd)
∣∣
V
= H∞(Bd)/JV = algw∗(z1, . . . , zd),
where the last algebra denotes the weak-operator (or weak-∗) closure of the unital algebra
generated by the free polynomials in MultH2V; whereas, when passing to the norm closed
algebras, we do not know in general whether
(10.1) A(V) = A(Bd)
∣∣
V
= A(Bd)/IV = AV := alg‖·‖(z1, . . . , zd)
holds. In particular, we cannot identify the spaces Repk(A(V)) of finite dimensional repre-
sentations, which in the previous context has been the starting point of the classification.
In [43, Section 9], we proved that the identifications in (10.1) all hold completely iso-
metrically when V is a homogeneous variety (with the provision that the appearance of
A(Bd)
∣∣
V
in the identifications should be interpreted only as equality of sets).
In the rest of this section we shall consider the isomorphism problem for the algebras
of the kind A(V) for a homogeneous nc variety V ⊆ Bd, where d = ∞ is included. We
leave the investigation of the function theory, representation theory, and classification of
the algebras A(V) associated with general varieties for future work.
In Section 9.3 of [43] we observed that when V is homogeneous, every X ∈ V gives
rise to completely contractive unital representation
f 7→ f(X).
Further, for every Φ ∈ Repcck (A(V)) there exists X ∈ V such that Φ = ΦX . Using — as
is done in the proof of Theorem 3.4 — the fact that bounded representations into Mn are
completely bounded, together with the fact that completely bounded representations are
similar to completely contractive ones, we obtain the following description of the bounded
finite dimensional representations of A(V).
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Proposition 10.1. Let V ⊆ Bd be a homogeneous nc variety. For very k ∈ N, the natural
projection pik of Repk(A(V)) into B˜d given by
pik(Φ) = (Φ(z1), . . . ,Φ(zd))
is a bijection onto the similarity invariant envelope V˜ of V.
Once we know that every bounded finite dimensional representation of A(V) is given
by evaluation at a point of V˜, we can use the methods of this paper (with significantly
simpler proofs) to prove the following classification results.
Theorem 10.2. Let V ⊆ Bd and W ⊆ Be be homogeneous nc varieties. Let α : A(V) →
A(W) be a unital bounded homomorphism. Then there exists an nc map G : W˜ → V˜ such
that G(W˜) = V˜, which implements α by the formula
α(f) = f˜ ◦G.
In this case, ‖α‖ = supW∈W ‖ΦG(W )‖, and ‖α‖cb = supW∈W ‖ΦG(W )‖cb if α is completely
bounded. Moreover, if we write G = (G1, . . . , Gd), then the component Gi is in A(W) for all
i = 1, . . . , d.
Consequently, A(V) and A(W) are (completely) boundedly isomorphic, if and only if there
exist (δcb-bi-Lipschitz) δb-bi-Lipschitz nc maps G : W˜ → V˜ with components in A(W), and
H : V˜→ W˜ with components in A(V), which are mutual inverses of each other.
Theorem 10.3. Let V ⊆ Bd and W ⊆ Be be two homogeneous nc varieties. The following
are equivalent:
(1) A(V) and A(W) are boundedly isomorphic.
(2) A(V) and A(W) are completely boundedly isomorphic.
(3) There exists a δb-bi-Lipschitz linear map mapping W˜ onto V˜.
(4) There exists a δcb-bi-Lipschitz linear map mapping W˜ onto V˜.
Remark 10.4. When V and W are varieties determined by monomials in (finitely many)
noncommuting variables, the algebras A(V) and A(W) are precisely the tensor algebras
studied in [23] (the algebra A(V) appeared in [23] as AX). In [23, Theorem 9.2] it was
shown that in this case A(V) and A(W) are algebraically isomorphic if and only if they are
completely isometrically isomorphic, and this happens if and only if there is a permutation
of the variables, such that the defining monomials (and hence the varieties) are the same.
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