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1. Einleitung
1.1. Motivation und Einfu¨hrung in das Thema
Wird im Festko¨rper ein Elektron aus dem Valenzband ins Leitungsband angeregt, so
la¨sst es im Valenzband ein Loch zuru¨ck. Gebundene Elektron-Loch-Paare, die soge-
nannten Exzitonen, stellen die fundamentalen Anregungen im Festko¨rper dar [1]. Man
unterscheidet zwei Arten von Exzitonen: Stark-gebundene Exzitonen, die vorwiegend in
Ionen-, Moleku¨l- und Edelgaskristallen vorkommen, nennt man Frenkel-Exzitonen [2, 3].
Die in Halbleiter vorkommenden schwach-gebundenen Exzitonen nennt man Wannier-
Exzitonen [2, 3]. Da es sich bei Lo¨chern um positiv geladene Teilchen und bei Elektronen
um negativ geladene Teilchen handelt, die sich u¨ber eine Coulomb-Wechselwirkung anzie-
hen, ko¨nnen Exzitonen in einem wasserstoffartigen Modell beschrieben werden [1, 4, 5].
Diese Darstellung fu¨hrt auf ein wasserstoffartiges Energiespektrum mit einer modifizier-
ten Rydbergenergie des Exzitons. Hoch angeregte Rydbergexzitonen sind in der Festko¨r-
perforschung von besonderem Interesse, da sie sich eignen, um Wechselwirkungen von
Exzitonen mit anderen Quasiteilchen zu untersuchen und sie sich mo¨glicherweise in opti-
schen Bauelementen einsetzen lassen [6]. Trifft Licht auf einen Festko¨rper, so kann dieses
mit den Exzitonen wechselwirken. Die Kopplung von Licht und den Exzitonen fu¨hrt auf
ein neues Quasiteilchen, das Exziton-Polariton [7]. Will man nun dieses Teilchen be-
schreiben, muss man einen Basiswechsel, die Polaritontransformation, durchfu¨hren. In
der Regel wird diese fu¨r ein Exziton und ein Photon durchgefu¨hrt. Dies ergibt zwei Zu-
sta¨nde das
”
upper polariton“ und das
”
lower polariton“ [8]. In der nachfolgenden Arbeit
soll diese Polaritontransformation fu¨r eine beliebige Anzahl von Exzitonen im Magnetfeld
durchgefu¨hrt werden.
1.2. Aufbau der Arbeit
Im Folgenden geben wir in Kapitel 2 zuna¨chst einen groben U¨berblick u¨ber die Struk-
tur fester Ko¨rper. Danach betrachten wir in Kapitel 3 ihre Elektronenstruktur, ehe wir
in Kapitel 4 u¨bergehen zur Beschreibung von Exzitonen. Nach einer Einfu¨hrung in den
Formalismus der zweiten Quantisierung, werden wir in Kapitel 5 das Konzept der Polari-
tonen erarbeiten. Dabei orientieren wir uns an den Darstellungen in [1–5]. Die Ergebnisse
dieser Arbeit zu Polaritonen im Magnetfeld werden in Kapitel 6 pra¨sentiert. Abschlie-
ßend geben wir in Kapitel 7 eine kurze Zusammenfassung.
5

2. Struktur fester Ko¨rper
2.1. Aufbau kristalliner Festko¨rper
Einkristalline Festko¨rper lassen sich mithilfe eine Raumgitters beschreiben, wobei an
jedem Gitterpunkt ein Atom sitzt. Wa¨hlt man eines der Atome als Ausgangspunkt, so
la¨sst sich jeder Punkt im Raumgitter durch einen Translationsvektor
T =
3∑
i=1
niai, ni ∈ Z (2.1)
erreichen. Die ai sind dabei die linear unabha¨ngigen Ortsvektoren zu den drei Nach-
baratomen des Ausgangsatoms. Diese Vektoren werden auch Basisvektoren genannt. Sie
spannen ein Parallelepiped, die Einheits- oder Elementarzelle, mit Volumen
Vez = (a1 × a2) ·a3 = (a3 × a1) ·a2 = (a2 × a3) ·a1 (2.2)
auf. Die La¨nge der Kanten dieses Ko¨rpers |ai| = ai werden Gitterkonstanten genannt.
Bei komplizierteren kristallinen Festko¨rpern, die aus mehreren Atomsorten aufgebaut
sind, tritt an die Stelle der Atome in der Zelle eine ganze Atomgruppe. Die Einheitszel-
le, die nur ein Atom beziehungsweise nur eine Atomgruppe entha¨lt, nennt man primitiv.
Fu¨r manche Anwendungen, beispielsweise die Berechnung der Elektronenverteilung in
einer Zelle, ist die Wahl einer anderen Elementarzelle, der Wigner-Seitz-Zelle, geeignet
[3]. Diese erha¨lt man, indem man einen Gitterpunkt mit seinen Nachbarn verbindet und
dann diese Verbindungslinie, jeweils auf halber Strecke, mit einer senkrechten Ebene
schneidet.
Ein unendlich ausgedehntes Raumgitter kann durch verschiedene Symmetrieoperationen
in sich selbst u¨berfu¨hrt werden. Neben der per Definition gewa¨hrleisteten Translations-
symmetrie ist es mo¨glich, dass ein Kristall symmetrisch ist bezu¨glich [2, 3]:
• Inversion am Ursprung,
• Spiegelung an einer Ebene,
• Drehung um eine Symmetrieachse,
• Kombinationen aus den vorherigen Operationen.
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Dabei wird eine Symmetrieachse n-za¨hlig genannt, wenn man nach einer Drehung um
φ = 2pi/n wieder die urspru¨ngliche Kristallstruktur erha¨lt. Die mo¨glichen Werte fu¨r n
sind hierbei n = 2, 3, 4, 6 [2, 3]. Diese Bedingungen ermo¨glichen 14 verschiedene Bravais-
Gitter, die sich aufgrund ihrer Symmetrie weiter in sieben Kristallsysteme ordnen lassen
[2–4].
2.2. Das reziproke Gitter
Da das Gitter einen periodischen Aufbau hat, sollten auch grundlegende Eigenschaften
des Festko¨rpers eine Translationssymmetrie aufweisen. Funktionen, die die Gitterperi-
odizita¨t aufweisen,
f(r) = f(r + T ), (2.3)
lassen sich in eine Fourierreihe
f(r) =
∑
G
fGe
iGr (2.4)
entwickeln mit den Koeffizienten
fG =
1
Vez
∫
Vez
f(r)e−iGrdV (2.5)
und den Gittervektoren des reziproken Gitters
G =
3∑
i=1
mibi, mi ∈ Z. (2.6)
Da wegen Gleichung (2.3) und Gleichung (2.4) GT = 2pim mit m ∈ Z erfu¨llt sein muss,
sind die Basisvektoren des reziproken Gitters gegeben durch
b1 =
2pi
Vez
(a2 × a3),
b2 =
2pi
Vez
(a3 × a1),
b3 =
2pi
Vez
(a1 × a2).
(2.7)
Insbesondere gilt:
bi ·aj = 2piδij. (2.8)
Anhand von Gleichung (2.7) sieht man, dass die Vektoren bi die Dimension m
−1, also
dieselbe Dimension wie ein Wellenvektor k, haben. Das reziproke Gitter ist somit ein
Gitter im k-Raum, oder auch Impulsraum, nach dem Impuls ~k. Der U¨bergang zwischen
Orts- und Impulsraum erfolgt durch eine Fouriertransformation. Wie fu¨r das Gitter im
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Abbildung 2.1.: Brillouinzone eines kubisch raumzentrierten Gitters (links) und eines
kubisch fla¨chenzentrierten Gitters (rechts), sinngema¨ß nach [5].
Ortsraum la¨sst sich auch im Impulsraum eine Wigner-Seitz-Zelle konstruieren. Diese
wird erste Brillouinzone genannt. Aufgrund der Translationssymmetrie gibt es keine
(kontinuierliche) Impulserhaltung. Stattdessen gilt, dass zu einem gegebenen k-Wert ein
beliebiger Gittervektor des reziproken Gitters hinzu addiert werden kann [4]:
k k +G. (2.9)
Dies bedeutet, dass es genu¨gt, sich auf die erste Brillouinzone zu beschra¨nken, da man
einen außerhalb der Zone liegenden k-Wert durch Addition eines geeigneten reziproken
Gittervektors in den gewu¨nschten Bereich zuru¨ckfu¨hren kann. Auch das reziproke Gitter
weißt, je nach Typ, bestimmte Symmetrien auf. In Anlehnung an die Gruppentheorie
erhalten Punkte hoher Symmetrie Bezeichnungen wie Γ, H, K, L, N, P, W, X [3, 5].
Dabei ist der Γ-Punkt das Zentrum der ersten Brillouinzone [3–5]. In Abbildung 2.1 sind
die Brillouinzonen eines kubisch raumzentrierten und eines kubisch fla¨chenzentrierten
Gitters abgebildet. Die Punkte hoher Symmetrie sind hervorgehoben.
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3. Elektronenstruktur im Festko¨rper
3.1. Hamiltonoperator des Festko¨rpers
Es ist ha¨ufig u¨blich, den Festko¨rper als aus Ionen und Valenzelektronen zusammen-
gesetzt zu betrachten. Eine pra¨zisere Darstellung mit Atomkernen und Elektronen ist
normalerweise nicht notwendig, da Elektronen in den inneren, abgeschlossenen Scha-
len aufgrund der ho¨heren Bindungsenergien eine geringere Ausdehnung besitzen als die
a¨ußersten, schwa¨cher gebundenen Valenzelektronen [5]. Dies ist in Abbildung 3.1 darge-
stellt. Die kernnahen Elektronen sind stark an den zugeho¨rigen Atomkern gebunden und
ihre Wellenfunktion wird vom Gitterpotential nicht beeinflusst. Die Wellenfunktionen
der Valenzelektronen u¨berlappen aufgrund der gro¨ßeren Ausdehnung und wechselwirken
so miteinander. Aufgrund dieser Interaktion kommt es zur A¨nderung der ra¨umlichen
Elektronenverteilung, was die chemische Bindung zwischen den einzelnen Atomen er-
mo¨glicht. Je nachdem, wie die Wellenfunktionen benachbarter Elektronen u¨berlappen,
unterscheidet man verschiedene Bindungstypen. Die wichtigsten Vertreter sind, nach
steigender Bindungsenergie geordnet [2, 5]
• die van-der-Waals-Bindung, welche vornehmlich bei Edelgaskristallen vorkommt,
• die metallische Bindung,
• die ionische Bindung,
Valenzelektronen
kernnahe Elektronen
r
V (r), ψ(r)
Abbildung 3.1.: Valenzelektronen und kernnahe Elektronen im Potential des Festko¨rpers
(hier gestrichelt dargestellt), sinngema¨ß nach [5].
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• die kovalente Bindung, welche die Diamantstruktur erzeugt.
Bei Halbleitern ist typischerweise die kovalente Bindung dominant [5]. Die oben genann-
ten Wechselwirkungen sorgen fu¨r eine Konfiguration mit optimierter Energie. Diese kann
durch den U¨berlapp der Wellenfunktionen minimiert werden, was auf den Grundzustand
des Systems fu¨hrt. Da es in den meisten Fa¨llen ausreicht, nur Valenzelektronen und Ionen
zu betrachten, la¨sst sich der Hamiltonoperator des Systems schreiben als
H0 = Hel +Hion +Hion-el. (3.1)
Weiterhin lassen sich die gitterdynamischen Eigenschaften im Wesentlichen auf die Be-
wegung der Ionen um ihre Ausgangsposition zuru¨ckfu¨hren, wa¨hrend die elektronischen
Eigenschaften zum Großteil bestimmt werden durch die Bewegung fast freier Elektro-
nen. Diese Zuordnung la¨sst sich erkla¨ren, indem man Elektronen und Ionen als zwei
thermodynamische Systeme betrachtet, die in Kontakt stehen. Befindet sich das System
im thermischen Gleichgewicht, so haben Elektronen und Ionen dieselbe Temperatur und
somit auch dieselbe kinetische Energie pro Freiheitsgrad〈
pel
2mel
〉
=
〈
Pion
2Mion
〉
. (3.2)
Da die Atomkerne wesentlich schwerer sind als die Elektronen, mu¨ssen sich die Elektro-
nen im Durchschnitt viel schneller bewegen als die Ionen. A¨ndert sich also die Position
der Ionen, richten sich die Elektronen instantan im neuen Potential aus und nehmen
dort den Grundzustand ein. Die Bewegung der Ionen fu¨hrt also nicht zur Anregung der
Elektronen, was eine seperate Behandlung der beiden Systeme ermo¨glicht. Man nennt
dies die adiabatische Na¨herung oder Born-Oppenheimer-Na¨herung [5]. Sind wir also
an den elektronischen Eigenschaften des Festko¨rpers interessiert, so reicht es aus die
N Valenzelektronen in einem Festko¨rper zu betrachten, in welchem die Ionen in ihrer
Gleichgewichtsposition R0n sitzen. Dies fu¨hrt auf einen Hamiltonoperator der Form
H0 =
N∑
l=1
p2l
2mel
+
1
2
N∑
k,l=1, k 6=l
e2
4pi0|rk − rl| +
1
2
∑
m,n=1, m 6=n
V (|R0m−R0n|) +
∑
l,n
v(|rl−R0n|).
(3.3)
Der erste Term beschreibt dabei die kinetische Energie der einzelnen Elektronen, der
zweite Term beschreibt die gegenseitige Wechselwirkung der Elektronen, der dritte Term
steht fu¨r die gegenseitige Wechselwirkung der Ionen u¨ber ein Wechselwirkungspotential
V und der vierte Term beschreibt die Wechselwirkung der Elektronen mit den Ionen
u¨ber ein Wechselwirkungspotential v.
3.2. Das freie Elektronengas
In einem einfachen Ansatz vernachla¨ssigen wir die Struktur des Festko¨rpers und erset-
zen die Ionen durch eine homogene Hintergundladung. Diese wird u¨ber den Term H+
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beru¨cksichtigt:
H =
N∑
l=1
p2l
2mel
+
1
2
N∑
k,l=1, k 6=l
e2
4pi0|rk − rl| +H+. (3.4)
Dies ist das sogenannte Jellium-Model [5]. Geht man zusa¨tzlich davon aus, dass die
Ladung der Elektronen homogen u¨ber den Festko¨rper verteilt ist, so heben sich die
Ladung der Elektronen und der Ionen gerade auf und man erha¨lt das Modell des freien
Elektronengases,
HN =
N∑
l=1
p2l
2mel
=
N∑
l=1
Hl. (3.5)
Da es sich bei diesem Hamiltonoperator um eine Summe von Hamiltonoperatorn fu¨r ein
Teilchen handelt, la¨sst sich der Vielteilchen-Hamiltonoperators durch einen Produktan-
satz lo¨sen
Ψ({rl}) =
N∏
l=1
ψ(rl). (3.6)
Die ψ(rl) sind dabei die Lo¨sung des Einteilchenproblems
Hlψ(rl) =
p2l
2mel
ψ(rl) = Elψ(rl). (3.7)
Dieser Hamiltonoperator wird durch den Ansatz ebener Wellen
ψk(rl) =
1√
V
eikrl (3.8)
gelo¨st und fu¨hrt auf die Energieeigenwerte
E(k) =
~2k2
2mel
. (3.9)
Die Randbedingungen schra¨nken die Zahl der k-Werte ein. In einem quaderfo¨rmigen
Festko¨rper mit Volumen V = L1L2L3 gilt fu¨r die Wellenvektoren aufgrund periodischer
Randbedingungen (siehe beispielsweise [3])
ki =
2pi
Li
ni, ni ∈ Z, i = 1, 2, 3. (3.10)
Im k-Raum nimmt jeder dieser Zusta¨nde ein Volumen
Vk =
(2pi)3
V
(3.11)
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ein. Zu beachten ist noch, dass aufgrund der Spin-Entartung jeder Zustand doppelt
besetzt ist. Will man die Energie des Grundzustandes berechnen, ist dies u¨ber die Zu-
standsdichte mo¨glich. Fu¨r eine Kugelschale mit Radius k und Dicke dk ist diese gegeben
durch
D(k)dk =
2V
(2pi)3
4pik2dk. (3.12)
Fu¨llt man nun die Zusta¨nde mit N Elektronen innerhalb einer Kugel mit Radius kF so,
dass gerade alle Zusta¨nde besetzt sind, gilt
N =
∫ kF
0
D(k)dk =
V
pi2
∫ kF
0
k2dk =
V
3pi2
k3F. (3.13)
Diese Kugel wird Fermi-Kugel genannt. Fu¨r T = 0K ist sie voll besetzt. kF bezeichnet
den Radius der Fermi-Kugel. Mit der Elektronendichte n = N/V ist er gegeben durch
kF = (3pi
2n)
1
3 . (3.14)
Die Zusta¨nde, die gerade auf der Kugeloberfla¨che liegen, haben dabei die gro¨ßtmo¨gliche
Energie. Diese wird Fermi-Energie genannt:
EF =
~2k2F
2mel
. (3.15)
Die Gesamtenergie des Grundzustandes ist dann gegeben durch
Etotal =
∫ kF
0
E(k)D(k)dk =
3
5
NEF. (3.16)
Diese teilt sich auf N Elektronen auf. Somit ist die mittlere Energie pro Zustand
E¯ =
Etotal
N
=
3
5
EF. (3.17)
Nun soll noch die Zustandsdichte im Energieraum berechnet werden:
D(E)dE = D(k)
dk
dE
dE =
V
2pi2
(
2mel
~2
) 3
2 √
EdE. (3.18)
Die Zustandsdichte ist also proportional zur Wurzel aus der Energie E. In Abbildung 3.2
ist die Zustandsdichte neben der zugeho¨rigen Energiedispersionkurve dargestellt. Die bei
T = 0K besetzten Zusta¨nde sind blau hervorgehoben. Um die Energie bei einer beliebigen
Temperatur berechnen zu ko¨nnen, beno¨tigen wird die Fermi-Dirac-Verteilung. Diese gibt
die Wahrscheinlichkeit an, dass ein Zustand der Energie E bei der Temperatur T besetzt
ist [9]:
f(E, µ, T ) =
1
e
E−µ
kBT + 1
. (3.19)
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Abbildung 3.2.: a) Energiedispersion und b) Zustandsdichte des freien Elektronengases,
sinngema¨ß nach [3].
Hier bezeichnet µ das chemische Potential. Damit ist die Energie bei einer beliebigen
Temperatur gegeben durch
Etotal(T ) =
∫ ∞
0
ED(E)f(E, µ, T )dE. (3.20)
3.3. Elektronen im periodischen Potential
In Abschnitt 3.1 wurde der Hamiltonoperator, der im Hinblick auf die Untersuchung der
elektronischen Eigenschaften des Festko¨rpers beno¨tigt wird, vorgestellt. Nun soll noch
die periodische Struktur des Kristalls beru¨cksichtigt werden. Dazu werden die Anteile,
die eine Abha¨ngigkeit von den Ionen aufweisen, zusammengefasst zu∑
l
V˜ (rl) =
1
2
∑
m,n=1, m 6=n
V (|R0m −R0n|) +
∑
l,n
v(|rl −R0n|), (3.21)
wobei die Abha¨ngigkeit von der Position der Ionen im Kristall nun nicht weiter dargestellt
wird. Der Hamiltonoperator aus Gleichung (3.3) la¨sst sich nun schreiben als
H =
N∑
l=1
(
pˆ2l
2mel
+ V˜ (rl)
)
+
1
2
N∑
k,l=1, k 6=l
e2
4pi0|rk − rl| . (3.22)
Das gleichzeitige Auftreten des periodischen Potentials und des Wechselwirkungspoten-
tials der Elektronen macht die Auswertung des zugeho¨rigen Eigenwertproblems kompli-
ziert. Eine strikte Lo¨sung ist nicht mo¨glich und Na¨herungsverfahren werden notwendig
15
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[1, 5]. Ein mo¨glicher Ansatz, das Problem zu vereinfachen, ist es, die beiden auftretenden
Potentialterme zu einem effektiven Einteilchenpotential zusammenzufassen [5]:
H =
N∑
l=1
(
pˆ2l
2mel
+ Veff(rl)
)
. (3.23)
Dieser Hamiltonoperator ist also die Summe von Einteilchen-Schro¨dinger-Gleichungen
und kann durch einen Produktansatz gelo¨st werden. Die zugeho¨rige Einteilchen-Schro¨din-
ger-Gleichung lautet (
pˆ2l
2mel
+ Veff(rl)
)
ψ(rl) = Elψ(rl). (3.24)
3.3.1. Bloch-Funktion
In diesem Abschnitt soll die Lo¨sung der im vorigen Kapitel eingefu¨hrten Einteilchen-
Schro¨dinger-Gleichung (3.24) gefunden werden. Das Potential Veff(r) weist, aufgrund
der symmetrischen Anordnung der Ionen im Kristall, dieselbe Translationssymmetrie
auf:
Veff(r) = Veff(r + T ). (3.25)
Funktionen mit dieser Periodizita¨t lassen sich als Fourierreihe entwickeln:
Veff(r) =
∑
G
VGe
iGr. (3.26)
Setzt man diese Entwicklung in die Schro¨dingergleichung(
− ~
2
2mel
∆ + Veff(r)
)
ψ(r) = Eψ(r) (3.27)
ein und nutzt fu¨r die Wellenfunktion ψ(r) eine Entwicklung nach ebenen Wellen,
ψ(r) =
∑
k
cke
ikr (3.28)
so ergibt sich die folgende Gleichung [3]:
∑
k
eikr
[(
~2k2
2mel
− E
)
ck +
∑
G
VGck−G
]
= 0. (3.29)
Diese Gleichung la¨sst sich fu¨r beliebige k-Werte nur dann erfu¨llen, wenn(
~2k2
2mel
− E
)
ck +
∑
G
VGck−G = 0 (3.30)
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gilt. Da in dieser Gleichung lediglich Koeffizienten ck auftreten, deren zugeho¨rige k-Werte
sich um einen reziproken Gittervektor G unterscheiden, la¨sst sich der Ansatz (3.28) nun
weiter vereinfachen zu
ψk(r) =
∑
G
ck−Gei(k−G)r =
(∑
G
ck−Ge−iGr
)
eikr = uk(r)e
ikr. (3.31)
Die so erhaltene Funktion wird Bloch-Funktion genannt. uk(r) ist dabei eine gitterperi-
odische Funktion
uk(r + T ) = uk(r). (3.32)
Eine solche Bloch-Funktion ist in Abbildung 3.3 dargestellt. Sie ergibt sich als Pro-
dukt einer gitterperiodischen Funktion und einer ebenen Welle. Die Gitterperiodizita¨t
ist dabei durch die periodisch angeordneten Atomorbitale dargestellt. Eine grundlegende
Eigenschaft der Bloch-Funktion zeigt sich, wenn man zum zugeho¨rigen Wellenvektor k
einen reziproken Gittervektor G′ addiert und anschließend den Summationsindex aba¨n-
dert zu G − G′ → G′′. Dann erha¨lt man die urspru¨ngliche Wellenfunktion ψk(r) [3]:
ψk+G′(r) =
∑
G
ck+G′−Gei(k+G
′−G)r =
∑
G′′
ck−G′′ei(k−G
′′)r = ψk(r). (3.33)
Auch fu¨r die Energieeigenwerte vera¨ndert das Hinzuaddieren eines reziproken Gittervek-
tors G zum urspru¨nglichen Wellenvektor k nichts [3, 5],
Ekψk = Hψk = Hψk+G = Ek+Gψk+G (3.34)
Reψ
x
Perodisch angeordnete Atomorbitale
Anteil der Ebenen Welle
Blochwelle
Abbildung 3.3.: Realteil einer Blochwelle in einer Dimension. Dargestellt sind außerdem
die periodisch angeordneten Atomorbitale und der Anteil der ebenen
Welle zur Blochwelle, sinngema¨ß nach [4].
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und damit
Ek = Ek+G. (3.35)
Das ist auch der Grund, warum man im Festko¨rper von einem Quasiimpuls ~k spricht,
da im Unterschied zum freien Teilchen hier beliebige reziproke Gittervektoren G zum
Wellenvektor k hinzuaddiert werden ko¨nnen [4]. Man kann sich bei der Betrachtung der
Lo¨sungen im Impulsraum auf die erste Brillouin-Zone beschra¨nken, da außerhalb dieser
die Eigenwerte und Wellenfunktionen periodisch wiederholt werden.
3.3.2. Quasi-freie Elektronen
Ausgehend von der Schro¨dingergleichung (3.30) sollen die Energieeigenwerte fu¨r Elektro-
nen im Festko¨rper na¨her untersucht werden. Aufgrund der periodischen Gitterstruktur
wiederholen sich die Energieeigenwerte periodisch im Impulsraum. Fordert man, dass
diese Lo¨sungsstruktur erhalten bleibt und die Amplituden des periodischen Potentials
VG vernachla¨ssigbar klein sind, so sind die Energieeigenwerte durch Parabeln gegeben,
die im Impulsraum jeweils um den reziproken Gittervektor G verschoben sind:
Ek =
~2k2
2mel
, Ek+G =
~2|k +G|2
2mel
. (3.36)
In Abbildung 3.4 ist dies fu¨r ein eindimensionales Gitter mit Gitterkonstanten a veran-
schaulicht. Der zugeho¨rige (minimale) reziproke Gittervektor ist gegeben durch
g =
2pi
a
. (3.37)
Wie im Abschnitt 3.3.1 erla¨utert, reicht es aus, sich bei der Betrachtung auf die erste
Brillouin-Zone zu beschra¨nken. Diese ist in Abbildung 3.4 schwarz hervorgehoben. An
den Ra¨ndern der ersten Brillouin-Zone und in ihrem Zentrum treten Entartungen auf,
welche im Folgenden weiter untersucht werden sollen. Dazu betrachten wir den untersten
Schnittpunkt der beiden Parabeln am Rand der ersten Brillouinzone k = g/2 = pi/a.
Die zugeho¨rigen Koeffizienten der Parabeln sind ck und ck−g. Sofern die Sto¨rung durch
das periodische Potential als klein angesehen werden kann, reicht es aus, diese beiden
Lo¨sungen zu betrachten. Dies wird klar, wenn man die Entwicklungskoeffizienten ck−G
gesondert betrachtet. Diese lassen sich ausdru¨cken durch [3]
ck−G =
∑
G′ VG′ck−G−G′
E − ~2
2mel
|k −G|2 . (3.38)
Fu¨r kleine Sto¨rungen durch das Potential ist der Energieeigenwert gegeben durch den
Wert der freien Elektronen
E =
~2k2
2mel
. (3.39)
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k−4pi
a
−2pi
a
0 2pi
a
4pi
a
E
1. BZ
Abbildung 3.4.: Darstellung der Energiedispersion fu¨r Elektronen in einem verschwin-
dend kleinen periodischen Potential, sinngema¨ß nach [5]. Die erste Bril-
louinzone ist dabei schwarz hervor gehoben.
Die Sto¨rung wird am Gro¨ßten, wenn der Nenner in Gleichung (3.38) verschwindet, also
gerade dann, wenn
k2 = |k −G|2 (3.40)
gilt. Gleichung 3.40 ist am Rand der ersten Brillouin-Zone k = g/2 = pi/a erfu¨llt, wenn
der reziproke Gittervektor die Werte G = g und G = 0 annimmt. Somit ko¨nnen alle
anderen Koeffizienten als klein angesehen werden. In der weiteren Betrachtung werden
nur noch die Koeffizienten ck und ck−g beru¨cksichtigt. Nimmt man nun an, dass das
Gitter Inversionssymmetrie Vg = V−g besitzt und setzt man den Koeffizienten V0 = 0,
so ergibt sich folgendes Gleichungssystem [3]:(
~2k2
2mel
− E
)
ck + Vgck−g = 0,(
~2|k − g|2
2mel
− E
)
ck−g + Vgck = 0.
(3.41)
Dieses Gleichungssystem hat nur dann eine nichttriviale Lo¨sung wenn die Sa¨kulardeter-
minante verschwindet. Mit den Abku¨rzungen
E0k =
~2k2
2mel
, E0k−g
~2|k − g|2
2mel
, (3.42)
ergeben sich die folgenden Lo¨sungen [3]:
E± =
1
2
(E0k−g + E
0
k)±
√
1
4
(E0k−g + E
0
k)
2 + V 2g . (3.43)
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k
E
0 2pi
a
pi
a
Abbildung 3.5.: Zum Entstehen der Bandlu¨cke am Rand der ersten Brillouinzone. Der
Energieverlauf fu¨r das freie Elektronengas ist grau dargestellt, sinnge-
ma¨ß nach [5].
An der Grenze der Brillouinzone la¨sst sich dies weiter vereinfachen zu
E± = E0k ± |Vg|. (3.44)
Die Anwesenheit des Potenzials Veff(r), beziehungsweise dessen erster Fourierkomponen-
te, sorgt also fu¨r eine Energieaufspaltung an der Grenze der Brillouin-Zone. Es bildet sich
ein Energiebereich, in dem keine Elektronen vorkommen. Dieser Bereich wird Bandlu¨cke
Eg genannt. In Abbildung 3.5 ist die beschriebene Aufspaltung zu sehen. Man erkennt
auch, dass im Zentrum der Brillouin-Zone die parabolische Struktur der Energiedispersi-
on erhalten bleibt. Wertet man die Energieeigenwerte an der Zonengrenze aus, so zeigen
diese dort ebenfalls ein parabelfo¨rmiges Verhalten [3].
3.4. Ba¨ndermodell
Im Abschnitt 3.3.2 haben wir gesehen, dass es wegen der periodischen Kristallstruktur
Energiebereiche gibt, in denen keine Elektronen vorkommen. Es gibt somit nur bestimm-
te Bereiche, in denen sich Elektronen aufhalten ko¨nnen. Diese Bereiche werden Ba¨nder
genannt. Gibt es N Elektronen im Festko¨rper, so wird der Grundzustand des Festko¨r-
pers erhalten, indem man unter Beru¨cksichtigung des Pauli-Prinzips die untersten zur
Verfu¨gung stehenden Energieniveaus bis zur Fermi-Energie EF nacheinander mit den N
Elektronen auffu¨llt. Die voll besetzten Ba¨nder werden Valenzba¨nder (VB) genannt. Al-
le daru¨berliegenden, teilbesetzte oder leere Ba¨nder bezeichnet man als Leitungsba¨nder
(CB) [4]. Ist das oberste Energieband nur zum Teil besetzt oder kommt es beim obersten
besetzten Band zum U¨berlapp mit ho¨her liegenden Ba¨ndern, so klassifiziert man diese
Materialien als Leiter [2] oder Metall [3, 4]. Materialien, bei denen es zu einem geringen
U¨berlapp beziehungsweise nur zum Beru¨hren der Ba¨nder kommt, werden als Halbme-
talle bezeichnet [3, 4]. Die andere mo¨gliche Situation ist, dass die Fermi-Energie in einer
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Bandlu¨cke liegt. Somit ist das darunter liegende Valenzband gerade voll besetzt. In die-
sem Fall handelt es sich bei dem Material um einen Isolator oder Halbleiter [2–5]. Die
Unterscheidung zwischen beiden wird dabei durch die Gro¨ße der Bandlu¨cke bestimmt.
Ist diese verha¨ltnisma¨ßig klein, so ko¨nnen Elektronen aus dem Valenzband ins Leitungs-
band angeregt werden. Bei gro¨ßeren Bandlu¨cken wird diese Anregung jedoch schwierig.
U¨blicherweise liegen die Bandlu¨cken fu¨r Halbleiter in einem Bereich von
0eV < Eg ≤ 4eV (3.45)
und jene von Isolatoren in einem Bereich von
4eV < Eg, (3.46)
wobei die U¨berga¨nge hier fließend sind [4]. In Abbildung 3.6 sind die verschiedenen
Situationen schematisch dargestellt.
Energie E
CB
CB
VB
a)
CB
CB
VB
b)
CB
VB
VB
c)
Eg ≤ 4eV
CB
VB
VB
d)
Eg > 4eV
Abbildung 3.6.: Besetzung der Ba¨nder fu¨r a), b) Metalle, c) Halbleiter und d) Isolato-
ren, sinngema¨ß nach [4]. Die besetzten Zusta¨nde sind dabei blau hervor
gehoben.
3.5. Lo¨cher und die effektive Masse
Da die Bandlu¨cke bei Halbleitern verha¨ltnisma¨ßig klein ist, lassen sich bei Temperaturen
u¨ber dem absoluten Nullpunkt Elektronen thermisch in das Leitungsband anregen. Ein
angeregtes Elektron hinterla¨sst dabei eine freie Stelle im Valenzband, die man als Loch
oder Defektelektron bezeichnet [3, 4]. Im Festko¨rper ist es im Hinblick auf die elektro-
nischen Eigenschaften u¨blich, statt der vielen verbleibenden Elektronen nur diese freie
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Stelle im Valenzband als neues positiv geladenes Quasiteilchen zu behandeln. Zur Aus-
wertung der Bewegung von Elektronen und Lo¨chern in elektrischen und magnetischen
Feldern wa¨hlt man Wellenpakete, bei denen nur die k-Werte beru¨cksichtigt werden sollen
die in einem geeigneten Bereich um ein k0 orientiert sind:
φk0(r) =
∑
k
ake
ikruk(r). (3.47)
Diese Wellenpakete bezeichnet man als Wannier-Funktionen [4]. Fu¨r eine gute Lokalisa-
tion im Impulsraum wa¨hlt man eine Ausdehnung des Wellenpaketes im Ortsraum, die
sich u¨ber einige Einheitszellen erstreckt. Damit eine Behandlung des Elektrons als kom-
paktes Teilchen mo¨glich ist, muss seine Ausdehnung im Ortsraum wesentlich kleiner sein
als die Wellenla¨nge des a¨ußeren Feldes [3]. Die Gruppengeschwindigkeit fu¨r ein solches
Wellenpaket ist gegeben u¨ber die Energiedispersion E(k) durch
vg(k) =
1
~
∂E(k)
∂k
=
1
~
∇kE(k). (3.48)
Eine a¨ußere Kraft F wirkt auf die Energie des Wellenpakets nach
dE(k) = F ds = Fvgdt. (3.49)
Diese beiden Gleichungen lassen sich zu
d(~k)
dt
= F = p˙ (3.50)
zusammenfassen mit dem Quasiimpuls ~k des Elektrons oder Lochs. Auf der anderen
Seite gilt fu¨r die Zeitableitung der Gruppengeschwindigkeit
a =
dvg
dt
=
1
~
d
dt
(
∂E(k)
∂k
)
=
1
~
∂2E(k)
∂k∂k
dk
dt
. (3.51)
Mit Gleichung (3.50) la¨sst sich dies ausdru¨cken als
a =
1
~2
∂2E(k)
∂k∂k
F . (3.52)
Der Vergleich mit dem zweiten Newtonschen Axiom a = F /m liefert(
1
meff
)
i,j
=
1
~2
∂2E(k)
∂ki∂kj
. (3.53)
Man beachte, dass es sich bei der so eingefu¨hrten effektiven Masse meff im Allgemei-
nen um einen Tensor handelt. In der Umgebung von Bandextrema nehmen die Ba¨nder
eine parabolische Form an [4] und die effektiven Massen sind skalar. Damit lassen sich
Elektronen und Lo¨cher im Festko¨rper unter Beru¨cksichtigung der effektiven Masse wie
freie Teilchen behandeln. Man nennt dies die effektive-Masse-Na¨herung [4]. Im Folgen-
den werden die effektiven Massen der Elektronen mit me und die effektiven Massen der
Lo¨cher mit mh bezeichnet.
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Wird ein Elektron vom Valenzband in das Leitungsband angeregt, so entsteht im Va-
lenzband ein Loch. Betrachtet man nun die Wechselwirkung des so gebildeten Elektron-
Loch-Paares, so fu¨hrt das auf ein neues Quasiteilchen, das Exziton. Im Wesentlichen
unterscheidet man zwei Fa¨lle. Frenkel-Exzitonen sind stark gebundene Exzitonen, die
hauptsa¨chlich in Moleku¨l-, Edelgas- und Ionenkristallen zu finden sind [2, 3]. Schwach
gebundene Wannier-Exzitonen sind dagegen in den meisten Halbleitern zu finden [2, 3].
Da in dieser Arbeit Exzitonen in einem Halbleiter, na¨mlich Kupferoxydul, untersucht
werden sollen, werden nachfolgend lediglich die Wannier-Exzitonen beschrieben. Weite-
re Informationen u¨ber Frenkel-Exzitonen finden sich beispielsweise in [1].
4.1. Wasserstoffartiges Modell der Exzitonen
Ein Exziton entsteht, wenn ein Elektron aus dem Valenzband in das Leitungsband ange-
regt wird. Dieses besitzt dann eine effektive Masse me. Im Valenzband bleibt ein positiv
geladenes Loch mit effektiver Masse mh zuru¨ck. Statt der elektrischen Wechselwirkung
des Elektrons im Leitungsband mit den restlichen Elektronen im Valenzband und den
Ionenru¨mpfen im Festko¨rper, behandelt man lediglich die Wechselwirkung zwischen dem
Loch im Valenzband und dem Elektron im Leitungsband. Dies fu¨hrt auf einen Hamil-
tonoperator der Form
H = Eg +
p2e
2me
+
p2h
2mh
− e
2
4pi0|re − rh| . (4.1)
Der Term Eg beschreibt die Energie der Bandlu¨cke. Die Beschreibung mit effektiven
Massen setzt parabolische Ba¨nder voraus. Andere Valenz- und Leitungsba¨nder mu¨ssen
allerdings auch beru¨cksichtigt werden. Dies geschieht in einer ersten Na¨herung u¨ber die
Materialkonstante  [5].
Der Hamiltonoperator (4.1) la¨sst sich in Relativ- und Schwerpunktkoordinaten darstel-
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len. Mit pe = ~ke und ph = ~kh lauten diese
r = re − rh,
R =
mere +mhrh
M
,
k =
mhke −mekh
M
,
K = ke + kh
(4.2)
dabei ist M = me +mh die Gesamtmasse . In diesen Koordinaten ergibt sich der Hamil-
tonoperator zu
H = Eg +
p2
2µ
− e
2
4pi0r
+
~2K2
2M
. (4.3)
Dabei ist µ = memh/(me + mh) die reduzierte Masse und p der Impulsoperator der
Relativbewegung. Der erste Term ist wieder die Energie der Bandlu¨cke, der zweite und
der dritte Term beschreiben die Relativbewegung von Elektron und Loch und der vierte
Term die abseparierte Schwerpunktsbewegung. Die beiden mittleren Terme haben die-
selbe Struktur wie das Wasserstoffproblem und unterscheiden sich lediglich durch die
andere reduzierte Masse µ und die Dielektrizita¨tskonstante  vom Wasserstoffmodell
Hφν(r) =
(
− ~
2µ
∆− e
2
4pi0|r|
)
φν(r) = Eνφν(r), (4.4)
dessen Lo¨sungen bekannt sind [10]:
Eν = −Rexc
ν2
(4.5)
mit der Rydbergenergie des Exzitons
Rexc = RH
µ
mel2
(4.6)
und dem Bohr’schen Radius des Exzitons
aexc = aH
mel
µ
. (4.7)
Man beachte, dass sich die Rydbergenergie und der Bohrradius des Exzitons jeweils
um einen Faktor von denen des Wasserstoffatoms unterscheiden. Diese Faktoren kom-
men durch die effektiven Massen von Elektron und Loch und die Materialkonstante 
zustande. Setzt man fu¨r Halbleiter typische Werte ein, so ergeben sich [4]
1meV ≤ Rexc ≤ 200meV Eg (4.8)
und
50nm & aexc ≥ 1nm > a. (4.9)
Die Energieeigenwerte im wasserstoffartigen Modell der Exzitonen ergeben sich zu
Eν,K = Eg − Rexc
ν2
+
~2K2
2M
. (4.10)
24
4.2. Exzitonen in magnetischen Feldern
4.2. Exzitonen in magnetischen Feldern
In dieser Arbeit sollen Exzitonen in konstanten magnetischen Feldern untersucht werden.
Der Effekt des Magnetfeldes wird beru¨cksichtigt, indem man die minimale Substitution
durchfu¨hrt. Damit ergibt sich der Hamiltonoperator zu
H = Eg +
(pe + eA(re))
2
2me
+
(ph − eA(rh))2
2mh
− e
2
4pi0|re − rh| . (4.11)
Fu¨r konstante Magnetfelder ist das Vektorpotential gegeben durch
A(r) =
1
2
(B × r). (4.12)
Fu¨r ein System aus N (in diesem Fall zwei) geladenen Teilchen mit Ladung ei und Mas-
se mi la¨sst sich im konstanten Magnetfeld ein verallgemeineter Gesamtimpulsoperator
einfu¨hren [11]
P0 =
N∑
i
(pi − eiAi +B × ri) =
N∑
i
(pi +
ei
2
B × ri) = P − e
2
B × r. (4.13)
Dieser kommutiert mit dem Hamiltonoperator und liefert damit eine Konstante der
Bewegung. Außerdem kommutieren die Komponenten des verallgemeinerten Impulsope-
rators untereinander, sofern die Gesamtladung Null ist [11]. Mit dem Ansatz
ψ(r,R) = ei(K+
e
2~B×r)RF (r) (4.14)
ergibt sich
HF (r) =
(
Eg +
~2K2
2M
+
e
M
(~K ×B) · r + 1
2µ
p2 +
e
2
[
1
me
− 1
mh
]
B · (r × p)
+
e2
8µ
(B × r)2 − e
2
4pi0|r|
)
F (r) = EF (r).
(4.15)
Hierin treten neben den bereits bekannten Termen nun noch der paramagnetische Term
e
2
[
1
me
− 1
mh
]
B · (r×p) und der diamagnetische Term e2
8µ
(B×r)2 auf. Außerdem gibt es
einen weiteren feldabha¨ngigen Term e
M
(~K ×B) · r. Dieser beschreibt den sogenannten
”
Motional-Stark-Effekt“, ein quasi-elektrisches Feld, welches ein Beobachter, der sich mit
dem Schwerpunkt des Exzitons bewegt, wahrnimmt [1].
4.3. Numerische Methode zur Berechnung der
Exzitonenergien
Fu¨r ein konstantes Magnetfeld in z-Richtung
B = Bez (4.16)
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ergibt sich die folgende Eigenwertgleichung fu¨r die Energie der Exzitonen im Magnetfeld:
HΨ =
(
Eg +
~2K2
2M
+
e~
M
(−Kxy +Kyx)B − ~
2
2µ
∆ +
e
2
[
1
me
− 1
mh
]
BLz
+
e2
8µ
B2(x2 + y2)− e
2
4pi0r
)
Ψ = EΨ.
(4.17)
Die Lo¨sung dieser Schro¨dingergleichung kann erhalten werden, indem man sie in einer
geeigneten vollsta¨ndigen Basis diagonalisiert. Hierzu werden die Coulomb-Sturm’schen-
Basisfunktionen verwendet [12]:
ψnrlm(r) = Nnrl(2r/b)
lL2l+1nr (2r/b)e
−r/bYlm(r) (4.18)
mit
Nnrl =
(
2
b
) 3
2
[
nr!
2(nr + l + 1)(nr + 2l + 1)!
] 1
2
, (4.19)
den Laguerre-Polynomen Lmnr(x) und den Kugelfa¨chenfunktionen Ylm(r). Dabei ist nr
die radiale Quantenzahl. Sie ist mit der Hauptquantenzahl n wie folgt verbunden:
n = nr + l + 1, nr, l ∈ N0 (4.20)
Die Funktionen (4.18) sind nicht mehr orthogonal zueinander, sondern orthogonal be-
zu¨glich der Gewichtung 1/r,∫
d3rψ∗n′rl′m′(r)
1
r
ψnrlm(r) =
1
b(nr + l + 1)
δn′rnrδl′lδm′m. (4.21)
Dies fu¨hrt fu¨r die Schro¨dingergleichung (4.17) auf ein verallgemeinertes Eigenwertpro-
blem der Form
A(b,k, B)Ψ = λMΨ (4.22)
mit einem Konvergenzparameter b. Dieser la¨sst sich so einstellen, dass die Energien fu¨r
eine bestimmte Hauptquantenzahl n besonders gut konvergieren. In dieser Arbeit wird er
so gewa¨hlt, dass dies fu¨r n = 7 der Fall ist, da so ein mo¨glichst breites Spektrum an Exzi-
tonenenergien konvergiert. Die Coulomb-Sturm’sche-Basis ist unendlich-dimensional und
somit wu¨rden sich unendlich große Matrizen ergeben. Da sich diese nicht numerisch be-
handeln lassen, beru¨cksichtigt man nur die Zusta¨nde bis zu einer endlichen Quantenzahl
nmax. Die Dimenison der Matrizen ist dann gegeben durch
D =
nmax∑
n=1
n−1∑
l=0
(2l + 1) =
nmax∑
n=1
n2 =
1
6
nmax(nmax + 1)(2nmax + 1). (4.23)
Die in dieser Arbeit verwendete maximale Quantenzahl nmax = 26 fu¨hrt somit zu einer
Matrixgro¨ße D = 6201. Fu¨r solche Matrizen la¨sst sich das verallgemeinerte Eigenwert-
problem (4.22) mit einer geeigneten Lapack-Routine lo¨sen [13].
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4.4. Kupferoxydul
Die Berechnungen in dieser Arbeit sollen fu¨r den Halbleiter Kupferoxydul Cu2O durch-
gefu¨hrt werden. In Abbildung 4.1 ist die Bandstruktur von Cu2O schematisch darge-
stellt. Die Bandlu¨cke fu¨r Kupferoxydul betra¨gt Eg = 2.17208 eV [14]. Die Bezeichnun-
gen
”
gelb“,
”
gru¨n“,
”
blau“ und
”
violett“ fu¨r die verschiedenen Exzitonserien ru¨hren her
vom Spektralbereich des Lasers der zur Anregung der jeweiligen Exzitonenserie beno¨-
tigt wird. In dieser Arbeit wird ausschließlich die gelbe Exzitonenserie betrachtet. Die
effektive Masse des Elektrons im Leitungsband betra¨gt me = 0.99mel [14]. Die effektive
Masse des Lochs ist gegeben durch den Luttinger-Parameter γ1 = 1.76 zu mh = mel/γ1
[14]. Oft fu¨hrt man den Parameter γ′1 = γ1 +
mel
me
ein, der mit der reduzierten Masse
u¨ber µ = γ′1mel zusammenha¨ngt. In Cu2O betra¨gt γ
′
1 = 2.77 [14]. In der Regel muss in
Cu2O die Kopplung zwischen den drei Valenzba¨ndern u¨ber einen Quasi-Spin I = 1 be-
ru¨cksichtigt werden [14]. Zusa¨tzlich tritt eine Spin-Bahn-Wechselwirkung zwischen dem
Quasi-Spin I und dem Lochspin sh auf, welche zu einem Gesamtlochspin von J = I + sh
fu¨hrt. Beide Kopplungen werden in dieser Arbeit jedoch nicht beru¨cksichtigt. Stattdessen
wird allein die gelbe Serie betrachtet, zu welcher der Gesamtlochspin J = 1/2 geho¨rt [14].
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Abbildung 4.1.: Schematische Bandstruktur von Kupferoxydul, sinngema¨ß nach [14].
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Fu¨r Exzitonen im Magnetfeld muss der Hamiltonoperator, noch um einen zusa¨tzlichen
Term
HB =
µB
~
(gcse + (3κ+
gs
2
)I − gssh)B (4.24)
erga¨nzt werden, welcher die Wechselwirkung der Spins mit dem Magnetfeld beschreibt.
Der g-Faktor fu¨r das Leitungsband ist dabei gegeben durch gc = 2.1 [15], der vierte
Luttinger Parameter ist κ = −0.5 [15] und gs = 2 stellt den gyromagnetischen Faktor
des Elektrons dar. Bei der Beschra¨nkung auf J = 1/2 und B = Bez kann gezeigt werden
(siehe Anhang A), dass sich dieser Operator auf
HB =
µB
~
(gcse + (4κ+ gs)Jz)B (4.25)
umschreiben la¨sst. Wir verwenden bei unseren numerischen Berechnungen folglich die
Coulomb-Sturm’sche Basis aus Abschnitt 4.3 und geben zusa¨tzlich die Quantenzahlen
Mse und MJ fest vor, da es sich bei beiden um gute Quantenzahlen handelt. Gleichung
(4.25) bedeutet bei vorgegebenem Mse und MJ somit einfach eine Verschiebung der
Energie um
µB
~
(gcMse + (4κ+ gs)MJ)B. (4.26)
Mit den zusa¨tzlichen Quantenzahlen lautet der Ansatz fu¨r die Wellenfunktion in den
numerischen Rechnungen
|Ψ〉 =
∑
nrlmMJ
cnrlmMJ |nrlm〉 |seMse〉 |(Ish)JMJ〉 . (4.27)
Die Matrixelemente fu¨r das verallgemeinerte Eigenwertproblem ko¨nnen analog zu [14, 15]
berechnet werden.
4.5. Oszillatorsta¨rken
Betrachtet man die Wechselwirkung von Licht mit Exzitonen, so kann man die Exzi-
tonen in einem einfachen Modell (Lorentz-Modell [1]) als dipolaktive Oszillatoren be-
schreiben. Dabei wird jedem Oszillator eine Sta¨rke zugeordnet, je nachdem wie stark er
mit dem elektromagnetischen Strahlungsfeld koppelt. In einer quantenmechanischen Be-
trachtung beschreibt die Oszillatorsta¨rke, wie stark zwei Zusta¨nde miteinander koppeln.
Sie ist dann gegeben durch das jeweilige U¨bergangsmatrixelement [4]. Betrachtet man
die Anregung eines Exzitons aus dem Grundzustand des Halbleiters, so beschreibt die
zugeho¨rige Oszillatorsta¨rke, wie stark die Kopplung zwischen Licht und dem Exziton-
zustand ist. In Kupferoxydul sind U¨berga¨nge parita¨tsverboten. Ohne Magnetfeld ist die
Oszillatorsta¨rke fn fu¨r einen Zustand mit Hauptquantenzahl n deshalb proportional zu
[1]
fn ∼ n
2 − 1
n5
. (4.28)
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Fu¨r die gelbe Serie findet man experimentell f2 = 2.8 · 10−6 [1]. Damit la¨sst sich die Pro-
portionalita¨tskonstante bestimmen. Die Oszillatorsta¨rken sind somit fu¨r Kupferoxydul
gegeben durch
fn ≈ 3 · 10−5n
2 − 1
n5
. (4.29)
4.5.1. Oszillatorsta¨rken im Magnetfeld
Die U¨berga¨nge in Kupferoxydul sind parita¨tsverboten. Die U¨bergangsmatrixelemente
und damit die Oszillatorsta¨rken sind dann proportional zu der Ableitung der Einhu¨llen-
denfunktion an der Stelle r = 0, weshalb der Exzitonenzustand eine Komponente mit
l = 1 besitzen muss [15]. Zudem darf sich beim U¨bergang der Gesamtspin S = se+sh = 0
nicht a¨ndern. Fu¨r linear polarisiertes Licht in x, y, z Richtung ist dann die relative Os-
zillatorsta¨rke nach [15] gegeben durch
frel ∼ | lim
r→0
∂
∂r
〈pix,y,z|Ψ〉 |2 (4.30)
mit den Zusta¨nden
|pix〉 = i√
2
(|2,−1〉D + |2, 1〉D) ,
|piy〉 = 1√
2
(|2,−1〉D − |2, 1〉D) ,
|piz〉 = i√
2
(|2,−2〉D − |2, 2〉D) .
(4.31)
und der Wellenfunktion |Ψ〉 von Gleichung (4.27) in Ortsdarstellung. Dabei ist |Ft, MFt〉D
eine Abku¨rzung fu¨r den Zustand
|(se, sh), S, MS〉 |I, L, Ft, MFt〉 = |(
1
2
,
1
2
), 0, 0〉 |1, 1, Ft, MFt〉 (4.32)
mit dem totalen Drehimpuls Ft = I+L. Ohne Magnetfeld fu¨hrt Gleichung (4.30) gerade
auf frel ∼ n2−1n5 . Betrachtet werden sollen in dieser Arbeit die Oszillatorsta¨rken fu¨r die
beiden Fa¨lle k ‖ B und k ⊥ B, wobei das B-Feld in z-Richtung orientiert ist B = Bez.
1. k ‖ B
Eine gruppentheoretische Betrachtung fu¨hrt auf die korrekte Linearkombination der Zu-
sta¨nde (4.31) fu¨r k ‖ B [15]. Dabei treten nun ein Zustand mit longitudinaler Polarisa-
tion
|pi‖〉 = i√
2
(|2,−2〉D − |2, 2〉D) (4.33)
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und zwei Zusta¨nde mit transversal-zirkularer Polarisation auf
|σ+⊥〉 = −
i√
2
(|pix〉+ i |piy〉) = |2,−1〉D ,
|σ−⊥〉 =
i√
2
(|pix〉 − i |piy〉) = − |2,−1〉D .
(4.34)
Fu¨r das Licht mit longitudinaler Polarisation la¨sst sich aufgrund der Symmetrie keine
Wechselwirkung mit dem Licht beobachten. Die Oszillatorsta¨rke fu¨r einen Zustand Ψ ist
in diesem Fall also gegeben u¨ber
frel ∼ | lim
r→0
∂
∂r
〈σ±⊥|Ψ〉 |2. (4.35)
2. k ⊥ B
Wieder gibt es einen Zustand mit longitudinaler Polarisation
|pi‖〉 = 1√
2
(|2,−1〉D − |2, 1〉D) . (4.36)
Außerdem sind zwei Zusta¨nde mit transversaler Polarisation zu finden,
|pi⊥1〉 = i√
2
(|2,−1〉D + |2, 1〉D) ,
|pi⊥2〉 = − i√
2
(|2,−2〉D − |2, 2〉D) .
(4.37)
Die Oszillatorsta¨rke fu¨r einen Zustand Ψ ist in diesem Fall also gegeben u¨ber
frel ∼ | lim
r→0
∂
∂r
〈pi⊥j|Ψ〉 |2. (4.38)
Diese lassen sich analog zu [15] berechnen.
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Betrachtet man Licht im Festko¨rper, so kann man dieses, in einer einfachen Na¨herung,
als elektromagnetische Welle in einem Medium mit einer konstanten Dielektrizita¨tskon-
stante betrachten. Dieses Modell ist allerdings nur tragbar, so lange das Licht nicht mit
den Anregungen im Festko¨rper, in unserem Fall den Exzitonen, wechselwirkt. Tritt das
Licht in den Festko¨rper ein, so kann ein Photon absorbiert und dadurch ein Exziton
erzeugt werden. Das Exziton kann dann, unter Aussendung eines Photons, dessen Ei-
genschaften mit denen des urspru¨nglich absorbierten Photons identisch sind, zerfallen.
Das so frei gewordene Photon kann an einer anderen Stelle wieder ein Exziton anregen.
Photonen und Exzitonen sind somit gekoppelt. Um dies zu beschreiben, wird ein neu-
es Quasiteilchen, das Polariton-Exziton, eingefu¨hrt [5]. Im Folgenden werden wir dieses
nur noch als Polariton bezeichnen. Zuvor erfolgt an dieser Stelle noch eine kurze Ein-
fu¨hrung in den Formalismus der zweiten Quantisierung. Hier werden, wie bereits fu¨r den
harmonischen Oszillator bekannt, Erzeugungs- und Vernichtungsoperatoren eingefu¨hrt,
mit deren Hilfe die Theorie der Polaritonen dann beschrieben wird. Da die beteiligten
Teilchen, na¨mlich Photonen, Exzitonen und Polaritonen, allesamt Bosonen sind, werden
wir uns hier auf diese beschra¨nken. Wir orientieren uns hierbei an [10].
5.1. Darstellung mit Erzeugern und Vernichtern
Zuna¨chst werden ein Erzeugungsoperator a†α und ein Vernichtungsoperator aα eingefu¨hrt.
Fu¨r Bosonen gelten die folgenden Kommutationsregeln [10]:[
aα, a
†
α′
]
= δαα′ , [aα, aα′ ] = 0,
[
a†α, a
†
α′
]
= 0. (5.1)
Zusa¨tzlich fu¨hren wir das Vakuum |0〉 ein. Es gilt
aα |0〉 = 0. (5.2)
Der Erzeugunsoperator a†α erzeugt nun Teilchen im Zustand φα,
a†α |0〉 = |φα〉 . (5.3)
Der Vernichtungsoperator aα vernichtet Teilchen im Zustand φα. DieN -Teilchen-Wellenfunktion
fu¨r Bosonen la¨sst sich dann darstellen als
|n1, n2, ..., nk, ..., n∞〉 = (a
†
∞)
n∞
√
n∞!
· · · (a
†
k)
nk
√
nk!
· · · (a
†
2)
n2
√
n2!
(a†1)
n1
√
n1!
|0〉 (5.4)
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mit nk Teilchen im Zustand k. U¨ber die Kommutationsregeln ergibt sich die Wirkung
der Erzeuger und Vernichter auf die N -Teilchen-Wellenfunktion,
ak |..., nk, ...〉 = √nk |..., nk − 1, ...〉 , (5.5)
a†k |..., nk, ...〉 =
√
nk + 1 |..., nk + 1, ...〉 . (5.6)
Hiermit la¨sst sich ein weiterer wichtiger Operator, der Besetzungszahloperator nˆk = a
†
kak,
einfu¨hren, der die Zahl der Teilchen im Zustand k ausgibt:
a†kak |..., nk, ...〉 = nk |..., nk, ...〉 (5.7)
Um Erwartungswerte zu berechnen, wird noch die Darstellung von Operatoren im For-
malismus der zweiten Quantisierung beno¨tigt. Fu¨r einen µ-Teilchen-Operator Aµ ist diese
gegeben durch [10]
Aµ =
1
µ!
∑
i1,...,iµ,k1,...,kµ
a†i1 · · · a†iµ |0〉 〈i1, ..., iµ|Aµ|k1, ..., kµ〉 〈0| ak1 · · · akµ (5.8)
mit
〈i1, ..., iµ|Aµ|k1, ..., kµ〉 =
∫
dx1 · · · dxµφ∗i1(x1) · · ·φ∗iµ(xµ)Aµ(x1, ..., xµ)φ∗i1(x1) · · ·φ∗iµ(xµ).
(5.9)
5.2. Die Polaritontransformation
Fu¨r Halbleiter wie Kupferoxydul la¨sst sich der Hamiltonoperator fu¨r die Wechselwirkung
von Photonen und Exzitonen darstellen als [1, 8]
H =
∑
νK
EνKB
†
νKBνK+
∑
ξκ
~ωκa†ξκaξκ+
∑
νKξκ
δκ,K+Ggνξκ
(
a†ξκBνK + aξκB
†
νK
)
. (5.10)
Der erste Term beschreibt die Exzitonen: B†νKBνK gibt dabei die Anzahl der Exzitonen
in einem Zustand ν mit gegebenem K-Wert an, EνK die zugeho¨rige Energie. Fu¨r die
Photonen gibt a†ξκaξκ die Anzahl der Photonen zu einer Polarisation ξ und dem Wel-
lenvektor κ an. Die zugeho¨rige Energie ist ~ωκ = ~κc/
√
. Im Impulsraum sind die
Energien des Photons in Abha¨ngigkeit von κ somit alle auf einer Geraden, der Lichtge-
raden, zu finden. Der letzte Term beschreibt die Kopplung von Exzitonen und Photonen.
Dabei tritt die Kopplungssta¨rke gνξκ auf. Betrachtet man Licht und Exzitonen in der
ersten Brillouinzone, so ist δκ,K+G = 0 fu¨r jede Kombination von κ und K, falls G 6= 0.
Beschra¨nken wir uns weiter auf Licht mit einer Polarisation, so ergibt sich der folgende
Hamiltonoperator:
H =
∑
νK
EνKB
†
νKBνK +
∑
κ
~ωκa†κaκ +
∑
νKκ
δκ,Kgνκ
(
a†κBνK + aκB
†
νK
)
(5.11)
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Die Kopplungssta¨rken gνκ sind proportional zur Wurzel der Oszillatorsta¨rke fνK [1] und
gegeben durch [8]
gνκ =
√
fνκ
Eνκ
2
. (5.12)
Da im Fall von unterschiedlichem κ und K keine Wechselwirkung auftritt, bleibt fu¨r die
Wechselwirkung noch
H =
∑
K
(∑
ν
EνKB
†
νKBνK + ~ωKa
†
KaK +
∑
ν
gνK
(
a†KBνK + aKB
†
νK
))
(5.13)
zu betrachten. Da es keine Wechselwirkung zwischen verschiedenen Wellenvektoren K
gibt, la¨sst sich das Problem fu¨r jeden Wert von K separat lo¨sen.
5.2.1. Polaritontransformation fu¨r eine Polarisation und einen
Exzitonzustand
Wir betrachten zuna¨chst den einfachsten Fall, bei dem ein Exzitonenzustand mit Licht
einer Polarisation wechselwirkt. Hierfu¨r la¨sst sich der Hamiltonoperator schreiben als
H =
∑
K
(
EKB
†
KBK + ~ωKa
†
KaK + gK
(
a†KBK + aKB
†
K
))
. (5.14)
Nun kann man einen Polaritonoperator pK einfu¨hren, der eine Linearkombination aus
den Operatoren des Exzitons und des Photons darstellt [4]:
pK = uKBK + vKaK . (5.15)
Da es sich bei Exzitonen, Photonen und Polaritonen um Bosonen handelt, mu¨ssen die
Operatoren die Kommutationsregeln (5.1) erfu¨llen:[
pK , p
†
K′
]
=
[
uKBK + vKaK , uK′B
†
K′ + vK′a
†
K′
]
= (|uK |2 + |vK |2)δKK′
= δKK′ .
(5.16)
Der Hamiltonoperator soll auf die Form
H =
∑
K
~ΩKp†KpK (5.17)
gebracht werden. Hierzu betrachtet man den Kommutator von Polariton- und Hamilton-
operator. Wertet man diesen in der Darstellung mit Polaritonoperatoren aus, so ergibt
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sich
[pK , H] =
∑
K′
~ΩK′
[
pK , p
†
K′pK′
]
=
∑
K′
~ΩK′
[
pK , p
†
K′
]
pK′ + p
†
K′ [pK , pK′ ]
=
∑
K′
~ΩK′δKK′pK′
= ~ΩKpK
= ~ΩK(uKBK + vKaK).
(5.18)
Auf der anderen Seite la¨sst sich der Kommutator auch in der Darstellung mit Exziton-
und Photonoperator auswerten:
[uKBK + vKaK , H] =
[
uKBK + vKaK ,
∑
K′
(
EK′B
†
K′BK′ + ~ωK′a
†
K′aK′
+ gK′
(
a†K′BK′ + aK′B
†
K′
))]
= uKEKBK + vK~ωK′aK (5.19)
+
∑
K′
[
uKBK + vKaK , gK′
(
a†K′BK′ + aK′B
†
K′
)]
= uKEKBK + vK~ωKaK + gK (uKaK + vKBK)
= BK (uKEK + vKgK) + aK (uKgK + vK~ωK) .
Vergleicht man nun die Koeffizienten der Operatoren in Gleichung (5.18) und Gleichung
(5.19), so ergibt sich fu¨r die Energie der Polaritonen das folgende Eigenwertproblem:
(
~ωK gK
gK EK
)(
vK
uK
)
= ~ΩK
(
vK
uK
)
. (5.20)
Dieses ergibt zwei Zusta¨nde, das
”
upper polariton“ und das
”
lower polariton“ [8]. Dabei
wird die Kreuzung der Lichtgeraden und der Exzitonendispersion aufgrund der Wech-
selwirkung vermieden. In der Quantenmechanik treten solche vermiedenen Kreuzungen
immer dann auf, wenn zwei gekoppelte Energieniveaus, die von einem Parameter, in un-
serem Fall der Wellenzahl, abha¨ngen, sich im Parameterraum kreuzen wu¨rden [4]. Dies
ist in Abbildung 5.1 dargestellt. Man erkennt, grau dargestellt, die Lichtgerade und eine
parabolische Exzitondispersion, die a¨ußeren schwarzen Linien geben die Dispersion mit
Wechselwirkung an. Aufgrund der Kopplung kommt es zur vermiedenen Kreuzung.
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k
E
0
Abbildung 5.1.: Zum Auftreten der vermiedenen Kreuzungen in der Polaritondispersion,
sinngema¨ß nach [16].
5.2.2. Polaritontransformation fu¨r eine Polarisation und beliebig
viele Exzitonenzusta¨nde
Analog zu Gleichung (5.15) kann man einen Polaritonoperator
pK = v
(0)
K aK +
N∑
ν=1
v
(ν)
K BνK (5.21)
fu¨r eine beliebige Anzahl von Exzitonenzusta¨nden als Linearkombination der Operato-
ren BνK und aK einfu¨hren. Da es sich bei Polaritonen um Bosonen handelt, muss die
Kommutatorrelation [
pK , p
†
K′
]
= δKK′ (5.22)
erfu¨llt sein. Dies fu¨hrt auf
N∑
ν=0
|v(ν)K |2 = 1. (5.23)
Der Hamiltonoperator soll wieder auf die Form
H =
∑
K
~ΩKp†KpK (5.24)
gebracht werden. Man erreicht das, wie im Abschnitt 5.2.1 gezeigt, indem man den Aus-
druck [pK , H] einmal fu¨r den Hamiltonoperator, der u¨ber pK ausgedru¨ckt wird, und
einmal fu¨r den Hamiltonoperator, der u¨ber BνK und aK ausgedru¨ckt ist, auswertet.
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Vergleicht man nun die Koeffizienten der Operatoren BνK und aK fu¨r die beiden Be-
rechnungen, so fu¨hrt dies auf das folgende Eigenwertproblem:
~ωK g1K g2K . . . gNK
g1K E1K 0 . . . 0
g2K 0 E2K 0
...
...
. . .
...
gNK 0 0 . . . ENK
vK = ~ΩKvK . (5.25)
Dabei stehen auf der Diagonalen gerade die Energien des Photons und der Exzitonen,
wa¨hrend in der ersten Zeile/Spalte jeweils die zugeho¨rigen Kopplungssta¨rken auftauchen.
Alle anderen Eintra¨ge sind Null. Das Eigenwert-Problem (5.25) la¨sst sich mit Hilfe einer
geeigneten LAPACK-Routine lo¨sen [13].
Wir wollen noch ein Augenmerk auf die Komponenten der Eigenvektoren legen. Das
Betragsquadrat |v0K |2 gibt gerade den Anteil des Photons an dem zum Eigenvektor geho¨-
renden Polaritonzustand an. Analog sind die |vνK |2 die Anteile des Exzitons mit Energie
EνK zu dem entsprechenden Polaritonzustand. Diese Gro¨ßen sind ein Maß fu¨r die Sta¨rke
der Vermischung von Photonen und Exzitonen.
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6.1. Polaritonen ohne Magnetfeld
Die Exzitonenergien sind im Fall ohne Magnetfeld durch Gleichung (4.10) gegeben. Sie
sind in Abbildung 6.1 fu¨r B = 0T dargestellt. Hierbei sieht man das parabolische Ver-
halten, welches durch den Schwerpunktimpuls zu Stande kommt.
Mit den Exzitonenergien la¨sst sich nun die Polaritontransformation, wie in Kapitel 5
beschrieben, fu¨r jeden K-Wert einzeln durchfu¨hren. In Abbildung 6.2 wird dabei links
der Fall ohne Kopplung von Licht und Exzitonen und im Vergleich dazu rechts der Fall
mit Kopplung von Licht und Exzitonen fu¨r B = 0T dargestellt. Man erkennt dabei fu¨r
den Fall mit Kopplung, dass es zu keinen Kreuzungen zwischen urspru¨nglichen Exziton-
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Abbildung 6.1.: Dispersion der Exzitonen fu¨r B = 0T. Die gezeigten Linien geho¨ren
mit aufsteigender Energie zu den Zusta¨nden mit Hauptquantenzahl n =
1, 2, 3, . . .
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Abbildung 6.2.: a) Lichtgerade und Exzitonenergien ohne Wechselwirkung (rot) sowie b)
Dispersionsrelation der Polaritonen ohne Magnetfeld (gru¨n).
energien und der Lichtgeraden kommt. Tritt das Licht in Wechselwirkung mit den Exzi-
tonen, so werden die Kreuzung der Lichtgeraden und der Exzitonenenergien vermieden.
Stattdessen na¨hert sich das energetisch tiefer gelegene Polariton dem daru¨berliegenden
Exzitonenniveau im Wechselwirkungsbereich asymptotisch an.
6.2. Polaritonen im Magnetfeld
Nachfolgend soll die Polaritontransformation im Magnetfeld untersucht werden. Da es
im Magnetfeld zur Aufspaltung der einzelnen Energieniveaus kommt, betrachten wir hier
exemplarisch die zu den Hauptquantenzahlen n = 2 und n = 3 geho¨rigen Energienive-
aus. In den nachfolgenden Abbildungen sind neben den Polaritondispersionen zusa¨tzlich
die Exzitonenergieniveaus eingezeichnet. Die Farbe des jeweiligen Niveaus gibt die Oszil-
latorsta¨rke des Exzitonzustandes an. Zuna¨chst soll der Einfluss der Sta¨rke des Magnet-
feldes betrachtet werden. Dazu wird die Magnetfeldsta¨rke fu¨r MJ = −12 , Me = 12 und
einer Ausrichtung des Schwerpunktimpulses orthogonal zur Ausrichtung des Magnetfel-
des variiert. Anschließend soll der Einfluss der Orientierung des Schwerpunktimpulses
zum Magnetfeld betrachtet werden. Dazu wird ein Magnetfeld von B = 6T vorgegeben.
Weiter wird betrachtet, welchen Einfluss die Wahl der guten Quantenzahlen MJ und
Me auf die Polaritonen hat. Abschließend soll betrachtet werden, welchen Anteil die
Photonen beziehungsweise Exzitonen an den Polaritonen haben.
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6.2.1. Einfluss der Magnetfeldsta¨rke
In diesem Abschnitt soll die Dispersionsrelation der Polaritonen unter dem Einfluss der
Sta¨rke des Magnetfeldes untersucht werden. Wir betrachten hierzu das Energieniveau
zur Hauptquantenzahl n = 2 und erho¨hen das Magnetfeld in Zwei-Tesla-Schritten bis
auf B = 6T. Die vorgegebenen guten Quantenzahlen sind hierbei MJ = −12 und Me = 12
und die Schwerpunktbewegung erfolgt senkrecht zum eingestellten Magnetfeld. Dabei
Schwerpunktbewegung orthogonal zum Magnetfeld
2.1498
2.15
2.1502
2.1504
2.1506
2.1508
2.151
E
[e
V
]
a) b)
2.1498
2.15
2.1502
2.1504
2.1506
2.1508
2.151
2.97 2.98 2.99 3
E
[e
V
]
K [10−9 cm−1]
c)
2.97 2.98 2.99 3
K [10−9 cm−1]
d)
min
max
O
sz
il
la
to
rs
tr
ke
Abbildung 6.3.: Polaritondispersion (gru¨n) und Exzitonenergien mit Oszillatorsta¨rke
(Farbskala) zur Hauptquantenzahl n = 2 fu¨r MJ = −12 , Me = 12 und a)
B = 0T, b) B = 2T, c) B = 4T und d) B = 6T.
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Abbildung 6.4.: Polaritondispersion (gru¨n) und Exzitonenergien mit Oszillatorsta¨rke
(Farbskala) zur Hauptquantenzahl n = 3 fu¨r MJ = −12 , Me = 12 und a)
B = 0T, b) B = 2T, c) B = 4T und d) B = 6T.
sind in Abbildung 6.3 die Energien der Polaritonen mit gru¨nen Punkten, die Energien
der Exzitonen mit kleineren, farbigen Ka¨stchen dargestellt. Die Farbe gibt dabei eine
Auskunft u¨ber die Oszillatorsta¨rke. In Abbildung 6.3 erkennt man, dass es fu¨r die Ex-
zitonen zur Aufspaltung in vier Energieniveaus kommt. Das unterste Niveau bleibt so
gut wie unvera¨ndert bei derselben Energie. Die Anderen wandern weiter nach oben und
mit steigender Magnetfeldsta¨rke immer mehr auseinander. Dabei treten fu¨r den Fall
von n = 2 drei Zusta¨nde mit einer nicht-verschwindenden Oszillatorsta¨rke auf, was be-
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deutet, dass diese Exzitonzusta¨nde eine Komponente mit l = 1 besitzen. Im Fall ohne
Magnetfeld sind diese entartet und liegen alle bei derselben Energie: mit einer steigen-
den Magnetfeldsta¨rke spalten diese immer weiter auf. Die Polaritondispersion na¨hert
sich den Exzitonenniveaus mit Oszillatorsta¨rke asymptotisch an. Der Exzitonzustand,
der in der Abbildung gelb auftaucht, hat keine Oszillatorsta¨rke, er wechselwirkt nicht
mit Licht. Da es hier keine Kopplung der Exzitonen und Photonen gibt, schneidet die
Polaritondispersion den Exzitonenzustand. Man sieht weiterhin, dass der obere und un-
tere Zustand eine gro¨ßere Oszillatorsta¨rke haben, als der mittlere mit Oszillatorsta¨rke.
Diese beiden Zusta¨nde wechselwirken somit sta¨rker mit dem Licht, als dieser mittlere
Zustand. In Abbildung 6.4 sind die Energieniveaus zur Hauptquantenzahl n = 3 darge-
stellt. Fu¨r eine steigende Magnetfeldsta¨rke ist die Aufspaltung in neun Energieniveaus
zu sehen. Hier treten sechs Zusta¨nde mit einer nicht-verschwindenden Oszillatorsta¨rke
auf. Fu¨r die verbleibenden drei Zusta¨nde findet somit keine Wechselwirkung mit dem
Licht statt. Die Polaritondispersion schneidet diese Exzitonenzusta¨nde. Weiterhin las-
sen sich fu¨r die verbleibenden Zusta¨nde unterschiedliche Oszillatorsta¨rken betrachten
und die Wechselwirkung mit dem Licht unterscheidet sich somit fu¨r die verschiedenen
Zusta¨nde.
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6.2.2. Einfluss der Orientierung des Schwerpunktimpulses zum
Magnetfeld
In diesem Abschnitt soll die Orientierung des Schwerpunktimpulses zum Magnetfeld un-
tersucht werden. Dazu werden zum einen eine parallele Orientierung zum anderen eine
orthogonale Orientierung bei B = 6T betrachtet. Die vorgegebenen guten Quantenzah-
len sind wieder MJ = −12 und Me = 12 . Die Polaritondispersion und die Exzitonenergien
mit der zugeho¨rigen Oszillatorsta¨rke sind fu¨r diese beiden Orientierungen in Abbildung
6.5 dargestellt. Im Wechselwirkungsbereich ist der Einfluss des Motional-Stark-Effektes
auf die Exzitonenergien aufgrund der kleinen K-Werte noch nicht zu erkennen. Be-
trachtet man die zugeho¨rigen Oszillatorsta¨rken, so sieht man allerdings, dass im Fall
einer Orientierung des Schwerpunktimpulses parallel zum Magnetfeld ein Exzitonzu-
stand weniger mit dem Licht in Wechselwirkung tritt. Fu¨r eine parallele Orientierung
des Schwerpunktimpulses zum Magnetfeld verschwindet der e
M
(~K × B)r-Term. Fu¨r
gro¨ßere K-Werte wird die Aufspaltung bei einer orthogonalen Orientierung des Schwer-
punktimpulses zum Magnetfeld somit gro¨ßer. Außerdem unterscheidet sich dadurch die
Durchmischung der Zusta¨nde, sodass es im Fall einer Orientierung parallel zum Magnet-
feld nur zwei Zusta¨nde mit einer Komponente mit l = 1 gibt, na¨mlich den obersten
und untersten dargestellten Zustand. Die beiden Zusta¨nde, die nicht mit dem Licht in
Wechselwirkung treten, werden von der Polaritondispersion geschnitten.
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Abbildung 6.5.: Polaritondispersion (gru¨n) und Exzitonenergien mit Oszillatorsta¨rke
(Farbskala) zur Hauptquantenzahl n = 2 fu¨r Orientierung des Schwer-
punktimpulses a) orthogonal und b) parallel zum Magnetfeld fu¨r B =
6T, MJ = −12 , Me = 12 .
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6.2.3. Einfluss der Quantenzahlen MJ und Me
Wir wollen nun noch betrachten, welchen Einfluss die Wahl der guten Quantenzahlen MJ
und Me auf die Polaritondispersion hat. Zur Berechnung der Exzitonenenergien wa¨hlen
wir wieder einen Schwerpunktimpuls orthogonal zum Magnetfeld, welches wieder eine
Sta¨rke von B = 6T besitzt. Die beiden Quantenzahlen sollen die Werte MJ =
1
2
und
Me = −12 haben. Dies fu¨hrt auf die in Abbildung 6.6 gezeigte Polaritondispersion. Da MJ
und Me gute Quantenzahlen sind, stellt der Term
µB
~ (gcMse+(4κ+gs)MJ)B lediglich eine
Verschiebung der Energieniveaus dar. Diese unterscheidet sich fu¨r die beiden gewa¨hlten
Konfigurationen. In Abbildung 6.6 ist diese Verschiebung zu erkennen. Die Orientierung
des Schwerpunktimpulses ist dabei in beiden Fa¨llen dieselbe. Die Durchmischung der
Zusta¨nde unterscheidet sich dabei nicht merklich. Die Oszillatorsta¨rken fu¨r die einzelnen
Energieniveaus stimmen auch gut u¨berein. Es treten in beiden Fa¨llen zwei Zusta¨nde
mit großer Oszillatorsta¨rke auf, sowie ein weiterer Zustand mit nicht-verschwindender
Oszillatorsta¨rke zwischen diesen. Außerdem tritt in beiden Fa¨llen ein Zustand ohne
Oszillatorsta¨rke auf, der somit nicht mit dem Licht in Wechselwirkung tritt.
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Abbildung 6.6.: Polaritondispersion (gru¨n) und Exzitonenergien mit Oszillatorsta¨rke
(Farbskala) zur Hauptquantenzahl n = 2 fu¨r B = 6T, die Parameter
sind dabei a) MJ = −12 und Me = 12 und b) MJ = 12 , Me = −12 .
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6.2.4. Photonenanteil und Exzitonenanteil der Polaritonen
In diesem Abschnitt soll untersucht werden, wie stark die Vermischung von Photonen
und Exzitonen im Polariton ist. Dazu betrachten wir zuna¨chst die erste Komponente
der Eigenvektoren. Das Betragsquadrat gibt dann den Photonenanteil des zugeho¨rigen
Eigenzustands oder Polaritons an. Wir betrachten nun die Polaritondispersion fu¨r Ex-
zitonen mit Schwerpunktsimpuls orthogonal zu einem Magnetfeld mit B = 6T und den
guten Quantenzahlen MJ = −12 , Me = 12 . Dabei wird der Photonenanteil farblich darge-
stellt. Dies sieht man in Abbildung 6.7. Dabei reicht die Farbskala von einem Anteil von
0.1% bis zu 100%. Abgebildet sind die Bereiche mit Exzitonenergien zu den Zusta¨nden
mit Hauptquantenzahl n = 2 und n = 3. Man erkennt, dass der Photonenanteil in den
Bereichen zwischen den Exzitonenniveaus am gro¨ßten ist. Dennoch sieht man fu¨r einige
Polaritonen auch noch Photonenanteile, obwohl sie weit von der Region der Lichtgeraden
entfernt sind. Insbesondere der obere und untere Zustand zur Hauptquantenzahl n = 2,
fu¨r die wir schon fru¨her eine große Oszillatorsta¨rke sehen konnten, haben in einem brei-
ten Bereich noch Photonenanteile von u¨ber einem Prozent.
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Abbildung 6.7.: Polaritondispersion mit Darstellung des Photonenanteils fu¨r B = 6T,
MJ = −12 , Me = 12 .
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Abbildung 6.8.: Polaritonendispersion mit Darstellung des Exziton-Anteils fu¨r B = 6T,
MJ = −12 , Me = 12 .
Abschließend soll noch untersucht werden, wie sich die Exzitonen in andere Zusta¨nde
beimischen. Wie bei den Photonen wird dafu¨r die dazugeho¨rige Komponente der Ei-
genvektoren untersucht. Wir wa¨hlen hier das unterste Exziton der Zusta¨nde zur Haupt-
quantenzahl n = 2 und betrachten, analog zum Photon im vorherigen Abschnitt, die
Anteile dieses Exzitons an den verschiedenen Polaritoneigenwerten. Die Anteile sind in
Abbildung 6.8 wieder in einem Bereich 0.1% bis zu 100% dargestellt. Offensichtlich sind
die Beitra¨ge im Bereich der tatsa¨chlichen Exzitonenenergie am Gro¨ßten. Dennoch gibt
es auch im Bereich der Zusta¨nde zur Hauptquantenzahl n = 3 noch Polaritonen, die
einen Anteil von ca. 1% an dem untersten Exziton zur Hauptquantenzahl n = 2 haben.
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In dieser Bachelorarbeit wurde die Polaritontransformation fu¨r Exzitonen in magneti-
schen Feldern vorgestellt. Die Berechnungen erfolgten hierbei fu¨r die gelbe Exzitonenserie
in Kupferoxydul. Zur Behandlung der Exzitonen wurden mehrere Modellannahmen ge-
troffen. So sind alle Berechnungen in der effektiven-Masse-Na¨herung durchgefu¨hrt, wel-
che eine parabolische Struktur fu¨r das Leitungsband und das Valenzband annimmt. Die
Berechnung der Exzitonenenergien erfolgte dann mit Hilfe eines wasserstoffa¨hnlichen
Hamiltonoperators. Die Kopplung zwischen den Valenzba¨ndern wurde vernachla¨ssigt,
ebenso wurde kein Spin-Orbit-Coupling betrachtet. Der Hamiltonoperator fu¨r Exzitonen
in einem konstanten Magnetfeld ergibt sich durch die minimale Substitution. Die Ori-
entierung des Magnetfeldes wurde fu¨r die ganze Arbeit in z-Richtung angenommen. Im
Magnetfeld muss weiterhin beachtet werden, dass Elektronen und Lo¨cher Spin-1
2
-Teilchen
sind. Da MJ und Me guten Quantenzahlen sind, wurden diese in den Berechnungen als
feste Parameter vorgegeben. Ein weiterer Aspekt der beru¨cksichtigt werden muss, ist
die Orientierung des Schwerpunktimpulses der Exzitonen gegenu¨ber dem Magnetfeld.
In dieser Arbeit wurden Ausrichtungen parallel und orthogonal zum Magnetfeld unter-
sucht. Mit den vorhandenen Exzitonenenenergien konnte dann u¨ber Beru¨cksichtigung
der Wechselwirkung zwischen den Exzitonen und den Photonen die Polaritondispersion
bestimmt werden.
Zur numerischen Berechnung der Exzitonenenergien wurde der zugeho¨rige Hamilton-
operator in der Coulomb-Sturm’schen-Basis entwickelt, was auf ein verallgemeinertes
Eigenwertproblem fu¨hrte. Eine geeignete LAPACK-Routine [13] bestimmt die dazuge-
ho¨rigen Eigenwerte. Die fu¨r die Polaritontransformation beno¨tigten Oszillatorsta¨rken
wurden ebenfalls numerisch bestimmt. Das Eigenwertproblem zur Berechnung der Pola-
ritonenergien wurde ebenfalls mit einer LAPACK-Routine [13] gelo¨st.
In dieser Arbeit wurde exemplarisch fu¨r die Exzitonenzusta¨nde mit Hauptquantenzahl
n = 2 und n = 3 gezeigt, dass die Polaritondispersion im Magnetfeld bereits fu¨r Zusta¨n-
de mit niedriger Hauptquantenzahl n sehr komplex ist. Dabei spielen die Aufspaltung
der Exzitonenzusta¨nde sowie die Beimischung von dipolerlaubten zu den bei B = 0T di-
polverbotenen Zusta¨nden im Magnetfeld eine entscheidende Rolle. Weiterhin wurde der
Einfluss der Orientierung des Schwerpunktimpulses zum Magnetfeld untersucht. Da fu¨r
eine parallele Orientierung der Motional-Stark-Term im Hamiltonoperator verschwindet,
ergeben sich unterschiedliche Polaritondispersionen. Eine A¨nderung der Quantenzahlen
Me und MJ bewirkt lediglich eine energetische Verschiebung der Ergebnisse. Zudem
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wurde der Photon-Anteil an den Polaritonen betrachtet. Wie zu erwarten, ist dieser
zwischen jeweils zwei Exzitonzusta¨nden am ho¨chsten. Jedoch haben Polaritonen, die im
Bereich eines Exzitons mit hoher Oszillatorsta¨rke liegen, weit entfernt von der Licht-
geraden, noch einen bestimmten Photonenanteil. Abschließend wurde noch der Anteil
eines Exzitonen-Niveaus an den Polaritonen untersucht. Die gro¨ßten Anteile fand man
wieder im Energiebereich des Exzitons. Jedoch konnte gezeigt werden, dass Anteile bis
in Zusta¨nde mit einer ho¨heren Hauptquantenzahl beigemischt werden.
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Termes im Magnetfeld
In den Exzitonzusta¨nden mu¨ssen zusa¨tzlich der Elektronenspin se und der effektive Loch-
spin J beru¨cksichtigt werden:
|Ψ〉 =
∑
nrlmMJ
cnrlmMJ |nrlm〉 |seMse〉 |(Ish)JMJ〉 . (A.1)
Wertet man den zusa¨tzlichen Term HB in Gleichung (4.24) in dieser Basis aus, so ergibt
sich:
〈Ψ′|HB|Ψ〉 = 〈ψn′rl′m′|1|ψnrlm〉
×
(
gc~MseδM ′JMJ + 〈(Ish)JM ′J |(3κ+
gs
2
)Iz − gsshz |(Ish)JMJ〉
)
× µBB
~
. (A.2)
Es bleibt noch der letzte Summand in der Klammer auszuwerten. Wir setzen im Folgen-
den
H
(2)
B = (3κ+
gs
2
)Iz − gsshz . (A.3)
Da hier die gelbe Serie betrachtet wird, gilt hier I = 1, J = 1/2 und sh = 1/2. Es
tauchen also die Zusta¨nde |(Ish)JMJ〉 mit
|(1, 1/2), 1/2, 1/2〉 =
√
2
3
|1, −1/2〉 −
√
1
3
|0, 1/2〉 ,
|(1, 1/2), 1/2, −1/2〉 =
√
1
3
|0, −1/2〉 −
√
2
3
|−1, 1/2〉
(A.4)
auf. Die Kets auf der rechten Seite haben dabei jeweils die Form |MIMsh〉. Fu¨r diese
Zusta¨nde ergibt sich mit MJ = M
′
J = 1/2
〈(1, 1/2), 1/2, 1/2|H(2)B |(1, 1/2), 1/2, 1/2〉 =
2
3
(
(3κ+
gs
2
)~1− gs~−1
2
)
+
1
3
(−gs~1
2
)
= 2κ~+
1
2
gs~,
(A.5)
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sowie mit MJ = M
′
J = −1/2
〈(1, 1/2), 1/2, −1/2|H(2)B |(1, 1/2), 1/2, −1/2〉 =
1
3
(−gs~−1
2
)
+
2
3
(
(3κ+
gs
2
)~(−1)− gs~1
2
)
= −2κ~− 1
2
gs~,
(A.6)
und mit MJ = −M ′J fu¨r MJ = ±1/2
〈(1, 1/2), 1/2, ±1/2|H(2)B |(1, 1/2), 1/2, ∓1/2〉 = 0. (A.7)
Bei MJ handelt es sich somit, wie bei Me um eine gute Quantenzahl. Diese beiden
Quantenzahlen ko¨nnen fest vorgegeben werden. Der zusa¨tzliche Term im Magnetfeld
HB la¨sst sich dann schreiben als
HB =
µBB
~
(gcMse + (4κ+ gs)MJ) . (A.8)
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