Abstract
Introduction
The research work presented in this paper falls into the category of structure and motion in computer vision. The goal is to reconstruct a 3D structure and its pose from a sequence of 2D images. A major stream of the solutions is to tackle the problem in a batch. Factorization [3] and bundle adjustment [5] are common approaches. The factorization method in [3] recovers the 3D structure under the assumption of orthographic projection. The latter approach [5] has a branch called the interleaved bundle adjustment. It breaks the minimization problem into two steps so as to reduce the size of the Jacobian involved, resulting in speeding up the algorithm.
Besides the batch methods, there are solutions that recover 3D models in a sequential way. Most of them are based on Kalman filtering. The work in [2] uses extended Kalman filter for pose estimation. Some researchers adopt iterated extended Kalman filter for structure updating [1] [10]. The series of methods in [6] [7] [8] recover both the structure and motion in a recursive manner. The work in [8] is the ancestor of this series of researches. The authors apply a single iterated extended Kalman filter to recover the structure and pose of the object. Azarbayejani and Pentland describe a method in [7] that improves [8] by making an extension in recovering the camera focal length and the representation of the 3D structure. The most recent work of recursive structure recovery is by Chiuso et al [6] . They have discussed the handling of occlusion and disocclusion in their implementation. Similar Kalman filtering techniques in structure from motion have also been applied to simultaneous localization and map-building for robot navigations [9] .
The two-step Kalman filter based algorithm presented in this paper is inspired by the interleaved bundle adjustment method [5] . In our algorithm, the pose and the structure of the object are computed sequentially in an interleaved sense. The main advantage of our two-step approach over the recursive algorithms in [6] and [7] is that a single extended kalman filter is broken down into smaller ones. This results in a linear time and space complexity in terms of the number of point features. The decoupling of the filters is valid in our 3D model reconstruction problem since visual features can be treated as transient entities that are matched over a certain period of time and then discarded. This strategy saves a lot of computations when the number of features needed to be handled is large. It is quite common for the reconstruction of objects with full details. Our approach also has a higher speed and better scalability over the interleaved bundle adjustment method [5] . It can handle an extra view of the object naturally by calculating the prediction and update equations for both the pose and structure only for that new measurement. However, the interleaved bundle adjustment method needs to recompute from the first frame to the latest frame for a several iterations. In addition, the implementation of our algorithm can tackle the structure from motion problem with a changeable set of feature points. The complete 360 o view of an object can be reconstructed. We have also applied the pose sequence of a real scene acquired in the model reconstruction process to produce an augmented reality video. Figure 1 shows the geometry of our system.
Problem modeling
coordinates of the point Xi with respect to the object coordinate frame and the camera coordinate frame
is a point on the image plane.
The reconstructed object is centered at the origin Oo. The relationship between the object frame and the camera frame can be described by the following equation:
(1) R is a 3x3 rotation matrix and T is a 3x1 translation matrix. T C is a 3x1 translation matrix that brings the object in the object frame to the camera frame. The camera used in the system is calibrated with fixed focal length f. The camera model is full perspective and the projection can be represented as: Figure 1 . The geometry of our system.
Overview of the algorithm
The model reconstruction system can be divided into four parts: feature extraction and tracking, model initialization, pose estimation and structure updating. The KLT tracker described in [4] is used to extract feature points and track them in the images. The 3D model is initialized by assuming that the projection of the first image in the sequence is orthographic.
The initial model and the second image are then fed into the first step of the main loop for pose estimation. An extended Kalman filter is adopted. The pose of the object with respect to the next image is estimated with a calculation of the prediction and update equations of the extended Kalman filter. The newly recovered pose and the input image are passed to the second step of the algorithm for structure updating.
The second step consists of a set of N extended Kalman filters. Each Kalman filter corresponds to each coordinate point in the reconstructed 3D model. N Kalman filters are needed for a model of N feature points. With the observations and the pose recovered for the current image frame, the coordinates of each feature point are updated accordingly. The algorithm alternates between the step 1 and 2 until all images in the sequence are used.
Step 1: pose estimation
Here is the dynamic model that describes the motion of the object in the EKF. w is the state of the system defined as:
γ is an zero mean Gaussian noise. A is a 12x12 block diagonal state transition matrix. The measurement equation is:
ε is a nx1 column vector representing the real measurements from the image sequence for n selected feature points in the object. ) (w g t is the nx1-output projection function similar to equation (2) .
In our system, a fixed number of feature points (e.g. 150 in our experiment) extracted by the tracker are passed to the EKF for pose estimation. The model points are chosen based on how much they are updated in the step of structure refinement. Those points that are steady and have a high tendency to remain at the same 3D coordinates are used. The reason is that less update on a point implies that the point is in an accurate position. The EKF implementation followed is straightforward, which can be found in related textbooks.
Step 2: structure updating
For N model points, N EKFs are needed for the structure update. The model is assumed to be static. The dynamic model of a 3D point in the structure and its measurement equation are. is the projection function of the system, which can be found by substituting X into equation (1) and (2) . Again, the implementation of EKF in this step is standard and the formulation is not repeated here.
Experiments and results

Experiments with synthetic data
In the synthetic experiment, an object with 300 random feature points in 3D within a cube of volume of 0.13m 3 , centered at a place 0.33m away from the camera, was generated. The camera has a focal length of 6mm. Its sensor has a zero mean Gaussian noise with standard deviation 0.1 pixels. Tz] respectively. Random noise of 0.01 degrees and 0.0005 meters were added to each rotation angle and translation parameter respectively. 300 frames were generated for each test and a total of ten independent tests were carried out. Our Kalman filter based algorithm, the interleaved bundle adjustment method [5] and the EKF by Azarbayejani and Pentland [7] were tested and compared. Figure 3 shows the average model error of the ten tests. Here the model error is defined as the percentage of mean square error of the 3D coordinates in the object coordinate frame. With our algorithm, the average error is 0.7%. The best-case error is well below 0.1%.
The performances in speed of the three algorithms are shown in figure 4 and 5. Figure 4 shows the time for the three algorithms to optimize the image residual error of the back-projected model. By careful analysis, you can see that our algorithm minimizes the residual error to a low level in a shorter time than the other two algorithms. Our approach finishes the processing of the 300-frame sequence in 133 seconds but the EKF by Azarbayejani and Pentland and the interleaved bundle adjustment method complete at 786 and 436 seconds respectively. Figure 5 shows the time needed to reconstruct a model when extra frames were added sequentially to the image sequence. The first step in creating this plot was to reconstruct a model with the first 10 frames. The succeeding 40 frames were sequentially fed to the algorithm as the new measurements of the scene. You can see that our approach outperformed the other two algorithms. Our algorithm takes only 0.5 seconds to update the structure of the scene for every extra frame added to the image sequence. The EKF by Azarbayejani and Pentland takes about 3 seconds while the interleaved bundle adjustment method takes at least 10 seconds to do the same task. Figure 5 (bottom) shows the time needed to reconstruct a model when extra frames are added to the image sequence. In these 2 plots, the solid line, dotted line and the dash line are for our two-step approach, the interleaved bundle adjustment method and the EKF by Azarbayejani and Pentland respectively. Note that the 3 algorithms were implemented in Matlab with a Pentium III 1GHz machine and the time measurement is in seconds
Experiments with real scene
Experiment using real scene images was also performed. The test image sequence presented in this paper was captured by translating the camera sideway on a rig. The length of the image sequence is 100 frames. Our two-step Kalman filter based algorithm was applied to acquire the 3D models. After that, the wire-frame of the object was built and texture from the appropriate images was mapped to the recovered structure. The resultant object was output in the form of VRML file. The pose sequence acquired in the model reconstruction process was also applied to produce an augmented reality video, in which a synthetic car was put onto the yellow box in the real scene. Figure 6 shows the results of the experiment. We have successfully reconstructed the laboratory scene model. The total number of point features present in the model is about 500. The quality is good in general. For the augmented reality video, you can see that the orientation of the synthetic car is consistent with the real scene. More results, including the reconstruction of the complete 360 o view of a paper box, can be found at www.cse.cuhk.edu.hk/~khwong/demo/ Figure 6 . Reconstruction results of the laboratory scene. The first row: The first and the last image of the laboratory sequence. The second and the third row: The reconstructed 3D model viewed in Cortona. Here are the two views with texture mapping (on the left) and their wireframes (one the right). The forth row: A synthetic car, which is drawn in blue, was augmented into the real scene.
Conclusion
Our proposed two-step algorithm achieves linear time and space complexity in terms of the number of available point features, which is lower than the extended Kalman filter based approach by Azarbayejani and Pentland [7] . The interleaving of pose and structure recovery reduces the number of parameters to be estimated in computation of the filters. Our approach also has better computation efficiency than the interleaved bundle adjustment method. We have used our algorithm to recover the models from real scenes and applied the recovered pose sequence to augmented reality applications.
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