Abstract
Introduction
For several years, the evolution of distributed computing has been influenced by several factors including: (i) the diversification of the type of information exchanged from numeric data to multimedia information such as audio and video; (ii) migration of the software architecture from the simple client-server scheme to complex n-clients/m-servers distributed architectures with data broadcasting ; (iii) an increasing variety of hardware architectures (i.e., laptop, PC, workstation) and networks (i.e., mobile phone, wavelan, Ethernet, Fast-Ethernet). This diversity in software, hardware, and data raises the need for solutions permitting the adaptation of existing distributed software components to a changing environment.
Transparent software reuse is one of the key issues in adaptation, since today's software components are often This work has been partly supported by France Telecom CTI-CNET 96-1B-02. too complex to be easily modified, and their source code is generally unavailable to the end-user. In this paper, we show that certain adaptations can be achieved by extending network behavior with application-specific protocols (ASPs) that can be downloaded dynamically into network routers [12, 26] .
The introduction of extensibility into networks (i.e., active networks), however, raises a number of issues [26] . A first problem is that of safety and security; A protocol that is dynamically loaded into a kernel could be a Trojan horse and network routers are shared resources. A second problem is portability. Given the heterogeneity of the network, the module executing ASPs should be highly portable. A third problem is efficiency. The execution of ASPs must be efficient in order to maintain the traffic rate of the application.
This paper presents three ASPs that have been implemented in PLAN-P [29] , a domain-specific language (DSL) and run-time system for active networking. These applications demonstrate that, using the PLAN-P system, it is feasible to adapt distributed software applications using ASPs. Specifically, we show that distributed applications can be easily extended in a safe, portable and efficient manner.
The key to the PLAN-P approach is to download ASPs in source form and in a restricted language (DSL). The use of a DSL enforces safety by restricting the implementor to safe operations or to constructs for which it is easy to prove desired safety properties [12, 15] . The router can verify these properties since the ASP is downloaded in source form. Portability is also obtained by transmitting ASPs in source form. Although source code interpretation generally leads to very poor performance [23] , efficiency is obtained by dynamic code generation techniques to quickly compile ASPs on the router.
To summarize, the contribution of this paper is the following: we show that ASPs are a flexible, rapid and efficient solution for adapting distributed applications in order to enrich them with new functionalities without changing the original application code. We illustrate this idea with three examples that demonstrate the application scope of ASPs: (i) audio broadcasting with bandwidth adaptation in routers, (ii) an extensible HTTP server with load-balancing facilities, (iii) a multipoint MPEG server derived from a point-to-point server with intelligent MPEG traffic duplication. These examples have been tested on a LAN, with SUN workstations as routers and the PLAN-P run-time system integrated as a Solaris kernel module.
From the performance standpoint, no traffic rate degradation is induced by the ASP on the audio and MPEG examples. For the virtual HTTP server example, the ASP-based server is as efficient as a built-in C programmed server. Also, we are able to serve up to 1.75 times the load of a single server with a cluster built from two physical servers.
The diversity of the three examples presented shows that while the PLAN-P language is restricted, it is sufficiently powerful to treat a wide class of problems. For each of these examples, the average size of the ASP is about 130 lines of PLAN-P. Such conciseness allows easy maintenance and rapid adaptation to evolving needs. For the audio broadcasting example, this permits testing and evaluating different bandwidth adaptation policies. In the case of the virtual HTTP server, the ASP can be easily changed so as to permit the addition/removal of a physical server, or to match a new network topology.
The rest of the paper is organized as follows. Section 2 presents some background on PLAN-P language, safety properties that can be verified for PLAN-P programs and the dynamic compilation. Section 3 discusses the concept of application-specific protocols. Section 4 describes the three applications we have developed with PLAN-P. Section 5 details related work. Section 6 describes our future plans for enriching PLAN-P and addressing other applications. Section 7 concludes with assessments.
Overview of PLAN-P
This section presents a brief overview of the PLAN-P system presented in a previous paper [29] . The PLAN-P language was based on PLAN, a Programming Language for Active Networks [12] . While PLAN-P retains most of the syntax of PLAN, the semantics are significantly different. PLAN is an agent-like language where every package in PLAN is a mobile program. In contrast PLAN-P programs describe protocols that are downloaded into routers and remain on the router treating all relevant packets.
The architecture of the PLAN-P system (see figure 1 ) is based on IP and allows PLAN-P programs to be used to build applications based on IP, UDP, or TCP. The PLAN-P system does not require any changes to existing packet formats, and thus, PLAN-P routers operate seamlessly within existing networks (i.e., PLAN-P does not require every router to support PLAN-P). PLAN-P programs are downloaded into the IP/PLAN-P layer on the end-host machines and/or any number of routers in the network. These programs replace the standard packet processing behavior of the IP layer for certain packets in order to perform application-specific processing.
Safety and Security
One of the most important advantages of using a DSL for extensible systems is the possibility of automatic verification for safety and security. This is particularly important for system software that operates within the kernel. Security is important because the kernel is shared among users. Safety is important because of the difficulty of debugging code within the kernel. Also, in the case of PLAN-P, protocols are distributed, further increasing the difficulty of debugging.
PLAN-P programs can automatically be checked to guarantee that: local packet treatment terminates, packets do not cycle within the network, all packets are delivered, and packet duplication is non-exponential 1 . Each of these properties can be automatically checked due to certain restrictions or domain-specific attributes of the language, without which, automatic proof would be impossible.
The cost of this safety is expressiveness. For example, in order to ensure the termination of local packet treatment, PLAN-P does not include general purpose loops 2 . However, these are not generally needed for the ASP domain. Where necessary, language primitives encapsulate algorithms that require general looping behavior. Thus, the primitives provided the needed behavior without compromising safety by allowing ASP programmers to use loops which could be unsafe.
Dynamic Compilation
While the use of a DSL can allow automatic verification of important program properties, these analyses require the program source at run time in order to check the program (late checking). Consequently, the DSL program must be interpreted or compiled at run time when the program is downloaded into the router. While interpreters are simpler to write than compilers, they are also slower. We have previously shown that, using a technique called partial evaluation, an efficient implementation of a PLAN-P program can be automatically generated from an interpreter [27, 28, 29] . Furthermore, this can be done at run time, providing the functionality of a just-in-time compiler (JIT). Partial evaluation is an automatic program transformation that, when applied to interpreters, transforms a language interpreter into a program generator for that language [13] . Traditionally, this program generator generates programs in source code form. Consel and Noël have developed a technique, called run-time specialization, which permits partial evaluation to be performed at run time [9] . When applied to interpreters, the result is a program generator that generates programs in machine code. Therefore, by using run-time specialization, a partial evaluator can be used to automatically generate a PLAN-P JIT from a PLAN-P interpreter. A PLAN-P JIT compiler has been generated using Tempo 3 , a partial evaluator for C which performs both compile-time and run-time specialization [8, 20] . 
PLAN-P Code Generation Time
The approach proposed by Consel and Noël performs run time code generation by assembling and patching machine code templates at run time. These templates, and the program that assembles and patches them are automatically generated and compiled at compile time. This approach is very portable because the machine code templates are 3 Tempo is available for Sparc and Intel architectures. generated using a standard C compiler (i.e., gcc). Since this approach only assembles and patches templates at run time, it is very efficient. Table 1 shows the time required to generate machine code for the PLAN-P programs used in the experiments described in section 4. In comparison to Java, which is another mobile code approach, JIT compiled PLAN-P programs can be twice as fast as an equivalent Java program compiled with Harissa [21] , an optimizing off-line byte-code compiler.
Programming in PLAN-P
A PLAN-P protocol defines one or several channels which are functions invoked on the receipt of a packet. Protocols and channels have a state which persists across packets. Channel functions receive three parameters: the first one is the protocol state, the second one is the channel state, and the third one is the packet to be processed. The return value is a pair containing the new protocol and channel states. Figure 2 shows an extract of the PLAN-P implementation of the extensible web server example described in section 4.2. This example uses the predefined channel network. Packet processing for network channels is as follows. The type of the packet is determined from the packet header, and if a network channel has been defined for this packet type, the corresponding function is invoked.
In the web server example, the gateway ASP keeps track in a hash table of tcp connections between web clients and the logical web server. This information is stored in the state of the network channel. The gateway ASP filters incoming requests and outgoing results using the tcp port value 80. When receiving a request packet from a client, the getSetS 4 function looks in the hash table for the connection and returns the associated physical server. Then, using the OnRemote function, the packet is forwarded to the 
Current Status
The PLAN-P run-time system has been implemented as a Solaris loadable kernel module. This module includes both an interpreter for PLAN-P and the PLAN-P JIT generated using partial evaluation.
The size of the interpreter is about 8000 lines of C, excluding the lexer and parser which are automatically generated. The size of the Solaris module is about 1Mb and includes the lexer, parser, PLAN-P interpreter, and PLAN-P JIT. One third of this size is due to the lexer and parser. These could be removed by downloading a binary abstract syntax tree rather than program text.
Application Specific Protocols
In a traditional network, there is a single standardizing network protocol which attempts to provide best effort service for all applications. With the introduction of active network systems such as PLAN-P, it is now possible to have protocols which are tuned to a specific application to enhance the functionality of that application. Furthermore, the operation of ASPs may be transparent to the application, and thus, the application can be adapted without modifying the main application. In fact, the main requirement for using ASPs to adapt distributed applications is that some knowledge of the application's protocol is required. This includes the communication pattern as well as packet formats.
By extending network behavior using ASPs, distributed applications can be adapted to communicate with new topologies, to improve QoS, increase reliability, reduce bandwidth consumption, and increase compatibility. For instance, it is possible to compress or degrade information, so as to reduce bandwidth consumption and avoid congestion on a high loaded link. ASPs provide a simple way of connecting together existing components while providing new functionalities. For instance, by designing an ASP that routes requests over several machines, one can build an easily-scalable cluster-based server. In such applications, the main advantage of ASPs is to provide a high degree of configurability.
The fact that ASPs can be downloaded into routers permits new quality of service (QoS) functionalities to be added to multipoint applications, such as video and audio broadcasting, as shown in section 4.1. As an example, PLAN-P provides primitives that can be used to degrade a 16 bit stereo audio signal into an 8 bit stereo/monaural signal.
While QoS adaptation can be easily implemented at the end-points in a simple client-server architecture [6, 22] , directly transferring this strategy to multipoint applications reduces the global performance to the bandwidth of the slowest segment of the architecture. By performing the QoS adaptation on the router, signal degradation is on a per segment basis without affecting the global archi-
Experiments
In this section, we illustrate the application scope of ASPs with three experiments. The first experiment describes how to add QoS adaptation to an existing audio broadcasting application. The second experiment shows how to build an extensible HTTP server. The third experiment presents how to transform a point-to-point MPEG server into a multipoint one.
Audio Broadcasting
This section presents an experiment with a distributed audio broadcasting application. The experiment demonstrates the use of PLAN-P to add new QoS functionality to an existing application, without changing the application. Additionally, this new functionality provides finergrain adaptation than possible by modifying the application to use software feedback as in end-to-end approaches [5] . The audio broadcasting application is a simple utility that broadcasts CD quality audio from an audio CD or radio card using IP multicast on a local-area network (LAN).
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Figure 3. Audio broadcasting network architecture
The goal of the experiment was to use PLAN-P to add network adaptation to the audio application. The purpose of using adaptation on a LAN is to reduce the bandwidth consumed by the audio traffic when bandwidth is needed for other applications. When bandwidth is limited, the audio quality is reduced, and thus, audio traffic is reduced. Although, the client receives lower quality sound (e.g., 8 bit instead of 16 bit), this leads to reduced delays and packet loss which otherwise would result in more unpleasant, choppy sound. The current implementation has three levels of audio quality: 16 bit stereo, 16 bit monaural, and 8 bit monaural. Of course, there are many other strategies, such as layered multicast [19] , that one could envision to adapt to network conditions. The advantage of PLAN-P is that strategies can be quickly developed and experimented with. For example, the PLAN-P program in this experiment was written in one day. The adaptation protocol consists of two PLAN-P programs: one for the network routers and the other for the audio clients. The router program monitors the bandwidth of outgoing links and degrades the audio quality when bandwidth becomes limited. There are two advantages to performing adaptation within the routers. The first advantage is that clients on different paths in the network can receive different levels of quality depending only on the traffic on that path. The second advantage is that adaptation does not require a feedback loop and can adapt to changes immediately. The client PLAN-P program transforms degraded packets into their original format. This approach has the advantage that the audio client does not need to be changed.
We have performed two experiments using the PLAN-P adaptation protocol. These experiments demonstrate rapid adaptation within the router, and that packet delays and losses are reduced. Figure 3 depicts the network architecture used for the experiments. The load generator and audio client are connected to the same Ethernet segment and the load generator was used to generate a given load on the segment in order to measure the effect on the audio quality and Figure 4 shows the measured bandwidth used by the audio traffic for the various loads generated by the load generator. All bandwidth measurements were obtained using counters on the Ethernet cards. When there is no traffic on the segment, audio is sent in 16 bit stereo, requiring 176kbytes/s. At 100s, a large load is introduced and the protocol immediately switches to 8 bit monaural audio, requiring only 44kbytes/s. At 220s, a smaller load is introduced resulting in audio quality that varies between 8 and 16 bit monaural. Finally, at 340s, a small load is introduced and the audio quality is adjusted to 16 bit monaural, requiring 88kbytes/s. As can be seen in this figure, the adaptation is immediate since the protocol executes directly on the router, avoiding the need for software feedback.
The graphs shown in figure 5 depict the effect of the network load on the received audio signal with and without adaptation. The graphs show the number of silent periods that occur during audio playback in various configurations. This shows that the adaptation does, in fact, reduces the number of gaps in audio playback. Thus, the use of adaptation reduces the amount of traffic consumed by the audio application, when necessary, and as a side effect improves the overall quality of the audio.
Extensible HTTP Server with Load-balancing Capability
Network Of Workstations (i.e., NOW) has been demonstrated to be a convenient approach for building services that can scale easily and offer better availability by tolerating failures [3, 11] . Since balancing requests among servers relies on re-routing messages, PLAN-P offers adequate support for the programming of clustered services.
The basic scheme for implementing load-balancing with ASPs relies on a gateway that associates a physical server, determined by the load-balancing algorithm, with a request when establishing the TCP connection which supports the HTTP request; all further packets will be routed to this physical server. To do this, the gateway replaces the IP server (i.e., the virtual server) address given by the client by the address of the physical server. When sending back results to the client, the gateway replaces the IP address of the physical server by the address of the virtual server. In practice, the gateway function can be implemented either by a single ASP treating both requests and results, or by one ASP treating requests and several treating results, so as to minimize contention induced by a single gateway.
In addition to simplicity, using ASPs to build a cluster based server offers several other advantages that provide a high degree of configurability:
Maintenance of the cluster architecture. ASPs can be easily modified to reflect a change in the number physical servers or the topology of the cluster network. Also, an ASP can be easily moved to any of the cluster machines, depending on administrator's need.
Transparency of heterogeneity.
Mixing machines with different architectures and systems improves robustness of the whole service by avoiding failures on all systems at the same time. Thanks to JIT compilation, gateway ASPs can be widespreaded on servers regardless of the type of the machine.
Evaluation of load-balancing strategies. Different load-balancing strategies can be evaluated by changing the gateway ASP. This allows the server developer to quickly test new strategies, and is also helpful for the administrator in managing service configuration. For instance, the administrator can choose to replicate only a subpart of the web server content on all physical servers.
The main challenge for using ASPs in building clustered services is performance. Since using a gateway introduces a contention point that increases response time, packet treatment should be kept as short as possible. In order to measure the efficiency of ASPs, we have compared an ASPbased clustered HTTP server with a built-in C version.
The configuration used for our tests is the following. The cluster is made from three Sun Ultra-1 170Mhz workstations connected by a 100Mbits Ethernet network. The HTTP servers are running Apache version 1.2.6 [1] with 5 to 10 child processes. The client machines are also Sun Ultra-1 170Mhz workstations connected to the cluster by a 10Mbits Ethernet network. In our experiments, we replicated the content of the IRISA web server on all three physical servers. Measurements were done by replaying a real trace of 80000 accesses, so as to minimize server cache impact on measurements. Finally, clients continuously issue requests so as to measure the maximum load the clustered server can handle.
We have tested a configuration made from two physical servers and the ASP gateway on the third cluster machine, so as to separate the cost of routing from the cost of balancing HTTP requests. The load-balancing strategy used 
Point-to-point to Multipoint MPEG Server
This experiment involves the development of a PLAN-P protocol that permits live video packets to be shared between multiple clients on the same segment using a pointto-point application. Thus, by using PLAN-P, we are able to provide multipoint video delivery with a point-to-point video server. This protocol was implemented by extending a distributed MPEG player designed at Oregon Graduate Institute [6] with two ASPs. The first ASP executes on any one of the machines on the segment and maintains a list of all open connections to the video server. This ASP monitors packets sent to the server's TCP port and records the files being served, the address the video is being served to, and the setup information returned to the client for initialization. When a client makes a request, the client program first makes a request to the monitor ASP to see if the request can be filled by an existing connection. If there are no open connections, the client proceeds normally by connecting to the server, and the monitor automatically tracks the new connection. Otherwise, if an existing connection can be used, the monitor returns the IP and port address the video is being sent to, and the setup information required for decoding the MPEG stream. The second ASP executes on each client. When a client wants to receive video from an existing connection, it captures packets sent to the original address and port and delivers them to the client.
Although the video client was modified to make the additional request to the monitor ASP, the server, which is not generally under the control of the user, did not need to be modified. The client could have been reused without modification, if the monitor ASP emulated the connection responses of the server. However, since the video application uses TCP for control packets, this would be difficult to emulate as the ASP would have to account for windowing, packet loss, etc. Future work on PLAN-P will be to consider extensions that would make it easier to emulate connections based on TCP.
The major benefit of this experiment to show that PLAN-P can be used to extend functionalities of existing complex applications.
Related Work
The idea that is most related to configuring distributed systems is the use of coordination languages, such as Darwin [17, 18] . These languages separate the specification of component behavior from component communication (connectors) and topology in a distributed system. One might consider PLAN-P to be a language for specifying the behavior of the connectors.
The PLAN-P language evolves directly from previous research in active networks [2, 12, 26] . With respect to these studies, our contribution is to address a new application domain, the adaptation of distributed software components.
The PLAN-P run-time system provides the system with extensibility by permiting DSL programs to be downloaded at run time. Many other approaches to extensible operating systems have been proposed, such as SPIN [4] and Exokernels [10, 14] . One of the main issues that must be addressed by an extensible system is safety and security. Existing solutions rely on the use of safely typed languages, such as MODULA-3 or Java and software fault-isolation [31] ; PLAN-P is also type-safe. In addition, it ensures strong properties like termination that cannot generally be verified for general purpose languages.
DSLs have already been used in OS design so as to permit a user to specify a certain policy. Examples are TEAPOT [7] , for writing DSM coherence protocols, and HiPEC [16] , for writing page-replacement policies. While HiPEC relies on a bytecode interpreter, which is less efficient than a compiler, TEAPOT is implemented with a compiler which is more difficult to maintain. In earlier work, we have proposed GAL [30] , a language for designing device drivers. GAL was implemented using the same interpreter/specialization framework as PLAN-P, but specialization was not done at run time.
One particularly interesting application of PLAN-P is the use of ASPs to create adaptive systems, as in the audio broadcasting experiment of section 4.1. Odyssey [22] is one of the most recent systems for adaptation which is aimed mainly toward mobility. They define wardens which are application-specific components that implement adaptation for a specific data type. ASPs can been seen as DSL for wardens that can be spread over the net, not only in the client as used in Odyssey.
Future Work
Until now, most of our efforts have been targeted toward using Tempo to generate an efficient PLAN-P JIT compiler, and the design of a primitive library for adapting the applications described in the paper. The results presented in this paper open many new perspectives:
As for the PLAN-P language, our interest is in understanding the constructs that are fundamental to adaptation and the design of ASPs. The interest in experimenting with diverse applications is to acquire knowledge of the needs. As an example, we plan to provide better language support for TCP connections so as to simplify the task of ASP programmers.
As for the run-time system, our current and short-term plans are to enrich it with new functionalities. In particular, we are implementing a verifier which can be embedded in routers. Also, we plan to port the kernel module that runs ASPs from Solaris to Linux, so as be able to perform experiments on heterogeneous platforms. Since Tempo already supports the Intel processor, most of this work is related to OS module adaptation.
As for the architecture, our plan is to implement the PLAN-P system on a commercial router which possesses hardware data paths and software control paths. The interest of this experiment is to provide efficiency for standard packets and programmability for those requiring specific treatments.
Conclusion
Adapting existing distributed software components so as to reuse them in changing environments is one of the challenges of modern distributed computing. In this paper, we have demonstrated adaptation by the means of applicationspecific protocols that extend the standard behavior of the network. ASPs can be dynamically loaded both in routers and clients/servers. This feature enables the design of original solutions for the adaptation of multipoint applications with both bandwidth preservation and rapid reaction to environment changes. We have presented three realistic applications that demonstrate the feasibility of using ASPs for adaptation in terms of ease of implementation (indicated by the size of ASPs), safety (programs can be verified to have certain properties), and efficiency.
To reconcile portability and efficiency issues raised by network extensibility, we have developed ASPs using PLAN-P which employs dynamic compilation techniques to obtain an efficient implementation while allowing source code to be downloaded into routers so that they may be checked for safety properties.
Finally, we show that the application scope of ASPs is not only limited to quality of service adaptation; they can be used to add new communication functionalities to existing components. This has demonstrated by the the building of an extensible HTTP server with load-balancing capabilities and the extension of a MPEG server from point-to-point service to multipoint service.
Availability
The PLAN-P run-time system and all experiments described in this paper are available from http://www.irisa.fr/compose/plan-p. The Tempo specializer is available from http://www.irisa.fr/compose/tempo.
