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Abstract
Over the past few decades, the remarkable prediction capabilities of ensemble methods have
been used within a wide range of applications. Maximization of base-model ensemble accu-
racy and diversity are the keys to the heightened performance of these methods. One way
to achieve diversity for training the base models is to generate artificial/synthetic instances
for their incorporation with the original instances. Recently, the mixup method was pro-
posed for improving the classification power of deep neural networks (Zhang et al., 2017).
Mixup method generates artificial instances by combining pairs of instances and their labels,
these new instances are used for training the neural networks promoting its regularization.
In this paper, new regression tree ensembles trained with mixup, which we will refer to as
Mixup Regression Forest, are presented and tested. The experimental study with 61 datasets
showed that the mixup approach improved the results of both Random Forest and Rotation
Forest.
Keywords: Mixup, Regression, Random Forest, Rotation Forest
1. Introduction1
The idea that motivates this study, in relation to problems that ensemble techniques2
can solve, is that an increase in base-model diversity will improve ensemble performance,3
generalization, and robustness. Diversity is a key attribute of an ensemble, without which4
ensemble methods would not be as successful as they are (Kuncheva & Whitaker, 2003). It5
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can be achieved in several ways: by using different methods for building the classifiers in6
the ensemble (heterogeneous ensemble), by using methods that build classifiers with random7
components, and by using different training sets. The focus of this paper rests on the last8
strategy, in particular, in making new instances that not found in the original set for creating9
different training sets.10
Mixup has recently been proposed by Zhang et al. (2017) for training deep neural net-
works using combinations of pairs of examples and their labels. Given a training set where
each example is (x, y), with an input, x, and a corresponding output, y, then the combined
examples (x̃, ỹ) are generated as
x̃ = λxi + (1− λ)xj
ỹ = λyi + (1− λ)yj
where (xi, yi) and (xj, yj) are two examples, drawn at random from the training data, and11
λ ∈ [0, 1]. The values of λ were obtained using the Beta distribution: λ ∼ Beta(α, α), with12
α ∈ (0,∞).13
Some example mixup data projections can be seen in figures 1 and 2. Figure 1 shows a14
single input dataset where the input variable and the output variable are represented on the15
x axis and the y axis, respectively, and the instances are generated with mixup. Figure 216
shows a couple of examples: two two-input datasets and the mixup-generated instances. The17
output values of the original datasets are in {−1, 1} and the output values of the datasets18
that are generated are in [−1, 1]. Figure 3 shows the predictions of a single random tree for19
the datasets shown in Figure 2.20
Mixup differs from other data augmentation approaches, in so far as its outputs are also21
combined. The combination of the outputs to address regression problems is a straightfor-22
ward procedure.23
As shown in Figure 1, some of the examples generated with mixup are clearly noise.24
Although it can be detrimental, noise injection has previously been used as a strategy25
for building successful ensembles (Melville & Mooney, 2005; Frank & Pfahringer, 2006;26
Mart́ınez-Muñoz & Suárez, 2005; Gónzalez et al., 2017). In mixup forests, the prevalence27
2
original = 0.10 = 0.25 = 0.40
Figure 1: A regression problem dataset with a single input (x axis), and a single continuous output (y axis).
Artificial instances are generated with mixup for α ∈ {0.1, 0.25, 0.4}.










Figure 2: Two two-inputs datasets and the datasets generated with mixup for α ∈ {0.1, 0.25, 0.4}. The
output variables are shown in yellow and in blue.
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Figure 3: Predictions given by a single random tree trained with the corresponding datasets from Figure 2.
of these noisy examples can be controlled with the α value and the number of artificial28
examples that are generated.29
Ensemble techniques have successfully been applied in various domains over the past30
few decades. Many works and several literature reviews have been published on both clas-31
sification (Kuncheva, 2014) and regression (Mendes-Moreira et al., 2012) ensembles. Some32
illustrative examples of ensemble applications are detailed below.33
In industrial environments, ensembles can be used as predictive models with adaptive ca-34
pabilities, for example, to respond to incidences at processing plants (Soares & Araújo, 2015).35
Financial forecasting with ensembles has also been a very frequent research topic, among36
other examples, for the prediction of trading in stocks (Weng et al., 2018) and bankruptcy37
trends (Chen et al., 2020). It is also of great industrial interest, for example, in the construc-38
tion industry, where ensembles have been used for the prediction of financial distress (Choi39
et al., 2018). Many techniques for credit risk assessment have been proposed, based on both40
statistics and Artificial Intelligence (AI) models; a task in which ensembles have demon-41
strated good performance (Marqués et al., 2012). In biometrics, improved recognition rates42
can be achieved using multimodal biometric systems that capture multiple biometric traits,43
4
e.g. fingerprint, iris and facial features; multimodal data learning in those fields can be44
addressed by using ensembles (Ross & Jain, 2003). The advantages and the convenience of45
ensemble learning to learn from multimodal features have likewise benefited several clinical46
practices (Tay et al., 2013). The sort of highly robust system required for image recognition47
tasks, such as facial recognition, can be provided by ensembles, to address the diversity of48
facial expressions and aging effects (Sirlantzis et al., 2008). Real-life problems, such as spam49
detection (Geng et al., 2007), translation of DNA sequences (Garćıa-Pedrajas et al., 2012),50
and the detection of credit-card fraud (Panigrahi et al., 2009), are known as imbalanced51
learning problems that can also be solved using ensemble techniques (Galar et al., 2012).52
The mixup data augmentation strategy proposed in this paper, might therefore lead to even53
better ensemble models for the aforementioned applications, as the artificial generation of54
instances has the potential to improve the performance of almost any ensemble method.55
The contribution of this study relates to the novel use of the mixup approach. It demon-56
strates that artificial examples generated by mixup contribute to improved ensemble perfor-57
mance in regression tasks. Mixup is therefore considered for regression, mainly because of58
its simplicity: it can be used with all data types and needs no adjustments to the model.59
The rest of the paper will be organized as follows. In section 2, a brief literature review of60
the most relevant works in this field will be presented. In section 3, the experimental setup61
will be described. Then the results will be presented and analyzed in Section 4. Finally, some62
concluding remarks and suggestions for future research work will be outlined in section 5.63
2. Related works64
Diversity between the members of an ensemble means that those ensembles are capable65
of better predictions than the individual ensemble members. One way to achieve diversity66
is by introducing artificial examples for training, for example through the mixup approach.67
Data augmentation with artificial examples has previously been used in many ensemble68
algorithms, some of which are detailed below.69
In DECORATE (Diverse Ensemble Creation by Oppositional Relabeling of Artificial70
Training Examples) (Melville & Mooney, 2003, 2005), instances are generated based on the71
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distribution of the data. The labels of the new instances are assigned with a probability72
that is proportional to the inverse of the probability assigned by the current ensemble,73
because the purpose of the artificial instances is to increase diversity. In Bagging with Input74
Smearing (Frank & Pfahringer, 2006), the generation of artificial instances add noise to75
actual instances.76
In imbalanced classification problems1, artificial examples are commonly used for increas-77
ing the number of instances of the minority class/es. As with mixup, in SMOTE (Chawla78
et al., 2002), artificial instances are also obtained by combining pairs of instances. In this79
case, as both instances in a pair are of the same class, the label of the artificial instances80
is the same as the instances used to generate them. SMOTE was not originally proposed81
as an ensemble method and can in fact be used as a pre-processing step before the con-82
struction of a model. Nevertheless, it can also be directly used in ensembles, by training83
each base classifier with a different set of original and artificial instances. SMOTE has been84
combined with generic ensemble methods giving rise to SMOTEBoost (Chawla et al., 2003)85
and SMOTEBagging (Wang & Yao, 2009), among others.86
There are many other methods for balancing datasets by augmenting the minority classes87
with artificial instances (Han et al., 2005; He et al., 2008; Menardi & Torelli, 2014; Zhu88
et al., 2017). Some of these methods, such as SMOTE, have also been adapted to regression89
problems (Torgo et al., 2013).90
Likewise, highly sophisticated approaches exist for augmenting datasets. Most of those91
have been specifically designed for a given data type, for example, images (Tokozume et al.,92
2017, 2018; Inoue, 2018; Summers & Dinneen, 2019). Such approaches require training and93
adjusting a model, in order to generate the artificial instances (Mayo & Frank, 2017; Verma94
et al., 2018; Guo et al., 2018; Lindenbaum et al., 2018; Beckham et al., 2019).95
Here, mixup was chosen as the simplest augmentation method and the significant advan-96
tage of its use with regression ensembles of random trees (Mixup Regression Forests) will97
be demonstrated in the following section.98
1Imbalanced classification problems are those related to datasets and domains where one class has a
much greater number of examples than another (Haixiang et al., 2017).
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3. Experimental setting99
The purpose of this experiment is to demonstrate the advantage of the mixup augmen-100
tation step. Two of the best state-of-the-art ensemble methods (singled out by extensive101
experimental studies (Random Forest (Breiman, 2001; Fernández-Delgado et al., 2014) and102
Rotation Forest (Rodŕıguez et al., 2006; Pardo et al., 2013; Bagnall et al., 2018)) are tested103
with and without the mixup step over a large collection of datasets. The experimental setup104
is presented below.105
3.1. Datasets106
Table 1 shows the main characteristics of the 61 regression datasets used in the experi-107
ments. All of them are available in the format used by Weka2 (Hall et al., 2009). Thirty of108
the 61 datasets were collected by Lúıs Torgo3.109
3.2. Methods110
The mixup method is used in combination with Random Forest (Breiman, 2001) and111
Rotation Forest (Rodŕıguez et al., 2006; Pardo et al., 2013). Both Random and Rotation112
Forest are used to transform the training dataset. In Random Forest, the dataset is sampled,113
whereas in Rotation Forest, it is rotated and then sampled. The mixup transformation can114
be done before or after the two above-mentioned ensemble transformations. Four methods115
are therefore available:116
• MixRandFor: The dataset is augmented with mixup and then sampled.117
• RandMixFor: The dataset is sampled and then the sample is augmented with mixup.118
• MixRotFor: The dataset is augmented with mixup and then rotated.119




Dataset Examples Numeric Nominal
2d-planes 40768 10 0
abalone 4177 7 1
ailerons 13750 40 0
auto-horse 205 17 8
auto-mpg 398 4 3
auto-price 159 15 0
auto93 93 16 6
bank-32nh 8192 32 0
bank-8FM 8192 8 0
baskball 96 4 0
bodyfat 252 14 0
bolts 40 7 0
breast-tumor 286 1 8
cal-housing 20640 8 0
cholesterol 303 6 7
cleveland 303 6 7
cloud 108 4 2
cpu 209 6 1
cpu-act 8192 21 0
cpu-small 8192 12 0
delta-ailerons 7129 5 0
delta-elevators 9517 6 0
detroit 13 13 0
diabetes-numeric 43 2 0
echo-months 130 6 3
elevators 16599 18 0
elusage 55 1 1
fishcatch 158 5 2
friedman 40768 10 0
fruitfly 125 2 2
gascons 27 4 0
Dataset Examples Numeric Nominal
house-16H 22784 16 0
house-8L 22784 8 0
housing 506 12 1
hungarian 294 6 7
kin8nm 8192 8 0
longley 16 6 0
lowbwt 189 2 7
machine-cpu 209 6 0
mbagrade 61 1 1
meta 528 19 2
mv 40768 7 3
pbc 418 10 8
pharynx 195 1 10
pole 15000 48 0
pollution 60 15 0
puma32H 8192 32 0
puma8NH 8192 8 0
pw-linear 200 10 0
pyrimidines 74 27 0
quake 2178 3 0
schlvote 38 4 1
sensory 576 0 11
servo 167 0 4
sleep 62 7 0
stock 950 9 0
strike 625 5 1
triazines 186 60 0
veteran 137 3 4
vineyard 52 3 0
wisconsin 194 32 0
Table 1: Experimental dataset characteristics.
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Figure 4: Beta distribution of the α values under consideration.
3.3. Settings121
The experiments were performed using Weka (Hall et al., 2009). The default parameter’s122
values of Random Forest and Rotation Forest were used, unless otherwise specified. For123
Random Forest, the default number of random attributes is log2(m) + 1 where m is the124
number of attributes. For Rotation Forest, the default size for each group of attributes125
is 3. The default method for constructing the trees in Rotation Forest, which only works126
for classification, is J48. Hence, REPTree, a tree method for regression, was used with no127
pruning, as ensembles generally work better with unstable models and pruning increases128
stability.129
The results were generated using a 5 × 2-fold cross validation. The reported values are130
therefore averaged values from the 10 experiments. Three performance measures were cal-131
culated: RMSE (Root Mean Squared Error), MAE (Mean Absolute Error), and correlation.132
The size of each ensemble was set at 100. The number of artificial examples to be133
generated was set at 50% of the training data size. Three values were applied (0.10, 0.25,134
and 0.40) for the α values (in the Beta distribution), from the recommended range of [0.1, 0, 4]135
in (Zhang et al., 2017). Figure 4 plots the Beta distribution for these α values.136
One option for using mixup with nominal attributes is to transform them into numeric137
attributes. For example, one approach is to turn them into numerical values (that introduces138
an artificial order), and another is to turn them into binary attributes (greatly multiplying139
the attributes when there are many nominal values per attribute). Nevertheless, the mixing140
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of two nominal value attributes was done in the experiments, by randomly selecting a single141
one. The probability of selecting the first nominal value is λ.142
The number of artificial examples and the α value are hyper-parameters that can poten-143
tially improve the results when adjusted for each dataset.144
4. Results and discussion145
Tables 2, 3, and 4 show the results for RMSE, for MAE, and for correlation, respectively.146
Pairwise comparisons. Tables 5 and 6 show the number of datasets for which the column147
method achieved better results than the row method. As 61 datasets were used in the148
experiments, a value greater than or equal to 31 will indicate that the column method has149
better results than the row method. It can be seen that the results are favorable for variants150
with mixup, especially for RMSE and correlation.151
Relative scores. Figure 5 shows the boxplots of the relative scores, comparing the original152
method (Random or Rotation Forest) with the variants with mixup. The relative score for a153
given measure is defined as (b−a)/a where a and b represent the performance of the original154
method and the performance of the variant method, respectively. When the measure is an155
error (RMSE or MAE), negative values of the score indicate that the variant is better. In156
contrast, positive values for correlation indicate that the variant is better. Each boxplot was157
obtained from the relative scores of the 61 datasets. The outliers were not included in the158
boxplots for the relative scores, as their inclusion would leave the boxes very small, because159
the relative scores of these few datasets (outliers) are much larger.160
The boxplots and the signs of the median values are generally favorable for the variants161
with mixup. The only exceptions are RandMixFor and RotMixFor with α ∈ {0.25, 0.40}162
for MAE.163
Influence of α. The following approach shows how the α values can affect the performance164
measures. For a given dataset, method and performance measure, the values of the measure165
were calculated for α = 0.1, 0.25, 0.4 and then scaled to the interval [0, 1]. Then, a parabola166
10





















































































































































2dplanes 1.109 1.112 1.112 1.112 1.112 1.112 1.112 1.09 1.043 1.04 1.039 1.043 1.04 1.04
abalone 2.193 2.189 2.187 2.179 2.181 2.179 2.173 2.111 2.114 2.113 2.113 2.115 2.114 2.115
ailerons 1.86e-04 1.86e-04 1.86e-04 1.86e-04 1.85e-04 1.86e-04 1.86e-04 1.73e-04 1.71e-04 1.72e-04 1.72e-04 1.71e-04 1.71e-04 1.72e-04
auto93 6.297 6.298 6.325 6.306 6.353 6.287 6.286 6.015 5.965 5.948 5.903 5.927 5.97 5.921
auto-horse 16.65 16.12 16.3 16.31 16.55 16.49 16.68 14.06 14.22 14.3 14.3 14.1 14.1 13.98
auto-mpg 2.933 2.943 2.906 2.929 2.906 2.921 2.883 2.819 2.81 2.819 2.82 2.813 2.827 2.825
auto-price 2481 2465 2442 2444 2474 2508 2492 2487 2423 2462 2447 2423 2449 2451
bank-32nh 0.08835 0.08845 0.08847 0.08859 0.08866 0.08888 0.08886 0.08542 0.08484 0.0851 0.08506 0.0849 0.08502 0.08507
bank-8FM 0.03268 0.0325 0.03254 0.03256 0.03266 0.03266 0.03273 0.03286 0.03274 0.03281 0.03279 0.03267 0.03265 0.03284
baskball 0.09483 0.09551 0.09505 0.0948 0.09368 0.09463 0.09384 0.09327 0.09367 0.09264 0.09313 0.09296 0.09319 0.09287
bodyfat 2.496 2.417 2.396 2.418 2.517 2.492 2.502 2.133 2.101 2.068 2.08 2.074 2.065 2.102
bolts 13.58 12.89 13.06 13.3 13.17 13.37 13.12 13.82 13.53 13.84 14.04 13.55 13.73 13.8
breast-tumor 10.87 10.98 10.89 10.84 10.79 10.74 10.7 10.53 10.61 10.58 10.52 10.68 10.63 10.64
cal-housing 50325 51196 52012 52442 51624 52436 52746 52983 53254 53875 54056 53150 53608 53927
cholesterol 52.46 52.2 52.48 52.02 52.23 51.97 52.08 51.2 51.34 51.42 51.2 51.55 51.66 51.31
cleveland 0.9146 0.9116 0.9028 0.9014 0.904 0.9087 0.9083 0.8903 0.8877 0.8903 0.8854 0.8891 0.8931 0.8877
cloud 0.5715 0.5643 0.5722 0.5681 0.5764 0.5721 0.5649 0.6 0.5915 0.5873 0.5877 0.5921 0.5913 0.5909
cpu 57.91 54.71 54.65 54.35 57.5 58.79 58.42 62.19 59.04 57.97 59.7 56.69 58.15 59.56
cpu-act 2.562 2.541 2.553 2.551 2.562 2.561 2.566 2.519 2.551 2.552 2.561 2.545 2.564 2.563
cpu-small 2.926 2.873 2.88 2.884 2.887 2.888 2.884 2.928 2.959 2.968 2.966 2.951 2.96 2.961
delta-ailerons 1.69e-04 1.67e-04 1.67e-04 1.67e-04 1.66e-04 1.67e-04 1.67e-04 1.70e-04 1.68e-04 1.68e-04 1.68e-04 1.68e-04 1.68e-04 1.68e-04
delta-elevators 1.46e-03 1.46e-03 1.46e-03 1.46e-03 1.46e-03 1.46e-03 1.45e-03 1.43e-03 1.43e-03 1.43e-03 1.43e-03 1.43e-03 1.43e-03 1.43e-03
detroit 46.99 44.51 45.65 44.77 46.24 46.84 46.62 70.75 52.58 53.31 52.66 50.55 50.15 50.69
diabetes-numeric 0.6433 0.6378 0.6305 0.6266 0.6328 0.6302 0.6297 0.6759 0.6752 0.6723 0.6666 0.6725 0.6655 0.6659
echo-months 12.16 12.04 12.01 12.07 12.11 12.14 12.23 12.03 11.98 12.09 12 12.05 11.97 12
elevators 3.14e-03 3.10e-03 3.10e-03 3.11e-03 3.14e-03 3.13e-03 3.11e-03 2.67e-03 2.63e-03 2.63e-03 2.64e-03 2.63e-03 2.64e-03 2.64e-03
elusage 16.42 16 15.84 15.67 16.14 15.77 15.8 13.41 13.47 13.27 13.36 13.29 13.3 13.16
fishcatch 85.79 85.15 83.25 82.61 86.57 83.75 83.73 95.79 78.7 80.06 80.55 78.96 80.38 79.12
fried 1.377 1.368 1.375 1.377 1.381 1.383 1.388 1.441 1.429 1.446 1.452 1.444 1.455 1.465
fruitfly 19.29 19.35 19.21 19.17 18.89 18.81 18.64 17.58 17.89 17.81 17.77 17.87 17.95 17.76
gascons 10.75 10.35 10.68 10.83 11.09 11.4 11.9 17.02 13.4 13.3 12.66 13.53 12.91 13.09
house-16H 32615 32465 32604 32587 32633 32778 32742 34145 33763 33884 33994 33737 33851 33931
house-8L 29979 29917 29912 29887 29887 29872 29908 30593 30483 30497 30520 30403 30519 30520
housing 3.598 3.559 3.549 3.572 3.535 3.53 3.524 3.721 3.633 3.637 3.643 3.615 3.62 3.646
hungarian 0.3707 0.3712 0.3692 0.3691 0.3676 0.3672 0.3661 0.3627 0.3612 0.3593 0.3588 0.3631 0.3616 0.3623
kin8nm 0.1503 0.1487 0.1492 0.1493 0.1501 0.1502 0.1504 0.1291 0.1279 0.1291 0.1298 0.128 0.1287 0.13
longley 1325 1331 1317 1323 1400 1366 1361 1730 1600 1574 1580 1559 1625 1582
lowbwt 462.9 468.5 466.5 469.2 460.1 468.6 466 457.2 461.7 461.6 460 462.8 458.2 461.6
machine-cpu 65.06 64.39 64.63 65.17 63.81 64.02 65.36 77.62 72.64 72.66 72.8 72.19 73.48 72.97
mbagrade 0.3755 0.3794 0.3761 0.3726 0.3673 0.3649 0.3634 0.3305 0.3403 0.3369 0.3317 0.3401 0.337 0.3327
meta 748.4 747.8 741.1 743.8 744.3 745.5 741.5 725.3 730.6 733.2 731.9 735.7 739.6 737.9
mv 0.2727 0.2719 0.3235 0.3686 0.3133 0.3958 0.4519 0.2231 0.2979 0.3672 0.4067 0.2394 0.2545 0.2626
pbc 920.2 922.6 918.7 918.1 918.7 921.2 920.3 880.5 879.4 880.5 881.3 882.1 879.8 880.7
pharynx 357.4 357.3 358.8 357.2 360.2 360.6 360.7 313.2 311.1 312.5 311.4 311.3 312.3 314
pol 7.315 7.562 7.814 7.947 7.839 8.097 8.27 5.268 5.573 5.996 6.23 5.693 6.106 6.364
pollution 48.92 48.23 48.55 48.72 49.25 49.26 49.27 46.84 47.28 47.6 47.27 46.85 47.29 47.64
puma32H 0.01687 0.01728 0.01743 0.01754 0.01761 0.01808 0.0183 0.01313 0.01359 0.01383 0.01393 0.01364 0.01385 0.01406
puma8NH 3.253 3.257 3.27 3.275 3.266 3.284 3.293 3.278 3.291 3.313 3.319 3.289 3.305 3.316
pw-linear 2.09 2.064 2.07 2.077 2.069 2.108 2.087 1.881 1.883 1.896 1.896 1.896 1.897 1.907
pyrim 0.1004 0.1008 0.1001 0.09966 0.09672 0.09815 0.09838 0.1198 0.1056 0.1048 0.1066 0.1067 0.1072 0.1075
quake 0.1981 0.1985 0.1972 0.1972 0.1967 0.1965 0.1963 0.1904 0.1933 0.1914 0.1909 0.1931 0.1915 0.1908
schlvote 1159316 1178402 1176517 1175270 1162099 1155803 1149687 1123137 1082854 1104934 1091608 1096670 1089156 1091314
sensory 0.7298 0.7321 0.733 0.7299 0.73 0.7327 0.7313 0.7228 0.7234 0.7221 0.7244 0.7217 0.7232 0.7224
servo 0.7638 0.7533 0.7802 0.782 0.7707 0.7813 0.7912 0.7451 0.7746 0.7693 0.7716 0.7407 0.761 0.7426
sleep 3.658 3.695 3.667 3.634 3.614 3.624 3.614 3.439 3.42 3.433 3.431 3.411 3.446 3.426
stock 0.9121 0.8822 0.887 0.8879 0.9033 0.9098 0.9033 0.8486 0.8422 0.8474 0.8506 0.8437 0.8488 0.8549
strike 537.2 544.3 538.7 537 534.7 534.7 534.2 516.2 513.7 510 513.2 511 513 510.6
triazines 0.1355 0.1348 0.1352 0.1346 0.1351 0.1343 0.135 0.1388 0.1363 0.1369 0.1371 0.1361 0.1367 0.1364
veteran 149.8 150.8 149.1 149.1 149.5 148.8 149.9 145.8 145.4 145.3 144.4 148.4 146.3 146.5
vineyard 2.622 2.599 2.607 2.607 2.601 2.607 2.622 3.021 2.906 2.928 2.918 2.935 2.919 2.937
wisconsin 33.26 33.48 33.49 33.25 33.31 33.07 33.15 33.01 32.9 32.88 32.88 32.91 32.91 32.84
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2dplanes 0.8819 0.885 0.8845 0.8845 0.8842 0.8846 0.8846 0.8682 0.8313 0.8291 0.8278 0.8313 0.829 0.8287
abalone 1.553 1.549 1.545 1.54 1.54 1.539 1.533 1.485 1.489 1.487 1.485 1.487 1.489 1.487
ailerons 1.37e-04 1.37e-04 1.37e-04 1.37e-04 1.37e-04 1.37e-04 1.38e-04 1.28e-04 1.25e-04 1.26e-04 1.27e-04 1.26e-04 1.26e-04 1.27e-04
auto93 4.417 4.323 4.333 4.341 4.419 4.366 4.371 3.949 3.917 3.877 3.873 3.86 3.933 3.885
auto-horse 9.766 9.292 9.462 9.442 9.65 9.688 9.862 7.46 7.528 7.657 7.607 7.475 7.482 7.38
auto-mpg 2.117 2.118 2.098 2.111 2.095 2.115 2.098 2.004 1.999 2.009 2.016 2.009 2.011 2.024
auto-price 1552 1551 1541 1541 1560 1582 1561 1574 1525 1549 1543 1532 1550 1545
bank-32nh 0.06171 0.06221 0.0628 0.06312 0.06301 0.06379 0.06399 0.05811 0.05796 0.05855 0.05882 0.05796 0.05853 0.05887
bank-8FM 0.02353 0.02346 0.0235 0.02355 0.02358 0.02366 0.02376 0.02452 0.0245 0.02466 0.02469 0.02446 0.02452 0.02476
baskball 0.07279 0.07399 0.07354 0.07318 0.07219 0.07311 0.07251 0.07306 0.07363 0.07244 0.07299 0.07283 0.07312 0.07274
bodyfat 1.752 1.695 1.676 1.692 1.774 1.754 1.751 1.383 1.364 1.336 1.333 1.341 1.326 1.362
bolts 10.05 9.534 9.734 9.927 9.883 10.04 9.974 10.04 9.93 10.15 10.46 9.797 10.17 10.13
breast-tumor 8.629 8.695 8.638 8.613 8.57 8.522 8.504 8.383 8.437 8.425 8.357 8.501 8.468 8.467
cal-housing 33431 34315 35085 35529 34796 35579 35942 35978 36258 36991 37249 36159 36764 37149
cholesterol 40.03 39.56 39.82 39.54 39.75 39.66 39.54 39.01 39.02 39.16 38.97 39.18 39.37 39.13
cleveland 0.6794 0.6756 0.6735 0.6743 0.677 0.6817 0.6834 0.6463 0.6449 0.6474 0.6478 0.6453 0.6493 0.649
cloud 0.3381 0.3314 0.3338 0.3324 0.3356 0.3347 0.3301 0.3549 0.35 0.3459 0.3492 0.3493 0.3512 0.3509
cpu 20.25 19.16 19.26 18.86 19.37 19.7 19.69 20.08 17.05 16.87 17.66 16.38 17.01 17.6
cpu-act 1.8 1.808 1.826 1.826 1.83 1.835 1.836 1.765 1.8 1.812 1.816 1.8 1.818 1.819
cpu-small 2.04 2.035 2.047 2.048 2.05 2.05 2.053 2.076 2.112 2.131 2.133 2.108 2.126 2.133
delta-ailerons 1.17e-04 1.16e-04 1.15e-04 1.16e-04 1.15e-04 1.15e-04 1.16e-04 1.17e-04 1.16e-04 1.16e-04 1.16e-04 1.16e-04 1.16e-04 1.16e-04
delta-elevators 1.09e-03 1.09e-03 1.09e-03 1.09e-03 1.09e-03 1.09e-03 1.09e-03 1.07e-03 1.07e-03 1.07e-03 1.07e-03 1.07e-03 1.07e-03 1.07e-03
detroit 35.71 34.8 35.55 34.85 35.13 35.66 35.76 55.09 40.13 40.63 40 38.04 37.85 38.36
diabetes-numeric 0.5119 0.5078 0.5014 0.4945 0.5035 0.5007 0.4996 0.5487 0.5376 0.5333 0.529 0.5369 0.5299 0.528
echo-months 9.625 9.436 9.516 9.595 9.675 9.755 9.826 9.565 9.512 9.674 9.591 9.563 9.529 9.547
elevators 2.12e-03 2.09e-03 2.09e-03 2.10e-03 2.12e-03 2.11e-03 2.10e-03 1.84e-03 1.81e-03 1.82e-03 1.82e-03 1.81e-03 1.82e-03 1.82e-03
elusage 12.61 12.21 12.1 11.92 12.39 12.2 12.2 9.894 10.04 9.919 9.951 9.952 9.903 9.817
fishcatch 53.23 52.17 51.15 51.17 52.92 52 52.08 55.35 47.9 48.8 49.15 47.74 48.63 48.27
fried 1.087 1.08 1.085 1.086 1.089 1.092 1.096 1.136 1.128 1.142 1.147 1.139 1.149 1.158
fruitfly 14.49 14.53 14.44 14.45 14.18 14.1 13.99 12.99 13.33 13.28 13.18 13.32 13.38 13.22
gascons 8.42 8.032 8.331 8.48 8.635 8.775 9.181 13.29 10.42 10.25 9.755 10.39 10.04 10.05
house-16H 16388 16326 16407 16424 16418 16471 16503 17583 17332 17520 17624 17315 17453 17593
house-8L 15814 15784 15787 15790 15781 15807 15850 16417 16263 16349 16409 16233 16354 16408
housing 2.389 2.37 2.377 2.372 2.368 2.379 2.373 2.415 2.371 2.372 2.379 2.352 2.361 2.373
hungarian 0.2663 0.267 0.2674 0.2703 0.2684 0.2721 0.274 0.2507 0.251 0.254 0.2555 0.251 0.252 0.2549
kin8nm 0.1196 0.1187 0.1194 0.1196 0.1202 0.1205 0.121 0.1022 0.1015 0.1028 0.1036 0.1015 0.1025 0.1037
longley 1145 1127 1116 1106 1187 1156 1149 1428 1315 1299 1296 1281 1328 1299
lowbwt 363.8 365.6 362.9 365.4 359.7 364 361 362.3 362.5 360.5 360.3 363.7 360.4 362.1
machine-cpu 30.76 30.36 30.57 30.81 30.24 30.69 30.8 35.33 33.06 33.2 32.88 32.91 33.05 33.13
mbagrade 0.2841 0.2882 0.2861 0.2835 0.2787 0.2755 0.2758 0.2521 0.2544 0.253 0.2503 0.2546 0.2536 0.2509
meta 145.2 146 144.9 146.6 145.2 146.8 146.4 148.5 147 147.2 148.9 148.1 149.7 149.1
mv 0.18 0.1774 0.2155 0.2444 0.208 0.2622 0.2968 0.1515 0.2158 0.2759 0.3061 0.1661 0.1814 0.1896
pbc 717.7 720.2 720.4 720.2 719.3 724.5 722.3 695.2 695.8 697.7 697.3 696.5 694.3 698.6
pharynx 278.5 279 281 278.8 282.2 282.5 282.6 234.2 232.2 232.6 231.8 232.3 233.3 234.2
pol 4.134 4.391 4.64 4.766 4.632 4.864 5.032 2.646 2.994 3.398 3.621 3.068 3.465 3.687
pollution 37.37 37.02 37.22 37.12 37.66 37.65 37.81 35.39 36.1 36.09 35.9 35.6 36.01 36.47
puma32H 0.01299 0.01328 0.01342 0.0135 0.01355 0.01392 0.01407 0.01047 0.01085 0.01106 0.01114 0.01089 0.01107 0.01124
puma8NH 2.528 2.55 2.572 2.587 2.572 2.6 2.618 2.589 2.61 2.642 2.653 2.608 2.634 2.652
pw-linear 1.635 1.612 1.609 1.618 1.617 1.641 1.628 1.449 1.439 1.46 1.45 1.452 1.45 1.464
pyrim 0.06158 0.062 0.06161 0.06177 0.06099 0.0614 0.06139 0.07847 0.06655 0.06653 0.06726 0.06728 0.06793 0.06794
quake 0.1549 0.155 0.1541 0.1541 0.154 0.1539 0.1537 0.1494 0.151 0.15 0.1497 0.1509 0.15 0.1497
schlvote 639146 659770 667857 664392 653918 656491 665144 677601 652816 666136 657503 656814 651958 656596
sensory 0.5857 0.5864 0.5849 0.5829 0.5842 0.586 0.5856 0.5794 0.5792 0.5777 0.58 0.5793 0.5787 0.5785
servo 0.4635 0.4578 0.4801 0.4866 0.4772 0.4908 0.5022 0.4327 0.4642 0.4693 0.4779 0.4454 0.4645 0.4567
sleep 2.937 2.957 2.955 2.941 2.907 2.91 2.906 2.688 2.679 2.682 2.683 2.664 2.699 2.657
stock 0.669 0.6516 0.6547 0.657 0.6668 0.6717 0.6699 0.6361 0.6344 0.6371 0.6385 0.6338 0.6388 0.6444
strike 211.9 214.7 212.9 212.6 212.9 212.3 212.2 245.9 230.4 231.2 237 229.3 235.3 236.7
triazines 0.09521 0.09518 0.09548 0.09497 0.09498 0.09503 0.09517 0.09955 0.09742 0.09805 0.09784 0.0971 0.09773 0.09744
veteran 95.34 95.48 94.23 93.92 94.44 93.98 94.81 90.53 89.82 90.37 90.27 91.56 91.09 91.97
vineyard 1.95 1.949 1.961 1.961 1.932 1.956 1.961 2.311 2.199 2.224 2.216 2.22 2.212 2.219
wisconsin 28.02 28.14 28.27 28.04 28.07 27.88 27.98 27.75 27.68 27.69 27.66 27.81 27.76 27.66
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2dplanes 0.9677 0.9675 0.9675 0.9675 0.9675 0.9675 0.9675 0.9688 0.9714 0.9716 0.9717 0.9714 0.9716 0.9716
abalone 0.7342 0.7353 0.7358 0.7377 0.7374 0.7378 0.7395 0.7566 0.7555 0.7558 0.7560 0.7553 0.7558 0.7555
ailerons 0.8937 0.8945 0.8946 0.8944 0.8949 0.8948 0.8940 0.9077 0.9105 0.9096 0.9090 0.9104 0.9098 0.9093
auto93 0.8073 0.8102 0.8061 0.8098 0.8036 0.8118 0.8123 0.8044 0.8091 0.8107 0.8150 0.8130 0.8101 0.8147
auto-horse 0.9253 0.9285 0.9268 0.9268 0.9264 0.9276 0.9255 0.9411 0.9400 0.9399 0.9402 0.9414 0.9415 0.9428
auto-mpg 0.9281 0.9277 0.9297 0.9289 0.9298 0.9294 0.9316 0.9341 0.9346 0.9343 0.9343 0.9343 0.9337 0.9338
auto-price 0.9134 0.9132 0.9168 0.9162 0.9149 0.9119 0.9133 0.9126 0.9170 0.9144 0.9160 0.9173 0.9165 0.9157
bank-32nh 0.7079 0.7081 0.7096 0.7100 0.7090 0.7094 0.7101 0.7209 0.7254 0.7242 0.7250 0.7252 0.7245 0.7248
bank-8FM 0.9772 0.9775 0.9776 0.9777 0.9775 0.9776 0.9777 0.9776 0.9779 0.9780 0.9782 0.9780 0.9782 0.9781
baskball 0.5190 0.5110 0.5149 0.5192 0.5309 0.5231 0.5335 0.5306 0.5286 0.5397 0.5367 0.5368 0.5354 0.5377
bodyfat 0.9619 0.9641 0.9655 0.9647 0.9623 0.9627 0.9630 0.9744 0.9758 0.9766 0.9762 0.9762 0.9766 0.9764
bolts 0.8821 0.9004 0.8965 0.8917 0.8978 0.8942 0.9055 0.8840 0.8884 0.8820 0.8796 0.8932 0.8876 0.8863
breast-tumor 0.1622 0.1568 0.1622 0.1659 0.1690 0.1708 0.1748 0.2034 0.1986 0.1970 0.2044 0.1916 0.1996 0.1924
cal-housing 0.9011 0.8978 0.8947 0.8930 0.8963 0.8932 0.8921 0.8903 0.8892 0.8868 0.8862 0.8896 0.8880 0.8869
cholesterol 0.1551 0.1633 0.1518 0.1718 0.1605 0.1738 0.1591 0.2126 0.2058 0.2007 0.2108 0.2009 0.1987 0.2114
cleveland 0.6798 0.6801 0.6900 0.6922 0.6916 0.6860 0.6904 0.6977 0.6993 0.6980 0.7021 0.6982 0.6952 0.7003
cloud 0.8693 0.8730 0.8701 0.8712 0.8675 0.8717 0.8742 0.8528 0.8611 0.8608 0.8608 0.8578 0.8585 0.8588
cpu 0.9508 0.9536 0.9538 0.9554 0.9513 0.9484 0.9495 0.9327 0.9341 0.9386 0.9339 0.9384 0.9367 0.9358
cpu-act 0.9903 0.9905 0.9905 0.9905 0.9904 0.9905 0.9904 0.9907 0.9906 0.9907 0.9906 0.9907 0.9906 0.9906
cpu-small 0.9873 0.9878 0.9877 0.9877 0.9877 0.9877 0.9877 0.9873 0.9872 0.9872 0.9872 0.9873 0.9873 0.9873
delta-ailerons 0.8310 0.8357 0.8353 0.8348 0.8366 0.8361 0.8350 0.8313 0.8355 0.8353 0.8351 0.8355 0.8349 0.8349
delta-elevators 0.7886 0.7892 0.7895 0.7898 0.7897 0.7906 0.7909 0.7994 0.7978 0.7985 0.7985 0.7979 0.7983 0.7987
detroit 0.8533 0.8663 0.8542 0.8731 0.8661 0.8613 0.8594 0.2396 0.8758 0.8805 0.9049 0.8954 0.9126 0.8977
diabetes-numeric 0.5527 0.5793 0.5840 0.5933 0.5660 0.5640 0.5760 0.4812 0.4740 0.4744 0.4954 0.4752 0.4911 0.4926
echo-months 0.6511 0.6583 0.6625 0.6567 0.6533 0.6551 0.6467 0.6620 0.6635 0.6563 0.6633 0.6587 0.6628 0.6625
elevators 0.8907 0.8937 0.8939 0.8939 0.8915 0.8925 0.8939 0.9243 0.9265 0.9267 0.9263 0.9263 0.9261 0.9264
elusage 0.7646 0.7799 0.7856 0.7902 0.7732 0.7875 0.7862 0.8576 0.8566 0.8585 0.8569 0.8594 0.8592 0.8623
fishcatch 0.9719 0.9729 0.9742 0.9748 0.9710 0.9730 0.9730 0.9610 0.9765 0.9757 0.9753 0.9765 0.9752 0.9764
fried 0.9631 0.9638 0.9638 0.9639 0.9635 0.9638 0.9637 0.9622 0.9633 0.9628 0.9628 0.9626 0.9624 0.9621
fruitfly -0.1610 -0.1420 -0.1435 -0.1382 -0.1570 -0.1432 -0.1429 -0.1355 -0.1271 -0.1327 -0.1359 -0.1275 -0.1455 -0.1324
gascons 0.9772 0.9792 0.9782 0.9783 0.9759 0.9762 0.9744 0.9196 0.9542 0.9544 0.9633 0.9546 0.9605 0.9606
house-16H 0.7922 0.7947 0.7930 0.7936 0.7929 0.7913 0.7921 0.7803 0.7830 0.7821 0.7812 0.7835 0.7829 0.7822
house-8L 0.8241 0.8250 0.8250 0.8254 0.8255 0.8256 0.8251 0.8176 0.8185 0.8185 0.8183 0.8196 0.8183 0.8183
housing 0.9247 0.9264 0.9266 0.9256 0.9282 0.9282 0.9283 0.9178 0.9214 0.9213 0.9210 0.9222 0.9221 0.9210
hungarian 0.6391 0.6374 0.6424 0.6421 0.6460 0.6464 0.6505 0.6595 0.6626 0.6668 0.6678 0.6582 0.6613 0.6601
kin8nm 0.8336 0.8393 0.8391 0.8398 0.8373 0.8384 0.8386 0.8891 0.8925 0.8915 0.8907 0.8922 0.8924 0.8905
longley 0.9549 0.9511 0.9534 0.9525 0.9497 0.9533 0.9545 0.9133 0.9222 0.9246 0.9220 0.9270 0.9183 0.9262
lowbwt 0.7755 0.7700 0.7721 0.7691 0.7790 0.7708 0.7758 0.7840 0.7779 0.7793 0.7808 0.7773 0.7821 0.7789
machine-cpu 0.9291 0.9296 0.9290 0.9280 0.9341 0.9322 0.9294 0.8951 0.9048 0.9071 0.9052 0.9092 0.9049 0.9049
mbagrade 0.1402 0.1373 0.1327 0.1383 0.1544 0.1573 0.1599 0.3457 0.2740 0.2799 0.3075 0.2756 0.2907 0.3133
meta 0.3405 0.3443 0.3550 0.3473 0.3522 0.3423 0.3552 0.2595 0.2795 0.2880 0.2828 0.2782 0.2745 0.2658
mv 0.9997 0.9997 0.9997 0.9996 0.9997 0.9995 0.9994 0.9998 0.9997 0.9996 0.9995 0.9998 0.9998 0.9998
pbc 0.5686 0.5610 0.5668 0.5681 0.5676 0.5643 0.5663 0.6097 0.6116 0.6104 0.6096 0.6073 0.6109 0.6106
pharynx 0.6351 0.6214 0.6209 0.6283 0.6282 0.6220 0.6338 0.6690 0.6745 0.6760 0.6752 0.6737 0.6725 0.6681
pol 0.9860 0.9854 0.9846 0.9842 0.9844 0.9836 0.9831 0.9924 0.9918 0.9909 0.9903 0.9915 0.9905 0.9899
pollution 0.6756 0.6862 0.6786 0.6790 0.6682 0.6671 0.6691 0.7036 0.6937 0.6853 0.7003 0.7018 0.6966 0.6883
puma32H 0.8947 0.8940 0.8944 0.8959 0.8924 0.8904 0.8880 0.9338 0.9333 0.9346 0.9352 0.9325 0.9345 0.9340
puma8NH 0.8161 0.8163 0.8160 0.8162 0.8164 0.8159 0.8161 0.8162 0.8156 0.8149 0.8149 0.8159 0.8156 0.8153
pw-linear 0.9013 0.9045 0.9029 0.9033 0.9051 0.9036 0.9037 0.9186 0.9194 0.9195 0.9197 0.9178 0.9190 0.9181
pyrim 0.6091 0.6017 0.6106 0.6123 0.6356 0.6194 0.6219 0.3970 0.5646 0.5837 0.5616 0.5686 0.5480 0.5494
quake 0.1188 0.1167 0.1208 0.1162 0.1213 0.1192 0.1181 0.1050 0.1097 0.1154 0.1156 0.1089 0.1143 0.1169
schlvote 0.4697 0.4801 0.4780 0.5011 0.4950 0.4965 0.5284 0.4001 0.4742 0.4675 0.4802 0.4437 0.4797 0.4958
sensory 0.4709 0.4655 0.4642 0.4714 0.4687 0.4638 0.4669 0.4908 0.4880 0.4906 0.4850 0.4937 0.4895 0.4917
servo 0.8759 0.8812 0.8749 0.8740 0.8759 0.8765 0.8760 0.8864 0.8785 0.8831 0.8849 0.8885 0.8817 0.8899
sleep 0.6236 0.6043 0.6185 0.6167 0.6399 0.6374 0.6389 0.6678 0.6721 0.6709 0.6708 0.6732 0.6681 0.6731
stock 0.9903 0.9911 0.9911 0.9911 0.9907 0.9908 0.9910 0.9918 0.9921 0.9920 0.9920 0.9920 0.9920 0.9919
strike 0.3985 0.3801 0.3879 0.3882 0.3974 0.3933 0.3917 0.4268 0.3686 0.3847 0.3683 0.3852 0.3734 0.3884
triazines 0.5109 0.5190 0.5139 0.5221 0.5144 0.5229 0.5135 0.4924 0.5093 0.5061 0.5037 0.5148 0.5058 0.5106
veteran 0.3744 0.3586 0.3779 0.3786 0.3749 0.3791 0.3578 0.3865 0.4030 0.4028 0.4053 0.3782 0.3956 0.3961
vineyard 0.8111 0.8135 0.8136 0.8144 0.8181 0.8176 0.8178 0.7449 0.7758 0.7751 0.7799 0.7743 0.7788 0.7747
wisconsin 0.3056 0.2885 0.2879 0.2983 0.2961 0.3129 0.3078 0.3323 0.3333 0.3384 0.3389 0.3384 0.3349 0.3407
MEAN 0.7244 0.7253 0.7261 0.7279 0.7276 0.7277 0.7286 0.7182 0.7335 0.7342 0.7355 0.7338 0.7341 0.7354
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Table 5: Comparisons of Random Forest variants. Each cell shows the number of datasets where the column






































































RandFor 36 39 45 39 39 32 230
MixRandFor-0.10 24 29 30 27 28 28 166
MixRandFor-0.25 21 30 31 29 25 25 161
MixRandFor-0.40 15 29 28 25 25 20 142
RandMixFor-0.10 22 34 31 36 25 27 175
RandMixFor-0.25 21 31 34 34 36 33 189
RandMixFor-0.40 28 31 34 39 34 26 192






































































RandFor 35 36 33 33 27 28 192
MixRandFor-0.10 25 25 28 26 22 22 148
MixRandFor-0.25 24 34 25 29 17 19 148
MixRandFor-0.40 27 31 35 28 16 18 155
RandMixFor-0.10 27 34 30 31 19 18 159
RandMixFor-0.25 33 38 42 44 40 27 224
RandMixFor-0.40 33 38 42 42 43 33 231






































































RandFor 40 40 46 44 44 43 257
MixRandFor-0.10 21 33 39 31 33 33 190
MixRandFor-0.25 21 28 40 34 31 35 189
MixRandFor-0.40 15 22 21 24 30 30 142
RandMixFor-0.10 17 30 27 36 30 31 171
RandMixFor-0.25 17 28 30 31 31 37 174
RandMixFor-0.40 18 28 26 31 30 24 157
Total 109 176 177 223 194 192 209
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Table 6: Comparisons of Rotation Forest variants. Each cell shows the number of datasets where the column































































RotFor 38 35 36 37 34 36 216
MixRotFor-0.10 23 24 24 28 22 22 143
MixRotFor-0.25 26 36 28 36 26 26 178
MixRotFor-0.40 25 36 30 37 30 26 184
RotMixFor-0.10 24 30 24 23 20 24 145
RotMixFor-0.25 27 37 33 29 39 24 189
RotMixFor-0.40 25 38 33 33 36 35 200































































RotFor 39 31 31 35 29 32 197
MixRotFor-0.10 22 20 22 34 20 21 139
MixRotFor-0.25 30 40 27 38 29 22 186
MixRotFor-0.40 30 38 32 39 32 23 194
RotMixFor-0.10 26 25 21 21 19 20 132
RotMixFor-0.25 32 40 30 28 40 24 194
RotMixFor-0.40 29 39 38 36 40 35 217































































RotFor 40 41 41 40 42 43 247
MixRotFor-0.10 21 30 31 33 30 29 174
MixRotFor-0.25 20 31 31 35 25 34 176
MixRotFor-0.40 20 30 30 31 21 29 161
RotMixFor-0.10 21 27 26 29 23 32 158
RotMixFor-0.25 19 31 35 40 38 32 195
RotMixFor-0.40 18 32 27 32 29 29 167
Total 119 191 189 204 206 170 199
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Figure 5: Boxplots of relative performances. The start and end of the box are the first and third quartiles,
the band inside the box is the median. Outliers are not shown.
(a) RMSE
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Figure 6: Scaled measures as a function of α. Each red parabola corresponds to a single dataset; the black
parabola plots the average values.
was fitted to the three points. Figure 6 shows these parabolas, and a final parabola (shown in167
black) obtained by averaging the scaled values across all the datasets. There is no consistent168
pattern of the parabolas for the individual datasets, indicating that the optimal value of α169
depends on the dataset.170
Average ranks. Figure 7 shows the average ranks for Random Forest and its variants with171
mixup. The best method is assigned rank 1, the second is assigned rank 2, and so on.172
The worst method is assigned rank 7, as we are comparing 7 alternatives for each ensemble173
method (the original ensemble, MixXXX for three values of α, and XXXMix for three174
values of α.) With the aim of evaluating whether some variants are significantly better than175
the starting method (without mixup), the Bonferroni-Dunn test was performed over the176
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(a) RMSE


























Figure 7: Comparison of Random Forest against variants with Mixup, with the Bonferroni-Dunn test. The
marked interval spans the critical value and is centered at the mean rank for Random Forest. Variants with
ranks outside the marked interval are significantly different (p < 0.05) than Random Forest.
ranks (Demšar, 2006) using Random or Rotation Forest as the control classifier. Random177
Forest without mixup had the worst average rank for RMSE and correlation. The advantage178
of mixup for MAE was less clear, as two variants with mixup were worse.179
Figure 8 shows the average ranks for Rotation Forest and its mixup variants. In the180
same way as Random Forest, Rotation Forest without mixup shows the worst average rank181
for RMSE and correlation. The three variants with mixup were worse for MAE, while the182
other three were better.183
Table 7 shows the average ranks for Random Forest, Rotation Forest, and their variants184
with mixup. Instead of having two independent ranks, one for Random Forest and the other185
for Rotation Forest, as with the two previous Figures (7 and 8), these tables show the ranks186
18
(a) RMSE


























Figure 8: Comparison of Rotation Forest against variants with Mixup, with the Bonferroni-Dunn test. The
marked interval spans the critical value and is centered at the mean rank for Rotation Forest. Variants with
ranks outside the marked interval are significantly different (p < 0.05) from Rotation Forest.
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for all the methods together. With regard to RMSE, all the Rotation Forest variants are187
above all the Random Forest variants. Moreover, the two original methods (without mixup)188
are the last methods in their respective sets. Likewise, with regard to MAE, the Rotation189
Forest variants are above all the Random Forest variants, although there are a few variants190
with mixup below the method without mixup. The methods without mixup for correlation191
are below all the other methods in their set, although there is some overlap between the two192
sets, because RandMixFor-0.40 is above RotFor.193
Figures 9 and 10 show boxplots for the ranks of the different datasets. Both the Random194
Forest and the Rotation Forest variants are independently depicted in Figure 9, so the rank195
values range from 1 to 7. The Random Forest and the Rotation Forest variants are jointly196
depicted in Figure 10, so the rank values range from 1 to 14. These figures support the idea197
that the use of mixup variants is advisable.198
Overall, Rotation Forest shows better performance compared to Random Forest, and199
mixup offers an advantage for both ensemble methods, which has been empirically demon-200
strated in our experiment.201
20
Figure 9: Boxplots for the ranks. The boxplots to the left refer to the Random Forest variants and those to
the right refer to the Rotation Forest variants.
(a) RMSE



















































Figure 10: Boxplots for the ranks. The ranks are obtained using both Random and Rotation Forests variants.
(a) RMSE
















































Limitations. The scope of this study is nevertheless limited. The two parameters of the202
method, the α value for the Beta distribution, and the number of synthetic examples that203
are generated were not adjusted for each dataset. Only three values of α were considered204
and the number of synthetic examples was arbitrarily fixed at 50%. Ensemble size is another205
parameter that can affect the results and that can interact with the previous parameters.206
Moreover, the default parameter’s values for Random Forest and Rotation Forest were used207
with no previous adjustment for the study.208
The mixup approach has been applied to only two ensemble methods, Random Forest209
and Rotation Forest, although it could be applied to other methods. For instance, another210
very successful ensemble method, although not commonly used for regression, is boost-211
ing (Solomatine & Shrestha, 2004). The mixup approach can also be used with ensembles212
by combining other regression methods rather than classification trees. The usefulness of213
the mixup approach for regression ensembles with other ensembles and base methods is as214
yet unproven.215
The mixup method was the only method considered for generating artificial instances.216
Other methods for generating artificial instances might be better suited for a given dataset.217
5. Conclusions and future research218
The mixup strategy has been previously used for regularizing deep neural networks,219
although this method can also be used for increasing diversity in ensembles. In this paper,220
we have shown that the performance of regression forest methods can be improved by using221
the mixup strategy, which introduces artificial instances in the datasets used for training each222
regression tree. The advantages of the mixup method have been experimentally shown for223
both Random Forest and Rotation Forest over a broad set of 61 datasets. Our experimental224
results favored the Rotation Forest and its improved variants.225
Some limitations of the study can be approached in future works. The mixup method has226
one parameter, α. We found no clear pattern of influence for the three experimental values227
(0.1, 0.25, and 0.4). Adjusting α for each dataset and varying the number of generated228
artificial instances can both potentially improve the results.229
23
Mixup forest can be applied to other ensemble methods, such as boosting variants. It230
can also be used with ensembles formed by other regression models instead of trees.231
A future research line is the adaptation of the mixup method for classification datasets.232
As mentioned earlier, the use of mixup for regression is straightforward, because the output233
value is continuous. Nevertheless, the application of this method to classification requires234
a previous decision on the best way of combining different nominal classes. The method235
could also be useful in problems with several outputs, such as muti-label classification and236
multi-target regression.237
The distribution of the instances can make the mixup strategy counterproductive, be-238
cause it may add noise in a localized region of the space. With this in mind, further research239
on the convexity of the space could help clarify the advisability of applying mixup. More-240
over, more advanced data augmentation techniques that take into account the manifold of241
the actual instances would be interesting to explore (Guo et al., 2018; Verma et al., 2018).242
Recently, imbalance for regression has been studied (Torgo et al., 2013). The evaluation243
of whether mixup can be used to work with imbalanced datasets is also a promising area for244
future research.245
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Mart́ınez-Muñoz, G., & Suárez, A. (2005). Switching class labels to generate classification ensembles. Pattern320
Recognition, 38 , 1483–1494.321
Mayo, M., & Frank, E. (2017). Improving naive bayes for regression with optimised artificial surrogate data.322
CoRR, abs/1707.04943 . URL: http://arxiv.org/abs/1707.04943.323
Melville, P., & Mooney, R. J. (2003). Constructing diverse classifier ensembles using artificial training324
26
examples. In IJCAI (pp. 505–510). volume 3.325
Melville, P., & Mooney, R. J. (2005). Creating diversity in ensembles using artificial data. Information326
Fusion, 6 , 99–111.327
Menardi, G., & Torelli, N. (2014). Training and assessing classification rules with imbalanced data. Data328
Mining and Knowledge Discovery , 28 , 92–122. doi:10.1007/s10618-012-0295-5.329
Mendes-Moreira, J., Soares, C., Jorge, A. M., & Sousa, J. F. D. (2012). Ensemble approaches for regression:330
A survey. ACM computing surveys, 45 , 10.331
Panigrahi, S., Kundu, A., Sural, S., & Majumdar, A. K. (2009). Credit card fraud detection: A fusion332
approach using Dempster-Shafer theory and Bayesian learning. Information Fusion, 10 , 354–363. doi:10.333
1016/j.inffus.2008.04.001.334
Pardo, C., Diez-Pastor, J. F., Garćıa-Osorio, C., & Rodŕıguez, J. J. (2013). Rotation forests for regression.335
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