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Recordando a Erlang:
Un breve paseo
(sin esperas)
por la Teor´ıa de Colas
Rosario Delgado de la Torre
“Aunque algunos puntos dentro del campo de la
Telefon´ıa dan lugar a problemas cuya solucio´n co-
rresponde a la Teor´ıa de la Probabilidad, e´sta u´ltima
no ha sido muy utilizada en este campo, hasta don-
de podemos ver. En este sentido, la Telephone Com-
pany of Copenhagen constituye una excepcio´n puesto
que su director gerente, el Sr. F. Johannsen, ha apli-
cado durante varios an˜os los me´todos de la Teor´ıa
de la Probabilidad a la solucio´n de varios problemas
de importancia pra´ctica, adema´s de incitar a otros
a trabajar en investigaciones de caracter´ısticas simi-
lares. Como creo que algu´n que otro punto de este
trabajo puede resultar de intere´s, y no es en absoluto
necesario un conocimiento especial de los problemas
telefo´nicos para su entendimiento, dare´ cuenta de
ello a continuacio´n.”
Esta es la introduccio´n del art´ıculo que el matema´tico dane´s Agner Kra-
rup Erlang (Longborg, Dinamarca, 1878-1929) publico´ en 19091 y que se
1“The Theory of Probabilities and Telephone Conversations”, publicado originalmente
en Nyt Tidsskrift for Matematik B, Vol. 20 (1909), p. 33. Su traduccio´n al ingle´s se puede
encontrar en [1], junto con otros trabajos y una biograf´ıa muy documentada de su autor.
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considera el primer art´ıculo de la Teor´ıa de Colas. As´ı es, por tanto, que en
2009 celebramos el centenario de esta teor´ıa, y la introduccio´n del art´ıculo
de Erlang no puede ser ma´s clara al relacionar de manera directa sus inicios
con la resolucio´n de problemas derivados de la telefon´ıa.
El embrionario trabajo de Erlang fue conti-
nuado por diversos investigadores en la prime-
ra mitad del siglo XX, como Pollaczek, Kol-
mogorov y Khintchine, entre otros. A partir
de la de´cada de los an˜os 50 hubo un consi-
derable crecimiento de este a´rea, y su intere´s
ha ido yendo en aumento debido, en parte, al
gran desarrollo del a´mbito de las telecomuni-
caciones, uno de los campos donde la Teor´ıa
de Colas tiene una mayor implicacio´n. Actual-
mente, la sofisticada teor´ıa desarrollada durante estos an˜os tiene un abanico
muy amplio de aplicaciones, desde el campo de la telefon´ıa y las telecomu-
nicaciones donde se inicio´, hasta la ciencia de la computacio´n, los procesos
industriales manufactureros (cadenas de produccio´n), el control de tra´fico
(por carretera, ae´reo, de personas, de informacio´n a trave´s de Internet,...) o
la log´ıstica militar y civil, pasando por las empresas de servicios (hospitales,
oficinas bancarias, restaurantes de comida ra´pida, supermercados, etc.).
Este art´ıculo tiene un doble objetivo: por una parte, dar cuenta de la ce-
lebracio´n del centenario de la Teor´ıa de Colas; por otra, presentar una breve
introduccio´n a lo ma´s cla´sico de dicha teor´ıa, que pueda resultar de utilidad
para aque´llos que teniendo unos conocimientos elementales de probabilidad
desean introducirse en ella de manera ra´pida y sin demasiadas complicacio-
nes.
1. Introduccio´n
En los albores de este siglo XXI, como en
el pasado, los ciudadanos del llamado “primer
mundo” sufrimos como una lacra la lamenta-
ble pe´rdida de tiempo que nos supone el hecho
de tener que esperar en una cola. Ya sea en los
atascos diarios de entrada o salida de las gran-
des urbes, en los peajes de las autopistas, al ir a pagar nuestra compra en
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el supermercado, al lavar el coche en un tu´nel de lavado, o en la peluquer´ıa,
el tiempo perdido esperando a que nos sirvan siempre es enojoso y se nos
antoja demasiado. Y esto parece ser una consecuencia directa e inevitable de
la sociedad tecnolo´gica en la que vivimos.
La razo´n de que se produzcan las colas de espera es obvia: e´stas aparecen
cuando la demanda de servicio por parte de los clientes supera la capaci-
dad de servicio del sistema. Tambie´n resulta obvio que la espera en cola no
so´lo disgusta a los clientes que la padecen sino tambie´n a los responsables
del sistema que la provoca. Este problema se podr´ıa solventar an˜adiendo
suficiente nu´mero de servidores como para eliminar casi completamente las
colas, aunque por motivos econo´micos y de otra ı´ndole (espacio, etc.) hacer
esto no suele ser posible. Sin embargo, s´ı pudiera ser conveniente realizar
una mejora an˜adiendo algunos servidores. Es necesario, por tanto, estudiar
estos sistemas con el fin de poder conocer su funcionamiento (por ejemplo,
cua´nto tiempo han de esperar los clientes o cua´ntos clientes hay en cola, en
promedio) y as´ı poder decidir si es factible o no, en funcio´n de la previsible
consecuente mejora y de la inversio´n necesaria para ello, la ampliacio´n del
nu´mero de servidores del sistema.
La parte de la Teor´ıa de la Probabilidad que estudia los modelos ma-
tema´ticos que se utilizan para tratar estos sistemas en los que hay “colas” o
“l´ıneas de espera” de clientes se conoce como Teor´ıa de Colas ( “Queueing
Theory” en ingle´s).
Los sistemas de colas que se consideran involucran “llamadas”, “clien-
tes” o “trabajos” que llegan para ser servidos. Puede ser que el servicio lo
proporcionen uno o varios servidores. Cuando un cliente llega al sistema, si
hay algu´n servidor libre pasa inmediatamente a ser servido, y cuando acaba
abandona el sistema 2. En caso contrario, pueden darse diversas situaciones:
(a) El cliente se queda esperando en el sistema. En los sistemas ma´s simples,
que son los u´nicos que consideraremos, los clientes en espera forman una
u´nica cola, independientemente del nu´mero de servidores. Cuando un
servidor queda libre, el primer cliente de la cola (es decir, el primero en
2Tambie´n se podr´ıa dar el caso de que cuando el cliente acaba su servicio con un servidor
del sistema, necesite ser servido por otro servidor, o incluso por el mismo de nuevo. Este
tipo de sistemas se conocen como “redes” y son ma´s complicados de estudiar. En este
art´ıculo nos restringiremos al caso de que cada cliente so´lo necesita ser servido una vez
por algu´n servidor del sistema y todos esperan a ser servidos, si tienen que hacerlo, en una
u´nica cola.
MAT 2
MATerials MATema`tics
Volum 2006, treball no. 1, 14 pp.
Publicacio´ electro`nica de divulgacio´ del Departament de Matema`tiques
de la Universitat Auto`noma de Barcelona
www.mat.uab.cat/matmat
Trigonometria esfe`rica i hiperbo`lica
Joan Girbau
L’objectiu d’aquestes notes e´s establir de forma curta i elegant les fo´rmules
fonamentals de la trigonometria esfe`rica i de la trigonometria hiperbo`lica.
La redaccio´ consta, doncs, de dues seccions independents, una dedicada a la
trigonometria esfe`rica i l’altra, a la hiperbo`lica. La primera esta` adrec¸ada a
estudiants de primer curs de qualsevol carrera te`cnica. La segona requereix
del lector coneixements rudimentaris de varietats de Riemann.
1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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llegar de todos los que esta´n en ella) pasa a ser atendido por el servidor
y el siguiente ocupa su lugar en la cola. Se dice entonces que se utiliza
una disciplina de servicio FIFO (del ingle´s First-In-First-Out), es decir,
el primero en llegar es el primero en ser servido. Notemos adema´s que
suponemos que ningu´n servidor se encuentra parado si hay clientes espe-
rando para ser atendidos (se dice, en ingle´s, que la disciplina de servicio
es work-conserving cuando se da esta circunstancia).
E´sta sera´ una suposicio´n ba´sica a lo largo de todo el art´ıculo: que la
disciplina de servicio es FIFO y work-conserving.
Llegada de clientes
Cola de espera
Salida de clientes
Servidor c
Servidor 2
Servidor 1
Figura 1: Esquema general de una cola con c servidores
(b) Como en el caso anterior, el cliente se queda esperando en el sistema pero
al cabo de cierto tiempo sin haber sido servido, se cansa de esperar y se
va (se habla de clientes impacientes). En este caso hay a su vez diversas
posibilidades: se va y no vuelve, o se va pero se queda en el sistema
formando lo que se conoce como “o´rbita” para, al cabo de cierto tiempo,
volver a intentarlo de nuevo (son las llamadas colas con reintentos).
(c) El cliente que no puede ser atendido inmediatamente abandona el sistema
(se produce lo que se llama una pe´rdida).
En este art´ıculo nos centraremos en el caso (a), en la Seccio´n 3 para un
u´nico servidor, y en la 4 para mu´ltiples servidores, y tambie´n en el caso (c) en
la Seccio´n 5. Para este u´ltimo caso, veremos la conocida funcio´n de pe´rdida
de Erlang o Erlang B que aparecio´ en el art´ıculo de Erlang de 19173. En
3“Solution of some problems in the Theroy of Probabilities of significance in automatic
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la seccio´n 4 tambie´n veremos otra famosa fo´rmula de Erlang introducida en
el mismo trabajo, la llamada Erlang C. El caso (b) puede resultar mucho
ma´s complicado y no lo trateremos; en particular, un servidor se puede ver
obligado a estar inactivo aunque haya algu´n cliente en el sistema, si e´stos se
encuentran en la “o´rbita”, hasta que se produzca un reintento.
Asociado a un sistema de colas como los descritos, tenemos el corres-
pondiente modelo matema´tico; como las llegadas de clientes al sistema y/o
los tiempos de servicio de los clientes, son aleatorios, el modelo matema´tico
adecuado es estoca´stico y ha de ser tratado con ayuda de la Teor´ıa de la
Probabilidad.
2. Los Procesos de Nacimiento y Muerte
Los modelos matema´ticos ma´s simples de la Teor´ıa de Colas son los lla-
mados Procesos de Nacimiento y Muerte. Estos procesos estoca´sticos son un
caso particular de Cadena de Markov a tiempo continuo. Vamos a ver en pri-
mer lugar que´ tipo de procesos son las Cadenas de Markov y luego daremos
su definicio´n.
2.1. Conceptos ba´sicos
Definicio´n: Una Cadena de Markov a tiempo continuo es un proceso es-
toca´stico X = {Xt, t ≥ 0} a valores en un conjunto de estados E finito o
numerable4, que cumple la llamada “propiedad de Markov” de independencia
entre el futuro y el pasado conocido el presente; esta propiedad se expresa de
la siguiente manera mediante la probabilidad condicionada5:
P
(
Xtn+1 = in+1 /Xtn = in, . . . , Xt1 = i1
)
= P
(
Xtn+1 = in+1 /Xtn = in
)
telephone exchanges”, publicado originalmente en Elektroteknikeren Vol. 13 (1917), p. 5.
Su traduccio´n al ingle´s se puede consultar en [1].
4Un proceso estoca´stico es una familia de variables aleatorias, todas en el mismo espacio
de probabilidad y tomando valores en el mismo espacio de estados E; en este caso, la familia
esta´ indexada por t ∈ [0, +∞), que juega el papel del tiempo, esto es, para todo t, Xt es
una variable aleatoria.
5Dados dos sucesos A y B, tales que P (B) > 0, se define la probabilidad condicionada
de A a (o por) B as´ı: P (A/B) = P (A∩B)P (B) y representa la probabilidad de observar el
suceso A sabiendo que se ha producido el suceso B. Se dice que los sucesos A y B so´n
independientes si P (A/B) = P (A) · P (B)), lo que equivale a decir que P (A/B) = P (A)
si P (B) > 0 y que P (B /A) = P (B) si P (A) > 0.
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si P
(
Xtn = in, . . . , Xt1 = i1
)
> 0, i1, . . . , in, in+1 ∈ E y 0 ≤ t1 < t2 < · · · <
tn < tn+1 .
Notemos que aqu´ı el presente esta´ representado por el instante tn, el futuro
por tn+1 y el pasado por los instantes t1, . . . , tn−1, as´ı que la propiedad de
Markov nos dice que condicionar lo que pase en el instante tn+1 (el futuro) a
lo que ha pasado anteriormente, es igual a condicionarlo so´lo a lo que pasa
en el presente (instante tn).
Las probabilidades de transicio´n de la cadena se definen as´ı para i, j ∈ E
y t ≥ 0 :
Pi j(t)
def
= P
(
Xs+t = j /Xs = i
)
(la probabilidad de ir del estado i al estado j en un per´ıodo de tiempo
de longitud t) si la cadena es “homoge´nea”, es decir, si las probabilidades
anteriores no dependen del instante de inicio del per´ıodo, s ≥ 0.
Si para una cadena de Markov homoge´nea conocemos con que´ probabili-
dad esta´ la cadena en cada uno de los estados en un instante de tiempo fijado
s (por ejemplo, en el origen s = 0), y tambie´n conocemos sus probabilidades
de transicio´n, entonces tenemos toda la informacio´n que necesitamos para
poder saber, en cualquier otro instante de tiempo posterior, con que´ proba-
bilidad estara´ la cadena en cada uno de los estados posibles, esto es, para
todo t > s y para todo j ∈ E, podemos calcular usando la Fo´rmula de
Probabilidad Total,
P (Xt = j) =
∑
i∈E
P (Xt = j ∩Xs = i) =
∑
i∈E
P (Xt = j/Xs = i)P (Xs = i)
=
∑
i∈E
Pi j(t− s)P (Xs = i) .
Por desgracia, en la mayor´ıa de los casos no es posible conocer la expresio´n
de las probabilidades de transicio´n de la cadena en general, aunque a veces
s´ı se pueden suponer conocidas (a partir del conocimiento de la evolucio´n
f´ısica del proceso que se pretende modelar) lo que se llama las probabilidades
de transicio´n infinitesimales, que son las Pi j(h) para h pequen˜o. Esto es
precisamente lo que sucede con el siguiente tipo particular de Cadena de
Markov, los conocidos como Procesos de Nacimiento y Muerte:
Definicio´n: Se dice que la Cadena de Markov homoge´nea a tiempo continuo
X = {Xt, t ≥ 0}, con espacio de estados E, es un Proceso de Nacimiento y
Muerte si sus probabilidades de transicio´n infinitesimales son de la siguiente
forma para m y n ∈ E y h > 0 pequen˜o, segu´n estos dos casos:
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(i) Si E = {0, 1, 2, . . .} = N ∪ {0} ,
Pnm(h) =

λn h+ o(h) si m = n+ 1, n ≥ 0
µn h+ o(h) si m = n− 1, n ≥ 1
1− (λn + µn)h+ o(h) si m = n ≥ 1
1− λ0 h+ o(h) si m = n = 0
o(h) en caso contrario
donde o(h) es la notacio´n habitual para denotar una expresio´n funcio´n
de h tal que l´ım
h→0
o(h)
h
= 0, para ciertas λn > 0 (n ≥ 0) y µn ≥ 0 (n ≥ 1).
(ii) Si E = {0, 1, 2, . . . , M}, M ≥ 1 ,
Pnm(h) =

λn h+ o(h) si m = n+ 1, 0 ≤ n ≤M − 1
µn h+ o(h) si m = n− 1, 1 ≤ n ≤M
1− (λn + µn)h+ o(h) si 1 ≤ m = n ≤M − 1
1− λ0 h+ o(h) si m = n = 0
1− µM h+ o(h) si m = n = M
o(h) en caso contrario
para ciertas λn > 0 (0 ≤ n ≤M − 1) y µn ≥ 0 (1 ≤ n ≤M) .
Interpretacio´n: En este tipo de procesos, Xt representa el nu´mero de in-
dividuos de cierto tipo en el instante t. En este caso, suponer la propiedad
de Markov es algo bastante natural, as´ı como la homogeneidad del proceso
en el tiempo (la evolucio´n de la poblacio´n de individuos no depende de en
que´ instante se observa, y el futuro es independiente del pasado, conocida la
poblacio´n en el presente). El caso (i) corresponde a que no haya limitacio´n
en el nu´mero ma´ximo de individuos permitidos en la poblacio´n, mientras que
en el caso (ii), s´ı.
En cuanto a las probabilidades de transicio´n infinitesimales, se obtienen
a partir de los siguientes principios ba´sicos asumidos sobre la evolucio´n real
de la poblacio´n:
(a) Cuando hay n ≥ 0 individuos en la poblacio´n y n+1 ∈ E, la probabilidad
de que “nazca” o “llegue” un nuevo individuo en un intervalo de tiempo
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de longitud h > 0 pequen˜a es aproximadamente proporcional a h, esto es,
es de la forma: λn h+ o(h) . λn se llama “tasa de nacimiento (o llegada)
cuando hay n individuos”.
(b) Cuando hay n ≥ 1 individuos en la poblacio´n, la probabilidad de que
“muera” o “se vaya” uno de ellos en un intervalo de tiempo de longitud
h > 0 pequen˜a es aproximadamente proporcional a h, de la forma: µn h+
o(h) . µn se llama “tasa de defuncio´n (o salida, o servicio) cuando hay n
individuos”.
(c) La probabilidad de que pase ma´s de un evento a la vez, en un intervalo
de longitud h > 0 pequen˜a es o(h), donde por “evento” entendemos un
nacimiento (o llegada) o una muerte (o salida).
(d) Los individuos nacen (llegan), mueren (se van), o no hacen nada, inde-
pendientemente los unos de los otros.
0 1 n n+ 1
λ0 λ1 λ2 λn−1 λn λn+1
2 n− 1
µ1 µ2 µ3 µn µn+1 µn+2
Figura 2: Tasas para un proceso de nacimiento y muerte, caso (i)
0 1
λ0 λ1 λ2
2 M − 1 M
λM−1
µ3µ2µ1 µM
Figura 3: Tasas para un proceso de nacimiento y muerte, caso (ii)
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2.2. Casos particulares interesantes
(i) Los procesos de nacimiento y muerte lineales, en los que E =
N ∪ {0}, λn = λn y µn = µn , con λ > 0, µ > 0. La interpretacio´n es
sencilla: si cada individuo tiene probabilidad λh+o(h) de dar lugar a un
nuevo individuo en un intervalo de tiempo de longitud h > 0 pequen˜a,
y hay n individuos en el sistema, entonces la probabilidad de que se
produzca un nacimiento en ese intervalo de tiempo sera´ λnh+o(h). Lo
mismo con las defunciones: si cada individuo tiene probabilidad µh +
o(h) de fallecer en un intervalo de tiempo de longitud h > 0 pequen˜a,
y hay n individuos en el sistema, entonces la probabilidad de que se
produzca un fallecimiento en ese intervalo de tiempo sera´ µnh+ o(h).
(ii) Los procesos de nacimiento puro lineales. Es el caso particular del
apartado anterior en el que µ = 0, es decir, so´lo se producen nacimien-
tos, no defunciones. En esta situacio´n, a partir de las probabilidades de
transicio´n infinitesimales se pueden determinar el resto, es decir, las pro-
babilidades Pnm(t) para todo tiempo t > 0, y todo n, m ∈ E = N∪{0},
aunque en general esto no es posible, ni siquiera para procesos de naci-
miento puro no lineales cualesquiera. Por ello el estudio de los procesos
de nacimiento y muerte en general se limita al de su comportamiento
asinto´tico (cuando t crece). Podemos considerar que el proceso de naci-
mientos, considerado de manera aislada del resto, es un proceso de este
tipo.
(iii) El proceso de Poisson es un proceso de nacimiento puro no lineal,
en el que E = N ∪ {0} y las tasas de llegadas son todas constantes e
iguales a cierta tasa λ llamada “intensidad” del proceso, es decir,
λn = λ > 0 ∀n ≥ 0 .
Este proceso modela bien las llegadas “totalmente al azar”6 al sistema
de clientes o llamadas. Es precisamente el art´ıculo de Erlang de 1909
el primero en el que se justifica este hecho. Para este caso particular, a
6Que las llegadas se produzcan “totalmente al azar” es una manera de expresar el hecho
de que se supone que el nu´mero de llegadas en intervalos disjuntos de tiempo son variables
aleatorias independientes. Dadas dos variables aleatorias Y , Z en el mismo espacio de
probabilidad y con espacio de estados S finito o numerable se dice que son independientes
si para todo y, z ∈ S, los sucesos A = {Y = y} y B = {Z = z} son independientes, esto
es, P (A ∩B) = P (A) · P (B).
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partir de las probabilidades de transicio´n infinitesimales se obtiene que
el nu´mero de llegadas {Xt, t ≥ 0} cumple:
X0 = 0
los incrementos son independientes (e´s decir, si t1 < t2 < t3 < t4,
las variables aleatorias Xt2 −Xt1 y Xt4 −Xt3 son independientes).
Xt −Xs es una variable de Poisson de para`metro λ (t − s), ∀0 ≤
s < t, donde esto u´ltimo quiere decir que
P (Xt −Xs = k) = e−λ (t−s) (λ (t− s))
k
k!
∀k ∈ {0, 1, 2, . . .} .
Adema´s, un hecho notable es que lo anterior es equivalente decirque
si consideramos los instantes entre llegadas consecutivas de clientes o
llamadas al sistema, esto es, los tiempos de espera entre llegadas, di-
gamos τ1, τ2, . . ., entonces estas variables aleatorias son independien-
tes e ide´nticamente distribuidas, con distribucio´n Exponencial de
para´metro λ (la intesidad del proceso de Poisson!), esto es,
P (τn ≤ t) = 1− e−λ t ∀t > 0 y ∀n ≥ 1 .
(iv) Las colas markovianas ma´s sencillas, que son las que consideraremos
en este art´ıculo, son procesos de nacimiento y muerte en los que los
nacimientos son las llegadas de clientes al sistema, y las muertes o
defunciones son las salidas de clientes del sistema cuando finaliza su
servicio. Veremos ejemplos concretos de estas colas en las secciones
siguientes, las conocidas como M/M/1, M/M/c y M/M/c/c.
2.3. Comportamiento asinto´tico
Ya hemos comentado que salvo algunos casos muy sencillos, en general es
dif´ıcil o imposible determinar las probabilidades de transicio´n Pnm(t) para
todo m, n ∈ E y todo tiempo t > 0, y lo que se hace es considerar el
comportamiento asinto´tico del proceso, el cual se podra´ estudiar a partir de
las tasas de nacimiento y defuncio´n dadas por las probabilidades de transicio´n
infinitesimales.
Suponiendo que exista el siguiente l´ımite, definimos
pn = l´ım
t→+∞
P (Xt = n) para todo n ∈ E ,
Rosario Delgado de la Torre 11
que es la probabilidad de que haya n individuos o clientes en el sistema
“cuando pasa mucho tiempo” o “en situacio´n estacionaria”.
La distribucio´n l´ımite de la cadena, que ser´ıa la dada por las probabilida-
des {pn}n∈E, no tiene por que´ existir, en general. Sin embargo, se sabe que si
todos los estados de la cadena comunican entre s´ı 7, se pueden plantear unas
ecuaciones en las que las inco´gnitas son las pn, conocidas como ecuaciones
de balance, y resulta que: o bien la ecuaciones de balance so´lo tienen una
solucio´n, la trivial ide´nticamente cero (y en ese caso no existe distribucio´n
l´ımite), o bien las ecuaciones de balance tienen una u´nica solucio´n no trivial
y entonces existe distribucio´n l´ımite y coincide con la solucio´n (no trivial) de
las ecuaciones de balance.
Para el caso de los procesos de nacimiento y muerte, todos los estados de
la cadena comunican entre s´ı efectivamente si λn > 0 y µn > 0 (ya que se
puede ir de cada estado n al n + 1 si n ≥ 0 y n + 1 ∈ E, con probabilidad
λn h+o(h) > 0 para un h > 0 pequen˜o, y al n−1, si n ≥ 1, con probabilidad
µn h+o(h) > 0), y de esta manera, pasando por todos los estados intermedios,
se puede ir de cualquier estado i a cualquier otro estado j con probabilidad
estrictamente positiva, en un tiempo finito).
Por tanto, el estudio del comportamiento asinto´tico del proceso pasa por
plantear y resolver, si se puede, dichas ecuaciones de balance, segu´n los casos:
(i) Si E = N ∪ {0}, las ecuaciones son{
(λn + µn) pn = λn−1 pn−1 + µn+1 pn+1 para todo n ≥ 1
λ0 p0 = µ1 p1
(1)
(ii) Si E = {0, 1, 2, . . . , M}, con M ≥ 1, son
µM pM = λM−1 pM−1
(λn + µn) pn = λn−1 pn−1 + µn+1 pn+1 para 1 ≤ n ≤M − 1
λ0 p0 = µ1 p1
(2)
La idea intuitiva que subyace tras estas ecuaciones es muy simple: se
trata de un balance o equilibrio entre la tasa de entrada y la de salida de
cada estado de la cadena. As´ı, para el estado n ≥ 1 en el caso (i), (para el
7Se dice que dos estados de la cadena, por ejemplo los estados i y j, comunican entre
s´ı, si existen t1 ≥ 0 y t2 ≥ 0 tales que Pi j(t1) > 0 y Pj i(t2) > 0 .
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estado n con 1 ≤ n ≤ M − 1 en el caso (ii)), vemos que la tasa de salida es
λn pn (la de que haya una llegada y pasemos al estado n + 1) ma´s µn pn (la
de que haya una salida y pasemos al estado n − 1), mientras que la tasa de
entrada es la suma de la de entrar desde el estado n− 1, que es λn−1 pn−1, ya
que ha de ser con una llegada, y la de entrar desde el n+ 1, que es µn+1 pn+1
puesto que ha de ser con una salida. Para el estado 0 el caso es ma´s sencillo,
pues so´lo se puede salir del estado con una llegada (a tasa λ0 p0) y entrar con
una salida (a tasa µ1 p1). Y en el caso (ii), para el estado M tambie´n lo es,
pues so´lo se puede salir de ese estado con una salida (a tasa µM pM), y llegar
a e´l con una llegada (a tasa λM−1 pM−1).
n− 1
pn−1 pn+1
n n+ 1
µn+1
λn−1 λn
µn
pn
p0
0 1
λ0
µ1
p1
Figura 4: Tasas de entrada (en negro) y de salida (en rojo) para el caso (i)
pM−1
λM−1
MM − 1
µM
pM
Figura 5: Tasas de entrada (en negro) y de salida (en rojo) para el estado M
en el caso (ii)
Las ecuaciones (1) se pueden resolver recurrentemente de la siguiente
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manera:
p1 =
λ0
µ1
p0
p2 =
λ1 + µ1
µ2
p1 − λ0
µ2
p0 =
λ1 λ0
µ2 µ1
p0
p3 =
λ2 + µ2
µ3
p2 − λ1
µ3
p1 =
λ2 λ1 λ0
µ3 µ2 µ1
p0
...
...
...
pn =
λn−1 · · · λ1 λ0
µn · · · µ2 µ1 p0= p0
n∏
i=1
λi−1
µi
e imponiendo que {pn}n≥0 sea una distribucio´n de probabilidad, esto es, que∑
n≥0
pn = 1 , tenemos que
1 = p0 +
∑
n≥1
pn = p0 +
∑
n≥1
(
p0
n∏
i=1
λi−1
µi
)
lo que implica que
p0=
(
1 +
∑
n≥1
n∏
i=1
λi−1
µi
)−1
y pn = p0
n∏
i=1
λi−1
µi
, n ≥ 1 (3)
y esta expresio´n tiene sentido si y so´lo si∑
n≥1
n∏
i=1
λi−1
µi
< +∞ . (4)
Las ecuaciones (2) se resuelven de similar forma, obteniendo que
p0=
(
1 +
M∑
n=1
n∏
i=1
λi−1
µi
)−1
y pn = p0
n∏
i=1
λi−1
µi
, 1 ≤ n ≤M (5)
pero con la salvedad de que ahora no tenemos que imponer ninguna condicio´n
del tipo (4) para que exista la solucio´n (cosa intuitiva, ya que si hay un
nu´mero ma´ximo permitido de clientes en el sistema, el nu´mero de clientes
en el sistema no puede crecer sin control, aunque no impongamos ninguna
restriccio´n adicional).
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3. La cola M/M/1 (un u´nico servidor)
El modelo de colas denotado por M/M/1 es el ma´s simple de todos.
Consiste en un u´nico servidor (de ah´ı el 1 en la notacio´n M/M/1) instalado
en una estacio´n de trabajo y trabajos o clientes que llegan para ser servidos,
forman una cola si el servidor esta´ ocupado a su llegada y cuando finalizan
su servicio dejan el sistema.
El espacio de estados es E = N∪{0} ya que no hay limitacio´n de clientes
en el sistema. Los clientes llegan a la estacio´n siguiendo un proceso de Pois-
son de intensidad λ > 0 (los tiempos entre llegadas sucesivas son variables
aleatorias independientes e ide´nticamente distribuidas, con ley exponencial
de para´metro λ). A esto hace referencia la primera M de la notacio´n utilizada
para designar al modelo8.
Los tiempos de servicio de los clientes tambie´n se suponen variables alea-
torias independientes e ide´nticamente distribuidas, con ley exponencial de
para´metro µ > 0 (as´ı que e´sta es la razo´n de la segunda M en la nota-
cio´n). Por tanto, se trata de un Proceso de Nacimiento y Muerte con tasas
de nacimiento λn = λ, y de defuncio´n µn = µ, para todo n .
0 1 n n+ 12 n− 1
λ λ λ λ λ λ
µµµµµµ
Figura 6: Tasas para la cola M/M/1
3.1. La distribucio´n l´ımite
Se define ρ = λ
µ
, la intensidad de tra´fico del sistema o cola. Cuando
ρ ≥ 1, el nu´mero medio de llegadas al sistema excede o iguala al nu´mero
8Se utiliza una M y no una E, lo que podr´ıa parecer ma´s lo´gico trata´ndose de la
distribucio´n exponencial, pues esta letra esta´ reservada para la distribucio´n de Erlang.
Por otra parte, la M hace referencia al cara´cter “Markov” o de falta de memoria de la
distribucio´n exponencial. Esta nomenclatura es aceptada y generalizada en la actualidad,
y es debida principalmente a Kendall (1953).
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medio de salidas y se esperar´ıa que al correr el tiempo la cola fuese creciendo
sin parar ya que los clientes no abandonan el sistema hasta que no acaban su
servicio (este hecho parece ma´s claro si ρ > 1 que si ρ = 1, pero en este caso
tambie´n es cierto ya que debido a la aleatoriedad de las llegadas, de tanto
en tanto e´stas sera´n ma´s frecuentes que las salidas y entonces los clientes
empezara´n a acumularse en la cola; el caso contrario no puede darse ya que
so´lo pueden salir ma´s clientes del sistema de los que entran mientras haya
clientes en cola). So´lo en el caso ρ < 1 podemos esperar que el nu´mero de
clientes en cola no crezca sin parar y podremos hablar del steady state, que
es el estado de “equilibrio” al que llega el sistema despue´s de haber estado
operando un largo per´ıodo de tiempo. Y resulta que efectivamente esto es
as´ı si miramos la condicio´n (4): la condicio´n necesaria y suficiente para que
exista distribucio´n l´ımite en este caso es que∑
n≥1
n∏
i=1
λi−1
µi
=
∑
n≥1
ρn < +∞ ⇔ ρ < 1
(es la serie geome´trica), y la suma de la serie si se da esta condicio´n es:∑
n≥1
ρn =
1
1− ρ − 1 .
Entonces, a partir de (3) tenemos que
p0 =
(
1
1− ρ
)−1
= 1− ρ y pn = p0 ρn = (1− ρ) ρn , n ≥ 1 ,
es decir, que
pn = (1− ρ) ρn para todo n ≥ 0 , si ρ = λ
µ
< 1
y obtenemos la conocida fo´rmula de la funcio´n de probabilidad de la distri-
bucio´n geome´trica de para´metro ρ (∈ (0, 1)) .
3.2. Algunas medidas de efectividad
Vamos a definir y a ver co´mo se pueden calcular algunas medidas de efec-
tividad de la cola “a largo plazo”, es decir, medidas sobre su comportamiento,
a partir de la distribucio´n l´ımite
pn = (1− ρ) ρn para todo n ≥ 0 , con ρ < 1 ,
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en funcio´n de las tasas de llegadas y salidas (o servicios), λ y µ respectiva-
mente. Definimos en primer lugar la variable aleatoria
N = “nu´mero de clientes en el sistema” (a largo plazo).
Vemos que N toma los valores n ∈ {0, 1, 2, . . .} con probabilidades pn . Sea
tambie´n
L = “nu´mero medio de clientes en el sistema” (a largo plazo).
Entonces, L es una medida de efectividad del sistema o cola y se obtiene
as´ı (denotando por ( )′ la derivada respecto de ρ y por E( ) la esperanza, o
valor medio, de una variable aleatoria9):
L = E(N) =
∑
n≥0
n pn = (1− ρ)
∑
n≥1
n ρn = (1− ρ) ρ
∑
n≥1
n ρn−1
= (1− ρ) ρ
∑
n≥1
(ρn)′ = (1− ρ) ρ
(∑
n≥1
ρn
)′
= (1− ρ) ρ
(
1
1− ρ
)′
= (1− ρ) ρ 1
(1− ρ)2 =
ρ
1− ρ ,
Es decir,
L =
ρ
1− ρ
Notemos que cuando ρ→ 1 (es decir, cuando el tra´fico tiende a ser “intenso”),
el nu´mero medio de clientes en el sistema L tiende a +∞ lo que parece
bastante natural.
9Si Y es una variable aleatoria discreta (esto es, que toma valores en conjunto S finito
o numerable) la esperanza de Y se define como:
E(Y ) =
∑
y∈S
y P (Y = y)
Si Y es una variable aleatoria (absolutamente) continua con funcio´n de densidad f , se
define la esperanza de Y como:
E(Y ) =
∫ ∞
−∞
y f(y) dy
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Figura 7: Gra`fica de la funcio´n L =
ρ
1− ρ para ρ ∈ (0, 1)
Tambie´n podemos definir la variable aleatoria
Nq = “nu´mero de clientes haciendo cola” (a largo plazo).
Entonces,
Nq =
{
N − 1 si N ≥ 1
0 si N = 0
As´ı, tambie´n introducimos
Lq = E(Nq) = “nu´mero medio de clientes haciendo cola” (a largo plazo).
Por tanto, resulta que
Lq =
∑
n≥1
(n− 1) pn =
∑
n≥1
n pn −
∑
n≥1
pn = L− (1− p0)
=
ρ
1− ρ − ρ =
ρ2
1− ρ
Esto es,
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Lq = L− (1− p0) = ρ
2
1− ρ
(notemos que la relacio´n Lq = L− (1− p0) es cierta en general, es decir, no
depende de la suposicio´n de que los tiempos entre llegadas y los tiempos de
servicio sean exponenciales).
Tambie´n podemos definir la probabilidad de que haya al menos n clientes
en el sistema a largo plazo, que es
P (N ≥ n) =
∑
k≥n
pk =
∑
k≥n
(1− ρ) ρk = (1− ρ) ρn
∑
k≥n
ρk−n
= (1− ρ) ρn
∑
`≥0
ρ` =
(1− ρ) ρn
1− ρ = ρ
n
para todo n ≥ 0 . Es decir,
P (N ≥ n) = ρn
En particular, con n = 1 tenemos que
P (N ≥ 1) = ρ
es la proporcio´n de tiempo, a largo plazo, que en el sistema habra´ al menos un
cliente (es decir, que el u´nico servidor estara´ ocupado). Por tanto, ρ× 100 %
es el porcentaje de ocupacio´n del servidor.
Aunque se podr´ıan introducir otras medidas de efectividad, la u´ltima que
consideraremos es el valor nume´rico W definido as´ı:
W = “tiempo medio de estancia en el sistema”
(=tiempo medio de espera en cola
+ tiempo medio de servicio (que siempre es 1/µ)).
Para poder calcular su valor hemos de introducir la variable aleatoria
τ = “tiempo de estancia en el sistema” (de un cliente, a largo plazo).
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Resulta interesante observar, como veremos, que τ tambie´n es una varia-
ble exponencial, concretamente, τ es una exponencial de para´metro µ − λ .
Entonces,
W = E(τ) =
1
µ− λ
Adema´s, si denotamos por Wq el tiempo medio de espera en cola, tendremos
que
Wq = W − 1
µ
=
ρ
µ− λ
En efecto, τ es una exponencial de para´metro (µ− λ) puesto que su funcio´n
generatriz de momentos10 es:
E
(
et τ
)
=

α
α− t si t < α
+∞ en caso contrario
(6)
con α = µ − λ (> 0 en el caso ρ < 1). La expresio´n (6) caracteriza a las
variables aleatorias exponenciales de para´metro α (como se puede ver en el
Ape´ndice), y su justificacio´n es como sigue:
Demostracio´n de (6): Por la Fo´rmula de la Esperanza Total, ana´loga a
la Fo´rmula de la Probabilidad Total pero con esperanzas condicionadas11 en
vez de probabilidades condicionadas,
E
(
et τ
)
=
∑
k≥0
E
(
et τ /N = k
)
P (N = k) (7)
donde N es el nu´mero de clientes en el sistema a largo plazo (luego P (N =
k) = pk = (1 − ρ) ρk). Utilizamos esta fo´rmula ya que podemos calcular
E
(
et τ /N = k
)
teniendo en cuenta que condicionado a que haya k clientes
10ve´ase el Ape´ndice para la definicio´n y propiedades ba´sicas de esta funcio´n.
11Para el caso discreto la definicio´n de esperanza condicionada es la siguiente: si Y
toma valores en S, finito o numerable, se define la esperanza de Y condicionada al suceso
{N = k} como
E(Y /N = k) =
∑
y∈S
y P (Y = y /N = k)
Para el caso continuo, que es el de la fo´rmula, la definicio´n es similar pero ma´s complicada
y por ello no se explicita.
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directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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O
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en el sistema, la variable τ , que es el tiempo que pasa en el sistema un
cliente que llegue a e´l, sera´ la suma de los tiempos de servicio de los k
clientes ma´s el del que llega. Denotemos por Si, con i = 1, . . . , k, k+ 1 estos
tiempos de servicios (son variables aleatorias independientes e ide´nticamente
distribuidas, exponenciales de para´metro µ), as´ı que
E
(
et τ /N = k
)
= E
(
et (S1+···+Sk+Sk+1) /N = k
)
= E
(
et (S1+···+Sk+Sk+1)
)
(la u´ltima igualdad es debida a la independencia entre las Si y la variable
N). Adema´s, por las propiedades de la exponencial tenemos que
et(S1+···+Sk+Sk+1) =
k+1∏
i=1
etSi
y debido a la independencia entre las Si, tenemos que
E
(
k+1∏
i=1
etSi
)
=
k+1∏
i=1
E
(
et Si
)
=
k+1∏
i=1
∫ +∞
0
et y µ e−µ y dy
=

(
µ
µ− t
)k+1
si t < µ
+∞ si t ≥ µ
Sustituyendo en (7),
E
(
et τ
)
=

∑
k≥0
(
µ
µ− t
)k+1
(1− ρ) ρk si t < µ
+∞ si t ≥ µ
Para acabar la demostracio´n de (6) vamos a simplificar la suma de la serie
que aparece en la expresio´n anterior usando que µ
µ−t ρ =
µ
µ−t
λ
µ
= λ
µ−t . En
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efecto,∑
k≥0
( µ
µ− t
)k+1
(1− ρ) ρk = (1− ρ) µ
µ− t
∑
k≥0
( µ
µ− t
)k
ρk
= (1− ρ) µ
µ− t
∑
k≥0
( λ
µ− t
)k
=

(
1− λ
µ
)
µ
µ− t
1
1− λ
µ− t
=
µ− λ
µ− λ− t ( si
λ
µ− t < 1)
+∞ (en caso contrario)
Con esto acabamos la demostracio´n de (6). 
Vemos que existe una relacio´n entre L y W , que es:
W =
1
µ− λ =
ρ
(1− ρ)λ =
L
λ
.
Esta relacio´n, que es cierta para modelos ma´s generales que los considerados
aqu´ı, se conoce como fo´rmula de Little y se suele expresar de esta manera:
Fo´rmula de Little: L = λW
3.3. Un ejemplo
Vamos a ver con un ejemplo muy sencillo
co´mo el uso del modelo de cola M/M/1 y de
las medidas de efectividad que acabamos de
introducir puede ayudarnos a la toma de deci-
siones.
Ana Poodle es una peluquera canina que
tiene una pequen˜a peluquer´ıa en un barrio de
la ciudad. Ella es la u´nica peluquera que tra-
baja en su negocio, pero los sa´bados por la
tarde tiene mucho trabajo y esta´ considerando
la posibilidad de ampliarlo (tomar algu´n ayudante y/o hacer reformas para
mejorar la sala de espera).
Como su principal problema radica en los sa´bados por la tarde, vamos a
restringirnos a considerar solo esos d´ıas, pero antes de poder realizar ningu´n
MAT 2
MATerials MATema`tics
Volum 2006, treball no. 1, 14 pp.
Publicacio´ electro`nica de divulgacio´ del Departament de Matema`tiques
de la Universitat Auto`noma de Barcelona
www.mat.uab.cat/matmat
Trigonometria esfe`rica i hiperbo`lica
Joan Girbau
L’objectiu d’aquestes notes e´s establir de forma curta i elegant les fo´rmules
fonamentals de la trigonometria esfe`rica i de la trigonometria hiperbo`lica.
La redaccio´ consta, doncs, de dues seccions independents, una dedicada a la
trigonometria esfe`rica i l’altra, a la hiperbo`lica. La primera esta` adrec¸ada a
estudiants de primer curs de qualsevol carrera te`cnica. La segona requereix
del lector coneixements rudimentaris de varietats de Riemann.
1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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estudio hemos de tomar observaciones. Ana recoge informacio´n durante unos
cuantos sa´bados por la tarde y llega a las siguientes conclusiones:
(a) Los clientes llegan los sa´bados por la tarde de manera independiente y a
razo´n de unos 2 por hora.
(b) Ella tarda un promedio de 20 minutos por cliente, y los tiempos de servi-
cios de los clientes son independientes entre s´ı y no dependen tampoco ni
de la hora ni del trabajo que tenga acumulado (el e´xito de su negocio ra-
dica en servir a los clientes siempre bien, aunque tenga otros esperando).
Naturalmente, los atiende por estricto orden de llegada.
(c) Como tiene muy buena fama como peluquera y trata muy bien a los
clientes, e´stos esperan en cola a ser servidos todo el tiempo que haga
falta (es decir, no se van aunque tengan que esperar). La sala de espera
es pequen˜a y so´lo tiene espacio para dos clientes; cuando hay ma´s clientes
esperando, lo hacen en el parque que hay frente a su negocio.
A partir de esta informacio´n suministrada por Ana vemos que el modelo
M/M/1 se adapta bien a su negocio y que los para´metros del modelo se
pueden estimar por:
λ = 2 clientes/hora
µ =
1
20
clientes/minuto = 3 clientes/hora⇒ ρ = λ
µ
=
2
3
< 1
Como medidas de efectividad podemos calcular:
El nu´mero esperado de clientes en la peluquer´ıa a largo plazo un sa´bado
por la tarde:
L =
ρ
1− ρ =
2/3
1− 2/3 = 2 clientes.
El nu´mero esperado de clientes haciendo cola en la peluquer´ıa a largo
plazo un sa´bado por la tarde:
Lq =
ρ2
1− ρ =
(2/3)2
1− 2/3 =
4
3
clientes.
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El porcentaje de ocupacio´n a largo plazo un sa´bado por la tarde es:
ρ× 100 % = 66._6 % ,
es decir, el 66.
_
6 % del tiempo hay algu´n cliente en la peluquer´ıa, por
lo que si llega un nuevo cliente tendra´ que esperar forzosamente, y el
33.
_
3 % restante no habra´ ninguno y si llega un nuevo cliente pasa a ser
atendido sin tener que esperar.
El tiempo medio de estancia en la peluquer´ıa un sa´bado por la tarde
para un cliente es:
W =
1
µ− λ =
1
3− 2 = 1 hora ,
es decir, en promedio cada cliente se pasa 40 minutos esperando a
ser servido (esto es Wq), y 20 minutos ma´s siendo atendido por la
peluquera.
La probabilidad de que haya al menos 2 clientes esperando (y si llega
uno nuevo tenga que esperar en el parque frente a la peluquer´ıa) es:
P (N ≥ 3) = ρ3 =
(
2
3
)3
∼= 0,3
esto es, un 30 % del tiempo la sala de espera esta´ llena y si llega un
nuevo cliente habra´ de esperar fuera.
A la vista de estas medidas sobre la efectividad del servicio ofrecido por
Ana, e´sta debera´ decidir si tomar un ayudante y/o hacer reformas en la sala
de espera para ampliarla y reducir las esperas de clientes fuera. Para tomar
esta decisio´n debera´ tener en cuenta los gastos asociados a la contratacio´n de
un ayudante y a la realizacio´n de las reformas, as´ı como valorar el perjuicio
que le suponen para su negocio las esperas de los clientes.
4. La cola M/M/c (mu´ltiples servidores)
Supongamos ahora que no tenemos uno sino c > 1 servidores ide´nticos
que dan servicio a los clientes que llegan al sistema y que si han de esperar
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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B
O
figura 1
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forman una u´nica cola que es atendida por todos los servidores (ve´ase la
figura 1).
Por lo dema´s, el modelo de cola M/M/c es ana´logo al de un so´lo ser-
vidor M/M/1, esto es, las llegadas al sistema se siguen produciendo segu´n
un proceso de Poisson de intensidad λ > 0, y cada uno de los c servidores
ide´nticos tiene una distribucio´n del tiempo de servicio que es exponencial de
para´metro µ > 0, todas ellas independientes. Por tanto, se trata de nuevo de
un Proceso de Nacimiento y Muerte con espacio de estados E = N∪{0}, con
tasa de llegadas constante λn = λ para todo n ≥ 0, y tasa de servicio:
µn =
{
nµ si 1 ≤ n ≤ c
c µ si n > c
(esto es as´ı porque cada servidor tiene tasa de servicio µ, luego la tasa de
servicio del sistema completo sera´ la tasa combinada de los servidores que
este´n ocupados, que es el nu´mero de dichos servidores multiplicado por µ).
0 1 2
λ λ λ
µ 2µ 3µ
λ λ λ
c− 1 c c+ 1 c+ 2
cµ cµ cµ(c− 1)µ
λ λ
cµ
Figura 8: Tasas para la cola M/M/c
4.1. La distribucio´n l´ımite
Utilizando que
∑
n≥1
n∏
i=1
λi−1
µi
=
c−1∑
n=1
(
λ
µ
)n
1
n!
+
∑
n≥c
(
λ
µ
)n
1
c! cn−c
tendremos por (4) que existe distribucio´n l´ımite si y so´lo si la siguiente serie
es convergente: ∑
n≥c
(
λ
µ
)n
1
c! cn−c
=
cc
c!
∑
n≥c
(
λ
c µ
)n
,
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y esta serie converge si y so´lo si
λ
c µ
< 1
(serie geome´trica de razo´n
λ
c µ
). Para este modelo es habitual utilizar la letra
ρ para denotar la razo´n de la serie geome´trica, es decir,
ρ =
λ
c µ
, y por ello tambie´n se define r =
λ
µ
,
con lo que podemos expresar ρ =
r
c
.
En el caso particular de un servidor (c = 1), ρ = r . Con estas notaciones,
tenemos que la serie converge ⇔ ρ < 1 y en ese caso,
∑
n≥1
n∏
i=1
λi−1
µi
=
c−1∑
n=1
rn
n!
+
cc
c!
∑
n≥c
ρn =
c−1∑
n=1
rn
n!
+
cc
c!
ρc
∑
`≥0
ρ`
=
c−1∑
n=1
rn
n!
+
cc
c!
ρc
1
1− ρ =
c−1∑
n=1
rn
n!
+
rc
c! (1− ρ) .
A partir de la expresio´n (3) para la distribucio´n l´ımite, utilizando lo an-
terior tenemos que
p0 =
(
c−1∑
n=0
rn
n!
+
rc
c! (1− ρ)
)−1
y pn =
p0 r
n/n! si 1 ≤ n ≤ c− 1
p0 ρ
n cc/c! si n ≥ c
, si ρ =
λ
c µ
< 1
y utilizando esta distribucio´n l´ımite podr´ıamos obtener medidas de efecti-
vidad del sistema a largo plazo ana´logamente a lo que vimos para la cola
M/M/1. De todas esta medidas so´lo veremos una, sin embargo, la conocida
como fo´rmula Erlang C, que no es ma´s que la probabilidad de que un cliente
que llega al sistema tenga que esperar.
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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B
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4.2. La fo´rmula (de probabilidad de espera) Erlang C
En primer lugar vemos la expresio´n para la probabilidad de que si llega
un cliente al sistema no tenga que esperar que, si N denota el nu´mero de
clientes en el sistema “a largo plazo”, es:
P (N ≤ c− 1) =
c−1∑
n=0
pn = p0
c−1∑
n=0
rn
n!
.
Utilizando que
p0 =
(
c−1∑
n=0
rn
n!
+
rc
c! (1− ρ)
)−1
,
podemos despejar de esta expresio´n el te´rmino
c−1∑
n=0
rn
n!
obteniendo que
c−1∑
n=0
rn
n!
= p−10 −
rc
c! (1− ρ) .
Si sustituimos esta expresio´n en la probabilidad de no tener que esperar,
tenemos que
P (N ≤ c− 1) = p0
(
p−10 −
rc
c! (1− ρ)
)
= 1− p0 r
c
c! (1− ρ) .
De esta manera, la conocida funcio´n Erlang C, que es la probabilidad de que
al llegar un cliente al sistema s´ı tenga que esperar, es 1 menos la probabilidad
anterior, esto es,
Probabilidad de espera: C(c, r) = p0
rc
c! (1− ρ) =
rc
c! (1−ρ)
c−1∑
n=0
rn
n!
+ r
c
c! (1−ρ)
(la notacio´n habitual, que es la que hemos introducido, expresa esta proba-
bilidad como funcio´n de c y de r = λ/µ). En la pra´ctica el co´mputo del valor
de esta funcio´n presenta problemas debido a los factoriales; por ello se suele
calcular no utilizando la expresio´n anterior sino la dada por la fo´rmula (8)
que aparece en la seccio´n 5.2.
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5. La cola M/M/c/c y la funcio´n de pe´rdida
Erlang B
El modelo de colas denotado por M/M/c/c es ana´logo al M/M/c salvo
por el hecho de que ahora el nu´mero ma´ximo de clientes permitidos en el
sistema es c (esto es lo que indica el segundo c en la notacio´n de Kendall
que utilizamos). Es decir, que tenemos como antes c servidores instalados en
una estacio´n de trabajo, y clientes que llegan para ser servidos. Si cuando
un cliente llega algu´n servidor esta´ libre, pasa a ocuparlo y cuando finaliza
deja el sistema. Si cuando llega, todos los servidores esta´n ocupados, se va
(se produce una “pe´rdida”). En este modelo no se permite que se queden
clientes en espera en el sistema.
El espacio de estados es ahora E = {0, 1, . . . , c}. Los clientes van llegando
segu´n un proceso de Poisson de intensidad λ > 0, pero en realidad al sistema
no llegan con esa tasa, ya que cuando todos los servidores esta´n ocupados,
no llegan a entrar en el sistema sino que se van. En cambio, los tiempos de
servicio de los clientes siguen siendo, como en el modelo M/M/c, variables
aleatorias independientes e ide´nticamente distribuidas, con ley exponencial
de para´metro µ > 0 para cada uno de los servidores, independientes entre
s´ı. Por tanto, se trata de un Proceso de Nacimiento y Muerte con tasas de
nacimiento y de defuncio´n:
λn = λ si 0 ≤ n ≤ c− 1 y µn = nµ si 1 ≤ n ≤ c .
0 1 2
λ λ λ
µ 2µ 3µ
c− 1 c
(c− 1)µ
λ λ
cµ
Figura 9: Tasas para la cola M/M/c/c
5.1. La distribucio´n l´ımite
Las ecuaciones de balance vienen dadas por la expresio´n (2) con M = c y
las λn y las µn son como acabamos de comentar. La solucio´n de las ecuaciones
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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de balance es la dada por la expresio´n (5) con M = c :
p0=
(
1 +
c∑
n=1
n∏
i=1
λi−1
µi
)−1
y pn = p0
n∏
i=1
λi−1
µi
, 1 ≤ n ≤ c .
Teniendo en cuenta que en este caso
n∏
i=1
λi−1
µi
=
λn
µn
1
n!
=
rn
n!
,
tenemos que
p0 =
(
c∑
`=0
r`
`!
)−1
y pn =
rn
n!
c∑`
=0
r`
`!
para 1 ≤ n ≤ c,
es decir,
pn =
rn
n!
c∑`
=0
r`
`!
para 0 ≤ n ≤ c
5.2. La fo´rmula (funcio´n de pe´rdida) Erlang B
Para este modelo, la medida de efectividad que nos interesa ba´sicamente
es lo que se conoce como funcio´n de pe´rdida de Erlang o fo´rmula Erlang-B
(la “B” viene de “blocked”, ya que las llegadas que no pueden ser atendidas
inmediatamente son bloqueadas), que no es ma´s que la probabilidad de que
al llegar un nuevo cliente encuentre todos los servidores ocupados (y, por
tanto, se produzca una pe´rdida):
Probabilidad de pe´rdida: B(c, r) = pc =
rc
c!
c∑`
=0
r`
`!
(aqu´ı tambie´n la notacio´n habitual expresa la probabilidad como funcio´n de
c y de r = λ/µ).
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Como la expresio´n de B(c, r) causa problemas de computacio´n debido a
los factoriales (que son nu´meros muy altos si c es relativamente grande), se
suele usar esta otra fo´rmula iterativa que resulta inmediato comprobar:
B(c = 0, r) = 1 , B(c, r) =
r B(c− 1, r)
c+ r B(c− 1, r) si c ≥ 1
Nota: Adema´s, como el ca´lculo de la funcio´n Erlang C tambie´n tiene pro-
blemas de computacio´n, para obtenerla primero se calcula la fo´rmula Erlang
B de forma iterativa, y despue´s se utiliza esta fo´rmula que relaciona ambas:
C(c, r) =
cB(c, r)
c− r + r B(c, r) (8)
5.3. Un ejemplo
Volviendo al ejemplo de la peluquer´ıa ca-
nina de la seccio´n anterior, imaginemos ahora
que muy cerca de la peluquer´ıa de Ana acaban
de inaugurar un nuevo centro comercial en el
que hay otra peluquer´ıa que le hace la compe-
tencia. Sus clientes son bastante fieles, as´ı que
cuando lo necesitan van al local de Ana en pri-
mer lugar, pero si no pueden ser atendidos in-
mediatamente, en vez de esperar como hac´ıan
antes, deciden ir a probar en la peluquer´ıa del
centro comercial, que es mucho mayor que la
de Ana, y all´ı se quedan.
A la vista de estas muy malas noticias para su negocio, Ana esta´ decidida
a contratar uno o varios ayudantes, todos los que necesite para asegurar que
un sa´bado por la tarde, el d´ıa que tiene ma´s trabajo, la probabilidad de que
un cliente llegue y no pueda ser atendido por ninguno de los peluqueros no
supere el 5 % (es decir, 0,05).
Tenemos que el valor de r = λ/µ es 2/3. Veamos co´mo podemos ayudar
a Ana dicie´ndole cuantos ayudantes deber´ıa contratar: hemos de encontrar
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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el primer valor de c en la fo´rmula iterativa o de recurrencia, que hace que
B(c, r) ≤ 0,05.
B(0, r) = 1
B(1, r) =
r × 1
1 + r × 1 =
2/3
1 + (2/3)
=
2
5
= 0,4 (> 0,05)
B(2, r) =
(2/3)× (2/5)
2 + (2/3)× (2/5) =
2
17
= 0,117647 . . . (> 0,05)
B(3, r) =
(2/3)× (2/17)
3 + (2/3)× (2/17) =
4
157
= 0,025477 . . . (≤ 0,05)
Por tanto, como en total debera´ haber al menos 3 servidores o peluque-
ros, Ana deber´ıa contratar a 2 ayudantes para satisfacer su requerimiento
(de hecho, con 2 ayudantes la probabilidad de pe´rdida es, en realidad, sen-
siblemente inferior a lo requerido, ya que es aproximadamente la mitad, el
2,5 %).
Si el centro comercial se ve obligado a cerrar y Ana recupera la “fidelidad”
de sus clientes (es decir, e´stos vuelven a esperar el tiempo necesario hasta ser
atendidos por Ana o sus ayudantes), nos preguntamos co´mo habra´ mejorado
su negocio al contratar los dos ayudantes, en cuanto a la disminucio´n en la
probabilidad que tiene un cliente que llega a la peluquer´ıa un sa´bado por la
tarde de tener que esperar.
Cuando Ana trabajaba sola vimos que esta probabilidad de tener que
esperar era de 0.
_
6, es decir, un 66.
_
6 % (seccio´n 3.3). Ahora, con un total
de c = 3 servidores, la probabilidad de tener que esperar se reduce hasta
C(c = 3, r = 2/3). Para calcular este valor usamos la fo´rmula (8):
C(c = 3, r) =
3B(c = 3, r)
3− 2
3
+ 2
3
B(c = 3, r)
=
3 4
157
3− 2
3
+ 2
3
4
157
=
36
1107
= 0,03252 . . .
esto es, aproximadamente un 3,25 %, frente a un 66.
_
6 % !!!
Ape´ndice: la funcio´n generatriz de momentos
Definicio´n: Sea X una variable aleatoria real cualquiera. La funcio´n ge-
neratriz de momentos de X es la funcio´n ψX : R −→ [0,+∞], definida
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por
ψX(t) = E(e
tX) .
Notemos que ψX(0) = 1 < +∞ para toda X (aunque e´ste podr´ıa ser el u´nico
valor de t para el que ψX(t) sea finita).
Ejemplo: una variable Exponencial.
Sea X una variable exponencial de para´metro λ, con λ > 0, es decir, X
es una variable aleatoria con funcio´n de densidad dada por
f(x) =
{
λ e−λx si x > 0
0 en caso contrario
Entonces, su funcio´n generatriz de momentos es finita para todo t < λ, y su
expresio´n es:
ψX(t) = E(e
tX) =
∫ +∞
0
et x λ e−λx dx = λ
∫ +∞
0
ex (t−λ) dx
=

λ
λ− t si t < λ
+∞ en caso contrario.
El siguiente resultado (que no demostraremos) es bien conocido y nos dice
que la funcio´n generatriz de momentos caracteriza la distribucio´n, siempre
que este´ definida (sea finita) en un entorno del cero:
Teorema A1: (caracterizacio´n de la distribucio´n)
Si X e Y son dos variables aleatorias reales que tienen funciones genera-
trices de momentos finitas en un entorno del cero y que coinciden en dicho
entorno, entonces X e Y tienen la misma distribucio´n.
Veamos (tambie´n sin demostrar) otros dos resultados importantes sobre
esta funcio´n:
Teorema A2: (origen del nombre)
Si X es una variable aleatoria real con funcio´n generatriz de momentos
ψX finita en un entorno del cero, entonces X tiene momentos de todos los
o´rdenes (es decir, existe y es finita E(Xk) para todo k ≥ 1), y se obtienen
as´ı:
E (Xk) = ψ
(k)
X (0)
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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donde ψ(k)(0) indica la derivada de orden k de la funcio´n ψX evaluada en el
cero.
Teorema A3: (relacio´n con la independencia)
Si X e Y son dos variables aleatorias reales independientes, con funciones
generatrices de momentos respectivas ψX y ψY , se cumple que:
para todo t tal que ψX(t) y ψY (t) sean finitas, existira´ ψX+Y (t) y se
cumplira´ que
ψX+Y (t) = ψX(t)ψY (t)
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1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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