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Twisted bilayer graphene has recently attracted a lot of attention for its rich electronic proper-
ties and tunability. Here we show that for very small twist angles, α  1◦, the application of a
perpendicular electric field is mathematically equivalent to a new kind of artificial gauge field. This
identification opens the door for the generation and detection of pseudo-Landau levels in graphene
platforms within robust setups which do not depend on strain engineering and therefore can be
realistically harvested for technological applications. Furthermore, this new artificial gauge field
leads to the development of highly localized modes associated with flat bands close to charge neu-
trality which form an emergent Kagome lattice in real space. Our findings indicate that for tiny
angles, biased twisted bilayer graphene is a promising platform which can realize frustrated lattices
of highly localized states, opening a new direction for the investigation of strongly correlated phases
of matter.
Graphene is one of the most versatile materials to re-
alize exotic phenomena in condensed matter as a conse-
quence of its emergent Dirac-like dispersion [1–3]. Yet,
the presence of a Dirac point represents a big drawback if
one is interested in ordered states of matter: the density
of states (DOS) at the Fermi energy is zero, suppress-
ing the development of electronic instabilities in pristine
graphene. Such limitation is lifted in the presence of
gauge fields [4]. In particular, under external magnetic
fields, the development of Landau levels yield a dramatic
enhancement of the DOS at charge neutrality, leading to
fractional quantum Hall states [5], antiferromagnetism
[6], spin and valley ferromagnetism [7], and spin super-
fluids [8, 9].
In this context, artificial gauge fields seem to be a
promising direction for further investigation. On one
hand, artificial gauge fields would provide a new way to
control the electronic structure of graphene, such as em-
ulating the physics of extreme high magnetic fields [10].
On the other hand, the emergence of flat pseudo Lan-
dau levels can realize frustrated Mott insulators [11], po-
tentially yielding quantum spin liquid states [12]. Inter-
estingly, the tunability of the electronic density and ex-
change interactions of graphene provides a highly attrac-
tive solid state platform where quantum spin liquid states
could be electrically tuned [13] and even doped [14], in
comparison with the limitations of natural compounds.
[14–16]. In this line, non-uniform strain is known to gen-
erate artificial gauge fields [17, 18], yet a controllable and
systematic realization may be experimentally challenging
[10, 19]. Therefore, the search for controllable ways to
generate gauge fields in graphene platforms is of high in-
terest as they potentially provide solid state realizations
of exotic states of matter.
Introducing one extra layer of complexity, twisted bi-
layer graphene (TBG) is known to host a plethora of
new interesting phenomena [20–30], stemming from the
appearance of a new scale: the Moire´ length LM [31–
37]. The physics of TBG strongly depends on the angle
α between the two layers. At angles α  1◦, the effect
of the twist is to renormalize the Fermi velocity [38, 39].
For very small angles, α 1◦, graphene superlattices are
known to give rise to delocalized states forming a heli-
cal network when an electric bias is applied [40–42]. In
the neighborhood of the magic angle α ≈ 1◦, the Fermi
velocity is heavily suppressed, giving rise an almost flat
band [43–45]. In this last regime, recent breakthrough
experiments have shown Mott insulating regime [11] and
superconductivity [46]. Unfortunately, these phenomena
only occur at very specific magic angles, requiring a pre-
cisely tuned structure. It would be highly desirable to
realize a similar situation in a less fine tuned regime,
preferably within setups which do not depend on lattice
manipulations, but more simply on the application of
electric biases.
In this letter, we analytically show that for TBG in the
tiny angle regime (α  1◦), a homogeneous interlayer
bias can be mapped into an artificial gauge field whose
magnitude is proportional to the applied electric bias.
We corroborate this result with exact numerical calcula-
tions which show the formation of a discrete set of highly
localized levels forming flat bands close to the charge
neutrality point, in addition to the already established
helical network states [40]. The origin of these new local-
ized states can be ascribed to the emergent gauge field
and thus these are called pseudo Landau levels (pLL).
Interestingly, these states arise for a continuous set of
angles in presence of nonzero electrical bias, and do not
require fine tuning to the magic angles. Furthermore, the
lowest energy pLL forms an emergent Kagome lattice in
real space, making TBG an attractive platform to realize
quantum spin liquid states.
TBG displays alternating patterns between AB and
BA stacking in real space, together with zones with AA
stacking (XY stacking corresponds to perfect alignment
of a site from sublattice X in the upper layer with a
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2FIG. 1. (a) Moire´ pattern and the identification of regions
with AB, BA and AA stacking. (b) Brillouin zones of the
lower and upper layers rotated by the twisting angle α. (c)
Top: schematic representation of a side view of twisted bilayer
graphene under external bias. We depict a set of representa-
tive sites in the AB (pink) and BA (blue) regions, associated
with opposite valley Chern number CV . Bottom: effective
low energy model obtained by integrating out the dimers. (d)
Sketch of the spectra of tiny angle (α  1◦) twisted bilayer
graphene under external bias, showing states in the AA re-
gions at the Dirac point, helical networks in a wide energy
range, and electrically generated pseudo Landau levels.
site from sublattice Y from the lower layer), as shown
schematically in Fig. 1a. In momentum space, the twist
creates a relative rotation between the Brillouin zones
(BZs) of the two layers, generating an effective mini-BZ
(Fig. 1b). Regions with AB or BA stacking are associ-
ated with opposite valley Chern number CV (Fig. 1c),
therefore one expects the emergence of low energy (topo-
logical) states at these interfaces. In the following we
focus on deriving a low energy effective model for the
regions of transition between AB and BA stacking. To
this end, we start with the Hamiltonian for perfectly AB
stacked bilayer graphene at the K-point. The dimer-
ization between the atoms in sublattice A in the upper
layer with the atoms in sublattice B in the lower layer
(schematically shown in Fig. 1c ) gives rise to an effec-
tive two-component low energy model (valid for energies
lower than the inter-layer coupling t⊥) with quadratic
band touching at the K points, corresponding to mas-
sive chiral quasiparticles [47]. The first component refers
to sublattice B in the upper layer, whereas the second
component refers to sublattice A in the lower layer. In
presence of an interlayer bias, the two components ac-
quire different onsite energies, giving rise to the effective
model
H0(k) = γσ · Γk + Uσz, (1)
where σ = (σx, σy) and Γk = (k
2
x − k2y, 2kxky). Here γ
gives a measure of the inverse effective mass and U is the
strength of the interlayer bias. This model can be easily
solved, leading to eigenstates 〈Ψ+(k)| = (γk2+, E−U)/N0
and 〈Ψ−(k)| = (−E +U, γk2−)/N0, where k± = kx± iky.
The normalization constant is N0 = [(E−U)2+γ2k4p]1/2,
where k2p = k
2
x + k
2
y. The respective eigenenergies are
E± = ±E = ±(U2 + γ2k4p)1/2. Note that as soon as
U 6= 0 a gap opens in the spectrum, which is symmetric
around zero energy.
We now extend this model to the case of very small an-
gle TBG. First, it is interesting to note that the AB/BA
interface with uniform bias is topologically equivalent
to a uniform AB stacking with alternating bias. This
can be understood as the change in labels across the
AB/BA boundary depicted in Fig. 1c. This picture
can be made concrete by performing a smooth spatially
dependent unitary transformation R(r) on the effective
Hamiltonian in Eq. 1, defining the modulated Hamilto-
nian HM (r) = R(r)H0(r)R
†(r), with R(r) = I and σx
for AB and BA regions, respectively. In the new rotated
basis, HM (r) shows a spatially dependent interlayer bias
U(r) and reads:
HM (r) = γ(σ · Γ) + U(r)σz, (2)
where Γ = (∂2x − ∂2y , ∂x∂y + ∂y∂x).
The solution for the modulated problem in the ro-
tated frame can be found building on the solution of
the unmodulated case [48, 49]. Given the implicit de-
pendence of the eingenstates on the interlayer bias,
|Ψ±(r)〉 = |Ψ±(r, U)〉, one can write a generalized
eigenvalue problem associating the spatial dependence
of the interlayer bias with an independent coordinate
HG(r
′, r)|Ψ(r′, r)〉 = |Ψ(r′, r)〉, where the generalized
Hamiltonian reads
HG(r
′, r) = γ(σ · Γ′) + γ(σ · Γ) + U(r)σz, (3)
with r′ corresponding to the original coordinates and r
corresponding to the implicit dependence through U(r).
The first term takes care of the derivatives with respect
to the explicit spatial coordinates, while the second term
takes care of the derivatives of the coordinates implicit
in U(r). In the limit r′ → r, we recover the problem we
actually want to solve [48, 49].
For small bias strength, meaning U < t⊥, such that
the low energy effective model is valid, the eigenstates
should be similar to the ones obtained for the unmod-
ulated solution, therefore we consider an ansatz of the
form
|Ψ(r′, r)〉 = f+(r)|Ψ+(r′, r)〉+ f−(r)|Ψ−(r′, r)〉, (4)
3where |Ψ±(r′, r)〉 = |Ψ±(r′, U(r))〉 and f±(r) are smooth
functions to be determined. The generalized eigenvalue
problem can then be explicitly written as:
[γσ · Γ + (E+(r)− )]f+(r)|Ψ+(r′, r)〉 (5)
+(f+,Ψ+, E+ → f−,Ψ−, E−) = 0,
after simplification using the solution of the unmodulated
problem. In order to determine the functions f±(r), we
can evaluate the matrix elements of the equation above
with |Ψ±(r′, r)〉. We define the matrix elements as
〈Ψ1|A|Ψ2〉r =
∫
dr′g(r′ − r)〈Ψ†1(r′, r)|A|Ψ2(r′, r)〉(6)
≈
∫
dk〈Ψ†1(k, r)|A|Ψ2(k, r)〉,
where g(r−r′) is a smooth function peaked at zero which
integrates to unit [48, 49]. Here |Ψ(k, r)〉 is the Fourier
transform of |Ψ(r′, r)〉 with respect to its first spatial vari-
able. The only non-zero matrix elements are identified
as:
〈Ψ±|σ|Ψ∓〉r = (vx(r), ivy(r)), (7)
〈Ψ±|σ∂U |Ψ∓〉r = (ax(r), iay(r)), (8)
〈Ψ±|σ∂2U |Ψ∓〉r = (bx(r), iby(r)). (9)
The explicit forms of vx,y(r), ax,y(r) and bx,y(r) are given
in the Supplemental Material (SM). The eigenvalue equa-
tion now becomes:(
E(r) Π(r)
Π∗(r) −E(r)
)(
f+(r)
f−(r)
)
= 
(
f+(r)
f−(r)
)
, (10)
where
Π(r) = γx(r)Γx + iγy(r)Γy (11)
+ Ax(r)∂x +Ay(r)∂y + C(r),
with γx,y(r) = γvx,y(r) and
Ax(r) = 2γax(r)∂xU(r) + iγay(r)∂yU(r) (12)
Ay(r) = −2γax(r)∂yU(r) + iγay(r)∂xU(r).
The explicit form of C(r) is given in the SM.
The presence of gauge fields becomes evident if we
consider the following Peierls-like substitution ∂x,y →
∂x,y + gx,y(r) for a generic two-component gauge field
gx,y(r), in which case we can identify
gx(r) =
Ax(r)γx(r)− iAy(r)γy(r)
2(γ2x(r) + γ
2
y(r))
, (13)
gy(r) =
Ay(r)γx(r)− iAx(r)γy(r)
2(γ2x(r) + γ
2
y(r))
, (14)
as gauge fields induced by the modulation of the electric
bias in TBG graphene. Note that these are given in terms
of Ax,y(r) and γx,y(r), which in turn are determined in
terms of matrix elements defined above and the deriva-
tives of the bias. Note that the gauge fields are maximal
where the derivatives of the bias have an extreme, mean-
ing, the gauge fields are the largest in the AB/BA in-
terfaces. This suggests that low energy modes are going
to be localized at these interfaces. Finally, it is interest-
ing to note that a similar treatment is also applicable for
single or trilayer graphene on top of boron nitride (more
details on the single layer scenario are provided in section
III of the SM, which includes Refs. [50, 51]).
To asses the validity of the mapping above, we now
perform an exact numerical evaluation of the states in
twisted bilayer graphene in presence of a homogeneous
interlayer bias. We use a real space tight binding Hamil-
tonian for twisted bilayer graphene [21] of the form
H = t
∑
〈ij〉
c†i cj +
∑
ij
tˆ⊥(ri, rj)c
†
i cj + U
∑
i
τ iiz c
†
i ci, (15)
with t the first neighbor hopping, 〈ij〉 the sum over first
neighbors, tˆ⊥(ri, rj) the distance dependent inter-layer
coupling taking a maximum value t⊥ for perfect stack-
ing, U the interlayer bias, and τ iiz = ±1 labels the up-
per/lower layer. As a reference, the values of the pa-
rameters in graphene are t ≈ 3 eV and t⊥ ≈ 300 meV
[47]. More details on the computational aspects can be
found in section IV of the SM, which also includes Refs.
[52, 53]. With this tight binding Hamiltonian, we numer-
ically calculate the electronic spectra close to the charge
neutrality point for different twisting angles and inter-
layer bias.
First, it is instructive to explore the electronic prop-
erties in the absence of interlayer bias as a function of
the twisting angle between the two layers (Fig. 2a). It
is observed that at the magic angle α ≈ 1◦, a diver-
gent DOS arises at half filling, but it disappears as one
slightly departs from that angle. As the angle becomes
much smaller than 1◦, more states start to flow towards
zero energy, creating a complex background of states.
The electronic structure as a function of α becomes much
cleaner when the interlayer bias is switched on (Fig. 2b).
In particular, in the vicinity of zero energy the spectrum
develops a smooth background with a very low density of
states. This corresponds to the helical network of states
between AB and BA regions [40, 41]. The most interest-
ing feature is the appearance of a set of sharp resonances
as shown in Fig. 2b. Given the analytic results presented
above, these resonances can be associated with spatially
localized modes, or pLL, stemming from the bias induced
gauge field (further discussion can be found in section V
of the SM, which also includes Refs. [54, 55]). Inter-
estingly, these U 6= 0 resonances exist for every angle
α 1◦ in contrast with the localized states at the magic
angle resonance in Fig. 2a.
Now we explore the evolution of these localized modes
as a function of the interlayer bias. It is important to
point out that the behavior between small α ≈ 1.5◦
and very small angles α  1◦ is radically different. For
4FIG. 2. Evolution of the density of states as a function of
the twisting angle α and bias U . (a) Without bias (U = 0), a
peak at the magic angle α ≈ 1◦ appears, highlighted by the
cyan circle. (b) In presence of interlayer bias (U = 0.5t⊥), a
set of peaks develop at very small angles α ≈ 0.3◦, highlighted
by cyan circles. Dashed lines in (a) and (b) mark α = 1◦ (red)
and α = 0.2◦ (green). Evolution of the density of states as a
function of the electric bias for α ≈ 1.5◦ (c) and α ≈ 0.2◦ (d).
For large angles, the electric bias enhances the DOS at zero
energy (cyan circle in (c)); whereas for small angles a new set
of pLL resonances emerge (cyan circles in (d)). Bias in (c,d)
is measured in units of the interlayer hopping t⊥. Insets show
the DOS in a wider energy range.
α ≈ 1.5◦, the effect of the interlayer bias is to enhance
the DOS at charge neutrality, without creating new res-
onances at nearby energies (Fig. 2c)[33]. In striking
contrast, for α  1◦, the interlayer bias U creates the
completely new set of pseudo Landau levels, whose en-
ergy increases with the interlayer bias in analogy with the
magnetic field dependence of actual Landau levels (Fig.
2d).
Further insight can be gained by observing the band-
structure for α 1◦ and U 6= 0 (Fig. 3a). In particular,
we observe that the bright resonance at charge neutral-
ity corresponds to a large set of nearly flat bands, whose
wavefunction is localized in the AA regions of TBG (Fig.
3b) [44]. Away from charge neutrality, a continuum of
delocalized highly dispersive states shows up, whose spa-
tial profile is between the AB and BA regions (Fig. 3c)
and correspond to the so called helical network states.
Finally, at slightly higher energy a set of flat bands ap-
pear, which corresponds to one of the pLL resonances
highlighted Figs. 2b,d. The spatial profile of the pLL
flat bands is also between the AB and BA regions, but
contrary to the helical modes, it remains strongly local-
FIG. 3. (a) Band structure in the pseudo Landau level
regime (α 1◦, U 6= 0), showing three groups of states: AA
states (b), helical networks (c) and pseudo Landau levels (d).
The calculation of the spatial distribution of the states show
that (b) and (d) are localized, whereas the helical network is
delocalized (c). Interestingly, states in (d) form a Kagome
lattice, in comparison with the triangular lattice formed by
(b). The lattice constant of the emergent lattices in (b,d) is
the Moire´ length LM .
ized. A last interesting note comes from the fact that
these localized modes form an emergent Kagome lattice
(Fig. 3d), and the band counting yields 2 states per
site (6 spinless modes per Moire´ unit cell). This sug-
gests that twisted bilayer graphene is a potential tunable
solid state platform for frustrated magnetism and quan-
tum spin liquid physics, as Kagome lattices are known
to be ideal playgrounds to realize such highly entangled
ground states [12, 14, 56].
A final remark concerns the regime of validity of the
analytic calculation, so that its comparison with the
numerical results remains meaningful. First, the two-
dimensional effective model for AB graphene is valid
for energies smaller than the inter-layer bias, which in
turn should be smaller than the inter-layer coupling
E < U < t⊥. Moreover, given that we are working
with a continuum model starting from Bernal stacking,
the approximation is valid for very small α, i.e. big AB
regions. As a consequence, we estimate that an experi-
mentally realistic regime for the observation of the pLL
peaks would require α ≈ 0.1 − 0.3◦ and U ≈ 100 − 200
meV, so that the localized modes would arise at energies
around 20− 50 meV with respect to the charge neutral-
ity point. Interestingly, the requirements of our proposal
have been almost already fufilled in recent experiments
5[41], which will potentially allow to directly character-
ize pseudo-Landau levels by transport measurements in
a single electronic device.
To summarize, we have established both analytically
and numerically that an electric bias in TBG creates an
artificial gauge field. We have identified the bias induced
pseudo Landau levels by exactly solving a tight binding
Hamiltonian for TBG, and we have shown that these lev-
els are located close to charge neutrality, implying that
they can be easily accessed in a realistic experimental
situation. Moreover, we have shown that the emergent
resonances correspond to flat bands whose spatial distri-
bution creates an emergent Kagome lattice in graphene.
Importantly, these localized modes exist for a continuum
set of angles below the magic angle, avoiding the fine
tuning requirement for a flat band at the magic angle.
Our findings open a new direction for the investigation of
the physics of strong correlations in graphene, which will
certainly bring us new insights concerning exotic phases
of matter such as unconventional superconductivity and
spin-liquid behavior.
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SUPPLEMENTAL MATERIAL
In this Supplemental Material we give more details on
the analytic and numerical calculations outlined in the
main manuscript.
Explicit form of the matrix elements
The first non-zero matrix element is:
〈Ψ±|σ|Ψ∓〉r = (vx(r), ivy(r)), (16)
with
vx,y(r) = −
∫
dk
(2pi)2
[E(r)− U(r)]2 ± γ2k4+
N20 (r)
, (17)
where the + stands for vx(r) and the − for vy(r).
The second non-zero matrix element involves a first
derivative:
〈Ψ±|σ∂U |Ψ∓〉r = (ax(r), iay(r)), (18)
with
ax,y(r) =
∫
dk
(2pi)2
{
± F (r)γ2(k4x − 6k2xk2y + k4y) (19)
+ [E(r)− U(r)]2
[
1
N20 (r)E(r)
− F (r)
]}
,
where again the + sign stands for ax(r) and the − sign
for ay(r) and
F (r) =
1
N0(r)
∂U
(
1
N0(r)
)
. (20)
The third non-zero matrix element is particular to TBL
graphene since it carries a second derivative as follows:
〈Ψ±|σ∂2U |Ψ∓〉r = (bx(r), iby(r)), (21)
with
bx,y(r) =
∫
dk
(2pi)2
[
G(r)vx,y(r) + 2F (r)
[E(r)− U(r)]2
E(r)
− [E
2(r)− U2(r)](E(r)− U(r))
N20 (r)E
3(r)
]
, (22)
where
G(r) = ∂U
[
N0(r)∂U
(
1
N0(r)
)]
(23)
+ N20 (r)
[
∂U
(
1
N0(r)
)]2
.
Identification of the gauge field for twisted bilayer
The presence of gauge fields becomes evident if we con-
sider the following Peierls-like substitution for a generic
gauge field:
∂x,y → ∂x,y + gx,y(r), (24)
in which case the derivative terms in the Hamiltonian
transform as:
γx(∂
2
x − ∂2y) + iγy(∂x∂y + ∂y∂x)→ (25)
γx(∂
2
x − ∂2y) + iγy(∂x∂y + ∂y∂x)
+2[γxgx(r) + iγygy(r)]∂x
+2[γxgy(r) + iγygx(r)]∂y + cte,
so we can identify:
Ax(r) = 2[γxgx(r) + iγygy(r)], (26)
Ay(r) = 2[γxgy(r) + iγygx(r)],
C(r) = (gx(r) + gy(r))
2 + (∂xgx(r)) + (∂ygy(r))
+ (∂ygx(r)) + (∂xgy(r)),
and solve for the unknown gauge fields:
gx(r) =
Ax(r)γx(r)− iAy(r)γy(r)
2(γ2x(r) + γ
2
y(r))
, (27)
gy(r) =
Ay(r)γx(r)− iAx(r)γy(r)
2(γ2x(r) + γ
2
y(r))
. (28)
6Artificial gauge fields in single layer graphene with
modulated sublattice imbalance
The results in the main text were obtained for twisted
bilayer graphene, but similar results are valid for single
or triple layer graphene with effective models including a
modulated sublattice imbalance. This scenario is exper-
imentally relevant considering the observation of Moire´
patterns in single and triple layer graphene on top of
boron nitride [50, 51]. In this appendix we develop the
derivation for single layer graphene, in which case the
gauge fields take a simpler form than in the main text.
The derivation for triple-layer is also possible and would
follow similar lines. Here we use the same notation intro-
duced in the main text, but this section should be seen
as self-contained.
The low energy effective Hamiltonian for graphene
with a constant sublattice imbalance can be written, near
the K point, as:
H0(k) =
(
m γk−
γk+ −m
)
, (29)
where k± = kx ± iky, or more concisely:
H0(k) = γσ · k +mσz, (30)
where σ = (σx, σy), k = (kx, ky) and m is the strength of
the sublattice imbalance. Now the Hamiltonian is writ-
ten in the sublattice basis for a single graphene sheet.
This model can be easily solved, leading to eigenenergies
E± = ±E = ±
√
m2 + γ2k2p, where k
2
p = k
2
x+k
2
y, and the
respective eigenstates:
|Ψ+(k)〉 = 1
N0
(
γk−
E −m
)
, (31)
|Ψ−(k)〉 = 1
N0
(−E +m
γk+
)
, (32)
with normalization constant N0 =
√
(E −m)2 + γ2k2p.
From the solution of the unmodulated problem, we can
proceed as in the main text in order to find the solution
of the modulated case [57, 58]. Writing the Hamiltonian
in space coordinates and taking m→ m(r):
HM (r) = −iγ(σ · ∇) +m(r)σz, (33)
leads to the generalized eigenvalue problem:
HG(r
′, r)Ψ(r′, r) = Ψ(r′, r), (34)
with
HG(r
′, r) = −iγ(σ · ∇′ + σ · ∇) +m(r)σz, (35)
and
Ψ±(r′, r) =
∫
dkΨ±(k,m(r))eik·r
′
(36)
=
∫
dkΨ±(k, r)eik·r
′
.
As discussed in the main text, r′ correspond to the origi-
nal coordinates and r corresponds to the implicit depen-
dence through m(r).
We look for solutions of the form:
Ψ(r′, r) = f+(r)Ψ+(r′, r) + f−(r)Ψ−(r′, r), (37)
where Ψ±(r′, r) = Ψ±(r′,m(r)) and f±(r) are smooth
functions to be determined. We are going to use the
explicit form of the solution Ψ±(r′,m(r)) to find matrix
elements of the eigenvalue equation above in order to
determine these functions.
Writing the generalized eigenvalue problem explicitly:
− iγf+(r)(σ · ∇′)Ψ+(r′, r)− iγf+(r)(σ · ∇)Ψ+(r′, r)
− iγσ · (∇f+(r))Ψ+(r′, r) +m(r)σzf+(r)Ψ+(r′, r)
− f+(r)Ψ+(r′, r) + (f+,Ψ+ → f−,Ψ−) = 0, (38)
and simplifying, using the solution of the unmodulated
problem:
− iγf+(r)(σ · ∇)Ψ+(r′, r)− iγσ · (∇f+(r))Ψ+(r′, r)
+ (E+(r)− )f+(r)Ψ+(r′, r)
+ (f+,Ψ+, E+ → f−,Ψ−, E−) = 0. (39)
We can now take matrix elements, as defined in the
main text, to find the following non-zero terms:
〈Ψ+|σx|Ψ−〉r = v(r), (40)
〈Ψ+|σy|Ψ−〉r = iv(r), (41)
where
v(r) = −
∫
dk
[E(r)−m(r)]2
N20 (r)
; (42)
and
〈Ψ−|σx∂x|Ψ+〉r = ∂m(r)
∂x
a(r), (43)
〈Ψ−|σy∂y|Ψ+〉r = −i∂m(r)
∂y
a(r), (44)
where
a(r) =
∫
dk
(
− [E(r)−m(r)]
2
N20 (r)E(r)
(45)
+
[E(r)−m(r)]2
N40 (r)E(r)
{
γ2k2p + [E(r)−m(r)]2
})
.
The eigenvalue problem for the functions f±(r) can
then be concisely written as:(
E(r) −iγΠ(r)
−iγΠ∗(r) −E(r)
)(
f+(r)
f−(r)
)
= 
(
f+(r)
f−(r)
)
, (46)
7where
Π(r) =
[
v(r)∂x + a(r)
∂m(r)
∂x
]
(47)
+ i
[
v(r)∂y − a(r)∂m(r)
∂y
]
,
from which we can directly identify the artificial gauge
fields as:
g(r) =
a(r)
v(r)
(
∂m(r)
∂x
,−∂m(r)
∂y
)
. (48)
Note that the presence of the modulated sublattice im-
balance also leads to a renormalization of the effective
velocity.
Computational Details
Geometry of twisted bilayer graphene
Unit cells of twisted bilayer graphene can be generated
by taking into account that the lattice vectors ~A1, ~A2 of
a commensurate Moire´ supercell follows [21]:
~A1 = m0~a1 + (m0 + r)~a2, (49)
~A2 = −(m0 + r)~a1 + (2m0 + r)~a2, (50)
with m0 and r integers and ~a1,~a2 the graphene lattice
vectors. The angle between the two layers in this super-
cell is of the form [21]:
cosα =
3m20 + 3m0r + r
2/2
3m20 + 3m0r + r
2
. (51)
In our calculations, we take r = 1, so that the an-
gle between the unit cells is controlled by m0. In that
situation, the total number of atoms in the unit cell is
NC = 4(3m
2
0 + 3m0 + 1). (52)
Given a certain m0, the Moire´ period as a function of
the twist angle α takes the form
LM ∝ 1
2 sin α2
, (53)
which in the small angle limit becomes
LM ∝ 1
α
, (54)
and thus the size of the unit cell becomes bigger as the
angle α approaches zero.
Tight binding Hamiltonian for twisted bilayer
graphene
Our numerical calculations are performed by numer-
ically solving a tight binding model for twisted bilayer
graphene of the form [21, 33]
H =
∑
〈ij〉
tc†i cj +
∑
ij
t⊥(~ri, ~rj)c
†
i cj + U
∑
i
τ iiz c
†
i ci, (55)
where t = −2.7 eV is the first neighbor hopping and 〈ij〉
denotes sum over first neighbors within a layer. The sec-
ond term involving t⊥(~ri, ~rj) denotes the interlayer hop-
ping, that depends on the coordinates of the two atoms
~ri = (xi, yi, zi) and ~rj = (xj , yj , zj) as
tˆ⊥(ri, rj) = t⊥
(zi − zj)2
|ri − rj |2 e
−β(|ri−rj |−d), (56)
where d is the interlayer distance that for simplicity we
take as d = 3a, with a the carbon-carbon distance. The
parameter t⊥ is the interlayer hopping when two carbon
atoms sit one on top of the other, which is the maxi-
mum value of the interlayer coupling. The parameter β
controls the decay of the interlayer hopping when the
two atoms are not one on top of the other. It must
be noted that, although the first term of Eq. 55 main-
tains electron-hole symmetry, the interlayer coupling will
render the system no longer bipartite, slightly breaking
electron hole symmetry. For the sake of clarity we have
shifted the energy in the band structures and DOS so
that the charge neutrality point is at zero energy. We
took β = 7a−1, and we discarded hoppings with a value
smaller that 10−3 t⊥ to keep the matrices as sparse as
possible. We have verified that changes in β do not
change the results qualitatively. We also explored the ef-
fect of second neighbor intralayer hopping, and we found
it does not change qualitatively the results apart from
creating an slightly bigger electron-hole asymmetry.
The third term in Eq. 55 models a perpendicular elec-
tric field, which adds a layer dependent potential ±U to
the atoms in the upper/lower layer, where τz denotes the
layer Pauli matrix (τ iiz = ±1 for the upper/lower layer).
We note that this form of the electric field does not take
into account the possible screening in the sample, nor the
small corrugation of the layers [52].
Interlayer and twisting scaling
The angle at which the first flat band shows up is con-
trolled by the interlayer coupling. In particular, for the
real interlayer coupling of t⊥ ≈ 300 meV, such angle
corresponds to α ≈ 1◦ [36]. Changing the value of the
interlayer coupling allows to define at which angle the flat
8FIG. 4. Evolution of twisted bilayer graphene as a func-
tion of the interlayer bias for m0 = 70 (59644 sites per unit
cell) for two values of the interlayer coupling t⊥ = 0.3t (a)
and t⊥ = 0.4t (b). It is observed that pseudo Landau lev-
els appear for the two different interlayer couplings, verifying
the scaling argument. In particular, spectra for t⊥ = 0.4t is
equivalent to the spectra of a bigger unit cell with t⊥ = 0.3t.
Panels (c,d) show the same as (a,b) in a bigger energy range,
highlighting that pseudo Landau levels only appear in the
low energy sector, in the vicinity of the the charge neutrality
point. The bright states located at zero energy correspond to
states located in the AA region, that remain rather unaffected
by the bias.
band appears. In particular, close to the magic angle the
electronic properties of the system are invariant under
the following transformation α → α/λ and t⊥ → λt⊥,
relation that remains valid for α  1◦. This allows us
to reach the tiny angle regime α 1◦ with smaller unit
cells, by means of ramping up the interlayer coupling.
It must be noted however that this scaling is valid for
t⊥ < t, so that the Dirac cone structure is not destroyed
by the interlayer coupling. In particular, we can reach
the experimental relevant regime of α ≈ 0.1◦ by taking
m0 = 70 and t⊥ = 0.4t. We have verified that our results
are qualitatively unchanged with different values of t⊥
(see Fig. 4). Finally, it should be noted that the relevant
regime for pseudo magnetic field requires U < t⊥, and
thus scaling the value of t⊥ allows to observe the pLL at
bigger U .
Computation of DOS for large systems
In this section we give computational details on how
tight binding calculations can be performed efficiently
for twisted bilayer graphene. We note that since the unit
cells for small angles are very large, full diagonalization
of Hamiltonians is not generically an option. To over-
come this limitation, we calculate the density of states
by using the so called Kernel polynomial method [53].
This methodology consists on expanding the density of
states in N Chebyshev polynomials Tn, where the coeffi-
cients of the expansion can be calculated by performing
matrix-vector multiplications.
The procedure to calculate the DOS goes as follows.
The first step of the procedure is to scale the Hamiltonian
H, so that new Hamiltonian H has all its eigenvalues
falling in the interval (−1, 1). For the scaled Hamiltonian
we perform a series expansion of the density of states as
D(ω) =
1
pi
√
1− ω2
(
µn + 2
N∑
n=1
µnTn(ω)
)
. (57)
The coefficients µn determine the expansion of the den-
sity of states D(ω), and are expressed as
µn = g
N
n µ
0
n, (58)
where µ0n are the coefficients calculated as
µ0n =
∑
i
〈i|Tn(H)|i〉 =
〈〈v|Tn(H)|v〉〉v, (59)
where in the last term we perform the summation us-
ing the stochastic trace method [53]. The different co-
efficients are calculated iteratively using the Chebyshev
recursion relation
|w0〉 = |v〉 (60)
|w1〉 = H|w0〉 (61)
|wn+1〉 = 2H|wn〉 − |wn−1〉 (62)
so that |wn〉 = Tn(H)|v〉. The coefficients µ0n are multi-
plied by gNn , defined as:
gNn =
(N − n− 1) cos pinN+1 + sin pinN+1 cot piN+1
N + 1
, (63)
which denotes the Jackson Kernel [53] in order to improve
the convergence of the series.
This method allows us to obtain the density of states
in the whole energy range at once, making it very suit-
able to study how the energy spectra evolves in a wide
energy range. The energy resolution δ of the method is
controlled by the number of terms in the expansion N .
In our case, we performed the Chebyshev expansion with
N = 10000 moments, which give us a natural broadening
of the levels between 10−3−10−4t. Finally, given that we
are dealing with a two dimensional periodic system, this
procedure to calculate the density of states must be per-
formed for the different Bloch Hamiltonians in the Bril-
louin zone. We perform this integration using a Monte
Carlo procedure by randomly choosing 400 k-points for
9every different calculation. The advantage of this pro-
cedure is that it allows us to distinguish the real peaks
from possible spurious resonances that would appear in
the case of a uniform k-mesh.
Properties of the flat-band states and their
association with pseudo-Landau levels
In this section we discuss how the emergence of an
artificial gauge field due to interlayer bias in TBLG is
associated with the presence of localized states which we
refer to as pseudo-Landau levels (pLL). We examine the
properties of the pLL energies as a function of bias and
twist angle, the degree of localization of these states as a
function of bias and their valley polarized character. We
compare the expected behaviour given by the analytical
treatment with numerical calculations in order to estab-
lish a strong connection between the artificial gauge field
and the emergent localized levels observed in the tight-
binding calculation.
For a real magnetic field B, the Landau level ener-
gies generally follow En = f(n)B
χ, where f(n) is an
increasing function of an integer n and χ is a positive
real number. The functional form of f(n) and the value
of χ depend on the details of the low energy dispersion:
for Schroedinger electrons f(n) ∝ n + 1/2 and χ = 1,
for monolayer graphene[1] f(n) ∝ √n and χ = 1/2, for
Bernal stacked bilayer graphene f(n) ∝ √n(n− 1) and
χ = 1[47] at very low energy, recovering the monolayer
result at higher energies.[47] Independently of the details
of the low energy dispersion, for n > 0, electron-like Lan-
dau level energies always follow ∂En/∂B > 0.
From our analytical calculation, we find that the ar-
tificial gauge fields gx,y(r), given by Eqs. 13-14 in the
main text, are written in terms of γx,y(r) and Ax,y(r)
(given in Eq. 12 in the main text), which in turn are
written in terms of ax,y(r), vx,y(r) (provided in the SM,
Eqs. 2 and 4, respectively) and ∂U(r). One can show
that for small values of U(r) the functions ax,y(r) and
vx,y(r) are finite and have only small corrections pro-
portional to U(r), which can in principle be neglected.
The main dependence of the gauge field on the external
bias is due to the explicit linear dependence of Ax,y(r)
on ∂U(r) given by Eq. 12. The effective model given
in Eq. 2 describes TBLG under an external bias by the
introduction of a modulated inter-layer bias U(r) in a
model with only two effective degrees of freedom. This
inter-layer bias has a characteristic wave-vector which is
proportional to the inverse Moire length, kM = 2pi/LM ,
and can be minimally written as U(r) ∼ U cos(kMr),
where U characterizes its magnitude. As the gauge field
depends linearly on ∂U(r), we find gx,y(r) ∼ UkM . Re-
membering that the Moire length LM = a/[2 sin(α/2)],
where a is the microscopic lattice constant and α the
twist angle, for small angles we can write: gx,y(r) ∼ Uα,
what explicitly shows that the gauge field is proportional
to the magnitude of the bias and to the twist angle.
From this discussion, there are three properties of the
flat band energies and associated levels which can be
verified within the tight-binding calculations to estab-
lish that the states associated with these levels originate
from an artificial gauge field induced by the electric bias
and behave as pseudo-Landau levels:
• One signature of the pLL nature of the states in
the flat bands is the increase of their energies with
the magnitude of the artificial gauge field. In
analogy to the standard case of electrons under a
real magnetic field, we expect the energies of the
pLL to increase with the magnitude of the artifi-
cial gauge-field ∂E/∂g > 0, where g =
√
g2x + g
2
y.
As discussed above, g ∼ U , therefore we expect
∂E/∂U > 0.
• A second signature is the behaviour of the char-
acteristic localization length of these states as a
function of the magnitude of the artificial gauge
field. For standard Landau levels, the localiza-
tion length is determined by the magnetic length
lB ∝ 1/
√
B, so that the states become more local-
ized as B increases. For biased tiny angle twisted
bilayer graphene, the bias dependent gauge field
g ∼ U , so that it is expected that the pLL become
more localized as the interlayer bias U increases.
• Last but not least, the analytic derivation of the
emergent gauge field relied on a single valley Hamil-
tonian, so that a necessary condition for the ana-
lytic and numerical results to be compatible is that
the Landau levels are valley polarized.
In the following subsections we verify these three prop-
erties within the tight-binding calculation.
Energy evolution with interlayer bias and twist angle
The first signature that can be benchmarked is the bias
and twist angle dependence of the energy levels. In order
to do that, it is convenient to use the Hellmann-Feynman
theorem to the Hamiltonian in Eq. 55 to compute the
energy dependence on the bias of a certain state Ψ as
∂E
∂U
= 〈Ψ|τz|Ψ〉. (64)
Here τz is a Pauli matrix related to the layer degree of
freedom. This quantity characterizes the evolution of the
energy of a state when the bias is increased, in particular
whether the energy will increase (∂E/∂U > 0), decrease
(∂E/∂U < 0), or stay the same (∂E/∂U = 0). In par-
ticular, for AA modes it is expected ∂E/∂U = 0, given
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FIG. 5. Comparison of the band structure of tiny angle
twisted bilayer graphene for (a) U = 0, (b) U = 0.5t⊥, (c)
U = 0.625t⊥ and (d) U = 0.75t⊥. The color of the energy lev-
els represents the expectation value of ∂E/∂U . It is observed
that for U = 0 the states do not evolve with U . In contrast,
for U 6= 0, the pLL increase their energy with U (blue), the
AA modes remain unmodified (green) and the helical network
states flow towards charge neutrality (red). This highlights
that for U = 0 no flat bands associated with pseudo Landau
levels are present. We took for these calculations m0 = 75
and t⊥ = 0.4t.
that they are bonding-antibonding combinations of the
two layers [54]. In constrast, for pseudo Landau levels we
expect ∂E/∂U > 0 given that g ∼ U , so an increasing
a gauge field will increase the energy of the associated
Landau levels. Finally, since the interlayer bias will in-
crease the density of states in the AA regions for E = 0,
there must be a flow of states towards the charge neu-
trality point [40], and as we will see shortly these states
are associated with helical network modes.
We now move on to compute the expectation value
presented in Eq. 64 with the numerically computed
wavefunctions obtained with the real space tight-binding
model. In particular, we will focus on the case U = 0,
which does not show bias induced pLLs and the case
U 6= 0, which displays flat band pLLs. In the case with-
out interlayer bias U = 0, the low energy states of the
system are located mainly at the AA regions. As men-
tioned before, these states are to first order insensitive to
the interlayer bias, due to their bonding-antibonding na-
ture between the two layers,[54] and thus remain nearly
unmodified by the bias.
The most interesting scenario concerns the case of
U 6= 0 when the system is in the pseudo Landau level
regime. As anticipated above, in this case the three dif-
FIG. 6. Evolution of the spectra of tiny angle twisted bilayer
graphene with interlayer bias U (a) and twist angle α (b) for
U 6= 0. For comparison, we show in panels (c) and (d) the
Landau level spectra of monolayer (c) and bilayer AB (d)
graphene under a true magnetic field B, showing a similar
evolution as the pseudo Landau levels of panels (a) and (b)
for which the artificial gauge field is controlled by α and U .
Panels (a) and (b) contain the same information as panels (b)
and (d) of Fig. 2bd.
ferent sets of states (pseudo Landau levels, AA modes
and helical network states) show very distinct behavior.
In particular, the value of ∂E/∂U allows to identify the
physical nature of each state: AA modes remain unmod-
ified by the interlayer bias (green in Fig. 5b), pseudo
Landau levels increase their energy with U due to the
increase of the effective gauge field (blue in Fig. 5b), and
helical network states flow towards the charge neutral-
ity point (red in Fig. 5b). In this way, Eq. 64 allows
to distinguish pseudo Landau levels from other modes
(AA modes or helical network states), due to the distinct
dependence of the respective energy levels on the bias.
Another property which we can benchmark is the de-
pendence of the energies of the states in the flat bands
on the twist angle. First, we note that in the following
discussion we will be all the time in the tiny angle limit
α  1, so that the mapping to a gauge field remains
valid. As discussed above, the bias controlled gauge field
g depends explicitly on the spatial derivative of the mod-
ulated bias, therefore it is proportional to the inverse
Moire length LM . In the tiny angle regime LM ∼ 1/α,
so ultimately the magnitude of the artificial gauge field
is proportional to the twist angle.
To verify this prediction obtained analytically with the
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numerical results, we show in Figs. 6 (a) and (b) the
evolution of the pseudo Landau levels with the magnitude
of the bias and with the twist angle α between the two
layers, respectively. It is observed that the energies of the
pseudo Landau levels increase linearly in both cases. We
note that the zero pseudo-Landau level cannot be clearly
distinguished due to the mixing with the AA modes.
For comparison, we show in Figs. 6 (c) and (d) the
Landau level spectra of monolayer graphene and AB bi-
layer graphene, respectively, in the presence of a real
magnetic field B. In the case of a real magnetic field
B, it is observed that the evolution of the Landau levels
is slightly different for monolayer and bilayer, yet their
dependence with magnetic field B strongly resembles the
evolution of the pseudo Landau levels of twisted bilayer
graphene with U and α. Figs. 6 (c) and (d) are ob-
tained using a first neighbor tight binding Hamiltonian,
including the magnetic field B by a Peierls substitution in
a monolayer/bilayer ribbon with 600 sites per unit cell,
and computing the density of states in the bulk of the
ribbon. The magnetic field is measured in units of the
carbon-carbon distance a.
Bias dependent localization
We now move on to consider the localization of the
states as a function of interlayer bias. A simple way to
characterize the localization of the pseudo Landau lev-
els is by computing the bandwidth of their associated
bands. First, it is worthy to first remark that the first
pseudo Landau levels form an emergent Kagome lattice,
with pseudo Landau levels located at the interfaces be-
tween AB/BA regions. For these localized modes, one
can consider an effective tight binding Hamiltonian HW
defined for the Wannier functions of the pseudo Landau
levels HW =
∑
ij γijΨ
†
iΨj with Wannier orbitals located
in the different sites of the emergent Kagome lattice. Ψ†i
(Ψi) are creation (annihilation) operators for the pseudo
Landau levels in Kagome site i, and γij their effective
hopping (see Fig. 7a). The bandwidth of the pseudo
Landau level bands is proportional to the hoppings γij ,
and will decrease to zero as the states become more lo-
calized. In this way, the bandwidth of the pLL bands
reflects the spatial extension of the states. Following the
previous argument, we plot in Fig. 7b the evolution of the
splitting of the pseudo Landau level bands (blue bands
in Fig. 7c, zoomed in Fig. 7d) at the Γ point as a func-
tion the interlayer bias. It is observed that the splitting
goes to zero as the bias U is increased, signaling that the
states become more localized. This behavior is the one
expected for pLL arising from a gauge field proportional
to the interlayer bias U .
From the computational point of view, the pLL can be
systematically targeted by retaining the lowest energy
states with dE/dU > 0 as discussed in the previous sec-
FIG. 7. Sketch of the hoppings between pseudo Landau lev-
els (a), located in the emergent Kagome lattice whose lattice
constant is the Moire length LM . Panel (b) shows the evolu-
tion of the splitting at the Γ point of the first pseudo Landau
levels highlighted in the band structure of panels (c) and (d).
The evolution of the splitting in (b) highlights that as the
bias U is increased, the pseudo Landau levels become more
localized as expected from an artificial gauge field. Panel (d)
is a zoom in the pseudo Landau levels of panel (c). The pa-
rameters used are m0 = 75 and t⊥ = 0.3t.
tion (Fig. 5b). We finally note that although we used
the splitting at the Γ point as an estimate of the hopping
parameter, the maximum bandwidth of the pLL bands
may be located at other points of the Brillouin zone (see
Fig. 7d).
Valley polarization
In this section we show that the pseudo Landau level
flat bands generated by the interlayer bias are valley po-
larized. This is an important feature which supports the
use of an effective low energy model with a single valley.
We first note that we are working numerically with
a real space tight binding Hamiltonian, so the concept
of valley is an emergent aspect of the reciprocal space
band structure. In principle, it would seem that there is
no good representation of the valley operator in a real
space tight binding basis. Nevertheless, it is possible to
compute the expectation value of a valley operator for a
certain state, by choosing a minimal tight binding model
whose eigenvalues are  > 0 around the K point and
 < 0 around the K ′ point, or in other words, a valley
dependent chemical potential. A tight binding model
with these properties is given by a sublattice dependent
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FIG. 8. Expectation value of the valley operator for the
monolayer graphene with a minimal unit cell (a), and with a
7x7 unit cell (b). Expectation value of the valley operator for
the upper layer of a tiny angle twisted bilayer graphene with
interlayer bias showing the valley polarization of both helical
network states (c) and pseudo Landau level bands (d). The
parameters used in (cd) are m0 = 75 and t⊥ = 0.3t.
Haldane coupling[55] of the form
Vˆ =
i
3
√
3
∑
〈〈ij〉〉
ηijσ
ij
z c
†
i cj , (65)
where 〈〈ij〉〉 denotes second neighbor sites, ηij = ±1 for
clockwise or anticlockwise hopping and σijz is a Pauli ma-
trix associated with the sublattice degree of freedom. The
previous real space operator has eigenvalues ±1 for states
close to the K and K ′ points,[55] which implies that it
can be used to evaluate the expectation value of the val-
ley degree of freedom for an arbitrary state. With this
operator at hand, the valley expectation value 〈V 〉 can
be computed as
〈V 〉 = 〈Ψ|Vˆ |Ψ〉. (66)
The previous methodology yields a procedure to com-
pute the valley expectation value in a real space tight
binding model. As particular examples, we show in Fig.
8ab the bandstructure together with the valley expecta-
tion value for the minimal graphene supercell (Fig. 8a)
and for a 7x7 graphene supercell (Fig. 8b). In particular,
as shown in the bandstructure of the 7x7 graphene super-
cell in Fig. 8b, the valley operator allows us to identify
the original valley flavor of a state even when the band-
structure is heavily folded in case the unit cell includes
many carbon atoms. This procedure becomes specially
useful to identify the valley flavor a state in twisted bi-
layer graphene starting from a real space tight binding
model.
We now move on to compute the valley expectation
value for biased twisted bilayer graphene. In this case,
we use as valley projector VˆT an operator analogous to
Eq. 65 but only considering sites in the top layer T
VˆT =
i
3
√
3
∑
〈〈ij〉〉 and ij∈T
ηijσ
ij
z c
†
i cj . (67)
With the previous operator we compute the upper
layer valley expectation value of the states computed nu-
merically as
〈VT 〉 = 〈Ψ|VˆT |Ψ〉. (68)
We now apply this operator for the biased tiny angle
twisted bilayer graphene, as shown in Fig. 8c (with a
zoom into the pseudo Landau levels in Fig. 8d). It is
clearly observed that the states show a nearly perfect
valley polarization. Therefore, this calculation supports
the analytical model used, which takes into account a sin-
gle valley and thus does not consider intervalley mixing
effects.
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