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Abstract
For Legendre curves, we consider surfaces of revolution of frontals. The surface of
revolution of a frontal can be considered as a framed base surface. We give the curvatures
and basic invariants for surfaces of revolution by using the curvatures of Legendre curves.
Moreover, we give properties of surfaces of revolution with singularities and cones.
1 Introduction
The surface of revolution is one of classical object in differential geometry (cf. [11, 16, 17, 19]).
It has been known that if the profile curve (the plane curve) across the axis of revolution, then
the surface of revolution has cone-type singularity. On the other hand, the profile curve is not
regular, then the surface of revolution must have singularities.
In [16, 17], the surfaces of revolution of regular curves are investigated. Especially, Kenmotsu
gave concrete construction of the surface of revolution with prescribed mean curvature. In [19],
the surfaces of revolution of singular curves are investigated. They construct a given the
unbounded mean curvature of the surface of revolution.
In this paper, we consider more general situation. We consider frontals (Legendre curves)
as singular plane curves and framed base surfaces (framed surfaces) as singular surfaces. In
[8], we give the curvature of Legendre curves in order to analyze Legendre curves. In [10],
we give the basic invariants of framed surfaces so as to analyze framed surfaces. In §2, we
review the theories of Legendre curves in the unit tangent bundle over the Euclidean plane
R
2 and framed surfaces in the Euclidean space R3. The surface of revolution of a frontal is
a framed base surface. We can deal with surfaces of revolution with singular points more
directly. In fact, we give the curvatures and basic invariants for surfaces of revolution by
using the curvatures of Legendre curves in §3. Moreover, we give profile curves for given
information of the curvatures, for instance, the Gauss curvature or the mean curvature. For
the cases of constant Gauss and mean curvature surfaces of revolution, see [11]. We also consider
relations between right-left equivalence relations among profile curves and right-left equivalence
relations among the surface of revolution. In particular, we give characterizations of j/i-cusps
((i, j) = (2, 3), (2, 5), (3, 4), (3, 5)) appearing on profile curves of surfaces of revolution in terms
of the curvatures of Legendre curves. Further, applying such characterizations to the case of
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surfaces of revolution with constant Gauss or constant mean curvature. We give conditions that
constant Gauss curvature surfaces of revolution have j/i-cusps as ((i, j) = (2, 3), (3, 4), (3, 5))
singularities by the construction data, and show that there are no constant Gauss curvature
surfaces of revolution with 5/2-cusp. In contrast, we show that profile curves of constant mean
curvature surfaces of revolution do not have j/i-cusps as singularities. Further, we classify
cone-type singularities in some cases. In §4, we give concrete examples.
All maps and manifolds considered here are differentiable of class C∞ unless stated other-
wise.
Acknowledgement. The first author was partially supported by JSPS KAKENHI Grant
Number JP 17K05238 and the second author was partially supported by JSPS KAKENHI
Grant Number JP 17J02151.
2 Preliminary
We quickly review the theories of Legendre curves in the unit tangent bundle over the Euclidean
plane (cf. [8]) and framed surface in the Euclidean space (cf. [10]).
2.1 Legendre curves
Let γ : I → R2 and ν : I → S1 be smooth mappings, where I is an interval of R and S1 is the
unit circle. We say that (γ, ν) : I → R2 × S1 is a Legendre curve if (γ, ν)∗θ = 0 for all t ∈ I,
where θ is a canonical contact form on the unit tangent bundle T1R
2 = R2 × S1 over R2 (cf.
[2, 3]). This condition is equivalent to γ˙(t) · ν(t) = 0 for all t ∈ I, where γ˙(t) = (dγ/dt)(t) and
a · b = a1b1 + a2b2 for any a = (a1, a2), b = (b1, b2) ∈ R2. A point t0 ∈ I is called a singular
point of γ if γ˙(t0) = 0. When a Legendre curve (γ, ν) : I → R2 × S1 gives an immersion, it is
called a Legendre immersion. We say that γ : I → R2 is a frontal (respectively, a front) if there
exists ν : I → S1 such that (γ, ν) is a Legendre curve (respectively, a Legendre immersion).
Examples of Legendre curves see [12, 13]. We have the Frenet type formula of a frontal γ as
follows. We put on µ(t) = J(ν(t)), where J is the anticlockwise rotation by angle π/2 in R2.
Then {ν(t),µ(t)} is a moving frame of the frontal γ(t) in R2 and we have the Frenet type
formula, (
ν˙(t)
µ˙(t)
)
=
(
0 ℓ(t)
−ℓ(t) 0
)(
ν(t)
µ(t)
)
, γ˙(t) = β(t)µ(t), (2.1)
where ℓ(t) = ν˙(t)·µ(t) and β(t) = γ˙(t)·µ(t). We call the pair (ℓ, β) the curvature of the Legendre
curve. By (2.1), we see that (γ, ν) is a Legendre immersion if and only if (ℓ, β) 6= (0, 0).
Definition 2.1 Let (γ, ν) and (γ˜, ν˜) : I → R2 × S1 be Legendre curves. We say that (γ, ν)
and (γ˜, ν˜) are congruent as Legendre curves if there exist a constant rotation A ∈ SO(2) and a
translation a on R2 such that γ˜(t) = A(γ(t)) + a and ν˜(t) = A(ν(t)) for all t ∈ I.
Theorem 2.2 (Existence Theorem for Legendre curves [8]) Let (ℓ, β) : I → R2 be a
smooth mapping. There exists a Legendre curve (γ, ν) : I → R2 × S1 whose curvature of the
Legendre curve is (ℓ, β).
2
Actually, we have the following.
γ(t) =
(
−
∫
β(t) sin
(∫
ℓ(t) dt
)
dt,
∫
β(t) cos
(∫
ℓ(t) dt
)
dt
)
,
ν(t) =
(
cos
(∫
ℓ(t) dt
)
, sin
(∫
ℓ(t) dt
))
.
Theorem 2.3 (Uniqueness Theorem for Legendre curves [8]) Let (γ, ν) and (γ˜, ν˜) : I →
R
2×S1 be Legendre curves with the curvatures of Legendre curves (ℓ, β) and (ℓ˜, β˜), respectively.
Then (γ, ν) and (γ˜, ν˜) are congruent as Legendre curves if and only if (ℓ, β) and (ℓ˜, β˜) coincide.
Let (γ, ν) : I → R2×S1 be a Legendre curve with the curvature (ℓ, β). We define the parallel
curves of (γ, ν) by γλ : I → R2, γλ(t) = γ(t) + λν(t) for λ ∈ R. Then (γλ, ν) : I → R2 × S1 is
also a Legendre curve with the curvature (ℓ, β + λℓ).
Moreover, we define the evolute of (γ, ν) by Ev(γ) : I → R2, Ev(γ)(t) = γ(t)+(β(t)/ℓ(t))ν(t),
where ℓ(t) 6= 0 for all t ∈ I (cf. [9]).
2.2 Framed surfaces
Let R3 be the 3-dimensional Euclidean space equipped with the inner product a · b = a1b1 +
a2b2 + a3b3, where a = (a1, a2, a3) and b = (b1, b2, b3) ∈ R3. The norm of a is given by
|a| = √a · a. We also define the vector product
a× b = det
 e1 e2 e3a1 a2 a3
b1 b2 b3
 ,
where {e1, e2, e3} is the canonical basis of R3. Let U be a simply connected domain of R2 and
S2 be the unit sphere in R3, that is, S2 = {a ∈ R3||a| = 1}. We denote a 3-dimensional smooth
manifold {(a, b) ∈ S2 × S2|a · b = 0} by ∆.
We say that (x,n, s) : U → R3×∆ is a framed surface if xu(u, v) ·n(u, v) = 0 and xv(u, v) ·
n(u, v) = 0 for all (u, v) ∈ U , where xu(u, v) = (∂x/∂u)(u, v) and xv(u, v) = (∂x/∂v)(u, v).
We say that x : U → R3 is a framed base surface if there exists (n, s) : U → ∆ such that
(x,n, s) is a framed surface.
Similarly to the case of Legendre curves, the pair (x,n) : U → R3 × S2 is said to be a
Legendre surface if xu(u, v) ·n(u, v) = 0 and xv(u, v) ·n(u, v) = 0 for all (u, v) ∈ U . Moreover,
when a Legendre surface (x,n) : U → R3 × S2 gives an immersion, this is called a Legendre
immersion. We say that x : U → R3 be a frontal (respectively, a front) if there exists a map
n : U → S2 such that the pair (x,n) : U → R3 × S2 is a Legendre surface (respectively, a
Legendre immersion). By definition, the framed base surface is a frontal. At least locally, the
frontal is a framed base surface. For a framed surface (x,n, s), we say that a point p ∈ U is a
singular point of x if x is not an immersion at p.
We denote t(u, v) = n(u, v) × s(u, v). Then {n(u, v), s(u, v), t(u, v)} is a moving frame
along x(u, v). Thus, we have the following systems of differential equations:(
xu
xv
)
=
(
a1 b1
a2 b2
)(
s
t
)
, (2.2)
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 nusu
tu
 =
 0 e1 f1−e1 0 g1
−f1 −g1 0
 ns
t
 ,
 nvsv
tv
 =
 0 e2 f2−e2 0 g2
−f2 −g2 0
 ns
t
 , (2.3)
where ai, bi, ei, fi, gi : U → R, i = 1, 2 are smooth functions and we call the functions basic
invariants of the framed surface. We denote the matrices (2.2) and (2.3) by G,F1,F2, respec-
tively. We also call the matrices (G,F1,F2) basic invariants of the framed surface (x,n, s).
Since the integrability condition xuv = xvu and F2,u−F1,v = F1F2−F2F1, the basic invariants
should satisfy the following conditions:
a1,v − b1g2 = a2,u − b2g1,
b1,v − a2g1 = b2,u − a1g2,
a1e2 + b1f2 = a2e1 + b2f1,

e1,v − f1g2 = e2,u − f2g1,
f1,v − e2g1 = f2,u − e1g2,
g1,v − e1f2 = g2,u − e2f1.
(2.4)
We give fundamental theorems for framed surfaces, that is, the existence and uniqueness
theorem of framed surfaces for basic invariants.
Definition 2.4 Let (x,n, s), (x˜, n˜, s˜) : U → R3×∆ be framed surfaces. We say that (x,n, s)
and (x˜, n˜, s˜) are congruent as framed surfaces if there exist a constant rotation A ∈ SO(3) and
a translation a ∈ R3 such that
x˜(u, v) = A(x(u, v)) + a, n˜(u, v) = A(n(u, v)), s˜(u, v) = A(s(u, v))
for all (u, v) ∈ U .
Theorem 2.5 (Existence Theorem for framed surfaces [10]) Let U be a simply connected
domain in R2 and let ai, bi, ei, fi, gi : U → R, i = 1, 2 be smooth functions with the integrability
conditions (2.4). Then there exists a framed surface (x,n, s) : U → R3 × ∆ whose associated
basic invariants is ai, bi, ei, fi, gi, i = 1, 2.
Theorem 2.6 (Uniqueness Theorem for framed surfaces [10]) Let (x,n, s), (x˜, n˜, s˜) :
U → R3 ×∆ be framed surfaces with basic invariants (G,F1,F2) and (G˜, F˜1, F˜2), respectively.
Then (x,n, s) and (x˜, n˜, s˜) are congruent as framed surfaces if and only if (G,F1,F2) and
(G˜, F˜1, F˜2) coincide.
Let (x,n, s) : U → R3 ×∆ be a framed surface with basic invariants (G,F1,F2).
Definition 2.7 We define a smooth mapping CF = (JF , KF , HF ) : U → R3 by
JF = det
(
a1 b1
a2 b2
)
, KF = det
(
e1 f1
e2 f2
)
, HF = −1
2
{
det
(
a1 f1
a2 f2
)
− det
(
b1 e1
b2 e2
)}
.
We call CF = (JF , KF , HF ) a curvature of the framed surface.
We also define a smooth mapping IF : U → R8 by
IF =
(
CF , det
(
a1 g1
a2 g2
)
, det
(
b1 g1
b2 g2
)
,
det
(
e1 g1
e2 g2
)
, det
(
f1 g1
f2 g2
)
, det
(
a1 e1
a2 e2
))
.
We call the mapping IF : U → R8 a concomitant mapping of the framed surface (x,n, s).
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Remark 2.8 If the surface x is regular, then we haveK = KF/JF andH = HF/JF , whereK is
the Gauss curvature and H is the mean curvature of the regular surface (cf. [10]). For relations
between behaviour of the Gauss curvature, the mean curvature of fronts at non-degenerate
singular points and geometric invariants of fronts see [20].
We say that (x,n, s) : U → R3 ×∆ is a framed immersion if (x,n, s) is an immersion.
Proposition 2.9 ([10]) Let (x,n, s) : U → R3 ×∆ be a framed surface and p ∈ U .
(1) x is an immersion (a regular surface) around p if and only if JF (p) 6= 0.
(2) (x,n) is a Legendre immersion around p if and only if CF (p) 6= 0.
(3) (x,n, s) is a framed immersion around p if and only if IF (p) 6= 0.
Let (x,n, s) : U → R3×∆ be a framed surface with basic invariants (G,F1,F2). We define
the parallel surface xλ : U → R3 of the framed surface (x,n, s) by xλ(u, v) = x(u, v)+λn(u, v),
where λ ∈ R. Then (xλ,n, s) : U → R3 × ∆ is also a framed surface and basic invariants
(Gλ,Fλ1 ,Fλ2 ) are given by
Gλ = G + λ
(
e1 f1
e2 f2
)
, Fλ1 = F1, Fλ2 = F2.
By a direct calculation, we have the curvature (JλF , K
λ
F , H
λ
F ) of the framed surface (x
λ,n, s) is
given by
JλF = JF − 2HFλ+KFλ2, KλF = KF , HλF = HF −KFλ.
We also define the evolute (or, the focal surface) of the framed surface (x,n, s) by Ev(x) :
U → R3, Ev(x)(u, v) = x(u, v) + λn(u, v), where λ is a solution of the equation
KF (u, v)λ
2 − 2HF (u, v)λ+ JF (u, v) = 0
for all (u, v) ∈ U . The study of focal surfaces of fronts from a different viewpoint is known in
[24].
Remark 2.10 Even if KF (u, v) = 0 for all (u, v) ∈ U , we can define an evolute when
HF (u, v) 6= 0. In this case, we have only one evolute.
Moreover, if we consider a similar surface (rx,n, s) : U → R3 × ∆ for non-zero constant
r ∈ R, Then the curvature (JrF , KrF , HrF ) of the framed surface (rx,n, s) is given by
JrF = r
2JF , K
r
F = KF , H
r
F = rHF .
3 Surfaces of revolution of frontals
Let (γ, ν) : I → R2 × S1 be a Legendre curve with the curvature (ℓ, β). We denote γ(t) =
(x(t), z(t)) and ν(t) = (a(t), b(t)). By definition and the Frenet type formula (2.1), we have
x˙(t)a(t) + z˙(t)b(t) = 0, a2(t) + b2(t) = 1,(
x˙(t)
z˙(t)
)
= β(t)
( −b(t)
a(t)
)
,
(
a˙(t)
b˙(t)
)
= ℓ(t)
( −b(t)
a(t)
)
(3.1)
for all t ∈ I. Set a smooth function ϕ : I → R such that a(t) = cosϕ(t) and b(t) = sinϕ(t).
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We consider R2 ⊂ R3 as (x, z)-plane into (x, y, z)-space. We give the two surfaces of
revolution, that is, around x-axis and z-axis of the frontal γ, respectively. We call γ a profile
curve (cf. [11]).
First we consider the surface of revolution around x-axis. We denote the surface of revolution
of γ around x-axis by x : I × [0, 2π)→ R3,
x(t, θ) = (x(t), z(t) cos θ, z(t) sin θ).
Then the surface of revolution around x-axis of the frontal is a framed base surface.
Proposition 3.1 Under the above notation, (x,nx, sx) : I × [0, 2π) → R3 × ∆ is a framed
surface with basic invariants,
Gx =
(
0 −β(t)
−z(t) 0
)
,Fx1 =
 0 0 ℓ(t)0 0 0
−ℓ(t) 0 0
 ,Fx2 =
 0 b(t) 0−b(t) 0 −a(t)
0 a(t) 0
 , (3.2)
where nx(t, θ) = (−a(t),−b(t) cos θ,−b(t) sin θ), sx(t, θ) = (0, sin θ,− cos θ).
Proof. By a direct calculation, tx(t, θ) = nx(t, θ) × sx(t, θ) = (b(t),−a(t) cos θ,−a(t) sin θ).
Since
xt(t, θ) = (−β(t)b(t), β(t)a(t) cos θ, β(t)a(t) sin θ) = −β(t)tx(t, θ),
xθ(t, θ) = (0,−z(t) sin θ, z(t) cos θ) = −z(t)sx(t, θ),
nxt (t, θ) = (ℓ(t)b(t),−ℓ(t)a(t) cos θ,−ℓ(t)a(t) sin θ) = ℓ(t)tx(t, θ),
nxθ(t, θ) = (0, b(t) sin θ,−b(t) cos θ) = b(t)sx(t, θ),
sxt (t, θ) = 0,
sxθ(t, θ) = (0, cos θ, sin θ) = −b(t)nx(t, θ)− a(t)tx(t, θ),
txt (t, θ) = (ℓ(t)a(t), ℓ(t)b(t) cos θ, ℓ(t)b(t) sin θ) = −ℓ(t)nx(t, θ),
txθ(t, θ) = (0, b(t) sin θ, b(t) cos θ) = a(t)s
x(t, θ),
we have basic invariants (Gx,Fx1 ,Fx2 ). ✷
By a direct calculation, we have
JxF (t, θ) = −β(t)z(t), KxF (t, θ) = −b(t)ℓ(t), HxF (t, θ) = −
1
2
(z(t)ℓ(t) + β(t)b(t)),
det
(
a1 g1
a2 g2
)
(t, θ) = 0, det
(
b1 g1
b2 g2
)
(t, θ) = β(t)a(t), det
(
e1 g1
e2 g2
)
(t, θ) = 0,
det
(
f1 g1
f2 g2
)
(t, θ) = −ℓ(t)a(t), det
(
a1 e1
a2 e2
)
(t, θ) = 0.
Next, we consider the surface of revolution around z-axis. We denote the surface of revolu-
tion of γ around z-axis by z : I × [0, 2π)→ R3,
z(t, θ) = (x(t) cos θ, x(t) sin θ, z(t)).
Then the surface of revolution around z-axis of the frontal is also a framed base surface. By
the similar calculation in Proposition 3.1, we have the following result.
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Proposition 3.2 Under the above notation, (z,nz, sz) : I × [0, 2π) → R3 × ∆ is a framed
surface with basic invariants,
Gz =
(
0 −β(t)
−x(t) 0
)
,F z1 =
 0 0 −ℓ(t)0 0 0
ℓ(t) 0 0
 ,F z2 =
 0 −a(t) 0a(t) 0 b(t)
0 −b(t) 0
 , (3.3)
where nz(t, θ) = (a(t) cos θ, a(t) sin θ, b(t)), sz(t, θ) = (sin θ,− cos θ, 0).
By a direct calculation, we have
JzF (t, θ) = −β(t)x(t), KzF (t, θ) = −a(t)ℓ(t), HzF (t, θ) =
1
2
(x(t)ℓ(t) + β(t)a(t)),
det
(
a1 g1
a2 g2
)
(t, θ) = 0, det
(
b1 g1
b2 g2
)
(t, θ) = −β(t)b(t), det
(
e1 g1
e2 g2
)
(t, θ) = 0,
det
(
f1 g1
f2 g2
)
(t, θ) = −ℓ(t)b(t), det
(
a1 e1
a2 e2
)
(t, θ) = 0.
Proposition 3.3 Under the above notation, we have the following.
(1) The surfaces of revolution x and z are frontals if and only if γ is a frontal.
(2) The surface of revolution x or z is a front if and only if γ is a front.
Proof. (1) If x and z are frontals, then there exists a point (t, θ) such that CxF (t, θ) = 0 and
CzF (t, θ) = 0 by Proposition 2.9. Since K
x
F (t, θ) = K
z
F (t, θ) = 0, we have ℓ(t) = 0. Moreover,
since HxF (t, θ) = H
z
F (t, θ) = 0, we have β(t) = 0. It follows that γ is a frontal.
Conversely, let γ be a frontal. If t is a singular point of (γ, ν), then ℓ(t) = β(t) = 0. By a
direct calculation, we have CxF (t, θ) = 0 and C
z
F (t, θ) = 0. Therefore, x and z are frontals.
(2) By (1), we have the result. ✷
Proposition 3.4 (x,nx, sx) and (z,nz, sz) are congruent as framed surfaces if and only if the
Legendre curve (γ, ν) : I → R2 × S1 is given by
γ(t) =
(
±
∫
1√
2
β(t)dt,±
∫
1√
2
β(t)dt
)
, ν(t) =
(
± 1√
2
,∓ 1√
2
)
.
Proof. By Theorem 2.6, (x,nx, sx) and (z,nz, sz) are congruent as framed surface if and
only if (Gx,Fx1 ,Fx2 )(t, θ) = (Gz,F z1 ,F2)(t, θ) for all (t, θ) ∈ I × [0, 2π). It follows that z(t) =
x(t), ℓ(t) = 0, a(t) = −b(t) for all t ∈ I. Since ℓ(t) = 0, a(t) and b(t) are constants. By
a2(t)+b2(t) = 1, we have ν(t) = (±1/√2,∓1/√2). Moreover, x˙(t) = −β(t)b(t), z˙(t) = β(t)a(t),
we have γ(t) = (x(t), z(t)) by integration. ✷
Theorem 3.5 Suppose that (Gx,Fx1 ,Fx2 ) and (Gz,F z1 ,F z2 ) are given by the forms of (3.2) and
of (3.3) with x˙(t) = −β(t)b(t), y˙(t) = β(t)a(t), a˙(t) = −ℓ(t)b(t), b˙(t) = ℓ(t)a(t), a2(t)+b2(t) = 1.
Then there exists a unique Legendre curve (γ, ν) : I → R2 × S1 with the curvature (ℓ, β) such
that basic invariants of surfaces of revolution around x-axis and z-axis are (Gx,Fx1 ,Fx2 ) and
(Gz,F z1 ,F z2 ), respectively.
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Proof. By the forms of (3.2) and of (3.3), we define (γ, ν) : I → R2 × S1 by γ(t) = (x(t), z(t))
and ν(t) = (a(t), b(t)). Then (γ, ν) is a Legendre curve with the curvature (ℓ, β). Moreover,
basic invariants of the surfaces of x-axis revolution (x,nx, sx) and z-axis revolution (z,nz, sz)
of the Legendre curve (γ, ν) are (Gx,Fx1 ,Fx2 ) and (Gz,F z1 ,F z2 ), respectively. ✷
We now concentrate on the case of surfaces of revolution around z-axis. Let (γ, ν) : I →
R
2 × S1 be a Legendre curve with the curvature (ℓ, β). We denote γ(t) = (x(t), z(t)) and
ν(t) = (a(t), b(t)).
The mapping f : U → R3 is a cone if f is given by f(u, v) = (u cos v, u sin v, u).
Proposition 3.6 If x(t0) = 0, β(t0) 6= 0, a(t0) 6= 0 and b(t0) 6= 0, then the surface of revolution
z : I × [0, 2π)→ R3 at (t0, θ0) ∈ I × [0, 2π) is diffeomorphic to the cone at (0, θ0).
Proof. By the assumption, we have x˙(t0) 6= 0 and z˙(t0) 6= 0. The surface of revolution z :
I × [0, 2π)→ R3 is given by z(t, θ) = (x(t) cos θ, x(t) sin θ, z(t)). By using the diffeomorphisms
of the source (t, θ) 7→ (x(t), θ) and the target (X, Y, Z) 7→ (X, Y, z(Z)), then z(t, θ) at (t0, θ0)
is diffeomorphic to the cone (t, θ) 7→ (t cos θ, t sin θ, t) at (0, θ0). ✷
For more general cases see Theorem 3.23.
Proposition 3.7 If KzF (t, θ) = 0 for all (t, θ) ∈ I × [0, 2π), then γ is a part of a line.
Proof. If KzF (t, θ) = 0 for all (t, θ) ∈ I × [0, 2π), then −a(t)ℓ(t) = 0 for all t ∈ I. By
differentiating, we have b(t)ℓ2(t)+a(t)ℓ˙(t) = 0. If ℓ(t0) 6= 0 at a point t0 ∈ I, then a(t) = 0 and
b(t) = 0 around t0. This is a contradict the fact that (a(t), b(t)) ∈ S1. It follows that ℓ(t) = 0
for all t ∈ I. This is equivalent to a(t) and b(t) are constants. Hence, γ is a part of a line. ✷
By Proposition 3.7, the surfaces of revolution of a frontal satisfying KzF (t, θ) = 0 for all
(t, θ) ∈ I × [0, 2π) are given by a part of a cone, a cylinder, a plane, a line, a circle or a point.
We consider general cases. We denote J(t) = JzF (t, θ), K(t) = K
z
F (t, θ) and H(t) = H
z
F (t, θ).
Theorem 3.8 Let (γ, ν) : (I, t0)→ R2×S1 be a Legendre curve of the form γ(t) = (x(t), z(t))
and ν(t) = (cosϕ(t), sinϕ(t)) with the curvature (ϕ˙, β).
(1) Suppose that β is a real analytic around t0 and there exists a function α : (I, t0) → R
such that K(t) = α(t)J(t) and α(t)β2(t)(t − t0)2 is a real analytic around t0. Then x(t) is a
solution of
β(t)x¨(t)− β˙(t)x˙(t) + α(t)β3(t)x(t) = 0 (3.4)
around t0,
z(t) = ±
∫
β(t)
(
1−
(∫
α(t)β(t)x(t)dt
)2) 12
dt
and
cosϕ(t) = ±
(
1−
(∫
α(t)β(t)x(t)dt
)2) 12
, sinϕ(t) =
∫
α(t)β(t)x(t)dt.
(2) Suppose that x(t0) > 0 and given smooth functions J and K : (I, t0) → R. Then (γ, ν)
is given by
x(t) =
(
−2
∫
J(t)
(∫
K(t)dt
)
dt
) 1
2
, z(t) = ∓
∫
J(t)
x(t)
(
1−
(∫
K(t)dt
)2) 12
dt
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and
cosϕ(t) = ±
(
1−
(∫
K(t)dt
)2) 12
, sinϕ(t) = −
∫
K(t)dt.
Proof. (1) Since K(t) = α(t)J(t), we have ϕ˙(t) cosϕ(t) = α(t)β(t)x(t). By (3.1), x˙(t) =
−β(t) sinϕ(t). It follows that x¨(t) = −β˙(t) sinϕ(t) − α(t)β2(t)x(t) and β(t)x¨(t) = β˙(t)x˙(t) −
α(t)β3(t)x(t). Then x(t) is satisfied a second order ordinary linear differential equation of
(3.4). By the assumption, t0 is a regular singularity of (3.4). Then there exists a solution
of x(t) around t0 by using the method of Frobenius (cf. [23]). Moreover, (d/dt)(sinϕ(t)) =
ϕ˙(t) cosϕ(t) = α(t)β(t)x(t), we have
cosϕ(t) = ±
(
1−
(∫
α(t)β(t)x(t)dt
)2) 12
, sinϕ(t) =
∫
α(t)β(t)x(t)dt.
Since z˙(t) = β(t) cosϕ(t), we have
z(t) =
∫
β(t) cosϕ(t)dt = ±
∫
β(t)
(
1−
(∫
α(t)β(t)x(t)dt
)2) 12
dt.
(2) We have J(t) = −β(t)x(t) andK(t) = −ϕ˙(t) cosϕ(t). By (d/dt)(sinϕ(t)) = ϕ˙(t) cosϕ(t) =
−K(t), we have
cosϕ(t) = ±
(
1−
(∫
K(t)dt
)2) 12
, sinϕ(t) = −
∫
K(t)dt.
By the Frenet type formula (3.1), x˙(t) = −β(t) sinϕ(t). It follows that
d
dt
x2(t) = 2x(t)x˙(t) = −2β(t)x(t) sinϕ(t) = −2J(t)
∫
K(t)dt.
Then
x2(t) = −2
∫
J(t)
(∫
K(t)dt
)
dt.
Since x(t0) > 0, we have x(t) around t0. Further, by z˙(t) = β(t) cosϕ(t) = −(J(t)/x(t)) cosϕ(t),
we have
z(t) = ∓
∫
J(t)
x(t)
(
1−
(∫
K(t)dt
)2) 12
dt.
✷
By the similar calculation in [16, 19], we have the following result for H .
Theorem 3.9 Let (γ, ν) : (I, t0)→ R2×S1 be a Legendre curve of the form γ(t) = (x(t), z(t))
and ν(t) = (cosϕ(t), sinϕ(t)) with the curvature (ϕ˙, β). Suppose that x(t0) > 0, we give β and
there exists a smooth function α : (I, t0) → R such that H(t) = α(t)J(t). Then (γ, ν) is given
by
x(t) = (F (t)2 +G(t)2)
1
2 , z(t) =
∫
β(t)
x(t)
(F (t) sin η(t)−G(t) cos η(t)) dt (3.5)
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and
cosϕ(t) =
F (t) sin η(t)−G(t) cos η(t)
x(t)
, sinϕ(t) =
F (t) cos η(t) +G(t) sin η(t)
x(t)
,
where
F (t) = −
∫
β(t) cos η(t)dt, G(t) = −
∫
β(t) sin η(t)dt, η(t) = 2
∫
α(t)β(t)dt.
Proof. Since H(t) = α(t)J(t), we have ϕ˙(t)x(t) + β(t) cosϕ(t) = −2α(t)β(t)x(t). It follows
that
ϕ˙(t) cosϕ(t)x(t) + β(t) cosϕ2(t) = −2α(t)β(t)x(t) cosϕ(t),
ϕ˙(t) sinϕ(t)x(t) + β(t) cosϕ(t) sinϕ(t) = −2α(t)β(t)x(t) sinϕ(t).
We define X(t) = x(t) sinϕ(t) + ix(t) cosϕ(t), where i is the imaginary unit. Then
X˙(t) = ϕ˙(t)x(t) cosϕ(t)− β(t)(1− cos2 ϕ(t))− i(ϕ˙(t)x(t) + β(t) sinϕ(t)).
By a direct calculation, we have X˙(t) − 2iα(t)β(t)X(t) = −β(t). A solution of the first order
ordinary linear differential equation is given by X(t) = (F (t)−iG(t))(cos η(t)+i sin η(t)), where
F (t) = −
∫
β(t) cos η(t)dt, G(t) = −
∫
β(t) sin η(t)dt, η(t) = 2
∫
α(t)β(t)dt.
It follows that
x(t) cosϕ(t) = F (t) sin η(t)−G(t) cos η(t),
x(t) sinϕ(t) = F (t) cos η(t) +G(t) sin η(t).
Then we have x2(t) = F (t)2+G(t)2. Since x(t0) > 0, we have x(t) = (F (t)
2+G(t)2)
1
2 , sinϕ(t)
and cosϕ(t) around t0. Moreover, by z˙(t) = β(t) cosϕ(t), we have
z(t) =
∫
β(t)
x(t)
(F (t) sin η(t)−G(t) cos η(t)) dt.
✷
Remark 3.10 Let (γ, ν) be a Legendre curve constructed by Theorem 3.9. Then the curvature
(ϕ˙, β) of (γ, ν) is calculated as
(ϕ˙(t), β(t)) = (−β(t)X(t), β(t))
(
X(t) =
F (t) sin η(t)−G(t) cos η(t)
F (t)2 +G(t)2
+ 2α(t)
)
. (3.6)
Thus the curvature (ϕ˙(t), β(t)) as in (3.6) vanishes at a singular point t0 of γ. This implies that
the curve γ constructed by (3.5) is a frontal, but not a front at t0 because (ϕ˙(t0), β(t0)) 6= (0, 0)
when (γ, ν) is a Legendre immersion (see [8]). Therefore the surface of revolution z of γ is a
frontal but not a front by Proposition 3.3. For the case of γ being a front, see [19].
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Theorem 3.11 Let (γ, ν) : (I, t0)→ R2×S1 be a Legendre curve of the form γ(t) = (x(t), z(t))
and ν(t) = (cosϕ(t), sinϕ(t)) with the curvature (ϕ˙, β).
(1) Suppose that x(t0) > 0 and given a smooth function J : (I, t0)→ R. Then γ is given by
x(t) =
(
2
∫
J(t) sinϕ(t)dt
) 1
2
, z(t) = −
∫
J(t)
x(t)
cosϕ(t)dt.
(2) Suppose that cosϕ(t0) 6= 0 and given a smooth function H : (I, t0) → R. Then γ is
given by
x(t) =
1
cosϕ(t)
(
−
∫
2H(t) sinϕ(t)dt
)
, z(t) =
∫
(2H(t)− ϕ˙(t)x(t)) dt.
Proof. (1) By the assumption, we have J(t) = −β(t)x(t). Since the differential x˙(t) of x(t) by
t is x˙(t) = −β(t) sinϕ(t), we have
d
dt
x2(t) = 2x(t)x˙(t) = −2x(t)β(t) sinϕ(t) = 2J(t) sinϕ(t).
Hence,
x2(t) = 2
∫
J(t) sinϕ(t)dt.
By x(t0) > 0, we have
x(t) =
(
2
∫ t
t0
J(t) sinϕ(t)dt
) 1
2
.
Since z˙(t) = β(t) cosϕ(t) and β(t) = −J(t)/x(t), we have
z(t) = −
∫
J(t)
x(t)
cosϕ(t)dt.
(2) By the assumption, we have H(t) = (1/2)(ϕ˙(t)x(t) + β(t) cosϕ(t)). Since x˙(t) =
−β(t) sinϕ(t), we have
(cosϕ(t))x˙(t) = −β(t) cosϕ(t) sinϕ(t) = (ϕ˙(t) sinϕ(t))x(t)− 2H(t) sinϕ(t).
By cosϕ(t0) 6= 0, a solution of the first order ordinary linear differential equation (cosϕ(t))x˙(t)−
(ϕ˙(t) sinϕ(t))x(t) = −2H(t) sinϕ(t) is given by
x(t) =
1
cosϕ(t)
(
−
∫
2H(t) sinϕ(t)dt
)
.
Since z˙(t) = β(t) cosϕ(t) and β(t) = (2H(t)− ϕ˙(t)x(t))/ cosϕ(t), we have
z(t) =
∫
(2H(t)− ϕ˙(t)x(t)) dt.
✷
We have already known that the surface of revolution of a parallel curve of a Legendre curve
is a parallel surface of the surface of revolution of the frontal (cf. [11]).
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Proposition 3.12 Let (γ, ν) : I → R2 × S1 be a Legendre curve. The parallel surface zλ :
I×[0, 2π)→ R3 of the surface of revolution of the frontal γ : I → R2 is the surface of revolution
of a parallel curve γλ : I → R2 of the Legendre curve (γ, ν).
Proof. By definition, the parallel surface of (z,nz, sz) : I × [0, 2π) → R3 × ∆ is given by
zλ : I × [0, 2π)→ R3,
zλ(t, θ) = z(t, θ) + λnz(t, θ) = ((x(t) + λa(t)) cos θ, (x(t) + λa(t)) sin θ, z(t) + λa(t)).
On the other hand, the parallel curve of the Legendre curve (γ, ν) : I → R2 × S1 is given
by γλ : I → R2, γλ(t) = γ(t) + λν(t) = (x(t) + λa(t), z(t) + λb(t)). It follows that the surface
of revolution of the parallel curve γλ is given by zλ : I × [0, 2π)→ R3. ✷
Let (γ, ν) : I → R2 × S1 be a Legendre curve and (z,nz, sz) : I × [0, 2π) → R3 × ∆ be
the surface of revolution. We consider the evolute Ev(z) of the surface of revolution z of the
frontal γ. In the following, we denote by Evz the evolute of z instead of Ev(z).
Proposition 3.13 Let (γ, ν) : I → R2 × S1 be a Legendre curve with the curvature (ℓ, β).
(1) Suppose that KzF (t, θ) 6= 0 for all (t, θ) ∈ I× [0, 2π). One of the evolute of the surface of
revolution of the front is the surface of revolution of the evolute of the front. The other evolute
of the surface of revolution of the front is given by Evz(t, θ) = (0, 0, z(t)− x(t)b(t)/a(t)).
(2) Suppose that ℓ(t) 6= 0 for all t ∈ I. At least an evolute of the surface of revolution of
the front is the surface of revolution of the evolute of the front.
(3) Suppose that a(t) 6= 0 for all t ∈ I. At least an evolute of the surface of revolution of
the front is given by Evz(t, θ) = (0, 0, z(t)− x(t)b(t)/a(t)).
Proof. (1) Since KzF (t, θ) = −a(t)ℓ(t) 6= 0, we have a(t) 6= 0 and ℓ(t) 6= 0 for all t ∈ I. Since
KzF (t, θ)λ
2 − 2HzF (t, θ)λ+ JzF (t, θ) = −a(t)ℓ(t)λ2 − (x(t)ℓ(t) + β(t)a(t))λ− x(t)β(t)
= −(a(t)λ + x(t))(ℓ(t)λ+ β(t)),
the solutions of the equation KzF (t, θ)λ
2−2HzF (t, θ)λ+JzF (t, θ) = 0 are given by λ = −β(t)/ℓ(t)
and λ = −x(t)/a(t). Therefore, one of the evolute is given by
Evz(t, θ) = z(t, θ)− β(t)
ℓ(t)
nz(t, θ)
= ((x(t) cos θ, x(t) sin θ, z(t))− β(t)
ℓ(t)
(a(t) cos θ, a(t) sin θ, b(t))
=
((
x(t)− β(t)
ℓ(t)
a(t)
)
cos θ,
(
x(t)− β(t)
ℓ(t)
a(t)
)
sin θ, z(t)− β(t)
ℓ(t)
b(t)
)
.
Hence it is the surface of revolution of the evolute Ev(γ)(t) = γ(t)− (β(t)/ℓ(t))ν(t).
The other evolute is given by
Evz(t, θ) = z(t, θ)− x(t)
a(t)
nz(t, θ)
= ((x(t) cos θ, x(t) sin θ, z(t))− x(t)
a(t)
(a(t) cos θ, a(t) sin θ, b(t))
=
(
0, 0, z(t)− x(t)
a(t)
b(t)
)
.
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(2) Suppose that ℓ(t) 6= 0 for all t ∈ I. Then we have at least a solution λ = −β(t)/ℓ(t)
of the equation KzF (t, θ)λ
2 − 2HzF (t, θ)λ + JzF (t, θ) = 0. Therefore, by the same calculation of
(1), at least an evolute of the surface of revolution of the front is the surface of revolution of
evolute of the front.
(3) By the same argument as in (2), we have the result. ✷
Remark 3.14 If ℓ(t) = 0, a(t) 6= 0 and β(t) 6= 0 for all t ∈ I, then we have the evolute,
see Remark 2.10 and Proposition 3.13 (3). Moreover, even if β(t) = 0 for isolated points, we
also define an evolute of the surface of revolution of the frontal as the same by the continuous
property.
We consider classification problems. We use notations x0 = x(t0), z0 = z(t0) and z0 =
z(t0, θ0) = (x0 cos θ0, x0 sin θ0, z0) for smooth curve γ = (x, z) : (I, t0) → (R2, (x0, z0)) and its
surface of revolution z around z-axis, respectively. We also use a notation γ0 = γ(t0) = (x0, z0).
First we consider the case of x0 > 0.
Theorem 3.15 Let γ : (I, t0)→ (R2, (x0, z0)) and γ˜ : (I˜ , t˜0)→ (R2, (x˜0, z˜0)) be smooth curves
with x0, x˜0 > 0, let z : (I × [0, 2π), (t0, θ0))→ (R2 \ {0}×R, z0) and z˜ : (I˜ × [0, 2π), (t˜0, θ0))→
(R2 \ {0} × R, z˜0) be surfaces of revolution of the frontals around z-axis, respectively.
(1) If there exist diffeomorphism germs φ : (I, t0) → (I˜ , t˜0) and ψ : (R2, γ0) → (R2, γ˜0),
ψ(X,Z) = (ψ1(X,Z), ψ2(X,Z)) such that ψ ◦ γ = γ˜ ◦ φ, then there exist diffeomorphism
germs Φ : (I × [0, 2π), (t0, θ0)) → (I˜ × [0, 2π), (t˜0, θ0)) of the form Φ(t, θ) = (φ(t), θ) and
Ψ : (R2 \ {0} × R, z0)→ (R2 \ {0} × R, z˜0) of the form
Ψ(X, Y, Z) =
(
Xψ1(
√
X2 + Y 2, Z)√
X2 + Y 2
,
Y ψ1(
√
X2 + Y 2, Z)√
X2 + Y 2
, ψ2(
√
X2 + Y 2, Z)
)
such that Ψ ◦ z = z˜ ◦ Φ.
(2) If there exist diffeomorphism germs Φ : (I × [0, 2π), (t0, θ0)) → (I˜ × [0, 2π), (t˜0, θ0)) of
the form Φ(t, θ) = (φ(t), θ) and Ψ : (R2 \ {0} × R, z0) → (R2 \ {0} × R, z˜0), Ψ(X, Y, Z) =
(Ψ1(X, Y, Z),Ψ2(X, Y, Z),Ψ3(X, Y, Z)) such that Ψ ◦ z = z˜ ◦ Φ, then there exists a diffeomor-
phism germ ψ : (R2, γ0)→ (R2, γ˜0), ψ(X,Z) = (ψ1(X,Z), ψ2(X,Z)) of the form
ψ1(X,Z) = Ψ1(X cos θ0, X sin θ0, Z) cos θ0 +Ψ2(X cos θ0, X sin θ0, Z) sin θ0,
ψ2(X,Z) = Ψ3(X cos θ0, X sin θ0, Z)
such that ψ ◦ γ = γ˜ ◦ φ
Proof. (1) Since φ is a diffeomorphism germ, Φ is a diffeomorphism germ. We show that
Ψ(X, Y, Z) = (Ψ1(X, Y, Z),Ψ2(X, Y, Z),Ψ3(X, Y, Z)) is a diffeomorphism germ. By a direct
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calculation, we have
Ψ1X(z0) =
ψ1(x0, z0) sin
2 θ0 + x0ψ1X(x0, z0) cos
2 θ0
x0
,
Ψ1Y (z0) =
(x0ψ1X(x0, z0)− ψ1(x0, z0)) cos θ0 sin θ0
x0
,
Ψ1Z(z0) = ψ1Z(x0, z0) cos θ0,
Ψ2X(z0) =
(x0ψ1X(x0, z0)− ψ1(x0, z0)) cos θ0 sin θ0
x0
,
Ψ2Y (z0) =
ψ1(x0, z0) cos
2 θ0 + x0ψ1X(x0, z0) sin
2 θ0
x0
,
Ψ2Z(z0) = ψ1Z(x0, z0) sin θ0,
Ψ3X(z0) = ψ2X(x0, z0) cos θ0,
Ψ3Y (z0) = ψ2X(x0, z0) sin θ0,
Ψ3Z(z0) = ψ2Z(x0, z0).
Then we can show that the determinant of the Jacobi matrix of Ψ at z0 is non-zero. Hence Ψ
is a diffeomorphism germ. By the assumption, we have
(x˜(φ(t)), z˜(φ(t))) = (ψ1(x(t), z(t)), ψ2(x(t), z(t))).
It follows that
Ψ ◦ z(t, θ) = Ψ(x(t) cos θ, x(t) sin θ, z(t))
= (ψ1(x(t), z(t)) cos θ, ψ1(x(t), z(t)) sin θ, ψ2(x(t), z(t)))
= (x˜(φ(t)) cos θ, x˜(φ(t)) sin θ, z˜(φ(t)))
= z˜ ◦ Φ(t, θ).
(2) Since Φ is a diffeomorphism germ, φ is a diffeomorphism germ. We show that ψ(X,Z) =
(ψ1(X,Z), ψ2(X,Z)) is a diffeomorphism germ. By a direct calculation, we have
ψ1X(x0, z0) = Ψ1X(z0) cos
2 θ0 +Ψ1Y (z0) cos θ0 sin θ0
+Ψ2X(z0) cos θ0 sin θ0 +Ψ2Y (z0) sin
2 θ0,
ψ1Z(x0, z0) = Ψ1Z(z0) cos θ0 +Ψ2Z(z0) sin θ0,
ψ2X(x0, z0) = Ψ3X(z0) cos θ0 +Ψ3Y (z0) sin θ0,
ψ2Z(x0, z0) = Ψ3Z(z0).
Since Ψ ◦ z = z˜ ◦ Φ, we have
x˜(φ(t)) cos θ = Ψ1(x(t) cos θ, x(t) sin θ, z(t)),
x˜(φ(t)) sin θ = Ψ2(x(t) cos θ, x(t) sin θ, z(t)),
z˜(φ(t)) = Ψ3(x(t) cos θ, x(t) sin θ, z(t))
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for all (t, θ). By differentiating with respect to θ, we have
−x˜(φ(t)) sin θ = Ψ1X(x(t) cos θ, x(t) sin θ, z(t))(−x(t) sin θ)
+ Ψ1Y (x(t) cos θ, x(t) sin θ, z(t))x(t) cos θ
= −Ψ2(x(t) cos θ, x(t) sin θ, z(t)),
x˜(φ(t)) cos θ = Ψ2X(x(t) cos θ, x(t) sin θ, z(t))(−x(t) sin θ)
+ Ψ2Y (x(t) cos θ, x(t) sin θ, z(t))x(t) cos θ
= Ψ1(x(t) cos θ, x(t) sin θ, z(t)),
0 = Ψ3X(x(t) cos θ, x(t) sin θ, z(t))(−x(t) sin θ)
+ Ψ3Y (x(t) cos θ, x(t) sin θ, z(t))x(t) cos θ.
By using the above, we can show that the determinant of the Jacobi matrix of ψ at γ0 = (x0, z0)
is non-zero. Hence ψ is a diffeomorphism germ. Moreover,
ψ ◦ γ(t) = (ψ1(x(t), z(t)), ψ2(x(t), z(t)))
= (Ψ1(x(t) cos θ0, x(t) sin θ0, z(t)) cos θ0
+Ψ2(x(t) cos θ0, x(t) sin θ0, z(t)) sin θ0,Ψ3(x(t) cos θ0, x(t) sin θ0, z(t)))
= (x˜(φ(t)) cos2 θ0 + x˜(φ(t)) sin
2 θ0, z˜(φ(t)))
= γ˜ ◦ φ(t).
This completes the proof of Theorem 3.15. ✷
To characterize singularities of surfaces of revolution applying Theorem 3.15, we give some
definitions (cf. [15]).
Definition 3.16 (1) Let f and g : (Rm, 0) → (Rn, 0) be smooth map-germs. Then f is A-
equivalent to g if there exist diffeomorphism germs φ : (Rm, 0) → (Rm, 0) and Φ : (Rn, 0) →
(Rn, 0) such that g = Φ◦f ◦φ−1 holds. If the diffeomorphism germ Φ (respectively, φ) appeared
in above is the identity map, we say that f is R-equivalent (respectively, L-equivalent) to g.
(2) Let γ : (I, t0) → (R2, 0) be a smooth curve. We say that γ at t0 is a j/i-cusp, where
(i, j) = (2, 3), (2, 5), (3, 4), (3, 5) if γ is A-equivalent to the germ t 7→ (ti, tj) at the origin.
(3) Let f : (R2, 0) → (R3, 0) be a smooth map. We say that f at 0 is a j/i-cuspidal edge,
where (i, j) = (2, 3), (2, 5), (3, 4), (3, 5) if f is A-equivalent to the germ (u, v) 7→ (u, vi, vj) at
the origin.
We note that curves with j/i-cusps are frontal (curves). Moreover, surfaces with j/i-cuspidal
edges are not only frontal (surfaces), but also framed base surfaces (see [8, 9, 10]). In particular,
3/2-cusps and 4/3-cusps (respectively, 3/2-cuspidal edges and 4/3-cuspidal edges) are front
singularities. As a corollary of Theorem 3.15, we have the following.
Corollary 3.17 Let γ = (x, z) : (I, t0) → (R2, (x0, z0)) be a smooth curve with x0 > 0. Then
γ at t0 is a j/i-cusp if and only if the surface of revolution z(t, θ) of γ around the z-axis at
(t0, θ0) is a j/i-cuspidal edge for any θ0.
For curves with j/i-cusps, the following criteria are known (cf. [4, 21]).
Proposition 3.18 Let γ : I → R2 be a smooth curve and t0 ∈ I a singular point of γ, namely,
γ˙(t0) = 0. Then the following assertions hold.
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(1) γ has a 3/2-cusp at t0 if and only if det(γ¨,
...
γ )(t0) 6= 0.
(2) γ has a 5/2-cusp at t0 if and only if γ¨(t0) 6= 0,
...
γ (t0) = Cγ¨(t0) for some constant C ∈ R
and det(γ¨, 3γ(5) − 10Cγ(4))(t0) 6= 0.
(3) γ has a 4/3-cusp at t0 if and only if γ¨(t0) = 0 and det(
...
γ , γ(4))(t0) 6= 0.
(4) γ has a 5/3-cusp at t0 if and only if γ¨(t0) = 0, det(
...
γ , γ(4))(t0) = 0 and det(
...
γ , γ(5))(t0) 6=
0.
Using Proposition 3.18, we show the following.
Theorem 3.19 Let (γ, ν) : (I, t0)→ R2×S1 be a Legendre curve of the form γ(t) = (x(t), z(t)),
ν(t) = (cosϕ(t), sinϕ(t)) with the curvature (ϕ˙, β). Assume that β(t0) = 0. Then we have the
following.
(1) γ is a 3/2-cusp at t0 if and only if β˙(t0)ϕ˙(t0) 6= 0.
(2) γ is a 5/2-cusp at t0 if and only if β˙(t0) 6= 0, ϕ˙(t0) = 0 and β¨(t0)ϕ¨(t0)− β˙(t0)
...
ϕ(t0) 6= 0.
(3) γ is a 4/3-cusp at t0 if and only if β˙(t0) = 0 and β¨(t0)ϕ˙(t0) 6= 0.
(4) γ is a 5/3-cusp at t0 if and only if β˙(t0) = ϕ˙(t0) = 0 and β¨(t0)ϕ¨(t0) 6= 0.
Proof. By the Frenet type formula (2.1), we have γ˙(t) = β(t)µ(t), ν˙(t) = ϕ˙(t)µ(t) and
µ˙(t) = −ϕ˙(t)ν(t), where µ(t) = (− sinϕ(t), cosϕ(t)). We consider differentials of γ(t). By
direct calculations, we see that
γ¨(t) = β˙(t)µ(t)− β(t)ϕ˙(t)ν(t),
...
γ (t) = (β¨(t)− β(t)(ϕ˙)2(t)µ(t)− (2β˙(t)ϕ˙(t) + β(t)ϕ¨(t))ν(t),
γ(4)(t) = (
...
β (t)− 3β˙(t)(ϕ˙)2(t)− 3β(t)ϕ˙(t)ϕ¨(t))µ(t)
− (3β¨(t)ϕ˙(t) + 3β˙(t)ϕ¨(t) + β(t)...ϕ(t)− β(t)(ϕ˙)3(t)ν(t).
Since β(t0) = 0, we have det(γ¨,
...
γ )(t0) = 2(β˙)
2(t0)ϕ˙(t0). Thus the assertion (1) holds by
Proposition 3.18 (1).
We show (3) by using Proposition 3.18 (3). The condition for γ¨(t0) = 0 is β˙(t0) = 0.
In this case,
...
γ (t0) = β¨(t0)µ(t0), and hence
...
γ (t0) 6= 0 if and only if β¨(t0) 6= 0. Moreover,
det(
...
γ , γ(4))(t0) = 3(β¨)
2(t0)ϕ˙(t0) holds. Thus we have (3).
We next consider (2). Since γ¨(t0) 6= 0, we note that β˙(t0) 6= 0 holds. Two vectors γ¨(t0) and...
γ (t0) are parallel if and only if det(γ¨,
...
γ )(t0) = 0. This is equivalent to ϕ˙(t0) = 0, and hence we
see that
...
γ (t0) = Cγ¨(t0), where C = β¨(t0)/β˙(t0). Further, γ
(4)(t0) and γ
(5)(t0) are calculated as
γ(4)(t0) =
...
β (t0)µ(t0)− 3β˙(t0)ϕ¨(t0)ν(t0),
γ(5)(t0) = β
(4)(t0)µ(t0)− (6β¨(t0)ϕ¨(t0) + 4β˙(t0)
...
ϕ(t0))ν(t0).
Thus
det
(
γ¨, 3γ(5) − 10Cγ(4)) (t0) = −12β˙(t0)(β¨(t0)ϕ¨(t0)− β˙(t0)...ϕ(t0))
holds. By Proposition 3.18 (2), we see that the assertion (2) holds.
Finally we show (4). Since γ¨(t0) = det(
...
γ , γ(4))(t0) = 0 and
...
γ (t0) 6= 0, we see that β˙(t0) =
ϕ˙(t0) = 0 and β¨(t0) 6= 0. Under these conditions, γ(5)(t0) is given by
γ(5)(t0) = β
(4)(t0)µ(t0)− 6β¨(t0)ϕ¨(t0)ν(t0).
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Hence we have
det(
...
γ , γ(5))(t0) = 6(β¨)
2(t0)ϕ¨(t0).
Thus we have the assertion by Proposition 3.18 (4). ✷
If we use the notation for a Legendre curve (γ, ν) with the curvature (ℓ, β), assertions in
Theorem 3.19 also hold by replacing ϕ˙ with ℓ.
Let f : (I, t0)→ R be a function germ and k be a non-negative integer. Then f has a zero
of order (k + 1) at t0 if
f(t0) = f˙(t0) = f¨(t0) = · · · = f (k)(t0) = 0, f (k+1)(t0) 6= 0, (3.7)
where f˙ = df/dt and f (n) = dnf/dtn for a positive integer n. In this case, we write ord(f)(t0) =
k + 1. For a Legendre curve (γ, ν) with the curvature (ϕ˙, β), we remark that β satisfies
ord(β)(t0) ≥ 1 at a singular point t0 of γ since β(t0) = 0.
We now use notations ν(t) = (a(t), b(t)) for the unit normal and (ℓ(t), β(t)) for the curvature
instead of ν(t) = (cosϕ(t), sinϕ(t)) and (ϕ˙(t), β(t)), respectively.
Proposition 3.20 Let (γ, ν) : I → R2×S1, γ(t) = (x(t), z(t)), ν(t) = (a(t), b(t)) be a Legendre
curve which is given by (1) in Theorem 3.8. Suppose that x(t0) 6= 0 and α(t0) 6= 0 at a singular
point t0 of γ. Then we have the following.
(1) If a(t0) 6= 0, then γ is a frontal but not a front at t0.
(2) Suppose that ord(a)(t0) = m+ 1 and ord(β)(t0) = n+ 1. Then γ is a front at t0 if and
only if ord(a)(t0) = ord(β)(t0).
Proof. Without loss of generality, we may assume that t0 = 0. By the proof of (1) in Theorem
3.8, the function ℓ(t) satisfies
ℓ(t)a(t) = α(t)β(t)x(t).
If a(0) 6= 0, the function ℓ can be given as
ℓ(t) =
α(t)β(t)x(t)
a(t)
around 0. Since β(0) = 0, we have (ℓ(0), β(0)) = (0, 0). Hence, γ is a frontal but not a front at
t = 0. Thus the assertion (1) holds.
We show the assertion (2). We now assume that ord(a)(0) = m+ 1 and ord(β)(0) = n+ 1.
Then by the division lemma, there exist smooth functions aˆ(t) and βˆ(t) around t = 0 such that
a(t) = tm+1aˆ(t) and β(t) = tn+1βˆ(t). We note that aˆ(0) 6= 0 and βˆ(0) 6= 0. If m > n, then we
have tm−naˆ(t)ℓ(t) = α(t)βˆ(t)x(t). It follows that α(0)βˆ(0)x(0) = 0. This contradicts the fact
that α(0)βˆ(0)x(0) 6= 0. Therefore, m ≤ n. Then the function ℓ(t) can be expressed as
ℓ(t) =
tn−mα(t)βˆ(t)x(t)
aˆ(t)
. (3.8)
Thus ℓ(0) 6= 0 if and only if n = m. This implies that ord(a)(0) = ord(β)(0). Therefore we
have the assertion (2). ✷
We have the following characterizations of singularities for the case of constant Gauss cur-
vature surfaces of revolution (see (1) in Theorem 3.8).
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Proposition 3.21 Under the same assumptions as in Theorem 3.8 (1) with conditions that the
Legendre curve (γ, ν) : (I, t0)→ R2 × S1, γ(t) = (x(t), z(t)), ν(t) = (a(t), b(t)) satisfy x(t0) 6= 0
and ord(a)(t0) = m+ 1 ≤ ord(β)(t0) = n+ 1. If the smooth function α : (I, t0)→ R satisfying
K(t) = α(t)J(t) is a non-zero constant c ∈ R, namely, α(t) = c, then the curve γ given by (1)
in Theorem 3.8 has
(1) a 3/2-cusp at t0 if and only if ord(a)(t0) = ord(β)(t0) = 1,
(2) a 4/3-cusp at t0 if and only if ord(a)(t0) = ord(β)(t0) = 2,
(3) a 5/3-cusp at t0 if and only if ord(a)(t0) = 1 and ord(β)(t0) = 2.
Moreover, γ cannot have a 5/2-cusp at t0.
Proof. By a parallel translation on the source, we may assume that t0 = 0. By (3.8), the
function ℓ(t) is given by
ℓ(t) =
ctn−mβˆ(t)x(t)
aˆ(t)
,
where a(t) = tm+1aˆ(t) with aˆ(0) 6= 0 and β(t) = tn+1βˆ(t) with βˆ(0) 6= 0. We first consider the
case of γ to be a front at 0, that is, m + 1 = ord(a)(0) = ord(β)(0) = n + 1 by Proposition
3.20. Then β˙(0) 6= 0 if and only if n = 0. By (1) in Theorem 3.19, we have the assertion (1).
Moreover, β˙(0) = 0 and β¨(0) 6= 0 if and only if n = 1, and hence we have the assertion (2) by
(3) in Theorem 3.19.
We next consider the case of 0 ≤ m < n. In this case, γ at t = 0 is a frontal but not a front.
Moreover, the functions ℓ and β are expressed as
ℓ(t) = tn−mA(t), β(t) = tn+1βˆ(t)
(
A(t) =
cβˆ(t)x(t)
aˆ(t)
)
.
Thus β˙(0) 6= 0 if and only if n = 0. Since m < n, it implies that m < 0. This contradicts
the fact that m ≥ 0. Therefore, γ cannot have a 5/2-cusp at t = 0 by (2) in Theorem 3.19.
We assume that β˙(0) = 0, that is, n ≥ 1. Under this situation, β¨(0) 6= 0 if and only if n = 1.
Since 0 ≤ m < 1 = n, we have m = 0. Then it holds that (ℓ(t), β(t)) = (tA(t), t2βˆ(t)). Noting
A(0) 6= 0 and βˆ(0) 6= 0, this pair (ℓ(t), β(t)) satisfy the conditions of (4) in Theorem 3.19.
Therefore we have the assertion. ✷
We next consider singularities of curves obtained by Theorem 3.9. Although for the sim-
ilar case of Theorem 3.9, criteria for j/i-cusps are obtained by using the data η and β ([19,
Proposition 2.3]), in our setting, the following assertions hold.
Proposition 3.22 Under the same assumptions as in Theorem 3.9, we have the following.
(1) Suppose that β(t0) = 0 and the function α : (I, t0) → R satisfying H(t) = α(t)J(t) is
not a constant function. Then γ given by (3.5) does not have neither a 3/2-cusp nor a 4/3-cusp
at t0. Moreover, γ has a 5/2-cusp (respectively, 5/3-cusp) at t0 if and only if β˙(t0)α˙(t0) 6= 0
(respectively, β˙(t0) = 0 and β¨(t0)α˙(t0) 6= 0).
(2) Suppose that the function α : (I, t0)→ R satisfying H(t) = α(t)J(t) is a constant c ∈ R,
i.e., α(t) = c. Then γ given by (3.5) does not have j/i-cusps ((i, j) = (2, 3), (2, 5), (3, 4), (3, 5)).
Proof. (1) By Remark 3.10, a curve γ obtained by Theorem 3.9 is a frontal but not a front.
Thus we see that 3/2-cusps and 4/3-cusps do not appear on the curve γ. By (3.6), the curvature
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(ϕ˙(t), β(t)) of a Legendre curve given by Theorem 3.9 is
(ϕ˙(t), β(t)) = (−β(t)X(t), β(t))
(
X(t) =
F (t) sin η(t)−G(t) cos η(t)
F (t)2 +G(t)2
+ 2α(t)
)
.
By the definitions of F (t), G(t) and η(t), we see that F˙ (t0) = G˙(t0) = η˙(t0) = 0 since β(t0) = 0.
Thus X˙(t0) = 2α˙(t0) holds. On the other hand, it follows that ϕ¨(t) = −β˙(t)X(t) − β(t)X˙(t)
and
...
ϕ(t) = −β¨(t)X(t) − 2β˙(t)X˙(t) − β(t)X¨(t). Therefore ϕ¨(t0) = −β˙(t0)X(t0) and
...
ϕ(t0) =
−β¨(t0)X(t0)− 2β˙(t0)X˙(t0) hold. By (2) and (4) of Theorem 3.19, we have the assertion.
(2) By the proof of the assertion (1) and the Theorem 3.19, we see that the curvature (ϕ˙, β)
of a Legendre curve (γ, ν) given by Theorem 3.9 cannot satisfy the conditions for j/i-cusps
((i, j) = (2, 3), (2, 5), (3, 4), (3, 5)) when α(t) = c. Thus we have the conclusion. ✷
The next, we consider the case of x0 = 0.
Theorem 3.23 Let γ : (I, t0) → (R2, 0) and γ˜ : (I˜ , t˜0) → (R2, 0) be smooth curves, let z :
(I × [0, 2π), (t0, θ0)) → (R3, 0) and z˜ : (I˜ × [0, 2π), (t˜0, θ0)) → (R3, 0) be surfaces of revolution
of the frontals around z-axis, respectively.
(1) If there exist diffeomorphism germs φ : (I, t0) → (I˜, t˜0) and ψ : (R2, 0) → (R2, 0) of
the form ψ(X,Z) = (X,ϕ(X2, Z)) such that ψ ◦ γ = γ˜ ◦ φ, then there exist diffeomorphism
germs Φ : (I × [0, 2π), (t0, θ0)) → (I˜ × [0, 2π), (t˜0, θ0)) of the form Φ(t, θ) = (φ(t), θ) and
Ψ : (R3, 0)→ (R3, 0) of the form Ψ(X, Y, Z) = (X, Y, ϕ(X2 + Y 2, Z)) such that Ψ ◦ z = z˜ ◦ Φ.
(2) If there exist diffeomorphism germs Φ : (I × [0, 2π), (t0, θ0)) → (I˜ × [0, 2π), (t˜0, θ0)) of
the form Φ(t, θ) = (φ(t), θ) and Ψ : (R3, 0) → (R3, 0) of the form Ψ(X, Y, Z) = (X, Y, ϕ(X2 +
Y 2, Z)) such that Ψ ◦ z = z˜ ◦ Φ, then there exists a diffeomorphism germ ψ : (R2, 0)→ (R2, 0)
of the form ψ(X,Z) = (X,ϕ(X2, Z)) such that ψ ◦ γ = γ˜ ◦ φ
Proof. (1) It is easy to see that Φ(t, θ) = (φ(t), θ) and Ψ(X, Y, Z) = (X, Y, ϕ(X2 + Y 2, Z))
are diffeomorphism germs. By the assumption of equivalence relation between curves, we have
(x(t), ϕ(x2(t), z(t))) = (x˜(φ(t)), z˜(φ(t))). Therefore,
Ψ ◦ z(t, θ) = Ψ(x(t) cos θ, x(t) sin θ, z(t))
= (x(t) cos θ, x(t) sin θ, ϕ(x2(t), z(t)))
= (x˜(φ(t)) cos θ, x˜(φ(t)) sin θ, z˜(φ(t)))
= z˜ ◦ Φ(t, θ).
(2) By the assumption, φ and ψ are diffeomorphism germs. Since Ψ ◦ z(t, θ) = z˜ ◦ Φ(t, θ), we
have
(x(t) cos θ, x(t) sin θ, ϕ(x2(t), z(t))) = (x˜(φ(t)) cos θ, x˜(φ(t)) sin θ, z˜(φ(t))).
It follows that x(t) = x˜(φ(t)) and ϕ(x2(t), z(t)) = z˜(φ(t)) and hence ψ ◦ γ(t) = γ˜ ◦ φ(t). ✷
By the definition, we have the following result.
Proposition 3.24 Let γ = (x, z), γ˜ = (x˜, z˜) : (I, t0) → (R2, 0) be smooth curves. If x is
R-equivalent to x˜ and z is L-equivalent to z˜ at t0, then γ is equivalent to γ˜ in the sense of
Theorem 3.23 (1).
In detail for L-equivalence see [5, 6]. If ord(f)(t0) = k+1 (see, (3.7)) then f is R-equivalent
to ±tk+1 (cf. [6]).
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Proposition 3.25 Let γ = (x, z) : (I, t0)→ (R2, 0) be a smooth curve. If x satisfies ord(x)(t0)
= k + 1 and z is regular at t0, then γ is equivalent to t 7→ (±tk+1, t) in the sense of Theorem
3.23 (1).
Proof. Since x is R-equivalent to ±tk+1 and z is L-equivalent to t, we have the result by
Proposition 3.24. ✷
4 Examples
We give concrete examples of surfaces of revolution with singular points.
Example 4.1 Let x : I → R be a function given by
x(t) = exp
(∫
cot tdt
)
= exp
(∫
cos t
sin t
dt
)
= exp(log sin t) = sin t,
where I = (0, π). This is a solution of (3.4) when α(t) = −1 and β(t) = cot t. Thus we obtain
the constant Gauss curvature −1 surface of revolution with singular point at t = π/2. By
Theorem 3.8, we have z(t) as z(t) = cos t + log (tan(t/2)), and hence the surface of revolution
z(t, θ) = (x(t) cos θ, x(t) sin θ, z(t)) of γ(t) = (x(t), z(t)) is a pseudo-sphere, see Figure 1 (cf.
[11]). In this case, we can take ν(t) = (cos t,− sin t) and µ(t) = (sin t, cos t). Thus the curvature
of (γ, ν) is (ℓ(t), β(t)) = (−1, cot t). Since ord(cos t)(π/2) = ord(cot t)(π/2) = 1, γ actually has
a 3/2-cusp at t = π/2 (cf. Proposition 3.21). Moreover, since ℓ(t) 6= 0 for all t ∈ (0, π), one can
consider at least an evolute Evz(t, θ) of z(t, θ) (cf. Proposition 3.13 (2)). On the other hand,
x(t) = sin t 6= 0 on I and a(t) = cos t vanishes at t = π/2. Thus the function x(t)/a(t) = tan t
is defined on I˜ = I \ {π/2}.
We now take nz(t, θ) as (cos t cos θ, cos t sin θ,− sin t). Then an evolute Evz(t, θ) is given by
Evz(t, θ) = z(t, θ)− β(t)
ℓ(t)
nz(t, θ) =
(
csc t cos θ, csc t sin θ, log
(
tan
t
2
))
.
Setting w(t) = log (tan(t/2)), then dw/dt = csc t 6= 0 for any t ∈ (0, π). Thus this gives a
parameter change and we have t = 2 arctan(exp(w)). Hence it follows that
Evz(w, θ) = (coshw cos θ, coshw sin θ, w).
This is a catenoid. On the other hand, we can define another evolute E˜vz on I˜ × [0, 2π) by
E˜vz(t, θ) = z(t, θ)− x(t)
a(t)
nz(t, θ) =
(
0, 0, log
(
tan
t
2
)
+ sec t
)
.
Since I˜×[0, 2π) is dense in I×[0, 2π), the evolute E˜vz can be extended on I×[0, 2π) continuously.
This evolute E˜vz degenerates to the line (see Figure 1).
Example 4.2 Let α(t) be a function satisfying HzF = αJ
z
F for a surface of revolution z(t, θ)
of the curve γ(t) = (x(t), z(t)). Let c1 and c2 be initial values of F (t) and G(t), respectively.
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Figure 1: From top-left to bottom-right: z, Evz, both Evz and z, both E˜vz (thick line) and z.
Then γ is given by (3.5). We put α(t) = 0, β(t) = t (0 ≤ t < 2π), then γ(t) and ν(t) are given
by
γ(t) =
(√
c22 + (c1 − t2/2)2,−c2 log
(
−2c1 + t2 +
√
4c22 + (−2c1 + t2)2
))
,
ν(t) =
− c1 − t2/2√
c22 + (c1 − t2/2)2
,− c2√
c22 + (c1 − t2/2)2

If we take c1 = 1/5 and c2 = 3/10, then we have a catenoid with singularity, see Figure 2.
Figure 2: Catenoid with singularities.
We put α(t) = −1/2 and β(t) = t (0 ≤ t < 2π). Then the surface of revolution is a constant
mean curvature with singular point at t = 0. In this case, γ(t) is given by
γ(t) =
(√
(c1 − sin(t2/2))2 + (c2 − cos(t2/2))2 ,
∫
t
x(t)
(
1− 2c2 cos(t2/2)− 2c1 sin(t2/2)
)
dt
)
,
where x(t) is the first component of γ(t). We note that the integral of the z component can
be expressed concretely by using the Appell hypergeometric function F1 (cf. [1]). However it
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is too long, so we omit to write down here. Moreover, we see that
ν(t) =
 −1 + c1 sin(t2/2) + c2 cos(t2/2)√
(c1 − sin(t2/2))2 + (c2 − cos(t2/2))2
,
−c1 cos(t2/2) + c2 sin(t2/2)√
(c1 − sin(t2/2))2 + (c2 − cos(t2/2))2
 .
If we take c1 = 1/5 and c2 = 3/10, then we have an unduloidal surface (left-hand side of Figure
3). On the other hand, if we take c1 = 1/5 and c2 = 3/4, we obtain a nodoidal surface (center
of Figure 3).
Moreover, we put α(t) = t, β(t) = sin t (0 < t < 2π) and c1 = c2 = 1/10. Then functions
F (t) and G(t) are written as
F (t) = c1 −
∫
cos(2(−t cos t+ sin t)) sin tdt, G(t) = c2 −
∫
sin(2(−t cos t+ sin t)) sin tdt.
In this case, by F (t), G(t) above and (1) of Proposition 3.22, we have the surface of revolution
with a 5/2-cusp (at t = π) whose mean curvature is bounded, see right-hand side of Figure 3.
Figure 3: Unduloidal surface (left), nodoidal surface (center) and surface of revolution with
5/2-cusp (right).
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