The problem of characterization of rings whose elements can be expressed as sums of their units has a long history and is also of current interest. In this paper we take up the question of describing totally complex quartic number fields K with the property that every algebraic integer in K is the sum of distinct units of K. In particular, we give a short list containing all such fields.
Introduction and main results
An algebraic number field K is called a unit generated (in short UG) if the maximal order of K is generated by its units additively. Further, we call K a distinct unit generated (in short DUG) if every algebraic integer of K can be written as a sum of distinct units of K.
In the 1960s Jacobson [4] observed that the number fields Q( √ 2) and Q( √ 5) are DUG-fields. Moreover, Jacobson [4] conjectured that these are the only quadratic DUG-fields, which was proved byŚliwa [8] . Obviously the question arises for a complete characterization of DUG-fields (see e.g. [7, page 539, Problem 18] ). Currently, a complete characterization for all number fields seems to be far out of reach, but for certain families the problem was solved; e.g.Śliwa [8] showed that no pure cubic field, i.e., a field of the type Q( 3 √ d) is DUG by estimating sums of units. Belcher [1] proved that there are only seven complex cubic fields that are DUG. In fact, these seven fields are exactly those UG-fields with discriminant greater than −132. In particular, Belcher established his result by relating the solvability of certain unit equations to the property of being a DUG-field (for details see Proposition 1) . A further important ingredient in Belcher's andŚliwa's proofs is to estimate sums of units by considering them as digit expansions. Recently, Thuswaldner and Ziegler [10] generalized these methods by further developing the digit expansions approach. Unfortunately, their approach works only for real fields.
In this paper we consider the case of totally complex quartic fields, and we intend to further generalize and combine the mehtods ofŚliwa [8] , Belcher [1] , and Thuswaldner and Ziegler [10] . The backbone of this paper is an algorithm which will be explained in Section 4. This algorithm will allow us to determine whether a given algebraic integer α in a fixed number field is a sum of distinct units or not. This enables us to prove for several number fields that they are not DUG-fields, and we will therefore obtain a finite list of possible DUG-fields.
Throughout the paper, let ζ m be a primitive mth root of unity; in particular, we have ζ 2 = −1, and we write i for ζ 4 . Our main result is the following. Theorem 1. Let α be a root of the polynomial X 4 + X 2 − X + 1. Then K = Q(β) with β ∈ {α, ζ 5 , ζ 8 
is a DUG-field. Further, if K is a totally complex quartic DUG-field not given above, then K is of the form
where γ is the root of one of the polynomials X 4 − X + 1,
, with (a, b) = (1, 1), (1, 2) , (1, 4) , (7, 4) , or • Q( √ a + ζ 3 b), with (a, b) = (2, 1), (4, 1), (8, 1) , (3, 2) , (4, 3), (7, 3) , (11, 3) , (5, 4) , (9, 4) , (13, 4), (12, 5), (11, 7) , (9, 8) , (15, 11) , (19, 11) , (17, 12) , (17, 16) , or • Q(ζ 3 , √ d), with d = 6 or d = 21.
Based upon our computations (see Section 8), we propose the following conjecture. Conjecture 1. All fields listed in Theorem 1 are DUG.
In the next section we establish some bounds for the discriminants and regulators of number fields under consideration. In Section 3 we provide some results on the maximal orders of certain fields. The heart of the paper is in Section 4, where we present a method to test whether certain algebraic integers admit a representation as a sum of distinct units. The case of non-CM-fields (first with, then without non-trivial roots of unity) is considered in the following two sections. Since the bounds for the discriminant from Section 2 do not apply to CM-fields, we have to consider this case separately in Section 7. In the last section we will discuss the implementation of our computer searches and give some indication for Conjecture 1.
Throughout the rest of the paper we will use the following notation. Let K be a quartic and totally complex number field. We denote by μ the maximal positive integer m such that ζ m ∈ K, i.e. μ is chosen such that ζ μ generates the group of roots of unity in K. Moreover, from this point on if not specified otherwise by number fields, we mean totally complex quartic number fields. Note that the unit rank of such fields is one.
Bounds for discriminants and regulators of totally complex quartic DUG-fields
First we state a simple test due to Belcher [1] , which gives sufficient conditions for a field K to be DUG. Proposition 1. Let K be a number field and o K its maximal order. If the unit equation
has a non-trivial solution, i.e. a solution distinct from 1 + 1 = 2, then K is a DUG-field. Now we prove that cyclotomic fields are DUG. The reason for doing so is that these fields would cause some technical complications in formulating (and proving) our later statements. Note that a cyclotomic field Q(ζ μ ) is quartic if and only if ϕ(μ) = 4, that is, μ = 5, 8, 10, 12. Note that since Q(ζ 5 ) and Q(ζ 10 ) are isomorphic, we need to consider three cases only. Lemma 1. The cyclotomic fields Q(ζ μ ) with μ = 8, 10, 12 are DUG.
Proof. We use Belcher's test (Proposition 1). By the help of MAGMA [2] we see that for each field in question equation (1) has a non-trivial solution. In particular we found the following identities:
where the elements on the left-hand sides are all in o * K \ {1} with the corresponding number field K. Hence the statement follows.
Next we give a result yielding a bound for the regulator R K of a DUG-field K, or in other words, for a fundamental unit of K with | | > 1. Noting that Q(ζ 3 ) and Q(ζ 6 ) are isomorphic, by Lemma 1 we may clearly assume for the rest of the paper that μ = 2, 4, 6. Lemma 2. Let K be a DUG-field with μ = 2, 4, 6, and let be a fundamental unit of K with | | > 1. Then we have | | ≤ c μ , where c 2 = 3, c 4 = 2 √ 2 + 1 and c 6 = 5.
Let us note that the case μ = 2 and in particular the case of real fields was settled by Belcher [1, Lemma 4] .
Proof. Let be a fundamental unit of a DUG-field K with | | > 1, and assume to the contrary that | | > c μ . For any integer N put
Under our assumption we obtain
Further, note that the difference
goes to infinity as N grows. Therefore, we may choose rational integers s and α such that L s+1 > α > U s , and since K is DUG we may assume that α has a representation of the form
where r and t are integers with t ≥ r, d i,j ∈ {0, 1}, and μ j=1 d t,j ζ j μ = 0. A simple calculation shows that the non-zero coefficients of i have absolute values between 1 and c μ , hence
On the other hand, we similarly obtain
Therefore, we obtain upper and lower bounds for α namely U t > α > L t . But our previous choice L s+1 > α > U s yields now L s+1 > α > L t , i.e. s ≥ t, and U t > α > U s , i.e. s < t. Therefore, the assumption that α can be represented by a sum of the form (3) yields the desired contradiction.
We now state the main result of this section, which provides a bound for the discriminants of DUG-fields K which are not CM-fields. Note that a totally complex quartic field is CM if and only if it has a real quadratic subfield. Proposition 2. Let K be a totally complex quartic DUG-field which is not a CMfield. Then the discriminant D K is bounded by
In order to prove this proposition, we apply a result due to Nakamula [6, Proposition 1].
Lemma 3 (Nakamula [6] ). Let K be a totally complex quartic field with regulator R K and discriminant D K which is not a CM-field. Then we have
Proof of Proposition 2. Combining Lemmas 2 and 3, the statement follows by a simple calculation.
Since there are only finitely many fields of fixed degree with bounded discriminant, we immediately obtain the following result. Note that our Theorem 1 provides much more precise information.
Corollary 1.
There are only finitely many totally complex quartic non-CM DUGfields.
Maximal orders of certain families of quartic fields
In order to handle the case of CM-fields and also to exclude several fields of non-CM type we need some knowledge on the integral bases of certain number fields. We start with the known case where K = Q(i, √ d). The next result is due to Funakura [3] .
Proposition 3 (Funakura [3] ). Let d ≥ 2 be a square-free integer. An integral basis of Q(i, √ d) is given by
We also consider fields of the type K = Q(ζ 3 , √ d) with some square-free d. The integral bases for these fields are provided by the following proposition.
Proof. First note that K is the compositum of the fields
and D E 2 = 4d otherwise, we obtain that if 3 d, then the discriminants are coprime. As is well known, in such a case an integral base of the compositum is given by {v i w j }, where the v's and w's form integral bases of E 1 and E 2 , respectively (cf. [5, Chapter III, Proposition 17]).
Hence we are left with the possibility 3 | d. In this case we have
Since these fields have coprime discriminants, we immediately obtain an integral basis of K from the integral bases of E 1 and E 2 as above, and the statement follows.
We also have to consider maximal orders of fields of the type
Proposition 5. With the notations above, let K = Q( √ a + bω d ) and write d * = a+ bω d . Assume that d * is square-free in the maximal order
Moreover, in every case Table 1 gives an integral basis of o.
Proof. First we note that for all d under consideration A is a norm Euclidean ring. Therefore, it makes sense speaking of the greatest common divisors and divisibility properties of certain elements of A. Using the above notation, let
We start with the case det X ∈ 2A * and write
By the remark above we may apply the Euclidean algorithm to the pair α and γ.
Since (det X)|2, in case of d = −3, 5 we may assume that gcd(α, γ) = 1, 2. When d = −1 or 2, beside gcd(α, γ) = 1, 2, we also need to consider the possibilities gcd(α, γ) = 1 + i and gcd(α, γ) = √ 2, respectively. Therefore, we may assume that X is of the form
Put α = gcd(α, γ). Since α δ = det X ∈ 2A * we may assume X is a matrix of the form
respectively. Computing the residue obtained by dividing β by 1 or 2 (in the case d = −1 or d = 2, we also consider division by 1 + i and √ 2, respectively), we are left with five possible matrices X:
Further, for d = 2 we also need to consider the matrices
while in case of d = −1 the matrices 
Computing the inverses of these matrices, we obtain that the corresponding integral A-bases would be (4)
In addition we get in case of d = 2 the A-bases
Obviously, the last two cases in (4) and the additional cases do not yield integral bases. Therefore we need only to decide which of the three algebraic numbers
are algebraic integers.
A simple calculation shows that the minimal polynomial of −ω d + √ d * 2 over A is given by
.
The other two cases are similar, and we obtain all the integral bases listed in Table 1 , except the last two.
These two integral bases correspond to the cases det X ∈ √ 2A * , d = 2, and det X ∈ (1 + i)A * , d = −1, respectively. Since the computation of the possible integral bases follows similar lines as before, we omit the details.
A useful test
In this section we explain how we can test whether a fixed algebraic integer α ∈ K can be written as a sum of distinct units or not. Let be a fundamental unit of K with | | > 1. Suppose that α can be represented as the sum of distinct units, i.e. we have
where almost all σ i = 0 and σ n = 0. By Σ K we denote the set of those algebraic integers in K that can be obtained as the sum of distinct roots of unity of K. Without loss of generality we may assume that here n is minimal. Thus for any N 1 , N 2 ≥ 1 we have
Here,
where the minimum and maximum is taken over all non-vanishing sums with σ i ∈ Σ K . Further, the constants c μ are given by c 2 = 1, c 4 = √ 2 and c 6 = 2 (cf. the proof of Lemma 2). Suppose that for some N 1 and N 2 , we have f (N 1 , N 2 ) > 0. Then (since α and are fixed) we get an upper bound for the largest exponent n in the representation (5) of α. Construct the set and discard all elements t ∈ T n for which
If T n is empty, we deduce that α cannot be the sum of distinct units and K is not DUG. On the other hand, if α ∈ T n , then we have found a sum of distinct units representing α. Otherwise, i.e. if T n is non-empty but also α / ∈ T n , we form the set
and discard all elements t ∈ T n−1 such that
If T n−1 is empty, we deduce that α cannot be the sum of distinct units, and if α ∈ T n−1 , we have found a representation of α. Continuing this procedure, and always constructing new sets
we ultimately obtain an empty set T k 0 , or a set T k 0 containing α. Thus we either conclude that α cannot be represented as a sum of distinct units or we find a representation of α of this form.
Fields with only trivial roots of unity
In this section we only consider number fields K with trivial roots of unity, i.e. with μ = 2. By Lemma 2 we may further assume that K has a fundamental unit with | | < 3. By Proposition 2 we know that the discriminant of such a field is at most 10 5 , provided that it is not a CM-field. The case of CM-fields is discussed separately later, so in this section we assume that the number fields in question are not CM-fields. In particular, we do not consider fields for which either 1+ √ 5 2 or 1 + √ 2 is a fundamental unit, since these are obviously CM-fields. So using the number field tables provided by PARI [9] , we are left with 132 fields. By computing relative discriminants we can easily find and discard all fields that are not UG. In particular, we compared the absolute discriminant of the field K with the discriminant of the order generated as a Z-module by the units. It is easy to see that this order is identical with Z[ ], provided μ = 2 and is the fundamental unit of K. Then we are left with 115 fields. Using the notation from the previous section, we compute for all these fields a lower bound for f (1, 7) defined in (6), and we obtain a positive lower bound for f (1, 7) in 107 cases.
For these 107 cases we test whether α = 2 can be written as a sum of distinct units or not, as explained in Section 4. Only in two cases do we find a representation. These exceptional fields E 1 and E 2 have minimal polynomials X 4 + 3X 2 − 2X + 1 and X 4 − X 3 + 3X 2 + X + 1, respectively. However, by the same method as before, we find that neither α = 5 in E 1 nor α = 23 in E 2 has a representation as a sum of distinct units. Therefore we are left with the eight fields listed in Table 2 . Table 2 . Fields to be investigated more closely.
The field K Minimal polynomial defining K
First, consider the field K 2 . Note that , a root of the minimal polynomial of K 2 , is a fundamental unit of K 2 . As 3 + −4 = 2, by Proposition 1 we get that K 2 is DUG.
For K 3 , K 4 , K 6 , K 7 , and K 8 we find that f (N, N ) is positive for the values N = 10, 10, 12, 12, and 12, respectively. Then applying the test from the previous section, we get that in K 4 and K 7 , α = 2, and α = 16 cannot be represented as a sum of distinct units, respectively.
However, in case of K = K 3 , K 6 , and K 8 , as well as for the remaining cases K = K 1 and K = K 5 , we tested several algebraic integers α ∈ K, but for each tested algebraic integer α, we found a sum of distinct units representing α. Thus we think that these fields are probably DUG. For details see Section 8.
Fields containing non-trivial roots of unity
First, assume that μ = 4, i.e. i ∈ K. In this case we have K = Q( √ a + ib), where a + ib is square-free in the ring of Gaussian integers Z[i]. Write d * := a + ib. Take the relative number field extension K/Q(i), and consider units of the form = (x 1 +x 2 i)+(y 1 +y 2 i) √ d * or = (x 1 +x 2 i)+(y 1 +y 2 i)
, where we choose the form of according to Table 1 . Then taking relative norms and writing x = x 1 + ix 2 and y = y 1 + iy 2 , we obtain one of the relative Pell equations
As one can easily see, | | > 1 implies | | > | √ d * /2|. Thus by Lemma 2 we may assume that |d * | < 58.63.
We compute now for all |d * | < 58.63 the regulator R K of K and rule out all number fields for which exp(R K /2) < √ 2 + 1. This computation took only a few minutes using the computer algebra system PARI [9] , and we could discard most number fields. Moreover, we computed the discriminant of the order Z[ , i] (which is the order generated by the units of K) and compared it with the absolute discriminant of K. We discarded all number fields for which the discriminants did not match, since those are not generated by their units. Thus we are left with six pairwise non-isomorphic number fields, namely:
The first of these fields is cyclotomic, and is dealt with in Lemma 1. Table 3 . Fields K that are not DUG, i.e. some algebraic integer α ∈ K is not the sum of distinct units.
In case of K = Q( √ 3 + 8i), the method described in Section 4 showed f (5, 5) > 0, and by using the algorithm of Section 4, we are able to prove that α = 12 is not the sum of distinct units.
For the other four cases we made an intensive computer search looking for an algebraic integer α that is not the sum of distinct units, but no such α was found. So it seems that these fields are DUG. For details see Section 8.
Now we consider the case μ = 6, i.e. ζ 3 ∈ K. Similarly as in the case of i ∈ K, we obtain |d * | ≤ 100 with d * ∈ Z[ζ 3 ]. We perform again a computer search using PARI [9] . After the sieving, we are left with 33 fields of the form K = Q( √ d * ), where d * is one of the following: The first of these fields is the cyclotomic field Q(ζ 12 ) (and is DUG by Lemma 1). Moreover, one can easily check the identities
Therefore, these fields are also CM-fields and are dealt within the next section.
In the case of twelve of these number fields K, we found algebraic integers α ∈ K that are not the sum of distinct units. For details see Table 3 .
For the remaining 17 fields we performed a computer search for algebraic integers that are not the sum of distinct units, but no counterexamples were found. Thus we conjecture that all of them are DUG-fields (for details see Section 8).
K is a CM-field
When K is a CM-field, we distinguish two cases, according to whether K contains nontrivial roots of unity or not. The following well-known result (e.g. see [11, Theorem 4 .12]) will be very helpful. We consider the case of μ = 2 first. Let E = Q( √ d) be the unique real quadratic subfield of K. Let > 1 be the fundamental unit of E. Then either is the fundamental unit of K or the fundamental unit η of K satisfies η 2 = − . (This assertion is an immediate consequence of Lemma 4). In the case η = or η = 2 it is impossible for K to be a DUG-field since η is real. When η 2 = − , we deduce that η is purely imaginary. Therefore, K can be a DUG-field only if E is a DUG-field. However, due toŚliwa [8] . As we also have η 2 = − , the following result provides a complete answer in this case. Proposition 6. Let K be a quartic CM-field with real subfield E = Q( √ 2) or E = Q( √ 5), and let > 1 be the fundamental unit of E. Then − is not a square
. Moreover, the fields
Proof. According to Proposition 5, we have to consider several cases. Since every case is similarly dealt with, we only consider two cases. In one case we find a solution to the equation η 2 = − , and in the other case we prove that no solution exists. Note that all other cases are very similar to either of the two cases treated below.
We start with the case K = Q a + b √ 2 . Let us assume that neither b ≡ 0 mod 4 and a ≡ 1, 2, 3 mod 4 nor b ≡ 2 mod 4 and a ≡ 2 mod 4. Then an integral basis of K is given by
and assume η is a solution to η 2 = − = −1 − √ 2. Comparing coefficients, we obtain the system of equations 2wy + xz = 0, wx + yz = 0, 1 + 2aw 2 + x 2 + 2y 2 + 4bwz + az 2 = 0, 1 + 2bw 2 + 2xy + 2awz + bz 2 = 0.
Computing the Groebner basis of the corresponding ideal I generated by the polynomials on the left-hand sides, with respect to the lexicographic term order x ≺ y ≺ z ≺ w, we obtain 32x 9 + 48x 7 + 30x 5 + 6x 3 − x as the lowest element. The only integral zero of this polynomial is x = 0. Now computing the Groebner basis of I after the substitution x = 0, with respect to the lexicographic term order y ≺ z ≺ w, the lowest element is y. Hence, we obtain that
Since by assumption η is a unit, we deduce that also a + b √ 2 is a unit. We may assume that a + b
Now let us consider the case K = Q a + b √ 2 , with 4|a − 1 and 4|b. This might be the case with the most technical difficulties. However, in this case we may assume
Write a = 4A + 1 and b = 4B. By comparing the corresponding coefficients, we obtain the system of equations,
Computing the Groebner basis of the corresponding ideal I with respect to the lexicographic term order w ≺ z ≺ y ≺ x, we get
as the lowest element. Therefore, one of the three factors has to be zero. Assume first that w = 0. We substitute w = 0 in I, obtaining I , and compute its Groebner basis with respect to the lexicographic term order z ≺ y ≺ x. The lowest element of this Groebner basis is now z(1 + 4A − 4B), whence z = 0. Substituting z = 0 in I , we obtain the ideal I , and the minimal element of its Groebner basis with respect to the lexicographic term order y ≺ x is 1 + 4y 2 + 8y 4 . As this polynomial is irreducible over Q, w = 0 yields no solution.
Consider now the case when the second factor vanishes. If we introduce the notation W = w 2 , this factor becomes a quadratic polynomial in W , with discriminant
This is obviously not a square in Z, hence the quadratic polynomial has no integral solution too. Thus also the system (7) has no solution.
Finally, if the third factor is zero, then we obtain again a quadratic polynomial after substituting W = w 2 , with discriminant 4 32B 2 − (1 + 4A) 2 3 .
Since 32B 2 − (1 + 4A) 2 ≡ −1 mod 8, the discriminant cannot be a square. Thus again we obtain no solution, and this case is completely solved. As we already mentioned above, the other cases work analogously. So we only have to prove that the fields Q −1 − √ 2 and Q − 1+
are DUG, indeed. Using Belcher's theorem (Proposition 1), we see that
we have by Proposition 5 that the maximal order
is DUG, from this assertion we get that Q − 1+
is DUG as well.
Therefore we are left with the cases of μ = 4 and μ = 6.
7.1. The case of μ = 4. In this case we know that there is a real quadratic subfield of K and we deduce that K = Q(i, √ d) for some square-free d. As explained before, by Lemma 2 we only have to consider those square-free numbers d for which the fundamental unit
otherwise, we deduce that 1 < d < 229. We compute for all fields of the form K = Q(i, √ d) the fundamental unit, and according to Lemma 2 we discard all fields with fundamental unit |η| > 1 + 2 √ 2. Therefore we are left with the five fields K = Q(i, √ d) (d = 2, 3, 5, 6, 13). In case of d = 2 and d = 3, we immediately see that K = Q(ζ 8 ) and K = Q(ζ 12 ), which have been treated already. If d = 5, the maximal order o K is of the form Z[ω 5 ] + iZ[ω 5 ] and since Z[ω 5 ] is the maximal order of the DUG-field Q( √ 5), we deduce that K is DUG, as well. If d = 13, then η = 3+ √ 13 2 is a fundamental unit of K and the maximal order of o K is of the form Z[ω 13 ] + iZ[ω 13 ], i.e. K is DUG if and only if Q( √ 13) is DUG. But, Q( √ 13) is not DUG hence, K is also not DUG. Therefore only the case d = 6 remains. We apply the test explained in Section 4 to α = 2 with N 1 = N 2 = 5, and obtain that α is not the sum of distinct units. Now let us consider the case d = 69. In this case we apply again the test explained in Section 4. Since f (3, 3) > 0, we were able to prove that α = 3 is not a sum of distinct units. In particular, K = Q(ζ 3 , √ 69) is not DUG. Therefore we are left with the two cases d = 6, 21. We conjecture that these fields are DUG; for details see the next section.
Some numeric results to Conjecture 1
In this section we describe our computer search for algebraic integers α ∈ K that are not the sum of distinct units. For all the remaining 28 fields (see Tables  4-7 below), for which we do not know whether they are DUG or not, we did the following. First we computed for each field K depending on μ the value f (N, N ) (see Section 4) with N = 12 if μ = 2, N = 6 if μ = 4 and N = 4 if μ = 6. In 13 cases (see the tables below) we obtained a positive value for f (N, N ). In these cases we can assure the reader that our algorithm terminates either by proving that some algebraic integer has no representation as a sum of distinct units or by finding such a representation. In case of the other 15 fields, for which f (N, N ) was negative, we performed the same algorithm by pretending that f (N, N ) = 0.01 but left C 0 (N ) and C 1 (N ) unchanged. In order to force the algorithm to terminate, we set an upper bound (10 6 ) for the number of elements in the sets T k described in Section 4. However, our algorithm always terminated because we always found a representation as a sum of distinct units and therefore the upper bound was never reached.
The running times to test one algebraic integer α ∈ K strongly varied with K. Therefore we implemented for a fixed number field K the following search algorithm. We started with α = 2 and used our modified algorithm described in the paragraph above to find a representation of α as a sum of distinct units. If such a representation was found, we went on to α + 1 and searched again for a representation. If our algorithm could prove (this could only happen if f (N, N ) > 0) that no such representation exists for α, we terminated the search in the field K. If f (N, N ) < 0 and no representation of α as the sum of distinct units was found, our algorithm made an appropriate output and continued with α + 1. As mentioned above, this case never happened. However, we stopped the computer search for each field after 24 hours. In most cases the algorithm tested from 10 4 up to 5 · 10 5 instances. However, in case of seven fields fewer than 10 4 instances were tested, and we decided to extend the computer search for these cases. For three cases we performed the search one day more, and in two cases we performed the computer search for 10 and 20 days more, respectively. Unluckily, the algorithm was very slow for the field K = Q( √ 4 + ζ 3 ), and we could cover only positive rational integers α up to 690 in 21 days.
After this we repeated our computations but this time we started with n = 2 and computed for n a complete set of all non-associate integers α with |N K/Q (α)| = n. For each such algebraic integer we used our algorithm to find a representation in the same way described above and then went on to n + 1. In view of the different run-times of the algorithm, we ran this test for each number field as long as we did in the case of rational α.
In Tables 4, 5 , 6, and 7 the column "days" refers to the number of days searching for representations of small rational integers and algebraic integers with small norm, respectively.
In the case of non-CM-fields with μ = 2 we had to test five fields K = Q(α), with P (X) being the minimal polynomial of α. We tested in each case all positive rational integers α with 2 ≤ α ≤ B 1 and all non-associated algebraic integers with 2 ≤ |N K/Q (α)| ≤ B 2 . For details see Table 4 . In the case of non-CM-fields with μ = 4, there were four fields K = Q( √ a + ib) left. We tested all positive rational integers α with 2 ≤ α ≤ B 1 and all nonassociated algebraic integers with 2 ≤ |N K/Q (α)| ≤ B 2 (see Table 5 ). We were left with 17 instances in the case of non-CM-fields and with μ = 6, i.e. fields of the form K = Q( √ a + ζ 3 b). We tested all positive rational integers α with 2 ≤ α ≤ B 1 and non-associated algebraic integers with 2 ≤ |N K/Q (α)| ≤ B 2 again (see Table 6 ).
In the case of CM-fields we could not decide whether K is DUG or not only in two cases. These were the fields K = Q(ζ 3 , √ d), with d = 6, 21. Again we tested every positive rational integer α with 2 ≤ α ≤ B 1 and non-associated algebraic integers with 2 ≤ |N K/Q (α)| ≤ B 2 (see Table 7 ).
Summarizing the results of our computations, we can say that we were able to test large sets of integers in all fields listed in the second part of Theorem 1. Since we could get a representation of the desired form in all cases, we think that our calculations strongly support Conjecture 1.
