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Abstract
We consider the interplay of vaccination and migration rates on disease persistence in epidemiological sys-
tems. We show that short-term and long-term migration can inhibit disease persistence. As a result, we
show how migration changes how vaccination rates should be chosen to maintain herd immunity. In a sys-
tem of coupled SIR models, we analyze how disease eradication depends explicitly on vaccine distribution
and migration connectivity. The analysis suggests potentially novel vaccination policies that underscore the
importance of optimal placement of finite resources.
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1. Introduction
Countries are increasingly connected by travel and economics. Due to economic disparities and political
turmoil, extreme heterogeneity exists in childhood vaccination coverage across the two sides of multiple
national boundaries. It has been suggested that the immunization coverage of neighboring countries or those
countries well connected by travel can or should be used when crafting national level immunization policy.
In the case of hepatitis B, Gay and Edmunds [1] argue that it would be four times more cost effective for
the United Kingdom to sponsor a vaccination program in Bangladesh than to introduce its own universal
program. When indigenous wild poliovirus was eradicated in all but four endemic countries in 2005: India,
Nigeria, Pakistan and Afghanistan, it was exported from northern Nigeria and northern India and subse-
quently caused > 50 outbreaks and paralyzed > 1500 children in previously polio-free countries across Asia
and Africa [2]. And in 2007, the WHO estimated that there were 197,000 measles deaths, despite the 82%
worldwide vaccination coverage. In countries where measles has been largely eliminated, cases imported
from other countries remain an important source of infection [3]. It is clear that a country needs to be
concerned with the vaccination rate of a neighboring country as well as its own.
On another scale, vaccination policies must also take into consideration the subpopulation dynamics
within a country. Wilson, et al. [4] models linked urban and rural epidemics of HIV and discusses how to
optimize a limited treatment supply to minimize new infections. Cummings et al. [5] uses data to identify
a distinct pattern in the periodicity of measles outbreaks in Cameroon before the widespread vaccination
efforts of the Measles Initiative. The southern part of Cameroon experienced a significant measles epidemic
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approximately every three years. In contrast, the three northern provinces contend with annual measles
epidemics. In 2000 and 2001, these cyclic outbreaks coincided, exacerbating the situation and causing a
much more severe epidemic [5].
Noting that a small contribution of infections from one population to another could drive a new type
of epidemic that would not normally occur, we study how migration between populations could change
dynamics and respective herd immunity levels in metapopulation models. We analyze a model of a disease
imported between subpopulations of a region by short-term and long-term migration with limited vaccination
coverage. Our initial study is based on the analysis of a system of canonical SIR compartmental models.
The system allows the rigorous proof of the qualitative affects migration has on herd immunity. The model
can be enhanced to include more compartments or seasonal forcing, but most of these systems will require
numerical exploration of trends in spatial synchrony and bifurcation analysis, which will be explored in
future papers. In this article, we revisit the fundamental ways migration is modeled in metapopulation
models and how it fundamentally affects herd immunity.
Migration is often treated as a phenomenological input to maintain incidence in a population that might
experience local fade-out [6]. Long-term migration has been analyzed by Liebovitch and Schwartz [7],
with a thorough derivation of the linear flux term coupling the patches. This approach also agrees with the
classes of models proposed by Sattenspiel and Dietz [8] and Lloyd and Jansen [9]. Keeling and Rohani [10]
investigated the spatial coupling of dynamics exhibited in models using multiple formulations of migration
including mass-action coupling and linear flux terms. However, they did not explore the impact of coupling
in the presence of vaccination needed to maintain disease free states. Additional analysis of mixed long-term
and short-term migration in transport-related disease spread can be found in [11, 12, 13]. These papers derive
the global asymptotic stability of the disease free state for a new disease. Because there is no vaccination,
the papers conclude that it is essential to strengthen restrictions of passenger travel as soon as the infectious
diseases appear.
Our paper considers how migration directly affects the vaccination levels needed for herd immunity
against a known disease and how that would impact optimum usage of limited vaccination supplies. We
investigate the dynamics of models that include mass-action coupling, an assumption that assumes mixing
occurs at fast time scales, and linear migration, which is more consistent with mixing occurring at long
time scales. The organization of this paper is as follows: We introduce a coupled compartmental model in
Section 2 and perform stability analysis of the disease free state as a function of the migration and vaccination
rates. We also consider normal forms of the bifurcations created by the short-term and long-term migration
dynamics. Section 3 describes how vaccination rates should be adjusted with respect to short-term and
long-term migration levels to preserve herd immunity. Section 4 has a summary of our observations and
conclusions.
2. The Model
We start with the classic Susceptible, Infected, Recovered (SIR) model. Let S , I, and R denote the
number of people in each of the disease classes for a population of size N. Let the parameters β > 0 denote
the contact rate, µ > 0 denote the birth/death rate, and κ > 0 denote the recovery rate. The vaccination rate,
0 ≤ v ≤ 1, represents the removal of a percentage of the incoming newborn population to recovered. The
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standard form for this system is
dS
dt = (1 − v) µN −
βS I
N
− µS ,
dI
dt =
βS I
N
− κI − µI, (1)
dR
dt = vµN + κI − µR.
The death rates in the classes balance the births so that the population size N > 0 is constant. For a detailed
analysis of the single patch formulation of this system, see Hethcote [14].
We now consider two coupled subpopulations where the disease dynamics of each population are de-
scribed by the SIR model. Let S k, Ik, and Rk denote the number of people in each of the disease classes,
µk > 0 denote the birth/death rates, and vk denote the vaccination rates of subpopulations Nk for k = 1, 2. To
model long-term movement (linear mixing), let c1 ≥ 0 denote the rate of migration from population two to
population one and vice versa for the rate c2 ≥ 0. To model short-term movement (mass action mixing), let
0 ≤ c3 ≤ 1 be a scaling of the number of infectives from one population who move into the other population
for a short time and mix with the susceptibles to produce additional infections. Because β is proportional to
the average number of contacts a person can make per unit time, we distribute the contacts for the suscep-
tibles between the infected people by mass action within and outside the population by using the prefactors
c3 and (1− c3) respectively as in Keeling and Rohani [10]. The coupled two population model is as follows:
dS 1
dt = (1 − v1) µ1N1 −
(1 − c3) β S 1I1
N1
− c3 β S 1I2
N1
− µ1S 1 + c1S 2 − c2S 1,
dI1
dt =
(1 − c3) β S 1I1
N1
+
c3 β S 1I2
N1
− κI1 − µ1I1 + c1I2 − c2I1,
dR1
dt = v1µ1N1 + κI1 − µ1R1 + c1R2 − c2R1, (2)
dS 2
dt = (1 − v2) µ2N2 −
(1 − c3) β S 2I2
N2
− c3 β S 2I1
N2
− µ2S 2 + c2S 1 − c1S 2,
dI2
dt =
(1 − c3) β S 2I2
N2
+
c3 β S 2I1
N2
− κI2 − µ2I2 + c2I1 − c1I2,
dR2
dt = v2µ2N2 + κI2 − µ2R2 + c2R1 − c1R2.
We keep the number of people in the subpopulations constant by letting ρ = N2/N1 and setting the
constraint c2 = c1ρ. This system is overdetermined by the subpopulation constraints, S k + Ik + Rk = Nk for
k = 1, 2, and therefore the analysis omits the variables Rk for k = 1, 2.
Motivated by the distinct subpopulation dynamics of Cameroon described in Cummings et al. [5], nu-
merical simulations will use parameters based on Cameroon demographics. The values are listed in Table 1.
The subpopulation sizes are totals for the northern and southern regions based on data in [5]. The birth/death
rates are averages over the northern and southern regions based on data in [5]. The recovery rate is a pa-
rameter that is derived from the biological characteristics of measles. The contact rate was estimated using
the average age of incident measles cases over the period 1998-2006 from passive surveillance data [5]. The
specific results here are fairly insensitive to changes to β. An SIR model is used here without the exposed
class but we expect the inclusion of an exposed class would not substantively change our qualitative results.
3
Table 1: Parameter Values for Model Based on Cameroon Data
Parameter Value Unit Description
N1 4,451,000 people Northern subpopulation size
N2 10,212,000 people Southern subpopulation size
ρ 2.2943 none Ratio of N2/N1
β 700 year−1 Contact rate
κ 100 year−1 Measles recovery rate
µ1 .0428 year−1 Birth and death rate for N1
µ2 .0329 year−1 Birth and death rate for N2
2.1. General system analysis
We start with a general analysis of the system to determine the conditions necessary for the populations
to be disease free.
Proposition 1. System (2) has a disease free equilibrium (DFE) and is given by
(S 1, I1, S 2, I2) = (N1 ˆS 1, 0, N2 ˆS 2, 0), (3)
for
ˆS 1 =
(1 − v1)(µ1c1 + µ1µ2) + (1 − v2)µ2c1ρ
µ1c1 + µ1µ2 + µ2c1ρ
, (4)
ˆS 2 =
(1 − v1)µ1c1 + (1 − v2)(µ1µ2 + µ2c1ρ)
µ1c1 + µ1µ2 + µ2c1ρ
. (5)
Note that the DFE does not depend on the short-term migration parameter c3. Without long-term migra-
tion (c1 = 0), the DFE simplifies to (S 1, I1, S 2, I2) = (N1(1 − v1), 0, N2(1 − v2), 0), which is the steady state
for the uncoupled system. Also, there is no steady state for which the disease dies out in only one of the two
subpopulations if c1 > 0.
The local stability of the DFE can be determined by the eigenvalues of the Jacobian of the system
evaluated at the DFE. The resulting eigenvalues are
λ1 = −
1
2
(
c1 + c1ρ + µ1 + µ2 +
√
(c1 + c1ρ + µ1 − µ2)2 − 4c1(µ1 − µ2)
)
, (6)
λ2 = −
1
2
(
c1 + c1ρ + µ1 + µ2 −
√
(c1 + c1ρ + µ1 − µ2)2 − 4c1(µ1 − µ2)
)
, (7)
λ3 = −
1
2
(
c1 + c1ρ + µ1 + µ2 + 2κ − (1 − c3) β ( ˆS 1 + ˆS 2) +
√
W
)
, (8)
λ4 = −
1
2
(
c1 + c1ρ + µ1 + µ2 + 2κ − (1 − c3) β ( ˆS 1 + ˆS 2) −
√
W
)
, (9)
for
W = 4 β c3 c1
(
ˆS 2 + ρ ˆS 1
)
+ 4
(
β2c23 ˆS 1 ˆS 2 + c
2
1ρ
)
+
(
(1 − c3) β
(
ˆS 1 − ˆS 2
)
+ c1 − c1ρ − µ1 + µ2
)2
. (10)
The DFE is locally stable if the maximum value of the real parts of this set of eigenvalues is negative.
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Figure 1: Contour plot of λ4 values as a function of c1 and c3 . Parameters are given by the values in Table 1, with v1 = 0.82 and
v2 = 0.90. The DFE is unstable for λ4 > 0, which occurs for smaller values of c1 and c3 .
Proposition 2. The eigenvalue λ4 determines the local stability of the DFE.
Proof. We can show λ1 and λ2 are always negative. First, let
θ1 = c1 + c1ρ + µ1 + µ2,
θ2 = (c1 + c1ρ + µ1 − µ2)2 − 4c1(µ1 − µ2).
(11)
If we consider θ2 as a quadratic expression in c1 with leading coefficient (ρ + 1)2, it attains an absolute
minimum at dθ2/dc1 = 0. Solving this equation gives c1 = (µ1 − µ2)/(ρ + 1)2. Substituting this expression
into θ2 to find the absolute minimum gives 4ρ(µ1 − µ2)2/(ρ + 1)2 > 0. Therefore θ2 > 0 for all c1, which
implies λ1 and λ2 are real valued.
Upon inspection we see that θ1 > 0, θ1 +
√
θ2 > 0, and therefore λ1 < 0. For λ2 < 0, we require
θ1 >
√
θ2. This is equivalent to c1 > −µ1µ2/(µ1 + µ2ρ). Since we assume c1 > 0, this is always true.
Therefore θ1 −
√
θ2 > 0, which implies λ2 < 0.
For our parameter assumptions, we see that W > 0 by inspection. This implies λ3 and λ4 are real valued
and λ4 > λ3. The only way for the DFE to be unstable is for λ3 > 0 or λ4 > 0. Because of the ordering, a
sign change would have to happen for λ4 first. Therefore, λ4 determines the stability of the DFE. 
To quantify how each migration type effects the stability of the DFE, we can monitor the sign of λ4 as we
vary c1 and c3. As an example, we show a contour plot of λ4 in Fig. 1 using the parameters in Table 1, with
v1 = 0.82 and v2 = 0.90. When λ4 > 0, the DFE is unstable. From the figure, you can see that as c1 and c3
decrease, λ4 increases and the DFE becomes unstable. We now explore the underlying conditions necessary
in each subpopulation for which migration can cause the die out or invasion of a disease.
In the absence of migration, we recover the basic reproductive numbers scaled by vaccination for each
subpopulation for the uncoupled system [14]. Specifically when c1 = c3 = 0,
ˆR1(v1) = β(1 − v1)
κ + µ1
and ˆR2(v2) = β(1 − v2)
κ + µ2
(12)
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We omit the arguments for ˆRk for k = 1, 2 from here on, unless otherwise specified. The basic reproduc-
tive number is the quantity that defines the threshold between disease absence and persistence, and for the
canonical SIR model without vaccination R0 = βκ+µ . We write these expressions as a function of the vacci-
nation rate in the subpopulation noting that the inequalities ˆRk < 1 for k = 1, 2 implies that the DFE in each
subpopulation is locally stable. At ˆRk = 1 for k = 1, 2, these two expressions also represent transcritical
bifurcations for the uncoupled system. As an example, for the parameters used in Fig. 1, ˆR1(0.82) > 1 and
the disease would be endemic in N1. Conversely, ˆR2(0.90) < 1 and the disease would die out in N2. This
motivates us to examine the effect migration has on a simple system with a transcritical bifurcation in each
component.
2.2. Normal Form for Linear Mixing
To understand how long-term migration directly affects the stability of the DFE, we rewrite the system
as the normal form of a transcritical bifurcation with linear coupling. Since the SIS model has the same
topology near the DFE as the SIR model, we consider the standard SIS model with births and deaths [15]
ds
dt = µ − βsi + κi − µs, (13a)
di
dt = βsi − κi − µi, (13b)
with nondimensional variables representing percentages of the population. Since s + i = 1, the system is
overdetermined and we need only to solve di/dt.
In the first subpopulation, let x = i and 1 − x = s. Substitute these variables into Eq. (13b) and rescale
time by β. We repeat the process using the variable y to represent the second population. By adding the
linear migration terms to these equations, we find
x˙ = r1 x − x2 − αx + αy, (14)
y˙ = r2y − y2 − αy + αx.
Here, the bifurcation parameter rk = ( ˆRk − 1)/ ˆRk for k = 1, 2 from Eq. (12). In addition, we rescaled the
long-term migration rate as the parameter α = c1/β.
The steady state (x, y) = (0, 0) is equivalent to the DFE in the full system in Eq. (2). In the absence
of coupling (α = 0), a transcritical bifurcation will occur in the x system, transferring the stability from
x = 0 to x = r1 at r1 = 0. The dynamics are similar for y, respectively. Linearizing about the steady state
(x, y) = (0, 0) yields two eigenvalues,
Λ1 =
1
2
(
r1 + r2 − 2α +
√
4α2 + (r1 − r2)2
)
, (15)
Λ2 =
1
2
(
r1 + r2 − 2α −
√
4α2 + (r1 − r2)2
)
.
The following analysis uses this linearization approach to conclude when long-term migration can change
the stability of this steady state.
We start by considering the case of two isolated endemic populations, which have basic reproduction
numbers greater than one. We ask if it is possible to stabilize the die out state through the coupling parameter,
α.
Proposition 3. If r1, r2 > 0, then the fixed point (x, y) = (0, 0) is unstable for all α ∈ [0,∞).
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Proof. Upon inspection, Λ1 is the dominant eigenvalue. Assuming r1, r2 > 0, then Λ1 > 0 implies
(r1 + r2) +
( √
4α2 + (r1 − r2)2
)
> 2α. (16)
Squaring both sides and simplifying, we find
r21 + r
2
2 + (r1 + r2)
√
4α2 + (r1 − r2)2 > 0, (17)
which is always true. Therefore, (x, y) = (0, 0) is unstable for all α ∈ [0,∞). 
We can interpret this abstract result in the original system by concluding that for two isolated endemic
populations, the amount of long-term migration is irrelevant to the persistence of the disease. The stability
of the DFE cannot be changed by migration and intervention by vaccination is necessary for disease die out.
Next, consider the case where we have sufficient vaccination so that one of the basic reproductive num-
bers is less than one, while the other is not. Again, we ask under what conditions the coupling parameter
can stabilize the die out state.
Proposition 4. Without loss of generality, we assume r1 > 0 and r2 < 0. Case 1: If −r2 < r1, then the fixed
point (x, y) = (0, 0) is unstable for all α ∈ [0,∞). Case 2: If −r2 > r1, then there exists some α∗ ∈ [0,∞)
such that the fixed point (0, 0) is stable for all α > α∗.
Proof. In both cases, assume r1 > 0 and r2 < 0.
Case 1: For −r2 < r1, Λ1 > 0 reduces to the relationship in Eq. (17). This is always true for 0 < r1 + r2
and we conclude (x, y) = (0, 0) is unstable for all α ∈ [0,∞).
Case 2: For −r2 > r1, Λ1 < 0 reduces to the relationship(√
4α2 + (r1 − r2)2
)
< 2α − (r1 + r2). (18)
Because both sides are positive, we can square both sides to find
α >
r1r2
r1 + r2
> 0. (19)
There exists an α∗ = r1r2/(r1 + r2) for α∗ ∈ [0,∞). Therefore, for α > α∗, it follows that Λ1 < 0 and
(x, y) = (0, 0) is stable. 
This result implies that in a system with one population supporting an endemic state, there is a minimum
amount of migration necessary for the system to achieve stability of the DFE. In fact, we can interpret the
requirement of −r2 > r1 as y = 0 in the uncoupled system is more stable than x = 0. Therefore, y is sharing
its extra stability with x.
For completeness, we can also show that long-term migration cannot change the stability of a stable die
out state for two isolated populations that have basic reproduction numbers less than one.
Proposition 5. If r1, r2 < 0, then the fixed point (x, y) = (0, 0) is stable for all α ∈ [0,∞).
Proof. For r1, r2 < 0, Λ1 < 0 reduces to Eq. (18). Because both sides are positive, we can square both sides
to find
α >
r1r2
r1 + r2
. (20)
Since r1r2
r1+r2
< 0, Λ1 < 0 for all α ∈ [0,∞) and (x, y) = (0, 0) is stable. 
We conclude that long-term migration has a positive effect on the stability of the DFE. The mixing in
all classes diffuses the force of infection, making it harder for the disease to persist. In applications where
migration is common, this effect might be significant.
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2.3. Normal Form for Mass Action Mixing
To capture the effect of short-term migration for each subpopulation in Eq. (2), we follow the construction
of model for linear mixing by substituting x and y for i in Eq. (13b). In this system, we use mass action
coupling with the parameter σ = c3 controlling the mass action mixing strength. Specifically, the term
σ(1− x)y represents the infectious person from y coming into contact with a susceptible from x. The system
take the form
x˙ =
(
r1 − σ
1 − σ
)
x − x2 − σ
1 − σ (1 − x)y, (21)
y˙ =
(
r2 − σ
1 − σ
)
y − y2 − σ
1 − σ (1 − y)x.
Again, the bifurcation parameter rk = ( ˆRk − 1)/ ˆRk for k = 1, 2 from Eq. (12) and time has been rescaled by
β(1 − σ).
Performing the linearization about the steady state (x, y) = (0, 0) yields two eigenvalues,
Λ1 =
1
2(1 − σ)
(
r1 + r2 − 2σ +
√
4σ2 + (r1 − r2)2
)
, (22)
Λ2 =
1
2(1 − σ)
(
r1 + r2 − 2σ −
√
4σ2 + (r1 − r2)2
)
. (23)
The eigenvalues for this system are of a similar form as those for linear migration in Eq. (15), but multiplied
by 1/(1 − σ). Therefore, the mass action mixing can change the stability of the DFE as a function of basic
reproduction numbers in the same settings as linear mixing.
3. Vaccination responses
This section directly considers how the migration rates change the vaccination levels necessary to keep
the DFE stable, which implies the occurrence of herd immunity. It explores whether neglecting the short-
and long-term migration rates overestimates or underestimates the minimum vaccination rates necessary for
disease fade-out.
We first restrict our attention to long-term migration only; i.e., letting c3 = 0 in Eq. (2). For c1 > 0, this
is equivalent to identifying the bifurcation points in (v1, v2) when λ4 = 0 in Eq. (9). Notice that if c1 = 0, the
subpopulations are isolated. The vaccination levels needed in each for the disease to die out is equivalent to
solving for v1 and v2 in ˆR1,2 ≤ 1 from Eq. (12). The constant solutions for ˆR1,2 = 1 using parameter values
in Table 1 are shown in Figure 2 as solid black lines, and the disease will die out in both populations in the
top right quadrant.
As we increase c1, the boundary for the region of stability for the DFE spreads away from the c1 = 0
case, increasing the die out region. The limit is a line, shown by the dotted black line in Figure 2.
Proposition 6. As c1 → ∞, the bifurcation curve bounding the stable region approaches the line
v2 = −
(
µ1
µ2ρ
)
v1 +
(µ1 + µ2ρ)(β − κ)
βµ2ρ
− (µ1 + µ2ρ)
2
βµ2ρ(1 + ρ) . (24)
This line is decreasing in v1, with the slope depending on a ratio of the birth rates and subpopulation sizes.
Note that if we use the basic reproductive numbers for the isolated subpopulations, Eq. (24) is equivalent to
v2 = −
(
µ1
µ2ρ
)
v1 +
(
1 + µ1
µ2ρ
)
(1 + ρ)
((
ˆR1(0) − 1
ˆR1(0)
)
+
(
ˆR2(0) − 1
ˆR2(0)
))
. (25)
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Figure 2: Boundary of the region of stability for the DFE as we vary c1. The curves represent λ4 = 0 using the parameter values
in Table 1 and c3 = 0.The vertical and horizontal black lines represent the vaccination rates necessary for a stable DFE in isolated
populations (c1 = 0). The dashed line represents the limiting curve as we increase c1 .
As ˆR1(0) and/or ˆR2(0) increase, the v2 intercept increases and shifts the line up vertically. Therefore, the
attainable stable DFE region in (v1, v2) space decreases, as expected.
Next, we consider only short-term migration, i.e. letting c1 = 0. Similarly, for 0 ≤ c3 ≤ 1, this is
equivalent to identifying the bifurcation points in (v1, v2) when λ4 = 0. We fix the parameters to the values
in Table 1 and vary c3 to see the changes to the boundary of the stable region. The solution for c3 = 0 is
shown as solid black lines in Figure 3. Again the disease will die out in both populations in the top right
quadrant. As we increase c3, the boundary for the region of stability for the DFE smoothly pulls away from
top right quadrant, increasing the die out region.
Proposition 7. The limit as we increase c3 → 1 is
v2 = 1 −
(κ + µ2) (κ + µ1)
(1 − v1) β2 .
Therefore, in both cases, underestimating the migration between populations causes an overestimation
of the vaccination levels needed for herd immunity.
4. Conclusions
In this paper, we consider the effects of short- and long-term migration in coupled population models in
the presence of vaccination. We study the interplay between the independent vaccination and migration rates
across different populations. We conclude that neglecting migration effects overestimates the vaccination
levels necessary to achieve herd immunity.
We have proven that if two isolated populations support an endemic state simultaneously, migration
cannot change the stability of those endemic states. Analogously, this is also true for two populations with
stable disease free equilibria. In contrast, migration can lead to disease die out in the mixed case. If a single
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Figure 3: Boundary of the region of stability for the DFE as we vary c3. The curves represent λ4 = 0 using the parameter values
in Table 1 and c1 = 0. The vertical and horizontal black lines represent the vaccination rates necessary for a stable DFE in isolated
populations (c3 = 0).
population has a vaccination rate sufficient for herd immunity in isolation, low levels of migration from a
population that is endemic will not necessarily make the disease endemic in both. In fact, increased levels
of migration can lead to disease die out in both populations. However, migration rates are only physically
realistic when they are small.
Our results suggest more efficient vaccination strategies may be identified for groups of countries with
significant migration between them. For example, instead of increasing the vaccination levels in a population
that has already achieved herd immunity, sending vaccine to the less vaccinated neighboring country could
have a greater impact on outbreak levels. The most efficient control algorithm would be to target the stable
die out region as shown in Figure 2 or Figure 3.
Conversely, populations for which vaccine delivery is difficult may benefit to a degree by vaccination of
neighboring countries. More specifically, consider decreasing the migration rates to a country with a lower
vaccination rate. We show in Figure 4 a policy where N2, which has a vaccination rate v2 = 0.9, decreases
the long-term migration rate c1 with N1, which has a vaccination rate v1 = 0.7. The short term migration
rate is held constant at c3 = 0.1. The decrease in number of new infections for N2 is a small percentage of
the increase in infections in N1, and we conclude that the policy meant to help N2 has unintended negative
consequences for N1.
In future directions, the model can be extended to include the effects of seasonality. A similar analysis of
stable periodic behavior can reveal the sensitivity of synchronization to short-term and long-term migration.
For example, the work of Schwartz [16] predicts new periodic orbits that can be excited by the mass action
coupling in models with seasonal forcing. Specifically, these orbits exhibit long period outbreaks in small
populations due to mass action coupling. When applying time dependent vaccination schedules, other pa-
rameters must be considered in addition to the average vaccination rates, such as pulse frequency and phase
with respect to periodic application. Other techniques can be extended to migration models with vaccine
control, such as prediction of future outbreaks as reported in Schwartz, et al. [17].
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Figure 4: Time series of infectives in both populations using the parameter values in Table 1, with v1 = 0.7, v2 = 0.9, and c3 = 0.1.
The value of c1 is decreased to the constant noted in each window.
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