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Abstract 
 
It has lately become a common practice among national authorities with macroeconomic 
mandates to build large Dynamic Stochastic General Equilibrium (DSGE) models to 
assist in forecasting and policy analysis. The Finnish Ministry of Finance has also 
developed a small open economy New Keynesian DSGE model, “KOOMA”. As DSGE 
models try to emulate the key features and dynamics of the economy, the crucial question 
is, how well do they function in accordance with reality? An answer to this question can 
be searched by using Structural Vector Autoregression (SVAR) models, which are 
natural econometric counterparts to DSGE models and are better suited for analyzing 
data. The aim of this study is to evaluate the calibration of KOOMA with a SVAR model, 
which is identified with sign restrictions. I compare impulse response functions from the 
SVAR model, which are found both statistically significant and robust to changes in 
model specifications, to the equivalent impulse response functions from KOOMA. The 
findings suggest, that KOOMA generally produce impulse responses with same signs as 
the SVAR model, but there are some differences in the magnitudes and persistence of 
the responses. 
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Suurten dynaamisten stokastisten yleisen tasapainon (DSGE) mallien käyttö on 
yleistynyt viime aikoina makrotalouden ennustamisessa ja politiikka-analyysissa. Myös 
Suomen Valtiovarainministeriö on kehittänyt oman pienen avotalouden uuskeynesiläisen 
DSGE malli ”KOOMAn”. Koska DSGE mallit pyrkivät toisintamaan monia 
kokonaistalouden keskeisiä toimintaperiaatteita ja dynamiikkoja, on tärkeää tarkastella 
kuinka hyvin ne näyttävät tässä tehtävässä onnistuvan. DSGE mallin toimivuutta voi 
tarkastella datalähtöisellä rakenteellisella vektoriautoregressiomallilla (SVAR), joka on 
ekonometrisesti DSGE mallin luonnollinen vastinpari. Tämän tutkielman tarkoituksena 
on arvioida KOOMAn kalibrointia SVAR mallin avulla, joka on tunnistettu 
merkkirajoitteilla. SVAR mallin tuottamia impulssivastefunktioita, jotka ovat 
tilastollisesti merkitseviä ja muuttumattomia mallinnusvalinnoista riippumatta, käytetään 
vertailuun KOOMAn vastaavien impulssivastefunktioiden kanssa. Tulosten perusteella 
KOOMA näyttää yleisesti tuottavan impulssivasteita, joilla on sama etumerkki SVAR 
mallin kanssa, mutta vasteiden suuruuksissa ja kestävyydessä on eroja. 
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Introduction
It is popular in academic and applied research to study macroeconomic phenomena
using Structural Vector Autoregressive (SVAR) and Dynamic Stochastic General
Equilibrium (DSGE) models. These models can be used to test macroeconomic
theories with data, to support in forecasting, to conduct policy and business cycle
analysis, and to analyze past events. In Finland, SVAR models have been used
for example to decompose the drivers behind two recent depressions (Gulan et al.,
2014) and to study the size of the fiscal multiplier effect (Lehmus, 2014). Many
Central Banks and other national authorities have developed their own DSGE mod-
els, including the Finnish Ministry of Finance and the Bank of Finland, models
“KOOMA” and “Aino 2”, respectively.
SVAR and DSGE models are comparable to each other under certain conditions,
which allows them to be used as substitutes or complements. DSGE models are
derived from economic theory and they typically have more a priori structure than
SVAR models, and they attempt to paint a broader picture of the economy as a
whole. Data driven SVAR models on the other hand are more flexible and suitable
for analyzing empirical data. Theory latent assumptions and restrictions can be
extracted from a DSGE model to aid identification of structural shocks in a SVAR
model, and the parametrization of a DSGE model can be obtained or validated
with data by using SVAR models. Both models do, however, require committing to
assumptions, which might not all be reasonable.
The aim of this study is to evaluate the calibration of KOOMA on Finnish
data. I use time series of six observable variables from KOOMA to identify four of
KOOMA’s structural shocks from data with a sign restricted SVAR model. Then
I compare the impulse responses from KOOMA to the equivalent significant and
robust impulse responses from the SVAR model. The statistical significance of the
responses is assessed with Bayesian credible intervals and the robustness of the
significant responses is analyzed by extensively varying the specifications of the
model and variables.
The results indicate, that the signs of the responses are generally the same in
both models. The magnitudes of responses to all shocks are generally similar in
both models on output, larger in KOOMA with respect to hours, prices and wages,
and larger in the SVAR model on responses of exports. The persistence of responses
are generally similar on output, hours and exports, and larger in KOOMA on prices
and wages. The SVAR results, however, are not fully conclusive due to sampling
and model related uncertainty.
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This study is structured as follows: Chapter 1 gives an overview of the literature
on the connection between DSGE and SVAR models. Chapter 2 provides a technical
introduction to DSGE and SVAR modelling, focusing on the problem of identifica-
tion in SVAR models and discussing pros and cons of using sign restrictions. The
SVAR model used in this study is outlined in Chapter 3. Impulse responses from
the SVAR model are presented in Chapter 4 with robustness analysis. The com-
parison of KOOMA to the SVAR model is conducted in Chapter 5, with Chapter
6 concluding. All of the results from both models and all of the robustness checks
can be found in Appendices A and B.
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Part I
THEORY
1 Literature review
DSGE and SVAR models are attempts to answer the famous sceptical epistemic
argument presented by Nobel Laureate Robert Lucas. According to the Lucas cri-
tique, it is not sensible to estimate the impacts of a change in policy environment on
the economy, based on historical and highly aggregated data, as this policy change
can also alter the dynamics of the underlying data generating processes (Lucas,
1976). DSGE models attempt to solve the Lucas Critique by rooting into microe-
conomic theory, i.e. by taking the constrained optimization problems of agents and
firms as a starting point, and constructing macroeconomic features on top of this
micro-foundation. They provide a theoretically coherent framework with an empiri-
cal interface to systematically study economic effects, which cannot be meaningfully
isolated (Ferna´ndez-Villaverde et al., 2016). SVAR models also try to identify struc-
tural features from time series data. More specifically, the parameters in these mod-
els are defined as structural, if they are invariant to the class of policy interventions
which are being analyzed (Ferna´ndez-Villaverde and Rubio-Ramı´rez, 2008). It is,
however, not clear how well these models succeed in answering the Lucas critique.
More on SVAR modelling in Section 2.4.
DSGE modelling
The first micro-foundational DSGE model was created by Kydland and Prescott
(1982). A new push came from Smets and Wouters (2003), which attempted to
find parameter values via Bayesian estimation instead of calibration for a model
which includes the whole Euro-area. Two main approaches to DSGE modelling
are Real Business Cycle (RBC) models focusing in real variables and technology
shocks, extending the tradition of neoclassical growth modelling, and New Keynesian
monetary models with real and nominal frictions and a monopolistic supply sector.
Most modern large DSGE models are syntheses of features from both approaches.
Critique of DSGE modelling has been issued for example on the use of exogenous
shocks (Romer, 2016), the lack of justification for tight priors in estimating DSGE
models (Blanchard, 2018), use of representative agents (Solow, 2010), too simplistic
micro foundations (Stiglitz, 2018) and the equilibrium framework (Vaughn, 2013;
Hendry and Muellbauer, 2018). Also the validity of conventional distributional
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assumptions behind many econometrical models has been questioned (Taleb, 2007;
Mandelbrot, 2008).
There is a constant effort to make DSGE models more realistic and versatile, for
example with heterogeneous agents, non-standard utility functions and time varying
volatility (Ferna´ndez-Villaverde et al., 2016). Improvement in computing power also
permits solving models with more complicated forms and features. Arguments in
defence of DSGE modelling can be found for example in Christiano et al. (2018).
A central question related to DSGE models concerns how they should be parametrized
and evaluated. Suggested approaches include calibration based on institutional
knowledge, estimation based on Bayesian likelihoods or generalized method of mo-
ments, and minimizing the distances between DSGE and SVAR impulse responses
(An and Schorfheide, 2007). The last method is also motivating the approach in
this study.
Connection between DSGE and SVAR models
DSGE and SVAR models are natural econometric counterparts in the sense, that
under certain conditions a solved DSGE model, or a subsection of it, can be rep-
resented as a (Structural) VAR model of finite order. In that case the structural
shocks and their impulse responses from suitably identified SVAR model can be
meaningfully compared to those of a DSGE model (Ravenna, 2007).
A solved DSGE model in State-Space form, Equations 1 and 2, can also be
written as a VARMA(p,q) model, if there are equal number of state variables,
observable variables and shocks. For a VARMA model to have a VAR(∞) rep-
resentation, invertibility condition1 must hold (Ferna´ndez-Villaverde et al., 2007).
Non-invertibility arises fundamentally from the missing information problem, where
important variables or factors are not present in the model (Sims, 2012b). Finally, a
DSGE model can have a VAR(p) representation of finite order2, in some cases even
VAR(1), for observable variables with same structural shocks (Kilian and Lutkepohl,
2017, Chapter 6.2).
Typically only a subset of variables from the DSGE model are included in the
corresponding VAR model, namely from the set of observable variables, which have
time series data available. Even if the DSGE model would have finite order VAR
representation with all of its variables included, this might not be the case for the
1The eigenvalues of A−BD−1C are strictly less than unity in absolute value, where the matrices
A, B, C and D are from the State Space representation of a solved DSGE model, Equations 1 and
2 (Ferna´ndez-Villaverde et al., 2007).
2DSGE model has a VAR(p) form if all of the eigenvalues of A− BD−1C are zero. For a typical
State Space system this entails VAR(1) form.
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VAR based on only observable variables. If the DSGE model only admits a VAR(∞)
form, any finite order truncation might be inadequate in approximating the real
model, and can also cause identification bias due to structural shocks being based
on wrong VAR coefficients (Ravenna, 2007). However, in some cases VAR(∞) can
be approximated reasonably well with VAR(p) (Sims, 2012a; Pagan and Robinson,
2016).
Evaluation of DSGE models with SVAR models
Many studies have used the SVAR impulse responses to evaluate DSGE models
with data. Gali (1999) uses a SVAR model with long run restrictions to compare
the RBC and New Keynesian DSGE models, which describe opposite behaviour of
hours worked in response to technology shock. The study finds support for the
New Keynesian DSGE model, with hours declining in the empirical model after
technology shock. The behaviour of hours in response to technology shock is dis-
cussed more thoroughly in Chapter 3. Peersman and Straub (2006) also study the
validity of some features of New Keynesian DSGE models. They equip a SVAR
model with all applicable sign restrictions suggested by a New Keynesian DSGE
model, and compare the resulting impulse responses and forecast error variances
to those, calculated from a SVAR model with minimal necessary sign restrictions
needed to identify the shocks on interest. They find for example that the model with
heavier sign restrictions underestimates the impact of technology shock on output.
In similar manner, Canova and Paustian (2011) finds sign restrictions which are
robust across a class of DSGE models, identifies a SVAR model with them, and
compares the impulse responses which were left unrestricted in SVAR model to the
corresponding impulse responses in DSGE models, finding that the same shocks are
recovered reasonably well.
Christiano et al. (2007) examine, how well the structural shocks of DSGE models
can be recovered by SVAR models in practice. They simulate datasets with different
DSGE models, and try to identify the structural shocks from the simulated data with
SVAR models using long and short run restrictions. They find that SVAR models
with especially short run restrictions accomplished the task well, and also the SVAR
confidence intervals reflected the sampling uncertainty accurately. Fry and Pagan
(2011), on the other hand, use empirical data to find maximum likelihood estimates
for parameters of a small New Keynesian DSGE model, and obtain a sign restricted
SVAR model based on a three variable VAR(1) model. They find large differences
in the impulse responses.
SVAR impulse responses have also been used to estimate DSGE models. The
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approach in Christiano et al. (2005) to fully parametrize their partially calibrated
New Keynesian model is to first use a SVAR model to obtain impulse responses
to monetary policy shock, and then find the values for the rest of the parameters
by minimizing the distance between the IRFs from both models. Similarly, Fe`ve
et al. (2010) use long run restrictions to identify impulse responses to disinflation
shocks in a SVAR model. They then use the IRFs to estimate a partially calibrated
medium-sized DSGE model by minimizing the distances between the responses, and
use the DSGE model to study the disinflation shocks with counterfactual scenarios.
Fe`ve et al. argue, that SVAR models are better suited to study transitory changes in
monetary policy, and permanent changes for example in inflation can be approached
better using a DSGE model.
Del Negro and Schorfheide (2004) suggests estimating a BVAR model, coined as
DSGE-VAR(λ), with priors derived from a DSGE model. The hyperparameter λ
controls the weight given to DSGE model relative to data in estimation. They con-
tinue developing their approach in (Del Negro and Schorfheide, 2006) and (Del Negro
et al., 2007), which can be used either to analyze the DSGE model, or as an interface
to forecast on the basis of the DSGE model. Consolo et al. (2009) suggest using
principal components to create a factor augmented DSGE-FAVAR instead, which
they found to perform better.
Bru¨ggemann and Kascha (2017) study whether a VARMA model can discrimi-
nate between DSGE models better than a SVAR model, but find neither performing
well. Also Leeper et al. (2013) use a VARMA model to incorporate informational
variables to the SVAR model when replicating a well known study by Blanchard
and Perotti (2002). They argue that the correct shocks were only obtainable with
the added information.
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2 Theory of DSGE and SVAR models
Section 2.1 provides a non-technical intro to the idea of DSGE modelling, and Section
2.2 outlines a particular example, KOOMA. Section 2.3 presents the basic technical
functioning of VAR and SVAR models, while Section 2.4 discusses different ways
to identify SVAR models on the basis of VAR models, with an emphasis on sign
restrictions.
2.1 DSGE modelling
DSGE models are dynamic in the sense that they evolve in time, stochastic as they
have inbuilt randomness, general as they try to model all markets of the economy,
and have equilibrium behaviour, which is based on the assumption that markets are
driven towards balance by the forces of supply and demand. DSGE models can be
used to study, how a system with certain characteristics converges back to its steady
state after an exogenous shock, policy change or from cyclical position of boom or
bust. This Section is largely based on (Ferna´ndez-Villaverde et al., 2016).
DSGE models are derived from microeconomic intertemporal constrained opti-
mization problems for consumers, firms and other entities. To find the solution of a
DSGE model, these optimality conditions must first be transformed into a functional
equation problem for example by using Euler equation or conditional expectations.
The result is a set of non-linear stochastic difference equations, which are meant
to characterize the functioning of the economy of interest, Finland in the case of
KOOMA. The model variables are categorized as control and state variables, where
the control variables are observable and forward looking, like the Gross Domestic
Product, and the state variables are typically not observable to econometrician and
are considered to be predetermined or backwards looking, like the technological de-
velopment or the capital stock. It is, however, not always obvious which variables
should be treated as observables.
The solution of the model refers to a set of decision functions for the control and
state variables, which describe the behaviour of the system. These decision functions
consist of state variables, stochastic shocks and unknown parameters. As DSGE
models don’t typically have a closed form solution for their equilibrium dynamics,
the solution is approximated numerically using perturbation theory. A deterministic
steady state of the system, describing the equilibrium conditions, can typically be
found analytically by suppressing the stochastic components to zero. Taylor or
log-linear approximations are then built around the steady state to approximate
how the system behaves around the equilibrium conditions. Typically first and
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second order perturbations are used, but higher order perturbations are needed
when approximating non-linear behaviour and stochastic volatility (Levintal, 2017).
A stable solution can be found by transforming this approximated system into a
State-Space representation using for example generalized Schur decomposition.
Solved DSGE model in (simplified) State Space form
xt+1 = Axt + Bvt (1)
yt = Cxt + Dwt (2)
consists of measurement Equation 1 for the observable variables in vector yt,
and state transition Equation 2 for the control variables in vector xt+1, with corre-
sponding stochastic shocks wt and vt. Matrices A, B, C and D are functions of the
parameters of the DSGE model. (Ferna´ndez-Villaverde et al., 2007)
The model parameters in matrices A, B, C and D can be assigned values based on
theory and institutional knowledge by calibration, or by data via numerical Bayesian
estimation using Markov Chain Monte Carlo (MCMC) algorithms, called estimation.
The parameters governing technological development and preferences are called deep
parameters of the model and are assumed to be invariant to policy changes. Values
for the unobserved state variables can be searched numerically using Kalman filter.
(An and Schorfheide, 2007)
Linear approximation is assumed to be adequate for studying the behaviour of
the system around the steady state. The upside of linear approximation is that
it provides intuitive results, for example log-linearization gives the approximate
percentage deviation from the steady state. It is also possible to use non-linear
approximations, but this makes the analysis complex without necessarily increasing
usefulness (Levintal, 2017).
2.2 KOOMA
The KOOMA model is a calibrated New Keynesian DSGE model, describing a
small open economy. This means that the model economy is a price taker in foreign
trade. The model includes two types of households, public sector, foreign trade,
and sectors for intermediate and final goods. The model is log-linearized with first
order Taylor series. Only a general overlook of the sectors and features of the model
is provided here, see an illustration of the model’s functional structure in Figure 1.
More information can be found in the forthcoming manuscript of the KOOMA
model, which is not yet made public by the time this study was published.
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Figure 1: Overview of the KOOMA model.
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Figure 1: Structure of KOOMA. From yet to be published documentation of
KOOMA (Elmgren, 2017).
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Shocks of interest
The shock processes represent exogenous changes in the DSGE model’s environ-
ment. The four shocks in KOOMA, which are relevant for this study, are AR(1)
processes with i.i.d. innovations. Technology shock, εa, refers to changes in the
productivity. Labour supply shock, εL, alters the supply of labour at given wage
level. Domestic demand shock, εC , changes the households’ willingness to con-
sume at given price level. The external demand shock, χ∗, represents changes
in the global aggregate demand for imports, which is closely related to the country
specific export demand shock identified in the SVAR model. The first two shocks
are related to the supply side and latter two to the demand side of the economy.
Households
The economy of KOOMA is populated by Ricardian and liquidity constrained (non-
Ricardian) households, who have different budget constraints but maximize their
expected lifetime utility similarly via the utility function
max Et
{ ∞∑
j=0
βj
[
εCt+j(c
FL
t+j − κcFLt+j−1)1−σC
1− σC −
(εLt+jht+j)
1+σL
1 + σL
]}
(3)
where ct stands for consumption and ht for hours worked, or labour supply. A
fraction ωLC ∈ (0, 1) of households are liquidity constrained, consuming their whole
income each period, and (1−ωLC) are Ricardian, hence being able to save and invest.
As both types of households share the same above utility function, their consumption
decisions are differentiated with superscripts cLCt for liquidity constrained and c
FL
t for
Ricardian households. Et is the expectations operator conditional on information
at time t, β ∈ [0, 1] is the time discount factor, κ ∈ (0, 1) is the external habit
motive and σ is the elasticity of inter-temporal substitution, with superscript C for
consumption and L for labour supply. There are also external shocks influencing
consumption preferences εCt = ρ
CεCt−1 + ζ
C
t , and labour supply ε
L
t = ρ
LεLt−1 +
ζLt ,. These are among the four shocks identified in this study, with parameters
calibrated as ρc = 0.8 and ρL = 0.37. Total consumption is given by ct = ω
LCcLCt +
(1− ωLC)cFLt .
The nominal period-by-period budget constraint for a representative Ricardian
household is given by
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Expenditure = Income, i.e.
(1 + τCt )P
C
t c
FL
t +
1
ft(1− ωLC)(P
I
t it + Ψ(vt)P
I
t k
p
t−1 +Bt +B
F
t )
= Wt(1− τWt )
nt
ft
ht +
ft − nt
ft
PCt b
U
t +
1
ft
TRt +
1
ft(1− ωLC)(r
K
t P
I
t (1− τKt )vtkpt−1
+(1− τDt )Dt) +
1
ft(1− ωLC)(Rt−1Bt−1 +R
F
t−1Γ(.)B
F
t−1)
(4)
And the budget constraint for non-Ricardian, or liquidity constrained household,
is given by
(1 + τCt )P
C
t c
LC
t = Wt(1− τWt )
nt
ft
ht +
ft − nt
ft
PCt b
U
t +
1
ft
TRt (5)
The spending allocated on nominal consumption with consumption tax for both
type of households is given by (1 + τCt )P
C
t c
FL/CL
t . Additionally, Ricardian house-
holds allocate spending on investment, P It it, and on domestic and foreign bonds,
respectively, by Bt and B
F
t . The cost of capital utilization, Ψ(vt)P
I
t k
p
t−1, is for
Ricardian households to bare, as they own the capital and rent it to companies.
Function Ψ(vt) measures the unit cost of utilizing physical capital with vt denoting
the rate of capital utilization, and kpt−1 is the physical capital in the previous period.
Portion 1
ft(1−(ωLC) of the investments, bonds and costs related to capital utilization
is managed by Ricardian households, where ft = nt + ut denotes the labour force.
Both household types receive income from net wages Wt(1 − τWt ) from hours
worked ht, unemployment benefits P
C
t b
U
t and nominal lump sum transfers
1
ft
TRt.
Terms nt
ft
and ft−nt
ft
sum up to unity and are considered probabilities of being em-
ployed or unemployed, respectively, and 1
ft
denotes the fraction of lump sum trans-
fers received by a representative Ricardian and non-Ricardian household. Addi-
tional to this, Ricardian households receive net capital rental payments from firms
1
ft(1−ωLC)(r
K
t P
I
t (1 − τKt )vtkpt−1, profits from firm ownership (1 − τDt )Dt), and after
tax returns on bond holdings of domestic Rt−1Bt−1 and foreign RFt−1Γ(.)B
F
t−1 origin,
with 1
ft(1−ωLC) denoting the share of these assets managed by the representative Ri-
cardian household. The tax rates are by τWt on wages, τ
K
t on capital, and τ
D
t on
dividends, and gross interest rates on domestic bond holdings by Rt and on foreign
holdings by RFt .
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Public sector
The general government collects taxes on labour τWt , consumption τ
C
t , capital τ
K
t ,
employer social contribution τSCt and dividends τ
D
t . Additional to taxes, government
also issues bonds Bt to finance spending gt, investments i
G
t , lump sum transfers TRt,
and unemployment benefits bU . Like households, also the public sector is bounded
by budget constraint of equating discounted nominal income with expenditure
Pt(ntwtht)(τ
W
t + τ
SC
t ) + τ
C
t Ptct + τ
D
t Ptdt + τ
K
t P
I
t r
K
t kt +Bt
= PGt gt + P
IG
t i
G
t + TRt + Ptb
U
t ut +Rt−1Bt−1
(6)
Government acquires consumption gt and investment i
G
t goods from intermedi-
ate goods sector. All taxes and expenses, except the unemployment benefit and
repayment of debt, as well as price indexes for public consumption and investment,
are determined by stochastic autoregressive processes.
Domestic intermediate goods sector
This sector is composed of n monopolistic firms and all labour workforce. The
sector is responsible for production of intermediate consumption and investment
goods, pricing of these goods and determining salaries by negotiation. The output
of these companies, yKLt , are determined by Cobb-Douglas production function
yKLt = ε
a
t
kγt l
1−γ
t
nt
(7)
with labour lt = htnt, capital kt and an exogenous shock to total factor
productivity εat = ρ
aεat−1 + ζ
a
t . This technology shock ε
a
t is another one of the four
identified shocks in this study, with calibration ρa = 0.9.
Frictions in nominal price adjustment are modelled using standard Calvo pricing,
where each firm can adjust their prices optimally with a probability of (1 − ζ) at
each period.
Wage negotiation
The atypical feature in KOOMA is that the wages are obtained by negotiating be-
tween households and employees on a matching market for labour in the intermediate
goods sector (see Obstbaum, 2011). Firms search for workers by posting vacancies
and negotiating for wages. When an agreement is reached, firm employs one unit of
labour provided by the chosen worker and also only then utilizes the capital needed
to maximize surplus. The number of matches are determined by
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Mt(ut, vt) = σMuσt v1−σt (8)
where ut = 1 − nt is the unemployment (employment nt ∈ [0, 1] not to be
conflated with number of firms n), vt denotes vacancies, σ
M gives the efficiency of
the matching process and σ is the elasticity of matching w.r.t. stock of unemployed
people.
Firms aim to maximize their real surplus, sFt , which is given by a Bellman
equation
sFt = P
KL
t y
KL
t − (1 + τSCt )
Wt
pCt
ht − r
K
t kt
nt
+ Etβt,t+1(1− ρt+1)sFt+1 (9)
where PKLt y
KL
t gives the real value of the production, (1 + τ
SC
t )
Wt
pCt
ht stands
for real expenses from wages and payroll taxes,
rKt kt
nt
refers to the rental cost of
capital, where 1/n denotes the share of resources of individual firm, and Etβt+1(1−
ρt+1)s
F
t+1 gives the expected value of the surplus in the next period, weighted with
the exogenous job destruction rate/termination probability ρt.
The surplus from work to a worker, sWt , is defined as the additional utility that
is acquired from work when compared to receiving unemployment benefits
sWt =
Wt
PCt
ht(1− τWt )−
mrstht(1 + τ
C)
1 + σL
− bUt + Etβλt,t+1(1− ρt+1 − qWt )sWt+1 (10)
where Wt
PCt
ht(1 − τWt ) denotes the real net salary, mrstht(1+τ
C)
1+σL
expresses the dis-
utility from work, bUt is the unemployment benefit, and Etβλt+1(1 − ρt+1 − qWt )sWt+1
is the expected future utility of employment, taking into account the probability
of unemployment and probability of finding a job. The term mrst =
εLt
1+σL
hσ
L
t
ϑt
in
the expression for dis-utility from work stands for the marginal rate of substitution
between work and consumption, and includes the marginal utility of consumption,
ϑt ≡ (cFLt − κcFLt−1)σC , and the aforementioned labour supply shock, εLt , which is of
interest in this study.
Firms and workers choose the wage and hours worked simultaneously in efficient
Nash bargaining, by maximizing
max
w
(sWt )
ηt(sFt )
1−ηt (11)
which gives the weighted product of both parties’ net return from the match,
0 ≤ ηt ≤ 1, expressing the exogenously determined bargaining power of workers, and
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resulting in the allocation of total surplus among workers and firms st = s
W
t + s
F
t .
It is noteworthy, that the optimal outcome for hours worked is determined with-
out the influence of salary.
Final goods sector
Firms in this sector acquire differentiated intermediate consumption (zCt ,m
C
t ) and
investment (zIt ,m
I
t ) goods from domestic and foreign producers, and transforms
them under perfect competition into final goods for consumption yCt , investment y
I
t ,
and exports yXt . The firm on final goods sector has a production function for both
consumption and investment goods with constant elasticity of substitution and it
optimizes
max
zCt ,m
C
t
PCt y
C
t − (PZt zCt + PMCt mCt )
s.t.
yCt = (ω
C(1+ρC)zC−ρ
C
t + (1− ωC)(1+ρ
C)mC−ρ
C
t )
− 1
ρC
(12)
Here ωC is the domestic share of input goods, and ρC determines the substitution
between domestic and foreign consumption. The problem in exports is otherwise
similar, but the equations for conditional factor demand of domestic and imported
inputs are weighted with nominal marginal cost of exports instead of the domestic
price level. Fourth identified shock in this study is the external demand shock,
χ∗t = ρ
χ∗χ∗t−1+ζ
χ∗
t , which issues transitory changes in the global demand for exported
final goods yXt . It is calibrated as ρ
χ∗ = 0.73.
2.3 SVAR modelling
This section is mostly based on Kilian and Lutkepohl (2017).
VAR model
Vector Autoregression model VAR(p) displays the linear multivariate autoregressive
behaviour of a system of K variables in matrix notation, using lagged values of these
variables from past p time periods as explanatory variables (omitting a constant)
yt = A1yt−1 + · · ·+ Apyt−p + ut (13)
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where yt and yt−i with i = 1, . . . , p are Kx1 vectors holding values of the K
variables for contemporaneous and lagged time periods, respectively, Ai are KxK
matrices of coefficients describing the influence of lagged variables on their contem-
porary values, and ut is a Kx1 residual vector of i.i.d. disturbances, with a covariance
matrix (apostrophe denoting for transpose)
E(utu′t) = Σu (14)
The parameters in the coefficient matrices Ai can be consistently estimated with
equation-by-equation Ordinary Least Squares (OLS).
If the process is weakly stationary, i.e. roots of the characteristic polynomial lie
within the unit circle,
det(Ik − A1z − · · · − Apzp) 6= 0, |z | ≤ 1 (z ∈ C) (15)
the VAR(p) model has a vector moving average VMA(∞) representation
yt =
∞∑
j=0
φjut−j (16)
where φj matrices are obtained recursively from φj = Σ
x
i=1φj−iAi with φo = Ik,
and x = j when j < p and x = p when j ≥ p. The weakly stable process can be
thought of as being driven by the error terms and we can study the propagation of
the jth error with Impulse Response Functions (IRF)
IRF.j(h) =
∂yt+h
∂ujt
, h = 0, 1, 2, . . . (17)
which are expressed in the jth column of φh. In macroeconomics the standard
VAR model presented above is referred to as having a reduced form, as the model
more likely summarizes data instead of providing an interpretation of its underlying
dynamic process. This is because the elements of the residual vector are typically
cross-correlated. Hence, it is not sensible to analyze the impulse responses of indi-
vidual reduced form errors in isolation, as their movements tend to be synchronized.
Structural VAR model
We are interested in finding a VAR model, which displays the behaviour of chosen
variables as driven by uncorrelated structural errors, which can be interpreted as
economic shocks. To find this structural form, we write the same reduced form
VAR(p) model in another representation
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yt = B
−1
0 B1yt−1 + · · ·+B−10 Bpyt−p +B−10 εt (18)
with decompositions B−10 Bi = Ai and B
−1
0 εt = ut. Identifying B
−1
0 matrix and
multiplying both sides by its inverse, B0, results in Structural VAR (SVAR) model
B0yt = B1yt−1 + · · ·+Bpyt−p + εt (19)
where the structural shocks, εt, are linear combinations of reduced form residuals
εt = B0ut (20)
and are orthogonal (uncorrelated) by construction
E(εtε′t) ≡ diag(Σε) (21)
The key component in finding the structural model is to identify the B−10 matrix
describing the transmission of structural shocks on model’s variables. The structural
shocks are typically assumed to have a unit variance, diag(Σε) = IK
3 and the B−10
matrix can be obtained from the reduced form VAR residuals
E(utu′t) = E(B−10 εtε′tB−1′0 ) = B−10 E(εtε′t)B−1′0 = B−10 IKB−1′0 = B−10 B−1′0 (22)
Different techniques to recover the B−10 matrix from the VAR residuals will be
discussed in the next Section.
When B−10 is identified, the VMA representation of weakly stable SVAR model
is obtained by substituting ut = B
−1
0 εt in the reduced form VMA representation
defined in Equation 16
yt =
∞∑
j=0
φjut−j =
∞∑
j=0
φjB
−1
0 εt−j =
∞∑
j=0
θjεt−j (23)
where θt = φjB
−1
0 , which the structural IRF is based on.
3This assumption is called B–normalization, and it gives the impulse responses to unit size shocks.
It is also possible to use A–normalization, where the diagonal elements of structural error co-
variance matrix is left unrestricted and the diagonal elements of are restricted to unity instead.
A–normalization expresses the sizes or relevance of structural shocks relative to each other in the
identified model. AB–normalization is a general version, where both relative sizes and responses
to unit shocks can be obtained, but with the cost of requiring more assumptions to enable iden-
tification.
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2.4 Identification of SVAR models
The challenge of identification is, that there are K2 parameters in B−10 , more than
there are unique equations, hence the structural model cannot be identified solely
from the data. There are different methods that can be used to find orthogonal
errors from the residuals of reduced form VAR model. These orthogonal errors can
then be addressed with an economic interpretation, resulting in locally and uniquely
identified structural VAR model. Table 1 depicts the most common identification
techniques, which include posing restrictions on the model parameters, taking ad-
vantage of statistical properties of the data and using a Bayesian approach. It is
noteworthy, that different techniques usually lead to identification of different or-
thogonal errors as structural shocks, and hence result in different structural models.
It is not self-evident which one of these (infinite) models, if any, is the correct one.
The question of how to identify structural models was deemed the most important
problem in empirical macroeconomics by Lucas Jr. and Sargent (1979).
Parametric Recursive Non-Recursive
Contemporaneous
Cholesky decomposition
with A or B normalization
With A, B or AB normal-
ization
Long (and short) run
BQ (Cholesky) decompo-
sition on long run impact
matrix
Long and/or short run re-
strictions on SVEC model
Statistical proper-
ties
Paradigm shift in volatility, heteroscedasticity,
non-Gaussian or Markov switching reduced form
residual distribution.
Bayesian approach
Bayesian VAR (typically with Minnesota prior),
Sign Restrictions
Table 1: Taxonomy of SVAR identification methods. Author’s sketch.
Parametric restrictions
Parametric restrictions can be imposed recursively or non-recursively on the struc-
tural model parameters, which define the contemporaneous and/or long run im-
pacts of the structural shocks. In order to exactly identify the contemporaneous
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impact matrix B−10 , the necessary order condition must hold; the number of restric-
tions issued on parameters of B−10 must be equal to its unique equations, which is
K2−K(K+1)/2 = K(K−1)/2 by the symmetry of covariance matrices. Addition-
ally, necessary and sufficient rank condition must hold for identification, requiring
B−10 to have full rank. Applying Cholesky decomposition on the residual covariance
matrix Σu (Sims, 1980), or on the long run impacts of the shocks (Blanchard and
Quah, 1989), results in a recursive lower triangular matrix satisfying the number
of restrictions needed. The free parameters can be estimated by Maximum Likeli-
hood method with additional distributional assumption for the error term. It is also
possible to non-recursively restrict B−10 , or the short and long run impact matrices
in Structural Vector Error Correction (SVEC) representation. The use of long run
restrictions require the presence of unit root processes, which shocks could have
permanent impact on.
The challenge with parametric restrictions is, that they require committing to
strong a priori assumptions about the relations between the structural shocks and
the variables of the model, which might be hard to justify and don’t seem compati-
ble with results from some theoretical models. Also the number of parameters, and
thereby the number of necessary restrictions needed, grows exponentially in relation
to the number of variables added to the model. Over- and under identifying restric-
tions can be tested with Likelihood ratio test, but it is not possible to pre-emptively
select the correct parametrically restricted structural model with statistical tests.
Statistical properties
Data driven approach avoids the troubles of cherry picking parametric restrictions,
by using statistical properties of the data for identification. Structural shocks can
be identified, if there is a suitable structural break in their volatility in data, or if
they exert heteroskedastic behaviour (Rigobon, 2003; Lanne and Lu¨tkepohl, 2008).
It is also possible in some cases to statistically identify the structural shocks if
the reduced form residual distribution is assumed to be non-Gaussian, or the error
variance is modelled as a Markov switching process, where the structural shocks
remain orthogonal in different regimes (Lanne et al., 2010; Sims and Zha, 2006).
Missing information problem
One of the central challenges with SVAR modelling is the missing information prob-
lem, where the starting point VAR model lacks some relevant variables or infor-
mation, which are contributing to the functioning of the phenomenon under con-
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sideration. Sometimes the missing information is hard to quantify to begin with,
such as expectations about future events. The structural shocks cannot be correctly
identified under missing information, as all of the components comprising the shocks
are not present in the data. Adding more explanatory variables to the model brings
forth other challenges especially with parametric identification strategies, as men-
tioned above, as the number of restrictions required grows exponentially in relation
to model variables.
The Bayesian VAR (BVAR) model allows increasing the number of variables
in the model without enormously increasing the number of restrictions needed for
identification (Doan et al., 1984). BVAR framework also avoids the need to commit
to binding parametric restrictions, by instead assigning informative prior distribu-
tions on the parameters, typically the Minnesota prior scheme. Factor Augmented
VAR (FAVAR) attempts to tackle this type of missing information problems by in-
cluding principal components from large pools of potentially relevant variables as
explanatory variables in the VAR model (Bernanke et al., 2005).
Sign Restrictions
Lately it has become popular to use sign restrictions, a Bayesian approach in spirit.
Instead of concentrating on the parameters of the model, the signs of the impulse
responses of the structural model are restricted. Sign restrictions have been used as
means of identifying SVAR models since Faust (1998), and the methods have been
developed further by Canova and Nicolo (2002), Uhlig (2005) and Rubio-Ramı´rez
et al. (2010), among others. Sign restrictions offer a softer approach to identification
than strict parametric restrictions. In the beginning, sign restrictions were mainly
used to identify single shocks, particularly the monetary policy shock. Since then
they have been applied to identify other shocks as well, and to identify multiple
shocks at a time.
Identification via sign restrictions requires conditional simulation of potential
models, of which are accepted for further considerations based on fulfilling the pre-
scribed sign restrictions. The rationale behind this method is, that the possible
structural features generating the data should also translate to the conditionally
simulated models. By concentrating on a chosen subset of simulated models based
on the sign restrictions, some interesting features can be isolated for further exami-
nation. The need and justification for using simulations also partly derives from the
scarcity of macroeconomic time series data.
As we have narrowed our search down to those simulated models that fit our a
priori description, the signs of the shocks’ impulse responses are not anymore infor-
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mative about the data. However, the persistence and magnitude of these impulse
responses can be revealing, as well as the other variables which didn’t have any
restrictions posed on their responses to the shocks of interest. By simulating large
number of models, we can gather a sample to approximate the posterior distributions
of IRFs from the set of models which satisfy the chosen sign restrictions.
The procedure begins with estimation of reduced form VAR(p) model to ob-
tain coefficient matrices Ai and the residual covariance matrix Σu from data. New
model is then created by drawing new coefficient matrices from Normal distribution
and a residual covariance matrix from inverse-Wishart distribution, which are both
conditional on the estimated VAR coefficient and covariance matrices. Orthogonal
errors are identified from the conditionally simulated model, typically by conducting
a Cholesky decomposition on residual covariance matrix utu
′
t = Ωˆ = PP
′ with lower
diagonal P to get εt = utP
−1, and E(εtε′t) = IK . Recursive identification is used here
just to get starting point orthogonal shocks easily, but any scheme would suffice.
A linear transformation is then applied on these errors with a weighting matrix Q
to produce a candidate draw from the set of all structural models. The candidate
model has a contemporaneous impact matrix H = QP−1 and shocks εˆt = Qεt. The
impulse response functions of the candidate model are evaluated, and if they fulfil
the sign restrictions, they are considered to be draws from the desired posterior
distributions.
In order to preserve orthogonality of the candidate shocks εˆt, Q is required to be
a square matrix with orthogonal columns of unit vectors, so that Q′Q = QQ′ = IK .
Then E(εˆtεˆt′) = E(Qεtε′tQ′) = QE(εtε′t)Q′ = IK , fulfilling the orthogonality re-
quirement. Suitable unique Q matrices can be found with QR decomposition of
a random invertible matrix X, which have elements independently drawn from the
standard normal distribution, and where the R matrix is upper triangular with pos-
itive diagonal elements. The QR decompositions are conducted using Householder’s
transformations in IRIS.
It is possible to issue the sign restrictions on impulse responses for one or more
periods, or to issue the restrictions on the sums of responses from some interval, as
in (Sariola, 2015). The algorithm can be made more efficient by checking whether
multiplication of columns of Q by -1 produces an accepted model. Likewise, columns
of impact matrix H can be switched to match the sign restrictions, making the
ordering of variables also irrelevant with respect to the end result. Both procedures
produce new structural matrices, which are equally applicable.
This procedure is repeated until the required number of accepted draws have
been obtained.
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The next step is then to choose a representative model from the set of accepted
models. One way to do that would be to take the pointwise medians of the impulse
responses across all models. I utilize a different method in this study to guarantee
that all of the impulse responses come from the same model. The choosing criterion
is, that the representative model must be the closest model to median responses
across all IRFs. To find this model we compare the values of impulse response
functions of identified shocks on all variables, from all accepted simulated models,
at each period on chosen time interval, to the respective median responses. The
distances are then squared and summed up.∑
i∈I,j∈J,k∈K
[Si,j(k)−Mi,j(k)]2 (24)
Here Si,j(k) is the value of the impulse response function of the j
th shock on ith
variable in kth period, and Mi,j(k) stands for the corresponding median response
value among all simulated models. In this study, the set of variables, I, includes all
model variables, set of shocks, J, includes four identified shocks, and set K includes
four first periods after the innovations.
All simulated models are ranked according to the sums of squared distances
from their chosen impulse responses to the corresponding means. The model with
the smallest sum is chosen as the representative model of the set of all models that
fulfil the sign restrictions.
The uncertainty of the impulse responses from the representative model can be
expressed by constructing credible intervals of (1 − α)%, by depicting the point-
wise (α/2)th and (1 − α/2)th percentile responses at each period from posterior
distributions of each IRF, and by regarding them as the lower and upper bounds,
respectively, of the credible intervals. These intervals have a Bayesian interpreta-
tion, as they describe the posterior distributions of IRFs, and the values of these
bounds can come from different simulated models. Granziera et al. (2018) note,
that the large sample numerical equivalence between frequentist confidence sets and
Bayesian credible sets doesn’t apply on set identified models, and therefore these
credible intervals cannot be addresses with an interpretation as approximate confi-
dence intervals.
Challenges with sign restrictions
It is not clear to what extent these simulated models describe the actual data, be-
cause simulating large number of models allows for many different kind of shocks to
be found. However, the validity of chosen identifying restrictions can’t be meaning-
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fully measured alone by the ratio of accepted models to all simulated models either,
as the ratio might be impacted by a factor of 10 depending on the efficiency of the
algorithm, among other factors. Conversely, too high ratio of accepted models to
all simulated models might indicate insufficient restrictions. (Kilian and Lutkepohl,
2017)
Each individually accepted structural shock comes from a different model with
another K-1 shocks, K denoting the number of variables in the model, and these
additional shocks are typically not paid attention to. Lucas (1976) reminds, that
altering these other shocks can have an influence on the behaviour of the shock
under consideration, so it might not be enough to just concentrate on identified
shocks. The identified shock is also only guaranteed to be internally orthogonal to
the other shocks in the same model, not to other shocks separately identified by sign
restrictions on the basis of the same original VAR model.
If multiple shocks are to be identified using sign restrictions, they must be iden-
tified from the same simulated model and therefore be searched simultaneously by
inspecting all restrictions on IRFs at once (Uhlig, 2005). This can lead to difficulties
as the particular matrix we wish to find might be rare, requiring exhaustive simula-
tions and resulting in extremely low acceptance rate, in some cases in the magnitude
of one in millions.
Sign restriction only allows for set identification, deriving from the use of in-
equality restrictions (Kilian and Lutkepohl, 2017, page 414). There are infinitely
many parametrizations for simulated structural models, which can fulfil the same
sign restrictions. This derives from the fact that for each identified model, there
exists an orthogonal matrix arbitrarily close to an identity matrix, which can be
used to multiply the model, with the resulting new model still satisfying the same
sign restrictions (Rubio-Ramı´rez et al., 2010).
It is not clear to what extent the variation in shocks’ impulse responses comes
from data and model related uncertainty, that is, from uncertainty about the true
reduced form VAR covariance matrix and coefficients (or the correct functional form
of the model), and from the procedure by which the structural model was identified
from them. The credible intervals describe the distribution of simulated models and
is influenced by both factors of uncertainty.
In some cases an identified shock might actually be a linear combination of
multiple structural shocks, which all fulfil the same restrictions. For example, Uhlig
(2005) was worried that money demand shock and monetary policy shock might
not be separable by sign restrictions alone. Fry and Pagan (2011) suggest, that
sign restrictions should be used together with parametric restrictions. Parametric
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restrictions can be combined with sign restrictions by applying Givens rotations on
the identified H matrix and solving for the angles of rotation resulting in desired
restrictions. Any parametric restriction on structural model identified with sign
restrictions will lead to over-identification, and hence allow for testing for the validity
of the parametric restrictions via likelihood ratio.
Baumeister and Hamilton (2015) stresses, that the Bayesian element is commonly
not acknowledged properly in the use of sign restrictions. There typically is an im-
plicit and informative prior distribution on the background, which in some cases
influences the analysis even when the number of conditional simulations approaches
infinity. In that situation, the researcher is merely studying the prior distribution
when conducting identification by sign restrictions. They for example notice, that
common algorithms like the popular “RWZ rejection algorithm” proposed in Rubio-
Ramı´rez et al. (2010), only work on specific uniform Haar prior for the Q matrix,
but this prior is not uniform in all respects. The procedure used in X=QR decom-
position, due to orthonormality of the columns of Q, results in smaller values for
the elements of Q when the number of variables in the VAR model, and hence the
dimensions in X increase. This results in the prior distribution for the elements of
H = PQ to be flat only when K = 3, to favour values closer to zero when K > 3,
and to place more weight for larger deviations of parameter values from zero when
K = 2. The prior for H is uniform in the sense, that the possible skewness is the
same for all parameters, not impacting their relative magnitudes.
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Part II
EMPIRICS
3 The empirical SVAR model
In this Chapter I detail out the variables, VAR model, sign restrictions and diagnos-
tics behind the SVAR model used in this study. First I estimate a VAR(2) model
with six variables and an intercept by OLS, and then apply the sign restriction based
simulation and sorting algorithms detailed in Section 2.4.
Reference points for the model used in this study include Peersman and Straub
(2009), who study the impact of technology shock on hours worked in the Euro area
with a sign restricted SVAR model, and also use the results to analyze the different
behaviour of RBC and New Keynesian DSGE models on that regard. Based on
their model, Sariola (2015) studies the Swedish business cycle, in companion with
and comparison to DSGE model “Ramses 2” of the Bank of Sweden, providing a
good starting point for this study.
Variables
The model has six variables: output, total hours worked, inflation (CPI), real hourly
wages, real interest rate and exports. The data is obtained from Statistics Finland,
except for the interest rate, proxied by the value of 10 year government bond, which
was provided by the Treasure of the State. All variables are seasonally adjusted
logarithmic Year-on-Year differences, except the interest rate, which is otherwise
similar but in absolute values. I specified it in this way to avoid extreme values,
caused by the time series approaching zero in recent years. For this reason the
impulse responses of interest rate are not interpreted as approximate percentage
changes, as is the case with other responses. In order to use exactly the same
variables as in KOOMA, I used private consumption prices as a measure of inflation
instead of overall consumption prices.
The time series for total hours worked still exerted seasonal variation, although
it had already been seasonally adjusted by Statistics Finland. Ahola (2012) provides
plausible explanations for this, for example, the method and frequency of inquiring
the information about hours worked has changed three times in the past, possibly
influencing the statistical properties of each segment. Following Ahola, I removed
the seasonal component from hours worked by adjusting the original monthly time
series with X-13-ARIMA-SEATS seasonal adjustment software by the US census
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Bureau (see Sax and Eddelbuettel, 2018) in two parts, 1990 Q1 – 1999 Q4 and 2000
Q1 – 2018 Q4, the cut-off date being the latest methodological change in the inquiry
process. I then aggregated the data to quarterly frequency and trimmed it to the
same length as the other time series.
Hourly nominal wages are obtained by dividing the aggregate annual wages by
the new total hours worked -series. Nominal wages and nominal interest rate are
divided by prices to obtain their real counterparts, and real wages -series is then
multiplied by 100 to scale it back. Real interest rate, however, is not scaled ac-
cordingly, as it is not specified in logarithmic differences like the other variables,
to diminish its impact on the sorting algorithm presented in Equation 24 selecting
the representative model by their summed squared distances to means. I test the
impact of multiplying the interest rate by 100 in robustness check 15 in Chapter 4,
with main difference being in the magnitudes of the responses of interest rate, which
was to be expected.
The time series for all variables run from 1999 Q1 to 2017 Q4, although data was
available from 1990 Q1. This choice was partly motivated by the need to standardize
the data with KOOMA, which only has data for all of its variables available from
1999 Q1 onwards. The data has to be the same in both models in order to obtain
comparable sizes for unit innovations and behaviour for the shock processes. Also,
Finland was under a different monetary policy regime pre 1999, causing potential
qualitative changes in the behaviour of the studied phenomena. Full data is used in
robustness check 8, producing some differences in individual IRFs.
Structural shocks
The structural shocks to be identified with these variables are technology shock,
labour supply shock, and domestic and export demand shocks. Export demand is
the Finnish share of external demand. Even though export demand can also be in-
fluenced by changes in exchange rates and national inflation, it is strongly correlated
with external demand, the comparable shock in KOOMA. As there are fewer shocks
than variables, the model is only partially identified. The two unidentified shocks
do fulfil the orthogonality requirement, but do not produce significant responses,
plotted in Appendix A. These shocks are not addressed with economic interpreta-
tion, as they are linear combinations of the rest of the potential structural shocks
influencing the variables.
25
Sign restrictions
The restricted impulse response functions are required to have the chosen sign for the
sum of their values calculated from four period interval after the innovation. This is
a more flexible restriction than requiring the IRFs to have the chosen sign on every
four period, as only the net impact is restricted. This allows the data to indicate, if
it doesn’t naturally take the form of strictly positive or negative responses. I restrict
only the initial responses in robustness check 2, with mostly similar results.
In differentiating shocks with sign restrictions, opposite restrictions must be
issued on the responses of two shocks on the same variables. Specific restrictions
used in this study can be found in Table 2. Supply shocks are separated from
demand shocks with an assumption of their opposite impact on inflation. Demand
shocks are separated by issuing opposite impacts on exports. Technology shock
is distinguished from labour supply shock by their differing impact on total hours
worked, as suggested by the New Keynesian DSGE literature.
There is an ongoing debate on the impact of technology shock on hours worked.
RBC-models in line with Kydland and Prescott (1982) tend to advocate for positive
impact, whereas New Keynesian models in line with Gali (1999) suggest that aggre-
gate demand doesn’t change immediately due to monetary policy and price rigidities,
causing hours to decrease instead. Avoiding taking stances, Peersman and Straub
(2009) differentiate the two supply shocks by their opposite impacts on real wages.
Although the negative impact of labour supply shock on wages was found robust,
the authors note that the impact of technology shock on wages is influenced by the
values of model parameters. For example, under high price rigidity the response
of real wages can become negative with respect to technology shock, in which case
the supply shocks couldn’t be adequately separated by restricting their impact on
wages. Even though Peersman and Straub found that hours worked increases after
technology shock, an opposite impact occurs in one of their robustness checks, when
technology shock is identified with long run restrictions. Many other studies have
found support for the hypothesis, that technology shock decreases hours worked, for
example Kimball et al. (2006) by using growth accounting approach, and Canova
et al. (2013) when differentiating technology shocks to neutral and investment spe-
cific components. Also KOOMA exerts separable behaviour of supply shocks on
hours worked, but not on real wages. Issuing the restrictive choice on hours worked
instead of wages is partially motivated by the aim of this study, which is to evaluate
the calibration of KOOMA, not the validity of its functional form. Also, I separate
the supply shocks by issuing sign restrictions on wages instead of hours in a robust-
ness check 3, which did not affect the responses of hours, but resulted in lower initial
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response of wages to labour supply shock.
Output Hours Prices Wages Interest rate Exports
Technology shock + - -
Labour supply shock + + -
Domestic demand shock + + -
Export demand shock + + +
Table 2: Sign Restrictions used to identify the SVAR model.
In order to compare the size and persistence of impulse responses from SVAR
and KOOMA models, the unit size of the shocks must first be standardized simi-
larly. Pagan and Robinson (2016) note, that different initial impulses are a typical
cause behind differing responses. The impulse response functions in SVAR model
describe typical responses to one standard deviation size unit shocks. To normal-
ize KOOMA’s shocks similarly, the data for observable variables is driven through
calibrated KOOMA using Kalman Filter to first find values for unobserved state
variables, and then to identify a combination of innovations and their sizes, which
would have produced the values for the state and measurement variables as a re-
sult of the shock processes. The standard deviations of these innovations are then
calculated and regarded as the sizes for comparable unit shocks.
Diagnostics
I chose 2 lags for the VAR model as a middle way between suggestions by Akaike and
Bayesian information criteria, with more weight given to the latter one, alongside
with a constant, see Table 5 in Appendix B. Breuch-Godfrey and Portmanteau tests
suggest that there might be some autocorrelation left, but the model does not seem
to exert heteroskedastic behaviour. Multivariate Jarque-Bera test doesn’t indicate
non-normality, nor excess kurtosis or skewness on VAR residuals. The model is
stable, as all of the eigenvalues of the companion matrix of the VAR model have
modulus less than one, which is equivalent to the stability condition in Equation
15. Hours, prices and wages seem to exert Granger causality on other variables
both individually and combined. Johansen’s trace test suggests, that there can be
up to three cointegration relations among variables. The representative model was
chosen among 5000 accepted models fulfilling the sign restrictions, which required
the simulation of 13 million structural models. Figure 2 visualizes the ranking of
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these 5000 models by their score on the loss function of Equation 24. The non-
linearity of the curve means, that there are few models really close to or far from
the medians, with majority of the models in between. This non-linearity is not
sensitive to the number of simulations.
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Figure 2: Simulated accepted models sorted by the loss function.
Credible intervals
I use one standard deviation Bayesian credible intervals to asses which responses are
significant within the model, and to determine whether the responses from KOOMA
and SVAR models differ significantly. Response of a variable is deemed statistically
significant in the SVAR model, if zero is not included in the credible interval. The
credible intervals of 68 % were constructed by choosing the pointwise 16th and 84th
percentile responses at each period from posterior distributions of each IRF. For the
sake of practicality, I will refer to these credible intervals as 68% bands. I chose one
standard deviation as the width of the interval instead of larger intervals to leave
out the tail events from the analysis, as the tails are likely to be too heavy to be
reliably approximated in this manner. Also 90 % bands are plotted in Appendix A.
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4 SVAR responses – analysis of significance and
robustness
In this Chapter I present the IRFs from the SVAR model and analyze their statis-
tical significance and robustness. First I explain how the robustness analysis was
conducted and then go through the responses by variable and by shock.
Robustness analysis
To test the robustness of the responses, I vary three parts of the process by which
they are acquired: 1) the procedure by which the final SVAR model is obtained
on the basis of a VAR model, in robustness checks 1–6, 2) the specifications in
estimating the initial VAR model, in robustness checks 7–9, and 3) the variable
selection and transformations in robustness checks 10–15. In all of the robustness
checks, except in 1st and 4th, I draw new 2500 accepted structural models and choose
a representative model among them for the comparison. In robustness checks 7-15, I
also estimate the VAR model again with the altered specifications before utilizing the
simulation algorithm. Robustness check 5 indicates that the posterior distributions
converge fast even with low number of draws, and therefore I lowered the required
number of accepted draws from 5000 to 2500 for robustness check models. Summary
statistics of the 15 robustness check models is gathered in the Table 3. Description of
each robustness check models and all of the individual impulse response comparisons
can be found in Appendix B.
An IRF is regarded robust, if most of the responses from different model speci-
fications are contained within the credible intervals of the SVAR model during the
periods when the IRF is significant, and if the deviant responses mostly have the
same sign. It is not straight forward, how the robustness of a response or lack thereof
should be defined. Some of the responses can be expected to lay outside of the bands
even if they came from the same model, as the credible interval only covers about
two thirds of the expected possible values. I will refer to responses violating the
above-mentioned loose condition of robustness as somewhat robust or not robust,
based on the specific situation. It is noteworthy, that there is an asymmetry related
to the analysis of robustness. If the responses from robustness check models on a
significant IRF exceed the credible band on the opposite side from zero, the sign of
the response can still significant and robust whereas the magnitude is not.
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Model specification Akaike Bayesian Simulations
The representative model -54.3016 -51.7961 6.5 M**
1. Three best models ∗ ∗ ∗
2: Sign restrictions only on
the first period
∗ ∗ 4.4 M
3: Sign restrictions on
wages instead of hours
∗ ∗ 14.1 M
4: Posterior medians ∗ ∗ ∗
5: Number of accepted sim-
ulations. 2500
∗ ∗ 6.5 M
500 ∗ ∗ 1.3 M
6: Different seed ∗ ∗ 13.1 M
7: Different number of lags.
4 lags
-55.1217 -50.2257 6.0 M
3 lags -54.3529 -50.6618 5.3 M
8: Data used from 1990 in-
stead of 1999
-51.8009 -49.8411 12.4 M
9: Only pre crisis (2008)
data
-56.8127 -53.2400 6.2 M
Only post crisis -55.0746 -51.6437 30.3 M
10: Trend gap instead of
Year on Year
-59.6745 -57.169 8.6 M
11: Different measure for in-
flation
-55.8579 -53.3524 6.7 M
12: Employment instead of
hours
-55.1942 -52.6887 13.4 M
13: Hours as smoothed by
StatFin
-53.7056 -51.2002 7.8 M
14: External demand in-
stead of exports
-56.3353 -53.7041 3.1 M
15: Real interest rate *100 -45.0912 -42.5858 31.6 M
Table 3: Table 3. Summary of Akaike and Bayesian (Schwarz) information criteria
concerning the different VAR specifications and number of simulations needed to
produce 2500 accepted structural models.
∗ Same as with the representative model.
** This number is comparable to others, as the representative model required 13 M
simulations but had twice the number of accepted draws.
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Responses by variable
Generally, exports react with largest magnitudes to all shocks in the SVAR model,
which is in part explained by the high volatility of Finnish foreign trade. Prices have
the smallest and in some cases delayed responses, which can be explained in part
by frictions. Responses of output and hours are prone to change the direction after
their initial reactions to most shocks. The most clearly significant responses are
produced by the technology and labour supply shocks, and the most uninformative
responses come from the domestic demand shock. All of the responses converge
to zero within seven years after the innovation. Some of the responses lay outside
of the credible intervals, which is possible because the representative model is not
comprised of pointwise median responses, but instead all of the responses come from
the same conditionally simulated model chosen by minimizing the cost function in
Equation 24.
As interest rate is regarded exogenous in the EMU era, it should not be af-
fected by the shocks. Indeed, interest rate has the smallest responses to all shocks
with magnitudes of 0.05–0.25, only one of which is statistically significant. All four
shocks have a negligible impact on interest rate also in KOOMA, with magnitudes of
0.01–0.02. As the interest rate was included in SVAR model to serve as an exogenous
conditioning variable, it is left out of the further analysis.
More specifically, the impulse responses which are statistically significant on 68
% credibility level for at least four consecutive quarters within the first two years
after the innovation, are the responses of output, hours and exports on both supply
shocks, responses of prices to technology and export demand shocks, and response
of wages to labour supply shock. Responses, which are statistically significant for at
least two consecutive quarters, are the responses of output to both demand shocks,
response of prices to labour supply shock, response of wages to technology shock,
and response of exports to export demand shock. Additionally, responses, which
become statistically significant on a delayed manner after the first two years are
the responses of output and hours on external demand shock, responses of prices to
labour supply shock, and response of wages to technology shock. Table 4 summarizes
the variablewise analysis of statistical significance of responses.
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Significant
for at
least four
quarters
Significant
for less
than a
year
Became
signifi-
cant on a
delay
Change
direc-
tion
Not
signifi-
cant
Robustness
Output T, L, E D T T, L, E T, (L), D, E
Hours T, L, E L, E T, L D T, L, E
Prices T, L, E D T, L T, L, D, (E)
Wages T, L L D, E (T)
Interest
rate
T T L, D, E
Exports T, L, E T, L, E D (T), (L), E
Table 4: Variablewise analysis of SVAR responses. T = technology, L = labour
supply, D = domestic demand and E = export demand shock. Parentheses indicate
that the response is only somewhat robust.
Responses by shocks
Technology shock. A unit technology shock, see Figure 3, results in 0.9 % robust
and somewhat persistent lagged increase in output, followed by a somewhat robust
decrease of -0.2 % after three years. The two lowermost responses underneath the
credible interval come from the models in robustness check 9. After initial and short
lived decrease of –0.6 %, hours increase by 0.4 % a year after, both robustly. Prices
decrease initially by –0.2 % robustly, and reverse direction after two years, reaching
quite persistent increase of 0.1 % with somewhat robustness. The violations in
the secondary impact come from robustness checks 7–11. The response of wages
diminish slowly after initial increase of 0.5 % losing significance temporarily after
the first year, being somewhat robust. Exports increase somewhat robustly by 2 %
with a delay after the first year, reversing direction with -0.5 % decrease after three
years. Violations come from robustness checks 8–10.
Labour supply shock. Labour supply shock is followed by a somewhat robust
increase in output of 0.6 %, with a decline of -0.1 % after three years. Hours
similarly rise robustly by 0.3 % with a lag, and fall after three years by -0.1 %, but
not robustly. Prices first decline robustly by -0.3 % for two quarters, but change
direction later for two years, with the lowermost deviation coming from robustness
check 9. Wages have a delayed but not robust increase of 0.2 % for two years.
Exports likewise respond on a delay by increasing somewhat robustly by 1.5 %, and
declining by -0.2 % after three years.
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Figure 3: Impulse responses to supply shocks from SVAR -model with 68 % bands.
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Domestic demand shock. The response of output to domestic demand shock, see
Figure 4, is a sharp and robust increase of 0.4 % for two quarters. Prices rise sharply
by 0.4 %, being significant and robust only for the first quarter. The responses of
hours, wages and exports are not significant.
Export demand shock. External demand shock results in initial robust 0.8 %
positive impact on output, followed by a robust decline of -0.2 % after two years.
Response of hours show lagged robust decline of -0.1 % after two years. Prices
increase by 0.1 % for two years in somewhat robust manner. The response of wages
is generally not significant, although it does become significantly negative after three
years but with negligible magnitude. Exports react with a positive 3 % robust
increase in the first year, declining by -0.5 % after two years, upper deviation coming
from the robustness check 9.
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Figure 4: Impulse responses to demand shocks from SVAR -model with 68 % bands.
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5 Comparison of KOOMA and SVAR models
In this Chapter I compare the signs (+, -), magnitudes and persistence of equivalent
IRFs in pairs from both models. Also the paths of IRFs are compared in those cases,
where the signs of response from either of the models reverses. Impulse responses
are regarded similar, if KOOMA’s response is included in the credible interval of the
SVAR model.
The signs of all pairs of significant responses are the same in both models, except
on responses of wages to both supply shocks. The magnitudes of responses to all
shocks are generally similar in both models on output, larger in KOOMA with
respect to hours, prices and wages, and larger in the SVAR model on exports. The
persistence of responses are generally similar on output, hours and exports, and
larger in KOOMA on prices and wages.
I will first describe the theoretical economic channels intermediating the impacts
of the four shocks in KOOMA one shock at a time, and compare their IRFs to the
equivalent IRFs from SVAR model. These economic channels in KOOMA are based
on macroeconomic theory and New Keynesian DSGE literature. In Appendix A
I also present the same significant responses grouped in a different way, by their
robustness and similarities between the two models. All responses from KOOMA
converge eventually to zero by construction in the General Equilibrium modelling
framework. Impulse responses from KOOMA and SVAR models are plotted for 10
year period after the initial innovations to the shock processes. The y-axis values
represent approximate percentage changes, as the variables are in logarithmic differ-
ences. I have added an R or r to some of the plots to indicate that their significant
SVAR responses are also robust or somewhat robust, respectively.
Technology shock
Technology shock increases marginal productivity of labour and allows firms to
meet their supply with less production factors, reducing the need for labour. At the
same time firms’ marginal costs diminish, increasing aggregate supply and output,
and decreasing prices. As the labour productivity increases more than the new
optimal supply, the demand for labour input and hours worked drop. As a result
wages decline, which has a temporary negative impact on consumption. Aggregate
demand and exports increase in response to lowered prices. This, in turn, increases
output and labour demand, reversing the sign of hours worked. Lower domestic
price level supports exports, output, employment and aggregate demand, and help
the economy to converge back to baseline
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A unit innovation to technology shock in KOOMA, see Figure 5, increases out-
put for two years, reaching nearly 1 %, before slowly declining back towards zero.
The magnitude is exactly the same as in SVAR model, but the persistence is much
higher in KOOMA. Hours and prices fall sharply by -1.5 %, former raising back
to zero fast and the latter slowly. The path of hours changes signs twice in SVAR
model, similarly to KOOMA, but has a smaller scaling factor. Prices has much
smaller magnitude and persistence and only changes signs in SVAR model. Wages
decline by -2 % with a persistent recovery, being the only somewhat robust response
with an opposite sign in SVAR model. It is also accompanied by smaller magni-
tude and persistence and an unmatched lagged beginning for the response in SVAR
model. Exports increase by 1 %, less than in SVAR model, and exert greater per-
sistence. The sign is also only reversed in SVAR model, although the slow increase
in KOOMA’s response is partially matched by the SVAR response, which becomes
significant only after a delay of one year.
Labour supply shock
Labour supply shock increases the willingness of households to supply more labour
with all salary levels, leading to reduced wages and firms’ marginal costs, and in-
creased employment and output. In consequence prices decrease, increasing aggre-
gate demand and exports similarly as in the case of technology shock.
Unit labour supply shock causes output to increase by 0.2 % in KOOMA, having
smaller magnitude but more persistence than in SVAR model. Hours rise immedi-
ately by 1 % with persistent recovery in KOOMA, whereas the response only be-
comes significant after a lag in SVAR model, but magnitudes and paths are similar
from thereon. Prices fall by -0.5 % in KOOMA, more than in SVAR model, and
exerts higher persistence. Also the sign is only reversed in SVAR model. Wages
drop by -1.5 %, being the other response with opposite sign than in SVAR model.
Also the magnitudes and persistence are not matched, but this SVAR response was
not found robust. The impact on exports is more persistent in KOOMA but with
smaller size of 0.3 % than in SVAR model.
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Figure 5: Comparison of supply shocks. The robustness of a significant response is
indicated on the left hand side of the plot by an upper case R, while a lower case r
denotes for a somewhat robust response.
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Domestic demand shock
Domestic demand shock increases the marginal utility of consumption and the
marginal rate of substitution between consumption and leisure. The change in
marginal rate of substitution causes wages to increase, which is passed on to in-
creased prices. Higher wages also increase firms’ marginal costs. The elevated
consumption increases output and offsets the decline in exports, which is caused by
the weakened cost competitiveness.
The initial response of output to domestic demand shock, Figure 6, has the same
magnitude of 0.4 % in both models, but has more persistence in KOOMA, and the
SVAR model fails to produce similar path as the reversed sign has no significant
significance. Hours increase by 0.5 % in KOOMA and reverses sign after two years.
The SVAR response is not significant and the response from KOOMA exits the cred-
ible bands after the initial reaction. Prices respond with equal magnitude of 0.4 %
in both models but the response of KOOMA build up slower and exerts more persis-
tence. Response of wages increase slowly in KOOMA and reach 0.6 %, being outside
of the bands, although SVAR response is not significant. In KOOMA, response of
exports decline slowly by -0.2 % with a persistent recovery, but is contained within
the SVAR bands for the first three years. The SVAR response is not significant here
either.
Export demand shock
In KOOMA, External demand shock increases the exports directly and thereby also
output increases immediately. The increased foreign demand creates wage pressures,
as the demand for labour rises. Consumer price level will rise because of increased de-
mand but less than nominal wages, and hence real wages will rise. This has positive
impact for consumption. Rise in domestic prices reduces the cost competitiveness,
and weakens the increased demand.
External demand shock increases all variables in KOOMA. Output increases by
1 %, having nearly identical magnitudes and paths with the response from SVAR
model, and almost the same persistence. Hours rise by 0.9 % in KOOMA and
reverses sign to -0.2 % on the second year. The initial response is larger than the non-
significant response in SVAR model, but the secondary impact has similar sizes in
both models, but more persistence in KOOMA. Prices rise by 0.5 %, much more than
the SVAR response suggest. Also the persistence is higher in KOOMA, although
the SVAR response is unusually persistent here. Wages rise by 1 % in KOOMA,
with persistent decline, whereas SVAR response is smaller and insignificant. Exports
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behave quite similarly in both models, increasing briefly by 4 % in KOOMA having
a bit higher magnitude and persistence than SVAR model, and reversing signs with
smaller magnitude in KOOMA.
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Figure 6: Comparison of demand shocks.
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6 Conclusions
The aim of this study is to evaluate the calibration of the large macro model KOOMA
of the Ministry of Finance of Finland. KOOMA is an attempt to model the Finnish
economy in a popular Dynamic Stochastic General Equilibrium (DSGE) framework.
In order to be a useful tool in forecasting and policy analysis, the model should be
able to emulate how certain important macroeconomic phenomena behave in Fin-
land. I evaluate the model by comparing chosen impulse response functions from
KOOMA to equivalent significant and robust impulse responses obtained from a data
driven Structural VAR model. The significance of the responses within the SVAR
model, and the significance of the differences between responses from KOOMA and
SVAR models, are determined on the basis of one standard deviation credible in-
tervals with a Bayesian interpretation. To determine the level of robustness of the
significant SVAR responses, I tested how consistent they stay when the variable and
model specifications are altered in various ways.
I deliberately take several steps along this study to reduce the risk of looking only
for results which conform to a priori expectations: choosing only two lags for the
VAR model to reduce the number of estimated parameters. Using sign restrictions
to identify the SVAR model, with sum specification concerning only the net impact
of shocks over an interval of time, both of which allow more freedom for the data
to manifest. The use of only one standard deviation as the width of the credible
intervals, restraining from concluding anything about the tail events, or expressing
unreasonably high confidence in the results. Conducting extensive robust check
analysis to restrain the attention to those statistically significant results, which seem
to remain consistent across different model specifications.
The results indicate, that KOOMA generally produces impulse responses with
the same signs as the SVAR model. Output responds with similar magnitudes to
shocks in both models, while KOOMA produces larger magnitudes for responses
of hours, prices and wages, and smaller magnitudes for responses of exports. The
persistence of responses are generally similar on output, hours and exports, and
larger in KOOMA on prices and wages.
However, because of sampling and model related uncertainty and volatility in
the data, the results are not fully conclusive. The questions of whether some parts
of KOOMA should be re-calibrated and in what way are a topic for another study.
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Appendix A
In this Appendix I analyze the results from Chapter 4, but in differ-
ent groups. First I present the robust IRFs, grouped into similar and
somewhat similar results. Next I present the somewhat robust results,
grouped into somewhat similar and not similar results. Finally, I plot all
of the comparisons, SVAR results with 90 % credible intervals and IRFs
from two unidentified structural shocks in the model.
Similar robust responses
The most similar result is the response of output to export demand shock, see
Figure 7, which has nearly identical magnitudes and paths in both models, and
almost the same persistence. Also exports react quite similarly to export demand
shock in both models, but with a bit higher magnitude and persistence in KOOMA,
and reverses sign with larger magnitude in SVAR model. Technology shock has the
same magnitude on output on both models, but exerts more persistence in KOOMA
and doesn’t match the path of SVAR, which reverses signs after three years. The
response of technology shock on hours acts similarly in both models regarding the
path which reverses sign twice, but has a larger scaling factor in KOOMA.
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Figure 7: Similar robust results.
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Somewhat similar robust responses
Prices respond to domestic demand shock, Figure 8 with equal magnitude but faster
and for shorter time in the SVAR model. Responses of prices to both supply shocks
are of same sign but have larger magnitudes and persistence in KOOMA, and only
reverse signs in SVAR model. The initial response of output to domestic demand
shock has same magnitude in both models but more persistence in KOOMA, and
the SVAR model fails to produce similar path as the reversed sign has no statistical
significance. Hours react to labour supply shock with a delay in SVAR model, but
the magnitudes and paths are similar from thereon, apart from KOOMA having
more persistence. The response of hours to export demand shock only becomes
significant after two years in SVAR model, during which the signs and magnitudes
are similar in KOOMA.
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Figure 8: Somewhat similar robust results.
Some similarities in somewhat robust responses
Export demand shock, Figure 9, causes a larger and more persistent response on
prices in KOOMA, but here SVAR response is also atypically persistent. Exports
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reacts to technology shock slowly in KOOMA and similarly with a lag in SVAR
model. The response in KOOMA is only a bit below the lower confidence band,
but remains persistent while the response in SVAR model reverses signs. Responses
of output and exports to labour supply shock have smaller magnitudes but larger
persistence in KOOMA, and the signs reverse only in SVAR model. In the case of
exports, however, the slowly increasing response of KOOMA is partially matched
by also the SVAR response becoming significant after a delay.
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Figure 9: Comparison of somewhat robust results.
Opposite signs in somewhat and not robust responses
The responses of wages to both supply shocks in KOOMA have the opposite signs
from those in SVAR model, Figure 10, accompanied with smaller magnitudes, per-
sistence and both responses having a lag in SVAR model. The latter response did
not survive the robustness check in Chapter 4.
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Figure 10: Opposite responses.
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Figure 11: Comparison of impulse responses from KOOMA and SVAR models, with
68 % credible intervals.
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Figure 12: SVAR impulse responses with both 68 % and 90 % credible intervals.
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Figure 13: Impulse responses from two unidentified orthogonal shocks in SVAR
model. These shocks are not addressed with economic interpretation, as they are
linear combinations of the rest of the potential structural shocks influencing the
variables.
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Appendix B
Here I detail out the 15 robustness check models, and summarize and
plot the results from the individual comparisons to the representative
model.
Altering the SVAR model in robust checks 1–6
Robust check 1, three best models. The first comparison, see Figure 14, is between
the three models with smallest summed squared distances to median responses in
each IRF among the original 5000 simulated accepted models. Responses from both
secondary models are contained in the credible bands of the representative model in
almost every IRF.
Robust check 2, sign restrictions only on the first period. Here I test the sensi-
tivity of the responses to the chosen sign restriction scheme, see Figure 15, i.e. the
requirement that the net impact of constrained IRFs should be of chosen sign on the
four period interval. The alternative scheme is to only restrict the signs of responses
on the first period. The responses are otherwise similar in both specifications, but
the response of prices to export demand shock seems to be less persistent in the
alternative model.
Robust check 3, sign restrictions on wages instead of hours. In this alternative
structural model, Figure 16, I have identified the supply shocks by issuing sign
restrictions on wages instead of hours, as in Peersman and Straub (2009). Wages
are assumed to increase after the technology shock and to diminish after the labour
supply shock. This does not cause changes in the responses of hours to supply shocks
or in the response of wages to technology shock, but the initial response of wages to
labour supply shock is significantly lower.
Robust check 4, posterior medians. Here I compare the SVAR responses to
median responses from each period among the 5000 simulated models, Figure 17. By
definition, the posterior medians are always contained within the credible intervals.
Large differences between the representative responses and medians would indicate
a bias in the model (Fry and Pagan, 2011). In most of the cases, the medians are
equal or non-significantly smaller in magnitude than the representative responses.
Robust check 5, different number of accepted simulations. The procedure is oth-
erwise unaltered, but I require the simulation algorithm to find 500 and 2500 ac-
cepted structural models instead of 5000, Figure 18. The responses remain similar
regardless of the number of draws. It is noteworthy, that the 68 % bands obtained
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from posterior distributions, approximated by different number of draws, are almost
identical. Also the 90 % bands are highly similar. This suggests, that the posterior
distributions converge quickly with quite low number of draws, at least with these
specifications.
Robust check 6, different seed. Similarly to the previous robustness check, Figure
19, I analyze here how much the SVAR responses vary due to factors which are
not related to data, by changing the seed of the random number generator of the
simulation algorithm from 1917 to 1809. Changing the seed doesn’t cause changes
in the significant responses.
Altering the VAR model in robust checks 7–9
Robust check 7, different number of lags. In this robust check, Figure 20, I vary
the number of lags in estimating the VAR model, using three and four lags instead
of two. The significant responses still remain significant, except for the responses
of prices to technology and export demand shocks in the case of four lag model.
IRFs from both alternate models are more volatile, and the responses from model
with four lags doesn’t converge to zero as fast as in the other two models. I suspect
one reason for the behaviour of these models could derive from the time series,
which still might not be completely free of seasonal components. Increasing the
number of parameters by adding lags might allow for the models a chance to overfit
the in sample, deploying also imaginary roots to match the non-stochastic seasonal
behaviour in data.
AIC=6, HQ=1, SC=1, FPE=6
1 2 3 4 5 6
AIC(n) -54.39140 -54.60836 -54.55858 -55.28171 -55.82768 -56.52547
HQ(n) -53.84080 -53.58580 -53.06408 -53.31526 -53.38929 -53.61513
SC(n) -52.99799 -52.02058 -50.77645 -50.30522 -49.65684 -49.16027
FPE(n) 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Table 5: Suggestions for VAR lag count from the range of one to six lags, from four
information criteria: Akaike (AIC), Hannah-Quinn (HQ), Schwartz/Bayesian (SC)
and Forecast prediction error (FPE). Values of FPE are in the magnitude of e−24.
Robust check 8, data used from 1990 instead of 1999. Here I use the whole
available data, Figure 21, starting from the first quarter of 1990. The responses are
otherwise similar, but the initial responses of hours and wages to technology shock is
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larger in the alternate model, and smaller with regards to lagged responses of prices
and exports to technology shock. The impacts of labour supply shock are generally
more persistent, and also larger on hours.
Robust check 9, pre and post crises data. The data is divided into pre and post
financial crises periods, 1999 Q1 – 2008 Q2 and 2008 Q3 – 2017 Q4, respectively. I
then estimate VAR models and identify SVAR models separately from both subsets
of data, see Figure 22. The resulting models have differing behaviour especially
with regards to supply shocks. Both models have smaller magnitudes on responses
of output, wages and exports to technology and labour supply shocks and larger
magnitudes on hours and prices to external demand shock. They also show higher
persistence on responses of hours and prices to labour supply and export demand
shocks. The model based on only pre-crisis data produces more volatile responses to
labour supply and domestic demand shocks, hinting at the presence of an imaginary
root, with similar remarks as with regards to the behaviour of four lag model in
Robust check 7.
Altering the variable selection and transformations in robust checks 10–15
Robust check 10, trend gap instead of Year on Year differences. Here I specify
the variable transformation as deviations from the Hodrick-Prescott trend path,
constructed with lambda of 1600, see Figure 23. Otherwise the responses are similar,
except all variables respond to technology shock with smaller magnitudes in this
alternative model.
Robust check 11, different measure for inflation. Instead of private consump-
tion prices, I proxy the inflation by the general consumption prices, see Figure 24.
Labour supply shock seems to have more persistence and export demand shock
larger magnitudes in the alternative model.
Robust check 12, employment instead of hours. I have replaced the total hours
worked here with employment, Figure 25. Changes in employment are typically
accompanied by changes in total hours worked, but the variables can also change
independently, depending on the type of the shock affecting labour markets. The
results are similar, but the response of prices to labour supply shock don’t seem to
reverse signs in the altered model.
Robust check 13, hours as smoothed by StatFin. In this model, Figure 26, I
use the total hours worked series which is seasonally adjusted by Statistics Finland,
instead of the series which I adjusted myself according to Ahola (2012). The response
of prices to domestic demand shock, which is only significant for one quarter in the
original model, has smaller magnitude in the altered model. Otherwise the responses
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are quite similar, although less smooth in the model in the alternative model.
Robust check 14, external demand instead of exports. I replace exports by ex-
ternal demand, Figure 27, which refers to the combined imports of all countries.
Although these variables correlate, Finnish exports are also influenced for example
by issues of domestic competitiveness, whereas external demand is regarded as com-
pletely exogenous for a small open economy. Results remain similar, with responses
of exports to supply shocks having a bit less persistence in the altered model.
Robust check 15, real interest rate *100. I multiple real interest rate by 100
to see the impact of not having scaled it similarly to real wages, Figure 28. The
main difference of this specification is the anticipated increases in magnitudes on
responses of interest rate to all shocks. Also the initial response of exports to labour
supply shock is significantly negative, whereas the original response only reacts after
a lag.
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Figure 14: Robust check 1, three best models
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Figure 15: Robust check 2, sign restrictions apply only for the first period.
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Figure 16: Robust check 3, sign restrictions on wages instead of hours.
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Figure 17: Robust check 4, posterior medians.
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Figure 18: Robust check 5, different required number of accepted simulations.
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Figure 19: Robust check 6, different seed.
62
0 1 2 3 4 7 8 9 10
−0.2
0.0
0.2
0.4
0.6
0.8
Output
year
%
0 1 2 3 4 7 8 9 10
−0.6
−0.4
−0.2
0.0
0.2
0.4
Hours
year
%
0 1 2 3 4 7 8 9 10
−0.3
−0.2
−0.1
0.0
0.1
Prices
year
%
0 1 2 3 4 7 8 9 10
0.0
0.2
0.4
0.6
0.8
Real wages
year
%
0 1 2 3 4 7 8 9 10
−0.10
−0.05
0.00
0.05
0.10
Real interest rate
year
0 1 2 3 4 7 8 9 10
−2
−1
0
1
2
Exports
year
%
0 1 2 3 4 7 8 9 10
−0.2
0.0
0.2
0.4
0.6
0.8
Output
year
%
0 1 2 3 4 7 8 9 10
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
0.4
Hours
year
%
0 1 2 3 4 7 8 9 10
−0.4
−0.3
−0.2
−0.1
0.0
0.1
0.2
Prices
year
%
0 1 2 3 4 7 8 9 10
−0.2
0.0
0.2
0.4
0.6
Real wages
year
%
0 1 2 3 4 7 8 9 10
0.0
0.1
0.2
Real interest rate
year
0 1 2 3 4 7 8 9 10
−0.5
0.0
0.5
1.0
1.5
2.0
2.5
Exports
year
%
0 1 2 3 4 7 8 9 10
−0.4
−0.2
0.0
0.2
0.4
0.6
Output
year
%
0 1 2 3 4 7 8 9 10
−0.2
0.0
0.2
0.4
Hours
year
%
0 1 2 3 4 7 8 9 10
0.0
0.1
0.2
0.3
Prices
year
%
0 1 2 3 4 7 8 9 10
−0.6
−0.4
−0.2
0.0
0.2
0.4
Real wages
year
%
0 1 2 3 4 7 8 9 10
−0.10
−0.05
0.00
0.05
0.10
0.15
Real interest rate
year
0 1 2 3 4 7 8 9 10
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
Exports
year
%
0 1 2 3 4 7 8 9 10
−0.5
0.0
0.5
Output
year
%
SVAR (2 lags)
3 lags
4 lags
68 % bands
0 1 2 3 4 7 8 9 10
−0.4
−0.2
0.0
0.2
0.4
0.6
Hours
year
%
0 1 2 3 4 7 8 9 10
−0.1
0.0
0.1
0.2
0.3
Prices
year
%
0 1 2 3 4 7 8 9 10
−0.8
−0.6
−0.4
−0.2
0.0
0.2
0.4
Real wages
year
%
0 1 2 3 4 7 8 9 10
−0.15
−0.10
−0.05
0.00
0.05
0.10
Real interest rate
year
0 1 2 3 4 7 8 9 10
−1
0
1
2
3
4
Exports
year
%
Technology Labour supply Domestic demand Export demand
Figure 20: Robust check 7, different number of lags. These plots has a longer time
window than other robustness check plots, because the alternative models have more
persistent responses.
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Figure 21: Robust check 8, data used from 1990 instead of 1999.
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Figure 22: Robust check 9, pre and post crisis data used separately.
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Figure 23: Robust check 10, variables in trend gaps instead of Year on Year differ-
ences.
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Figure 24: Robust check 11, different measure for inflation.
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Figure 25: Robust check 12, employment instead of hours.
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Figure 26: Robust check 13, hours seasonally adjusted by Statistics Finland.
69
0 1 2 5 6 7
−0.2
0.0
0.2
0.4
0.6
0.8
Output
year
%
0 1 2 5 6 7
−0.6
−0.4
−0.2
0.0
0.2
0.4
Hours
year
%
0 1 2 5 6 7
−0.3
−0.2
−0.1
0.0
0.1
Prices
year
%
0 1 2 5 6 7
0.0
0.2
0.4
0.6
0.8
Real wages
year
%
0 1 2 5 6 7
−0.10
−0.05
0.00
0.05
0.10
Real interest rate
year
0 1 2 5 6 7
−2
−1
0
1
2
Exports
year
%
0 1 2 5 6 7
−0.2
0.0
0.2
0.4
0.6
0.8
Output
year
%
0 1 2 5 6 7
−0.1
0.0
0.1
0.2
0.3
0.4
Hours
year
%
0 1 2 5 6 7
−0.4
−0.3
−0.2
−0.1
0.0
0.1
Prices
year
%
0 1 2 5 6 7
−0.2
0.0
0.2
0.4
0.6
Real wages
year
%
0 1 2 5 6 7
0.0
0.1
0.2
Real interest rate
year
0 1 2 5 6 7
−0.5
0.0
0.5
1.0
1.5
2.0
2.5
Exports
year
%
0 1 2 5 6 7
−0.5
0.0
0.5
Output
year
%
0 1 2 5 6 7
−0.4
−0.2
0.0
0.2
0.4
Hours
year
%
0 1 2 5 6 7
0.0
0.1
0.2
0.3
Prices
year
%
0 1 2 5 6 7
−0.6
−0.4
−0.2
0.0
0.2
0.4
Real wages
year
%
0 1 2 5 6 7
−0.10
−0.05
0.00
0.05
0.10
0.15
Real interest rate
year
0 1 2 5 6 7
−1.5
−1.0
−0.5
0.0
0.5
1.0
Exports
year
%
0 1 2 5 6 7
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
Output
year
%
SVAR
External demand
instead of exports
68 % bands
0 1 2 5 6 7
−0.2
0.0
0.2
0.4
0.6
Hours
year
%
0 1 2 5 6 7
0.0
0.1
0.2
0.3
Prices
year
%
0 1 2 5 6 7
−0.6
−0.4
−0.2
0.0
0.2
0.4
Real wages
year
%
0 1 2 5 6 7
−0.15
−0.10
−0.05
0.00
0.05
0.10
Real interest rate
year
0 1 2 5 6 7
−1
0
1
2
3
4
Exports
year
%
Technology Labour supply Domestic demand Export demand
Figure 27: Robust check 14, external demand instead of exports.
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Figure 28: Robust check 15, real interest rate multiplied by 100.
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Figure 29: All robust check models plotted along SVAR IRFs and bands.
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Figure 30: Comparison of KOOMA and SVAR with all robust check models.
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