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Abstract
The mouse brain is a highly specialised machine where each component plays a very specific
role. We find organised structures and patterns everywhere, with columnar and layered design
being a hallmark of brain cortex. Within this topographically organised neural networks we find
that their components have well-defined roles. This specificity is reflected on their morphology,
electrophysiology, connectivity pattern, and relative location. In order to fully understand these
networks it is necessary to exploit all information available.
Extracellular recordings are one of the most widely used techniques by neuroscientists,
specially when interested in retrieving information from large populations of neurons with
submillisecond precision. However, spatial information and cell classification are very limited
and existing methods do not take advantage of the information available from high density
electrode arrays recordings.
In this thesis, I introduce two novel models that exploit spatial information conveyed by the
extracellular signal recorded on this type of arrays. A simple model to localise the neural soma
in three dimensional space and a model to parametrise salient morphological features of neurons.
These models provide information that will prove useful when studying detailed organisations in
neural networks. The localisation and morphological of neurons requires models that captures
the features that impact the pattern induced at short recording distances as those achieved on
high density electrode array recordings.
Both localisation and classification must be tested for different morphological classes, as found
in cortex. In order to evaluate the models we must first generate realistic simulated data on which
models could be tested. Localisation must hold irrespective of neuronal type while classification
is dependant on neuronal type. The different simulated neurons should reflect the different
signal patterns seen on real recordings. After validate the models on realistic simulated data we
have to evaluate the models on real recordings.
The localisation algorithm successfully recovers the position of simulated neurons with low
errors for distances within expected ranges in cortex. When localising neurons from real
recordings we obtained a distribution of positions that agree with expected ranges in cortex.
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We separated simulated morphological classes using our classification model, validating the
model as a tool to identify morphological classes from extracellular recordings. We also tested
this model on real recorded data and using its parameters we identified putative morphological
classes. We then verified these classes had different response properties to stimuli and firing
patterns, supporting our theory that by using the amplitude pattern of the extracellular
potential we can identify different neuronal types.
In this thesis we combined the recovered spatial information with response properties from
neighbouring neurons, to characterise the functional topographic organisation in deep layers of
core auditory cortex. Finding a fractured representation, with local populations having similar
response properties and high signal correlation on average, but large differences in response
properties were possible. In agreement with recent imaging studies from upper layers of mouse
auditory cortex that report smooth tonotopy on a large scale, but fractured tonotopy on a fine
scale.
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1 Introduction
In nature we find patterns and randomness alike, modular design and patterns coexist with
aleatoricism. The brain, as any other organ in the body, has an organised design with
well-defined structures and clear connectivity patterns. Repetitive design patterns are easily
found in the cortex: clear layered structure and columnar organisation. However, there are
levels at which the brain seems to lack a structured design.
At the level of local neuronal networks, connectivity patterns are diverse. It is known that
certain types of neurons will only form synapses with specific types of neurons and even more,
will target specific areas of the post-synaptic neurons, this specificity is reflected also on relative
locations of pre and post synaptic cells (see [Levy and Reyes, 2012] for a study about connectiv-
ity in primary auditory cortex). It has been shown that neuronal networks tend to form motifs
that diverge from a random connectivity pattern ([Bartho et al., 2004], [Song et al., 2005]).
However, to what extent this specificity in connectivity relates to functionality is not clear.
Studying the activity of networks of identified neurons and relating their connectivity pattern
to their functionality ([Bock et al., 2011], [Lee and Reid, 2011]) will allow us to complete a
piece of the puzzle. By recording activity of well identified and localised neurons we can start
to define roles of specific types of neurons and study interactions between classes of neurons in
microcircuits in the brain.
In this thesis, in order to add spatial and cell classification information to extracellular
recordings, we developed a localisation algorithm for estimating the three dimensional location
of the soma of each recorded neuron relative to the electrode array. We have also developed a
model that reproduces the spatial amplitude pattern of the extracellular potential generated
by each neuron on the array, which allows to separate putative morphological subclasses of
neurons based on the parameters of the model. These models provide powerful and simple tools
to further increase our knowledge about the highly specialised components of neural networks.
They provide the information missing from extracellular recordings that have so far limited
their application to the study of microcircuits.
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We have combined these models with functional characterisation in deep layers of the primary
auditory cortex to study topographic functional (preferred frequency) organisation of local
populations. For this, we have used unexploited spatial information available when doing
extracellular recordings with high density electrode arrays.
In the next sections, we review relevant literature. In section 1.1, we study existing methods for
cell classification when doing extracellular recordings analysing their weaknesses and limitations.
In section 1.2, we review literature about topographic organisation of preferred frequencies in
mouse cortex. Finally in section 1.3 we describe the layout of the rest of this thesis.
1.1 Recording Extracellular Data from Identified Neurons
1.1.1 Specificity and Orderly Arrangements Within Neuronal Microcircuits
When doing extracellular electrophysiology we are recording blindly, without knowing the exact
location of the probe during the recording and without knowing with certainty the type of
neuron from which the activity was recorded.
This is undesirable, since neural networks are highly specific and each type of neuron is
playing a well defined role, although until now given the limitations, we have not been able
to determine their specific roles. Functional characterisation of different brain areas has
shown that responses vary across layers and within layers. Particular groups of inhibitory
and excitatory neurons play different roles in shaping evoked responses. It is therefore
necessary to identify and classify neurons when doing extracellular recordings, since only by do-
ing so will we be able to truly identify the mechanism that yields functionality at a network level.
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BA B Cmorphologicalgroups
Figure 1.1: Spatial organisation and neuronal classes
Specialisation in microcircuits is reflected on neuronal morphology and spatial organisation: A A
sub-type of pyramidal neurons was found to be arranged in periodic columns in mouse layer V
([Maruoka et al., 2011]). B Location of post synaptic relative to the pre synaptic neuron can provide
information about their specific type ([Kozloski et al., 2001]). C Neuronal classes can be further divided
based on morphological features such us shape of the soma, thickness of apical dendrite and rotation of
the main axis ([Tsiola et al., 2003]).
Each type of neuron has a well defined role to play within the microcircuits they are part of,
and this is reflected on their locations and morphological features. Neurons have been shown
to form spatial arrangements, such us micro columns of a sub type of pyramidal neurons on
mouse layer V ([Maruoka et al., 2011], figure 1.1 panel A). Even more, relative location of the
post synaptic relative to the pre synaptic neuron can provide information about their specific
neuronal type ([Kozloski et al., 2001], figure 1.1 panel B). Neurons in cortex are known to
be arranged in layers which are defined based on cytoarchitecture, each layer is populated
by neurons of specific types. Different classes of neurons are found on each layer and even
within a particular morphological class, different sub groups can be identified based on their
features such us shape of the soma, width of the apical dendrites, rotation of the main axis
([Tsiola et al., 2003], figure 1.1 panel C ). However, neurons do not exactly respect these
borders and are normally found above and below their main layer, and neurons of a particular
type can have different functional responses depending on their exact location relative to the
cortical layers ([Oberlaender et al., 2011]).
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1.1.2 Existing Methods of Neuronal Classification
The need for identifying the neuronal type of neurons on extracellular recordings has been
frequently addressed. The relationship between morphology and electrophysiology has
been obtained mostly from intracellular recordings. Studies of neuronal types for different
brain areas (e.g. [Henze et al., 2000], [Nowak et al., 2003], [Gonzalez-Burgos et al., 2005])
have characterized morphology, firing pattern, intracellular spike waveform and firing rates.
Some of the conclusions from these studies have been extrapolated to extracellular record-
ings ( [Henze et al., 2000], [Mitchell et al., 2007], [Bartho et al., 2004], [Frank et al., 2001],
[Tamura et al., 2004]). Information gained about neuronal type is limited mainly by existing
overlap among neuronal classes; differences between firing pattern in-vitro versus in-vivo;
variability due to anesthesia; ACSF and the flexibility of the firing pattern of individual neurons
(see [Tamura et al., 2004] and [Hattox and Nelson, 2007]).
Several studies ([Mitchell et al., 2007], [Bartho et al., 2004] and [Frank et al., 2001] among
others) have made use of the fact that excitatory neurons normally have a wider spike shape and
lower firing rates that inhibitory neurons do. However, other studies have shown that it is not
possible to separate inhibitory from excitatory based on those features alone (see results from
[Frank et al., 2001], [Swadlow, 2003] and [Gonzalez-Burgos et al., 2005]). In general, studies
agree that Fast Spiking interneurons (Narrow Spiking) can be separated from the rest of the
neurons based on these features, but there is overlap between RS interneurons and pyramidal
cells ( [Gonzalez-Burgos et al., 2005], [Tamura et al., 2004]) and there are pyramidal cells with
narrow spikes ([Hromadka et al., 2008], [Timofeev et al., 2002]). Aditionally bursting neurons
can have narrower spikes during long bursts of activity, although this reduction is far less
significant than the reduction on spike amplitude and it has not been shown to change neuron
classification ([Niven and Burrows, 2003], [Lemon and Turner, 2000], [Anderson et al., 2011]).
In brief, existing evidence shows that spike waveform, firing rates and patterns are not
sufficient to classify neurons, having in some cases considerable overlapping. Other tools, such
as CCG (cross correlogram) can be used to improve the classification. But even CCG based
analysis is not error-free, since different connectivities between neurons can lead to similar
correlations between cells, making this technique inaccurate (see [Tamura et al., 2004] for an
analysis).
Consequently, although we can gain valuable information with these classification methods,
it is not sufficient if our aim is to fully understand how different neuronal classes and subclasses
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interact in-vivo to generate functionality. Overlap between classes is high and separation of
different classes is poor. To completely understand a neural network it is necessary to identify
each of its components, characterise their responses to stimuli, establish roles within the
network and identify interactions.
1.1.3 Exploiting the Information from Extracellular Array Recordings
177 um2
275 um
114 um
25 um
22 um
18 um
multi shank
linear array
multi shank
tetrode array
polytrode
schematics modi!ed from Neuronexus‘ catalogue
Figure 1.2: Evolution of extracellular electrode arrays
Electrodes arrays have evolved from single electrodes (currently availables on multi shank linear arrays),
to tetrodes, to high density electrode arrays (for example polytrodes). Each step has added information
about recorded neurons, by increasing the number of electrodes that are simultaneously recording the
activity of each unit. However, until now this extra information has only been used for identifying
spiking activity from each single unit (defining the timestamps of spikes from each recorded neuron
through spike sorting and clustering).
Electrode arrays have evolved quickly in the past decades going from single electrodes, linear
arrays, multi-shank tetrode arrays to high density electrode arrays. Examples of these configu-
rations are shown in figure 1.2. Although each step has increased the number of simultaneously
recorded neurons and the information available about them, the analysis done continues to
consist of small variations of legacy methods. As the spacing between recording electrodes
decreased, the number of electrodes detecting simultaneously the signal from neighbouring
neurons increased. High density electrode arrays were designed to record from neighbouring
neurons with high spatial and temporal resolution. However, so far the extra information has
19
been only used for spike detection, sorting and clustering. Algorithms for these tasks are now
being developed to cope with the increased complexity on the analysis. After spike trains of
individual neurons are defined, the spatial information gained by having high density electrode
arrays is no longer used.
In this study we aim to exploit the information available from high density electrode array
recordings to locate the recorded neurons in three dimensional space and add information about
their morphological classes based on the extracellular potential spatial pattern (Idea previously
introduced in [Blanche et al., 2003] and [Blanche et al., 2004], but never formally developed).
Given the small recording radius of high density electrode arrays it is necessary to adopt a
model which holds under those conditions, since traditional point source models fail to locate
cells at such short distances. We therefore adopted a source model for localisation that captures
known morphological features of real neurons. We based our morphological classification on
observations from simulations that showed that different morphologies have stereotypical spatial
patterns which can be used as fingerprints to group the different classes and here we tested our
theory on both simulated data and real recordings. These two models will allow to characterise
spatial organisation of microcircuits of identified neurons on a scale not achieved before on
extracellular recordings.
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1.2 Organization in Core Auditory Cortex (cAC)
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Figure 1.3: Diagram of mouse auditory system
Left: Simplified diagram of Central Auditory System (modified from [Willott, 2001]). Auditory cortex
receives inputs from and projects back to the thalamus. Right: Layers on mouse auditory cortex and a
simplified connectivity pattern between layers and to/from subcortical areas. The auditory cortex has a
clear layered structure. Inputs to auditory cortex come from the thalamus, other cortical areas and
from the contralateral cortex (via corpus callosum). Layer IV corresponds to the main recipient of
thalamocortical connections. Layer V is the main output of auditory cortex projecting to subcortical
areas and contralateral cortex.
Organization and orderly arrangements are a common feature shared between different parts
of the nervous system. Structured anatomy and connectivity are an evolutionary solution
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that allows minimal wiring and delay ([Koulakov and Chklovskii, 2001], [Chen et al., 2006]).
Figure 1.3 shows a simplified diagram of mouse auditory system and a schematic of connectivity
patterns in auditory cortex. The auditory cortex has a clear layered structure. Layer I
(closest to pia/dura matter) is a very thin layer containing mainly fibbers and scattered
somatas. Layer II and III contain small pyramidal cells, with layer II having a higher
density. Layer IV is a dense granular cell layer. Layer V can be divided in three: Va and Vc
are sublayers of lower cell density, located between them is Vb, which has the largest cell density.
Inputs to auditory cortex come from thalamus, other cortical areas and from the contralateral
cortex (via corpus callosum). Layer IV corresponds to the main recipient of thalamocortical
connections, while medium-large cells of Layer III (Layer V and also VI, but to a less extent)
are the main source of callosal connections. Layer V is the main output of auditory cortex,
projecting to subcortical areas and contralateral cortex.
In cortex, population of neurons will normally form a mosaic based on some rele-
vant aspect of the stimuli, such as orientation in visual cortex ([Hubel and Wiesel, 1963],
[Ohki et al., 2005], [Ohki and Reid, 2007] , [Hooser, 2007]) or preferred frequency in au-
ditory cortex ([Kaas and Hackett, 2000], [Formisano et al., 2003], [Reale and Imig, 1980]).
Furthermore, topographic maps of different response properties will normally co-vary or
form orthogonal maps ([Cheung et al., 2001], [Purves et al., 2001]). However, rodent’s cortex
lacks orientation columns in primary visual cortex ( [Met´ın et al., 1988] , [Ohki et al., 2005],
[Horton and Adams, 2005], [Hooser et al., 2005], see [Hooser, 2007] for a comparison between
species) or a strict tonotopic map in primary auditory cortex ([Rothschild et al., 2010],
[Bandyopadhyay et al., 2010], [Chen et al., 2011], [Hackett et al., 2011], [Guo et al., 2012]).
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Figure 1.4: Tonotopy in mouse primary auditory cortex
According to recent studies ([Rothschild et al., 2010], [Bandyopadhyay et al., 2010], [Chen et al., 2011],
[Hackett et al., 2011], [Guo et al., 2012]) tonotopy in auditory cortex depends on the signal being
analysed Top: on a small scale there is no tonotopic arrangement as when considering single unit
activity. Bottom: On a large scale mouse core auditory cortex presents a smooth tonotopy, as seen on
LFP or multi unit activity
From early studies we knew that mouse auditory cortex has a columnar organisation, with
neighbouring neurons along vertical axis sharing similar firing patterns, prefered frequencies
(tonotopy), sharpness of frequency tuning and onset latency ([Willott, 2001], [Shen et al., 1999]).
However, recent studies have challenged this vision. Tonotopy corresponds to a topographic
arrangement in which cells with similar preferred frequencies are located close to each
other. This characteristic is maintained along the auditory pathway ( [Cheung et al., 2012] ,
[Willott, 2001]). Tonotopy in primary auditory cortex (pAC) has been studied on superficial
layers and middle layers showing that at a large scale there is a tonotopic map on pAC,
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while on a fine scale there is no tonotopic arrangement, with neighbouring neurons presenting
large differences on their preferred frequencies as seen on diagrams of figure 1.4. Furthermore
neighbouring spines can show very diverse frequency tuning ([Chen et al., 2011]). Tonotopy
in mouse auditory cortex has been found to be dependant on layer, field, level of anaesthesia,
whether multi-unit or single-unit activity is considered, and whether suprathreshold or near
threshold activity is included ([Hackett et al., 2011], [Guo et al., 2012]).
Tonotopy is an arbitrary definition based on a convenient and simple stimuli characterisation,
but the presence or absence of tonotopy is a consequence of functional connectivity, experience
and auditory learning ([Guo et al., 2012]). Whether topographic arrangements of response
properties are present or not becomes a secondary aspect, instead the underlying design rules
that lead to it are the really intriguing question. Studying columnar populations allows to
target microcircuits long assumed to work as processing units. Here we try to shed light on
the arrangement seen at this scale by characterising response properties of localised columnar
populations and studying connectivity patterns on this local population.
1.3 Thesis Outline
Chapter 2 introduces new models developed to exploit spatial information from the extracellular
potential recorded on high density electrode arrays. We present a localisation algorithm that
successfully estimates simulated separation between soma and the array, for distances that
correspond to expected ranges in cortex and where existing localisation algorithms fail.
In this chapter, we also introduce a model that reproduces the amplitude pattern generated
on the MEA by each neuron. We hypothesised that this pattern conveys information about
neuronal morphology and that, by parametrising this pattern, we could identify different mor-
phological classes. We verified our hypothesis by simulating different morphologies, fitting the
model’s parameters to reproduce amplitude patterns and clustering/identifying our simulated
units based on those parameters.
In Chapter 3, we apply our models to extracellular recordings from mouse auditory cortex
(layer 5) and barrel cortex (across layers). We reverse fitted our localisation algorithm to our
auditory cortex dataset, generating statistics of spatial distribution of neurons relative to the
array, finding that our estimated distances were within expected ranges in the cortex (95% of
our cells were at less than 30 µm from the array. Maximum coverage in cortex is ≈ 60 µm),
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a region where existing algorithms fail to estimate the location of recorded neurons. Using
our localisation algorithm we studied drift during a typical recording session, finding that drift
occurs mostly upwards and that neurons exhibit independent motion patterns suggesting that
mechanical instability is the main cause of drifting.
In this chapter, we characterise our recorded population of neurons using existing methods
based on firing patterns and spike waveform. We compare this classification with properties of
neuronal classes known to be present on that layer. We characterised connectivity patterns in
our dataset and studied how detected connections related to different classes of neurons. We
found our synaptic connections to be highly non random, and we define here new metrics to
quantify patterns of connectivity.
We then apply our spatial amplitude pattern model to recorded data from both barrel and
auditory cortex, reproducing with low fitting errors the recorded spatial amplitude patterns.
We then separate recorded neurons into putative morphological classes using our model’s
parameters as features on a clustering procedure. Finally, we compare these clusters in
terms of firing patterns, response to stimuli, and connectivity as supporting evidence for our
morphological classification.
Chapter 4 presents a functional characterisation of deep layers (V) of mouse primary auditory
cortex. Here we study different response properties and their topographic organisation. We
combine spatial information with response characterisation to study topographic arrangements
found on local populations in deep layers of mouse core auditory cortex. We show here fractured
topographic maps, with local populations tending to have similar response properties, yet large
differences were found between neighbouring neurons.
Finally, chapter 5 summarises our main findings and outlines future work.
25
2 Identifying neurons from extracellular
signal
In this chapter, we introduce two novel models that exploit information conveyed by the extra-
cellular action potential recorded with high density Multi Electrode Arrays (MEA). I present
a simplified descriptive model for soma localisation which overcomes fitting errors exhibited
by existing models when working within distance ranges found in real recordings in cortex.
Identifying precise locations of neurons will allow to recover information about topographic
patterns, such as micro columnar functional organisation ([Maruoka et al., 2011]) and specific
relative location of pre and post synaptic cells ([Ka¨tzel et al., 2011], [Maruoka et al., 2011],
[Taoa and Zhang, 2011]). Adding this spatial information to extracellular recordings will help
to identify neuronal classes based on their relative location and interactions.
A phenomenological model was also developed which parametrizes salient morphological
features of recorded neurons. This model reproduces the spatial Extracellular Action Potential
(EAP) amplitude pattern detected on the MEA. We hypothesised that this pattern conveys
information about neurons’ morphologies. We tested this by using fitted model’s parameters
in simulations and real recordings to cluster neurons into putative morphological classes.
By combining this clustering with existing classification methods (based on spike waveform
([Peyrache et al., 2012]), firing patterns ([Royer et al., 2012]), etc), we can expect in the future
to reduce even further uncertainty about neuronal type when doing extracellular recordings
from large populations.
In section 2.1, we review an existing theoretical model that explains the origin of the extra-
cellular signal detected during an action potential. This model constitutes a detailed version of
our simplified localisation model. In this section we also cover existing localisation methods in
the literature, analysing strengths and weaknesses of each. In section 2.3, we cover procedures
used to generate simulations used on the evaluation of the models. In section 2.4, we introduce a
new localisation model (Simplified Line Model, SLM), explaining its motivation and procedure
for reverse fitting. In section 2.5 we introduce a novel spatial amplitude pattern model (Mix-
26
ture of Gaussians Model, MoG). Finally, section 2.6 presents models’ evaluation on simulated
recordings.
2.1 The Origin of the Extracellular Action Potential
An Action Potential (AP) or “spike” is the signal generated and propagated by most neurons
in the nervous system. The neuronal membrane has ion channels across its membrane, and due
to the opening and closing of these channels the action potential is propagated through the
cell. At rest, the neuronal membrane has a negative charge on the inner side relative to the
extracellular space. This negative polarisation, called resting potential (typically around -70
mV), is kept until a change in the difference of potential between intracellular and extracellular
space triggers the opening of the Na+ channels producing a rapid influx of Na+ ions into the
cell and the consequent depolarisation (rising phase of the Action Potential) of the membrane,
until a threshold level (typically around 40 mV) is reached and K+ channels are activated
allowing the transit of K+ from the cell to the extracellular space allowing re-polarisation
(falling phase of the Action Potential) and recovery of the resting potential. Many other classes
of channels are involved in the process and they vary from one neuronal type to another.
The biophysics governing initiation and propagation of the AP were first proposed by
Hodgkin and Huxley ([Hodgkin et al., 1952]), whose model captured the dynamics of the
AP, relating the membrane voltage and transmembrane ionic currents through existing cable
theory’s equations whose parameters depended on biophysical characteristics of the neuron.
Cable theory, along with compartmental models, has become the default modelling approach
for AP initiation and propagation.
The Extracellular Action Potential (EAP) is generated by the transmembrane ionic currents
that occur during the Action Potential. According to modelling studies ([Holt and Koch, 1999],
[Koch et al., 2006],[Koch et al., 2007]) the temporal waveform of the extracellular action poten-
tial will depend on the amplitude of the intracellular action potential, channels densities and
their dynamics, and is almost independent of the morphology of the cell. In the mean time, the
spatial pattern of the extracellular potential depends heavily on the morphology of the cell.
2.1.1 Line Source Approximation Model
The model developed by Holt ([Holt and Koch, 1999], [Koch et al., 2006],[Koch et al., 2007])
is to our knowledge the only model available evaluated on experimental data. Holt computes
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the extracellular potential using the Line Source Approximation model which models the cell
as a set of finite lines conducting current. After dividing the compartmental model of the
cell in several segments, the potential Φi(r, h) induced by segment i is calculated according to
equation (2.2). These procedure is illustrated in figure 2.1
Ii
h
r
Δsi
φi(r,h)
l
Figure 2.1: Diagram of Line Source Approximation model
From a compartmental model of the neuron, each compartment is divided into small segments of length
∆s and the extracellular potential (φi(h, r)) induced by the transmembrane current Ii flowing on
segment i is calculated using equation (2.2), which depends on the location of the point of interest
relative to the segment i, expressed on cylindrical coordinates. The total EAP (as measured by
extracellular electrodes) corresponds to the sum of the potential induced by all segments
Each segment is formed by a finite line of point sources. Extracellular potential induced by
a single point source, is given by an analog of Coulomb’s Law (equation (2.1)): potential (Φ) is
inversely proportional to the distance (d) to the source and directly proportional to the current
(I) and resistivity of extracellular space in the brain (ρ).
Φ =
ρI
4pid
(2.1)
Assuming a total transmembrane current I in segment i, the potential induced by each segment
i of length ∆s is calculated by summing the contribution of point sources in the segment:
Φi(r, h) =
ρ
4pi∆s
0∫
−∆s
I · ds√
r2 + (h− s)2 =
ρI
4pi∆s
log |[
√
h2 + r2 − h]/
√
l2 + r2 − l]| (2.2)
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Where r is the radial distance to the segment and h, l are the longitudinal distances to the
start/end of the segment respectively (using a cylindrical coordinates system). The resulting
extracellular action potential corresponds to the sum of potentials Φi(r, h) induced by all seg-
ments.
2.2 Existing Models for Neural Localisation
Neural source localisation is the problem of estimating the position of the firing neuron relative
to the recording electrodes by reverse fitting a source model. The simplest model of a neuron
is a point source of current, which means fitting four parameters (three spatial coordinates and
the current at the source). In order to find a unique solution to this problem we must have at
least 4 equations. Only once tetrodes (4-electrode array) became available it was then possi-
ble to find unique solutions to localisation problems for the simplest neuron model (point source).
The advent of high density multielectrode arrays (MEA) in the last decade (for hardware
implementations see [Blanche et al., 2004], [Frey et al., 2009], [Du et al., 2009]) has increased
the information available for source localisation. Although on one hand it is desirable to
increase the density of recording electrodes to have more recording electrodes per neuron,
there are drawbacks that limit the minimum spacing. The main limitation is the effect that
the device has on the neural tissue, damaging and displacing it, which reduces the efficiency
of the MEA as the spacing between rows/columns is reduced. The kill or inactivation zone is
estimated to be around 10 µm from the device ([Kubo et al., 2008], [Edell et al., 1992]).
2.2.1 Existing Models Used for Neuronal Localisation
From extracellular action potential modelling studies ([Holt and Koch, 1999],
[Koch et al., 2006], [Koch et al., 2007]) and recordings ( [Du et al., 2009], [Frey et al., 2009]), we
know that the EAP patterns are far more complex than predicted by point source models. When
doing triangulation the source is modelled as a single point source (as in [Kubo et al., 2008],
[Chelaru and Jog, 2005], [Blanche et al., 2004]). In [Somogyva`ri et al., 2005], a simplified
line source EAP model is used, and its accuracy compared with monopole source, dipole,
and quadrupole, showing that none of point source models are accurate within the range of
distances, from electrode to neuron, normally seen in extracellular recordings. However this
model has several limitations: it assumes that the linear array is parallel to the cell and requires
many recording electrodes to constrain the parameters.
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In [Blanche et al., 2004] the authors estimate the cell position in two dimensions (plane
parallel to electrode array) using a combination of monopole and dipole configuration, although
no validation or data have been published, it is in principle, based on [Koch et al., 2007],
[Holt and Koch, 1999] and [Somogyva`ri et al., 2005] unlikely to be valid for all type of neu-
rons and seems unable to predict positions outside the area covered by the array. Finally
[Mechler and Victor, 2012] introduces a dipole model combined with a detailed electrode model
to localise neurons from tetrode recordings. Although the electrode model successfully predicts
shadowing effects found in all extracellular recordings, the dipole model fails to retrieve the
location of the neuron with low error (they estimate the error to be around half the distance
between the probe and the soma and performance of the model was tested mainly on distances
well above ranges normally found on MEA recordings from cortex ([Henze et al., 2000],
[Buzsa´ki, 2004])).
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2.2.2 Limitations of Point Source-Like Models
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Figure 2.2: Amplitude of the extracellular action potential versus distance to the
soma
Amplitude of the extracellular action potential (y axis, in mV) versus euclidian distance to the soma (x
axis, in µm). Although the trend corresponds to an exponential or inverse power law decay, there are
deviations caused by the different current sources present on each neuron. Left: CA1 pyramidal
presents several peaks on the decay pattern each corresponding to branching points on the dendritic
arbour. Middle layer 2/3 pyramidal presents a smoother decay, but it still deviates from a pure
exponential decay. Right: The simulated NPY interneuron presents a decay versus distance that
reflects the irregular dendritic branching on the perisomatic area. Each colour (red, blue, green)
represents a different simulated distance from the plane containing the electrode array to the plane
containing the soma. Continuous line correspond to exponential decay fit, segmented line to power law
fit.
Several studies have shown an exponential decay of neuronal signals with respect to distance of
the source ([Du et al., 2009], [Shoham et al., 2006], [Segev et al., 2004], equation (2.3)). Equiv-
alently this pattern of decay can be fitted to an inverse power law model ([Du et al., 2009],
equation (2.4)). Both phenomenological models are equivalent to point source-like models.
These models capture the attenuation of the signal with a spatial decay constant (λ):
Φ(d) = I · e−dλ1 (2.3)
Φ(d) =
I
1 + ( dλ2 )
1.4
(2.4)
However, from simulations we can see that this models are simple models that only hold under
certain circumstances. In figure 2.2, we show for three different simulated types of neurons the
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amplitude of the extracellular potential versus distance to the soma (details about simulations
can be found in section 2.3). Here, we can see qualitatively that while the general trend fits
well with an exponential/inverse power law model, patterns are more complex than predicted
by point source-like models (potential induced by a monopole decays as 1/r, while dipole as
1/r2). In addition, as seen in figure 2.2 the decay constant depends on the type of neuron being
simulated and it should not be assumed to be a representative value for all brain areas and
neuronal types (as suggested in [Shoham et al., 2006]).
2.3 Simulations
In order to evaluate our models we needed simulated data on which models could be tested.
Our models make use of the recorded extracellular signal during an action potential (EAP). The
temporal and spatial pattern of this signal depend on the morphology and electrophysiology
of the neuron. Therefore, the aim of our simulations was to generate realistic patterns of
extracellular action potentials for different types of neurons. For this, we adopted the model
introduced in section 2.1.1.
2.3.1 Software Used on the Simulations
During our simulations we used a set of softwares packages:
• Neuron: used to simulate realistic and detailed compartmental models of neurons. The
level of detail used to solve cable equations and to model the neuron are customisable.
Three dimensional information (X,Y,Z coordinates relative to an external reference point)
can be included on the models, but it is not used during the computation of the action
potential. Only length, diameter and branching of the compartments have an impact on the
cable equations modelling the neuron and therefore on the solution for the transmembrane
current/potential.
• NeuroConstruct: allows to create realistic models of three dimensional neural networks.
We used the tool for verifying and modifying morphologies of single neurons. The mor-
phologies were then exported into Neuron format for the simulations.
• Matlab: widely known mathematical software. We used matlab intensively during our
simulations. To generate simulated data and to fit the models’ parameters.
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2.3.2 Procedure Followed for the Simulations
The simulations consisted of four parts:
• Generation of Intracellular Action Potential: The intracellular action potential
(IAP) is simulated using a compartmental model of a neuron which has a specific three
dimensional morphology and electrophysiological parameters.
• Calculation of the Extracellular Action Potential: The extracellular potential in-
duced by transmembrane currents occurring during the AP is calculated using the Line
Source Approximation model, considering the relative location between each simulated
segment and the point in space of interest.
• Simulation of the Voltage Measured on the MEA: The potential measured by the
electrodes on a simulated multi electrode array MEA is calculated as the EAP induced at
the location of each electrode on the array. Electrodes were modelled as purely resistive
and their area was not considered.
Generation of Intracellular Action Potential
We simulated the IAP on the program Neuron ([Arbib, 2003]) using available code from
[Koch et al., 2007]. These set of scripts have the advantage of being already designed to output
the information needed for the calculation of the extracellular potential, therefore facilitating
our job immensely. Each simulation was defined by the morphology (length and diameter of
each compartment. Position in three dimensional space is not used, but is kept as part of the
morphological information) and electrophysiological parameters used (channels densities and
conductances, capacitance and resistivity of the membrane, etc.).
The code from [Koch et al., 2007] only provides one cell morphology which corresponds to
a CA1 hippocampal pyramidal cell (referred as d151 on [Koch et al., 2007]). This type of cell
does not match with the expected morphologies in cortex, thus we added morphologies found
in mouse cortex.
We modified two morphologies available on Neuromorpho ([Neuromorpho, 2006],
[Ascoli et al., 2007]), the first corresponds to a pyramidal cell from layer II/III of the
mouse cortex (L2/3pyr [Rocher et al., 2010]) and the second to an NPY interneuron also from
the mouse cortex (interNPY, layer not indicated. [Goldberg et al., 2003]). Both morphologies
were modified on NeuroConstruct ([Neuroconstruct, 2007], [Padraig et al., 2007]) to have a
fully connected morphology with the minimal changes, on both cases some compartments
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had to be discarded, to satisfy contiguity requirements. Starting from the L2/3 pyramidal
neuron we generated two morphologies: one with a thick apical dendrite and elongated soma
and one with thin apical dendrite and round soma, to simulate variability between different
types of pyramidal cells found in cortex. Additionally we used two morphologies as available
on Neuromorpho: a Double Bouquet (DB, [Kawaguchi et al., 2006]) and a PV interneuron
(PVinter, [Dumitriu et al., 2007]), both from mouse cortex.
For all morphologies we kept almost the same set of parameters, two combinations per
morphology were tried modified from d151 A and B on [Koch et al., 2007] see table 2.1,
table 2.2 and table 2.3 for differences between them (detailed explanation can be found in
[Koch et al., 2006] and [Koch et al., 2007]), some combinations of parameters were discarded
because they generated unrealistic EAP shapes. Some parameters had to be modified to trigger
the AP initiation (specially the minimum distance from the soma to the synaptic inputs). Since
this work is not about fitting a set of realistic physiological parameters (which would require
large amounts of experimental data that is not available), we started from the parameters used
in [Koch et al., 2007] and made minimal changes until a plausible EAP waveform was obtained.
gsoma cell Na
+ K+ C K+ A prox K+ A dist K+ D K+ K K+ M
CA1 pyr A 0.0375 0.025 0.005 0.01 0.015 0.02 0.003
CA1 pyr B 0.036 0.005 0.001 0.001 0.0025 0.04 0.0045
pyr L2/3 A 0.0375 0.025 0.005 0.01 0.015 0.02 0.003
pyr L2/3 B 0.036 0.005 0.001 0.001 0.0025 0.04 0.0045
interNPY A 0.0375 0.010 0.005 0.01 0.015 0.02 0.003
interNPY B 0.036 0.005 0.001 0.001 0.0025 0.04 0.0045
interPV A 0.0375 0.010 0.005 0.01 0.015 0.02 0.003
interPV B 0.036 0.005 0.001 0.001 0.0025 0.04 0.0045
DB A 0.0375 0.025 0.005 0.01 0.015 0.02 0.003
DB B 0.036 0.005 0.001 0.001 0.0025 0.04 0.0045
Table 2.1: Conductances of Na and K channels used on the cell models
Somatic conductances (mS/cm2) for each simulated neuron
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cell gsynapical gNAapicalMax gNAapicalMin gKCapical
CA1 pyr A 3 0.5 0.1 0.75
CA1 pyr B 3 0.6 0.2 0.75
pyr L2/3 A 3 0.5 0.1 0.75
pyr L2/3 B 3 0.6 0.2 0.75
interNPY A 3 0.5 0.1 0.95
interNPY B 3 0.6 0.1 0.75
interPV A 0 0.5 0.1 0.95
interPV B 3 0.6 0.2 0.75
DB A 1 0.5 0.1 0.75
DB B 3 0.6 0.2 0.75
Table 2.2: Conductances defined for apical compartments
Apical synaptic conductance and ratio of Na and K conductances relative to values defined for somatic
conductances
cell gNAiseg gsynbasal gNAbasalMax gNAbasalMin gKCbasal
CA1 pyr A 12 3 0.5 0.1 0.75
CA1 pyr B 2 3 0.65 0.2 0.75
pyr L2/3 A 12 3 0.5 0.1 0.75
pyr L2/3 B 2 3 0.65 0.2 0.75
interNPY A 30 3 0.5 0.1 0.95
interNPY B 2 3 0.65 0.2 0.75
interPV A 30 3 0.5 0.1 0.95
interPV B 12 3 0.65 0.2 0.75
DB A 12 3 0.5 0.1 0.75
DB B 2 3 0.65 0.2 0.75
Table 2.3: Conductances defined for basal compartments and axon initial segment
Second Column: Na channel density on the axonal initial segment relative to somatic channel density.
Third to Sixth Columns: basal synaptic conductance and ratio of Na and K conductances relative to
values defined for somatic conductances
For each pair of morphology - set of parameters, a simulation was done. The output consists
of the morphological information of the cell after being divided into small segments along with
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the information of transmembrane currents on each segment for each simulation timestep.
Calculation of the Extracellular Action Potential
On this step, we calculate the extracellular potential induced by the transmembrane cur-
rents flowing during the action potential. For this, we used Matlab code available from
[Koch et al., 2007]. Since they implemented the Line Source Approximation on a proven and
efficient manner, we re-utilise their code.
This step generates for each intracellular simulation generated in section 2.3.2, a set of square
grids located on planes parallel to the plane containing the soma, each grid was placed at differ-
ent distances from the soma. For each point on the grids, the EAP is calculated using LSA model.
In figure 2.3 we show the EAP seen on a plane parallel to the cell, located at Z = 10µm
and Z = 30µm. On the left columns the waveforms are colour coded according to the peak
to trough amplitude, while on the right columns the colour indicates the magnitude of the
sodium trough. During an action potential the distributions of currents vary and it has been
shown that it is during the Sodium phase that the currents are concentrated around the soma
([Somogyva`ri et al., 2005], [Koch et al., 2007]).
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Figure 2.3: Comparison between Na Peak and PtT pattern
Comparison of the extracellular signal, colour coded by the magnitude of the Na phase (right) and by
the amplitude of the Action Potential (left). Transmembrane currents are concentrated around the
soma during the sodium trough, producing a more compact spatial pattern. Top row corresponds to
CA1 pyramidal cell, middle row is L2/3 pyramidal and bottom row NPY interneuron. Columns on the
left are simulations distance to the MEA is 10µm, on the right 30µm. Scale bar: 50 µm
In our simulations taking the peak to trough or the magnitude of the Na+ trough had a
significant impact on the result only on the case of the NPY interneuron, since as seen from
figure 2.3 the amplitude of the EAP has a spatial pattern that does not always represent
the location of the soma because the contribution to the EAP is more concentrated around
the soma during the Na+ trough (see figure 2.7 for a decomposition of the EAP induced by
different parts of a simulated neuron). Taking this into account and the fact that in our exper-
imental data the difference of spatial pattern between the magnitude of the sodium phase and
the EAP amplitude was significant, the fitting was done using the magnitude of the Na+ trough.
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Figure 2.4: Extracellular Action Potential for combinations of
morphology/parameters
Comparison between Extracellular Action Potential for different combinations of morphology and
electrophysiological parameters used in the simulations. Changing the morphology had an impact not
only on the amplitude of the EAP, but also on the width. Top: Unnormalised EAP for three
morphologies and their respective set of parameter (as in table 2.1 - table 2.3), the morphology had a
strong impact on the maximum amplitude of the extracellular action potential, in accordance with
[Pettersen and Einevoll, 2008] that showed that the amplitude is roughly proportional to the sum of the
cross sectional area of the dendrites directly connected to the soma. Bottom: Normalised EAP. The
morphology also had an impact on the width on the EAP with CA1 pyramidal neuron having the
widest waveform for all set of electrophysiological parameters.
As seen in figure 2.4 the shape of the EAP depends heavily on the parameters used, this agrees
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with previous reports ([Koch et al., 2007]), but we found that changing the morphology of the
neuron also has an impact on the shape and not only on the amplitude of the EAP. Amplitude
has been found to be roughly proportional to the cross-sectional area of the dendrites directly
connected to the soma. Also, for our simulated morphologies we found a narrowing on the EAP,
compared to the original CA1 pyramidal neuron for which the parameters were fitted. The
qualitative change in amplitude and width can be appreciated in figure 2.4 .
Simulation of the Voltage Measured on the MEA
In order to evaluate our models we had to recreate conditions seen in real recordings. This
means recording the extracellular potential induced by the simulated neurons changing the
relative location between the neuron and the MEA. We generated a set of trials, where each
trial had variable X,Y and Z displacement between the centre of the soma and a reference point
on the MEA.
We adopted a simple model that considers the electrode as a point. The potential measured
by the electrode is simply proportional to the EAP on that point in space. This means that we
considered an omnidirectional electrode, of purely resistive impedance. For simplicity we took
this resistance to be 1, since all the reverse fitting is done over normalised EAPs; therefore, the
actual resistance value does not affect the result.
For each simulation we generated a set of MEA locations, as we can see in figure 2.5 were we
show the EAP amplitude pattern seen on the array (amplitude heatmap), which is determined
by the EAP amplitude measured on each electrode of the MEA. The MEA was placed on
different planes (varying Z) parallel to the plane containing the soma and it was shifted along
the horizontal (X) and vertical (Y) axis covering a grid of possible locations. For each location
the potential measured on each electrode was retrieved from the grid of values generated on
section 2.3.2.
For the simplified line model we used the magnitude of the sodium phase, while for the
mixture of gaussians model we used the peak to trough amplitude. In both cases the data was
interpolated with a cubic spline using a 2 by 2 µm grid before proceeding to reverse fitting.
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Figure 2.5: Simulated locations of the MEA relative to the neurons
The MEA, diagram shown in panel A with a scale bar of 50 µm, was located on planes parallel to the
cell and shifted on the XY axis generating different trials for the simulations. On panels B-F we can see
the amplitude of the EAP as measured by the simulated MEA on different locations. Only trials with
signal above a relaxed detection threshold (set on 40 µV, [Koch et al., 2007]) were included on the
analysis. Moving the MEA laterally quickly brought the maximum amplitude below threshold. B
corresponds to the PV interneuron, C Double Bouquet, D L2/3 pyramidal neuron with thick apical
dendrite, E L2/3 pyramidal neuron with thin apical dendrite and F NPY interneuron.
2.4 Simplified Line Model
As previously seen, point source models do not reproduce extracellular patterns seen in
simulations or real recordings and fail to recover location of neurons within ranges seen in
cortical MEA recordings. We adopted as source model a simplified compartmental model, far
simpler than detailed models used to characterise electrophysiological properties of neurons
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([Holt and Koch, 1999], [Koch et al., 2006], [Koch et al., 2007]), but maintaining the main
features expected to influence the extracellular potential in the vicinity of the soma.
This model is aimed to retrieve only the location of the soma. Parameters of the model
will depend on morphology/electrophysiology of the neuron, but the model is not intended to
recover detailed information about them. We retrieve the location of the soma by fitting the
model’s parameters to reproduce the extracellular signal measured on the electrodes (reverse
fitting).
Our simplified compartmental model for soma localisation represents the neuron as a
combination of two lines of different length and orientation. One line represents the soma of
the neuron and the second captures the effect of thick dendrites (such us the apical trunk on
pyramidal cells) or axon. Each line is divided into short segments of equal length and the EAP
is calculated as the sum of each segments’ contribution. Figure 2.6 shows a diagram of the
model used and the parameters to be fitted.
The current at the soma is modelled as constant on all segments, while the current on the
long line is modelled as having an exponential decay. The total EAP can be expressed as the
sum of the potential induced by transmembrane currents flowing at the soma (Φs) and the
potential induced by transmembrane currents flowing at the line (Φl) as follows:
∑
(Φl + Φs) =
N∑
i=1
Φli +
M∑
j=1
Φsj (2.5)
Where Φli is the potential generated by the current Ili on segment i of the line (N segments),
Φsi is the potential due to the current Isi = Is on segment j of the soma (M segments). The
potential Φ is calculated applying equation (2.2) to each segment.
The current along the line (Ili , equation (2.6)) can be expressed in terms of di (dis-
tance from segment i to the centre of the soma), Il (current at the start of the line)
and α (spatial decay constant of the current along the line). The exponential decay
along the line captures backpropagation of the action potential into the dendrites and the
propagation of the action potential trough the axon. This exponential decay captures
empirical observations of the exponential decay with wide range of decay constant seen
across neuronal types along axons ([Sasaki et al., 2012], [Foust et al., 2010]) and dendrites
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Z=0, MEA plane
X,Y=0. left bottom corner of MEA
Ls: length of the soma in [um]
Ll: length of the line in [um]
Is: current at each segment of the soma
Il: current at initial segment of the line
a: contant for exponential decay of the current along the line
M: number of segments on the soma
N: number of segments on the line
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Figure 2.6: Diagram of Simplified Line model
Diagram of SLM model and its parameters. The neuron is modelled as a two lines compartmental
model. One line of constant current models the soma. A second line represents thick dendrites (apical
dendrite of pyramidal cells, for example) or axon and the current on this line decays exponentially
respect of distance to the soma (as seen on experimental data: [Sasaki et al., 2012], [Foust et al., 2010],
[Goldberg and Yuste, 2005],[Waters et al., 2005], [Migliore et al., 1999], [Golding et al., 2001],
[Gulledge and Stuart, 2003]). Each line is divided into small cylindrical segments and the extracellular
potential induced by transmembrane current flowing on each segment is calculated using LSA. By
adding the effect of the segments forming the lines we can account for the asymmetry or elongation on
the EAP generated by the lines.
([Goldberg and Yuste, 2005],[Waters et al., 2005], [Migliore et al., 1999], [Golding et al., 2001],
[Gulledge and Stuart, 2003]). Delay was not included in the model since small delays of less than
0.1 ms (equivalent to 2 samples at 20 KHz) are expected near the soma ([Foust et al., 2010]).
Ili = Il · e−di·α (2.6)
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Figure 2.7: Extracellular signal induced by transmembrane currents flowing at
soma, dendrites and axon
Distribution of the transmembrane currents flowing on a neuron vary during an action potential,
changing the relative strength of extracellular potential induced by the soma, dendrites and axons.
Top: Comparison of EAP amplitude induced by different parts of the neuron versus distance to the
soma (left: on XY plane, right: euclidian). Near the soma the EAP amplitude induced by
transmembrane currents flowing at dendrites and axons is comparable to the EAP induced by somatic
currents. Bottom: During the Sodium trough currents are concentrated near the soma. Only currents
flowing through the axon have a considerable effect to the EAP near the soma. Left Dependance of
EAP induced by somatic currents versus distance on the XY plane can be fitted by a gaussian filter
(standard deviation: 60 µm ). X axis in µm, Y axis in mV
Figure 2.7 shows a comparison of induced extracellular potential by currents flowing at
different parts of the CA1 pyramidal cell (set A of parameters with distance Z fixed at 20 µm).
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On these plots we can see how much of the extracellular signal is induced by transmembrane
currents flowing at the soma, basal dendrites, apical dendrites and axon. Top row corresponds
to the amplitude of the EAP versus axial distance to the soma (left) and euclidian distance to
the soma (right). In both graphs we can appreciate that the amplitude of the induced EAP
near the soma is similar for currents flowing at the soma (black dots), axon (dark brown) and
basal dendrites (light brown).
Bottom row in figure 2.7 compares the magnitude of the induced extracellular potential
during the Sodium trough. In this case only the signal induced by currents flowing at the
axon (dark brown) are comparable to potential induced by somatic currents (black). This
supports our approach of using the Sodium trough for the localisation and the simplification
of our compartmental model to two lines (we expect to cover with this a wide range of non
electrotonically compact neurons, while compact neurons will be better fitted by a single line).
Figure 2.7 also shows a fitted gaussian filter (g(60), 60 corresponds to the standard deviation
in µm) to the extracellular signal induced by somatic currents (plotted versus axial distance to
the soma). This fitting motivated our Mixture of Gaussians model, since we expected to recover
with this model salient features of the morphology such us current sources (soma, branching
point of dendritic arbour) and line sources (thick apical dendrite, axons) whose patterns we
expect to reproduced by two dimensional versions of a gaussian filter.
2.4.1 Reverse Model Fitting
The reverse model fitting can be expressed as an optimisation problem, in terms ofAe (magnitude
of the Sodium phase during the action potential), φs (EAP induced by transmembrane currents
at the soma) and φl (EAP induced by transmembrane currents along the line)
min→
V ∈R9
‖ Ae− (Φs + Φl) ‖ (2.7)
This minimisation problem is highly nonlinear and its solution cannot be expressed in closed-
form. The problem was solved by dividing the solution space on a grid and finding local minima
for each n-cube of the grid. The minima on each n-cube was found using a constrained genetic
algorithm (Matlab). This approach was chosen because it doesn’t present entrapment on local
minima and is not sensitive to the starting point for each run. Although this algorithm is
stochastic, it converged to the solution while generating a low fitting error on all simulated cases
(See section 2.6.1)
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2.5 Mixture of Gaussians Model
While the sodium phase reliably reveals the location of the soma, the peak to trough (am-
plitude) heatmap allows to recover more information about the morphology of the neuron,
such as the existence of additional predominant sources of current (as seen in simulations,
they could correspond to branching points on the dendritic tree for example), the exis-
tence of strong line sources connected to the soma (such as thick apical dendrites), or the
symmetry and confinement of the source (as found in small electronically compact interneurons).
The amplitude heatmap of a given type of neuron (defined as the combination of morphology
and electrophysiological parameters) is expected to be stereotypical, since the EAP depends
only on those features. The major source of variability arises from the distance to the neuron,
but as seen on simulations and from real recordings the maximum distance to a neuron is
around 50 µm and within that range for each type of neuron the pattern is expected to remain
stable.
In order to cluster recorded neurons we developed a model that reconstructs the amplitude
heatmap (spatial amplitude pattern) using a pair of two dimensional gaussians filters. Gaussian
filters were selected given the decay pattern seen in both, experiments and simulations.
Gaussian filters have the advantage of having a simple parametric expression. By combining
just two gaussian filters we can create patterns, such as skewed gaussians and double peaks.
That according to our experimental data correspond to the two major types of amplitude
heatmaps found in real neurons. The model however, can be easily extended to include more
gaussian filters with the increased computational cost of reverse fitting the model and increased
difficulty on finding similarity within classes.
This model captures salient morphological features (number of current sources, orientation of
the sources, distance between the sources, symmetry of the sources, etc). However, the model
only captures the two dimensional spatial pattern and it does not contain information about
distance to the soma as the SLM.
The model can be expressed as:
PtT (x, y) = A1 ·G1(x, y) +A2 ·G2(x, y) (2.8)
Where Ai is the amplitude of the filters and Gi corresponds to a gaussian filter of unitary peak
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amplitude:
Gi = e
−(Ji·(x−xci )2+Ki·(x−xci )·(y−yci )+Li·(y−yci )2) (2.9)
with Ji:
Ji =
cos2(θi)
2 · σ2xi
+
sen2(θi)
2 · σ2yi
(2.10)
Ki:
Ki = −sin(2θi)
4 · σ2xi
+
cos(2θi)
4 · σ2yi
(2.11)
and Li:
Li =
sin2(θi)
2 · σ2xi
+
cos2(θi)
2 · σ2yi
(2.12)
Where θi corresponds to the orientation of the gaussian filter relative to the X axis, sigmaxi
is the standard deviation on the X axis rotated on θi degrees, and sigmayi is the standard
deviation on the Y axis rotated.
2.5.1 Reverse Model Fitting
As in the Simplified Line Source Model, the approach was to divide the solution space into
n-cubes and find a solution using a constrained genetic algorithm. Although the fitting
algorithm is stochastic and therefore does not secure finding the global optimum, it does
converge in all cases replicating the original amplitude map with low fitting errors for both
simulated (section 2.6.2) and real recordings (section 3.3.3).
The minimisation problem can be expressed as:
min→
V ∈R12
‖ PtTe − (A1 ·G1(xe, ye) +A2 ·G2(xe, ye)) ‖ (2.13)
Where PtTe corresponds to the amplitude (Peak to Trough) on electrode e and Gi corresponds
to the fitted gaussian filters (evaluated at channel e ).
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2.6 Results of Simulations
2.6.1 Simplified Line Model
0 10 20 30 400
5
10
20
30
40
Distance to soma
X 
er
ro
r
0 10 20 30 400
5
10
20
30
40
Distance to soma
Y 
er
ro
r
0 10 20 30 400
10
20
30
40
Distance to soma
 Z
 e
sti
m
at
ed
Figure 2.8: Evaluation of the Simplified Line Model
The model retrieves the location of the soma with a low error on all axis. The error is expected to be
different along X,Y and Z given the two dimensional configuration of the MEA. Along the X axis the
error was 6.27 ± 6.36 µm with a significant increase on the error for Z > 30 as seen on panel A. On
panel B we can see that along the vertical axis the localisation error was low: 3.96 ± 5.84 µm with
larger errors seen at shorter distances and above 35 µm. C The Z distance is overestimated for short
distances, but the localisation error remained low: 8.96 ± 7.01 µm. With this level of accuracy we can
expect the model to be useful at locating neurons from local populations, maintaining the real relative
locations between neurons and therefore capturing any topographic arrangement.
The fitting of the model allowed us to estimate the soma’s location with an average error
on the X axis of 6.27 ± 6.36 µm, 3.96 ± 5.84 µm along the Y axis and 8.96 ± 7.01 µm on
the Z axis. The distance from the array to the soma (Z) is overestimated at short distances
in agreement with other modelling studies ([Somogyva`ri et al., 2005]). The neuronal density
in layer 5 of mouse cortex is around 90 · 103 neurons/mm3. This means that the volume
allocated to each neuron is roughly 11 · 103 µm3, corresponding to cubes of side 22.3 µm
and a circumscribed sphere of the same diameter. This is a rough estimate of the mean
separation between the centre of neighbouring somas. Considering the double of the mean
error along each axis the estimated location would still allow to identify the corresponding soma.
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Figure 2.9: Shift on simulated EAP pattern and comparison to experimental EAPs
The simulated EAP pattern for the L2/3 pyramidal neuron shifted from the position of the soma as the
Z distance increased. For two different trials with the MEA placed at different relative locations relative
to the MEA on the XY plane we compare the EAP pattern induced at Z 10 and 40 µm. The shift at Z:
40 is significant introducing a large error on the localisation. When comparing these patterns to real
EAP patterns obtained from recorded neurons (EAP heatmaps on the right of simulated neurons) we
can see that they show great similarity, but the maximum spread of the EAP seen on real recordings
was smaller than the spread seen on simulations. This could mean that recording radius were smaller
than expected by simulations, as inferred by fitted distances on real recordings (section 3.3.1).
All errors increased rapidly for Z above 30-35 µm, at this distance only the CA1 pyramidal
and the L2/3 pyramidal neuron were above detection threshold, we therefore examined the
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cause for the increase on the error on these neurons. The increment on fitting error could be due
to shifts on the EAP of the L2/3 pyramidal neuron, since as shown in figure 2.9 at large values
of Z the EAP drifts away from the soma, while at shorter distances the EAP remains centred
around the soma. When Comparing the simulated EAP patterns of the pyramidal neuron
with EAP patterns recorded from putative excitatory neurons (Analysis done in chapter 3) we
see the resemblance between them. However the maximum coverage of the MEA was much
smaller on real recordings, which could be due to smaller real recording radius than expected
on simulations, therefore the spread of the EAP would be less than the maximum spread seen
on simulations (as seen for Z=40 on figure 2.9). From recorded data (section 3.3.1) we obtained
that 95 % of the recorded neurons were at less than 26.28 µm from the MEA, which would
confirm a smaller recording radius.
We analysed only trials whose Na+ trough magnitude was above 40µV , the maximum
distance at which the CA1 pyramidal could be detected was 35µm, the NPY interneuron was
above threshold up to 20µm, the PV interneuron only up to 10µm, the L2/3 pyramidal could
be detected up to 40µm away from the MEA, and the Double Bouquet up to 20µm away.
Although a threshold of 40µV is much lower than a normal threshold used in real recordings
(around 60µV ), this threshold was chosen based on qualitative aspects of the EAP patterns
that would resemble the patterns seen in real experiments, such as coverage of the array by the
EAP signal and number of peaks on the peak to trough map. We therefore kept this threshold
for the fitting of the mixture of gaussians model (section 2.6.2).
2.6.2 Mixture of Gaussians Model
Goodness of Fit
We fitted the model to our set of simulated morphologies/electrophysiological parameters and
locations of the MEA relative to the soma, replicating the simulated peak to trough heatmap
on the array. For the whole set the mean NRMSE (Normalized Root Mean Square Error,
equation (2.14)) was 6.06 ± 3.77. The NRMSE varies between 0 and infinity, with 0 indicating
a perfect fit
NRMSE =
√
1
N
∑
(Pc −Mc)2
max(M)−min(M) (2.14)
Where N is the number of channels, Pc is the predicted value by the model and Mc is the
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measured amplitude on channel c. We also measured the correlation (defined as Pearson
Correlation between simulated and reconstructed peak to trough heatmap, equation (2.15)), for
the simulated dataset the correlation was 0.988 ± 0.013, very close to the ideal (correlation = 1):
corrM−P =
E
[
(M −M)(P − P )]
σM · σP (2.15)
In figure 2.10 we can appreciate the quality of the fitting achieved by the model. Comparing
the three simulated morphologies and two different trials with different locations between the
MEA and the cell. The reconstructed heatmaps capture the qualitative aspects of the simulated
heatmap, irrespective of distance and relative location of the MEA respect of the soma.
A                B                C                
D                E                F                
Figure 2.10: Examples of simulated and reconstructed EAP amplitude heatmaps
Using the MoG model we were able to reproduce accurately the simulated spatial EAP patterns. Here
we compare qualitatively the simulated to the reproduced EAP pattern. On each panel, on the left the
simulated EAP pattern and on the right the reconstructed EAP pattern using the model. A CA1
pyramidal at Z 18 µm, B CA1 pyramidal at Z 38 µm, C L2/3 thick pyramidal at Z 10 µm, D L2/3
thick pyramidal at Z 30 µm, E NPY Interneuron at Z 10 µm, F NPY Interneuron at Z 15 µm
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Clustering of Neurons Based on Fitted MoG Parameters
The aim of the MoG model was to parametrise the spatial EAP pattern seen on the array
for each simulated neuron. The mixture of gaussians model captures the main features of the
EAP pattern and provides parameters which can be used to classify the units into putative
morphological classes.
We selected one set of parameters for each simulated cortical neuron (L2/3 pyramidal
neurons, PV interneuron, NPY interneuron and Double Bouquet, only trials with signal above
the 40 µm threshold were included). We treated each trial as an independent recorded neuron
of unknown type and we used the parameters fitted to the model to cluster the simulated
population.
We can expect variability in both morphology and electrophysiological parameters across
neurons of the same class. However, as seen on previous studies ([Tsiola et al., 2003],
[Christophe et al., 2005],[Wang et al., 2004],[Becchetti et al., 2012]) neurons that are devoted
to the same function within the microcircuits are expected to exhibit similar characteristics.
This assumption has already been widely used for neuronal classification, since these features
determine among others: the width and symmetry of the intracellular and extracellular action
potential, burstiness and firing rates. Significant differences on, for example, the thickness of
the apical dendrite, orientation of the main axis and concentration of the ion channels would
reflect differences on their role and dynamics and would therefore mean those neurons are
actually part of different subclasses of neurons. On the other hand there could be neurons
of different subclasses that do not generate EAP patterns with significant differences, being
therefore grouped on the same class.
Procedure followed for the clustering of recorded neurons: From the parameters fitted
on the model, we manually redefined a new set of features (nonlinear combinations of the original
features):
• 1: dX/dY : ratio between horizontal and vertical distance between centres of the gaussians.
• 2,3: Sxi · Syi : area approximation of each gaussian.
• 4: minS = min(Sxi, Syi): the minimum standard deviation
• 5: maxSx = max(Sxi): the maximum horizontal standard deviation between the first
and second gaussians
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• 6: symS1 = Sx1Sy1 : symmetry of the principal gaussian (largest amplitude)
From these set of features we reduced the dimensionality using principal component decom-
position. We selected the principal components that explained 98% of the variance seen on
the dataset. We performed unsupervised classification of the simulated recordings using the
principal components selected, since in real recordings we won’t have the ground truth to use
as training samples that would allow to use supervised methods of classification. We used
the kmeans algorithm (from Matlab’s statistics toolbox) which minimises the total Euclidian
distance between the points and the centroid of their assigned cluster (“Hard Clustering”).
One limitation of the original algorithm is its dependance on the randomly assigned centroids’
initial location. This can be overcome by running several trials with different random initial
locations or by using different approaches to define the initial location ([Pham et al., 2005]).
Kmeans accepts as input the set of features and the number of clusters k to generate.
Selecting k is a sensitive step with a large impact on the quality of the output clusters. We
used the evaluation function Fk (equation (2.18) as defined in [Pham et al., 2005]) to assist
us on the selection of suitable values of k. This metric allows to evaluate the quality of the
clustering using the same parameter used during kmeans for the assignment of clusters: the
euclidian distance from points to their assigned centroid (distortion). Fk is defined from the
sum of the squared euclidian distances S(k) (equation (2.16)) and includes a weight factor α(k)
(equation (2.17)) to reduce the effect of dimensions in the total distortion F (k).
The following equations define S(k), α(k) and F (k) for a dataset of N points (number of
simulated trials) and M dimensions (M principal components in our case):
S(k) =
N∑
d(pj , C(j))
j=1
(2.16)
Where pj corresponds to the feature vector for simulation j, C(j) is the centroid assigned to
pj and d(pj , C(j)) corresponds to the euclidean distance from point j to its assigned centroid.
S(k) measures the total distortion generated by the cluster assignment.
α(k) =
1− 34M if K = 2α(k − 1)− 1−α(k−1)6 if K > 2 (2.17)
α(k) is a weight factor fitted in [Pham et al., 2005] to make F(k) converge to 1 for datasets
having uniform distribution. Using the real distortion S(k), [Pham et al., 2005] defined F (k)
as the ratio between the real distortion and the estimated distortion defined as α(k) · S(k − 1)
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assuming uniform distribution. When the dataset presents regions of concentration of points
the measured S(k) will be smaller than the estimated value, decreasing the value of F (k). The
main property of Fk is that as k grows Fk converges to some value less than or equal to 1.
Values of k at which Fk presents some special behaviour such as a maximum or minimum could
be considered as the desired number of clusters. Fk is formally defined as:
Fk =

1 if K = 1
S(k)
α(k)·S(k−1) if K > 1 and S(k − 1) 6= 0
1 if K > 1 and S(k − 1) = 0
(2.18)
Evaluation of the quality of the clustering: After the clustering, we defined each cluster
as corresponding to the type of neuron that had the largest number of matches for that cluster.
We then compared this assignment to the real classification of neurons. To quantify the quality
of the different clustering outputs we used two metrics based on the number of correct and erro-
neous classifications: the Fowlkes Mallows Index (equation (2.19), [Fowlkes and Mallows, 1983],
[Hubert, 1985]) and the Rand Index (equation (2.20), [Rand, 1971], [Hubert, 1985]). The Rand
Index measures the similarity between two clusterings as the ratio of level of agreement between
the two partitions over all possible combinations. The Fowlkes Mallows Index is the geometric
mean of two non symmetric Wallace indices ( [Hubert, 1985]), with each Wallace index comput-
ing the similarity between the reference cluster and the evaluated cluster as the ratio between
agreements over the size of the reference cluster. The total FM and R Index are calculated
averaging across simulated neuronal morphologies.
FM =
√
TP
TP + FP
· TP
TP + FN
(2.19)
R =
TP + TN
TP + TN + FN + FP
(2.20)
Where TP: true positives, TN: true negatives, FN: false negatives and FP: false positives, are
calculated for each neuron j using the arrays of assigned cluster C and real cluster A, as follows:
TPj =
∑
[(C = j)&(A = j)]
FPj =
∑
[(C 6= j)&(A = j)]
FNj =
∑
[(C = j)&(A 6= j)]
TNj =
∑
[(C 6= j)&(A 6= j)]
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Results of the clustering of the simulated cortical neurons: In figure 2.11 panel
C we can see the results from the clustering of the simulated neurons based on the fitted
MoG parameters. Starting from the parametric representation of the EAP spatial pattern
provided by the MoG model we classified the simulated recordings into clusters of putative
morphological classes. We separated the simulated neurons into excitatory and inhibitory
(separation routinely done based on temporal characteristics of the EAP, as done in chapter 3
on recorded neurons) and then followed the clustering procedure explained previously.
Simulated pyramidal neurons could not be separated reliably. Similarity on the extracted
features only allowed to classify them correctly just above chance level. Changing the number
of output clusters k on kmeans did not improve the quality of the clustering as seen on the
top row of figure 2.11 panel A, where we can see that Fk oscillates and does not converge
as k grows. Consistent with this is the behaviour seen on panel B, where the RI and FM
indices grow as k increases, indicating that only when we generate a number of clusters close
to the number of simulated trials we reach zero error. Graphically this is seen on the top
row of panel C with features and assigned cluster not being clearly correlated to the real cell type.
Figure 2.11: Clustering of simulated morphologies based on MoG fitted parameters
For each simulated trial with at least one channel above noise threshold a set of 6 features was defined
from the parameters fitted to the MoG model. From these features a dimensionality reduction was done
using principal component analysis, keeping for the clustering step the components that explained 98 %
of the variance in the dataset. For both the excitatory and inhibitory group of cells the clustering was
done using kmeans varying the value k of output clusters. Top row corresponds to the clustering done on
the excitatory cells (L2/3 pyramidal cells with thick and thin apical dendrite), Bottom row corresponds
to the simulated inhibitory interneurons (PV interneuron, NPY interneuron and Double Bouquet). A To
select the best clustering outputs without comparing against the true clusters we examined the distortion
metric Fk (equation (2.18)) defined in [Pham et al., 2005]. Fk converges as k grows and intermediate
values of k showing local maximum and minimum can be considered as desired values of k. In the case
of the pyramidal cells simulated, no clear best k could be identified, this can be seen by the constant
oscillation of Fk instead of showing a clear convergence. For the inhibitory cells the convergence is more
clear and several values of k present local maximum or minimum (red circles), k = 2 is not a solution of
interest since k must be bigger than or at least equal to the expected number of clusters. B To quantify
the level of agreement between the real and assigned clusters we used the Rand Index (equation (2.20))
and Fowlkes Mallows Index (equation (2.19)).
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Figure 2.11: Clustering of simulated morphologies based on MoG fitted parameters
For the pyramidal cells both metrics grow as k increases, therefore confirming the observation that
there isn’t an optimal value of k that yields the best clustering, since only when having as many clusters
as elements to cluster the indexes will reach the maximum. For the inhibitory cells both metrics reach a
relatively steady value after k = 3, therefore the quality of the solution is not sensitive to the selection
of k. C Matrixes showing features (top) and assigned cluster (bottom) for all trials included in the
analysis. The first column indicates the cell type by colour code. The following columns correspond to
features and number of output clusters respectively. We can verify here that our simulated thick and
thin pyramidal cells could not be identified one from another well above chance level, but this could be
due to the parameters used which might not represent accurately the differences seen between these two
type of pyramidal cells. Inhibitory neurons in the mean time can be classified with an error below 20 %.
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On the other hand, interneurons could be separated with low classification error. As seen on
the bottom row of figure 2.11 panel A, Fk converges to a value under one and for k 2, 5 and
7 we see local maximum or minimum indicating that those are potential good values of k. In
panel B of the same figure we can see that RI and FM indices quickly stabilise at around 0.8 for
k greater than 3, indicating low errors on the classification. This can be appreciated in panel C
where both features and assigned cluster can be seen as having a correspondence with the real
cell ID.
2.7 Discussion
The main advantage of extracellular electrophysiology is the great temporal resolution that
provides while recording the activity from a large population of neurons simultaneously. Draw-
backs of this technique are the lack of spatial resolution and the uncertainty about neuronal type.
When doing extracellular electrophysiology we are recording the signal induced by trans-
membrane currents. According to forward models, the shape of the EAP depends on the
electrophysiological parameters and to a less extent on the morphology of the neuron. However,
the amplitude pattern of the EAP depends heavily on the morphology, as shown in our
simulations, conveying information unexploited so far that can be used to localise and identify
morphological types of neurons.
In order to localise the soma of the neurons we developed a simplified compartmental model
of the neuron and by doing a reverse fitting we were able to recover the location of the soma
with very low errors (error on XY plane: 6.86µm ± 0.43, error on Z axis: 8.19µm ± 0.50, for
simulated distances under 48 µm ). The good performance of the model is of great importance
especially when the distance between the cell body and the MEA is small ( ≈ 60µm) which is
the case for most brain areas and high density electrode arrays.
This provides reliable spatial information that can be used for identifying neuronal classes
and study the relationship between the spatial organisation, functional characterisation and
connectivity patterns.
We presented also a model that fits a mixture of gaussians to the EAP amplitude pattern (or
peak to trough heatmap), the model accurately reproduces the simulated EAP pattern on each
case (NRMSE: 6.06 ± 3.77). The parameters of the model convey information that can be used
to identify the different types of simulated morphologies.
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By using the parameters of the model as features on a clustering step, we were able to separate
the simulated neurons, assigning the cell ID based solely on the spatial information conveyed
on these parameters. The quality of the clustering was assessed using the Fawlkes-Mallows and
Rand Index ((FM= 0.9, R=0.93), which indicates the good performance of the method and
the feasibility of separating morphological types of neurons from extracellular recordings based
only on the EAP amplitude pattern.
These results show a great opportunity for exploiting the EAP amplitude pattern to retrieve
valuable information about the neurons we are recording from, information that so far was
restricted to imaging studies where the experimenters can see the type of neuron they are
recording from or intra/juxta cell recordings when cells are labelled and their morphologies are
recovered doing histology.
Further work combining simulations and experimental results are necessary to define a canon-
ical and unsupervised procedure to classify and identify different types of neurons. The specific
definitions will most likely vary between brain areas or even between layers, since types of neu-
rons present on each vary. Their EAP patterns will differ and the information carried by the
parameters will not be the same.
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3 Identification of Neurons from Real
Extracellular Recordings
When doing extracellular recordings in-vivo we are recording blindly, not knowing a priory
recording depth, insertion angle and more importantly from what type of neurons we are
recording from.
In this chapter we test the models presented on the previous chapter on experimental data.
By adding spatial and morphological information to extracellular recordings we expect to
improve our level of understanding of microcircuits. Identifying networks’ components will
allow us to truly understand their role and interaction.
In section 3.3.1 we apply our SLM model to localise neurons from real recordings made from
mouse auditory cortex. We calculated statistics about location of the cell bodies relative to
the array, finding that our localisation model successfully estimates distances within expected
ranges in the cortex when doing MEA recordings (A range where existing methods fail to
retrieve real locations). We also used our model to study how locations of neurons vary during
a normal recording session (drifting).
In section 3.3.2 we analyse putative monosynaptic connections detected in our dataset.
We found our synaptic connections to be highly non-random and we quantified connectivity
patterns using our metrics. We then explore relative location of our connected pairs and
compare this to our general localisation statistics. In this section we classify our recorded
population using existing methods and compare how our synaptically connected pairs lay
within those classes. We then compare our findings with the major types of neurons known to
be present in layer 5 of mouse auditory cortex.
In section 3.3.3 we use our MoG model to reproduce our recorded dataset, evaluating the
goodness of fit. We generate putative morphological classes and compare properties within and
between classes. Here we show that we are able to identify at least three clear types of Narrow
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Spiking (inhibitory) interneurons and two types of BS neurons based solely on their amplitude
spatial pattern.
Section 3.1 details the methods used in our experiments, including surgery, electrophysiology
and histology. Section 3.2 covers analysis done on our data: sorting and clustering for isolating
single neuron’s activity; cross correlation, autocorrelation and synaptic connection detection;
classification of neurons based on spike waveform (Broad Spiking/Narrow Spiking) and firing
pattern (Burst Index versus Refractory Period); and definition of new metrics for quantifying
connectivity patterns found in our recorded neuronal populations.
3.1 Experimental Methods
3.1.1 Surgery
We performed acute experiments on mice (CBA/Ca) 5-7 weeks old in strict accordance with
the 1986 Act (Scientific Procedures) following laboratory protocols approved by the UK Home
Office. Animals were deeply anaesthetised with a solution (for 20 mL solution: 2 mL fentanyl
(0.05 mg/Kg), 2 mL of midazolam (5 mg/Kg) and 1 mL of medetomidine (0.5 mg/Kg) with an
initial dose of 0.01 mL/gr and kept under anaesthesia with additional injections as required of
0.003 mL/gr or 0.001 mL/gr of a dilution of Naloxon (1.2 mg/Kg), Flumazenil (0.5 mg/Kg)
and Atipamezol (2.5 mg/Kg). During the experiment the core temperature of the animal was
maintained at 37C using a feedback controlled blanket.
A small craniotomy was made over core auditory cortex and the surface was kept moisturised
using PBS. Just before insertion of the electrode the surface was dried, and a small slit was
made on the dura to avoid excessive dimpling of the brain. On barrel cortex, a craniotomy
was made using stereotactic coordinates (-3.5 mm lateral, -1.5 mm caudal to bregma. These
distances were scaled when the distance between bregma and lambda differed considerably from
4.2 mm, distance at which these co-ordinates are calibrated).
At the end of the experiment, the animal was transcardially perfused with Phosphate Buffered
Saline (PBS) to remove blood from the body and then fixated with 4% Paraformaldehyde. The
brain was then removed and kept in PBS normally not more than 48 hours until it was sliced
and prepared for histology.
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3.1.2 Electrophysiology
Recordings were made using a Poly3-25s probe (Neuronexus Technologies). The recording
system consisted of a digital data acquisition system (Cheetah, Neuralynx) that allows online
display and preconditioning (Wideband signal was bandpass filtered on most of the cases from
0.5 Hz to 9 KHz and we used typically a dynamic range of 1000 µV). This raw signal was stored
and analysed oﬄine.
The back of the electrode was painted before insertion with a fluorescent tissue dye (DiO,
Invitrogen) under the microscope.
The depth during insertion was estimated by the travel distance indicated in the micro manip-
ulator, the reversal of the LFP and the characteristic pattern seen on deep layers (large pyramidal
cells of layer 5 show strong signal on several channels, as predicted by models ([Koch et al., 2007],
[Somogyva`ri et al., 2005]) and seen on recordings ([Sakata and Harris, 2009]). Recordings from
auditory cortex recordings were made at a single location (layer 5), collecting both spontaneous
and evoked activity (auditory stimuli and related analysis is described in chapter 4)
In barrel cortex signal was recorded at different depths. The electrodes were inserted
perpendicularly to the brain surface and lowered until all channels were inside of the tissue
(as detected by a decrease in high frequency noise and by the coherence on the LFP across all
channels). Spontaneous activity was recorded at this depth and then the probe was lowered
deeper into the brain, this cycle was repeated until we reached deep layer 4 or layer 5, as
indicated by the reversal on the LFP when stimulating manually the whiskers.
3.1.3 Histology
The brain was sliced in coronal sections of 60-80 µm using a Vibratome (Campden Instruments)
and stained with 435/455 Blue Fluorescent Nissl Stain Neurotrace (Invitrogen), following the
procedure recommended by the manufacturer, during these steps the slices were kept on a shaker
to ensure a homogeneous staining.
• The slices were washed for 10 minutes in PBS plus detergent: 0.1% Triton X-100 (Invit-
rogen).
• The sections were rinsed twice in PBS, for 5 minutes each time.
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• The sections were placed for 20 minutes at room temperature diluted Neurotrace (diluted
1/40 in PBS). The amount used was approximately 200 µL per full coronal section. All
the sections had to be fully covered and while the shaker was rotating the sections had to
float freely.
• The slices were washed for 10 minutes in PBS plus detergent: 0.1% Triton X-100 (Invit-
rogen).
• The sections were rinsed twice in PBS, for 5 minutes each time.
• The slices were kept at 4◦C overnight, before mounting.
In figure 3.1 we can see three coronal sections displaying the recovered location of the MEA
(a red arrow was placed next to the track left by the electrode).
Figure 3.1: Confocal image of coronal sections displaying recovered MEA track
Coronal sections (tangential to insertion plane) were stained with Blue Neurotrace (displayed as green
on these images) and the electrode painted with DiO (narrow track), next to it a red arrow indicating
its location
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3.2 Data Analysis Methods
3.2.1 Single Unit Activity Isolation
Spike Detection and Feature Extraction
When analysing spiking activity from extracellular signals the first step is to detect the spikes.
For this we used the software Caton (Now migrated to SpikeDetekt, [Schulman, 2010]), which
applies a highpass filter (500 Hz 3th order Butterworth filter). Then the signal is thresholded
with a widely used bound ([Quiroga et al., 2004]): Vth = 4 · σn = 4 · median|V |0.6745 , where V is the
voltage of the filtered signal and σn is an estimation of the noise (gaussian white noise).
We selected Caton because it handles the spike detection for two dimensional probes and it
detects spikes taking into account the physical layout of the probe. In real recordings neurons
can fire with very short delays between them and these spikes can either coincide in time and
space or only in time. Caton handles the coincidences that happen only in time by defining an
adjacency matrix between channels. When spikes are detected simultaneously on channels that
are adjacent, then they are considered to be the same, while if the spikes occurs on channels
that are not adjacent they are considered to be different spikes.
For each detected spike the waveform is extracted from all channels, we used a time window
of [-0.2, 0.3] ms around each timestamp. The limit for independent spike detection was set to
0.5 ms, any spike following a previous spike within that time window is considered to be the
same, unless the channels are not neighbours.
From these extracted waveforms the first three principal components (PCA analysis) for each
channel are calculated and used as features on the clustering step.
Clustering
For the clustering we used the software MaskedKlustakwik (new version of KlustaKwik,
[Hazan et al., 2006]). Which takes the set of features generated in the previous step and applies
a mask to each spike, which defines the set of features to take into account for that specific
spike. These features kept for each spike are the ones that correspond to the neighbouring
channels where the spike was detected as being above the threshold.
After this automated clustering we performed manual reclustering (discarding noisy clusters,
merging clusters that corresponded to the same unit, reclustering when deemed necessary using
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KlustaKwik). We used the softwares Klusters/Neuroscope ([Hazan et al., 2006]) to assist us in
the visualisation.
We kept only clusters that were considered to be a single unit activity: units/neurons that had
a clear refractory period. Uniqueness of each cluster was assessed posteriorly by looking at the
signal correlation, distance between their somas (using our localisation algorithm), classification
between narrow spiking and broad spiking. For pairs of units that were located at less than 20
µm from each other, had high signal correlation (> 0.5) and were both narrow/broad spiking
we went back to the manual clustering step until uniqueness of each cluster was assured.
3.2.2 Timing Correlation
Cross Correlogram (CCG)
CCG is a useful tool for the study of temporal interactions between pairs of neurons. We used
a normalised histogram based version of the CCG ([Kohn and Smith, 2005]). The value of the
CCG at each time lag corresponds to the probability of the first neuron firing with that time
shift relative to a spike fired by the second neuron.The spike train of each neuron is represented
as a discrete binary time series:
xij(tk) =
1 neuron j fired a spike during time bin k of trial i0 otherwise (3.1)
Then the normalised CCG is calculated as:
CCG(τ) =
1
M
M∑
i=1
N∑
t=1
xi1(t) · xi2(t+ τ)
Θ(τ)
√
λ1λ2
(3.2)
Where M is the number of trials, N is the number of bins, xij is the spike train of neuron j for
trial i. The CCG is normalised by the geometric mean of the mean firing rates of the neurons
(λj). Θ(τ) is a triangular function that compensates for the number of time bins considered on
the computation of the CCG for each value of τ :
Θ(τ) = t− | τ | (3.3)
ACG of each neuron is calculated similarly, but the neuron’s spike train is cross correlated to
itself.
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3.2.3 Putative Monosynaptic Connections
To detect putative monosynaptic connections we used a standard method (See
[Fujisawa et al., 2008] for one implementation) detects statistically significant peaks (ex-
citatory connections) or troughs (inhibitory connections) from the CCG between pairs of
neurons. Detected peaks are the ones due to real connections between the neurons and can’t
be explained by slow variations in firing rates
Peaks on the CCG at short time lags can be generated by monosynaptic connections between
the pair of neurons, but they could also be generated by connectivity on downstream neurons.
The later option is considered to be less likely when taking into account all the conditions
that must be satisfied in order to have a downstream connectivity reflected on the pair’s CCG
([Fujisawa et al., 2008], [Bartho et al., 2004]), since it is necessary to have at least two strong
synaptic connections between the recorded neurons and a common downstream neuron if we
assume that the delay in the peak present on the CCG is just due to difference on physical
length. Another scenario, but that requires even more downstream connections would be a
connection between one of the recorded neurons and a third level downstream neuron, which
also excites a second level downstream neuron which in turn excites the second neuron from the
recorded pair.
The method can be summarised as follows:
• For all neurons we considered a trial as the full recording.
• For each neuron a set (250) of surrogate trials were generated. On every trial each spike
was jittered independently by adding to the timestamp a variable normally distributed
N (0,10) ms.
• The CCG between each pair of neurons was calculated for all trials, using a time bin of 1
ms.
• From all the trials the 99% confidence interval was calculated from the time window [-5,5]
ms.
• A putative connection was detected when the original CCG crossed the confidence interval
(upper bound for excitatory, lower bound for inhibitory) on any time bin between [-4,4]
ms, excluding time bin 0.
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3.2.4 Classification Metrics
Fast Spiking or Regular Spiking
We classified neurons as Broad Spiking/Regular Spiking or Narrow Spiking/Fast Spiking using
a broadly used method ([Peyrache et al., 2012]): We calculated the Valley to Peak time and the
Half Peak Width (see figure 3.2) and used them as features for a clustering step (in this case we
used kmeans function from Matlab, which assigns the cluster following an iterative procedure,
minimising the total Euclidian distance from centroid to points). We forced the algorithm to
generate two clusters and the cluster with larger Half Peak Width was assigned to the Broad
Spiking category.
Excitatory neurons will normally fall within the Broad Spiking (Regular Spiking) category,
while Inhibitory interneurons will normally be Narrow Spiking (Fast Spiking). There are however
RS interneurons with broad spikes ( [Gonzalez-Burgos et al., 2005], [Tamura et al., 2004]) and
there are pyramidal cells with narrow spikes ([Hromadka et al., 2008], [Timofeev et al., 2002]).
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Figure 3.2: Classification of neurons as Broad Spiking or Narrow Spiking
Neurons can be classified based on temporal duration from peak to trough and half peak width (left).
Considering these parameters two clusters are generated corresponding to BS (putative excitatory
neurons, red squares) or NS neurons (putative inhibitory interneurons, blue circles). Our population of
recorded neurons could be easily separated into these two clusters with very little overlap between
them.
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Burst Index and Refractory Period
We calculated a Burst Index from the neurons’ autocorrelogram (ACG) as defined in
[Royer et al., 2012]:
BI =
| a− b |
max(a, b)
(3.4)
Where a corresponds to the peak value of the ACG between 0 and 10 ms and b corresponds
to the mean value between 40 and 50 ms. The refractory period was defined as the time lag
at which the peak value occurs ([Bar-Gad et al., 2001]). A diagram of these definitions can be
found in figure 3.3
R.P
R.P
a: max((acg[0:10 ms])
b: mean((acg[40:50 ms])
B.I = (a-b)/max(a,b)
Figure 3.3: Burst Index and Refractory Period from ACG
Neurons can be classified based on their firing pattern. We adopted a characterisation based on the
refractory period and burst index (as defined in [Royer et al., 2012]). For each neuron a burst index is
calculated from the ACG (ratio between peak value between [0,10] ms and mean value between [40,50]
ms. The refractory period is estimated as the time lag corresponding to the peak value on the ACG)
Statistical Significance
Difference between putative morphological classes (clustered based on MoG parameters) was
tested using 1 way ANOVA and multi comparison test with bonferroni correction. Although
normality was not tested on the distributions, by plotting the histograms we could infer that
assuming gaussian distributions was a sensible choice. By doing this statistical test we could
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be more confident about having meaningful morphological classes that shared common response
properties and that there were significant differences between classes.
3.2.5 New Metrics Defined for Connectivity Analysis
In our recordings we found putative monosynaptic connections to be highly non random. We
therefore defined a set of metrics to quantify patterns of connectivity.
Physical Overlap Between Neurons
We defined a metric to measure the level of physical overlap between neurons. The overlap was
measured based on the predictions of the Line Source Approximation model (section 2.1.1) that
the EAP amplitude will be higher near the sources of currents, which includes soma, dendrites
and axons.
Therefore by measuring the degree of overlap between heatmaps we can estimate the level of
physical overlap between pairs of neurons. We defined the degree of overlap between neurons i
and j based on the normalised EAP amplitude (Peak to Trough) heatmaps as:
Overlapi−j =
∑
(PtTi · PtTj)
min(
∑
PtT 2i ,
∑
PtT 2j )
· 100 (3.5)
Where PtTi, PtTj are the normalised PtT heatmaps.
Probability of Synaptic Connection
We calculated the probability of having a synaptic connection for each experiment e as the ratio
between the total number of detected synaptic connections over the total number of possible
synaptic connections, which is twice the number of pairs of neurons (one synaptic connection
can be established on each direction):
psyne =
Nsyne
Npairse · 2
(3.6)
Where Nsyne is the total number of synaptic connections detected on the experiment, while
Npairse is the total number of pairs of cells recorded on that experiment, calculated as:
Npairse =
Ncellse !
(Ncellse − 2)! · 2!
(3.7)
The probability of having a synaptic connection for our dataset was then defined as Psyn =
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E [psyne ], while the probability considering only experiments where a synaptic connection was
detected was calculated including only such experiments.
Probability of Triplets on a Synaptic Network
We found that triplets (three neurons connected by two or more synaptic connections) were the
most repeated connectivity pattern in our recordings. We therefore calculated the probability
of having a particular triplet (p3syn):
p3syne =
6∑
i=2
[
6!
(6− i)! · i! · p
i
syne(1− psyne)2·Npairse−i
]
(3.8)
And the probability of recording at least one triplet in a particular recording (pany3syn ).
Which is p3syne times the number of possible triplets in the network:
pany3syne=p3syne
Ncells!
(Ncells − 3)! · 3! (3.9)
Mean Number of Connected Neurons per Ensemble
We calculated the mean number of cells connected on a cluster of synaptic connections. By
calculating this mean we can identify the dominant motif (duplets, triplets, etc) in our dataset.
To calculate this value we defined Nreach as the mean number of cells that can be reached
from a particular neuron with at least one synaptic connection. We did not consider the
direction of the synaptic connections and generated a connectivity matrix for this undirected
graph. The rows in the matrix correspond to the initial neuron and columns to the end neuron
on the link.
This problem can be solved in a number of ways, we chose the following algorithm (Deep
First Search with memory) which uses the connectivity matrix as input and is repeated for each
neuron i that has at least one synaptic connection to another neuron:
1. Identify list of neurons j: Listj , that can be reached from neuron i. Add the length of
Listj to the number Nreachi (neurons that can be reached from i)
2. For each neuron on Listj and neuron i , set their columns to zero on the connectivity
matrix. To avoid visiting the same node on the graph again.
3. For each neuron on Listj , calculate the number of neurons that can be reached on the
updated connectivity matrix by repeating steps 1-3. Add this number to Nreachi .
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The mean number of connected neurons per ensemble is then calculated as the mean value of
Nreachi , including only cells that have at least one synaptic connection.
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3.3 Results
3.3.1 Simplified Line Model
Localisation Statistics of Recorded Neurons
We calculated localisation statistics for recorded neurons from mouse primary auditory cortex
(chapter 4). For this analysis we included all cells, irrespective of responsiveness and tuning
quality.
As seen in figure 3.4 panel A neurons tend to be located close to the electrodes along the
X axis instead of having a uniform histogram. This distribution of locations could be real or
due to error on the localisation algorithm. The accuracy on the localisation depends on the
model used for the electrode and the model adopted for the neurons. In terms of modelling
the electrodes we assumed a point model for the electrode instead of considering the full area
covered by the electrode. Comparing the signal detected by a point electrode versus the signal
detected by an electrode with area we find that they do not differ considerably. We did this
comparison considering only the X axis for simplicity (assuming that for a point located along
the X axis biases arising from the Y component will be compensated):
AsignalpointElect ≈ AsignallinearElect
Asignal =
1√
Z2+X2c
≈ 12R
∫ R
−R
1√
Z2+(Xc−ρ)2
dρ
(3.10)
Where the left side corresponds to the signal measured by a point electrode while the right
side corresponds to the signal measured by a linear electrode of length 2R located along the X
axis, the later can be further developed to:
AsignallinearElect =
1
2R [log(2
√
(Z2 +X2c )− 2XcR+R2 − 2Xc + 2R)−
log(2
√
(Z2 +X2c ) + 2XcR+R
2 − 2Xc − 2R)]
(3.11)
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Figure 3.4: Localisation statistics of recorded neurons from pAC
The estimated locations agree with previous reports of maximum distance to the soma of 20 µm in
order to isolate units ([Buzsa´ki, 2004] ) and a recording radius of ≈60 µm ([Henze et al., 2000]). A
Neurons tended to be located near the electrodes, which was attributed to the rapid decay of the signal
induced on the electrodes as the distance from the source increases, as shown in figure 3.5 .B Neurons
were located close to the array, 95% of them were at less than 26.28 µm with a maximum recorded
distance of 73.6 µm. C The distance along the X axis of pairs of neurons was as high as 86.13 µm, with
95% of the pairs having a separation below 54.5 µm. D The maximum vertical distance between pairs
of neurons was 271.6 µm, with 95% of the pairs being below 199.3 µm, which indicates that during our
experiments we were not spanning the full length of the array simultaneously, which could be due to
non homogenous coupling of the tissue to the probe. E Scatter plot of fitted position for the full
dataset, the red rectangle outlines the borders of the MEA. On this plot we highlighted with a
segmented grey line the region where detected neurones could be located in reality and our localisation
algorithm is unable to successfully retrieve the real location.
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Figure 3.5: Distribution of located neurons along the X axis
Assuming a uniform distribution of neurons along the X axis relative to the MEA we should obtain a
flat histogram of recorded neurons along the X axis. Instead we obtained peaks on the histogram
around each column of electrodes of the array. Two sources could explain this distribution: the
electrode and the source of the signal. We explained this distribution taking into account the rapid
decay of the induced signal on the electrode as the lateral distance to the source increases. A
Comparison of the signal induced by a point source (circles) on a point electrode and a linear electrode
(squares), with the later fitted to a gaussian filter (red line). The Z distance was fixed and varied from
10 (black) to 50 µm (light grey). The X axis correspond to the location of the source along the X axis,
with the zero corresponding to the centre of the electrodes (linear electrode depicted). We compare the
effect of the length of the linear electrode (10 µm on the left vs 20 µm on the right) and as expected for
larger electrodes (equivalently bigger surface electrodes) the difference respect of a point electrode is
larger. For the electrode size used (6.7 µm of radius) we can expect the approximation of point
electrode to be valid. B Taking the inverse of the analysis shown in panel A, we can assume that the
signal induced by a linear current source (model used for the neurons) on a point electrode can be fitted
by a gaussian filter (as shown also in chapter 2). The distribution of located neurons will depend on the
probability of the induced signal being above the detection threshold which will follow this gaussian
distribution of the induced amplitude as shown on this graph.
The approximation of equation (3.10) can be visualised on figure 3.5 panel A, where we
can appreciate that using a point model instead of a surface electrode (analysis done on one
dimension along the X axis) only produces small differences for very small distances and when
the source is facing the electrode. Therefore we can assume that our electrode model is not the
source of the bias observed on the localisation of recorded neurons. While the validity of the
model adopted for the neurons cannot be proved without the ground truth (recorded data from
neurons whose location relative to the MEA is known), we have shown that assuming a line
model for the neurons we can retrieve the location of the soma successfully on simulated data.
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Taking this into account we can use an analogous approach to the one used in figure 3.5 panel
A to show that for a line source the signal detected by a point electrode will decay rapidly
as we move away from the centre of the electrode according to equation (3.10) and therefore
assuming a uniform distribution of cells along the X axis, the cells detected by the MEA and
therefore included on the localisation will be distributed according to equation (3.10), since
only neurons inducing a signal above a detection threshold will effectively be analysed. We
tested this by fitting the left side of equation (3.10) to the empirical distribution approximated
to a gaussian filter as shown in figure 3.5 panel B.
The large number of cells close to the lateral electrodes (external border of the MEA) which
make the distribution around these points deviate from the gaussian distribution seen on the
middle column can be explained by the fact that our simple electrode model is omnidirectional,
while in reality as seen on detailed models ([Mechler and Victor, 2012]), there is a directionality
given by the physical design of the array and a shadowing due to the substrate on which the
electrodes are supported. Since our electrode model makes no distinction between cells located
on one side or the other of the array, we could not differentiate neurons on the front from
the ones behind the plane containing the array (therefore some neurons localised as being in
front of the array are in reality located within the volume highlighted with a segmented line
in figure 3.4). In the mean time, a simple increase on the number of detected neurons on the
region not facing the MEA would not explain the change in distribution of located neurons.
Damage to the neighbouring tissue could cause a decrease on the number of active cells on the
region facing the MEA and a larger number on the region outside this volume, but this would
only increase the peak value of the gaussians fitted to the histogram of localised neurons around
the external electrodes rather than distorting the standard deviation of the distribution.
Recorded neurons were located close to the array (distance Z measured perpendicularly to
the MEA plane), as seen in figure 3.4, panel B. The maximum recorded distance was 73.6
µm, with 95% of units located at less than 26.28 µm. This is smaller than distances reported
by [Mechler et al., 2011], but our electrodes had a smaller area than the ones used in that
study, which meant higher impedance and therefore smaller sampling volumes, similar to values
reported in cortex (distance to soma < 20 µm in order to isolate units ([Buzsa´ki, 2004] ),
recording radius ≈60 µm ([Henze et al., 2000])). Our estimated distances agree with drifting
seen during recordings, which implies a level of mechanical instability of the recorded neurons,
most likely caused by proximity to the MEA.
Pairs of neurons recorded simultaneously were separated along the X axis (rostro-caudal) by
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a maximum of 86.13 µm, with 95% of the pairs having a separation below 54.5 µm (figure 3.4
panel C). In the mean time along the vertical axis the maximum recorded separation was
271.6 µm, with 95% of the pairs being closer than 199.3 µm (figure 3.4 panel D). This means
that 95% of our recorded neurons were within a sampling volume of 0.0003 mm3 or 3.3·105 µm3.
Changes in Amplitude of the Recorded Signal and Physical Drift
Insertion of the probe is expected to cause disruption to the surrounding neural circuitry and
the number of active neurons on the neighbouring population will most likely decrease after
insertion of the probe. When inserting the probe usually many neurons showing strong signal
on the MEA would fire at high rates, but once the probe had settled into place they would no
longer be active, this could be attributed to inactivation due to damage during insertion or to
abnormal activation during insertion and then neurons would go back to their quiescent state.
On the other hand, units that exhibited large amplitudes during the recordings were almost
invariably non stationary showing significant changes in amplitude across several channels over
time.
Changes on the amplitude of the signal have been assumed to correspond to physi-
cal drift of the neurons relative to the array ([Blanche et al., 2004],[Kubo et al., 2008],
[Chelaru and Jog, 2005], [Mechler et al., 2011]). The idea behind this is an application of
localisation methods based on morphology and electrophysiology of the neurons, knowing
that currents are concentrated around the soma during the sodium peak and that changes on
conductances can change the distribution of currents, but the main source continues to be the
perisomatic region therefore we can locate the soma of the cell by reverse fitting a source model.
Changes in the signal detected by the electrodes can be due to different factors. A single
channel could increase its impedance during the recording due to contamination of the probe or
due to scar tissue, however this is normally a problem on long term recordings where the probe
is kept in place for weeks or months. Another reason for changes on the strength of the signal
could be coupling between the tissue and the probe, in which case entire areas of the array
would see coherent decreases or increases on the signal. The last option is motion of the neu-
rons relative to the probe, in which case each neurons would change their location independently.
We studied drifting on 5 recordings which showed significant changes in the amplitude of at
least one recorded neuron. Only neurons that were detected during the 25 minutes analysed
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were included. To discard changes in the quality of the coupling between the probe and the
brain we calculated the mean change in energy of the detected spikes across the whole electrode
array. Changes in the coupling would cause a general decrease or increase on the energy of the
detected spikes. The mean change in energy was -8.22 ± 2.86 %, meaning that on average the
energy of the detected spikes tended to decrease over the 25 minutes analysed. This change is
negligible compared to the maximum absolute change in energy detected per electrode: 124.0 ±
67.70 %. This means that although the total energy measured by the electrodes did not change
significantly, single electrodes could show very large changes on the energy of detected spikes.
Where do changes in energy come from? If the change were due to changes in the electrodes’
impedance then changes in the energy of all units detected by the electrode would change
coherently. We calculated the correlation coefficient for the changes of measured energy between
pairs of neurons recorded by the electrode that showed the largest change in measured energy.
We found this correlation to be very small (0.06 ± 0.01) indicating that neurons detected
by that electrode changed their energy independently, meaning that the change on measured
energy was not due to a change in the electrode’s impedance which would have affected all the
detected neurons on the same manner.
Drift on a typical recording: In figure 3.6, we can see an example of a typical recording.
On panel A top figure we show a typical neuron with significant drift over time, here showing 5
epochs 5 minutes apart from each other. Changes in amplitude on neighbouring channels are
related and this can be easily seen on the heatmaps obtained at the beginning and the end
of this period, from where we can graphically see the physical drift of the pattern induced by
the neuron. On the bottom figure of panel A we are showing how two features, selected from
the sorting and clustering procedure, change over time for a set of isolated units/neurons. We
are displaying the mean value for the first principal component corresponding to two channels,
these components generated during PCA analysis will normally correspond to the amplitude of
the EAP seen on those channels. The features are baselined to the value calculated for the first
time step analysed.
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Figure 3.6: Drifting of neurons during a typical recording
For 10 isolated units/neurons we show the change of signal detected by the two electrodes (feature
corresponding to the first component returned by PCA) and associated change in location over time
(position calculated every 5 minutes during 25 minutes). Each cell has a colour maintained for all plots
and the location of the MEA is indicated by the black rectangle. A Top: Changes in amplitude on the
signal induced by one of the selected neurons throughout the 25 minutes and its corresponding heatmap
at the beginning and the end of this period showing graphically the drift of the unit. Bottom: First
principal component extracted by PCA analysis on two channels for the selected neurons, this feature
normally corresponds to the changes in amplitude seen on those channels. B Estimated location per
neuron, the initial location at time zero is marked with a black edge around the circle, the size of the
marker decreases for each subsequent time step. Neurons moved independently one from another. D
Vector plot displaying the velocity of drift for each neuron at each time step. Some neurons showed
changes in speed of movement throughout the 25 minutes. The small mean velocity for the group is
shown as a black vector on the bottom right corner of the MEA
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We fitted the SL model every 5 minutes during 25 minutes for each of these neurons to
study how non stationarity in features/amplitude is reflected on the estimated location of
each neuron. In figure 3.6 panel B we can see how the estimated location of each neuron
changes over time. Each neuron is represented by a different colour and the initial location
is indicated by a black border around the marker, on subsequent time steps we maintain the
colour code but decrease the size of the marker. The position of the MEA is indicated by a
black rectangle. From this diagram we can appreciate the consistency of the fitted location for
each neuron, localising each neuron for every time step in nearby locations and we can also note
the smoothness on the predicted drift and correspondence between the two depicted features
on panel A versus the drift shown on panel B, particularly for units coloured magenta and orange.
In order to study drift over time we calculated the change in location along each axis at each
time step respect of the location estimated on the previous time step, as speed of movement in
µm/min along each axis. This can be seen on the vector plot (panel D), where for each neuron
the speed of drift is represented by a vector, from here we can clearly see that some neurons
change their position very rapidly and smoothly while others remain mostly stationary. The
mean motion of the group is represented by a black vector on the lower right corner of the MEA,
which remains of small magnitude for all time steps. The mean velocity for the group of neu-
rons was: -0.13 ±1.32 , 0.24 ±1.00 and -0.02±0.51 µm/min along the X,Y and Z axis respectively.
The largest drift was along the vertical axis. The mean change in location during this 25
minutes along the Y axis was of 6.18 µm, -3.37 along X axis and -0.71 along Z axis. This can
be due to brain tissue being pushed down during insertion and then gradually returning to its
original position. The mean drift along the Z axis was negligible (The closest cell was located at
8.0 µm, while the furthest was 47.15 µm away from the array, along the Z axis). The maximum
recorded drift per neuron during this 25 minutes of data was of 5.63 µm/min.
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Drifting trends on the dataset: Drifting trends obtained from 5 experiments that showed
significant drift were in agreement with the observations made from this single recording. As
shown in figure 3.7 panel A, the average change in position along the X and Z axis (-2 ± 11.9
and -0.3 ± 10.3 µm respectively) was negligible compared to the drift along the vertical axis
with neurons moving upwards relative to the position of the MEA (9.7 ± 16.7 µm). However,
this change in position along the vertical axis was not uniform for all neurons and it depended
on the initial distance along the Z axis (perpendicular to the MEA plane) as seen on panel
B of figure 3.7. Neurons located further away did not show a significant drift along the Y
axis, only neurons located very close to the MEA exhibited large changes in position along the
vertical axis. The maximum drift along the Y axis versus initial Z distance was bounded by an
exponential decay. Similar behaviour was found for changes in position along the vertical axis
versus changes in position along the Z axis as seen on panel C. Major changes along the Y axis
were restricted to neurons showing small changes in position along the Z axis (dZ), and again
the maximum drift along the Y axis could be fitted by an exponential decay in terms of dZ. The
relationship between the initial Z distance and the change in position along the Z axis is shown
in panel D, where we can see that there is a weak but significant trend (r=-0.3 pval= 0.005) to
move closer to the MEA (negative values of dZ) as the distance to the MEA increased.
This measurements tell us that neurons located close to the probe showed larger changes in
position relative to the MEA than neurons located further away and therefore not all recorded
neurons had the same level of physical drift. However the general trend was for the neurons to
move upwards relative to the position of the MEA. Also, neurons initially located further away
from the MEA tended to move closer to the MEA, which could be a real phenomena or it could be
caused by changes on the coupling of the tissue to the MEA which could have a more significant
impact on neurons inducing weak signals on the MEA. Major drifts of the array relative to the
surrounding tissue could be verified experimentally causing lesions by current injection through
the recording electrodes. Generating a pattern (selecting a subset of electrodes) at the beginning
of the experiment and another at the end can provide the information about shifts in position.
A more challenging task is to verify drift of independent neurons, which could be visualised by
combining MEA recoding with imaging from a population expressing self fluorescent proteins.
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Figure 3.7: Drifting of neurons relative to the MEA
From 5 recordings that showed significant drift during a period of 25 minutes we calculated general
trends of drifting. A Neurons on our dataset drifted upwards towards the dura, while changes in
position along the X and Z axis were neglegible with no clear trend. Box plot shows the median (red
line), the 25th and 75th percentile (blue boxes) and the extreme values of data points included
(segmented lines). B Two dimensional histogram of the change in position along the vertical axis (dY)
versus initial Z. The maximum change in position along the vertical axis could be fitted to an
exponential decay relative to the initial Z distance, big changes in position along the vertical axis were
only present for small initial Z. C Maximum changes along Y axis could also be fitted to an exponential
decay relative to changes in position along the Z axis, again major drifts on the vertical axis were only
present when small changes in position along the Z axis occurred. D Changes in position along the Z
axis were negatively correlated to the initial Z distance, showing a weak but significant trend (r:-0.33,
pval: 0.005) to move closer to the probe as the initial Z increased (this could also be due to changes in
coupling between the tissue and the probe).
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3.3.2 Connectivity Patterns on a Localised Local Population
General Connectivity Patterns
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Figure 3.8: Motifs on the connectivity pattern of a local population
The mean probability of synaptic connection was very low: 0.005. However synaptically connected pairs
did not appear randomly, they instead formed clusters being triplets of synaptically connected neurons
the most common motif. Synaptically connected neurons were located close to each other (mean
separation was 28.4 µm horizontally and 51.1 µm along the vertical axis). On this figure we see an
example of recorded activity from a triplet of synaptically connected neurons recorded from the bottom
channels of the probe, showing a zoom to the channels with stronger signal. Each neuron is colour
coded and the timestamp corresponding to each spike is indicated on the plots. On the last column the
corresponding heatmaps show the strength of the signal on each channel and provide an idea of the
physical overlap existing between the units (mean overlap was 92.5%). On this last graph we also
display the CCG for the synaptically connected pairs were we can see the peak produced by strong
putative monosynaptic connections.
Our dataset corresponds to 12 experiments made on deep layers (V, bottom layer IV and top
layer VI) of mouse primary auditory cortex, with an average of 20.25 ± 5.75 units/neurons per
experiment and with 24.6 % of recorded units classified as Narrow Spiking, while the remaining
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75.4 % were Broad Spiking. In our recordings we aimed for large pyramidal cells in layer 5, but
we also recorded activity from upper layer 5, populated by interneurons (given the length of
the array that covers almost 300 µm in depth). We might have also recorded units from top
layer 6 and bottom layer 4, depending on the specific location of the MEA on each experiment.
In this dataset we found that the mean probability of having a particular synaptic connection
was low: 0.005 (26 putative monosynaptic connections in the whole dataset), while the probabil-
ity given that there was at least one synaptic connection in that particular experiment, was just
slightly higher: 0.007. This matches low probabilities reported elsewhere ([Song et al., 2005],
[Bartho et al., 2004]). Although some monosynaptic connections might have been undetected
due to noisy CCGs, low firing rates and deficiencies on the spike detection and clustering.
However, despite the low probability of having a synapse, when a synapse did exist they
did not appear alone or randomly allocated within the local population. We found that
synapses tend to be clustered, as it has been reported from in-vitro intracellular recordings
on layer 5 pyramidal neurons ([Song et al., 2005]). The mean number of neurons that could
be reached from a connected neuron was 2.84, close to the most common motif reported by
([Song et al., 2005]): triplets. Despite the low mean probability of having a triplet: 0.003,
this motif was present on almost every recording where at least one putative monosynaptic
connection was detected (Of 12 recordings, 8 presented at least one monosynaptic connection
and 7 presented at least one triplet). This can be see on figure 3.8 were we show typical activity
from a synaptically connected triplet.
Physical overlap (defined in equation (3.5)) between a pair of connected neurons was 92.5%,
which corresponds to a high value as expected according to Peter’s rule ([White, 1979])
which states that overlap between axons and dendrites predicts wiring (synaptic connections).
However, mean overlap for all pairs was also high: 90.5%, which tells us that active neurons on
local populations tend to be close in space and physical overlap between them is high on average
(see [Packer et al., 2012] for a recent study showing that connectivity between interneurons and
pyramidal cells can be explained by overlap between axon/dendrites and laminar projections
patterns of presynaptic cells).
As seen in figure 3.8 synaptically connected neurons were close to each other, with a mean
distance along the X (caudal-rostral) axis of 28.4 µm and 51.1 µm on the vertical axis, while
mean euclidian distance on a sagittal plane was 64.6 µm. In [Song et al., 2005] the authors
report for pyramidal cells on layer 5 that 82 % of the connections were between pyramids
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located up to 50 µm apart, while the remaining 18 % was restricted to distances under 110 µm.
On a connectivity study ([Levy and Reyes, 2012]) from layers 3/4 of mouse auditory cortex the
authors report that the probability of connection could be fitted to a gaussian with a spread of
85-114 µm. Our numbers corroborate the physical proximity measured before, since 95 % of our
recorded neurons were distributed across 54.5 µm caudal-rostral and 199.3 µm vertically, there-
fore our synaptically connected pairs were confined to a 7.5 % of the covered area (sagittal plane).
Connectivity and Neuronal Classification
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Figure 3.9: Synaptic connectivity and cell classification
Firing patterns can be used to classify neuronal types (here Refractory Period versus vs Burst Index as
in [Royer et al., 2012]). Here we show how firing patterns related to excitatory/inhibitory classification
and connectivity. Left Narrow Spiking (putative inhibitory, blue filled circle) versus Broad Spiking
(putative excitatory, red filled squares) neurons, overlaid with detected presynaptic (red diamond) and
postsynaptic (green diamond) units. Presynaptic excitatory neurons were concentrated on the Broad
Spiking group as expected, while postsynaptic excited neurons were distributed between putative
inhibitory and putative excitatory neurons. Right Refractory Period versus Burst Index. same
symbology as on previous plot. Segmented lines mark expected boundary for large bursty pyramidal
cells, P.V interneurons and non-bursting cells. Only putative bursty pyramidal cells formed a clear
cluster and concentrated the majority of presynaptic and excitatory postsynaptic cells
Connectivity and relative locations between neuronal types differ. We therefore classified
our neurons based on existing methods. Based on spike waveform we can separate Narrow
Spiking (putative inhibitory) from Broad Spiking (putative excitatory). From the ACG we can
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identify known classes of neurons based on burst index and refractory period. We compared
our recorded population against known neuronal classes known to exist in layer 5 of mouse cortex.
We know that NS can be separated from BS neurons. However, there is an overlap between
subclasses. Some RS interneurons have broad waveforms overlapping with BS pyramidal cells.
There are pyramidal cells with narrow spike waveform overlapping with NS interneurons.
Without morphological reconstruction it is not possible to classify neurons unequivocally. From
previous studies (see [Thomson and Lamy, 2007] for a review) we know that large pyramidal
cells in layer 5 tend to be intrinsically bursty, project to subcortical areas, normally correspond
to the postsynaptic cell when connecting to a small pyramid on the same layer and are densely
connected to each other. Small pyramids on layer 5 are regular spikers (non-bursters), project
to the opposite hemisphere and are normally the presynaptic cell when connecting to large
pyramids on the same layer.
Our 26 excitatory monosynaptic connections were distributed across 26 pairs (between 1694
analysed pairs), from which 9 were between BS/RS neurons ( 34.61 % putative excitatory
- excitatory connections), 15 were between BS/RS and NS/FS (57.69% putative excitatory
- inhibitory connections) and 2 corresponded to NS-NS cells (7.7%, which could correspond
to a Narrow Spiking pyramidal exciting two different inhibitory interneurons). Most of our
excitatory cells were classified as RS/BS (22 out of 23, except from the aforementioned putative
NS pyramidal).
When plotting the Burst Index versus Refractory Period we were able to see similar clustering
as reported in other studies ([Royer et al., 2012]), although we didn’t perform clustering of the
data since our dataset did not exhibit all possible clusters (only putative intrinsically bursty
large pyramidal formed a cluster). We outlined the expected boundary for two major cell
types (large bursty pyramidal cells and PV (Parvalbumin expressing) interneurons while SOM
(Somatostatin expressing) interneurons don’t tend to form a clear cluster when considering
these two metrics ([Royer et al., 2012]). In layer 5 we find Martinotti cells (SOM) which are
thought to form part of a slow inhibitory feedback loop ([Wang et al., 2004],[Silberberg, 2008])
by targeting neurons on layer 4 (input layer for thalamic input) as well as neurons on layer
5 on their distal dendrites. Basket cells (some of which are PV) are also present in layer 5
and they target proximal regions of layer 5 pyramids. They are normally fast spikers with
narrow spike waveform. Basket cells in layer 5 are thought to form part of a fast inhibitory
feedback loop ([Wang et al., 2004],[Silberberg, 2008]). Apart from these main identified groups
there are many other types of interneurons for which we don’t have formal definitions (see
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[Hefti and Smith, 2000] for a study on morphological types found on layer 5 of rodent auditory
cortex, where they identify at least 2 additional types of RS and FS interneurons).
Based on the relationship seen on Refractory Period versus Burst Index, we could see that
most of our excitatory cells corresponded to putative large pyramidal cells (Only 3 out of 22
did not fall inside the expected boundary for large pyramidal cells as seen in figure 3.9, Right
panel). Post synaptic cells on the other hand were distributed between BS/putative excitatory
(8, only 1 did not fall within large pyramidal cells’ boundary) and NS/putative inhibitory (12)).
From the 8 BS postsynaptic cells, only 1 was clearly outside the border of large pyramidal
cells, we can therefore conclude that most of our putative excitatory-excitatory connections
corresponded to pairs of large pyramidal cells (which in layer 5 are densely connected). Our
12 NS postsynaptic cells (putative inhibitory interneurons) did not form a clear cluster (as we
know that SOM and PV largely overlap), we can only conclude that most excitatory-inhibitory
connections were large pyramidal cells targeting NS (putative inhibitory) cells.
Our triplets showed different combinations: one BS cell exciting other two BS (2 triplets),
two BS exciting the same BS neuron (1), two BS exciting the same NS interneuron (3) and one
NS exciting two NS (1).
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3.3.3 Mixture of Gaussians Model
Distribution of Transmembrane Currents
As seen in figure 3.10, from recorded neurons we found that in fact during the
sodium phase transmembrane currents are more concentrated around the soma
([Koch et al., 2007],[Somogyva`ri et al., 2005]), generating a more compact heatmap com-
pared to the EAP amplitude heatmap. The EAP amplitude pattern is more complex,
presumably indicating other strong and confined sources of current apart from the soma (such
as branching points on the dendritic arbour).
Figure 3.10: Comparison between heatmap of the Na trough versus EAP amplitude
on recorded neurons
From our simulations and from existing literature we know that transmembrane currents are
concentrated on the perisomatic region during the sodium trough. Here we compare the EAP spatial
pattern of the magnitude of the Na trough (top), versus the EAP spatial pattern of the peak to trough
amplitude (bottom), for six different neurons recorded from mouse barrel cortex. The EAP spatial
pattern of the peak to trough amplitude reflects sinks/sources occurring during the action potential,
that might not correspond to the soma.
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Goodness of Fit of the Mixture of Gaussian Model
Figure 3.11: Evaluation of Mixture of Gaussians model on four neurons recorded
from barrel cortex
Using the MoG model we were able to reproduce a variety of EAP patterns seen on real recordings.
Here we show qualitatively the similarity between the real EAP pattern and the pattern reproduced
using the model. For each neuron: on the left the heatmap for the Na trough magnitude, in the middle
the heatmap for the EAP amplitude and on the right the fitted heatmap for the EAP amplitude
(segmented lines mark the area covered by the MEA). Using the MoG model we can reproduce the
EAP pattern on the area covered by the array and extrapolate the pattern to the neighbouring area.
On figure 3.11 we compare the real EAP pattern of four neurons recorded from mouse barrel
cortex with the fitted pattern generated by our MoG model. We can appreciate that on
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recorded data we can also replicate accurately the EAP patterns. This comparison was done
on barrel as opposed to auditory cortex, to show the model working on different cortical areas.
We evaluated quantitatively the model using data recorded from mouse Primary Auditory
Cortex (8 recordings, 133 neurons/clusters). The NRMSE (Normalized Root Mean Square Er-
ror, equation (2.14)) for the dataset was 0.42 ± 0.13. The correlation (measured as the Pearson
correlation coefficient between measured and predicted peak to trough map, equation (2.15))
was 0.98 ± 0.03.
It is worth noting that the accuracy of the fitted model depends heavily on the percentage
of the cell that is facing the array. For cells located around the edges of the MEA the model
will fail to retrieve valid information. This is due to the fact that we can only predict reliably
the remainder of the heatmap for neurons that are facing the MEA or in the near vicinity.
The width of the MEA was our major constraint to retrieve useful information about the neuron.
Clustering of Cells Based on MoG Parameters
As we have seen when doing extracellular recordings we can’t be sure about the specific type
of neurons we are recording from. In our dataset we expected to have at least 2 types of
pyramidal cells from layer 5 (large/bursty and small/regular spikers) and a variety of excitatory
and inhibitory interneurons (from layer 5, bottom layer 4 and top layer 6). We tested on the
recorded data our theory that neurons having different spatial EAP pattern correspond to
different morphological families and therefore have common properties that differ to properties
exhibited by other classes of neurons. We included on this analysis 8 experiments (133 cells),
from which we kept cells that were located (centre of first filter) under 5 µm away from the ar-
ray on the XY plane. After this selection we had 79 cells (64 Broad Spiking, 15 Narrow Spiking).
We tested wether the spatial EAP pattern could tell us something about the morphology of
the neuron as we saw on the modelling study. Based on the parameters fitted for the MoG
model we clustered our 74 neurons into putative “morphological groups”. To evaluate whether
our identified “morphological groups” were in fact subclasses of neurons we compared two
characteristics: firing pattern (considering refractory period (RP) versus burst index (BI)),
and response to stimuli (Bandwidth (metric of selectivity/tuning to stimuli) versus Peak
Delay/Latency (metric of latency from stimulus onset). Both metrics are defined in chapter 4).
We expected to find shared properties within clusters, since neurons of the same type would
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have the same firing and response properties, while across clusters we expected to find differences.
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Figure 3.12: Selection of number of output clusters for the classification of recorded
neurons based on the MoG parameters
Following the procedure described in section 2.6.2 for the simulated neurons, we clustered the recorded
neurons into putative morphological classes. A critical step on the method is the selection of the
number of output clusters, for which we used the Fk parameter that measures the distortion on the
clustering output based on the distance from points to centroids. As in the simulated cases Fk oscillated
in the case of broad spiking neurons (putative excitatory, panel A) and converged for narrow spiking
(putative inhibitory, panel B). Values of k considered as potential solutions are highlighted with a
segmented red circle and the selected value with a continuous red circle. This value was decided based
on a qualitative assessment of the quality of the generated clusters, based on the similarity of the EAP
pattern of the neurons within each cluster.
Following the procedure described in section 2.6.2 for the clustering of simulated neurons,
we generated groups of putative morphological classes based on the parameters fitted for the
MoG model. In figure 3.12 we can see the parameter Fk which we used to guide us on the
selection of k (number of output clusters), Fk measures the distortion on the solution based
on the distance from points to centroids. As in the simulated cases Fk converged in the case
of narrow spiking neurons (section 2.6.2 panel B, putative inhibitory) while it oscillated for
the broad spiking neurons (section 2.6.2 panel A, putative excitatory). The values considered
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are highlighted with a segmented red circle on the graphs and the final selection of k was
done based on a qualitative assessment of the similarity of EAP pattern of the neurons
in the cluster (One cluster was cleaned from clear outliers manually) and the selected k is
indicated by the continuous red circle on the graphs. Only clusters showing similar firing and re-
sponse properties were included on the following analysis (3 narrow spiking and 4 broad spiking).
Generated clusters of neurons: The putative morphological classes generated from the
clustering procedure are shown in figure 3.13 andfigure 3.14. On these figures we show on the
first column the firing properties exhibited by each cluster characterised using the refractory
period versus burst index. We can find two types of pyramidal cells on layer 5: intrinsically
bursty and regular spikers, while well studied interneurons on layer 5 correspond to SOM-like
(Martinotti) which are non bursters and bursters PV-like interneurons (Basket cells). On the
second column of figure 3.13 andfigure 3.14 we show the response properties characterised by
the bandwidth and latency from onset.
In figure 3.13 we compare the narrow spiking (putative inhibitory) classes generated by
our clustering procedure. We found three well defined clusters: the first class of neurons had
small and symmetric EAP with large latencies from onset and were non bursters. The second
class were neurons with a double peaked EAP pattern, with short latencies and bursty firing.
The third class were neurons with a very large EAP pattern, with long latencies and bursty
firing. Qualitatively speaking the three classes had very different EAP patterns and their
differences were correlated to differences in firing properties and response properties as we will
see quantitatively later on this section.
In the mean time broad spiking neurons were separated into four clusters, shown in fig-
ure 3.14 with all classes corresponding to bursty neurons. The first group were neurons of small
EAP field and long latencies. The second group were neurons ”projecting up”, which could
correspond to pyramidal neurons with a thick apical dendrite facing the array. This second
group also had long latencies. The third identified group corresponded to neurons with large
EAP field and intermediate to long latencies. Finally the last identified group corresponded to
neurons with smaller EAP field oriented horizontally and shorter latencies.
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Figure 3.13: Clustering of Narrow Spiking neurons based on MoG parameters
Narrow spiking neurons were separated into 6 clusters, from which we kept 3. Clusters containing a
single member and noisy clusters were discarded. For each cluster we plot on the Left firing properties
reflected by the Refractory Period versus Burst Index. Second Column response to stimuli measured
as Bandwidth versus Latency from onset. Excited neurons on each cluster are plotted as green circles
and non excited as black circles, the rest of the neurons on the dataset are depicted as grey dots. Last
Column Examples of spatial EAP pattern for each cluster.
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Figure 3.13: Clustering of Narrow Spiking neurons based on MoG parameters
A small and symmetric field Narrow Spiking neurons (putative inhibitory), SOM-like interneuron
according to their firing pattern with long latencies from stimulus onset. C double peaked Narrow
Spiking neurons, firing properties correspond to bursty PV-like interneuron, with narrow bandwidths
and short latencies. D large fields Narrow Spiking, bursty PV-like interneuron, with long latencies.
Figure 3.14: Clustering of Broad Spiking neurons based on MoG parameters
Broad spiking neurons were separated into 8 clusters, from which we kept 4. Clusters containing a
single member and noisy clusters that contained cells with very different EAP patterns were discarded.
For each cluster we show on the Left Column firing properties characterised by the Refractory Period
versus Burst Index. On the Second Column response to stimulus measured by the Bandwidth and
Latency from onset. On these two graphs excitatory cells are plotted as red squares, excited cells as
greens squares, all other neurons in the cluster as black squares while the rest of neurons in the dataset
are plotted as grey dots. Last Column Examples of spatial amplitude pattern for each cluster. A
small field Broad Spiking neuron, with long latencies. B large field “projecting” neurons, with long
latencies. C large round field, putative large pyramidal cells from layer 5, with large mean latency and
almost 40% of them are excitatory cells. E horizontally oriented cells with low mean latency.
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D               
Figure 3.14: Clustering of Broad Spiking neurons based on MoG parameters
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Comparison of Firing Pattern and Response Properties of the generated clusters:
Figure 3.15 shows a comparison of firing pattern and response properties between groups,
neurons without a valid tuning were not included on the analysis of response properties.
Excitatory neurons did not show a difference in terms of firing pattern (refractory period
and burst index), they were all bursty neurons with short refractory period and burst index
close to 1. When analysing their response to the stimulus they differed in terms of latency
from onset (F:4.23, pval : 0.02, 1 way anova), with groups B-D and D-A showing a significant
difference on their means (pval < 0.07, bonferroni correction for multiple pairwise comparison).
Inhibitory neurons showed a significant difference on their firing pattern (Refractory Period
F:18.74 pval :0.009, and Burst Index: F:57.7 pval :0.001, 1 way anova), with groups A-B and
A-C showing a significant difference on their means (pval < 0.07, bonferroni correction for
multiple pairwise comparison). Given the small number of cells the level of confidence was
reduced from the traditional 95% to 93% in order to reflect differences seen on the latency. At
95% only the firing patterns of inhibitory neurons were significantly different.
However, our clustering procedure is far from the optimum. Clustering algorithms do not
perform well with small clusters and small number of points. Any outliers will also have a larger
impact on the metrics computed. A larger dataset will facilitate the separation of putative
classes during clustering and reduce the effect of outliers and misclassification. From figure 3.15
we can suspect that a larger dataset would make differences between groups become statistically
significant. Additionally different metrics reflecting the firing pattern and the response to
stimuli could be analysed to see how they relate to the clustering done based on the EAP pattern.
Our main limitation for the recovery of meaningful spatial information is the width of the
array, especially for larger cells which tend to have a field much wider than the array itself.
We expect that using wider high density electrode arrays (already commercially available)
will provide a better coverage and increase substantially the number of recorded neurons that
can be included on this analysis. Also improving the clustering will allow to obtain a better
classification of the recorded neurons. Clustering is very specific to each domain and defining
the best suited procedure can be very time consuming.
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Figure 3.15: Firing pattern and response properties per putative morphological class
The putative morphological classes showed differences in terms of firing pattern and response
to the stimulus. We compared across groups the differences in Burst Index, Refractory Period,
Bandwidth and Latency from onset for the putative excitatory neurons (Top row) and
inhibitory neurons (Bottom row). For each variable we display on the box plot the mean (red
line) and the 25th and 75th percentiles (blue box). Pairs of groups showing statistically
significant differences are indicated with a cyan bar. Excitatory groups B-D and D-A showed a
significant difference of mean latency while inhibitory groups A-B and A-C showed a
significant difference on their mean refractory period and burst index. Given the small size of
the dataset we can expect that a larger set would make differences seen across groups become
statistically significant.
3.4 Discussion
In this chapter we applied our SL and MoG models to experimental data recorded from mouse
cortex. The role that each neuron plays within neural networks is highly specific and this is
reflected on their morphology, physiology and location relative to other neurons in the network.
Localising and providing information about salient morphological features will facilitate in the
future the identification of different neuronal types allowing us to deepen our understanding of
how functionality arises from these networks.
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We evaluated our localisation algorithm on recordings from mouse auditory cortex. We found
that our estimated distances were consistent with previous reports of coverage on extracellular
recordings from cortex ([Shoham et al., 2006], [Henze et al., 2000], [Buzsa´ki, 2004]). Our model
predicts correctly distances within expected ranges, unlike existing models that fail to retrieve
valid locations on such short distances from the array. In cortex when doing extracellular
recordings with MEAs the coverage is estimated to be ≈60 µm. We found that 95 % of our
localised neurons were within a Z distance of 26.28 µm and the maximum recorded distance
was 73.6 µm.
The coverage achieved on extracellular recordings depends in part on the type of neurons
being recorded. Morphology and electrophysiology determine the amplitude of transmem-
brane currents and induced extracellular signals ([Shoham et al., 2006], [Koch et al., 2006],
[Koch et al., 2007], [Mechler et al., 2011], [Mechler and Victor, 2012]).
The maximum recording distance also depends on properties of the recording electrodes,
since currents in the electrode are inversely proportional to electrode’s resistance (R), smaller
electrodes with higher resistances will record smaller signal for the same values of extracellular
potential. On the other hand the square of thermal noise is proportional to the resistance
(according to Johnson-Nyquist law of thermal noise). Therefore signal to noise ratio is expected
to be inversely proportional to
√
R. The ability to successfully isolate activity from a neuron is
determined by the signal to noise ratio achieved on the recording electrodes. Since our MEAs
have a smaller than average electrode site (177 µm2), we expected to cover smaller recording
volumes than reported values from cortex using larger electrodes ([Mechler et al., 2011],
[Mechler and Victor, 2012]).
Using our localisation algorithm we studied drift during a typical recording. Finding that
neurons showed independent drift throughout the recording and that the mean drift in position
was upwards, most likely caused by dimpling of the surrounding tissue during insertion of the
probe. We found that the maximum recorded speed of drift was high (5.63 µm/min) and we
expect this to be caused by mechanical instability due to proximity to the probe. We suspect
that larger cells, such as pyramidal cells, when located close to the MEA are under higher
mechanical strain than smaller neurons, causing them to drift.
We found interesting the fact that although interneurons correspond to only 15-20 % of the
neurons in the brain, we found that our percentage of recorded Fast Spiking (putative inhibitory
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interneurons) was close to this number, as it has been widely reported in the literature before.
However, this does not concord with the fact that larger neurons, like pyramidal cells in layer V,
generate much larger extracellular potentials and therefore they can be detected from further
away. Recording volumes should not be equal for large and small electrotonically compact
neurons, since compact neurons need be very close to the electrode array in order to be detected
(as seen for our simulated interneuron in the previous chapter the maximum distance was
around 15 µm).
There is in our opinion a gap between the ratio of recorded cells that correspond to inhibitory
interneurons and the theoretical given by the percentage of neurons that are inhibitory
and the smaller extracellular signal induced by them. One possible explanation for this is
that normal functioning of excitatory cells is affected more heavily by the insertion of the
probe, which could be due to the fact that they span larger areas compared to the more
localised connectivity seen on interneurons. Another plausible explanation is connectivity
between excitatory and inhibitory neurons. Inhibitory neurons tend to be activated by a
large number of local excitatory neurons that can have very different response properties
([Hofer et al., 2011], [Lee and Huguenard, 2011], [Kapfer et al., 2007]), which would mean that
the ratio of active inhibitory versus excitatory neurons is higher than 20% (as suggested by
activity levels of inhibitory neurons reported by [Goldschmidt et al., 2004], [Haider et al., 2012],
[McCasland and Hibbard, 1997]) which would compensate for their smaller recording volume.
Layer V is the main output layer of cortex and has very specific connectivity patterns,
which have been characterised to some extent ([Hefti and Smith, 2000], [Song et al., 2005],
[Silberberg, 2008], [Otsuka and Kawaguchi, 2009]). Auditory system is known to have
particular characteristics, that differ from the ones found in other sensory systems (
[Hefti and Smith, 2000], [Ojima, 2011]). In this chapter we studied connectivity in local
populations of layer V and compared how connected neurons fitted within different classes of
neurons. We classified neurons using standard methods based on spike waveform and firing
patterns, additionally we clustered recorded cells into putative morphological classes using
parameters from our MoG model.
In our recordings we found that, while the probability of having a monosynaptic connection
between pairs of recorded neurons was low (0.005), on recordings where we did detect synaptic
connections they did not appear as randomly connected pairs but rather as clusters of
connected neurons. We found that the most repeated motif were triplets of neurons, meaning
that distribution of synaptic connections were highly non random. If we considered synaptic
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connections to be random then the mean probability of having a triplet was 0.003. However,
from our 12 recordings, 8 presented at least one synaptic connected and 7 presented at least
one triplet.
We found that most of our excitatory cells matched well with large bursty pyramidal cells
from layer 5 (identified by their characteristic clustering on the Refractory Period versus
Burst Index plot). Our post synaptic cells were distributed between putative excitatory
(Broad Spiking) and putative inhibitory (Narrow Spiking) cells. Most of our excitatory post
synaptic cells were putative large pyramidal cells from layer 5, which agrees with high levels of
interconnection reported in the literature. This is to our knowledge the first extracellular study
to show in-vivo high local functional connectivity between intrinsically bursty pyramidal cells
in layer V.
Inhibitory neurons are the less numerous in cortex, but they exhibit a wider range in terms of
morphology/electrophysiology. In layer 5 we can find the two major types of interneurons PV
(for example some basket cells, involved in fast feedforward inhibitory circuits) and SOM (for
example martinotti cells, involved in slow feedforward inhibitory circuits). Our post synaptic
interneurons were evenly distributed among our putative morphological classes. We expect
that in the future by combining localisation/classification tools like the ones developed on this
thesis we will be able to define with higher level of details the connectivity pattern of different
classes of inhibitory neurons ([Silberberg, 2008], [Otsuka and Kawaguchi, 2009]).
Although triplets were a salient feature, the experiments we performed did not allow us to
elucidate the real design paradigm behind them. Strong synaptic connections are required
to trigger reliable responses which are required for a reliable behavioural outcome, duplets
or triplets of neurons exhibiting almost identical response properties would seem to be a
relay/backup system dedicated to integrate inputs coming into the cluster and generating
reliable excitation to their protection targets, since layer 5 pyramidal neurons are the main
output to subcortical centres and contralateral side of cortex. Another possibility is that
the strength of the connections was variable over time maybe depending on the stimuli used
([Fujisawa et al., 2008]), but since the time window used for the detection of peaks on the cross
correlograms was the full recording these variations would not be noticed.
Finally, by applying our MoG model we separated our recorded population into putative
morphological classes. We found that on most of the clusters, neurons shared similar response
properties and firing pattern. Although we found only two pairs of classes to be significantly
97
different from each other in terms of latency and two pairs that differed in terms of firing
pattern, we expect that a larger dataset and an improved clustering algorithm will help to create
well isolated classes with a larger number of members so that differences seen in firing pattern
and response to stimulus would become statistically significant. Each putative morphological
class could also then be analysed in terms of other functional characterisations and analyse
connectivity and interaction between classes.
Despite the small size of our MEAs (51 µm wide by 275 µm) compared to the size of large
pyramidal cells of layer 5, we recovered valuable spatial/morphological information from them.
Features recovered from smaller neurons are more reliable, given the better coverage that our
array provided for them. We expect that wider electrode arrays will provide a better separation
between classes, since a larger proportion of the cells will face the MEA, allowing to extract
valid morphological information from a larger number of cells.
Although all precautions and procedures are followed to try to perform experiments in
a reproducible way, errors are unavoidable and inherent to the characteristics of in-vivo
experiments. Very little changes in level of moisture of the brain tissue, relative angle of the
apparatuses, state of the probe, etc, can have a large impact on the real location and depth at
which we are inside of the brain.
Our model allowed us to verify how amplitude patterns that we see on the MEA relate
to morphology of the cells. When doing extracellular recordings we are going into the brain
blindly, not knowing with certainty the depth or insertion angle of the electrode. By using this
spatial information we can reduce the uncertainty by detecting changes in amplitude patterns
as we move across layers, as we can see in figure 3.16, where we display patterns recorded at
different depths from mouse barrel cortex. Using abstractions as the one used on the MoG
model we could guide the insertion of the probe in real time by comparing the patterns seen on
the probe to the patterns expected at different locations.
Different experimental applications can be implemented for the combinations of models in-
troduced in chapter 2 evaluated on this chapter. For example on deep brain stimulation used
for the treatment of certain conditions, we can develop more sophisticated methods targeting
specific areas of the neurons with specific temporal profiles. Using beam shaping algorithms we
can achieve high spatial and temporal resolution that would enable us to interact with neuronal
populations on a sub-cellular basis. Same approach could be used on rehabilitation from in-
jury on both peripheral and central nervous system and by using the same abstraction used on
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the models characterise the effect that stimulation has on the propagation of signals inside the
neuron. Our MoG model can be used on extracellular electrophysiology as well as on imaging
recordings, since the abstraction captures main sources/sinks of transmembrane ionic currents,
neuronal classification is also possible in theory from two photon imaging recordings.
L5 pyrL 2/3 pyrL 1 L4
Figure 3.16: EAP amplitude patterns across layers in mouse barrel cortex
Comparison of EAP amplitude patterns from three recordings made from mouse barrel cortex. At the
bottom an estimated depth in terms of brain layers. Stereotypical patterns were found during repetitive
insertions of the MEA on different animals.
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4 Functional Characterisation of Local
Populations in Deep Layers of Primary
Auditory Cortex
In this study we characterised local neuronal populations in deep layers of Primary Auditory
Cortex, relating the functional properties with the physical layout. There is an ongoing debate
regarding tonotopic arrangement, with some studies showing smooth tonotopy while others
present evidence for “salt and pepper” configuration as in other sensory areas of mouse primary
cortex. Having an arrangement that doesn’t follow an orderly design, which has been shown
to minimise wiring and delay, raises questions regarding the design paradigm and the rules of
interconnection within the network.
In this study, we aim to shed light on functional topographic maps of local neuronal
populations in deep layers of core Auditory Cortex. To our knowledge this is the first study
where activity from a local population of localised neurons is recorded simultaneously with
high temporal and spatial resolution. The advantage of having a high density electrode array
spanning an entire layer of cortex and an horizontal distance of almost 80 µm is exploited by
our localisation algorithm, and the information is used in conjunction with neurons’ response
characterisation.
We report here a wide range of signal correlation among neurons on a local population,
with a mean signal correlation higher than previous reported values. This was reflected on
the tendency seen to similar response properties (preferred frequency, bandwidth, latency).
However, this smooth representation was fractured and large differences in response properties
were possible between neighbouring neurons.
We recorded activity from local populations on a cortical microcolumn, comparing response
properties of neighbouring neurons and their connectivity patterns. In section 4.3 we present
our main results: section 4.3.1 presents our characterisation of local neuronal populations
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in terms of preferred frequency, bandwidth, peak latency from onset and temporal response
pattern. We study functional topographic arrangement in the population, finding fractured
maps. Section 4.3.2 presents our measurements of correlation and synchrony in local popula-
tions, finding higher levels of signal correlation than previous reports. Finally Section 4.3.3
presents our functional connectivity analysis, where we compare response properties between
synaptically connected pairs.
Section 4.1 and section 4.2 cover additional methods related to stimulus generation and re-
sponse characterisation. All other experimental and data analysis methods were as described in
section 3.1 and section 3.2 respectively.
4.1 Experimental Methods
4.1.1 Stimulus
The stimulus used on this analysis correspond to iso-intensity pure tones (70 dB). Sounds were
digitally generated using an RZ6 real-time processor and presented via electrostatic speaker
(ES-1; Tucker-Davis Technologies) placed 5 cm from the contralateral ear.
Stimulus presentation was controlled via a personal computer running Matlab (Mathworks)
and RPvdsEx programs (Tucker-DavisTechnologies). Pure tones (3-48 kHz, 1/3 octave steps,
100 ms duration), gated with ramped cosine windows (3 ms to 90% of maximum), were presented
at a frequency of 0.5 Hz.
4.2 Data Analysis Methods
4.2.1 Statistical Significance
Statistical significance of difference in mean between groups was assessed by 1-way ANOVA.
Groups under comparison were: neurons Broad Spiking versus Narrow Spiking; pairs Broad
Spiking-Broad Spiking versus Broad Spiking-Narrow Spiking and Narrow Spiking-Narrow Spik-
ing; connected versus unconnected pairs. Although for some of these comparisons a t-test was
sufficient, we selected ANOVA as the standard method for this section for simplicity.
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4.2.2 Response Characterization
Single Unit Tuning
Tuning of each unit, TUNi,s, was calculated as the mean response across trials for each stimulus
condition (13 stimulus conditions: 3 to 48 [KHz] at 1/3 octave spacing). This was our basic
metric for frequency response. Tuning was calculated over the 40 ms after stimulus onset. This
time window was selected due to noisier responses measured when using larger time windows
([Moshitch et al., 2006]). Also downstream neurons are expected to use the first tens of millisec-
onds from the neurons’s responses, as opposed to hundred of milliseconds normally included on
correlation analysis and response characterisation ([Cohen and Kohn, 2011]).
TUNi,s =
1
M
M∑
j=1
Ni,s,j (4.1)
Where M is the number of trials and Ni,s,j is the number of spikes fired by neuron i to stimulus
s during trial j.
Local Field Potential (LFP) Tuning
Local Field Potential corresponds to extracellular signal on the lower frequencies (0.5-200
Hz). LFP conveys information about synaptic currents (see [Buzsa´k et al., 2012] for a review
about the origin of the LFP). By obtaining the tuning of the LFP we are measuring which
frequencies trigger larger synaptic currents flowing into/from the local population. This can be
then compared to preferred frequencies exhibited by neighbouring neurons.
We included frequency ranges that have been shown to convey tuning information
([Eggermont et al., 2011]). We filtered the wideband signal between 4-40 [KHz] after down-
sampling by a factor of 80 (output samplingRate of 406 Hz), retrieved the spike triggered
average [-200,200] [ms] around each spike and calculated the average across electrodes (given
our configuration the values were very similar on all channels).
This LFP signal was baselined using the mean value calculated over the time window [-12.3,0]
ms relative to stimulus onset and averaged across trials for each frequency. The tuning was
calculated integrating the area on the event triggered average LFP over the time window [0,40]
ms relative to stimulus onset. The best frequency for the LFP was defined as the frequency with
the largest area.
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Peak Latency from Onset
Latency from onset measures how long it takes since the stimulus is played until the neuron
responds to it. Differences in latency between neurons indicate possible differences in the
upstream path ([Carrasco and Lomber, 2009], [Bizley et al., 2005], [Sakata and Harris, 2009]);
in distance from soma to synaptic input ([Katona et al., 2012]) and dendritic integration of
synaptic inputs done by the neuron and its intrinsic membrane properties ([Adam et al., 1999]).
It has been suggested that latency encodes information about the stimuli (for example, first
spike latency could encode location of the source ([Zohar et al., 2011]), spike count and mean
response time together fully encode stimulus information ([Nelken et al., 2005]))
For each single unit latency from onset was calculated as the peak latency: latency between
stimulus onset and the time at which the maximum firing rate occurs.
Bandwidth
When characterising responsiveness to auditory signals a usual metric is the range of frequencies
that can trigger a response. Neurons can have a very sharp tuning responding only to a very
narrow band of frequencies. Neurons can also have a very broad tuning and respond to a wide
range of frequencies. Bandwidth is a result of the combination of excitatory and inhibitory
inputs, shaping frequency response.
We calculated the 3 dB bandwidth of each neuron: difference of frequencies around the best
frequency that present firing rates of 0.5 times the firing rate at the best frequency.
Voronoi Diagrams
In order to illustrate the spatial arrangements that the different response attributes had on
each experiment we used voronoi diagrams or tessellations.
Voronoi diagrams are generated for a set of nodes (location of the localised neurons in our case)
by defining polygons that divide the space between the nodes in a way that all intermediate
points inside a polygon are closer to the node inside that polygon than to any other nodes.
Each polygon was then colour coded according to the value of the respective response attribute
exhibited by the node on that polygon.
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4.2.3 Correlations
Signal Correlation
Signal Correlation measures the similarity of the response properties between pairs of neurons
(tuning similarity). We used the signal correlation, defined as the Pearson correlation coefficient
of the mean spike count for each stimulus as the metric to quantify the degree of similarity:
rsignal =
E [N1N2]− E [N1]E [N2]
σN1σN2
(4.2)
Where E is the expected value and σ is the standard deviation of the mean spike count Ni.
Correlations were measured over the same 40 ms time window used for tuning characterisation.
Noise Correlation or Spike Count Correlation
Noise Correlation measures the tendency of neurons to fire together due to network dynamics
unrelated to the presented stimuli. We used the spike count correlation ([Bair et al., 2001],
[Kohn and Smith, 2005]), defined as the Pearson correlation coefficient of the difference between
the spike count for each trial and the mean spike count.
rsc =
E [∆N1∆N2]− E [∆N1]E [∆N2]
σ∆N1σ∆N2
(4.3)
Where ∆Ni corresponds to the difference between the mean response of cell i to a particular
stimulus and its response on a particular trial.
4.2.4 Timing Correlation
All-Way Shuﬄe Predictor
The All-Way Shuﬄe Predictor corresponds to the CCG calculated after shuﬄing the id of the
different trials. This allows to calculate the correlation between pairs of neurons eliminating
correlations locked to the stimulus.
CCGshuﬄed(τ) =
1
M
M∑
i=1
N∑
t=1
xi1(t) · xishuﬄed2 (t+ τ)
Θ(τ)
√
λ1λ2
(4.4)
Jitter Corrector
The Jitter Corrector (defined in [Smith and Kohn, 2008]) corresponds to the CCG calculated
over surrogate spike trains. The method for generating the surrogates can be summarised as
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follows:
• A window for jittering Tj ms is defined.
• Each spike train for each trial is divided in time windows of length Tj . The timestamps
of all spikes across trials within each time window are added to a pool of spikes.
• On each trial, for each time window, the spikes are replaced for a spike randomly chosen
from the corresponding pool of spikes.
This method effectively eliminates any correlation arising from slow oscillations and stimulus-
locked correlations.
CCGjittered(τ) =
1
M
M∑
i=1
N∑
t=1
xijitt1(t) · xijitt2(t+ τ)
Θ(τ)
√
λ1λ2
(4.5)
Time Scales of Correlations (rccg)
Correlations between pairs of neurons (noise correlation) vary when considering activity over
different time windows. As the time window increases we expect to find higher levels of
correlation. Finding time scales of correlations however does not provide information about the
source of such correlation. Correlations over larger time windows can increase due to common
temporal response profile to a particular stimulus (such us adaptation to pure tones in our case),
monotonically increasing well after behaviourally and physiologycally relevant time windows
(determined by the integration time window of downstream neurons [Cohen and Kohn, 2011]).
To study the timescales on which correlations arise we used the metric rccg
([Bair et al., 2001],[Kohn and Smith, 2005]), which corresponds to the integral of the CCG over
the integration time window, normalised by the geometric mean of the integral of the ACGs
over the same period. This equation calculates the proportion of spikes of both neurons that
happen within the integration time window (“coincident” within a jitter window), normalised
by the spike count of both neurons. It can be shown that rccg is equivalent to noise correlation
when calculated over the same time window.
rccg(t) =
t∑
τ=−t
CCG(τ)√
t∑
τ=−t
ACG1(τ) ·
t∑
τ=−t
ACG2(τ)
(4.6)
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CCG and ACGs were corrected by the all-way shuﬄe predictor.
4.2.5 Synchrony (Accg)
Synchrony refers to the tendency of neurons to fire with short (few milliseconds) and consistent
delays between them. To quantify the synchrony between neurons we used the area Accg under
the jitter-corrected CCG ([Smith and Kohn, 2008]). The jitter-corrected CCG reflects the
correlations between neurons after removing slow oscillations (jittering window used was 50
ms) and stimulus-locked variations. Shared synaptic inputs and connectivity between pairs of
neurons are among possible causes of synchronous firing ([Hansel and Sompolinsky, 1996]).
By integrating the area under the CCG between [-10,10] ms we can quantify the level of
synchronised activity between pairs of neurons. This synchrony reflects tightly coupled activity
at short timescales, removing activity loosely coordinated on longer timescales by using the jitter
corrected version of the CCG.
Accg =
10∑
τ=−10
[CCG(τ)− CCGjitter(τ)] (4.7)
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4.3 Results: Characterization of a local population
4.3.1 Response Properties
Characteristic response properties on a local population
Our dataset consisted of 12 recordings, with an average of 20.25 ± 5.75 units/neurons per
experiment from which 10 ± 3.4 had a clear frequency tuning (109 neurons in total). From
our units/neurones 24.6 % were classified as Narrow Spiking/Fast Spiking, while the remaining
75.4 % were Broad/Regular Spiking neurons, close to the 20 % of inhibitory / 80 % excitatory
found in cortex. The difference can be explained by the partial overlap between our clusters
of RS/FS neurons, as seen in figure 3.2, which probably lead to misclassifying some units or
by the existence of pyramidal neurons with narrow spike waveform ([Hromadka et al., 2008],
[Timofeev et al., 2002]).
We used pure tones (13 frequencies, between 3-48 KHz at 1/3 octaves. 70 dB). Each
stimulus was repeated at least 94 times (mean number of trials 120.9) and from those trials
we characterised the response properties of our recorded neurons. Mean spontaneous firing
rate was 1.7±2.2, 90 % of the cells had spontaneous firing rates below 4.6 spikes/sec, while
peak evoked firing rates were 3.3 ±3.5. 90 % of the cells had peak evoked firing rates below
7.3 spikes/sec (in accordance with low firing rates reported elsewhere: [Hromadka et al., 2008],
[Bandyopadhyay et al., 2010], [DeWeese et al., 2003]). In figure 4.1 we can see a representation
of the wide range of response profiles we recorded in our experiments. In this figure we show
the different metrics used to characterise the response properties for four different experiments
(Best Frequency BF, Tuning, Bandwidth, and Peak Latency from onset).
Figure 4.1: Characteristic response properties on a local population
Last row: Estimated location of each neuron, colour coded by preferred frequency Fifth row: for
each neuron the tuning curve is overlaid on the estimated location along with the LFP tuning (top left).
LFP tends to show similar frequency preference than the recorded single units. Single units exhibit a
variety of tuning curves ranging from almost identical to non overlapping and dissimilar. Highlighted
with segmented red squares are two pairs of neurons which have preferred frequencies on opposite ends
of the covered frequency range (fractured tonotopy). Fourth row: shows the wide range of temporal
response profiles displayed by the recorded neurons (rasters x axis: 0-40 ms, y axis: 3-48 KHz), on the top
left the temporal profile for the LFP (x axis: 0-200 ms, y axis: 3-48 KHz). First three rows: display
the voronoi diagram of the BF, Bandwidth and Peak Latency, showing the fractured response properties
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Figure 4.1: Characteristic response properties on a local population
exhibited on a local population. On these diagrams we see mostly smooth transitions along the
respective colour codes, meaning that neighbouring neurons tend to have similar response properties,
however sudden jumps are present which disrupt the otherwise smooth representation
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Figure 4.1: Characteristic response properties on a local population
Reponse properties tend to be similar among the local population, but large differences are also
possible. Here we show for 4 recordings the response properties: best frequency, bandwidth and latency
from onset.
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The last row in figure 4.1 displays for each experiment the estimated location of each isolated
unit, marked with a circle (Fast Spiking) or a rectangle (Regular Spiking) which is colour
coded according to their Best Frequency. From these graphs we can appreciate that neurons
seem to be close to each other, rather than having an even and random distribution in space
(This is later quantified using an overlap metric, section 4.3.3). The fifth row shows the
tuning of each unit overlaid on its estimated position, from these graphs we can see that in
most cases tuning curves are fairly similar within a single experiment, with similar bandwidth
and profile, however neighbouring neurons can also have clear differences in bandwidth and
tuning curve shape. We also display on the top left corner the LPF’s tuning for each ex-
periment, which resembles the tuning curves of single units in terms of best frequency and shape.
The fourth row in figure 4.1 shows the temporal profile of single units’ responses (PSTH: 0-40
ms), from here we see that on a single experiment very different temporal profiles were possible
in terms of delay, transient response or sustained firing. We also plot the temporal response
for the LFP (0-200 ms) from where we can also see the preferred frequency of the LFP (bright
white, corresponding to large negative deflections on the LFP) and delay (26.67 ± 4.16).
The first three rows in figure 4.1 correspond to voronoi diagrams which display the topo-
graphic organisation with respect to different response properties: Best Frequency, Bandwidth
and Peak Latency from onset. The BF voronoi diagrams show that in some cases there was a
smooth tonotopy with all neurons exhibiting similar preferred frequency (as in the second and
fourth rows), while on other experiments neighbouring neurons had very dissimilar preferred
frequency (first and third rows). Bandwidth and Latency diagrams show in general a smooth
topographic arrangement, but still on a single experiment both ends on the colour bar could be
present on the diagram (third and fourth rows).
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Figure 4.2: Statistics of response properties
Neighbouring neurons tend to exhibit similar response properties, irrespective of the distance between
them, but large differences where possible also irrespective of the distance. A: The mean difference in
Best Frequency was 7 KHz, with a maximum difference of 43 KHz. B: the mean difference in bandwidth
was 4.4 KHz with a maximum difference of 31.4 KHz. C: The mean difference between peak latency was
7.2 ms with a maximum difference of 33 ms. Differences in response properties remained concentrated
on small values (D, E).Neurons tended to have similar preferred frequency as the LFP, with a mean
difference of 11.8 KHz. Our dataset showed inhomogeneous distribution of preferred frequencies as
reported elsewhere (G). Our dataset showed a large distribution of peak latencies with a mean delay of
25.2 ms (H). The recorded neurons showed a wide range of bandwidths, with a mean of 5.9 [KHz].
111
The mean Best Frequency for our dataset was 14.4 KHz (See figure 4.2 panel G for a histogram
of frequency representation on our dataset), the mean latency was 25.2 ms (See figure 4.2 panel
H for a histogram of the latency) and the mean Bandwidth 5.9 KHz (See figure 4.2 panel I
for a histogram of bandwidth). In accordance with previous reports of auditory cortex, which
show that the representation of frequencies in the auditory cortex is not homogeneous, having
a maximum at around 22 KHz ([Rothschild et al., 2010]), while the mean delay for layer 5 has
been measured to be around 21 ms ([Sakata and Harris, 2009]).
In our recordings we found that neighbouring neurons in deep layers of primary auditory
cortex present similar response properties when stimulated with pure tones. When comparing
pairs of simultaneously recorded neurons, we measured a difference in Best Frequency of 7.0 ±
8.9 KHz, a difference in Bandwidth of 5.27 ± 4.7 KHz and a difference in latency of 7.2 ± 6.5
ms. The difference between preferred frequency of single neurons and the preferred frequency
of the LFP was: 11.8 KHz ± 13.2.
We found that local populations tend to share similar response properties ( figure 4.2 panels D
and E shows two dimensional histograms of the differences in response properties between pairs
of neurons). 90% of the simultaneously recorded pairs had a difference in preferred frequency
below 19 KHz, a difference in latency below 17 ms and a difference in bandwidth below 9.4 KHz.
However, a fractured tonotopy was seen on most recordings, while the tendency was to share
similar response properties there were pairs of neurons displaying various properties. The
difference in preferred frequency was of up to 43 KHz, almost the full width of the covered
spectrum. The maximum difference in latency was as high as 33 ms, while the maximum
difference in bandwidth was 31.4 KHz.
None of the measured metrics depended on distance, with pairs of neurons exhibiting either
similar or very dissimilar response properties, irrespective of the distance between them (See
figure 4.2, panels A, B and C).
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4.3.2 Correlations
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Figure 4.3: Correlations on a local neuronal population
Signal versus Noise correlation (A). The wide range of measured signal correlation was independent of
distance between the neurons, the mean signal correlation of 0.53 was higher than previously reported
values on A1, which could be attributed to the simple stimulus used and the columnar disposition of
the recorded population. (B). Noise correlations remained low with a mean value of 0.05, lower than
previously reported values (C) Noise correlation showed a weak but significant dependance on distance.
Noise correlation was higher for pairs of putative Inhibitory-Inhibitory neurons as expected by their
tendency to share common inputs from a large number of cells (D). Correlations at larger time windows
decreased with distance as expected given the smaller ratio of common inputs as distance increases (E).
The level of correlation was higher during spontaneous activity when compared to evoked, which could
be explained by the activation of subnetworks bringing the population to a decorrelated stated of higher
responsiveness (F). Synchrony was also smaller during evoked activity (G), which could be due to
synaptic connections with changing strength under different stimuli conditions. Synchrony showed a
gradual but significant decay with distance in agreement with lower connectivity levels as distance
increases (H and I)
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Signal and Noise Correlation
Signal correlation measures similarity on response properties of pairs of neurons. The more
similar their responses (neurons respond to similar frequency ranges, in our case) the higher the
correlation. Uncorrelated (zero correlation) pairs of neurons will have very different response
properties (for example two perfect bandpass neurons whose filters do not overlap in frequency).
Neurons can have negative correlation when their preferences in stimuli are different but not
completely orthogonal.
High levels of signal correlation implies that there are neurons encoding very similar informa-
tion (responding to similar stimuli). This could be interpreted as redundancy and a reduction
in the overall capacity of the network to transmit information. However, neither stimuli nor
neuronal responses are discrete one dimensional variables. Overlap between receptive fields
(correlation) is necessary to ensure full coverage of the stimuli space and to provide reliability
given non deterministic neuronal responses. Responses of population of neurons are decoded
by downstream neurons, extracting available information.
Whether information is gained or lost depends not only on signal correlation, but also on
noise correlation. Noise correlation measures correlations of pairs of neurons that are not
due to the stimuli. Noise correlation could confound a downstream decoder, since it provides
information about changes in levels of neuronal activity unrelated to the stimuli. However, given
for example the case of neurons having positive signal correlation (similar preferred stimuli)
if they have negative noise correlation it means that for trials when one neuron increases its
firing rate the other decreases its firing rate and vice versa. In that case information carried by
the pair could be larger than information carried if they were uncorrelated (i.e. variability on
their responses across trials were unrelated) and this can be seen as a system that ensures that
information is available for downstream neurons while minimising the number of active neurons
(see [Cafaro and Rieke, 2010] for experimental evidence on how noise correlation can increase
reliability in downstream neurons).
In general when signal and noise correlation are both positive or negative, there is a lost
on information compared to the case when the pair of neurons are uncorrelated (zero noise
correlation). While pairs of neurons having opposite sign on noise and signal correlation
will be carrying more information compared to the case when they are uncorrelated (zero
noise correlation). This has been shown both in simulations and experiments, however from
experimental data correlation has been found to have a very small effect on information (see
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[Averbeck et al., 2006] for a complete review).
While levels of signal correlation are mainly determined by the stimuli used and the
receptive field of the sampled neurons, noise correlation is influenced also by a number of
other factors. Noise correlation tends to be positive and larger between cells that have larger
signal correlations (they are positively correlated). Different values of mean noise correlation
have been reported ranging from 0.05 to 0.3 (see [Cohen and Kohn, 2011] for a comparison
between species, areas and conditions). However, estimated values of noise correlation
are heavily affected by: firing rates (low firing rates lead to low correlations), integration
time window used (shorter time windows can produce smaller correlations than longer time
windows), spike sorting errors (mixing spikes from two neurons can lead to higher noise cor-
relation, while conservative spike sorting (deleting outliers) can decrease the level of correlation).
We found a wide range of signal correlations among the local population. Mean signal corre-
lation was 0.53 ± 0.37, with high values of signal correlation found irrespective of the distance
between the neurons, as seen in figure 4.3 panel B. The mean noise correlation was 0.05 ± 0.07,
with a small but significant decrease with distance (r: -0.18, p-val: 0.004, figure 4.3 panel C).
Noise correlation was in agreement with values reported in [Sakata and Harris, 2009] for neigh-
bouring neurons in deep layers, but noise correlation in [Rothschild et al., 2010] was four times
larger, while signal correlation was almost ten times higher than values reported on both studies.
The difference in signal correlation can be explained by our particular setup that allowed
us to record from a very dense local population spanning a column, as opposed to widely
spaced arrays ([Sakata and Harris, 2009]) or superficial imaging that does not target columnar
populations ([Rothschild et al., 2010]). These studies were better suited to study trends and
correlations at large distances, while our study focuses on local neuronal populations. Another
reason for our higher values could be the stimuli used, since neurons in auditory cortex are
known to be sensitive to stimulus intensity and we used iso-intensity tones. By removing one
dimension to our stimuli we are effectively increasing signal correlation between cells that might
have different intensity preferences.
Difference in noise correlation between our values an those reported by [Rothschild et al., 2010]
can be explained by the much larger time window used on [Rothschild et al., 2010] to calculate
correlations (190 ms) which leads to higher correlations that match the asymptotic value
seen in figure 4.3 panels D and E. This level of correlation is unlikely to be physiologically
and behaviourally relevant ([Cohen and Kohn, 2011]) and this correlation should not impact
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decoding done by downstream neurons.
Signal and noise correlation were spread between quadrants associated to decrease on
information (2nd and 3rd quadrants, where both correlations are either positive or negative)
and a minority in quadrants (1st and 4th, correlations of opposite signs) linked to an increase
on information carried by the pairs. This compares to [Rothschild et al., 2010] where they show
similar distribution. Although without doing an information theory analysis we cannot state
that this is the case.
Timescales of Correlations:
When measuring correlations in variable integration time windows (rccg(t)) we found that corre-
lation increases as the integration time window increases, reaching a plateau at around 150-200
ms, indicating that neurons are also correlated in their responses to stimulus offset (stimulus
offset happens at t=100 ms). Correlation was higher between pairs of putative inhibitory
neurons (classified based on waveforms as FS/NS), compared with pairs of excitatory-inhibitory
(RS-FS) and excitatory-excitatory (RS-RS) pairs (ANOVA F:4.72 p:0.009, figure 4.3 panel D)).
We also found that correlation decreases with distance and this difference is more noticeable
at larger integration time windows (figure 4.3 panel E). For neurons that are more than 200 µm
apart, rccg reached a mean value of 0.12, while for neurons closer than 100 µm rccg saturated at
0.17. This indicates that in shorter time windows correlation between neurons is less dependant
on distance, while for longer time windows neurons that are further apart tend to differentiate
more in terms of variability in their response to the stimuli. Although the stimuli used for
the analysis (100 ms pure tones) might influence this behaviour, since other mechanisms come
into play after the initial response to the stimulus, longer time windows will include additional
effects when calculating correlation between neurons.
We also found that the level of correlation decreases by 84% from spontaneous activity to tone
evoked activity (figure 4.3 panel F). That implies that the activity of the population is more
coordinated during spontaneous activity, while tones effectively decorrelate the population.
This correlation comes from both slower oscillations and synchronous activity on short time
scales.
When focusing on short timescales to study the level of synchrony in the population, we
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calculated the integral (Accg) under the corrected CCG (corrected by a 50 ms jittered CCG).
We found that synchrony decays with distance much faster than correlation.
Decay in synchrony versus distance was similar for both spontaneous and evoked ac-
tivity (figure 4.3 panels I and H respectively), which implies that sources of synchrony,
such as common inputs to the neurons, are shared between both states and the proportion
of common inputs shared between neurons decays steadily with distance (r:-0.1 p-value: 0.0004).
The level of synchrony was considerably smaller during evoked activity, a 63% of the level
measured during spontaneous activity. Indicating that although the levels of correlation remain
high (84 % decrease), stronger functional connectivity leading to synchrony actually differ
between states and they are weaker or less numerous during evoked activity.
Correlations at different timescales are thought to be essential for computation, informa-
tion transmission and development. Different brain states involve different activation patterns
of neuronal subnetworks which are reflected on the LFP, membrane potential of the popu-
lation and their spiking activity ([Poulet and Petersen, 2008], [Isaacson and Scanziani, 2011],
[Uhlhaas et al., 2009]). The gamma band of the LFP is of special interest given the differences
seen between the different behavioural states and stimuli conditions. This changes are thought
to be generated by changes in the inhibitory and excitatory inputs going into the population
with sub threshold inputs generating changes in membrane potential increasing or reducing
responsiveness of the population. Decorrelation of the membrane potential of neighbouring neu-
rons can be achieved by changing the pattern of sub threshold inputs, and is reflected on a
decorrelation of the LFP and increases responsiveness of neurons to incoming inputs. During
spontaneous activity neuronal populations are expected to exhibit a higher correlation than
during evoked activity, since the activation of subnetworks will bring the population to a state
of lower correlation and higher responsiveness.
4.3.3 Functional Connectivity
As we showed in section 3.3.2 our probability of synaptic connection was low (0.005), with
synaptically connected neurons forming small networks, triplets being the most common motif
and an average size of 2.84 neurons per ensemble/cluster.
Here we explore how this highly non-random connectivity pattern relates to functionality,
comparing different response properties for connected versus unconnected pairs. On this
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analysis we only included pairs that had clear tuning on both units, which drastically reduced
our number of synaptically connected pairs from 26 to 10. A possible reason for this reduction
is sparse response to stimuli, as shown in [Hromadka et al., 2008]. Different subsets of neurons
are active at different times. This can hold even for synaptically connected pairs, since by
doing CCG analysis we are only analysing how the activity of those two particular cells relate,
ignoring the effect of all other synaptic inputs that can be activated.
Synaptically connected pairs could be forming networks of relay cells that together increase
reliability on the output information transmitted as it can be inferred from figure 4.4 where
we plot the response of synaptically connected pairs across trials. From this figure we can see
that synaptically connected neurons which shared frequency response properties, did not have
the same responsiveness across trials. Nevertheless, given this small number of synaptically
connected pairs our conclusions about functional connectivity will most likely differ when
analysing a larger dataset.
Figure 4.4: Synaptically connected pairs and response across trials
Synaptically connected neurons that shared frequency response properties did not have the same
responsiveness across trials. For three synaptically connected pairs we plot ACGs and CCG (first three
columns). Last column corresponds to the tuning curve changing across trials (X axis: frequency 3-48
KHz, Y axis: trials)
In terms of difference in BF of the two neurons the difference in their mean was not
statistically significant (connected pairs 10.2 ± 9.1 KHz, unconnected pairs: 6.9 ± 8.9 KHz.
F:1.37 p:0.2 ANOVA), the difference in BW was small and not significant (connected pairs: 3.5
± 3.4 KHz, unconnected pairs: 4.4 ± 4.3 KHz. F:0.4 p:0.5)) and the difference in delay was also
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not significant (connected pairs: 10.6 ± 9.6, unconnected pairs: 7.15 ± 6.4. F:2.8 p:0.1). The
difference in signal correlation between both groups was also not significant (signal correlation
connected pairs: 0.68 ± 0.24, versus 0.53 ± 0.37), while the noise correlation presented a
significant difference (0.12 ± 0.1 versus 0.05 ± 0.07. F:9.23 p:0.0025)
We found no clear separation with respect to the difference in frequency, bandwidth or
preferred frequency between BS-NS synaptic connections and BS-BS connections (ANOVA.
Difference in BW: F:1.04 p:0.3, Difference in BF: F:0.4 p:0.6, Difference in Latency: F:0.02 p:0.8).
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Figure 4.5: Detected synaptic connections per experiment
Examples of synaptic connections detected on four recordings, from were the motif of triplets of
connected neurons is easily seen. The small number of detected pairs and the poor quality of the tuning
shown did not allow to make conclusions about the functional connectivity. Left: diagram of the
recorded neurons, colour coded by preferred frequency, cells that were not included for tuning analysis
do not display a symbol. Excitatory connections are represented by a red line. Blue circles surround
neurons that are inhibiting, red squares surround those that are exciting. Symbols were added to the
following columns to identify the corresponding neuron. Middle: ACG of both neurons for each
detected pair and the CCG between them (ACG is colour coded according to assigned cell type: blue
(FS/NS) or red (RS/BS)). CCG shows the upper bound (red) and lower bound (blue) for monosynaptic
detection. Right: Normalised and not normalised tuning curve of the neurons, colour according to
whether the cell is inhibiting (blue), exciting (red) or none (black)
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4.3.4 Discussion
Tonotopy in mouse primary auditory cortex has been recently revisited on a number of studies.
[Rothschild et al., 2010], [Bandyopadhyay et al., 2010] and [Hackett et al., 2011] have shown
that in upper layers of primary auditory cortex (II/III on the first two studies and layer II/III
and IV on the last) of primary auditory cortex tonotopy exists on a large scale, but it is
fractured on a small scale. In the mean time [Guo et al., 2012] reports that tonotopy varies
between areas and layers of auditory cortex, finding tonotopic arrangement in middle layers
(IV) of core/primary auditory cortex, but not in belt fields that surround it.
Reports from [Hackett et al., 2011] and [Guo et al., 2012] agree that tonotopy is dependant
on the area of auditory cortex under study (primary or belt regions) and layer, with layer IV
having stronger tonotopy than layers II/III. They both also show that when considering LFP
the tonotopic arrangement is less strict.
In this study we found that local neuronal populations in deep layers of primary auditory
cortex tend to exhibit similar response properties when stimulated with pure tones. However,
within this local network, there are discontinuities that fracture the otherwise smooth repre-
sentation and large differences in properties are possible. Although we did not perform several
penetrations along the caudal rostral axis on each animal, we suspect that our findings agree
with fractured tonotopy reported in [Rothschild et al., 2010], [Bandyopadhyay et al., 2010],
[Hackett et al., 2011] and [Guo et al., 2012] for upper layers, and this might apply as well to
the other response properties measured (bandwidth and peak latency).
We measured a wide range of signals correlations among local populations, while the noise
correlation remained low. Both correlations were independent of distance, which might be
explained by the fact that most of the contribution to the Euclidian distance was vertical
distance. High levels found on signal correlation are in agreement with the similarity of response
properties measured for pairs of neurons.
Our reported mean signal correlation (0.53 ± 0.37) is much higher than values reported
before in mouse primary auditory cortex ([Sakata and Harris, 2009], [Rothschild et al., 2010]),
which could be due to our ability to record from local populations on a column and columnar
processing (as inferred by columnar activation shown in [Goldschmidt et al., 2004] and periodic
columnar arrangement [Maruoka et al., 2011]) can generate higher levels of correlations among
our recorded units. Also our stimuli could be masking stimuli preferences of intensity tuned
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neurons, that for our iso-intensity tones will have higher signal correlations.
Mean noise correlation (0.05 ± 0.07) on the other hand was in agreement with
[Sakata and Harris, 2009], but almost four times smaller than the mean value reported in
[Rothschild et al., 2010]. This difference was attributed to the difference in the integration
time window used to calculate correlations. Our level of correlation was as high as the value
reported in [Rothschild et al., 2010] when considering a similar time window. However these
large time windows are most likely not relevant for downstream neurons and therefore for
behaviour ([Cohen and Kohn, 2011]).
Synchrony in the local population was on the other hand dependant on distance, with a small
but significant decay with distance. This means that although general levels of correlations
remain unchanged for different distances synchrony was more localised and decayed with
distance. This can also be explained by a simple extrapolation of Peter’s rule (which was also
verified in our recordings by measuring the overlap of the recorded pairs versus synaptically
connected pairs), since neurons that are farther away do not have the physical contact
required to establish synaptic connections (overlap between axons and dendrites), and neurons
sharing physical space are more likely to share common inputs (overlap between their dendrites).
Our set of neurons for functional connectivity analysis was very small and we don’t
expect them to be representative. We found no significant difference between unconnected
or connected pairs in terms of response properties of the connected neurons. We found
that for our connected pairs on which both neurons responded to tones, they did not have
the same responsiveness across trials and this behaviour might be a mechanism that en-
sures a reliable response on downstream neurons. Correlated variability across trials could
also be induced by the simple stimulus used and might not be present on more complex stimulus.
Finding out the design strategies of real neuronal systems will allow to apply them to
biologically inspired systems. From the macro spatial arrangements such us tonotopy to how
neighbouring processing units handle the information, how they differ, on which aspects they
are similar and how they are connected to each other. Following these rules we can aim to
achieve the levels of reliability and processing speed measured from experimental behavioural
data.
Although decoding of synthetic data has long been based on digital systems, the extraction
of information and decoding can be also made through analogue systems mimicking neuronal
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systems. The final goal of the brain is to process incoming information, decode and relate with
stored information and decide an action based on this. Designing machines that follow an
analogue logic rather than the binary system used on normal computers would allow to include
the principles that govern information processing and storage in the brain. Connectivity and
response characterisation are the most simple readouts we have from neuronal circuits and
matching experimental measurements is one of the first verifications to be done when building
an artificial system.
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5 Conclusions and Future Work
We have introduced two novel and simple models that exploit spatial information available
from the extracellular signal recorded with high density multi electrode arrays. A localisation
algorithm that retrieves the three dimensional position of the soma and a phenomenological
model that parametrises salient morphological features of recorded neurons. We tested both
models on simulated data and evaluated them on real data recorded from mouse auditory cortex.
We retrieved locations of neurons within expected ranges for MEA recordings in cortex,
a coverage volume where existing models fail to estimate the correct distance. We used our
localisation model to measure drift during a typical recording, finding that drift occurred
mostly upwards and that the drift of each neuron was independent from the rest. We concluded
that drift was due mostly to mechanical instability caused by proximity to the probe.
We characterised our recorded population, classifying them based on spike waveform, firing
patterns and connectivity. Finding that they largely matched expected classes found in layer
5. We found our large bursty pyramidal cells to be densely connected as expected and we
found that they were targeting a large proportion of inhibitory neurons (which could not be
classified by existing methods). Although probability of monosynaptic connections was low,
connectivity patterns were highly nonrandom finding that triplets were the most repeated motif.
We used our MoG model to parametrise salient morphological features of our recorded
neurons and we separated them into putative morphological classes. Most neurons shared
some property with neurons on their classes (firing pattern, bandwidth or delay). Finding
at least six pairs of classes whose response properties to stimulus were significantly different.
We expect that by analysing larger datasets, errors during the clustering procedure will be
minimised and the effect of outliers will become negligible. Using wider MEAs will certainly
increase the proportion of cells that can be included in this analysis, since for our narrow array,
most neurons were not facing the MEA, therefore the morphological information that could be
retrieved from them was not useful.
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These two models provide valuable information for the study of local networks. We know
that neurons are organised in topographic maps, with columnar functional organisation and
periodic columnar arrangements. We also know that neurons are highly specialised and the
role they play within their network is reflected on their morphology, physiology and location
within that network. The level of specificity in neural networks is such, that neurons will form
synapses only with very well defined types of neurons and even more they target specific parts
of those postsynaptic cells.
Adding spatial localisation and morphological information to extracellular recordings allows
to reduce uncertainty about neuronal type and will help to further elucidate intricate neural
networks and the role played by each of their members.
In this study, we have also characterised functional properties on deep layers of mouse
auditory cortex. Combining spatial information with functional characterisation we showed
that there is a fractured arrangement, with neighbouring neurons tending to have similar
response properties, but large differences were still possible even between adjacent neurons.
We found that levels of correlation were higher than previously reported values, which can be
explained by our particular setup (this is the first report of a columnar population in deep layer
of auditory cortex), since we were targeting columnar populations, we expected to have higher
correlations considering a columnar processing.
Given the highly non random connectivity patterns found and the importance of layer 5 as
the output layer it is necessary to further study mechanisms that ensure reliability and error
free transmission to downstream neurons.
5.0.5 Future Work
Studying neural networks involves characterising their components with the highest level of
detail possible (nevertheless, abstractions are always necessary at some level). Each component
is playing a very specific role and interactions between different types of neurons are non
random (although connectivities between particular members might be random).
Our understanding of the brain at a microscopic level (single neurons) and macroscopic
level (brain areas) has increased in last decades, mainly because technological advances have
made studies possible. However, at the mesoscopic level (microcircuits involving networks of
hundreds or thousands of neurons) studies are still limited by the available technology.
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Extracellular electrophysiology has been stigmatised by its lack of spatial resolution and
the inability to identify neuronal types. Although high density multi electrode arrays are
increasingly being used, information extracted from these recordings remains the same as from
simpler electrode configurations, like tetrodes.
Given these limitations found on electrophysiology, two-photon microscopy has become the
tool of choice when studying neural networks. One of the advantages of this technology is
the great spatial resolution and coverage, well above volumes sampled using electrode arrays.
Another advantage is the possibility to “colour-code” different types/subtypes of neurons or
even parts of neurons, by cloning fluorescent proteins and controlling their expression genetically
on the population of interest (other similar alternatives are also possible: delivering indicators
using viruses or doing electroporation among others). This makes of two-photon microscopy
a powerful tool for the study of networks, since the activity of large populations of identified
neurons can be recorded simultaneously.
However, two-photon microscopy has a limitation imposed by the speed and temporal
resolution that the system can achieve. Spanning larger volumes reduces temporal resolution
and the monitoring of neural activity relays on slow changes of concentration of ions (Ca2+)
that do not provide the temporal resolution achieved by extracellular recordings (which relay
on much faster ion currents, like Sodium and Pothasium). Bursts of activity, exact time of
spikes and number of spikes during long bursts cannot be recovered, making recovery of firing
patterns and precise temporal information more difficult. The study of sub (or in the order
of) milliseconds interactions between neurons and information contained in complex temporal
firing patterns is not possible using two-photon microscopy.
Therefore we have technologies that rather than competing are complementing each other.
High density intra-cortical electrode arrays are a relatively new technology that is still under
development. To our knowledge there are still no publications using arrays like the ones used on
our experiments. The improvement of these type of electrodes, reducing damage on surrounding
tissue, improving signal to noise ratio and increasing recorded volume are major challenges that
are just starting to be addressed.
Using our models alone on extracellular data from MEA recordings still leaves the question
of verifying neuronal types and localisation. Different approaches can be used to validate this
information. Using indicators of activity is one option that would reduce the uncertainty about
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the estimated location and morphology of the recorded neurons (see [Goldschmidt et al., 2004]
for a technique using thallium as analogue for K+, allowing to detect post mortem neurons
that were active on the period previous to perfusion). Another option is to determine the
exact cell type post-hoc using immuno-histochemistry procedures. By combining both we could
have recordings of large neuronal populations and perform post-mortem validation of identified
neurons.
All methods (our approach based on MEA recordings and two-photon recordings) relay on
the availability of information regarding neuronal type. In the case of two-photon, only types
of neurons that have already been identified as such can be targeted during labelling. However,
we know that our knowledge about neuronal classes and subclasses is very limited, specially
regarding classification of interneurons. It is therefore necessary to increase in the first place
our knowledge about neuronal classes in order to make full use of these tools.
Classification of neurons has been done mostly from in-vitro studies. By characterising their
morphology and electrophysiology, researchers have been able to identify classes and sub classes
of neurons. Using our MEA based approach combined with visually targeted intra or juxta
cellular recording/labelling, we could in the future identify in-vivo classes of neurons and find
differences between neurons that based on existing classification lay on the same class.
High density electrode arrays can be used to fit detailed compartmental models of neurons;
however, this could require a high level of detail that might not be available and would make
the fitting of the models under constrained. However, using abstractions as the ones used in our
models we can characterise the morphology and electrophysiology of the neurons with the level
of detail necessary to identify different classes of neurons.
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