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Degenerate 4-Dimensional Matrices with Semi-Group Structure
Olga Veko∗, Elena Ovsiyuk†, Alexandru Oana‡, Mircea Neagu§,
Vladimir Balan¶, Victor Red’kov‖
Abstract
While dealing with the nontrivial task of classifying Mueller matrices, of special interest is the study
of the degenerate Mueller matrices (matrices with vanishing determinant, for which the law of multi-
plication holds, but there exists no inverse elements). Earlier, it was developed a special technique of
parameterizing arbitrary 4-dimensional matrices with the use of a four 4-dimensional vector (k,m, l, n).
In the following, a classification of degenerate 4-dimensional real matrices of rank 1, 2, and 3 is elabo-
rated. To separate possible classes of degenerate matrices of ranks 1 and 2, we impose linear restrictions
on (k,m, l, n), which are compatible with the group multiplication law. All the subsets of matrices ob-
tained by this method, form either subgroups or semi-groups. To obtain singular matrices of rank 3, we
specify 16 independent possibilities to get the 4-dimensional matrices with zero determinant
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1 introduction
In polarization optics, an important issue is to classify possible classes of the Mueller matrices. In particular,
of special interest are degenerate Mueller matrices (with vanishing determinant).
There is known a special technique of parameterizing arbitrary 4-dimensional matrices fromGL(4,C) with
the use of four 4-dimensional vector (k,m, l, n). In the following, a classification of degenerate 4-dimensional
real matrices of rank 1, 2, 3 is elaborated. To separate possible classes of degenerate matrices of ranks
1 and 2, we impose linear restrictions on (k,m, l, n), which are compatible with the group multiplication
law. All the subsets of matrices obtained by this method form either subgroups or semigroups. To obtain
singular matrices of rank 3, we specify 16 independent possibilities to get the 4-dimensional matrices with
zero determinant1.
In Weyl spinor basis, an arbitrary (4 × 4)-matrix can be parameterized by four 4-dimensional vectors
(k,m, l, n)
G =
(
k0 + k ~σ n0 + n ~σ
l0 + l ~σ m0 + m ~σ
)
=
(
K N
L M
)
. (1.1)
The matrices G will be real if the second components of parameters are imaginary
k∗
2
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∗
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∗
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∗
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and all remaining components are real. The law of multiplication in explicit form is
k′′
0
= k′
0
k0 + k
′ · k+ n′
0
l0 + n
′ · l ,
m′′
0
= m′
0
m0 +m
′ ·m+ l′
0
n0 + l
′ · n ,
n′′
0
= k′
0
n0 + k
′ · n+ n′
0
m0 + n
′ ·m ,
l′′
0
= l′
0
k0 + l
′ · k+m′
0
l0 +m
′ · l ,
k′′ = k′
0
k+ k′ k0 + i k
′ × k+ n′
0
l+ n′ l0 + i n
′ × l ,
m′′ = m′
0
m+m′ m0 + i m
′ ×m+ l′
0
n+ l′ n0 + i l
′ × n ,
n′′ = k′
0
n+ k′ n0 + i k
′ × n+ n′
0
m+ n′ m0 + i n
′ ×m ,
l′′ = l′
0
k+ l′ k0 + i l
′ × k+m′
0
l+m′ l0 + i m
′ × l . (1.2)
Now we will study the degenerate 4-dimensional matrices of rank 1, 2, 3. To separate possible classes of
degenerate matrices of ranks 1 and 2, we impose linear restrictions on (k,m, l, n), which are compatible with
the multiplication law (1.2). All the subsets of matrices obtained by this method, form either sub-groups or
semigroups. Below, only final results will be presented.
2 One Independent Vector: Variant I(k)
First, we consider the variants with one independent vector.
Variant I(k):
n = A k , n0 = α k0 , m = B k , m0 = β k0 , l = D k , l0 = t k0 . (2.1)
The group multiplication law takes the form
k′′
0
= k′
0
k0 + k
′ · k+ αt k′
0
k0 +AD k
′ · k ,
m′′
0
= β2 k′
0
k0 +B
2 k′ · k+ tα k′
0
k0 +DA k
′ · k ,
n′′
0
= α k′
0
k0 +A k
′ · k+ αβ k′
0
k0 +AB k
′ · k ,
l′′
0
= t k′
0
k0 +D k
′ · k+ βt k′
0
k0 +BD k
′ · k ,
k′′ = k′
0
k+ k′ k0 + i k
′ × k+ αD k′
0
k+At k′k0 + iAD k
′ × k ,
m′′ = βB k′
0
k+Bβ k′ k0 + iB
2 k′ × k+ tA k′
0
k+Dα k′ k0 + iDA k
′ × k ,
n′′ = A k′
0
k+ α k′ k0 + iA k
′ × k+ αB k′
0
k+Aβ k′ k0 + iAB k
′ × k ,
l′′ = t k′
0
k+D k′k0 + iD k
′ × k+ βD k′
0
k+Bt k′ k0 + iBD k
′ × k .
Let us impose the relations (2.1) for the double primed parameters:
n′′
0
= α k′′
0
,
α(1 + β) k′
0
k0 +A(1 +B) k
′ · k = α(1 + αt) k′
0
k0 + α(1 +AD) k
′ · k ,
m′′
0
= β k′′
0
,
(β2 + tα) k′
0
k0 + (B
2 +DA) k′ · k = β(1 + αt) k′
0
k0 + β(1 +AD) k
′ · k ,
l′′
0
= t k′′
0
,
t(1 + β) k′
0
k0 +D(1 +B) k
′ · k = t (1 + αt) k′
0
k0 + t(1 +AD) k
′ · k ,
2
n′′ = A k′′ ,
(A+ αB) k′
0
k+ (α+Aβ) k′ · k0 + iA(1 +B) k
′ × k
= A(1 + αD) k′
0
k+A(1 +At) k′ k0 + iA(1 +AD) k
′ × k ,
m′′ = B k′′ ,
(βB + tA) k′
0
k+ (Bβ +Dα) k′ k0 + i(B
2 +AD) k′ × k
= B(1 + αD)k′
0
k+B(1 +At) k′ k0 + iB(1 +AD) k
′ × k ,
l′′ = D k′′ ,
(t+ βD) k′
0
k+ (D +Bt) k′k0 + iD(1 +B) k
′ × k
= D(1 + αD) k′
0
k+D(1 +At) k′ k0 + iD(1 +AD) k
′ × k .
We get the equations:
α(1 + β) = α(1 + αt) , A(1 +B) = α(1 +AD) ,
(β2 + tα) = β(1 + αt) , (B2 +DA) = β(1 +AD) ,
t(1 + β) = t(1 + αt) , D(1 +B) = t(1 +AD) ,
(A+ αB) = A(1 + αD) , (α+Aβ) = A(1 +At) , A(1 +B) = A(1 +AD) ,
(βB + tA) = B(1 + αD) , (Bβ +Dα) = B(1 +At) , (B2 +AD) = B(1 +AD) ,
(t+ βD) = D(1 + αD) , (D +Bt) = D(1 +At) , D(1 +B) = D(1 +AD) .
(2.2)
We are able now to find all the solutions for this system. First, let us consider the system (2.2) with
three vanishing blocks – we obtain only
solution (K − 1),
A = α = 0 , B = β = 0 , D = t = 0 , G =
(
K 0
0 0
)
; (2.3)
these 4-matrices form a semi-group. Their rank is equal to 2. When det K = 0, then the rank of G equals
to 1.
Let us consider the solutions for two vanishing blocks. There arise three possibilities.
First, let it be
A = α = 0 , D = t = 0 ; (2.4)
the system (2.2) gives
β2 = β , B2 = β , βB = B , B2 = B , (2.5)
from which we obtain one new solution when B = β = 0:
solution (K − 2),
A = α = 0 , D = t = 0 , D = β = +1 , G =
(
k0 + k~σ 0
0 k0 + k~σ
)
; (2.6)
it is a set of non-degenerate matrices with a group structure.
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Now, let it be
A = α = 0 , B = β = 0 ; (2.7)
the system (2.2) gives
0 = 0 , A = 0 , 0 = 0 , 0 = 0 , t = t , D = t ,
0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , t = D , D = D , D = D ,
so we obtain
solution (K − 3),
A = α = 0 , B = β = 0 , D = t , G =
(
K 0
DK 0
)
,
G′G =
(
K ′ 0
DK ′ 0
)(
K 0
DK 0
)
=
(
K ′K 0
DK ′K 0
)
; (2.8)
this is a set of degenerate matrices of the rank 2 with a semi-group structure.
Now, let it be
B = β = 0 , D = t = 0 ; (2.9)
the system (2.2) reads
α = α , A = α , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
A = A , α = A , A = A , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
so we get
solution (K − 4),
A = α , B = β = 0 , D = t = 0 , G =
(
K AK
0 0
)
,
G′G =
(
K ′ AK ′
0 0
)(
K AK
0 0
)
=
(
K ′K AK ′K
0 0
)
; (2.10)
it is a set of matrices of the rank 2 and with a semi-group structure.
Let us consider cases with one vanishing block. The first possibility is
A = α = 0 ; (2.11)
the system (2.2) reads
0 = 0, 0 = 0, β2 = β, B2 = β, t(1 + β) = t, D(1 +B) = t, 0 = 0, 0 = 0, 0 = 0 ,
βB = B , Bβ = B , B2 = B , (t+ βD) = D , (D +Bt) = D , D(1 +B) = D .
These equations lead to already known ones:
solution (K − 3),
A = α = 0 , B = β = 0 , t = D , G =
(
K 0
DK 0
)
; (2.12)
solution (K − 2),
A = α = 0 , B = β = +1 , D = t = 0 , G =
(
k0 + k~σ 0
0 k0 + k~σ
)
. (2.13)
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The second possibility is
D = t = 0 ; (2.14)
the system (2.2) leads to
αβ = 0 , A(1 +B) = α , β2 = β , B2 = β ,
0 = 0 , 0 = 0 , (A+ αB) = A , (α+Aβ) = A , AB = 0 ,
βB = B , Bβ = B , B2 = B , 0 = 0 , 0 = 0 , 0 = 0 .
The equations (2.15) leads to already known ones:
solution (K − 2),
A = α = 0 , B = +1 , β = +1 , D = t = 0 ,
G =
(
k0 + k~σ 0
0 k0 + k~σ
)
; (2.15)
solution (K − 1),
A = α , B = β = 0 , D = t = 0 , G =
(
K 0
0 0
)
. (2.16)
The third possibility is
B = β = 0 ; (2.17)
the system (2.2) gives
0 = α2t , A = α(1 +AD) , tα = 0 , DA = 0 ,
0 = αt2 , D = t(1 +AD) , 0 = AαD , α = A(1 +At) , 0 = A2D ,
tA = 0 , Dα = 0 , AD = 0 , t = D(1 + αD) , 0 = DAt , 0 = AD2 .
Here there arise the already known solutions:
solution (K − 4),
A = α , B = β = 0 , D = t = 0 , G =
(
K AK
0 0
)
; (2.18)
solution (K − 3),
A = α = 0 , B = β = 0 , D = t , G =
(
K 0
DK 0
)
. (2.19)
Now, let us consider the cases in which all the blocks are non-vanishing
A , α 6= 0 , B , β 6= 0 , D , t 6= 0 ; (2.20)
then the system (2.2) gives
β = +αt , A(1 +B) = α(1 +AD) ,
(β2 + tα) = β(1 + αt) , (B2 +DA) = β(1 +AD) ,
β = +αt , D(1 +B) = t(1 +AD) ,
B = AD , (α+Aβ) = A(1 +At) , B = AD ,
(βB + tA) = B(1 + αD) , (Bβ +Dα) = B(1 +At) , (B2 +AD) = B(1 +AD) ,
(t+ βD) = D(1 + αD) , B = AD , B = AD .
(2.21)
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By eliminating B and β by B = AD , β = αt, the remaining independent equations are
(A− α)(1 +AD) = 0 , (AD − αt)(1 +AD) = 0 , (D − t)(1 +AD) = 0 ,
(A− α)(1 +At) = 0 , (D − t)(1 + αD) = 0 . (2.22)
First, let us study the case A = α; the system (2.22) takes the form
A = α , (D − t)(1 +AD) = 0 . (2.23)
We get two new solutions:
solution (K − 5),
A = α , B = β = AD , D = t , G =
(
K AK
DK ADK
)
; (2.24)
it is a set of degenerate matrices of rank 4 with semi-group structure. As easily verified, the multiplication
law holds indeed: (
K ′ AK ′
DK ′ ADK ′
)(
K AK
DK ADK
)
=
(
(K ′K +ADK ′K) A(K ′K +ADK ′K)
D(K ′K +ADK ′K) AD(K ′K +ADK ′K)
)
. (2.25)
Solution (K − 5)′,
A = α , B = β = −1 , D = t , G =
(
K AK
−A−1K −K
)
, G′G = 0 ; (2.26)
solution (K − 6),
A = α , B = −1, β = −At, D = −
1
A
,
G =
(
k0 + k~σ Ak0 +Ak~σ
tk0 −A
−1k~σ Atk0 − k~σ
)
; (2.27)
they are sets of degenerate matrices of rank 2 with semi-group structure.
Let us verify the multiplication law in the case K − 6:
G′G =
(
k′
0
+ k~σ Ak′
0
+Ak′~σ
tk′
0
− A−1k′~σ Atk′
0
− k′~σ
)(
k0 + k~σ Ak0 +Ak~σ
tk0 −A
−1k~σ Atk0 − k~σ
)
= G′′ ;
the result is presented via blocks:
(11) = (1 +At) k′
0
k0 + (1 +At)k
′k0~σ ,
(12) = A [(1 +At) k′
0
k0 + (1 +At)k
′k0~σ] ,
(21) = t (1 +At) k′
0
k0 −A
−1 (1 +At)k′k0~σ ,
(22) = At (1 +At) k′
0
k0 − (1 +At)k
′k0~σ ,
that is
k′′
0
= (1 +At)k0 k
′
0
, k′′ = (1 +At)k0 k
′ . (2.28)
Let us turn back to the system (2.22) and consider the case
A 6= α , 1 +AD = 0 ; (2.29)
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the equations (2.22) give only
solution (K − 7),
A,α, B = −1, β = −
α
A
, D = t = −
1
A
,
G =
(
k0 + k~σ αk0 +Ak~σ
−A−1(k0 + k~σ) −A
−1αk0 − k~σ
)
; (2.30)
this is a set of degenerate matrices of rank 2 with semi-group structure. Let us verify the multiplication law:
G′G =
(
k′
0
+ k′~σ αk′
0
+Ak′~σ
−A−1(k′
0
+ k′~σ) −A−1αk′
0
− k′~σ
)(
k0 + k~σ αk0 +Ak~σ
−A−1(k0 + k~σ) −A
−1αk0 − k~σ
)
;
the result is presented by blocks
(11) = (1−
α
A
) k′
0
k0 + (1−
α
A
)k′
0
k ~σ ,
(12) = α (1−
α
A
) k′
0
k0 +A (1−
α
A
)k′
0
k ~σ ,
(21) = −A−1 (1 −
α
A
) k′
0
k0 −A
−1 (1−
α
A
)k′
0
k ~σ ,
(22) = −A−1α (1−
α
A
) k′
0
k0 − (1−
α
A
)k′
0
k ~σ ,
so we get
G′′ = G′G , k′′
0
= (1 −
α
A
) k′
0
k0 , k
′′ = (1−
α
A
)k′
0
k . (2.31)
Thus, the analysis of the variant I(k) is completed.
3 One Independent Vector: Variant I(m)
Let us consider variant I(m):
n = Am , n0 = α m0 , k = B m , k0 = β m0 , l = D m , l0 = t m0 . (3.1)
The group multiplication law takes the form
k′′
0
= βm′
0
βm0 +Bm
′ Bm+ αm′
0
tm0 +Am
′ Dm ,
m′′
0
= m′
0
m0 +m
′ ·m+ tm′
0
αm0 +Dm
′ Am ,
n′′
0
= βm′
0
αm0 +Bm
′ Am+ αm′
0
m0 +Am
′ ·m ,
l′′
0
= tm′
0
βm0 +Dm
′ Bm+m′
0
tm0 +m
′ Dm ,
k′′ = βm′
0
Bm +Bm′ βm0 + i Bm
′ ×Bm+ αm′
0
Dm+Am′ tm0 + i Am
′ ×Dm ,
m′′ = m′
0
m+m′ m0 + i m
′ ×m+ tm′
0
Am+Dm′ αm0 + i Dm
′ ×Am ,
n′′ = βm′
0
Am +Bm′ αm0 + i Bm
′ ×Am+ αm′
0
m+Am′ m0 + i Am
′ ×m ,
l′′ = tm′
0
Bm +Dm′ βm0 + i Dm
′ ×Bm+m′
0
Dm+m′ tm0 + im
′ ×Dm .
We require
n′′
0
= α m′′
0
=⇒
βm′
0
αm0 +Bm
′ Am+ αm′
0
m0 +Am
′ ·m
= αm′
0
m0 + αm
′ ·m+ αtm′
0
αm0 + αDm
′ Am =⇒
α(β + 1) = α(1 + αt) , A(B + 1) = α(1 +AD) ;
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k′′
0
= β m′′
0
=⇒
βm′
0
βm0 +Bm
′ Bm+ αm′
0
tm0 +Am
′ Dm
= βm′
0
m0 + βm
′ ·m+ βtm′
0
αm0 + βDm
′ Am =⇒
β2 + αt = β(1 + αt) , B2 +AD = β(1 +AD) ;
l′′
0
= t m′′
0
=⇒
tm′
0
βm0 +Dm
′ Bm+m′
0
tm0 +m
′ Dm
= tm′
0
m0 + tm
′ ·m+ t2m′
0
αm0 + tDm
′ Am =⇒
t(β + 1) = t(1 + αt) , D(B + 1) = t(1 +AD) ;
k′′ = B m′′ =⇒
βm′
0
Bm+Bm′ βm0 + i Bm
′ ×Bm+ αm′
0
Dm+Am′ tm0 + i Am
′ ×Dm
= Bm′
0
m+Bm′ m0 + i Bm
′ ×m+Btm′
0
Am+BDm′ αm0 + i BDm
′ ×Am ,
βB + αD = B(1 + tA) , βB + tA = B(1 + αD), B2 +AD = B(1 +AD) ;
n′′ = Am′′ =⇒
βm′
0
Am +Bm′ αm0 + i Bm
′ ×Am+ αm′
0
m+Am′ m0 + i Am
′ ×m
= Am′
0
m+Am′ m0 + i Am
′ ×m+Atm′
0
Am+ADm′ αm0 + i ADm
′ ×Am ,
βA+ α = A(1 + tA) , Bα+A = A(1 + αD) , A(1 +B) = A(1 +AD) ;
l′′ = D m′′ =⇒
tm′
0
Bm+Dm′ βm0 + i Dm
′ ×Bm+m′
0
Dm+m′ tm0 + i m
′ ×Dm
= Dm′
0
m+Dm′ m0 + i Dm
′ ×m+Dtm′
0
Am+DDm′ αm0 + i DDm
′ ×Am ,
tB +D = D(1 + tA) , Dβ + t = D(1 + αD) , D(1 +B) = D(1 +AD) .
By collecting together these results, we obtain the equations
α(β + 1) = α(1 + αt) , A(B + 1)α(1 +AD) ,
= β2 + αt = β(1 + αt) , B2 +AD = β(1 +AD) ,
t(β + 1) = t(1 + αt) , D(B + 1) = t(1 +AD) ,
βB + αD = B(1 + tA) , βB + tA = B(1 + αD), B2 +AD = B(1 +AD) ,
βA+ α = A(1 + tA) , Bα+A = A(1 + αD) , A(1 +B) = A(1 +AD) ,
tB +D = D(1 + tA) , Dβ + t = D(1 + αD) , D(1 +B) = D(1 +AD) .
(3.2)
The system (3.2) has a trivial solution with three vanishing blocks:
solution (M − 1),
A = α = 0 , B = β = 0 , D = t = 0 , G =
(
0 0
0 M
)
. (3.3)
Let us construct the solutions with two vanishing blocks. There are three possible variants. The first is
A = α = 0 , D = t = 0 ; (3.4)
the system (3.2) gives
0 = 0 , 0 = 0 , β2 = β , B2 = β , 0 = 0 , 0 = 0 , βB = B ,
βB = B , B2 = B , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
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that is
β2 = β , B2 = β , βB = B , B2 = B . (3.5)
The equations (3.5) have only already known solutions:
solution (M − 1),
A = α = 0 , B = β = 0 , D = t = 0 , G =
(
0 0
0 M
)
; (3.6)
solution (M − 2),
A = α = 0 , B = β = 1 , D = t = 0 , G =
(
M 0
0 M
)
. (3.7)
Now let us examine the variants with two vanishing blocks. The first is
A = α = 0 , B = β = 0 ; (3.8)
the system (3.2) gives
t = 0 , D = 0 , 0 = 0 , 0 = 0 , 0 = 0 , D = t , 0 = 0 , 0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , t = D , 0 = D ,
so we get only one
solution (M − 3),
A = α = 0 , B = β = 0 , D = t ,
G =
(
0 0
DM M
)
, G′G =
(
0 0
DM ′M M ′M
)
. (3.9)
This is a set of degenerate matrices of rank 2 with semi-group structure.
The second set is
D = t = 0 , B = β = 0 ; (3.10)
the system (3.2) reads
0 = 0 , A = α , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0, 0 = 0 , α = A , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
so we get
solution (M − 4),
A = α , B = β = 0 , D = t = 0 , G =
(
0 AM
0 M
)
. (3.11)
Now let us examine the solutions with one vanishing block. There arise 3 possibilities. The first is
A = α = 0 ; (3.12)
the system (3.2) gives
0 = 0 , 0 = 0 , β2 = β , B2 = β , tβ = 0 , D(B + 1) = t , βB = B , βB = B ,
B2 = B , 0 = 0 , 0 = 0 , 0 = 0 , tB = 0 , Dβ + t = D , DB = 0 .
9
This system has two solutions:
solution (M − 2),
A = α = 0 , B = β = +1, D = t = 0 , G =
(
M 0
0 M
)
; (3.13)
solution (M − 3),
A = α = 0 , B = β = 0 , D = t ,
G =
(
0 0
DM M
)
, G′G =
(
0 0
DM ′M M ′M
)
. (3.14)
The third possibility is
B = β = 0 ; (3.15)
the system (3.2) reads
0 = α2t , A = α , αt = 0 , AD = 0 ,
0 = αt2 , D = t , αD = 0 , tA = 0, AD = 0 ,
0 = tA2 , 0 = A2D , 0 = A2D , 0 = tDA , 0 = αD2 , 0 = AD2 .
These equations (3.16) have two solutions:
solution (M − 3),
A = α = 0 , B = β = 0 , D = t ,
G =
(
0 0
DM M
)
, G′G =
(
0 0
DM ′M M ′M
)
; (3.16)
solution (M − 4),
A = α , B = β = 0 , D = t = 0 , G =
(
0 AM
0 M
)
. (3.17)
Consider the last variant with one vanishing block
D = t = 0 ; (3.18)
the system (3.2) gives
αβ = 0 , A(B + 1) = α , β2 = β , B2 = β ,
0 = 0 , 0 = 0 , βB = B , βB = B, B2 = B ,
βA+ α = A , Bα = 0 , AB = 0 , 0 = 0 , 0 = 0 , 0 = 0 . (3.19)
These equations have two solutions:
solution (M − 2),
A = α = 0 , B = β = 1 , D = t = 0 , G =
(
M 0
0 M
)
; (3.20)
solution (M − 4),
A = α , B = β = 0 , D = t = 0 , G =
(
0 AM
0 M
)
. (3.21)
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Now, let us consider the case where all the blocks are non-vanishing
A , α 6= 0 , B , β 6= 0 , D , t 6= 0 ; (3.22)
The system (3.2) reads
β = αt , A(B + 1) = α(1 +AD) ,
β2 + αt = β(1 + αt) , B2 +AD = β(1 +AD) ,
β = αt , D(B + 1) = t(1 +AD) ,
βB + αD = B(1 + tA) , βB + tA = B(1 + αD), B2 +AD = B(1 +AD) ,
βA + α = A(1 + tA) , B = AD) , B = AD ,
B = AD , Dβ + t = D(1 + αD) , B = AD ,
which is equivalent to
β = αt , B = AD , (D − t)(1 +AD) = 0 ,
(A− α)(1 +AD) = 0 , (αt−AD)(1 +AD) = 0 ,
(A − α)(1 + tA) = 0 , (D − t)(1 + αD) = 0 .
There exist two possibilities. The first is
β = αt , B = AD , D = −
1
A
, (A− α)(1 + tA) = 0 ; (3.23)
we get two solutions:
solution (M − 5),
A = α , B = −1, D = −
1
A
, β = At ,
G =
(
(Atm0 −m~σ) (Am0 +Am~σ)
(tm0 −A
−1m~σ) (m0 +m~σ)
)
; (3.24)
solution (M − 6),
A ,α 6= 0 , D = t = −
1
A
, B = −1 , β = −
α
A
,
G =
(
(−αA−1tm0 −m~σ) (αm0 +Am~σ)
(A−1m0 +A
−1m~σ) (m0 +m~σ)
)
. (3.25)
The second possibility is
β = αt , B = AD , D = t , A = α ; (3.26)
it leads to
solution (M − 7),
A = α 6= 0, D = t 6= 0, B = β = AD,
G =
(
ADM AM
DM M
)
, G′G =
(
ADM ′ AM ′
DM ′ M ′
)(
ADM AM
DM M
)
=
(
AD(1 +DA)M ′M A(1 +DA)M ′M
D(1 +DA)M ′M (1 +DA)M ′M
)
. (3.27)
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4 One Independent Vector: Variant I(n)
Consider variant I(n):
k = A n , k0 = α n0 , m = B n , m0 = β n0 , l = D n , l0 = t n0 . (4.1)
The multiplication law gives
k′′
0
= α2 n′
0
n0 +A
2n′ · n+ t n′
0
n0 +D n
′ · n ,
m′′
0
= β2 n′
0
n0 +B
2n′ · n+ t n′
0
n0 +D n
′ · n ,
n′′
0
= α n′
0
n0 +A n
′ · n+ β n′
0
n0 +B n
′ · n ,
l′′
0
= tα n′
0
n0 +DA n
′ · n+ βt n′
0
n0 +BD n
′ · n ,
k′′ = αA n′
0
n+ αA n′n0 + iA
2 n′ × n+D n′
0
n+ t n′n0 + iD n
′ × n ,
m′′ = βB n′
0
n+ βB n′n0 + iB
2 n′ × n+ t n′
0
n+D n′n0 + iD n
′ × n ,
n′′ = α n′
0
n+A n′n0 + iA n
′ × n+B n′
0
n+ β n′n0 + iB n
′ × n ,
l′′ = tA n′
0
n+Dα n′n0 + iDA n
′ × n+ βD n′
0
n+Bt n′n0 + iBD n
′ × n .
We further require
k′′
0
= α n′′
0
:
(α2 + t) n′
0
n0 + (A
2 +D) n′ · n = α(α + β) n′
0
n0 + α(A +B) n
′ · n ,
(α2 + t) = α(α + β) , (A2 +D) = α(A +B) ; (4.2)
m′′
0
= β n′′
0
:
(β2 + t) n′
0
n0 + (B
2 +D) n′ · n = β (α+ β) n′
0
n0 + β(A+ B) n
′ · n ,
(β2 + t) = β (α + β) , (B2 +D) = β(A +B) ; (4.3)
l′′
0
= t n′′
0
:
(tα+ βt) n′
0
n0 + (DA+BD) n
′ · n = t (α+ β) n′
0
n0 + t(A+B) n
′ · n ,
(tα+ βt) = t (α + β) , (DA+BD) = t(A+B) ; (4.4)
k′′ = A n′′ :
(αA+D) n′
0
n+ (αA + t) n′n0 + i(A
2 +D) n′ × n
= A(α+B) n′
0
n+A(A+ β) n′n0 + iA(A+B) n
′ × n ,
(αA+D) = A(α+B), (αA+ t) = A(A + β) , (A2 +D) = A(A +B) ;
(4.5)
m′′ = B n′′ :
(βB + t) n′
0
n+ (βB +D) n′n0 + i(B
2 +D) n′ × n
= B(α +B) n′
0
n+B(A+ β) n′n0 + iB(A+B) n
′ × n ,
(βB + t) = B(α+B) , (βB +D) = B(A+ β) , (B2 +D) = B(A+B) ;
(4.6)
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l′′ = D n′′ :
(tA+ βD) n′
0
n+ (Dα+Bt) n′n0 + i(DA+BD) n
′ × n
= D(α+B) n′
0
n+D(A+ β) n′n0 + iD(A+B) n
′ × n ,
(tA+ βD) = D(α+B) , (Dα +Bt) = D(A+ β) , (DA +BD) = D(A+B) .
(4.7)
Thus, we have obtained the system
(α2 + t) = α(α + β) , (A2 +D) = α(A+B) ,
(β2 + t) = β (α+ β) , (B2 +D) = β(A+B) ,
t(α+ β) = t (α + β) , D(A+B) = t(A+B) ,
(αA +D) = A(α+B) , (αA + t) = A(A+ β) , (A2 +D) = A(A+B) ,
(βB + t) = B(α +B) , (βB +D) = B(A+ β) , (B2 +D) = B(A+B) ,
(tA+ βD) = D(α+ B) , (Dα+Bt) = D(A+ β) , D(A+B) = D(A+B) ,
which is equivalent to
t = αβ , (A2 +D) = α(A+B) , (B2 +D) = β(A+B) ,
(D − t)(A+B) = 0 , D = AB, (αA + t) = A(A+ β) ,
(βB + t) = B(α +B) , (tA+ βD) = D(α+B) , (Dα+Bt) = D(A+ β) .
By eliminating the variables D and t, we get
D = AB , t = αβ ; (4.8)
the remaining independent equations are
(A− α)(A +B) = 0 ,
(B − β)(B +A) = 0 ,
(AB − αβ)(A +B) = 0 ,
(A− α)(A + β) = 0 ,
(B − β)(B + α) = 0 ,
A(β −B)(α+B) = 0 ,
B(α−A)(A + β) = 0 . (4.9)
First, assume that
A+B 6= 0 , (4.10)
then (4.9) give
A = α , B = β , B(A−B) = 0 . (4.11)
Here, there arise two solutions:
solution (N − 1),
A = α , B = β = 0, D = t = 0, G =
(
AN N
0 0
)
; (4.12)
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solution (N − 2),
A = α , B = β = A, D = t = A2, G =
(
AN N
A2N AN
)
,
G′G =
(
AN ′ N ′
A2N ′ AN ′
)(
AN N
A2N AN
)
=
(
A 2AN ′N 2AN ′N
A2 2AN ′N A 2AN ′N
)
. (4.13)
Now, let it be
A+B = 0 , B = −A ; (4.14)
correspondingly to (4.9) it follows
B = −A , D = −A2 , t = αβ ,
(A− α)(A + β) = 0 ,
A(β +A)(α −A) = 0 ,
A(α−A)(A + β) = 0 . (4.15)
Two solutions are possible:
solution (N − 3),
β = B = −A , D = −A2 , t = −αA ,
G =
(
αn0 +An~σ n0 + n~σ
−αAn0 −A
2n~σ −An0 −An~σ
)
, det G = 0 ; (4.16)
solution (N − 4),
A = +α , B = −A , D = −A2 , t = Aβ ,
G =
(
An0 +An~σ n0 + n~σ
βAn0 −A
2n~σ βn0 −An~σ
)
, det G = 0 . (4.17)
5 One Independent Vector: Variant I(l)
Let us examine the variant I(l):
k = A l , k0 = α l0 , m = B l , m0 = β l0 , n = D l , n0 = t l0 . (5.1)
The multiplication law takes the form
k′′
0
= α2l′
0
l0 +A
2l′ · l+ tl′
0
l0 +Dl
′ · l ,
m′′
0
= β2l′
0
l0 +B
2l′ · l+ tl′
0
l0 +Dl
′ · l ,
n′′
0
= αtl′
0
l0 +ADl
′ · l+ βtl′
0
l0 +BDl
′ · l ,
l′′
0
= αl′
0
l0 + Al
′ · l+ βl′
0
l0 +Bl
′ · l , (5.2)
k′′ = Aαl′
0
l+Aαl′ l0 + i A
2l′ × l+ tl′
0
l+D l′ l0 + i Dl
′ × l ,
m′′ = Bβl′
0
l+Bβl′ l0 + i B
2l′ × l+Dl′
0
l+ tl′ l0 + i Dl
′ × l ,
n′′ = αDl′
0
l+Atl′ l0 + i ADl
′ × l+Btl′
0
l+ βDl′ l0 + i BDl
′ × l ,
l′′ = Al′
0
l+ αl′ l0 + i Al
′ × l+ βl′
0
l+Bl′ l0 + i Bl
′ × l .
(5.3)
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We further require
k′′
0
= α l′′
0
=⇒
(α2 + t)l′
0
l0 + (A
2 +D)l′ · l = α(α + β)l′
0
l0 + α(A+ B)l
′ · l =⇒
(α2 + t) = α(α+ β) , (A2 +D) = α(A +B) ;
m′′
0
= β l′′
0
=⇒
(β2 + t)l′
0
l0 + (B
2 +D)l′ · l = β(α+ β)l′
0
l0 + β(A +B)l
′ · l =⇒
(β2 + t) = β(α + β) , (B2 +D) = β(A+B) ;
n′′
0
= t l′′
0
=⇒
(αt + βt)l′
0
l0 + (AD +BD)l
′ · l = t(α+ β)l′
0
l0 + t(A+B)l
′ · l =⇒
(αt+ βt) = t(α+ β) , (AD +BD) = t(A+B) ;
k′′ = A l′′ =⇒
(Aα+ t)l′
0
l+ (Aα+D)l′ l0 + i (A
2 +D)l′ × l
= A(A + β)l′
0
l+A(α +B)l′ l0 + i A(A +B)l
′ × l =⇒
(Aα+ t) = A(A + β) , (Aα +D) = A(α+B) , (A2 +D) = A(A+B) ;
m′′ = B l′′ =⇒
(Bβ +D)l′
0
l+ (Bβ + t)l′ l0 + i (B
2 +D)l′ × l
= B(A+ β)l′
0
l+B(α+B)l′ l0 + i B(A+B)l
′ × l =⇒
(Bβ +D) = B(A+ β) , (Bβ + t) = B(α+B) , (B2 +D) = B(A+B) ;
n′′ = D l′′ =⇒
(αD +Bt)l′
0
l+ (At+ βD)l′ l0 + i (AD +BD)l
′ × l
= D(A+ β)l′
0
l+D(α +B)l′ l0 + i D(A+B)l
′ × l =⇒
(αD +Bt) = D(A+ β) , (At+ βD) = D(α+B) , (AD +BD) = D(A+B) .
By collecting the results together, we get
(α2 + t) = α(α + β) , (A2 +D) = α(A +B) ,
(β2 + t) = β(α + β) , (B2 +D) = β(A+B) ,
(αt + βt) = t(α+ β) , (AD +BD) = t(A+B) ,
(Aα+ t) = A(A+ β) , (Aα+D) = A(α +B) , (A2 +D) = A(A+B) ,
(Bβ +D) = B(A+ β) , (Bβ + t) = B(α+B) , (B2 +D) = B(A+B) ,
(αD +Bt) = D(A+ β) , (At+ βD) = D(α+B) , (AD +BD) = D(A+B) .
(5.4)
The system (5.4) is equivalent to
t = αβ , (A2 +D) = α(A+B) ,
t = βα , (B2 +D) = β(A+B) ,
0 = 0 , (D − t)(A+B) = 0 ,
(Aα+ t) = A(A+ β) , (Aα+D) = A(α +B) , D = AB ,
(Bβ +D) = B(A+ β) , (Bβ + t) = B(α+B) , D = AB ,
(αD +Bt) = D(A+ β) , (At+ βD) = D(α+B) , 0 = 0 . (5.5)
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By excluding the variables t and D via
t = αβ , D = AB , (5.6)
we obtain
(A− α)(A +B) = 0 , (B − β)(A +B) = 0 , (AB − αβ)(A +B) = 0 ,
(A− α)(A+ β) = 0 , (B − β)(α +B) = 0 ,
A(β −B)(α +B) = 0 , B(α−A)(A + β) = 0 . (5.7)
Because these equations coincide with (4.9), we may use yet the known results:
solution (L− 1),
A = α , B = β = 0 , D = t = 0 , G =
(
AL 0
L 0
)
,
G′G =
(
AL 0
L 0
)(
AL′ L′
0 0
)
=
(
AL′L 0
L′L 0
)
; (5.8)
solution (L− 2),
A = α , B = β = A , D = t = A2 , G =
(
AL A2L
L AL
)
,
G′G =
(
AL′ A2L′
L′ AL′
)(
AL A2L
L AL
)
=
(
A 2AL′L A2 2AL′L
2AL′L A 2AL′L
)
; (5.9)
solution (L− 3),
β = B = −A , D = −A2 , t = −αA ,
G =
(
αl0 +Al~σ −αAl0 −A
2l
l0 + l~σ −Al0 −Al~σ
)
, det G = 0 ; (5.10)
solution (L− 4),
A = +α , B = −A , D = −A2 , t = Aβ ,
G =
(
Al0 +Al~σ βAl0 −A
2l~σ
l0 + l~σ βl0 −Al~σ
)
, det G = 0 . (5.11)
6 Two Independent Vectors: Variant II(k,m)
Let us examine the variant II(k,m):
n = Ak+Bm , n0 = αk0 + βm0 ,
l = Ck+Dm , l0 = sk0 + tm0 .
(6.1)
The multiplication law takes the form
k′′
0
= k′
0
k0 + k
′ · k+ (αk′
0
+ βm′
0
)(sk0 + tm0) + (Ak
′ +Bm′)(Ck +Dm) ,
m′′
0
= m′
0
m0 +m
′ ·m+ (sk′
0
+ tm′
0
)(αk0 + βm0 + (Ck
′ +Dm′)(Ak+Bm) ,
n′′
0
= k′
0
(αk0 + βm0) + k
′(Ak +Bm) + (αk′
0
+ βm′
0
)m0 + (Ak
′ +Bm′)m ,
l′′
0
= (sk′
0
+ tm′
0
)k0 + (Ck
′ +Dm′)k+m′
0
(sk0 + tm0) +m
′(Ck+Dm) ,
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k′′ = k′
0
k+ k′ k0 + i k
′ × k+ (αk′
0
+ βm′
0
)(Ck +Dm)
+(Ak′ +Bm′)(sk0 + tm0) + i (Ak
′ +Bm′)× (Ck +Dm) ,
m′′ = m′
0
m+m′ m0 + im
′ ×m+ (sk′
0
+ tm′
0
)(Ak +Bm)
+(Ck′ +Dm′)(αk0 + βm0) + i (Ck
′ +Dm′)× (Ak +Bm) ,
n′′ = k′
0
(Ak+Bm) + k′(αk0 + βm0) + i k
′ × (Ak +Bm)
+(αk′
0
+ βm′
0
)m+ (Ak′ +Bm′)m0 + i (Ak
′ +Bm′)×m ,
l′′ = (sk′
0
+ tm′
0
)k+ (Ck′ +Dm′)k0 + i (Ck
′ +Dm′)× k
+m′
0
(Ck+Dm) +m′(sk0 + tm0) + i m
′ × (Ck +Dm) .
By requiring αk′′
0
+ βm′′
0
= n′′
0
, or
α [ k′
0
k0 + k
′ · k+ (αk′
0
+ βm′
0
)(sk0 + tm0) + (Ak
′ +Bm′)(Ck +Dm) ]
+β [ m′
0
m0 +m
′ ·m+ (sk′
0
+ tm′
0
)(αk0 + βm0 + (Ck
′ +Dm′)(Ak +Bm) ]
= k′
0
(αk0 + βm0) + k
′(Ak +Bm) + (αk′
0
+ βm′
0
)m0 + (Ak
′ +Bm′)m ,
we obtain
k′
0
k0 : α+ α
2s+ αβs = α , m′
0
m0 : αβt+ β + tβ
2 = β ,
k′
0
m0 : α
2t+ β2s = β + α , m′
0
k0 : αβs+ αβt = 0 ,
m′ · k : αBC + βAD = 0 , k′ ·m : αAD + βCB = B +A ,
k′ · k : α+ αAC + βAC = A , m′ ·m : αBD + β + βDB = B .
(6.2)
We further require sk′′
0
+ tm′′
0
= l′′
0
, or
s [ k′
0
k0 + k
′ · k+ (αk′
0
+ βm′
0
)(sk0 + tm0) + (Ak
′ +Bm′)(Ck+Dm) ]
+t [ m′
0
m0 +m
′ ·m+ (sk′
0
+ tm′
0
)(αk0 + βm0 + (Ck
′ +Dm′)(Ak+Bm) ]
= (sk′
0
+ tm′
0
)k0 + (Ck
′ +Dm′)k+m′
0
(sk0 + tm0) +m
′(Ck +Dm) ,
and we find
k′
0
k0 : s+ s
2α+ tsα = s , m′
0
m0 : βst+ t+ βt
2 = t ,
k′
0
m0 : stα+ stβ = 0 , m
′
0
k0 : βs
2 + αt2 = t+ s ,
k′ ·m : sAD + tCB = 0, m′ · k : sBC + tAD = C +D ,
k′ · k : s+ sAC + tAC = C , m′ ·m : sBD + t+ tBD = D .
(6.3)
By requiring Ak′′ +Bm′′ = n′′, or
A [ k′
0
k+ k′ k0 + i k
′ × k+ (αk′
0
+ βm′
0
)(Ck +Dm)
+(Ak′ +Bm′)(sk0 + tm0) + i (Ak
′ +Bm′)× (Ck +Dm) ]
+B [ m′
0
m+m′ m0 + im
′ ×m+ (sk′
0
+ tm′
0
)(Ak +Bm)
+(Ck′ +Dm′)(αk0 + βm0) + i (Ck
′ +Dm′)× (Ak +Bm) ]
= k′
0
(Ak +Bm) + k′(αk0 + βm0) + i k
′ × (Ak +Bm)
+(αk′
0
+ βm′
0
)m+ (Ak′ +Bm′)m0 + i (Ak
′ +Bm′)×m ,
we yield
k′
0
k : A+ αAC + sBA = A , m′m0 : tAB +B + βBD = B ,
k′k0 : A+ sA
2 + αBC = α , m′
0
m : βAD +B + tB2 = β ,
k′
0
m : αAD + sB2 = B + α , k′m0 : tA
2 + βCB = β +A ,
m′
0
k : βAC + tAB = 0 , +m′k0 : sAB + αBD = 0 ,
k′ × k : A+A2C +BCA = A , m′ ×m : ABD +B +DB2 = B ,
k′ ×m : A2D + CB2 = B +A , m′ × k : ABC +ADB = 0 .
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Now, requiring Ck′′ +Dm′′ = l′′, or
C [ k′
0
k+ k′ k0 + i k
′ × k+ (αk′
0
+ βm′
0
)(Ck +Dm)
+(Ak′ +Bm′)(sk0 + tm0) + i (Ak
′ +Bm′)× (Ck +Dm)]
+D [ m′
0
m+m′ m0 + im
′ ×m+ (sk′
0
+ tm′
0
)(Ak +Bm)
+(Ck′ +Dm′)(αk0 + βm0) + i (Ck
′ +Dm′)× (Ak +Bm)
= (sk′
0
+ tm′
0
)k+ (Ck′ +Dm′)k0 + i (Ck
′ +Dm′)× k
+m′
0
(Ck+Dm) +m′(sk0 + tm0) + i m
′ × (Ck +Dm) ,
we find
k′
0
k : C + αC2 + sAD = s , m′m0 : tCB +D + βD
2 = t ,
k′k0 : C + sAC + αCD = C , m
′
0
m : βCD +D + tBD = D ,
k′
0
m : αDC + sBD = 0 , k′m0 : tAC + βCD = 0 ,
m′
0
k : βC2 + tAD = t+ C , +m′k0 : sCB + αD
2 = D + s ,
k′ × k : C +AC2 +DCA = C , m′ ×m : CBD +D +BD2 = D ,
k′ ×m : ACD + CBD = 0 , m′ × k : BC2 +AD2 = D + C .
We collect the results together:
αs(α + β) = 0 , βt(α+ β) = 0 ,
α2t+ β2s = β + α , αβ(s+ t) = 0 ,
αBC + βAD = 0 , αAD + βBC = B +A ,
α+ (α+ β)AC = A , β + (α + β)BD = B ,
sα(s+ t) = 0 , βt(s+ t) = 0 ,
st(α+ β) = 0 , βs2 + αt2 = t+ s ,
sAD + tCB = 0, sBC + tAD = C +D ,
s+AC(s+ t) = C , t+BD(t+ s) = D ,
A(αC + sB) = 0 , B(βD + tA) = 0 ,
A+ sA2 + αBC = α , B + tB2 + βAD = β ,
αAD + sB2 = B + α , βBC + tA2 = A+ β ,
βAC + tAB = 0 , αBD + sAB = 0 ,
A+AC(A +B) = A , B +BD(B +A) = B ,
A2D +B2C = A+B , AB(C +D) = 0 ,
C + αC2 + sAD = s , D + βD2 + tBC = t ,
C(sA+ αD) = 0 , D(tB + βC) = 0 ,
D(αC + sB) = 0 , C(βD + tA) = 0 ,
βC2 + tAD = t+ C , αD2 + sBC = D + s ,
AC(C +D) = 0 , BD(D + C) = 0 ,
DC(A+B) = 0 , BC2 +AD2 = D + C .
(6.4)
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While analyzing this system, we will assume that the blocks
(A,α) , (B, β) , (D, t) , (C, s) (6.5)
can be vanishing or not. The simplest possibility is
(A,α) = 0 , (B, β) = 0 , (D, t) = 0 , (C, s) = 0 , (6.6)
which leads to
solution (KM − 1),
G =
(
K 0
0 M
)
. (6.7)
One may separate 4 different cases with one non-vanishing block:
(A,α) 6= 0 , (B, β) = 0 , (D, t) = 0 , (C, s) = 0 ;
(A,α) = 0 , (B, β) 6= 0 , (D, t) = 0 , (C, s) = 0 ;
(A,α) = 0 , (B, β) = 0 , (D, t) 6= 0 , (C, s) = 0 ;
(A,α) = 0 , (B, β) = 0 , (D, t) = 0 , (C, s) 6= 0 . (6.8)
Moreover, there are six possible cases with two non-vanishing blocks (two of them marked by asterisk
were considered in previous sections)
(A,α) = 0 , (B, β) = 0 , (D, t) 6= 0 , (C, s) 6= 0 ;
(A,α) = 0 , (B, β) 6= 0 , (D, t) = 0 , (C, s) 6= 0 ;
(A,α) = 0 , (B, β) 6= 0 , (D, t) 6= 0 , (C, s) = 0 ; (∗)
(A,α) 6= 0 , (B, β) = 0 , (D, t) 6= 0 , (C, s) = 0 ; (∗)
(A,α) 6= 0 , (B, β) = 0 , (D, t) = 0 , (C, s) 6= 0 ;
(A,α) 6= 0 , (B, β) 6= 0 , (D, t) = 0 , (C, s) = 0 . (6.9)
There exist four cases with three non-vanishing blocks:
(A,α) = 0 , (B, β) 6= 0 , (D, t) 6= 0 , (C, s) 6= 0 ;
(A,α) 6= 0 , (B, β) = 0 , (D, t) 6= 0 , (C, s) 6= 0 ;
(A,α) 6= 0 , (B, β) 6= 0 , (D, t) = 0 , (C, s) 6= 0 ;
(A,α) 6= 0 , (B, β) 6= 0 , (D, t) 6= 0 , (C, s) = 0 . (6.10)
Finally, there is possible the case when all the four blocks are non-zero.
Let it be (see (6.8))
(A,α) 6= 0 , (B, β) = 0 , (D, t) = 0 , (C, s) = 0 ; (6.11)
the system (6.4) becomes simpler and leads to the already known solution (6.7).
Let it be (see (6.8))
(A,α) = 0 , (B, β) 6= 0 , (D, t) = 0 , (C, s) = 0 ; (6.12)
the system (6.4) again gives the known solution (6.7).
Let it be (see (6.8))
(A,α) = 0 , (B, β) = 0 , (D, t) 6= 0 , (C, s) = 0 ; (6.13)
again we arrive at the solution (6.7).
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Let it be (see (6.8))
(A,α) = 0 , (B, β) = 0 , (D, t) = 0 , (C, s) 6= 0 ; (6.14)
it leads to the known solution (6.7).
Now, let it be (see (6.9))
(A,α) = 0 , (B, β) = 0 , (D, t) 6= 0 , (C, s) 6= 0 ; (6.15)
the system (6.4) takes the form
0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 , 0 = 0 , 0 = t+ s , 0 = 0 , 0 = C +D , s = C , t = D ,
0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 , ; 0 = 0 , 0 = 0 , ;C = s , D = t , ; 0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 , 0 = t+ C , 0 = D + s , 0 = 0 , 0 = 0 , ; 0 = 0 , 0 = D + C ,
with the following solution
t = D , s = C = −D , (A,α) = 0 , (B, β) = 0 ; (6.16)
thus, we get
solution (KM − 2),
n = 0 , n0 = 0 , l = D(m− k) , l0 = D(m0 − k0) ;
G =
(
K 0
D(M −K) M
)
;
G′G =
(
K ′ 0
D(M ′ −K ′) M ′
)(
K ′K 0
D(M ′M −K ′K) M ′M
)
. (6.17)
Now, let it be (see (6.9))
(A,α) = 0 , (B, β) 6= 0 , (D, t) = 0 , (C, s) 6= 0 ; (6.18)
the system (6.4) reads
0 = 0 , 0 = 0 , βs = 1 , 0 = 0 , 0 = 0 , βC = 1 , 0 = 0 , β = B ,
0 = 0 , 0 = 0 , 0 = 0 , βs = 1 , 0 = 0 , sB = 1 , s = C , 0 = 0 ,
0 = 0 , 0 = 0 , 0 = 0 , B = β , sB = 1 , BC = 1 , ; 0 = 0 , 0 = 0 ,
0 = 0 , B = B , BC = 1 , 0 = 0 , C = s , 0 = 0 , ; 0 = 0 , 0 = 0 ,
0 = 0 , βC = 1 , BC = 1 , 0 = 0 , 0 = 0 , 0 = 0 , BC = 1 ,
which is equivalent to
s = C , β = B , BC = 1 . (6.19)
Thus, we obtain
solution (KM − 3),
(A,α) = 0 , β = B , (D, t) = 0 , C = s =
1
B
;
n = Bm , n0 = Bm0 , l =
1
B
k , l0 =
1
B
k0 ; (6.20)
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G =
(
K BM
B−1K M
)
, G′G =
(
(K ′ +M ′)K B(K ′ +M ′)M
B−1(K ′ +M ′)K (K ′ +M ′)M
)
.
Let us consider the case (see (6.9))
(A,α) 6= 0 , (B, β) = 0 , (D, t) = 0 , (C, s) 6= 0 ; (6.21)
the system (6.4) takes the form
αsα = 0 , 0 = 0 , 0 = α , 0 = 0 , 0 = 0 , 0 = A , α+ αAC = A , 0 = 0 ,
sαs = 0 , 0 = 0 , 0 = 0 , 0 = s , 0 = 0 , 0 = C , s+ACs = C , 0 = 0 ,
AαC = 0 , 0 = 0 , A+ sA2 = α , 0 = 0 , 0 = α , 0 = A , 0 = 0 , 0 = 0 ,
A+ACA = A , 0 = 0 , 0 = A , 0 = 0 , C + αC2 = s , 0 = 0 , CsA = 0 , 0 = 0 ,
0 = 0 , 0 = 0 , 0 = C , 0 = s , AC2 = 0 , 0 = 0 , 0 = 0 , 0 = C ,
which leads to already known
solution (KM − 1),
(B, β) = 0 , (D, t) = 0 , (A,α) = 0 , (C, s) = 0 , G =
(
K 0
0 M
)
. (6.22)
Let us consider the case (see (6.9))
(A,α) 6= 0 , (B, β) 6= 0 , (D, t) = 0 , (C, s) = 0 ; (6.23)
the system (6.4) gives
0 = 0 , 0 = 0 , 0 = β + α , 0 = 0 , 0 = 0 , 0 = B +A , α = A , β = B ,
0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = D ,
0 = 0 , 0 = 0 , A = α , B = β , 0 = B + α , 0 = A+ β , 0 = 0 , 0 = 0 ,
A = A , B = B , 0 = A+B , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
which leads to
solution (KM − 4),
A = α , B = β = −A , (D, t) = 0 , (C, s) = 0 ,
n = A(k −m) , n0 = A(k0 −m0) , l = 0 , l0 = 0 , (6.24)
G =
(
K A(K −M)
0 M
)
, G′G =
(
K ′K A(K ′K −M ′M)
0 M ′M
)
.
Now, we are able to consider the four possibilities with three vanishing blocks (see (6.10)). Let it be
(A,α) = 0 , (B, β) 6= 0 , (D, t) 6= 0 , (C, s) 6= 0 , (6.25)
the system (6.4) gives
0 = 0 , βtβ = 0 , β2s = β , 0 = 0 , 0 = 0 , βCB = B , 0 = 0 , β + βBD = B ,
0 = 0 , βt(s+ t) = 0 , stβ = 0 , βs2 = t+ s , tCB = 0 ,
sBC = C +D , s = C , t+BD(t+ s) = D ,
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0 = 0 , BβD = 0 , 0 = 0 , B + tB2 = β , sB2 = B , βBC = β , 0 = 0 , 0 = 0 ,
0 = 0 , B +BDB = B , B2C = B , 0 = 0 , C = s , D + βD2 + tBC = t ,
0 = 0 , (tB + βC) = 0 , DsB = 0 , CβD = 0 , βC2 = t+ C ,
sBC = D + s , 0 = 0 , BD(D + C) = 0 , DCB = 0 , BC2 = D + C .
These equations lead to the already known solution (KM − 1).
For the case
(A,α) 6= 0 , (B, β) = 0 , (D, t) 6= 0 , (C, s) 6= 0 (6.26)
the system (6.4) gives only one and already known solution (KM − 1).
Let it be
(A,α) 6= 0 , (B, β) 6= 0 , (D, t) = 0 , (C, s) 6= 0 ; (6.27)
the system (6.4) leads to the already known solution (KM − 1).
Consider the case where we assume
(A,α) 6= 0 , (B, β) 6= 0 , (D, t) 6= 0 , (C, s) = 0 ; (6.28)
the system (6.4) reads
0 = 0 , βt(α+ β) = 0 , α2t = β + α , αβt = 0 ,
βAD = 0 , αAD = B +A , α = A , β + (α+ β)BD = B ,
0 = 0 , βtt = 0 , 0 = 0 , αt2 = t ,
0 = 0 , tAD = D , 0 = 0 , t+BDt = D ,
0 = 0 , B(βD + tA) = 0 , A = α , B + tB2 + βAD = β ,
αAD = B + α , βtA2 = A+ β , tAB = 0 , αBD = 0 ,
A = A , B +BD(B +A) = B , A2D = A+B , ABD = 0 ,
0 = 0 , D + βD2 = t , 0 = 0 , DtB = 0 ,
0 = 0 , 0 = 0 , tAD = t , αD2 = D ,
0 = 0 , BDD = 0 , 0 = 0 , AD2 = D .
which leads to the already known solution (KM − 1).
It remains to examine the case of four non-zero blocks
(A,α) 6= 0 , (B, β) 6= 0 , (D, t) 6= 0 , (C, s) 6= 0 . (6.29)
The system (6.4) can be simplified to
(α + β) = 0 , (α+ β) = 0 ,
α2t+ β2s = β + α , (s+ t) = 0 ,
αBC + βAD = 0 , αAD + βBC = B +A ,
α+ (α+ β)AC = A , β + (α+ β)BD = B ,
(s+ t) = 0 , (s+ t) = 0 ,
(α+ β) = 0 , βs2 + αt2 = t+ s ,
sAD + tCB = 0, sBC + tAD = C +D ,
s+AC(s+ t) = C , t+BD(t+ s) = D ,
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(αC + sB) = 0 , (βD + tA) = 0 ,
A+ sA2 + αBC = α , B + tB2 + βAD = β ,
αAD + sB2 = B + α , βBC + tA2 = A+ β ,
βC + tB = 0 , αD + sA = 0 ,
(A+B) = 0 , (B +A) = 0 ,
A2D +B2C = A+B , (C +D) = 0 ,
C + αC2 + sAD = s , D + βD2 + tBC = t ,
(sA+ αD) = 0 , (tB + βC) = 0 ,
(αC + sB) = 0 , (βD + tA) = 0 ,
βC2 + tAD = t+ C , αD2 + sBC = D + s ,
(C +D) = 0 , (D + C) = 0 ,
(A+B) = 0 , BC2 +AD2 = D + C .
(6.30)
By eliminating the variables
B = −A , β = −α , C = −D , s = −t , (6.31)
we get the system
0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 , α = A , β = −A ,
0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 , s = −D , t = D ,
(−αD − sA) = 0 , (βD + tA) = 0 ,
A+ sA2 + αAD = α , −A+ tA2 + βAD = β ,
αAD + sA2 = −A+ α , βAD + tA2 = A+ β ,
β −D − tA = 0 , αD + sA = 0 ,
0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 ,
−D + αD2 + sAD = s , D + βD2 + tAD = t ,
(sA+ αD) = 0 , (−tA− βD) = 0 ,
(αC − sA) = 0 , (βD + tA) = 0 ,
βC2 + tAD = t+ C , αD2 − sAC = D + s ,
0 = 0 , 0 = 0 ,
0 = 0 , 0 = 0 .
From this it follows
A = α , B = β = −A , t = D , C = s = −D , (6.32)
which describes the following
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solution (KM − 5),
n = A(k −m) , n0 = A(k0 −m0) ,
l = D(m− k) , l0 = D(m0 − k0) ;
G =
(
K A(K −M)
C(K −M) M
)
. (6.33)
Let us verify by direct calculation that the matrices with such structure form a group:(
K ′ A(K ′ −M ′)
C(K ′ −M ′) M ′
)(
K A(K −M)
C(K −M) M
)
=
(
K ′′ A(K ′′ −M ′′)
C(K ′′ −M ′′) M ′′
)
.
7 Two Independent Vectors: Variant II(l,n)
Let us examine variant II(l,n):
k = (Al +Bn) , k0 = (αl0 + βn0) ,
m = (Dl+ Cn) , m0 = (tl0 + sn0) . (7.1)
The multiplication law takes the form
k′′
0
= (αl′
0
+ βn′
0
) (αl0 + βn0) + (Al
′ +Bn′)(Al+Bn) + n′
0
l0 + n
′ · l ,
m′′
0
= (tl′
0
+ sn′
0
) (tl0 + sn0) + (Dl
′ + Cn′) (Dl+ Cn) + l′
0
n0 + l
′ · n ,
n′′
0
= (αl′
0
+ βn′
0
) n0 + (Al
′ +Bn′) n+ n′
0
(tl0 + sn0) + n
′ (Dl+ Cn) ,
l′′
0
= l′
0
(αl0 + βn0) + l
′ (Al+Bn) + (tl′
0
+ sn′
0
) l0 + (Dl
′ + Cn′) l ,
k′′ = (αl′
0
+ βn′
0
) (Al+Bn) + (Al′ +Bn′) (αl0 + βn0)
+i (Al′ +Bn′)× (Al+Bn) + n′
0
l+ n′ l0 + i n
′ × l ,
m′′ = (tl′
0
+ sn′
0
) (Dl + Cn) + (Dl′ + Cn′) (tl0 + sn0)
+i (Dl′ + Cn′)× (Dl+ Cn) + l′
0
n+ l′ n0 + i l
′ × n ,
n′′ = (αl′
0
+ βn′
0
) n+ (Al′ +Bn′) n0 + i (Al
′ +Bn′)× n
+n′
0
(Dl + Cn) + n′ (tl0 + sn0) + i n
′ × (Dl+ Cn) ,
l′′ = l′
0
(Al+Bn) + l′ (αl0 + βn0) + i l
′ × (Al+Bn)
+(tl′
0
+ sn′
0
) l+ (Dl′ + Cn′) l0 + i (Dl
′ + Cn′)× l . (7.2)
The equation
k′′ = Al′′ +Bn′′ (7.3)
takes the form
(αl′
0
+ βn′
0
)(Al +Bn) + (Al′ +Bn′)(αl0 + βn0)
+i(Al′ +Bn′)× (Al +Bn) + n′
0
l+ n′l0 + in
′ × l
= A [l′
0
(Al+Bn) + l′(αl0 + βn0) + il
′ × (Al +Bn)
+(tl′
0
+ sn′
0
)l+ (Dl′ + Cn′)l0 + i(Dl
′ + Cn′)× l]
+B [(αl′
0
+ βn′
0
)n+ (Al′ +Bn′)n0 + i(Al
′ +Bn′)× n
+n′
0
(Dl+ Cn) + n′ (tl0 + sn0) + in
′ × (Dl + Cn)] ;
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whence it follows
l′
0
ll : αA = A2 +At , n′
0
n : βB = βB +BC ,
n′
0
l : βA+ 1 = As+BD , l′
0
n : αB = AB + αB ,
n0l
′ : βA = βA+BA , l0n
′ : αB + 1 = AC +Bt ,
l0l
′ : αA = αA+AD , n0n
′ : βB = B2 +Bs ,
l′ × l : A2 = A2 +AD , n′ × n : B2 = B2 +BC ,
n′ × l : BA+ 1 = AC +BD , l′ × n : AB = AB +AB . (7.4)
The equation
m′′ = Dl′′ + Cn′′ (7.5)
takes the form
(tl′
0
+ sn′
0
)(Dl+ Cn) + (Dl′ + Cn′)(tl0 + sn0)
+i(Dl′ + Cn′)× (Dl + Cn) + l′
0
n+ l′n0 + i l
′ · n =
×D [l′
0
(Al +Bn) + l′(αl0 + βn0) + il
′ × (Al+Bn)
+(tl′
0
+ sn′
0
)l + (Dl′ + Cn′)l0 + i(Dl
′ + Cn′)× l]
+C [αl′
0
+ βn′
0
) n+ (Al′ +Bn′) n0 + i (Al
′ +Bn′)× n
+n′
0
(Dl+ Cn) + n′ (tl0 + sn0) + i n
′ × (Dl+ Cn) ,
from which we obtain
l′
0
l : tD = DA+ tD , n′
0
n : sC = Cβ + C2 ,
n′
0
l : sD = sD + CD , l′
0
n : tC + 1 = DB + αC ,
n0l
′ : sD + 1 = βD + CA , l0n
′ : tC = DC + tC ,
l0l
′ : tD = αD +D2 , n0n
′ : sC = CB + sC ,
l′ × l : D2 = DA+D2 , n′ × n : C2 = CB + C2 ,
n′ × l : CD = CD + CD , l′ × n : CD + 1 = DB + CA .
The equation
k′′
0
= αl′′
0
+ βn′′
0
(7.6)
gives
(αl′
0
+ βn′
0
) (αl0 + βn0) + (Al
′ +Bn′)(Al+Bn) + n′
0
l0 + n
′ · l
= α [ l′
0
(αl0 + βn0) + l
′ (Al+Bn) + (tl′
0
+ sn′
0
) l0 + (Dl
′ + Cn′) l]
+β [ (αl′
0
+ βn′
0
) n0 + (Al
′ +Bn′) n+ n′
0
(tl0 + sn0) + n
′ (Dl+ Cn)] ,
which infers
l′
0
l0 : α
2 = α2 + αt , n′
0
n0 : β
2 = β2 + sβ ,
l′
0
n0 : αβ = αβ + αβ , n
′
0
l0 : αβ + 1 = αs+ βt ,
l′ · l : A2 = αA+ αD , n′ · n : B2 = βB + βC ,
l′ · n : AB = αB + βA , n′ · l : AB + 1 = αC + βD .
The equation
m′′
0
= tl′′
0
+ sn′′
0
(7.7)
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takes the form
(tl′
0
+ sn′
0
) (tl0 + sn0) + (Dl
′ + Cn′) (Dl + Cn) + l′
0
n0 + l
′ · n
= t [ l′
0
(αl0 + βn0) + l
′ (Al+Bn) + (tl′
0
+ sn′
0
) l0 + (Dl
′ + Cn′) l ]
+s [ (αl′
0
+ βn′
0
) n0 + (Al
′ +Bn′) n+ n′
0
(tl0 + sn0) + n
′ (Dl+ Cn) ] ,
from which we obtain
l′
0
l0 : t
2 = tα+ t2 , n′
0
n0 : s
2 = sβ + s2 ,
l′
0
n0 : ts+ 1 = tβ + sα , n
′
0
l0 : st = st+ st ,
l′ · l : D2 = tA+ tD , n′ · n : C2 = sB + sC ,
l′ · n : DC + 1 = tB + sA , n′ · l : CD = tC + sD .
We further collect the equations together, and infer
αA = A2 +At , 0 = BC , βA+ 1 = As+BD , 0 = AB , 0 = +BA ,
αB + 1 = AC +Bt , 0 = AD , βB = B2 +Bs , 0 = AD , 0 = BC ,
BA+ 1 = AC +BD , 0 = AB , 0 = DA , sC = Cβ + C2 , 0 = CD ,
tC + 1 = DB + αC , sD + 1 = βD + CA , 0 = DC , tD = αD +D2 , 0 = CB ,
0 = DA , 0 = CB , 0 = CD , CD + 1 = DB + CA ;
0 = αt , 0 = sβ , 0 = αβ , αβ + 1 = αs+ βt ,
A2 = αA+ αD , B2 = βB + βC , AB = αB + βA , AB + 1 = αC + βD ;
0 = tα , 0 = sβ , ts+ 1 = tβ + sα , 0 = st ,
D2 = tA+ tD , C2 = sB + sC , DC + 1 = tB + sA , CD = tC + sD .
From the very beginning we note that the trivial set of all vanishing parameters provide no solution of
the system.
Let us separate the most simple equations
BC = 0 , βs = 0 , AB = 0 , αβ = 0 ,
AD = 0 , αt = 0 , CD = 0 , st = 0 ; (7.8)
they can be satisfied by six solutions
1) B, β = 0 , D, t = 0 ; 2) A,α = 0 , C, s = 0 ;
3) B, β = 0 , A, α = 0 , C, s = 0 ;
4) A,α = 0 , B, β = 0 , D, t = 0 ;
5) C, s = 0 , B, β = 0 , D, t = 0 ;
6) D, t = 0 , C, s = 0 , A, α = 0 . (7.9)
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The remaining equations are
αA = A2 +At , βA+ 1 = As+BD , αB + 1 = AC +Bt ,
βB = B2 +Bs , BA+ 1 = AC +BD ; (7.10)
sC = Cβ + C2 , tC + 1 = DB + αC , sD + 1 = βD + CA ,
tD = αD +D2 , CD + 1 = DB + CA ; (7.11)
αβ + 1 = αs+ βt , A2 = αA+ αD , B2 = βB + βC ,
AB = αB + βA , AB + 1 = αC + βD ; (7.12)
ts+ 1 = tβ + sα , D2 = tA+ tD , C2 = sB + sC ,
DC + 1 = tB + sA , CD = tC + sD . (7.13)
We see that variants 3), 4), 5), 6) are not consistent with the additional equations (7.10)–(7.13). There-
fore, we shall further examine only the variants 1) and 2).
In the case 1), we have
1) B, β = 0 , D, t = 0 ;
the equations (7.10)–(7.13) give
αA = A2 , 1 = As , 1 = AC ,
sC = C2 , 1 = αC , 1 = CA ,
1 = αs , A2 = αA , 1 = αC ,
1 = sα , C2 = sC , 1 = sA ;
the last system has only one solution
B, β = 0 , D, t = 0 , α = A 6= 0 , C = s =
1
A
; (7.14)
so we arrive at
solution (LN − 1),
k = Al , k0 = Al0 , m = A
−1n , m0 = A
−1n0 ,
G =
(
AL N
L A−1N
)
, (7.15)
G′G =
(
A(AL′L+A−1N ′L) (AL′N +A−1N ′N)
(AL′L+A−1N ′L) A−1(AL′N +A−1N ′N)
)
.
This is a set of degenerate matrices of rank 2.
For the case
2) A,α = 0 , C, s = 0
the equations (7.10)–(7.13) give
1 = BD , 1 = Bt , βB = B2 ,
1 = DB , 1 = βD , tD = D2 ,
1 = βt , B2 = βB , 1 = βD ,
1 = tβ , D2 = tD , 1 = tB ,
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which has only one solution
A,α = 0 , C, s = 0 , β = β 6= 0 , D = t = B−1 ; (7.16)
so we obtain
solution (LN − 2),
k = Bn , k0 = Bn0 , m = B
−1l , m0 = B
−1l0 ,
G =
(
BN N
L B−1L
)
, (7.17)
G′G =
(
B(BN ′N +B−1N ′L) (BN ′N +B−1N ′L)
(BL′N +B−1L′L) B−1(BL′N +B−1L′L)
)
.
This is a set of degenerate matrices of rank 2. The analysis of the variant II(l,n) is completed.
8 Two Independent Vectors: Variant II(k,l)
Let us examine the variant II(k,l):
n = Ak+Bl , n0 = αk0 + βl0 ,
m = Dl+ Ck , m0 = tl0 + sk0 . (8.1)
The multiplication law takes the form
k′′
0
= k′
0
k0 + k
′ · k+ (αk′
0
+ βl′
0
) l0 + (Ak
′ +Bl′) l ,
m′′
0
= (tl′
0
+ sk′
0
)(tl0 + sk0) + (Dl
′ + Ck′) (Dl+ Ck)
+l′
0
(αk0 + βl0) + l
′(Ak+Bl) ,
n′′
0
= k′
0
(αk0 + βl0) + k
′ (Ak+Bl)
+(αk′
0
+ βl′
0
) (tl0 + sk0) + (Ak
′ +Bl′) (Dl+ Ck) ,
l′′
0
= l′
0
k0 + l
′ · k+ (tl′
0
+ sk′
0
)l0 + (Dl
′ + Ck′) l ,
k′′ = k′
0
k+ k′ k0 + i k
′ × k+ (αk′
0
+ βl′
0
) l+ (Ak′
+Bl′) l0 + i (Ak
′ +Bl′)× l ,
m′′ = (tl′
0
+ sk′
0
)(Dl+ Ck) + (Dl′ + Ck′) (tl0 + sk0)
+i (Dl′ + Ck′)× (Dl+ Ck)
+l′
0
(Ak+Bl) + l′ (αk0 + βl0) + i l
′ × (Ak+Bl) ,
n′′ = k′
0
(Ak+Bl) + k′ (αk0 + βl0) + i k
′ × (Ak+Bl)
+(αk′
0
+ βl′
0
) (Dl+ Ck)
+(Ak′ +Bl′) (tl0 + sk0) + i (Ak
′ +Bl′)× (Dl+ Ck) ,
l′′ = l′
0
k+ l′ k0 + i l
′ × k
+(tl′
0
+ sk′
0
)l+ (Dl′ + Ck′) l0 + i (Dl
′ + Ck′)× l . (8.2)
The equation
n′′ = Ak′′ +Bl′′ (8.3)
gives
k′
0
(Ak+Bl) + k′ (αk0 + βl0) + i k
′ × (Ak+Bl)
+(αk′
0
+ βl′
0
) (Dl+ Ck) + (Ak′ +Bl′) (tl0 + sk0) + i (Ak
′ +Bl′)× (Dl+ Ck)
= A [ k′
0
k+ k′ k0 + i k
′ × k+ (αk′
0
+ βl′
0
) l+ (Ak′ +Bl′) l0 + i (Ak
′ +Bl′)× l ]
+B [ l′
0
k+ l′ k0 + i l
′ × k+ (tl′
0
+ sk′
0
)l+ (Dl′ + Ck′) l0 + i (Dl
′ + Ck′)× l ].
(8.4)
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Further, we obtain the system
k′
0
k : αC = 0 , k0 k
′ : α+As = A ,
k′
0
l : B + αD = Aα+Bs , k0 l
′ : sB = B ,
l′
0
l : βD = Aβ +Bt , l0 l
′ : Bt = AB +BD ,
l′
0
k : βC = B , l0 k
′ : β +At = A2 +BC ,
k′ × k : AC = 0 , l′ × l : AB = 0 ,
k′ × l : B +AD = A2 +BC , l′ × k : BC = B .
The equation
n′′
0
= αk′′
0
+ βl′′
0
leads to
k′
0
(αk0 + βl0) + k
′ (Ak +Bl)
+(αk′
0
+ βl′
0
) (tl0 + sk0) + (Ak
′ +Bl′) (Dl+ Ck) =
α [ k′
0
k0 + k
′ k+ (αk′
0
+ βl′
0
) l0 + (Ak
′ +Bl′) l ]
+β [ l′
0
k0 + l
′ · k+ (tl′
0
+ sk′
0
)l0 + (Dl
′ + Ck′) · l ] ;
this infers
k′
0
k0 : αs = 0 , l
′
0
l0 : 0 = αβ ,
k′
0
l0 : β + αt = α
2 + βs , l′
0
k0 : βs = β ,
k′ · k : A+AC = α , l′ · l : BD = αB + βD ,
k′ · l : B + AD = αA+ βC , k · l′ : BC = β .
The equation
m′′ = Dl′′ + Ck′′ (8.5)
leads to
(tl′
0
+ sk′
0
)(Dl + Ck) + (Dl′ + Ck′) (tl0 + sk0) + i (Dl
′ + Ck′)× (Dl+ Ck)
+l′
0
(Ak+Bl) + l′ (αk0 + βl0) + i l
′ × (Ak+ Bl) = D [ l′
0
k+ l′ k0 + i l
′ × k
+(tl′
0
+ sk′
0
)l+ (Dl′ + Ck′) l0 + i (Dl
′ + Ck′)× l ] + C [ k′
0
k+ k′ k0 + i k
′ × k
+(αk′
0
+ βl′
0
) l+ (Ak′ +Bl′) l0 + i (Ak
′ +Bl′)× l ] ;
further we obtain
k′
0
k : sC = C , k0 k
′ : sC = C ,
k′
0
l : sD = sD + Cα , k0 l
′ : Ds+ α = D ,
l′
0
l : tD +B = Dt+ Cβ , l0 l
′ : Dt+ β = D2 + CB ,
0 k : tC +A = D , l0 k
′ : tC = DC + CA ,
k′ × k : C2 = C , l′ × l : D2 +B = D2 + CB ,
k′ × l : CD = CD + CA , l′ × k : DC +A = D .
The equation
m′′
0
= tl′′
0
+ sk′′
0
(8.6)
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gives
(tl′
0
+ sk′
0
)(tl0 + sk0) + (Dl
′ + Ck′) (Dl+ Ck) + l′
0
(αk0 + βl0) + l
′(Ak+Bl)
= t [ l′
0
k0 + l
′ k+ (tl′
0
+ sk′
0
)l0 + (Dl
′ + Ck′) l ]
+s [ k′
0
k0 + k
′ · k+ (αk′
0
+ βl′
0
) l0 + (Ak
′ +Bl′) · l ] ;
whence it follows
k′
0
k0 : s
2 = s , l′
0
l0 : t
2 + β = t2 + sβ ,
k′
0
l0 : st = ts+ sα , l
′
0
k0 : ts+ α = t ,
k′ · k : C2 = s , l′ · l : D2 +B = tD + sB ,
k′ · l : CD = tC + sA , k · l′ : DC +A = t .
Let us collect the equations together:
αC = 0 , AC = 0 , AB = 0 ,
(s− 1)B = 0 , βC = B , (C − 1)B = 0 ,
α+A(s− 1) = 0 , (A−D)α+B(s− 1) = 0 ,
(A−D)β +Bt = 0 , AB +B(D − t) = 0 ,
β +At = A2 +BC , B +AD = A2 +BC , (8.7)
αs = 0 , αβ = 0 ,
(s− 1)β = 0 , BC = β ,
αt = α2 + β(s− 1) , A+AC = α ,
(B − β)D = αB , B +AD = αA+ βC , (8.8)
Cα = 0 , CA = 0 ,
(s− 1)C = 0 , B = Cβ , C(C − 1) = 0 , (C − 1)B = 0 ,
D(s− 1) + α = 0 , Dt+ β = D2 + CB ,
tC +A = D , (D − t)C + CA = 0 , DC +A = D ; (8.9)
0 = sα , s(s− 1) = 0 , (s− 1)β = 0 ,
t(s− 1) + α = 0 , C2 = s ,
D(D − t) = (s− 1)B , C(D − C) = sA , DC +A = t . (8.10)
For s, only two values are possible: s = 0, 1. For s = 0, the system has only one solution, namely
solution (KL− 1),
α = A , B = β = 0 , C = s = 0 , D = t = A ,
n = Ak , n0 = Ak0 , m = Al , m0 = Al0 , (8.11)
G =
(
K AK
L AL
)
, G′G =
(
(K ′K +AK ′L) A(K ′K +AK ′L)
(L′K +AL′L) A(L′K +AL′L)
)
.
For s = 1, the system also has only one solution:
solution (KL− 2),
C = s = +1 , A = α = 0 , D = t = +1 , B = β = 1 ,
n = l , n0 = l0 , m = l+ k , m0 = l0 + k0 , (8.12)
G =
(
K L
L K + L
)
,
G′G =
(
(K ′K + L′L) (L′K +K ′L+ L′L)
(L′K +K ′L+ L′L) [(K ′K + L′L) + (L′K +K ′L+ L′L)]
)
.
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9 Two Independent Vectors: Variant I(n,m)
Let us examine variant II(n,m):
l = Am+Bn , n0 = αm0 + βn0 ,
k = Dn+ Cm , k0 = tn0 + sm0 . (9.1)
Here we get only
solution (NM − 1),
G =
(
AN N
AM M
)
; (9.2)
solution (NM − 2),
G =
(
M +N N
N M
)
. (9.3)
10 Two Independent Vectors: Variant II(k,n)
Let us examine variant II(k,n):
l = (Ak+Bn) , l0 = (αk0 + βn0) ,
m = (Dn+ Ck) , m0 = (tn0 + sk0) . (10.1)
The multiplication law takes the form
k′′
0
= k′
0
k0 + k
′ · k+ n′
0
(αk0 + βn0) + n
′ (Ak +Bn) ,
m′′
0
= (tn′
0
+ sk′
0
) (tn0 + sk0) + (Dn
′ + Ck′) (Dn+ Ck)
+(αk′
0
+ βn′
0
)n0 + (Ak
′ +Bn′) n ,
n′′
0
= k′
0
n0 + k
′ · n+ n′
0
(tn0 + sk0) + n
′ (Dn+ Ck) ,
l′′
0
= (αk′
0
+ βn′
0
) k0 + (Ak
′ +Bn′) k
+(tn′
0
+ sk′
0
)(αk0 + βn0) + (Dn
′ + Ck′) (Ak +Bn) ,
k′′ = k′
0
k+ k′ k0 + i k
′ × k+ n′
0
(Ak
+Bn) + n′ (αk0 + βn0) + i n
′ × (Ak +Bn) ,
m′′ = (tn′
0
+ sk′
0
)(Dn+ Ck) + (Dn′ + Ck′) (tn0 + sk0)
+i (Dn′ + Ck′)× (Dn+ Ck)
+(αk′
0
+ βn′
0
) n+ (Ak′ +Bn′) n0 + i (Ak
′ +Bn′)× n ,
n′′ = k′
0
n+ k′ n0 + i k
′ × n+ n′
0
(Dn+ Ck)
+n′ (tn0 + sk0) + i n
′ × (Dn+ Ck) ,
l′′ = (αk′
0
+ βn′
0
) k+ (Ak′ +Bn′) k0 + i (Ak
′ +Bn′)× k
+(tn′
0
+ sk′
0
)(Ak+Bn) + (Dn′ + Ck′)(αk0 + βn0)
+i (Dn′ + Ck′)× (Ak+Bn) . (10.2)
The equation
l′′ = (Ak′′ +Bn′′) (10.3)
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is equivalent to
(αk′
0
+ βn′
0
)k+ (Ak′ +Bn′)k0 + i(Ak
′ +Bn′)× k
+(tn′
0
+ sk′
0
)(Ak +Bn) + (Dn′ + Ck′)(αk0 + βn0) + i(Dn
′ + Ck′)× (Ak +Bn)
= A[k′
0
k+ k′k0 + ik
′ × k+ n′
0
(Ak +Bn) + n′(αk0 + βn0) + in
′ × (Ak +Bn)]
+B[k′
0
n+ k′n0 + ik
′ × n+ n′
0
(Dn+ Ck) + n′(tn0 + sk0) + in
′ × (Dn+ Ck)];
this leads to
k′
0
k : α+ sA = A , k0k
′ : A+ αC = A ,
n0n
′ : βD = βA+ tB , n′
0
n : tB = AB +BD ,
k′
0
n : sB = B , k0n
′ : B + αD = αA+ sB ,
n′
0
k : β + tA = A2 +BC , n0k
′ : βC = B ,
k′ × k : A+AC = A , n′ × n : BD = AB +BD ,
n′ × k : B +AD = A2 +BC , k′ × n : CB = B .
The equation
m′′ = (Dn′′ + Ck′′) (10.4)
takes the form
(tn′
0
+ sk′
0
)(Dn+ Ck) + (Dn′ + Ck′)(tn0 + sk0) + i(Dn
′ + Ck′)× (Dn+ Ck)
+(αk′
0
+ βn′
0
)n+ (Ak′ +Bn′)n0 + i(Ak
′ +Bn′)× n
= D[k′
0
n+ k′n0 + ik
′ × n+ n′
0
(Dn+ Ck) + n′(tn0 + sk0) + in
′ × (Dn+ Ck)]
+C[k′
0
k+ k′k0 + ik
′ × k+ n′
0
(Ak+ Bn) + n′(αk0 + βn0) + in
′ × (Ak+Bn)];
whence it follows
k′
0
k : sC = C , k0k
′ : sC = C ,
n0n
′ : tD +B = tD + βC , n′
0
n : tD + β = D2 + CB ,
k′
0
n : sD + α = D , k0n
′ : sD = sD + αC ,
n′
0
k : tC = DC + CA , n0k
′ : tC +A = D ,
k′ × k : C2 = C , n′ × n : D2 +B = D2 + CB ,
n′ × k : DC = DC + CA , k′ × n : CD +A = D .
The equation
l′′
0
= (αk′′
0
+ βn′′
0
) (10.5)
gives
(αk′
0
+ βn′
0
) k0 + (Ak
′ +Bn′) k
+(tn′
0
+ sk′
0
)(αk0 + βn0) + (Dn
′ + Ck′) (Ak+Bn)
= α [ k′
0
k0 + k
′ · k+ n′
0
(αk0 + βn0) + n
′ (Ak+Bn) ]
+β [ (tn′
0
+ sk′
0
) (tn0 + sk0) + (Dn
′ + Ck′) (Dn+ Ck) ] ,
which leads to
k′
0
k0 : α+ αs = α+ βs
2 , n′
0
n0 : tβ = αβ + βt
2 ,
k′
0
n0 : sβ = βst , k0n
′
0
: β + tα = α2 + βts ,
k′ · k : A+ CA = α+ βC2 , n′ · n : DB = αB + βD2 ,
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k′ · n : CB = βCD , k · n′ : B +AD = αA + βCD .
The equation
m′′
0
= tn′′
0
+ sk′′
0
(10.6)
is equivalent to
(tn′
0
+ sk′
0
) (tn0 + sk0) + (Dn
′ + Ck′) (Dn+ Ck)
+(αk′
0
+ βn′
0
)n0 + (Ak
′ + Bn′) n
= t [ k′
0
n0 + k
′ · n+ n′
0
(tn0 + sk0) + n
′ (Dn+ Ck)
+s[ k′
0
k0 + k
′ · k+ n′
0
(αk0 + βn0) + n
′ (Ak +Bn) ] ;
whence it follows
k′
0
k0 : s
2 = s , n′
0
n0 : t
2 + β = t2 + sβ ,
k′
0
n0 : st+ α = t , k0n
′
0
: ts = st+ αs ,
k′ · k : C2 = s , n′ · n : D2 +B = tD + sB ,
k′ · n : CD +A = t , n′ · k : DC = tC + sA .
We collect results together, and yield
α+ sA = A , αC = 0 , βD = βA+ tB , tB = AB +BD , sB = B ,
B + αD = αA+ sB , β + tA = A2 +BC , βC = B , AC = 0 , 0 = AB ,
B +AD = A2 +BC , CB = B ; sC = C , sC = C ,
B = βC , tD + β = D2 + CB , sD + α = D , 0 = αC ,
tC = DC + CA, tC +A = D, C(C − 1) = 0,
B = CB, 0 = CA, CD +A = D, αs = βs2,
tβ = αβ + βt2, sβ = βst, β + tα = α2 + βts, A+ CA = α+ βC2,
DB = αB + βD2, CB = βCD, B +AD = αA+ βCD;
s(s− 1) = 0 , β = sβ , st+ α = t , 0 = αs , C2 = s ,
D2 +B = tD + sB , CD +A = t , DC = tC + sA .
We see that for s, C there are possible only the following values
C = s = 0 , C = s = 1 .
If C = s = 0, we get only one
solution (KN − 1),
α = A , B = β = 0 , C = s = 0 , D = t = A ,
l = Ak , l0 = Ak0 , m = An , m0 = An0 , (10.7)
G =
(
K N
AK AN
)
, G′G =
(
(K ′K +AN ′K) (K ′N +AN ′N)
A(K ′K +AN ′K) A(K ′N +AN ′N)
)
.
In the case C = s = +1, we also get only one
solution (KN − 2),
A = α = 0 , B = β = 0 , C = s = +1 , D = t = 0 ,
l = 0 , l0 = 0 , m = k , m0 = k0 , (10.8)
G =
(
K N
0 K
)
, G′G =
(
K ′K (K ′N +N ′K)
0 K ′K
)
.
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11 Two Independent Vectors: Variant II(m,l)
Let us examine variant II(m,l):
n = Am+Bl , l0 = αm0 + βl0 ,
k = Dl+ Cm , k0 = tl0 + sm0 . (11.1)
Here there arise only
solution (ML− 1),
G = SG′S−1 =
(
AN ′ AK ′
N ′ K ′
)
≡
(
AL AM
L M
)
; (11.2)
solution (ML− 2),
G = SG′S−1 =
(
K ′ 0
N ′ K ′
)
≡
(
M 0
L M
)
. (11.3)
12 Three Independent Vectors: Variants I(k,m,n) and I(m,k,l)
Now consider the case of three independent vectors
l = Ak+Bm+ Cn , l0 = αk0 + βm0 + sn0 . (12.1)
First, let us examine the simpler second restriction in (12.1). The formulas for k′′
0
, m′′
0
, n′′
0
, l′′
0
take the
form
k′′
0
= k′
0
k0 + k
′ · k+ n′
0
(αk0 + βm0 + sn0) + n
′(Ak +Bm+ Cn) ,
m′′
0
= m′
0
m0 +m
′ ·m+ (αk′
0
+ βm′
0
+ sn′
0
)n0 + (Ak
′ +Bm′ + Cn′)n ,
n′′
0
= k′
0
n0 + k
′ · n+ n′
0
m0 + n
′ ·m ,
l′′
0
= (αk′
0
+ βm′
0
+ sn′
0
)k0 + (Ak+Bm+ Cn)k
+m′
0
(αk0 + βm0 + sn0) +m
′(Ak +Bm+ Cn) .
We set
l′′
0
= αk′′
0
+ βm′′
0
+ sn′′
0
(12.2)
or, equivalently,
(αk′
0
+ βm′
0
+ sn′
0
)k0 + (Ak
′ +Bm′ + Cn′)k
+m′
0
(αk0 + βm0 + sn0) +m
′(Ak +Bm+ Cn)
= α [ k′
0
k0 + k
′ · k+ n′
0
(αk0 + βm0 + sn0) + n
′(Ak +Bm+ Cn) ]
+β[ m′
0
m0 +m
′ ·m+ (αk′
0
+ βm′
0
+ sn′
0
)n0 + (Ak
′ +Bm′ + Cn′)n ]
+s [ k′
0
n0 + k
′ · n+ n′
0
m0 + n
′ ·m ] ,
which results in
k′
0
k0 : α = α , m
′
0
m0 : β = β; ,
m′
0
k0 : β + α = 0 , n
′
0
n0 : 0 = (α + β)s ,
n′
0
k0 : s = α
2 , m′
0
n0 : s = β
2 ,
n′
0
m0 : 0 = β(α+ s) , k
′
0
n0 : 0 = β(α + s) ,
k′ · k : A = α , m′ ·m : B = β ,
m′ · k : B +A = 0 , n′ · n : 0 = (α+ β)C ,
n′ · k : C = αA m′ · n : C = βB ,
n′ ·m : 0 = αB + βs , k′ · n : 0 = βA+ βs . (12.3)
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Let us write down only the independent equations:
α = A, B = β = −A, C = s = A2, A(A+ s) = 0 . (12.4)
The equations (12.4) allow two types of solutions:
(I), A = α = 0 , B = β = 0 , C = s = 0 ; (12.5)
(II), A = α = −1, B = β = +1 , C = s = +1 . (12.6)
It remains to verify that these solutions satisfy the equation (see (12.1))
l′′ = Ak′′ +Bm′′ + Cn′′ . (12.7)
Evidently, we should check only the type II – it takes the form
l′′ = −k′′ +m′′ + n′′
and further reduces to
(−k′
0
+m′
0
+ n′
0
) k+ (−k′ +m′ + n′) k0
+i (−k′ +m′ + n′)× k+m′
0
(−k+m+ n)
+m′(−k0 +m0 + n0) + i m
′ × (−k+m+ n)
= −[ k′
0
k+ k′ k0 + i k
′ × k+ n′
0
(−k+m+ n)
+n′ (−k0 +m0 + n0) + i n
′ × (−k+m+ n) ]
+[ m′
0
m+m′ m0 + i m
′ ×m+ (−k′
0
+m′
0
+ n′
0
) n+
(−k′ +m′ + n′) n0 + i (−k
′ +m′ + n′)× n ]
+[ k′
0
n+ k′ n0 + i k
′ × n+ n′
0
m+ n′ m0 + i n
′ ×m ] ,
which turns to be an identity.
Thus, we have constructed two solutions:
solution (KMN − 1),
G =
(
K N
0 M
)
, G′G =
(
K ′K (K ′N +N ′M)
0 M ′M
)
; (12.8)
solution (KMN − 2),
l = −k+m+ n , l0 = −k0 +m0 + n0 ,
G =
(
K N
−K +M +N M
)
; (12.9)
These are sets of degenerate matrices of rank 2. It remains to verify the multiplication law for the case
(12.9): (
K ′ N ′
−K ′ +M ′ +N ′ M ′
)(
K N
−K +M +N M
)
=
(
(K ′K −N ′K +N ′M +N ′N) K ′N +N ′M
(−K ′K +N ′K +M ′M +M ′N) (−K ′N +M ′N +N ′N +M ′M)
)
.
(12.10)
With the notations
K ′′ = K ′K −N ′K +N ′M +N ′N ,
M ′′ = −K ′N +M ′N +N ′N +M ′M , N ′′ = K ′N +N ′M ,
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we obtain
−K ′′ +M ′′ +N ′′ = −K ′K +N ′K −N ′M ,
−N ′N −K ′N +M ′N +N ′N +M ′M +K ′N +N ′M = −K ′K +N ′K +M ′N +M ′M ;
Thus, the set (12.9) has semi-group structure
G′G =
(
K ′′ N ′′
−K ′′ +M ′′ +N ′′ M ′
)
. (12.11)
For the variant II(k,m,l) one has the similar solutions:
solution (KML− 1),
G =
(
K 0
L M
)
; (12.12)
solution (KML− 2),
G =
(
K −M +K + L
L M
)
. (12.13)
13 Three Independent Vectors: Variants I(n,l,k) and I(n,l,m)
Let us consider the variant I(n, l, k)
m = An+Bl + Ck , m0 = αn0 + βl0 + sk0 . (13.1)
First, we turn to the simplest second restriction in (13.1); this gives
k′′
0
= k′
0
k0 + k
′ · k+ n′
0
l0 + n
′ · l ,
m′′
0
= (αn′
0
+ βl′
0
+ sk′
0
)(αn0 + βl0 + sk0)
+(An′ +Bl′ + Ck′)(An +Bl+ Ck) + l′
0
n0 + l
′ · n ,
n′′
0
= k′
0
n0 + k
′ · n+ n′
0
(αn0 + βl0 + sk0) + n
′ (An+Bl+ Ck) ,
l′′
0
= l′
0
k0 + l
′ · k+ (αn′
0
+ βl′
0
+ sk′
0
)l0 + (An
′ +Bl′ + Ck′)l . (13.2)
By requiring
m′′
0
= αn′′
0
+ βl′′
0
+ sk′′
0
,
or
(αn′
0
+ βl′
0
+ sk′
0
)(αn0 + βl0 + sk0)
+(An′ +Bl′ + Ck′)(An +Bl+ Ck) + l′
0
n0 + l
′ · n
= α [ k′
0
n0 + k
′ · n+ n′
0
(αn0 + βl0 + sk0) + n
′ (An+Bl+ Ck) ]
+β [ l′
0
k0 + l
′ · k+ (αn′
0
+ βl′
0
+ sk′
0
)l0 + (An
′ +Bl′ + Ck′)l ]
+s [ k′
0
k0 + k
′ · k+ n′
0
l0 + n
′ · l ] ,
we obtain the equations
n′
0
n0 : α
2 = α2 , l′
0
l0 : β
2 = β2 , k′
0
k0 : s
2 = s ,
n′
0
l0 : αβ = αβ + αβ + s , n
′
0
k0 : αs = αs ,
l′
0
n0 : βα+ 1 = 0 , l
′
0
k0 : βs = β ,
k′
0
n0 : sα = α , k
′
0
l0 : sβ = βs , (13.3)
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n′ · n : A2 = αA, l′ · l : B2 = βB , k′ · k : C2 = s ,
n′ · l : AB = αB + βA + s , n′ · k : AC = αC ,
l′ · n : BA+ 1 = 0 , l′ · k : BC = β ,
k′ · n : CA = α , k′ · l : CB = βC . (13.4)
Let us write down only the independent equations:
αβ = −1, s = −αβ = +1, C2 = s = 1 ,
A(A− α) = 0, C(A− α) = 0, B(B − β) = 0,
AB = αB + βA+ 1 , AC = αC ,
BA+ 1 = 0 , BC = β , CA = α , CB = βC ;
they provide to us only with
solution (NLK − 1),
α = A, B = β = −
1
A
, C = s = +1,
m = k+ (A n−A−1 l) , m0 = k0 + (A n0 −A
−1l0) ; (13.5)
where the corresponding matrices have the structure
G =
(
K N
L (K +AN −A−1L)
)
. (13.6)
This is a set of degenerate matrices of rank 2. We verify now the multiplication law:
G′G =
(
K ′ N ′
L′ (K ′ +AN ′ −A−1L′)
)(
K N
L (K +AN −A−1L)
)
(
(K ′K +N ′L) K ′N +N ′(K +AN −A−1L)
L′K + (K ′ +AN ′ −A−1L′)L L′N + (K ′ +AN ′ −A−1L′)(K +AN −A−1L)
)
.
The block (22) in the matrix (13.7) is
(22) = L′N + (K ′ +AN ′ −A−1L′) (K +AN −A−1L)
= (K ′K −N ′L) +A (K ′N +N ′K)−A−1 (K ′L+ L′K) +A2N ′N +A−2L′L .
With the notations
K ′′ = K ′K +N ′L ,
N ′′ = K ′N +N ′(K +AN −A−1L) ,
L′′ = L′K + (K ′ +AN ′ −A−1L′)L ,
we get
K ′′ + AN ′′ −A−1L′′ = K ′K +N ′L+A [ K ′N +N ′(K +AN −A−1L) ]
−A−1 [ L′K + (K ′ +AN ′ −A−1L′)L ] = (K ′K −N ′L) +A (K ′N +N ′K)
−A−1 (L′K +K ′L) + (A2N ′N +A−2L′L) ,
and we obtain the claimed relation
(22) = K ′′ +AN ′′ −A−1L′′ .
Therefore we have
G′G =
(
K ′′ N ′′
L′′ (K ′′ +AN ′′ −A−1L′′)
)
= G′′ .
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There exists one solution for the variant I(n, l,m):
solution (NLM − 1),
G =
(
(M +AL −A−1N) N
L M
)
. (13.7)
14 Degenerate Matrices of Rank 3
Let us consider singular Mueller matrices of rank 3. Given the explicit form of the matrix G, it is easy
to understand that there are 16 simple ways to get the semigroups of rank 3. For this, it suffices to have
vanishing some i-line or some j-column in the original 4-dimensional matrix,
(00) , (01) , (02) , (03) ,
(10) , (11) , (12) , (13) ,
(20) , (21) , (22) , (23) ,
(30) , (31) , (32) , (33) . (14.1)
The compatibility of the law of multiplication with this constraint is obvious.
All the 16 possibilities are listed below.
Variant (00)
G =


0 0 0 0
0 2k0 2n1 2n0
0 2l1 m0 +m3 m1 − im2
0 2l0 m1 + im2 m0 −m3

 ,
k1 = 0, k2 = 0, k0 = −k3 ,
n0 = −n3, l0 = −l3, +in2 = n1, −il2 = l1 .
Variant (01)
G =


0 0 0 0
2k1 0 2n1 2n0
2l0 0 m0 +m3 m1 − im2
2l1 0 m1 + im2 m0 −m3

 ,
k0 = 0, k3 = 0, k1 = ik2 ,
l1 = il2, l0 = l3, n0 = −n3, n1 = in2 .
Variant (02)
G =


0 0 0 0
2k1 2k0 0 2n0
l0 + l3 l1 − il2 0 2m1
l1 + il2 l0 − l3 0 2m0

 ,
n1 = 0, n2 = 0, n0 = −n3 ,
m0 = −m3, m1 = −im2, k0 = −k3, k1 = ik2 .
Variant (03)
G =


0 0 0 0
2k1 2k0 2n1 0
l0 + l3 l1 − il2 2m0 0
l1 + il2 l0 − l3 2m1 0

 ,
n0 = 0, n3 = 0, n1 = in2 ,
m0 = m3, m1 = im2, k0 = −k3, k1 = ik2 .
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Variant (10)
G =


0 2k1 2n0 2n1
0 0 0 0
0 2l1 m0 +m3 m1 − im2
0 2l0 m1 + im2 m0 −m3

 ,
k0 = 0, k3 = 0, k1 = −ik2 ,
l0 = −l3, l1 = −il2, n1 = −in2, n0 = n3 .
Variant (11)
G =


2k0 0 2n0 2n1
0 0 0 0
2l0 0 m0 +m3 m1 − im2
2l1 0 m1 + im2 m0 −m3

 ,
k1 = 0, k2 = 0, k0 = k3 ,
l0 = l3, l1 = il2, n1 = −in2, n0 = n3 .
Variant (12)
G =


2k0 2k1 0 2n1
0 0 0 0
l0 + l3 l1 − il2 0 2m1
l1 + il2 l0 − l3 0 2m0

 ,
n0 = 0, n3 = 0, n1 = −in2 ,
m0 = −m3, m1 = −im2, k1 = −ik2, k0 = k3 .
Variant (13)
G =


2k0 2k1 2n0 0
0 0 0 0
l0 + l3 l1 − il2 2m0 0
l1 + il2 l0 − l3 2m1 0

 ,
n1 = 0, n2 = 0, n0 = n3 ,
m0 = m3, m1 = im2, k1 = −ik2, k0 = k3 .
Variant (20)
G =


0 2k1 n0 + n3 n1 − in2
0 2k0 n1 + in2 n0 − n3
0 0 0 0
0 2l0 2m1 2m0

 ,
l1 = 0, l2 = 0, l0 = −l3 ,
m0 = −m3, m1 = im2, k1 = −ik2, k0 = −k3 .
Variant (21)
G =


2k0 0 n0 + n3 n1 − in2
2k1 0 n1 + in2 n0 − n3
0 0 0 0
2l1 0 2m1 2m0

 ,
l0 = 0, l3 = 0, l1 = il2 ,
m0 = −m3, m1 = im2, k1 = ik2, k0 = k3 .
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Variant (22)
G =


k0 + k3 k1 − ik2 0 2n1
k1 + ik2 k0 − k3 0 2n0
0 0 0 0
2l1 2l0 0 2m0

 ,
m1 = 0, m2 = 0, m0 = −m3 ,
n0 = −n3, n1 = −in2, l1 = il2, l0 = −l3 .
Variant (23)
G =


k0 + k3 k1 − ik2 2n0 0
k1 + ik2 k0 − k3 2n1 0
0 0 0 0
2l1 2l0 2m1 0


m0 = 0, m3 = 0, m1 = im2 ,
n0 = n3, n1 = in2, l1 = il2, l0 = −l3 .
Variant (30)
G =


0 2k1 n0 + n3 n1 − in2
0 2k0 n1 + in2 n0 − n3
0 2l1 2m0 2m1
0 0 0 0

 ,
l0 = 0, l3 = 0, l1 = −il2 ,
k0 = −k3, k1 = −ik2, m1 = −im2, m0 = m3 .
Variant (31)
G =


2k0 0 n0 + n3 n1 − in2
2k1 0 n1 + in2 n0 − n3
2l0 0 2m0 2m1
0 0 0 0

 ,
l1 = 0, l2 = 0, l0 = l3 ,
k0 = k3, k1 = ik2, m1 = −im2, m0 = m3 .
Variant (32)
G =


k0 + k3 k1 − ik2 0 2n1
k1 + ik2 k0 − k3 0 2n0
2l0 2l1 0 2m1
0 0 0 0

 ,
m0 = 0, m3 = 0, m1 = −im2 ,
l0 = l3, l1 = −il2, n1 = −in2, n0 = −n3 .
Variant (33)
G =


k0 + k3 k1 − ik2 2n0 0
k1 + ik2 k0 − k3 2n1 0
2l0 2l1 2m0 0
0 0 0 0

 ,
m1 = 0, m2 = 0, m0 = m3 ,
l0 = l3, l1 = −il2, n1 = in2, n0 = n3 .
Let us remind the general form of the matrix G
G =


k0 + k3 k1 − ik2 n0 + n3 n1 − in2
k1 + ik2 k0 − k3 n1 + in2 n0 − n3
l0 + l3 l1 − il2 m0 +m3 m1 − im2
l1 + il2 l0 − l3 m1 + im2 m0 −m3

 .
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15 Concluding Remarks
Let us summarize the results. The matrices of the form
G =
(
k0 + k ~σ n0 + n ~σ
l0 + l ~σ m0 + m ~σ
)
,
are described by their determinant [5]
det G = (kk) (mm) + (nn) (ll)− 2 (kn) (ml) −
2 ( −k0 n+ n0 k+ i k× n ) ( −m0 l+ l0 m+ i m× l ) ; (15.1)
the classification of degenerate 4-dimensional matrices (det G = 0), of rank 1, 2, 3 can be schematically
described by
(k) −→ 7 , (m) −→ 7 , (n) −→ 4 , (l) −→ 4 ,
(k,m) −→ 5 , (l, n) −→ 2 , (k, n) −→ 2 ,
(k, l) −→ 2 , (n,m) −→ 2 , (m, l) −→ 2 ,
(k,m, n) −→ 2 , (k,m, l) −→ 2 ,
(n, l, k) −→ 2 , (n, l,m) −→ 2 .
Thus, we produced many different subsets of real matrices, mainly with semi-group structure. These
subset themselves can be of mathematical interest. The question of applying them as Mueller’s type remains
open.
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