Abstract. We consider the asymptotic solutions of an interface problem corresponding to an elliptic partial differential equation with Dirichlet boundary condition and transmission condition, subject to the small geometric perturbation and the high contrast ratio of the conductivity. We consider two types of perturbations: the first corresponds to a thin layer coating a fixed bounded domain and the second is the perturbation of the interface. As the perturbation size tends to zero and the ratio of the conductivities in two subdomains tends to zero, the two-parameter asymptotic expansions on the fixed reference domain are derived to any order after the single parameter expansions are solved beforehand. Our main tool is the asymptotic analysis based on the Taylor expansions for the properly extended solutions on fixed domains. The Neumann boundary condition and Robin boundary condition arise in two-parameter expansions, depending on the relation of the geometric perturbation size and the contrast ratio.
Introduction
Let D ⊂ R d , d = 1, 2, 3, be a simply-connected Lipschitz continuous domain. Consider the perturbation of the domain D given by the perturbed boundary ∂D ε defined as ∂D ε = x : x = x + εh(x)n(x) : x ∈ ∂D , (1.1)
where ε ∈ (0, ε 0 ] for a fixed small number ε 0 1 represents the small characteristic size of the perturbation, h(x) is a continuous function defined on ∂D, and n(x) is the (outward) normal direction of D. For sufficiently small ε, the boundary ∂D ε uniquely defines a perturbed domain D ε . If h is non-negative, then D ε contains D. We assume that h is a sufficiently smooth function.
The main problem of our concern is related to the following Dirichlet boundary value elliptic problem imposed in the perturbed domain D ε :
where L is the second order elliptic operator, having the divergence form
3)
The second order coefficient functions a ij , i, j = 1, · · · , d, form a nondegenerate positive definite matrix a = (a ij ), i.e., a ji = a ij , and If the coefficient a is assumed to be continuous everywhere, then the solution u ε is the perturbation of a classic elliptic equation with uncertainty in characterizing the domain. How to quantify the uncertainty in the solution due to the geometric perturbation, particularly when h is a random function, is an interesting and important topic in uncertainty quantification. The more challenging case is that a is not continuous across some interface. Then the transmission condition should be specified on the jump interface. In such cases, the interface may also be subject to small perturbations.
There are two scenarios of the geometric perturbations in the transmission problems. The first one is to consider the previous domain perturbation setup with a non-negative h, then D ⊂ D ε and the interface is Γ = ∂D, which is fixed and separates the domain D and the thin layer L ε = x : x = x + th(x)n(x), 0 < t < ε, x ∈ ∂D, h(x) = 0 . We call this model the thin layer problem. The second scenario is to partition a fixed domain D into two subdomains:
where Γ ε is the dividing interface, which is assumed as a perturbation from a fixed interface Γ. The difference between Γ ε and Γ can be also described by a function h. The detailed definitions of D + ε , D − ε , Γ ε will be specified later. We call this model the perturbed interface problem. In the first problem, we attach a thin layer L ε to encircle the fixed domain D and the layer thickness vanishes as ε tends to zero. The interface there is fixed. In the second problem, we partition a fixed domain D into two subdomains D ± ε by a perturbed interface Γ ε and the two subdomains have comparable size.
All these perturbations can be either deterministic or random, depending on whether h is a deterministic function or a random field. For the latter case, after h is expended in random space by Karhunen-Loève theorem h(x, ω) = h i (x)φ i (ω), or by the Monte Carlo samples h(x, ω) ∼ h i (x), the problem usually can be transformed to a set of deterministic perturbations if the correlation length of h is not vanishing. So, we only focus on the deterministic h here; the application to the random case may follow the standard approaches used in many literatures such as [20, 13, 3, 5] .
There is a distinctive class of perturbations of the domain for the PDE (1.2): the so called "rough boundary/rough domain", in which the spatial scale of the profile h also depends on ε, for instance, D is perturbed by the form εh ε (x) = εh(x/ε) for a periodic functionh (see [15] and references therein). When the boundary condition itself also involves the similar multiscale feature, the multiscale finite element method was applied and analyzed by [17] .
To explicitly show the transmission condition and to introduce our second asymptotic parameter other than the perturbation size ε, we take the simplest case of the thin layer problem corresponding to the first scenario mentioned above. In this case, D ⊂ D ε , Γ = ∂D is the interface, separating the domain D and the thin layer L ε = D ε \D. Assume that the coefficients b and c vanish and that a is scalar-valued and is piecewisely homogeneous in D and L ε . Then the corresponding transmission problem takes the form
u int = u ext , ∂ n u int = σ∂ n u ext on Γ, u ε = 0 on ∂D ε , (1.5) where σ is a constant parameter representing the ratio of conductivity in two different domains. u int and u ext are the restrictions of the solution u ε on two subdomains D and L ε , respectively. The similar form of the transmission condition will be specified later for the general problems. If the material property across the interface has a significant difference, then the value of σ can take a very small value or a very large value. The resulted transmission problem in this high-contrast media is an important subject in multiscale analysis and computation.
The elliptic model (1.2) and the transmission problem such as (1.5) originate from many applications such as diffusion processes, electrostatics, porous media and heat conduction. One of our motivating examples is the diffusion model of exciton in organic semiconductors ( [14, 10, 4] ). For the discontinuous coefficient model (1.5), a well-known problem is the electromagnetic model for bodies coated with a dielectric layer L ε with distinctive material coefficients. In porous media applications, the permeability of subsurface regions is described as a quantity with high-contrast and multiscale features.
We here mainly concern the asymptotic analysis in terms of the two different parameters, ε and σ, where ε represents the amplitude of the geometric perturbation on the domain or the interface, and σ represents the ratio of different material coefficients. In this paper, we shall first consider the asymptotic effect of each parameter separately and then work on the more complicated two-parameter expansions.
Many theories and methods have been developed and used to study the above elliptic problems and the interface problems. We review some general methodologies on the asymptotic study for the solution u ε subject to the geometric perturbations. The first idea to handle the irregular domain D ε is the domain mapping, which is to find a smooth mapping to change the irregular domain to a fixed reference domain. See the reference [20, 3, 11] for the applications and the analysis of this method. This method works for any irregular domain as long as a diffeomorphism can be found regardless it is a small perturbation or not. By applying the diffeomorphism transformation, all geometric information is transformed into a new differential operator and a new boundary condition, which are both more complicated than the original form on irregular domain. The second method, particularly for the perturbed interface problem, is a generalization of calculus of variation to the geometric setting -the shape derivative ( [12, 13] ). The method of shape derivatives is widely used for the sensitivity analysis of the geometry of the boundary and shape optimization. Although it is quite easy to obtain the first few order derivatives, the calculation is very complicated for the higher order derivatives. The last method, which is also our main tool here, is the asymptotic expansion, which actually refers to a collection of problem-specific methods and relies on the correct use of the ansätz ([19, 2, 1, 5]). In this method, by using a good regularity of the solution in the correct (sub)domains, one can apply certain ansätz in the form of the series expansion to approximate the boundary conditions on the fixed domain. More details on the application of this method to our problems of concerns will be reviewed and commented in subsequent sections.
The main motivation of this article is to give a comprehensive study on the (formal) asymptotic expansions of the solutions to the above various elliptic problems, including the thin layer problem and the interface problem, up to an arbitrary order in theory. Specifically, we shall address the following four problems.
(I) The first task is that for the elliptic model (1.2) with smooth a , we want to have in D 6) in certain sense, where all terms u i are independent of ε explicitly. Then we want to construct a sequence {u [n] } of functions satisfying the following properties: (i) Each u [n] is the solution to a boundary value problem defined only on the fixed domain D; (ii) The error between the restriction of u ε to D and u [n] is limited to the order O(ε n+1 ); (iii) The numerical computation (which is not our objective in this paper) of u [n] should be easier than directly solving the original equation (1.2) . Note that u [n] is not simply the partial sum n i=0 ε n u n , because the latter may not satisfy a closed boundary value problem. (II) The second task is to generalize the results in (I) to the thin layer problem (1.5) for the case of the discontinuous coefficient a. (III) The third one is the generalization of (II) to the high-contrast material, i.e., σ, the ratio of material coefficients across the interface Γ, is very large or very small. We want to derive the two-parameter expansions when the limits of both ε and σ are considered. We are concerned with the three scaling regimes for ε and σ: ε/σ → 0, ε/σ → ∞, and ε/σ → c ∈ (0, ∞). The final result is the boundary value problem for each term in the two-parameter asymptotic expansions u int (x) = m,n u m,n (x)ε m µ n , where m, n are integers, and µ is linked to the ratio of ε and µ, whose specific form depends on the asymptotic regimes. We shall show that the three scalings will give arise to the Dirichlet, Neumann or Robbin boundary condition for u m,n , respectively. (IV) The last one is on the perturbed interface problem where the interface Γ ε is not fixed as in (II) and (III), but is associated with a perturbed domain partition
Meanwhile, the high-contrast ratio limit is also considered, and we derive the twoparameter asymptotic expansions, where we find there is no special dependence on the scaling of ε and σ.
From Section 2 to Section 5, we solve each of these four problems in each section. The techniques we used for (I) and (II) are different from the existing methods. The two-parameter asymptotic expansions for (III) and (IV) in this paper are new results. The main techniques we apply here for all four problems are the Taylor expansion applied in various contents, which all requires a good regularity of the underlying function. For the thin layer problem or the interface problem, where the solution u ε apparently does not posses such smoothness on the interface, our idea is first to extend each smooth component of the solution u ε on each subdomain onto some ε-independent domains before applying any asymptotic expansions. This is achieved by imposing certain Cauchy problems on the interface when interpreting the elliptic equation as a time-evolution equation in which the normal direction of the interface is the time marching direction. The second important idea is to apply the inverse Lax-Wendroff procedure ([18] ) to convert the high order derivatives in the normal direction on the interface to those along the tangent directions and the first order normal derivative, for which the original transmission condition on the interface is utilized.
To end this introduction, we review several existing works which are closely related to the problems we considered here. The work in [5] considered the thin layer problem (1.5) with a fixed σ as ε → 0. The main idea in [5] is to write the differential operator L in terms of local coordinate in the thin layer L ε , and apply the ansätz L = n −2 ε n L n to derive a system of (infinitely number of) recursive equations for the expansion of the solution in this dilated layer. Then with the aid of the transmission condition on the interface Γ, the boundary conditions of these equations in the layer L ε are linked to the solutions in the interior (fixed) domain D. In [1] , to assist the construction of local solutions in the multiscale finite element methods for the elliptic equations in high-contrast media, the authors derived asymptotic expansions for the solutions of the elliptic problems with high contrast ratio, i.e., σ tends to 0 or ∞. But their analysis is for the fixed domain and interface.
The elliptic problem with smooth coefficients
In this section, we study the equation (1.2) on D ε by assuming that a(x) is sufficiently smooth everywhere and h(x) in (1.1) is also sufficiently smooth on ∂D. This means that the Taylor expansion for these two functions are available up to any order. The signs of h(x) can be arbitrary at different x ∈ ∂D and the operator L in (1.3) is not limited to the Laplace operator.
Recall that the perturbed thin layer L ε is defined by
The condition h(x) = 0 ensures that L ε is also a domain (open set). Depending on the sign of the function h, we can decompose the thin layer L ε into the interior layer L ε,int and the external layer L ε,ext :
where
Refer to the schematic illustration in Figure 1 . 2) is defined on the ε-dependent domain D ε . We extend it to a fixed domain D ∪ D ε 0 and justify this extension in Section 2.1.1. Then in Section 2.1.2, we use the Taylor expansion near ∂D to derive the asymptotic expansion u ε = n 0 ε n u n , for which the inverse Lax-Wendroff procedure is applied to convert the high order normal derivatives into the first order normal derivative and the tangential derivatives along the boundary ∂D.
[5] already derived the first three terms, u 0 , u 1 and u 2 . But the method we give below seems simpler and does not require the dilation technique and any asymptotic form for the differential operator L used in [5] . Actually, that kind of singular perturbation suits for the case that the solution itself develops a sharp peak in the thin layer, such as the traditional boundary layer analysis in fluid mechanics. However, the problem here does not have this feature and the solutions on D and D ε both behave very normally at the order O(1). We find that the direct expansion for the boundary condition of u ε in an appropriate way is sufficient to derive the boundary condition of u n . To present our main technique, we start with the smooth a case in this section and then show how to generalize to the discontinuous a in Section 3.
2.1.1. The extension of the solution to the fixed domain. Note that D ∪D ε is increasing in ε since L ε,ext always expands as ε increases. So it is convenient to make the extension to the whole domain D ∪ D ε 0 since we only consider ε ∈ (0, ε 0 ]. On this fixed domain D ∪ D ε 0 , the solution is known on the part D ε ; we thus consider the difference ε which consists of the disjoint thin layers:
Denote the solution extended on ε byũ ε , and assume thatũ ε and u ε have the same values and the same normal derivatives on the common boundary ∂D ε . Specifically,ũ ε is the unique solution to the following Cauchy problem posed in the thin layers L ε,int and N ε :
where u ε , the solution to equation (1.2), is presumably given, n is the outward normal of D ε on ∂D ε . Note that ∂D ε is a proper subset of the boundaries of L ε,int and N ε . The problem (2.1) is actually a Cauchy problem of u ε , not a boundary-valued elliptic problem, because the value and the "velocity" ofũ ε are specified on ∂D ε -a part of its complete boundary. The boundary ∂D ε satisfies the noncharacteristic condition d i,j=1 a ij n i n j = 0 trivially since L is, by assumption, an elliptic operator satisfying (1.4). Thus by the Cauchy-Kovalevskaya theorem ( [7] ), the solution on ∂D can propagate to the boundary ∂ ε and the above Cauchy problem (2.1) is well-posed for sufficiently small ε 0 . Remark 2.1. The above method of extending the solution to a larger (and ε-indepedent) domain can also preserve the regularity of the solution and helps clarify the rigorous meaning of the Taylor expansion we shall apply. This extension idea by the use of the Cauchy problem of a time-evolution equation will be applied repeatedly in this paper, especially for the interface problem so that each smooth component of the solution on each subdomain may be approximated by the Taylor expansion along some interface.
Now it is clear that we can define a function w ε piecewisely on the whole (fixed) domain D ∪ D ε 0 = D ε ∪ ε as follows:
This definition is justified by the boundary condition in (2.1) which dictates that u ε andũ ε coincide on the common boundary ∂D ε . Then w ε satisfies the equation on the fixed domain
and on the ε-dependent boundary.
Note that (2.4) does not serve as a boundary condition to the equation (2.3). w ε is simply a combination of u ε from the boundary value problem (1.2) and u ε from the Cauchy problem (2.1) . The above argument of extension ensures that w ε has the same regularity of u ε , but on D ∪ D ε 0 .
2.1.2.
Asymptotic expansion on the whole domain. By the above extension, we can assume the following ansätz for w ε ,
Plug this ansätz into the equation (2.3), and match the terms at the same order of ε, then we obtain the following equations for w n in D ∪ D ε 0 :
For the condition (2.4), w ε = g on ∂D ε , by noticing the fact that x + εh(x)n(x) ∈ ∂D ε for all x ∈ ∂D, we have
The Taylor expansions in ε on the right-hand side read
where for any vector field n(x) = n 1 (x), · · · , n d (x) , the k-th directional derivative along n at x = x 0 is defined by
Then (2.7), (2.8) and (2.9) together lead to
which, by a change of the indices m = k + n, is equivalent to
Then by matching the terms with the same order of ε, we obtain that
i.e.,
(2.10) This provides a recursive expression of the boundary condition on ∂D for the m-th order term w m .
Define u n as the restriction of w n to D. Then u ε = ∞ n=0 ε n u n . By (2.6) and (2.10), u n satisfies the following sequence of boundary value problems on D where the boundary conditions on ∂D are defined recursively: 11) and for n 1,
(2.12)
In particular, for n = 1, 2, 3, the above boundary conditions on ∂D are
14)
Remark 2.2. Using the shape calculus method, one may also derive a "shape-Taylor expansion" of u ε on any compact set K ⊂ D ∩ D ε (see [12] and the references therein),
where u 0 is the solution to (2.11), d[U ] is the first order shape derivative on the boundary variation U , which is given by the Dirichlet problem
is the second order shape derivative, i.e., the "shape Hessian", on the pair (U , U ) of boundary variations, which is given by the Dirichlet problem
It is easy to see that when the boundary variation U (x) is given by
Therefore the shape calculus method produces the same result as our method.
The right-hand side of the boundary condition (2.12) for each u n involves the normal derivatives of all lower order terms. The inverse Lax-Wendroff procedure, which is used to construct high order numerical methods such as in [18] , enables us to convert the high order normal derivatives into the first order normal derivative and the tangential derivatives on the boundary ∂D. See Lemma 2.3 below. This conversion procedure here seems only optional in theory, but as we shall show in Section 3, for piecewisely smooth coefficients, this step is essential for the use of transmission conditions on the interface to link the interior solution and the exterior solution.
Lemma 2.3. Let u satisfy Lu = f where L is the elliptic operator in (1.3). Then all the normal derivatives ∂ k n u on a smooth surface Γ with order k 2 can be expressed in terms of the boundary Γ, the restrictions of the function u and its normal derivative ∂ n u on Γ, and the coefficient functions a ij , b i , c, i, j = 1, · · · , d. Therefore for every k 2, every smooth surface Γ, every elliptic operator L and every smooth function f , there exists an operator
acting on a pair of functions defined on Γ such that for any smooth function u satisfying Lu = f , its k-th normal derivative ∂ k n u on Γ is given by
In addition, it is easy to see the following properties of the operator
where u and v solve Lu = f and Lv = ϕ respectively. In particular, taking c = 0 in the last equality yields
For the proof of this lemma, refer to Theorem 1 in Section 4.6 of [7] . The crucial assumption for the proof is the noncharacteristic condition of Γ, which is automatically guaranteed by the ellipticity of L. This lemma will be used later multiple times and the dependency on Γ and L in the notation of the mapping F may be dropped out if they are self-explanatory.
With this notation F , the boundary condition for u n (n 1) in (2.12) can be formally written as
To demonstrate the above theory and show how the conversion of the higher order normal derivatives works, in Appendix A, we present two examples in 2D. The first is our motivating example of exciton diffusion and the second is the Poisson equation. Furthermore, in Appendix A, we demonstrate how to generalize our method to the Neumann boundary condition and the reaction-diffusion equation with nonlinear terms.
2.2. The partial sums. We have formally derived the hierarchic systems of the boundary value problems for the expansion terms {u n } in Section 2.1. We next derive the closed boundary value problems which the partial sums approximately satisfy. The procedure is the same as in [5] . Define the partial sums
On the boundary ∂D, by using (2.12), we have
It is worth pointing out that the system of the boundary value problems for
, one needs to solve the boundary value problems from
. Thus, in total, (n + 1) Dirichlet boundary value problems have to be solved. However, it is possible to directly solve one boundary value problem to obtain the approximation with the same order as v [n] by replacing the v [n−j] terms on the right-hand side of (2.16) by v [n] . Then one obtains the following closed boundary value problem, whose solution is denoted by u [n] :
(2.17)
In particular, the boundary value problems for u [1] and u [2] are
The following theorem gives the approximation error of v [n] , whose proof is given in Appendix B.1.
Let the operator L given by (1.3) be strictly elliptic in D ε 0 and have the coefficients a ij , 
The following approximation error of u [n] has been proved in [5] for n = 0, 1, 2,
Note that although u [n] and v [n] have the same approximation order, there might still be a considerable difference in the accuracy of their approximation errors due to the effects of the prefactors. The numerical results in [5] show that the approximation u [n] produces much less accurate results than v [n] for n = 1, 2. This can be easily confirmed by the following simple onedimensional example:
The true solution is u ε (x) = x 2 − (1 + ε)x. The equation for u 0 reads
with the solution u 0 (x) = x 2 − x. Then the equation for u 1 is
So u 1 (x) = −x, and then the partial sum
The equation for u [1] is
We find u [1] (x) = x 2 − 1 + 2ε 1 + ε x, which is a worse approximation than v [1] since
To attain the zero error as v [1] , one needs to proceed to the next order u [2] by solving
The thin layer problem
Next, we generalize the above method from the continuous material coefficients a(x) to the transmission problem associated with the piecewisely smooth coefficients. The Taylor expansion used in Section 2.1 is still applicable since we essentially apply the expansion on each subdomain where a is smooth. The next step is to use Lemma 2.3 (the inverse Lax-Wendroff procedure) to convert the high order normal derivatives on the interface to the first order normal derivative and the tangential derivatives. This critical step facilitates the transmission condition given on the interface to build the connection between the solutions on each subdomain.
For ease of exposition, we only deal with the outward perturbation where h(x) 0 for all x ∈ ∂D. So D is a (proper) subset of D ε and the difference D ε \ D is the thin layer L ε . The transmission condition is thus imposed on
Note that Γ = ∂D ∩ ∂L ε and ∂D \ Γ = {x ∈ ∂D : h(x) = 0} = ∂D ∩ ∂D ε . Assume that the second order coefficients a ij , i, j = 1, · · · , d, are piecewisely smooth and have jumps only across the transmission interface Γ. In addition, the term f on the right-hand side of the equation is also allowed (but not necessarily) to have jumps on Γ. Specifically, we assume for
where a ij int and f int are smooth functions on D while a ij ext and f ext smooth on L ε 0 , and in general, a
then the transmission problem of our concern takes the form:
( 3.1) 3.1. Asymptotic expansions in D and L ε . Conceptually, we may first extend the domain of u ext to a fixed larger domain L ε 0 , as in Section 2.1.1, and for simplicity we still use u ext for its extension. Assume the following two ansätze for u int and u ext respectively:
Plug these ansätze into (3.1), and match the terms at the same order of ε, then we obtain the following equations for u int,n and u ext,n ,
and the transmission conditions on Γ for u int,n and u ext,n ,
The boundary conditions on ∂D ε ∩ ∂D for u int,n is u int,n = δ 0,n g and u ext,n share the same condition on ∂D ε ∩ ∂L ε . Our goal is to derive the correct boundary conditions on ∂D for u int,n . Note that we already have these conditions on ∂D ∩ ∂D ε , thus it remains to find the boundary conditions on Γ for u int,n . To this end, we actually first derive the boundary conditions on Γ for u ext,n , and then convert u ext,n to u int,n by the transmission conditions (3.4) and (3.5) .
To work on the exterior solution u ext , which behaves nicely in L ε 0 , we apply the Taylor expansion method used in Section 2.1.2 to the ansätz (3.3) with the boundary condition u ext = g on ∂D ε ∩ ∂L ε . The obtained result is the following recursive expression of the boundary conditions on Γ for u ext,n : 6) where the operator F k,f is the operator F k,Γ,L,f introduced in Lemma 2.3 and the subindices Γ and L are dropped for simplicity. To handle the terms ∂ n u ext,n−k on the right-hand side of (3.6), we need the following lemma, proven in Appendix B.2.
Lemma 3.1. For any integer n 0 and any x ∈ Γ, one can uniquely determine the value of the normal derivative ∂ n u ext,n (x) on Γ from the information of u int,n by using (3.4) and (3.5). More precisely, ∂ n u ext,n (x) for x ∈ Γ only depends on
• the normal vector n = n(x) and • the value of u int,n (x )for all x ∈ Γ and • ∂ n u int,n (x) and • the second order coefficients a Now the transmission conditions (3.4) and (3.5), serve the bridge from u ext,n to u int,n , with the aid of Lemma 3.1. Then the calculation following the procedure in the proof of Lemma 3.1 shows that (3.6) leads to the following final results for the boundary condition of {u int,n } on Γ:
Since we have h = 0 and u int,n = δ 0,n g on the boundary ∂D \ Γ, the boundary conditions (3.7) also holds on ∂D \ Γ and thus on the whole boundary ∂D.
As an illuminating example, let us consider the elliptic operator L = −∇· σ(x)∇ with a discontinuous σ(x), which has been studied in Example A.2 when σ(x) is a smooth function.
where σ int and σ ext are smooth functions on D and L ε 0 respectively, and in general, they are distinct on the common boundary. To ensure the ellipticity of L, we assume that σ int and σ ext are both positive everywhere in their domain. Then the transmission condition (3.5) reads
Thus we deduce
Next, we compute explicitly the boundary conditions on Γ for the first three orders u int,n . Order n = 0. The boundary condition (3.7) on Γ for u int,0 is simply
Order n = 1. The boundary condition (3.6) on Γ for u ext,1 reads
Then by (3.4) and (3.9), we obtain the boundary condition on Γ for u int,1 :
Order n = 2. Applying the boundary condition (A.
κ is the curvature of ∂D, defined in Example A.2. Then substituting (3.4) and (3.9) into the last equation gives the boundary condition on Γ for u int,2 :
The approximate boundary conditions for the partial sums.
Define the partial sums
As in Section 2.2, the goal here is to derive the recursive boundary condition for the partial sums and to find the closed boundary value problems for the approximations u [n] .
To derive the boundary conditions that the partial sums v
[n]
int satisfy, we have two equivalent approaches. The first one is to directly derive the boundary conditions for v [n] int from the boundary conditions for u int,n which are already obtained above; the second approach is to apply (2.16) to v [n] ext and then transfer to v [n] int via the following transmission conditions
ext , which can be easily deduced from (3.4) and (3.5). Let us continue to work on Example 3.3 to illustrate the first approach.
Order n = 1. On the boundary ∂D, (3.10) and (3.11) give
Then we are motivated to introduce the following Robin boundary value problem for u [1] :
Order n = 2. On the boundary ∂D, (3.12) and (3.13) show
thus the closed Robin boundary value problem for u [2] can be imposed as:
(3.15) To compare with the results derived in [5] where the coefficient σ is piecewise constant, we set σ int = σ 0 and σ ext = 1 and h(x) > 0 for all x ∈ ∂D. Then (3.14) becomes
which is the same as that in [5] . The equation (3.15) becomes
Multiplying the boundary condition for u [2] by (1 +
By neglecting the third order term O(ε 3 ), we have the same equation in [5] for u [2] .
The thin layer problem with high-contrast ratio
From this section, we take into account of the contrast ratio parameter σ together with the geometric perturbation parameter ε. This section considers the following transmission problem on D ε :
where σ is a positive constant. The geometry of the domains are exactly the same as in Section 3, i.e., D ⊂ D ε and L ε = D ε \ D. Γ is the interface separating two materials with different conductivity. A large σ means a large conductivity in the thin layer L ε and a small σ means a (relatively) large conductivity in the interior D.
We want to investigate the limiting behavior, as well as the asymptotic expansions, of the interior solution u int as ε → 0 and σ → 0 or σ → ∞. Before we present the abstract analysis, let us first heuristically show how three scaling regimens can appear by considering a simple 1D example. Then it is easy to find the interior solution is
2)
and the exterior solution is
3) where
The limiting behavior of the interior solution (4.2) and exterior solution (4.3) for this example is different in the following three cases
In Case (i), as ε and µ := ε/σ tend to 0, we have the interior solution (4.2) u int (x) → x 2 − x + 1 ∼ O(1), and the exterior solution
In Case (ii), introduce λ := σ/ε, then both ε and λ go to 0, If h 0 h 1 > 0, i.e., the domain perturbation is applied to the whole boundary ∂D, then u int is at the order O(λ −1 ); otherwise, one has h 0 = 0 or h 1 = 0, and so u int (x) ∼ O(1). In both circumstances, u ext is at the order O(σ −1 ) = O(ε −1 λ −1 ).
In Case (iii), as ε → 0 and ε/σ → c, u int (x) ∼ O(1) and u ext is at the order O(σ −1 ) = O(ε −1 ).
For general problems, the scalings of the magnitudes of u int and u ext behave exactly the same as in the above example. In the next, we develop the two-parameter asymptotic analysis for the general transmission problem (4.1) by discussing the above three cases. The results we obtained below are written recursively up to any order in an abstract way. The readers can find explicit boundary conditions and solvability conditions for some lower order terms for each case in Appendix C. 4.1. Case (i): ε/σ → 0, ε → 0. We now treat ε and µ = ε/σ as independent small parameters. Introduce the rescaled exterior solutioñ u ext = εu ext , then rewrite the original equation (4.1) in terms of u int and u ext : 
After substituting these into (4.4) and equating terms of each pair of powers of ε and µ, we get the following results:
For the boundary conditionũ ext = εg on ∂D ε ∩ ∂L ε , applying the Taylor expansion method as in Section 2 and Section 3 yields the following recursive boundary conditions on Γ forũ ext,m,n :
(4.5) Next, we transform these boundary conditions on Γ forũ ext,m,n into those for u int,m,n . One has on the interface Γ
Thus for m = 0, we have on Γ u int,0,n =δ 0,n g − h∂ nũext,0,n = g, n = 0, −h∂ n u int,0,n−1 , n 1; and for m 1 and n = 0, on Γ
Note that here we used the trivial fact
4.2. Case (ii): σ/ε → 0, ε → 0. Now both ε and λ := σ/ε are small parameters. Introduceû ext = σu ext = λεu ext . Then (4.1) becomes
We have to further study two subcases and treat them separately.
4.2.1. Case (ii) 1 : Γ = ∂D, or ∂D ∩ ∂D ε = ∅. This means the domain perturbation is only applied to a proper subset Γ of the boundary ∂D. Assume the double asymptotic expansions
Substituting these into (4.1) and equating terms of each pair of powers of ε and λ, we find that
Applying the Taylor expansion method to the boundary conditionû ext = ελg on ∂D ε ∩ ∂L ε , we obtain the following recursive boundary conditions on Γ forû ext,m,n :
(4.6) Next, we convert these boundary conditions forû ext,m,n into those for u int,m,n . It turns out that the Neumann boundary condition on Γ appears in this case. For m = 0, on Γ u int,0,n =û ext,1,n+1 = δ 0,n g − h∂ nûext,0,n+1 = δ 0,n g − h∂ n u int,0,n+1 , thus we get for n 1, 
and for m, n 1, on Γ ∂ n u int,m,n = ∂ nûext,m,n
Note that the boundary conditions on ∂D for u int,m,n are the mixture of the Neumann conditions on Γ and the Dirichlet conditions u int,m,n = δ 0,m δ 0,n g on ∂D \ Γ. 2 : Γ = ∂D, or ∂D ∩ ∂D ε = ∅. In this case, the domain perturbation is applied to the whole boundary ∂D. It turns out that u int is at the order O(λ −1 ). So we assume
Case (ii)
Consequently, the transmission conditions on Γ = ∂D becomê
In addition, (4.6) still holds. We already have ∂ n u int,m,−1 = 0; on ∂D, and for n 0, on ∂D
Thus on ∂D, one has for m = 0, n 0,
and for m 1, n 0,
The above Neumann boundary value problems for u int,m,n are not wellposed, since the solution to the Poisson equation with pure Neumann boundary condition
can only be determined up to constant. However, note that a necessary condition for the existence of a solution to the Neumann problem is
Applying this solvability condition to the Neumann problem for u int,m,n+1 leads to an additional boundary integral condition for u int,m,n . Specifically, the following solvability conditions can uniquely determine u int,m,n :
For this case, we introduce the small parameter
and also rescale the exterior solutionũ ext = εu ext as in Case (i). Plugging the ansätz
into (4.4) yields the following
∂ nũext,m,n = ∂ n u int,m,n−1 + c∂ n u int,m,n , n 1 c∂ n u int,m,n , n = 0 on Γ, (4.10)
From the boundary conditionũ ext = εg on ∂D ε ∩∂L ε , the recursive boundary conditions on Γ forũ ext,m,n are derived in (4.5). The derivation of the boundary conditions of u int,m,n from those ofũ ext,m,n is below. For m = 0, one has on Γ u int,0,n =ũ ext,1,n =δ 0,n g − h∂ nũext,0,n = g − ch∂ n u int,0,0 , n = 0, −ch∂ n u int,0,n − h∂ n u int,0,n−1 , n 1.
Thus we obtain the following Robin boundary conditions u int,0,n + ch∂ n u int,0,n = g, n = 0, −h∂ n u int,0,n−1 , n 1.
For m 1 and n = 0, on Γ,
hence the Robin boundary condition on Γ is
For m, n 1, on Γ, we have
and thus the Robin boundary condition on Γ is
To summarize the above three cases, we find that the limit ε/σ → c is quite important: the value of c determines the type of the boundary conditions in the asymptotic series. c = 0 means ε decays faster than σ or σ is not a small value, and our result shows that the boundary conditions for the asymptotic expansions remain the Dirichlet type. c = ∞ corresponds to a very small conductivity in the exterior layer, and in this case, it is interesting to see the Neumann conditions on ∂D for all terms in the asymptotic expansions. The case of c ∈ (0, ∞) that leads to the Robin boundary conditions can be regarded as between the above two extreme cases.
Asymptotic Expansion for the perturbed Interface Problem
The previous sections on the interface problem assume that the interface is the boundary of the fixed domain D. The geometric perturbation is only applied to the outside layer. In this section, we focus on the situation where the interface is perturbed. The setting is the following. Assume D is a smooth bounded domain and is partitioned into two subdomains separated by an interface Γ ε :
The interface Γ ε is modelled in a perturbative way. Assume there is a fixed interface Γ and let n(x) be the unit normal vector on Γ pointing outward of D − . That is, the whole domain D has a fixed decomposition D = D − ∪D + ∪Γ. Then we define Γ ε for ε < ε 0
We consider the following interface problem on D with transmission condition on the interface Γ ε :
where σ ± (x) > 0 for every x ∈ D ± ε , and n ε (x) is the unit normal vector on Γ ε pointing outward of D − ε . Denote u ε restricted on D + ε and D − ε by u + ε and u − ε , respectively. For this interface problem (5.3), the variational formulation reads as follows: Seek u ε ∈ H 1 0 (D) such that
We assume that σ ± are defined on sufficiently large domains such that for every sufficiently small ε,
is the piecewise homogeneous case:
where σ is a positive constant. We are interested in the high-contrast ratio limit, which corresponds to a very small or very large value of σ.
[13] has studied the first order and second order perturbations to the problem (5.3) by the method of shape calculus for small ε. The second order approximation was obtained by considering the Hessian with respect to the perturbation function h on the reference interface Γ. We shall show how to derive the expansions for small ε up to any order by the method of Taylor expansion. The main tool used here is similar to our previous work in [9] to calculate the first order derivative. After deriving the ε-expansion, we proceed to the two-parameter expansion.
Asymptotic expansions in ε.
5.1.1. The extension of u ± ε . The first technical issue when applying the Taylor expansion is how to extend the solutions u ± ε of (5.4) from their own subdomains D ± ε onto the larger and fixed domains which both include the interface Γ ε for all ε ∈ [0, ε 0 ]. Such domains are chosen as
we thus consider the differences ± ε which consist of the disjoint thin layers: Figure 2 . Denote the solution extended on ± ε byũ ± ε , and assume thatũ ± ε and u ± ε have the same values and the same normal derivatives on the common boundary Γ ε . Specifically,ũ ± ε are constructed as the unique solutions to the following Cauchy problems posed in the thin layers
where u ± ε , the solution to equation (5.4), are presumably given. As in Section 2.1.1, the Cauchy-Kovalevskaya theorem [7] guarantees that such extensions can be realized analytically for sufficiently small ε 0 so that the Taylor expansion can be applied in a neighbourhood of Γ.
5.1.2.
Asymptotic expansions on the fixed subdomains D ± . For ease of notation, we will still use u ± ε to denote their extensions defined above. Let us consider u
First, for the transmission condition
), x ∈ Γ, and by (5.6), we have
Then the Taylor expansions in ε on both sides as before can yield 
, and the integrand on δD ε is taken with a minus sign over
To handle the integration δDε in (5.8), we introduce the curvilinear coordinates (ξ, t) in a sufficiently small tubular neighborhood of Γ, which are defined by x = θ(ξ) + tn(ξ),
∈ Γ is a parametrization of the interface Γ and n(ξ) := n(θ(ξ)). Then for any smooth function g, by making use of a change of variables, we have
where J(ξ, t) is the Jacobian determinant of the mapping (ξ, t) −→ x. By Appendix B.3, (5.9) is equivalent to 10) whereg(θ, t) := g(θ + tn(θ)), θ ∈ Γ, I denotes the identity matrix, W = (W j i ) is the matrix representation of the Weingarten map, and dS Γ (θ) denotes the surface area element on the hypersurface Γ.
The equality (5.10) is the major foundation to apply the asymptotic expansion. We show how to proceed this task by considering the first two orders u ± 0 and u
Note that on Γ, we have the following orthogonal decomposition of the gradient operator:
where ∇ Γ denotes the surface gradient operator. Then
Substituting (5.6) into (5.8), and applying (5.12) and (5.13), we are led to
Now we collect terms with equal powers of ε and obtain:
(5.14)
(5.15)
These weak formulations together with (5.7) with n = 0, 1, lead to the following two PDEs for u 0 and u 1 , respectively:
( 5.16) and
(5.17)
The equations for higher order terms, u n , n 2, can be derived in the same way by considering the higher order Taylor approximations for (5.11).
5.2. Two-parameter expansions. The expansion of high-contrast ratio without interface perturbation is derived in [1] . In the sequel, we show the two-parameter expansion results by combining our ε expansion and the σ-expansion in [1] . We need to consider the following two different cases:
Note that σ is defined on the subdomain D − ε by (5.5). For Case (i), the solution is still bounded; for Case (ii), the solution on D − ε behaves at the order O(1/σ). The difference between these two cases is mainly a scaling factor 1/σ. We focus on Case (i) here. The derivation for Case (ii) can be found in Appendix C.
In Case (i), we have ε → 0 and σ → +∞. We introduce µ = 1/σ and treat ε and µ as independent small parameters. Assume u + ε and u − ε have double asymptotic expansions
and introduce the notation
From the condition (5.7) we obtain For the piecewisely homogeneous case of σ considered here, (5.14) and (5.15) become that for all v ∈ H 1 0 (D), 
and for n 0, We also list the PDEs for the terms with m = 1:
and for n 0,
Here we need to pay attention to a special situation that ∂D − = Γ, or equivalently, ∂D − ∩ ∂D = ∅. Refer to the right panel in Figure 2 . The boundary value problems above then may become Neumann problems, which are uniquely solvable only up to an arbitrary constant. To determine those constants, as we have done in Section 4. 
where φ i solve the following equations, respectively, Example A.1. Consider
with constants σ > 0, c 0 and the homogeneous Dirichlet boundary condition g = 0. Suppose the domain perturbation is only applied to the right boundary
The conversion of all partial derivatives of a function w(x, y) with respect to x with k 2 to the partial derivatives with respect to y relies on the repeated use of the partial differential equation
Explicit forms when k = 2 and k = 3 are as follows. k = 2: From (A.2), we have
which implies
2) with respect to x yields −σ∂
y ∂ x w + c∂ x w = ∂ x φ, and thus
Using the above formulas, we can convert all partial derivatives of u 0 and u 1 with k = 2 and k = 3 in (2.14) and (2.15) to the partial derivatives with respect to y with the following explicit forms. y) .
in 2D with the scalar-valued smooth function σ > 0 and set g = 0. Assume the 1D boundary ∂D has a parametrization by the arc length s → θ(s). Then at each point θ(s), the unit tangent vector τ (s) is θ (s) and the curvature κ(s) is defined as
In a sufficiently small tubular neighborhood of ∂D, the curvilinear coordinates (s, t) are uniquely defined by x = θ(s) + tn(s). The gradient and the Laplace operators in curvilinear coordinates are
respectively. Then the operator L has the new form in terms of (s, t),
For simplicity we assume constant coefficient σ in the following calculation. Differentiating the equation Lw = φ with respect to t at t = 0 yields
(A.7)
In the last equality, we use (A.6) for ∂ 2 n w. Therefore
Using the above formulas, we can convert all partial derivatives of u 0 and u 1 with k = 2 and k = 3 in (2.14) and (2.15) to the partial derivatives with respect to y with the following explicit forms k = 2: On ∂D, from (A.6), we have
Thus the boundary condition (2.14) for u 2 on ∂D is reduced to
Similarly, for n 1, we have on ∂D
A.2. Neumann boundary conditions. If the Neumann boundary condition ∂ n u ε = g rather than the Dirichlet boundary condition is prescribed on the boundary ∂D ε for the equation (1.2), the above method in §2.1.2 still works straightforwardly.
The Taylor expansions (2.8) and (2.9) are still applicable along the normal direction n and the new conditions corresponding to (2.10) can be obtained by following the previous procedure there.
For ease of exposition, let us just show the specific forms for Example A.1 when the homogeneous Neumann boundary condition is imposed on Γ ε defined in (A.1). The unit normal vector n(x, y) on Γ ε parallels to (1, −εh (y)), thus Then (2.18) can be proved by induction on n. Actually, for n = 0, (2.18) follows from (B.1) and Lemma B.1. Now suppose we have proved (2.18) for all k < n, then by trace inequality, we would have
H m (∂D) = O(ε n−k+1 ), ∀m 0.
Plugging these into (B.1) yields
Therefore (2.18) follows by Lemma B.1. This completes the induction and the proof of (2.18).
B.2. Proof of Lemma 3.1.
Proof. Let e i , i = 1, · · · , d, denote the standard basis for R d . We first note that every partial derivative ∂ x i , i = 1, · · · , d, can be expressed in terms of the unit normal vector n = (n 1 , · · · , n d ), the normal derivative ∂ n and a tangential derivative ∂ τ i along a certain tangent vector τ i = e i − n i n. In fact, it is clear that every τ i , i = 1, · · · , d, is a tangent vector, since τ i · n = 0. Recall the elementary facts that ∂ x i may be understood as the directional derivative ∂ e i and that the directional derivative ∂ v is a linear functional of a direction vector v. Thus we deduce
Then (3.5) can be written as B.3. Proof of (5.10). To compute |J(ξ, t)|, we make use of the Weingarten equations in the differential geometry of hypersurfaces [6] , which give the linear expansions of the derivatives of the unit normal vector n to the hypersurface Γ in terms of the tangent vectors ∂ ξ j θ, j = 1, · · · , d − 1: The corresponding solvability conditions to give the the unique solutions u int,m,n+1 are the following. 
