Introduction and background
Examples of big data Genotype by environment interaction (GEI) Statistical models for GEI Quantitative trait loci (QTL) by environment interaction (QEI) 2. Low-rank approximations High dimensional data and its challenges
Massive data sets -BIG data rapid advances in technology (storage, computation, remote sensing, etc.) leads to enormous amounts of data being collected; "Big data" is a data set whose size is beyond the ability of standard software to manage, process and analyze, within a adequate amount of time. "Big data" depends on the degree of complexity and the size of the data set.
Examples:
financial data: stocks, currencies, derivatives, etc. astronomy, high energy physics and atmospheric science; technological Era: web logs, radio-frequency identification, sensor networks, social networks, Internet search indexing, call detail records, etc. and many more...
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The challenge to extract information from huge data sets, usually in the form of matrices; to analyze these big data matrices efficiently and to get results within a reasonable amount of time;
to develop robust methodologies which can deal with problems such as missing values, and noisy data; to develop time-wise efficient computational algorithms; to develop data visualization tools for a quick analysis of the results and outputs. Statistical models for GxE
A big challenge for Statisticians!!
factorial regression model with H environmental covariates and K genotypic covariates
Finlay and Wilkinson regression model
additive main effects and multiplicative interaction (AMMI) model
genotype main effect plus genotype-byenvironment interaction (GGE) model Quantitative Trait Locus (QTL)
The word locus (plural loci) is Latin for "place". In genetics "Locus" is the position of a gene (or other significant sequence) on a chromosome
QTLs are stretches of DNA that are closely linked to the genes that underlie the trait in question.
The QTLs that affect the variation of the phenotypic trait constitute its genetic architecture. It may tell us that plant height is controlled by many genes of small effect, or by a few genes of large effect.
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The data Statistical models for QTLxE
QTL model with interaction
where ‫ܮܶܳ‬ is the QTL main effect, ሺܳܶ‫.ܮ‬ ‫ܧ‬ሻ , is the QEI, ‫ܩ‬ * is the genotypic residual, and ሺ‫.ܩ‬ ‫ܧ‬ሻ , * is the residual from the interaction.
QTL mixed linear model
where ߤ is the intercept for each environment, ‫ݔ‬ , is derived from marker genotype information for genotype ݅, ߙ , the QTL allele substitution effect for environment ݆, ‫ܭ‬ is the total number of QTL underlying ‫ݕ‬ , (e.g. yield), and ߠ , follows a multivariate normal distribution with zero mean vector and a given variance-covariance (VCOV) matrix.
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Outline of the presentation Why to use low-rank approximations?
Compression of the data (mostly to reduce processing time);
Prediction;
Reconstructing latent signal, i.e. separation between signal and noise;
Easier interpretation of results.
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Principal Component Analysis
When dealing with large data sets, one of the main problems is how to extract the information.
Principal Component Analysis (PCA) is the most used technique for reducing the data set while preserving significant features.
PCA transforms the n original (correlated) variables in n principal components (uncorrelated linear combinations of the original variables). One of the main features of PCs is that the first (few) explain a big amount of the original variance and can be used to "replace" the initial data set. The approximation minimizes the error || -|| ி (Frobenius norm).
A low-rank approximation of using only ݇ factors can be written as:
The limitations of LRA Why to use weighted low-rank approximations?
External information about noise variance (error variance) for each measurement (e.g. statistical genetics and gene expression);
Missing data (0/1 weights); Different number of samples;
Different importance of different entries (columns, rows or cells).
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Low-rank approximation
Weighted low-rank approximation How to do the minimization?
use an Expectation-Maximization approach;
while the sums of squares of two consecutive iterations ܺ ሺ௧ሻ and ܺ ሺ௧ାଵሻ is greater than a small value (e.g. 10 ିଽ );
where W is the ݊ ൈ ݉ matrix with weights, 0 ܹ , 1, is a ݊ ൈ ݉ matrix with ones, ⊙ is the Hadamard (or entrywise) product of matrices, and ‫ݐ‬ is the iteration number (Srebro and Jaakkola, 2003) ;
the outputs of this EM algorithm are the matrices ܷ , ‫ܦ‬ and ܸ such that ܺ ൎ ܷ ‫ܦ‬ ܸ ் , being ݇ the rank of approximation.
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Outline of the presentation Source 
