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INTRODUCTION
Many economic dynamic systems involving learning can exhibit feedback because current learning will Granger-cause current and future realizations of state variables, affecting the evolution of the dynamic system. A popular method that allows econometricians to handle such feedbacks is the Kalman filter technique, which turns out to be a special case of parametric stochastic approximation (SA) procedures with feedback. These are recursive methods that can generally be used to locate the roots of an "unknown" mapping M
__
, or the extreme points of an "unknown" objective function, where the unknowns may be observable up to some error. A typical SA algorithm is the following Robbins-Monro (1951) procedure: choose vectors θ 0 , ξ 0 independently, and update according to θ n +1 = θ n + a n M n (ξ n ,θ n ) ≡ θ n + a n [ M
where U n is the error, { Z n } is an exogeneous random noise sequence observable or not, ξ n ≡ ( ξ 0 , . . . , ξ n ) , and θ n +1 ≡ ( θ 0 , . . . , θ n +1 ) . In the economic learning context, θ t +1 represents "knowledge" at time n+1, while ξ n +1 may represent "action" at time n+1. When for each n = 0,1,2,... , R n ( ξ n , . , z n +1 ) is a constant function for each ξ n and z n +1 , then we call the algorithm a SA procedure without feedback. Otherwise we have a SA procedure with feedback. Note that a special case of feedback can be rewritten as a procedure without feedback, i.e., when ξ n ≡ f n ( θ n , Z n ) for all n ≥ 0 , where f n is a known function and Z n is observable. One can always rewrite a SA procedure without feedback as θ n +1 = θ n + a n [ M __ (θ n ) + F n (W n ,θ n ) ] , where { W n } is an observable exogeneous stochastic process. Within the class of SA procedures without feedback, if F n is only a function of W n , we have so-called " θ − independent errors"; otherwise, we have " θ − dependent errors".
A parametric SA procedure is easy to compute and has a nice interpretation as a deterministic dynamic system with error. This error term has a long-run effect which, on average, is negligible. In particular, the procedure allows feedback within the dynamic system, permits non-linearity of the mapping M __ , and allows non-stationarity and serial correlation of the innovation process { Z n }. Some parametric SA procedures have been used in econometrics as tools for parametric recursive GMM -estimation, estimation with dynamic latent variables, and forecasting. Recently some economists in microeconomics and macroeconomics have applied parametric SA procedures with feedback to such problems as modeling adaptive learning with possibly "bounded rationality", selecting a Nash equilibrium without imposing complete "common knowledge", solving stochastic dynamic programming problems or systems of nonlinear stochastic equations, and for disequilibrium dynamic analysis.
Nevertheless, economics is a domain in which economic agents consciously or unconsciously interact with a random environment evolving over time in a complicated way. Parametric models in economics can capture only relatively simple (e.g., linear) relationships and thus may be a bad approximation to the true economic relationships. Policy analysis based on poor parametric models might lead to very misleading conclusions, and theoretical results might be very sensitive to the specific parametric forms. We can avoid these problems by permitting θ n to take values in a general function space, thereby obtaining nonparametric procedures that can capture nonlinear stochastic dynamic systems plausible in economics. This motivates us to investigate properties of some Banach and Hilbert space-valued stochastic approximation ( B I or H I −SA ) procedures and their applications to adaptive learning by economic agents using nonparametric recursive GMM -estimation.
Mathematicians and engineers have established results for such asymptotic properties as convergence, asymptotic normality and rate of convergence for B I and H I −SA algorithms without feedback.
Most of these algorithms are not directly computable, and asymptotic results are valid only for martingale difference error (U n ) cases. A recent substantive advance in this literature has been made by Yin (1992) , who analyzed a projection-based H I −SA algorithm. He allows the error U n to exhibit greater time dependence than do martingale differences. To the best of our knowledge, Yin's and all other current results consider only the θ −independent error case without feedback. In contrast, Chen and White (1992) propose a sieve-type H I −SA procedure (without feedback) with θ −dependent errors. In particular, this is a procedure with finite-dimensional projection and random truncation. It is easy to compute, allows non-linearity, imposes no prior bound on the value of the estimator, and permits Hilbert spacevalued mixingale innovations. We obtain asymptotic properties including almost-sure convergence in norm, asymptotic normality, law of iterated logarithm and mean rate of convergence. One can apply these results to nonparametric recursive GMM -estimation and agent learning. Now suppose that prices are affected by fundamentals x exogenous to this market. This can be handled by generalizing Bray's (1983) model to a function space. We now assume the equilibrium price function p (x, t) for a single commodity is determined by the market-clearing condition:
p (x, t) = a (x) + b p e (x, t +1) + u t , where x ∈ [−1,1] is a measure of market fundamentals, a ( . ) is a measurable function with 
Suppose that at the beginning of time t , agents form an estimate as θ t (x) , and then observe X t and p t , where p t = a ( X t ) + b θ t (X t ) + u t , with agents using one of the following methods to estimate θ t (x) :
Method 1:
Let K : R I → R I be any density function. Let { h t } be a sequence of positive numbers decreasing to zero as t → ∞ , the "bandwidth". The agents set θ 0 ≡ 0 and for t ≥ 0 ,
Method 2:
Let K : R I → R I be a kernel density function. Let { h t } be a sequence of positive numbers decreasing to zero as t → ∞ . The agents pick θ 0 arbitrarily from L 2 [−1,1] , and for t ≥ 0 set
Method 3:
Let K , h t and fˆt be as in Method 2. The agents set θ t = m t / fˆt , where
Method 4:
Let { e l ( . ) } be a complete orthonormal basis for
The agents again set θ t = m t / fˆt while now m t and fˆt are recursive series estimators:
We now can ask the key question: Does { p ( . , θ t , t ) } converge in any meaningful way to the unique solution θ o ( . ) + u t ? The theory of Sections 3, 4 and 5 applies to give precise and general conditions under which an affirmative answer can be given.
Example 2.2: (Generalization of Arthur's Learning Algorithms)
Arthur (1990) has studied the following type of learning automaton (also known as urn process, classifier system, or stochastic replicator dynamic):
A single agent can undertake one action from { 1, 2,..., N}, N < ∞ at each time. At time t, the simple minded agent associates a vector of strengths S t = ( S t (1) , . . . , S t (N) ) T with the actions 1,2,..., N , and updates his probabilities θ t = ( θ t (1) , . . . , θ t (N) ) T of taking each action on the basis of the realization of random payoffs he has experienced during the past. He then chooses his action randomly from { 1, 2,..., N } according to the probability θ t . At the end of time t (or the beginning of time t +1), the agent observes the realization of random payoffs Q t (j) if action j is actually chosen, and updates the strength according to
where β t (i,θ ) = Q t (i) if i is actually chosen at time t (i.e., β t (i,θ t ) = Q t (i) with probability θ t (i) ),
The evolution of the probability of choosing action i is
Arthur (1990) assumes that { Q t } is a sequence of independent, identically distributed random payoffs which is independent of θ t . Arthur (1990) shows that { θ t } converges almost surely to the optimal payoff action vertex of the simplex of probabilities ∆ N ; i.e., the limit of
There are many variations of the above learning algorithm. For example, Roth and Erev (1993) have utilized such algorithms to study some experimental data in a game theoretical framework. We modify Arthur's model by allowing the random payoff to be dependent and heterogeneous and by letting the action space be a compact subset of real line, so that instead of being a vector of length N < ∞ , θ t now belongs to a function space. 
Our theory in the next section permits development of reasonable conditions under which this agent will learn the optimal payoff action in an appropriate sense. 
For example, if the payoff functions are quadratic,
. Suppose player i forms his beliefs as
Again, our theory will provide sufficient conditions for the convergence to Nash Equilibrium.
All the preceeding examples can be reduced to the convergence problem of the following algorithm:
where a t could be random, but all a t are of the order of 1 / t . In all examples, θ t is a function being learned; ξ t is a function in some examples and is a vector in other examples, often corresponding to agent actions and governing the evolution of the dynamics; and Z t is an exogenous random element.
In this paper, we provide nonparametric SA algorithms which permit feedback, nonlinearity of the updating function, and time dependent noise. In particular, we put our SA with feedback algorithms in a separable Banach or Hilbert space. Convergence results for Banach space algorithms require satisfaction of somewhat abstract memory conditions. These conditions can be easily verified if we have independent, mixing or martingale difference noise processes, but there are presently no convenient mathematical theorems available to deal with Banach space-valued highly time dependent, heterogeneous random processes analogous to mixingales. Accordingly, we use separable Hilbert spaces to accomodate the highly time dependent, heterogeneous noise processes that unavoidably arise in the presence of feedback.
Although we are motivated by the desire to provide algorithms and results for the purpose of modeling adaptive learning behaviors in decision theory and game theory, a further benefit of our analysis is to provide nonparametric recursive estimators in time series econometrics when the data exhibit certain plausible Granger-causality structure.
BASIC ALGORITHM AND ALMOST-SURE CONVERGENCE IN A BANACH SPACE
We begin by describing the data generating process.
ASSUMPTION A.1:
( Ω , F , P I ) is a complete probability space on which is defined an (exogenous) stochastic process { Z n : Ω → G ; n = 0,1,2,... } (i.e., a sequence of F / B(G) −measurable mappings, generated by nature), where G is a bounded subset of a real separable Banach space.
Next we describe the learning update functions. 
Note that the metric r K is only assumed to be translation invariant (i.e., r
where { p j } is a sequence of seminorms on K such that
The learning rate is described by the next assumption.
ASSUMPTION A.3: { a n ; n = 0,1,2,... } is a sequence of nonincreasing positive random numbers such that: a n →0 as n → ∞ a.s. − P I and
We now describe the underlying law of motion of the dynamic system.
The next assumption specifies initial values for the learning recursions.
ASSUMPTION A.5: ξ 0 : Ω → Ξ and θ 0 : Ω → K are arbitrary measurable mappings independent of { Z n }.
We now have sufficient structure to define the learning recursions of interest: 
where 
where ξ n (θ ) is defined recursively as
and θ n +1 ≡ ( θ , . . . , θ ) , the point in K n +1 with identical coordinate θ in each position.
Let µ denote a sequence { µ n } with µ n ∈ K for each n . Define the sequence { ξ n ( µ ) } recursively as
ASSUMPTION A.7:
There exists a P I −null set Ω o such that for any ω ∈ Ω − Ω o , for each real
we have: for each ε > 0 , there exists δ > 0 such that for any infinite subsequence
Here both µ ≡ { µ n } and ν ≡ {ν n } can be either sequences of constant values θ and θ´ or one is constant and the other is the sequence of sample values of { θ n ( ω ) }.
Notice we can rewrite Assumption A.7 in a non-interpolated form with the following versions of (1) - (3):
Let θ o ( . ) be a piecewise linear interpolation of { θ n } with interpolation intervals { a n }, i.e.,
THEOREM 3.1: Given A.1 -A.7 for the Banach-valued RMF, if θ n ∈ K for all n a.s. − P I , then:
(i) { θ n ( . ) } is uniformly bounded and equicontinuous on bounded time intervals almost surely in the r K −metric.
(ii) { θ n ( . ) } is sequentially compact in ( K , r K ) ; and any r K −limit θ satisfies the ODE
Let Θ * be the set of locally asymptotically stable ( in the sense of Liapunov ) equilibria in ( K , r K ) for the above ODE with domain of attraction da
exists
To illustrate the content of this result, we now restrict K and Ξ to be bounded closed balls of real separ- 
Therefore we obtain the following almost-sure convergence in weak topology as an application of Theorem 3.1. (e) If θ n → θ in weak topology in a uniformly convex Banach space (e.g., Hilbert spaces, L p −spaces of integrable functions, Sobolev spaces of functions with generalized L p derivatives, (f) If Θ * has only finitely many isolated elements, the particular element to which { θ n } will converge depends on the initial conditions and the realization of the noise processes. Therefore, we cannot rule out the possibility of sunspot equilibria. The same things also occur in a correctly specified parametric learning model, e.g. Woodford (1990) .
MODIFIED ALGORITHMS AND CONVERGENCE IN A HILBERT SPACE
In this section we specialize the above Banach-valued RMF and Corollary 3.2 to a real separable
Hilbert space H I , with K ⊂ H I , and Ξ a (norm) bounded subset of a real separable Hilbert space. Let H I be endowed with inner product < . , . > , norm x = < x , x > 1/2 , and identity operator I . Again d and d Ξ are the metrics corresponding to the weak topologies on H I and Ξ respectively. For learning applications, we consider modifications of the above RMF procedure involving finite dimensional approximations, which is similiar to a Galerkin approximation to the Hilbert-valued RMF. The separability of H I implies the existence of a complete orthonormal basis { e j ; j = 0,1,2,... }. Let
, where
. . , e k (n) )] , and { k (n) ; n = 0,1,2,...} is an integer valued sequence such that:
We replace Assumptions A. We can now define an RMF procedure with orthonormal projection (RMFP) in a Hilbert space as
In writing the above, we have abused notation by using θ n as the second argument of M n and θ n +1 as the second argument of R n . Strictly speaking, these arguments should belong to H I and H I n +1 ; we could, for example, adhere to the formalities by replacing θ n with θ n , an element of H I constructed by concatenating θ n with 0 ∈ H I . We avoid doing this because the resulting notation becomes too heavy, and no confusion should result from our abuse. θ ∈ H I , and for any ε > 0 (ii) { θ n ( . ) } is sequentially compact under the weak topology; and any weak limit θ (t) satisfies the
Let Θ * be the set of locally asymptotically stable ( in the sense of Liapunov ) equilibria in H I for the above ODE with domain of attraction da (Θ * ) ⊂ H I . Fix a subset C ⊂ da (Θ * ) , compact under the weak topology.
(iii) If θ n ∈ C infinitely often , then θ n → Θ * as n → ∞ a.s. − P I in the weak topology, i.e.,
there exists Ω * with P I ( Ω * ) = 1 such that for any ω ∈ Ω * ,
Remark 4.2:
If we let K and Ξ be norm-bounded closed balls of real separable Hilbert spaces in Corollary 3.2, and let P k (n) = I for all n in Theorem 4.1, then they become akin to each other.
Nevertheless, Theorem 4.1 has the extra assumptions B.2(a) and B.6(a), since K need not be a fixed ball in Theorem 4.1. Hence Theorem 4.1 is more applicable to models with no prior about where Θ * belongs.
In the above theorems, we have assumed the uniform boundedness of { θ n } and { ξ n }. Because R n embodies agent actions, it is plausible to assume that agents always choose their actions ξ n from a bounded set Ξ . To establish the uniform boundedness of { θ n } generated by the RMFP procedure, one can adapt a traditional "fixed resetting" method from the parametric of RMF algorithms. This involves resetting θ n back into a fixed bounded set which contains all asymptotic equilibrium points whenever θ n attempts to escape. This method was proposed by Ljung (1977) , and has been utilized by Marcet & Sargent (1989) , Woodford (1990) 
where 1(A) denotes the indicator of the set A ∈ F and J n ≡ { θ n + a n P k (n) M n (ξ n ,θ n ) ≤ B T (n) }.
A randomly truncated RMFP (TRMFP) in a Hilbert space is
where ξ 0 and θ 0 are as in Assumption B.5 and J n c ≡ { θ n + a n P k (n) M n (ξ n ,θ n ) > B T (n) }. We fix 0 < B < B 1 and choose θ _ ∈ H I to be an arbitrary fixed element with θ _ < B .
One problem with both the fixed resetting method and our TRMFP is the possibility of an infinite number of resettings, which will affect the limiting dynamics. To make sure that the resetting happens only a finite number of times almost surely, we strengthen Assumption B.6. 
We also add ASSUMPTION C.8:
(Hence sup θ ∈ Θ * θ < ∞ .)
ASSUMPTION C.9:
There is a bounded and twice continuously Frechet differentiable functional 
SUFFICIENT CONDITIONS FOR ALMOST-SURE CONVERGENCE
Although Assumptions B.6(c) and A.7 (C.6(c) and C.7) seem to be rather abstract, they are very mild conditions. Assumption B.6 (C.6) is satisfied for many Hilbert space-valued dependent processes, and Assumption A.7 (C.7) is satisfied by imposing appropriate continuity conditions on the mappings { R n }. We provide some sufficient conditions for B.6(c) and A.7 (C.6(c) and C.7) in this section. Using Let θ n +1 ≡ ( θ , . . . , θ ) , the point in H I n +1 with identical coordinate θ in each position, and define ξ n (θ ) recursively as
, then it will suffice for Assumption C.6(c) (hence B.6(c)) that 
sequence if there exist sequences of finite nonnegative constants { c n ; n ≥ 1 } and { ψ m ; m ≥ 0 } with ψ m → 0 as m → ∞ such that the following two inequalities hold for all n ≥ 1 , m ≥ 0 :
An L p ( H I ) −mixingale with 1≤p <∞ has zero mean. We can choose { ψ m ; m ≥ 0 } to be non-increasing
To exploit CW's (1994) convergence results, we replace Assumption C.6 as follows ( c n a n ) 2 < ∞ a.s. − P I , and
ASSUMPTION D.6: (a) For each θ ∈
Note that when P k (n) M n ( ξ n (θ ) , θ ) is norm bounded uniformly in n , we have sup n c n ≤ c < ∞ , and the requirement of n =0 Σ ∞ ( c n a n ) 2 < ∞ a.s. − P I becomes the commonly seen condition n =0 Σ ∞ a n 2 < ∞ a.s. − P I in parametric models. Although the boundedness uniformly in n is a reasonable assumption in parametric setting, it often fails to hold in nonparametric models; see the examples in Section 6.
The following result is a simple application of a strong law of large numbers for Hilbert space-valued mixingale processes (corollary 3.8 in CW, 1994), and the triangle inequality. 
ASSUMPTION D.4(a)&(b):
Let Ξ be a norm-bounded subset of a separable Hilbert space, and H I a separable Hilbert space. Let ρ n : Ξ × H I × G → Ξ be a mapping bounded uniformly in n , and continuous such that:
uniformly in ( θ , z , n ) ; i.e., there exists a c 0 independent of ( θ , z , n ) with 0 ≤ c 0 < 1 , such that for any ξ 1 , ξ 2 ∈ Ξ ,
, there exists a c 1 independent of ( ξ , z , n ) with 0 ≤ c 1 < ∞ , such that for any Assumptions more primitive than D.6(c) can be given using notions of mixing and near epoch dependence.
DEFINITION 5.4:
(1) Let A , G be two σ −subfields on the probability space ( Ω , F , P ) . Define two measures of dependence as :
(2) Let { D n } be a sequence of Banach-valued random elements ( B I −r.e.´s ) defined on the probability space ( Ω , F , P ) , and denote
is called a φ −mixing sequence.
(3) Let { D n ; −∞ < n < ∞ } be a B I −r.e. sequence and { W n ; −∞ < n < ∞ } be an H I −r.e. sequence. 
ASSUMPTION D.4(c):
The mapping ρ n ( ξ , θ , . ) :
is Lipschitz continuous uniformly in ξ ∈ Ξ , θ ∈ H I and n ≥ 0 ; i.e., there exists a c 2 independent of ( ξ , θ , n ) with 0 ≤ c 2 < ∞ , such that for any z 1 , z 2 ∈ G ,
ASSUMPTION D.2:
(a) B.2 holds, and (b) for each n , there exists a c 3,n , independent of
with 0 ≤ c 3,n < ∞ , such that for any ξ 1 , ξ 2 ∈ Ξ , 
ASSUMPTION D.3:

APPLICATIONS
We are now in a position to obtain convergence results for versions of all the examples in section 2 by applying the foregoing theory.
In Example 2.1 using Method 1 we denote ξ t´ ≡ ( ξ 1,t , ξ 2,t ) and Z t´ ≡ ( Z 1,t , Z 2,t ) , where Z 1,t ≡ X t and Z 2,t ≡ u t . Let ξ 1,t = Z 1,t and ξ 2,t (θ ) = p t = a ( Z 1,t ) + b θ ( Z 1,t ) + Z 2,t , with
Also Ξ ⊂ R I 2 (to be specified later), H I = L 2 ([−1,1]) , and
Then we get a Hilbert ( H I ) -valued RMF:
. We obtain the following result by applying Corollary 5.6 and Remark 4.5. 
In Example 2.2, we denote θ t = θ t , ξ t´ = ( ξ 1,t , ξ 2,t ) with ξ 1,t = x t , ξ 2,t = Z t , and
, where G is a bounded subset of a separable Hilbert space. 
(6.2.5) Θ * is compact and not empty, where
Then θ t → Θ * in the weak topology almost surely.
(Hence, in the limit, θ t will put positive weight in a small area where the expected payoff is maximized and zero weight elsewhere).
In Example 2.3 we let Z t = r t , θ t = W t e , ξ t = Ŵ t = f ( θ t , Z t ) ; then M t = ξ t − θ t . The following result is a simple application of Corollary 5.6. 
, and
, where W ( . ) is the true value function without learning.
In Example 2.4 we define θ´ ≡ ( θ 12 , θ 21 ) , ξ t´ ≡ ( ξ 1,t , ξ 2,t ) , M t´ ≡ ( M 1,t , M 2,t ) , and
for the quadratic payoff function, and 
is a decreasing sequence of positive numbers satisfying h i,t = O ( (t +1)
−δ i ) for some fixed 0 < δ i < 1/4 . Then | ∫ [0,1] ( θ 12,t (x) − f 2 (x) ) h (x) dx | + | ∫ [0,1] ( θ 21,t (y) − f 1 (y) ) g (y) dy | → 0 as t → ∞ a.s. − P I , for all h ( . ) , g ( . ) ∈ L 2 ([0,1]) .
SUMMARY
The algorithms introduced in this paper provide tools for economists to study adaptive learning models for economic agents, and for econometricians to estimate nonparametric time series models with dynamic latent variables. The procedures are easy to compute and allow time-dependent noise and nonlinear updating functions. In particular, both economic agents and econometricians can learn the "truth" almost surely under favorable conditions using these procedures, regardless of their priors. We can thus avoid the pitfalls possible using parametric approaches. For example, in Marcet -Sargent type parametric learning models, if agents use correctly specified parametric models to learn, they will learn the REE almost surely; but if agents use incorrect parametric models to learn, they can easily arrive at incorrect belief equilibria.
An important area for future research concerns the rate of convergence of the estimates θ n . This has important implications for the optimal growth rate of k (n) . We expect that our nonparametric estimator will converge more slowly than their parametric conterparts; we also plan to compare the rate of convergence of our procedures to those of other nonparametric estimation procedures.
Another important area for further reseach is the investigation of asymptotic distribution properties.
This represents a significant challenge, because as far as we know, there are no such results even for parametric procedures with feedback.
MATHEMATICAL APPENDIX
Definitions and Notations:
Let X and Y be Banach spaces with norms . X and . Y respectively. Let M : X → Y be an
Lipschitz continuous on D ⊆ X provided there exists a fixed c such that for any x , u ∈ D , we have Fix ω ∈ Ω − Ω´ . Given θ n ∈ K for all n and that K is convex, we have θ n (t) ∈ K for each t and all n . To prove equicontinuity of { θ n ( . ) }, it suffices to show that for each s > 0 , r K ( θ n (t +s) , θ n (t) ) ≤ ε (s) for all n large enough, where
where
and (ii) Given (i) and ( K , r K ) a compact space, we can apply Ascoli -Arzela's lemma to conclude that { θ n ( . ) } is sequentially compact. Thus, every sequence of { θ n ( . ) } has a convergent subsequence in the r K −metric. For notational simplicity, we denote the convergent subsequence again by { θ n ( . )} and the limit (in r K −metric) by θ ( . ) . Moreover, the convergence is uniform on each compact t − set. i.e., sup 0≤t ≤T r K ( θ n (t) , θ (t) ) → 0 as n → ∞ a.s. − P I for any 0 ≤ T < ∞ . Now fix any 0 < T < ∞ and let
For this convergent subsequence { n }, given A.2(b) and A.3, we have
where sup 0≤t,t +s ≤T r K ( o (1) , 0 ) → 0 as n → ∞ . Given A.3, we can chose a sequence { δ n > 0 } such that δ n ↓ 0 and δ n −1 sup j ≥n a j → 0 as n → ∞ .
We select an increasing integer -valued sequence { r l } with r 1 = n such that Σ r l ≤ j ≤ r l +1 − 1 a j = δ n , modulo an end value. Hence δ n −1 ( t r l +1 − t r l ) → 1 as n → ∞ . Let 0 < δ n < 2 δ n < . . . ≤ t + s be a partition of [ 0 , t + s ] with equal length of subinterval δ n .
where f n ( . ) and A n ( . ) are the piecewise right continuous constant interpolations for
Let θ _ be the linear interpolation of { θ j : r l ≤ j ≤ r l +1 − 1 }, and ξ
the following piecewise constant interpolations: 
Hence { θ n ( . ) } is equicontinuous under the norm topology.
(ii) Since for each h ∈ H I and any 0 < t < ∞ ,
we have that { θ n ( . ) } is also uniformly bounded and equicontinuous under the weak topology. Since every set in H I of the form { θ : θ ≤ B < ∞ } is compact under the weak topology, we can apply Ascoli -Arzela's lemma to conclude that { θ n ( . ) } is sequentially compact. Thus, every sequence of { θ n ( . ) } has a convergent subsequence in the weak topology. For notational simplicity, we denote the convergent subsequence again by { θ n ( . )} and the weak limit by θ ( . ) , i.e., < θ n (t) , h > → < θ (t) , h > as n → ∞ , for each h ∈ H I . Moreover, the convergence is uniform on each compact t − set. Fix any 0 < T < ∞ and let t , t +s ∈ [ 0 , T ] . For each h ∈ H I and for this convergent subsequence { n }, we
where sup 0≤t,t +s ≤T | < o (1) , h > | → 0 as n → ∞ . We chose a sequence { δ n > 0 } such that δ n ↓ 0 and δ n −1 sup j ≥n a j → 0 as n → ∞ .
we select an increasing integer -valued sequence { r l } with r 1 = n such that 
and
The equicontinuity ( under the weak topology ) of { θ n ( . ) } implies Assumption A.7(1); and the conver- Proof: Suppose the conclusion does not hold. Since P k (j) θ _ ≤ θ _ < B for all j , { θ n } will cross the sphere { θ : θ = B } infinitely often. Given C.8 and C.9, V (Θ * ) is a compact set. C.9(d) ensures that
is a compact set with nonempty interior. Hence there exist positive reals δ 1 and δ 2 with [ 
Now we show that V (θ m (µ−1,η) ) < δ 1 to conclude the proof. By Taylor expansion, we have
Since { θ j : µ −1 ≤ j ≤ ν } is bounded by B , there is no truncation from θ µ−1 to θ m (µ−1,η) , and we have
Since { θ j : µ −1 ≤ j ≤ ν } is bounded by B , ξ j ∈ Ξ , a bounded set, B.2(a) (i.e., C.2(a)) and because a finite union of bounded sets is a bounded set we have that sup
(hence bounded) (see, e.g., Berger, p. 91, (2.4.6)); we have
and a property of P k (j) ; and I 3 = o (η ) by C.6(c). Similiar to the proof of 
where the last inequality is due to (6.1.3). By the triangle inequality, we get
Hence
. We get
So for each t , M t is Lipschitz continuous on Ξ × { θ : θ ≤ B } , thus it is uniformly continuous on Ξ × { θ : θ ≤ B } . From the form of M t , it is obvious that it is weakly sequentially continous, hence Assumption D.2(a) (i.e., B.2) is satisfied. From the above proof, we also have: for any ξ , ξ
Given ( is directly assumed by (6.1.6). Since { X t } and { u t } are independent and E [ u t ] = 0 , we have we see that C.9 is satisfied. Hence the result follows from Corollary 5.6 and Remark 4.5.
