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Nous revisitons certains résultats importants de la théorie de
la dimension sur les anneaux noethériens. En particulier, nous
arrivons au résultat suivant : pour tout élément x d’un anneau
noethérien A, on pose x = Kdim x−NA et qx = KdimA/Ax. Alors
KdimAmax(x,qx) + δx,qx où δ est le symbole de Kronecker. Cette
formule implique par exemple le théorème de l’idéal principal de
Krull et sa formulation «duale ».
© 2009 Elsevier Inc. Tous droits réservés.
We study some important results of the dimension theory on the
noetherian rings. In particular, we show the following result: let
x be an element of a noetherian ring A, and x = Kdim x−NA and
qx = KdimA/Ax. Then KdimAmax(x,qx) + δx,qx where δ is the
Kronecker’s symbol. For example, this formula implies the Krull’s
principal ideal theorem and its dual formulation.
© 2009 Elsevier Inc. Tous droits réservés.
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1. Introduction
À la suite de l’article [2], nous poursuivons ici l’étude de la dimension de Krull. Rappelons quelques
faits. Si A est un anneau commutatif quelconque, sa dimension de Krull est la dimension de l’espace
topologique Spec(A) ; celui-ci est bien sûr muni de la topologie de Zariski dont les ouverts élémen-
taires sont les D( f ) = {p | f /∈ p} pour f ∈ A. Il est un fait remarquable : bien que la notion de
dimension de Krull fasse habituellement intervenir les fermés irréductibles de l’espace topologique
Spec(A), on peut également utiliser les ouverts quasi-compacts de Spec(A), qui ne sont autres que
les réunions ﬁnies d’ouverts élémentaires D( f1, . . . , fn)
def= D( f1) ∪ · · · ∪ D( fn). De manière précise, le
résultat suivant est vériﬁé pour tout anneau commutatif A : on a KdimA n si et seulement si
pour D0, . . . , Dn ouverts quasi-compacts,
il existe des ouverts quasi-compacts
D ′0, . . . , D ′n tels que . . . . . . . . . . . . . . . . . . . . . . .
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
D0 ∩ D ′0 = ∅
D1 ∩ D ′1 ⊂ D0 ∪ D ′0
D2 ∩ D ′2 ⊂ D1 ∪ D ′1
.
.
.
Dn ∩ D ′n ⊂ Dn−1 ∪ D ′n−1
Spec(A) = Dn ∪ D ′n
ou encore,
pour f0, . . . , fn ∈ A, il existe g0, . . . , gn ∈ A
vériﬁant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
f0g0 ∈ √〈0〉
f1g1 ∈
√〈 f0, g0〉
f2g2 ∈
√〈 f1, g1〉
.
.
.
fn gn ∈
√〈 fn−1, gn−1〉
1 ∈√〈 fn, gn〉
Plan du document
Nous commençons par montrer l’équivalence entre la formulation classique de la dimension de
Krull via les idéaux premiers et celle via les monoïdes et idéaux «bords ».
En guise d’exemples rapides, nous abordons le théorème de Kronecker concernant le nombre de
générateurs radicaux des idéaux en dimension ﬁnie, le théorème «Stable Range » de Bass et le «Big
Rank Theorem» ; aucune hypothèse noethérienne n’est nécessaire pour ces trois résultats.
Enﬁn, la plus importante partie de l’article consiste à réétudier la dimension des anneaux noe-
thériens, et en particulier, le lien entre la dimension de Krull d’un anneau local et sa «dimension de
Chevalley » (le nombre minimum de générateurs radicaux de son idéal maximal).
Notre travail a de multiples buts : d’une part, il s’agit d’obtenir des propriétés et surtout des
preuves dans lesquelles on constate un intérêt certain à l’utilisation des monoïdes et idéaux «bords »,
1106 L. Ducos / Journal of Algebra 322 (2009) 1104–1128et d’autre part comparer ces preuves à celles utilisant des idéaux premiers. C’est pourquoi nous avons
parfois donné deux preuves pour un même énoncé.
Dualité des objets et des résultats
On a essayé de dégager une dualité, bien visible dans les résultats, en particulier entre passages
aux quotients (par les idéaux 〈x〉 et (0 : x∞) par exemple) et localisations (en les monoïdes xN et
1+ 〈x〉 respectivement).
Voici un aspect de cette dualité : un élément x d’un anneau commutatif est dans le radical de
Jacobson si par déﬁnition il est dans l’intersection des idéaux maximaux (ou encore si 1 + xy est
inversible pour tout y dans l’anneau). La notion duale est celle d’élément nilrégulier : un élément x
est nilrégulier si x n’appartient à aucun idéal premier minimal (ou encore si xy nilpotent entraîne y
nilpotent). En particulier, un élément régulier est nilrégulier.
Continuons : pour un anneau noethérien A, il est bien connu (corollaire 7.5) que si x est dans le
radical de Jacobson alors
KdimA 1+ KdimA/Ax i.e. KdimA − 1 KdimA/Ax KdimA ()
En clair, par passage au quotient par un élément du radical, la dimension de Krull ne peut pas chuter
de plus d’une unité. On dispose d’une version duale pour la localisation (corollaire 9.3), x étant cette
fois (nil)régulier :
KdimA 1+ Kdim x−NA i.e. KdimA − 1 Kdim x−NA KdimA (′)
Un cas célèbre de () est KPIT1 (Krull Principal Ideal Theorem level 1) :
Soit x ∈ A et p un idéal premier contenant x et minimal pour cette propriété. Alors la hauteur de p est
inférieure ou égale à 1.
En effet, la minimalité requise équivaut à KdimAp/Apx  0. Or x étant dans le radical de Jacobson
de Ap , cela entraîne KdimAp  1. On dit alors que la hauteur de p est inférieure ou égale à 1, la
hauteur d’un idéal premier p étant par déﬁnition KdimAp . L’énoncé (′) dual est le suivant.
Soit x ∈ A et p un idéal premier ne contenant pas x et maximal pour cette propriété. Alors la cohauteur de
p est inférieure ou égale à 1.
En effet, la maximalité de p équivaut à Kdim x−N(A/p)  0. Comme x est régulier dans A/p, on a
KdimA/p 1. On dit alors que la cohauteur de p est inférieure ou égale à 1, la cohauteur d’un idéal
premier p étant par déﬁnition KdimA/p.
Ceci est juste un aperçu de cette notion de dualité qui intervient très souvent au cours de l’article.
2. Dimension de Krull
Dans cette section, nous présentons les récentes notions de monoïdes et idéaux bords (voir [4]
ou [9] par exemple) et nous montrons l’équivalence entre la formulation classique de la dimension de
Krull via les idéaux premiers et celle via les monoïdes et idéaux bords (théorème 2.9).
2.1. Monoïdes bords
Pour tout anneau commutatif A, nous déﬁnissons le constructeur Ma := S → (S + Aa)aN où a est
un élément de A et S désigne un monoïde multiplicatif quelconque inclus dans A. On vériﬁe aisé-
ment que Ma(S) est lui-même un monoïde multiplicatif.
L. Ducos / Journal of Algebra 322 (2009) 1104–1128 1107Lemme 2.1. Dans un anneau commutatif A, on considère un idéal I et unmonoïdemultiplicatif S. Si S∩ I = ∅,
alors il existe un idéal premier P tel que I ⊂ P ⊂ A \ S.
Démonstration. Considérer un idéal maximal dans S−1A/S−1 I (anneau non trivial). 
Lemme 2.2. Dans un anneau commutatif A, on considère unmonoïdemultiplicatif S ′ , un idéal I et un élément
x ∈ A. On construit le monoïde S = Mx(S ′). Si S ∩ I = ∅, alors il existe un idéal premier P ⊃ I tel que x /∈ P et
S ′ ∩ (P + Ax) = ∅.
Démonstration. En utilisant le lemme 2.1, si S ∩ I = ∅ alors il existe un idéal premier P tel que
I ⊂ P ⊂ A \ S . Il s’ensuit x /∈ P et P + Ax ne rencontre pas S ′ . 
Pour une suite x0, . . . , x d’éléments d’un anneau A, on déﬁnit le monoïde multiplicatif S(x0, . . . ,
x) par
S(x0, . . . , xd) = Mx0 ◦ Mx1 ◦ · · · ◦ Mxd
({1})
d’où, par exemple,
S(x0, x1, x2) =
((
(1+ Ax2)xN2 + Ax1
)
xN1 + Ax0
)
xN0
Déﬁnition 2.3. La suite x0, . . . , x est dite pseudo-singulière lorsque 0 ∈ S(x0, . . . , x). Sinon, la suite
est dite pseudo-régulière.
Lemme 2.4. On considère une suite pseudo-régulière x0, . . . , xd dans un anneau commutatif A, i.e. 0 /∈
S(x0, . . . , xd). Alors il existe des idéaux premiers p0 ⊂ p1 ⊂ · · · ⊂ pd+1 tels que xi ∈ pi+1 \ pi pour 0 i  d.
Démonstration. Posons I0 = (0) et appliquons le lemme 2.2 avec S(x0, . . . , xd) = Mx0 (S(x1, . . . , xd)).
Il existe un idéal premier p0 (contenant 0 mais) ne contenant pas x0 et tel que
S(x1, . . . , xd) ∩ (p0 + Ax0) = ∅
Posons I1 = p0 + Ax0 et appliquons le lemme 2.2 avec S(x1, . . . , xd) = Mx1 (S(x2, . . . , xd)). Il existe un
idéal premier p1 contenant p0 + Ax0  p0 mais pas x1 et tel que
S(x2, . . . , xd) ∩ (p1 + Ax1) = ∅
De manière récursive, on aboutit ﬁnalement à la situation suivante : il existe un idéal premier pd+1
contenant pd + Axd  pd (et tel que {1} ∩ pd+1 = ∅). 
Lemme 2.5. Dans un anneau commutatif A, considérons une chaîne p0  p1  · · ·  pd  pd+1 formée
d’idéaux premiers pi sauf pd+1 . Soit x0, . . . , xd ∈ A tels que xi ∈ pi+1 \ pi pour 0 i  d. Si S(x0, . . . , xd) ∩
p0 = ∅ alors A = pd+1 .
Autrement dit, si on considère des idéaux tous premiers p0  p1  · · ·  pd+1 et des éléments x0, . . . , xd ∈
A tels que xi ∈ pi+1 \ pi pour 0  i  d, alors S(x0, . . . , xd) ∩ p0 = ∅. En particulier la suite x0, . . . , xd est
pseudo-régulière, i.e. 0 /∈ S(x0, . . . , xd).
Démonstration. Si y ∈ S(x0, . . . , xd) ∩ p0 alors il existe des mi et des ai tels que
((· · · (1+ adxd)xmdd · · · + a1x1
)
xm11 + a0x0
)
xm00 = y ∈ p0
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(· · · (1+ adxd)xmdd · · · + a1x1
)
xm11 + a0x0 ∈ p0 ⊂ p1
Or x0 ∈ p1, donc
(· · · (1+ adxd)xmdd · · · + a1x1
)
xm11 ∈ p1
De manière récursive, on aboutit à la situation suivante :
(1+ adxd)xmdd ∈ pd
Or xd ∈ pd+1 \ pd , donc 1+ adxd ∈ pd ⊂ pd+1, et ﬁnalement 1 ∈ pd+1. 
2.2. Idéaux bords
Dans la section précédente, pour une suite x0, . . . , xd ∈ A, on a déﬁni de manière récursive le
monoïde bord S(x0, . . . , xd) grâce au constructeur Ma en posant
S(x0, . . . , xd) = Mx0 ◦ Mx1 ◦ · · · ◦ Mxd
({1})
ce qui donne par exemple
S( ) = {1}, S(x0) = (1+ Ax0)xN0
Remarque. Le monoïde S(x0) rencontre tous les idéaux maximaux : en effet, tout idéal maximal
contient soit x0, soit un élément de 1+ Ax0.
Maintenant, déﬁnissons également l’idéal bord N (x0, . . . , xd) grâce au constructeur «dual » Ia :=
N → (N : a∞) + Aa où N désigne un idéal quelconque de A et
(
N : a∞)= ⋃
n∈N
(
N : an)= {y ∈ A ∣∣ ∃n ∈ N, yan ∈ N}
En clair, posons
N (x0, . . . , xd) = Ixd ◦ · · · ◦ Ix1 ◦ Ix0
({0})
et par exemple
N () = {0}, N (x0) =
(
0 : x∞0
)+ Ax0
Remarque (Duale de la remarque précédente). L’idéal N (x0) rencontre tous les monoïdes maximaux :
en effet, si x0 n’appartient pas au monoïde maximal S alors il existe s ∈ S et n ∈ N tel que sxn0 = 0,
d’où s ∈ S ∩ (0 : x∞0 ).
Lemme 2.6. Soit x0, . . . , xd des éléments d’un anneau commutatif. Pour 0 i  d, nous avons les équivalences
suivantes
0 ∈ S(x0, . . . , xd) ⇐⇒ N (x0, . . . , xi−1) ∩ S(xi, . . . , xd) = ∅
⇐⇒ 1 ∈ N (x0, . . . , xd)
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on a
N (x0, . . . , xi−1) ∩
(S(xi+1, . . . , xd) + xiA)xNi = ∅
⇐⇒ (N (x0, . . . , xi−1) : x∞i
)∩ (S(xi+1, . . . , xd) + xiA) = ∅
⇐⇒ ((N (x0, . . . , xi−1) : x∞i
)+ xiA)∩ S(xi+1, . . . , xd) = ∅
autrement dit
N (x0, . . . , xi−1) ∩ S(xi, . . . , xd) = ∅ ⇐⇒ N (x0, . . . , xi) ∩ S(xi+1, . . . , xd) = ∅
Enﬁn N (x0, . . . , xd) ∩ S() = ∅ se réécrit 1 ∈ N (x0, . . . , xd). 
Lemme 2.7. Pour tout x ∈ A, on a N (x) =⋃n∈N(Axn+1 : Axn).
Démonstration. Soit y ∈ N (x). Alors y + Ax rencontre (0 : xn) pour un certain n ∈ N. Il vient alors
yxn ∈ Axn+1, ou encore y ∈ (Axn+1 : Axn).
Réciproquement, si yxn ∈ Axn+1 alors 0 ∈ xn(y + Ax), donc y + Ax rencontre (0 : xn), d’où y ∈
N (x). 
Proposition 2.8. Dans un anneau commutatif A, on considère un chaîne p0  p1  · · ·  pd+1 formée
d’idéaux premiers, sauf pd+1 éventuellement. Si des éléments x0, . . . , xd ∈ A tels que xi ∈ pi+1 \ pi pour
0 i  d, alors N (x0, . . . , xd) ⊂ pd+1 .
Preuve par récurrence sur d . Supposons N (x0, . . . , xd−1) ⊂ pd . Il s’agit de prouver pd+1 ⊃
N (x0, . . . , xd) = (N (x0, . . . , xd−1) : x∞d ) + xdA.
Évidemment xdA ⊂ pd+1. Soit y ∈ (N (x0, . . . , xd−1) : x∞d ). Pour un certain n ∈ N, on a yxnd ∈N (x0, . . . , xd−1) ⊂ pd . Or xd /∈ pd donc y ∈ pd ⊂ pd+1. 
Brève remarque concernant lesmonoïdes et idéaux bords
À l’origine, dans [4], le premier document déﬁnissant les monoïdes et idéaux bords, l’idéal bord
est réalisé à l’aide du constructeur N → (√N : aA) + Aa.
Plus récemment, dans [9], Richman a déﬁni à son tour un idéal bord un peu plus «naturel » : c’est
celui que nous utilisons ici, élaboré à partir de N → (N : a∞) + Aa.
Comme (
√
N : aA) contient (N : a∞), il s’ensuit que l’idéal bord de [4] contient celui de Richman.
Cependant, (
√
N : aA) et (N : a∞) ont le même radical (qui est (√N : Aa) lui-même), ce qui implique
que les idéaux bords de [4] et Richman ont même radical. En conséquence, leurs utilisations sont
équivalentes.
2.3. Caractérisations de la dimension
Le théorème suivant est absolument crucial pour l’étude que nous menons. En effet, il permet
de lier déﬁnitivement la longueur des chaînes d’idéaux premiers d’un anneau commutatif et quelques
quantiﬁcations assez étonnantes portant exclusivement sur les suites d’éléments de cet anneau. Tandis
que les chaînes conduisent classiquement à la déﬁnition de la dimension de Krull, les quantiﬁcations
introduisent des caractérisations constructives de la dimension de Krull. Dans la suite du document,
ce lien est maintes fois employé car notre objectif est justement de présenter une manière d’utiliser
les monoïdes bords et les idéaux bords aﬁn de (re)trouver certains résultats concernant la dimension
de Krull des anneaux commutatifs (en particulier noethériens).
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(1) La longueur de toute chaîne strictement croissante d’idéaux premiers est inférieure ou égale à d (on note
KdimA d, et en particulier Kdim{0} = −∞) ;
(2) Toute suite d’éléments x0, . . . , xd de A est pseudo-singulière, c’est-à-dire
0 ∈ S(x0, . . . , xd) =
((· · · (1+ Axd)xNd · · · + Ax1
)
xN1 + Ax0
)
xN0
ou encore
1 ∈ N (x0, . . . , xd) =
((· · · (0 : x∞0
)+ Ax0 · · ·) : x∞d
)+ Axd
(3) Pour tous x0, . . . , xd ∈ A, il existe a0, . . . ,ad ∈ A vériﬁant
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a0x0 ∈ √(0)
a1x1 ∈ √〈a0, x0〉
a2x2 ∈ √〈a1, x1〉
.
.
.
adxd ∈
√〈ad−1, xd−1〉
1 ∈ √〈ad, xd〉
Les suites a0, . . . ,ad et x0, . . . , xd seront dites complémentaires.
Démonstration. (1) ⇒ (2) : contraposée du lemme 2.4.
(2) ⇒ (1) : c’est le lemme 2.5.
(2) ⇒ (3) : on écrit explicitement 0 ∈ S(x0, . . . , xd) avec λ0, . . . , λd ∈ A et n0, . . . ,nd ∈ N :
0= (
=a1︷ ︸︸ ︷(· · · (1+ λdxd)︸ ︷︷ ︸
=ad
xndd · · · + λ1x1
)
xn11 + λ0x0
)
︸ ︷︷ ︸
=a0
xn00
(2) ⇐ (3) : aﬁn d’alléger les formules, on pose D(I) = √I pour tout idéal I . Alors on a successive-
ment
a0 ∈ D(0) : x0
a1 ∈ D
(〈a0, x0〉) : x1 ⊂ D(N (x0)) : x1 = D(N (x0) : x∞1
)
a2 ∈ D
(〈a1, x1〉) : x2 ⊂ D(N (x0) : x∞1 + Ax1
) : x2 = D(N (x0, x1) : x∞2
)
.
.
.
ad ∈ D
(〈ad−1, xd−1〉) : x2 ⊂ · · · ⊂ D(N (x0, . . . , xd−1) : x∞d
)
1 ∈ D(〈ad, xd〉)⊂ D(N (x0, . . . , xd−1) : x∞d + Axd
)= D(N (x0, . . . , xd))
d’où ﬁnalement 1 ∈ N (x0, . . . , xd). 
Corollaire 2.10. KdimA d si et seulement si pour tous x0, . . . , xd ∈ A, il existe n ∈ N tel que :
(x0 · · · xd)n ∈ A(x0 · · · xd−1)nxn+1d + A(x0 · · · xd−2)nxn+1d−1 + · · · + Axn+10
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3. Exemples d’applications : théorèmes de Kronecker et de Bass
Voici quelques illustrations montrant une certaine eﬃcacité du théorème 2.9. A titre d’exemple,
nous allons retrouver des résultats de Kronecker et de Bass que nous énonçons sans hypothèse noe-
thérienne.
Le lemme suivant est assez surprenant car il est à la fois complètement élémentaire mais très
utile : voir les preuves du théorème 3.2, du théorème 4.2, du lemme 5.15, . . .
Lemme 3.1. Pour tous a,b d’un anneau commutatif, on a
√〈a,b〉 =√〈ab,a + b〉
Démonstration. Une inclusion est évidente. L’inclusion inverse est vraie car a et b vériﬁent l’équation
X2 = X(a+ b) − ab. 
Théorème 3.2 (Kronecker). (Voir [3].) Soit un anneau A commutatif. Si d KdimA, alors tout idéal radica-
lement de type ﬁni est radicalement engendré par d + 1 éléments.
Plus précisément, pour tous x0, . . . , xd ∈ A, il existe a0, . . . ,ad ∈ A tels que
∀a ∈ A, √〈a, x0, . . . , xd〉 =
√〈aa0 + x0, . . . ,aad + xd〉
Démonstration. Aﬁn d’alléger les formules qui suivent, pour des éléments a,b, c, . . . ∈ A, on pose
D(a,b, c, . . .) =√〈a,b, c, . . .〉.
Comme d KdimA, pour x0, . . . , xd ∈ A, il existe a0, . . . ,ad ∈ A vériﬁant
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
a0x0 ∈ D(0)
a1x1 ∈ D(a0, x0)
a2x2 ∈ D(a1, x1)
.
.
.
adxd ∈ D(ad−1, xd−1)
1 ∈ D(ad, xd)
Soit a ∈ A quelconque. On multiplie toutes les lignes ci-dessus par a, puis on utilise aD(ai, xi) =
D(aai,axi) ⊂ D(aai, xi), et enﬁn D(aai, xi) = D(aai + xi,aaixi) : on obtient successivement
aa0x0 ∈ D(0)
aa1x1 ∈ D(aa0, x0) = D(aa0 + x0,aa0x0) ⊂ D(aa0 + x0,0)
aa2x2 ∈ D(aa1, x1) = D(aa1 + x1,aa1x1) ⊂ D(aa1 + x1,aa0 + x0)
aa3x3 ∈ D(aa2, x2) = D(aa2 + x2,aa2x2) ⊂ D(aa2 + x2, . . . ,aa0 + x0)
.
.
.
.
.
.
.
.
. ∩
a = a.1 ∈ D(aad, xd) = D(aad + xd,aadxd) ⊂ D(aad + xd, . . . ,aa0 + x0)
Ainsi xd, . . . , x0 ∈ D(aad + xd, . . . ,aa0 + x0) et donc D(a, xd, . . . , x0) = D(aad + xd, . . . ,aa0 + x0). 
Théorème 3.3 (Bass’s Stable Range Theorem). Soit A un anneau commutatif. Si KdimA d alors pour tous
x0, . . . , xd ∈ A, il existe a0, . . . ,ad ∈ A tels que
∀a ∈ A, 〈a, x0, . . . , xd〉 = A ⇒ 〈aa0 + x0, . . . ,aad + xd〉 = A
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Démonstration. Kronecker ⇒ Bass : évident.
Kronecker ⇐ Bass : avec a, x0, . . . , xd ∈ A, on utilise le Stable Range dans a−NA. On obtient
alors 〈aa0 + x0, . . . ,aad + xd〉 = a−NA, ce qui se traduit dans A par : aN rencontre l’idéal 〈aa0 + x0,
. . . ,aad + xd〉. Ainsi a appartient à √〈aa0 + x0, . . . ,aad + xd〉 et par suite x0, . . . , xd également, d’où√〈a, x0, . . . , xd〉 = √〈aa0 + x0, . . . ,aad + xd〉. 
Le résultat suivant est la clé pour démontrer le «big rank theorem» (dans le cadre noethérien,
voir [7, pp. 140–141]) :
tout A-module M stablement libre de rang strictement supérieur à la dimension de Krull de l’anneau com-
mutatif A est libre.
Rappel : un A-module M est dit stablement libre lorsqu’il existe un A-module libre M ′ tel que M⊕M ′
soit libre.
Corollaire 3.4. Soit A un anneau commutatif. Si KdimA n alors pour tout vecteur unimodulaire v ∈ An+2 ,
il existe une matrice élémentaire M ∈ En+2(A) telle que Mv = t(0, . . . ,0,1).
Démonstration. On pose v = t(v0, . . . , vn, vn+1) ∈ An+2 et a = vn+1. On applique le Stable Range
avec l’hypothèse A = 〈a, v0, . . . , vn〉 : il existe a0, . . . ,an+1 ∈ A tels que A = 〈v0 + aa0, . . . , vn + aan〉.
Il vient alors
⎛
⎜⎜⎝
1 a0
. . .
.
.
.
1 a0
1
⎞
⎟⎟⎠
⎛
⎜⎜⎝
v0
.
.
.
vn
a
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
v0 + aa0
.
.
.
vn + aan
a
⎞
⎟⎟⎠
et comme 1− a ∈ A = 〈v0 + aa0, . . . , vn + aan〉, il existe α0, . . . ,αn ∈ A tels que
⎛
⎜⎜⎝
1
. . .
1
α0 · · · αn 1
⎞
⎟⎟⎠
⎛
⎜⎜⎝
v0 + aa0
.
.
.
vn + aan
a
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
v0 + aa0
.
.
.
vn + aan
1
⎞
⎟⎟⎠
Enﬁn
⎛
⎜⎜⎝
1 −v0 − aa0
. . .
.
.
.
1 −vn − aan
1
⎞
⎟⎟⎠
⎛
⎜⎜⎝
v0 + aa0
.
.
.
vn + aan
1
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
0
.
.
.
0
1
⎞
⎟⎟⎠ 
4. L’inégalité δ(A) KdimA
Déﬁnition 4.1. Pour un anneau local A, on note δ(A) ∈ N ∪ {+∞} la dimension de Chevalley, i.e. le
cardinal minimal d’un système radicalement générateur de l’idéal maximal de A.
Dans cette section, est présentée une première partie (la plus simple) du résultat suivant.
Dans un anneau noethérien local A dont l’idéal maximal est noté M, la dimension de Chevalley de A est
égale à la dimension de Krull de A.
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démontre rapidement l’inégalité δ(A) KdimA.
Théorème 4.2. Soit M l’idéal maximal d’un anneau local A. Si M est radicalement de type ﬁni alors δ(A)
KdimA.
Démonstration. Aﬁn d’alléger les formules qui suivent, pour des éléments a,b, c, . . . ∈ A, on pose
D(a,b, c, . . .) =√〈a,b, c, . . .〉.
Écrivons M = D(x0, . . . , xd) où d  KdimA. Le théorème 2.9 donne l’existence de a0, . . . ,ad ∈ A
vériﬁant
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
a0x0 ∈ D(0)
a1x1 ∈ D(a0, x0)
a2x2 ∈ D(a1, x1)
.
.
.
adxd ∈ D(ad−1, xd−1)
1 ∈ D(ad, xd)
En utilisant D(ai, xi) = D(ai + xi,aixi) (lemme 3.1), il vient successivement
a0, x0,a1x1 ∈ D(a0, x0) = D(a0 + x0,a0x0) = D(a0 + x0,0)
a1, x1,a2x2 ∈ D(a1, x1) = D(a1 + x1,a1x1) ⊂ D(a1 + x1,a0 + x0)
.
.
.
.
.
.
.
.
. ∩
ai, xi,ai+1xi+1 ∈ D(ai, xi) = D(ai + xi,aixi) ⊂ D(ai + xi, . . . ,a0 + x0)
d’où ﬁnalement
∀0 i < d, a0, . . . ,ai, x0, . . . , xi,ai+1xi+1 ∈ D(ai + xi, . . . ,a0 + x0)
On constate par ailleurs que ad est inversible puisque 1 ∈ D(ad, xd) et xd ∈ M . Soit i −1 le plus petit
entier tel que ai+1 soit inversible.
On a alors a0, . . . ,ai ∈ M
puis x0, . . . , xi, xi+1 ∈ D(ai + xi, . . . ,a0 + x0) ⊂ M
donc D(x0, . . . , xi, xi+1) ⊂ D(ai + xi, . . . ,a0 + x0) ⊂ M
et enﬁn M = D(x0, . . . , xd) ⊂ D(ai + xi, . . . ,a0 + x0, xi+2, . . . , xd) ⊂ M .
On vient de fournir d éléments engendrant radicalement M . En réitérant le principe, il est possible de
réduire ce nombre jusqu’à KdimA. 
Remarque. Dans un anneau de valuation de dimension ﬁnie, les idéaux premiers sont toujours radi-
calement monogènes et le spectre premier se présente ainsi p0  · · ·  pn . On a pk =
√Ax pour tout
x ∈ pk \ pk−1, d’où δ(A) = 1 bien que KdimA = n.
5. Préliminaires sur la dimension et sur les anneaux noethériens
Nous avons collecté ici quelques petits résultats utiles et généraux. Certains ont leur propre intérêt,
mais ils servent surtout à ﬁxer des premiers acquis avant de nous lancer dans l’étude proprement dite
de la dimension des anneaux noethériens en section 6.
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Deux constructions vont être abondamment utilisées par la suite : le passage au quotient par l’idéal
(0 : x∞) et la localisation par le monoïde 1+Ax. Un intérêt parmi d’autres du passage au quotient par
(0 : x∞) est de rendre x régulier (sans avoir à quotienter par un idéal premier évitant x) et l’intérêt
de la localisation en 1+ Ax est de rentrer x dans le radical de Jacobson (sans avoir à localiser par un
idéal premier contenant x).
Lemme 5.1. Soit x un élément d’un anneau commutatif A. On dispose de deux morphismes canoniques de A
dans le localisé (1+ Ax)−1A et le quotient A/(0 : x∞). Par ces morphismes, l’élément x rentre dans Rad((1+
Ax)−1A) et devient régulier dans A/(0 : x∞).
Démonstration. Notons A′ = (1+ Ax)−1A et A′′ = A/(0 : x∞).
– x ∈ Rad(A′) : il suﬃt de montrer l’inversibilité de 1 + ax dans A′ pour tout a ∈ A′ . Ecrivons
a = b/(1+ cx) avec b, c ∈ A. Il vient alors (1+ cx)(1+ ax) = 1+ cx+ bx ∈ 1+ Ax.
– x devient régulier dans A′′ : soit y ∈ A tel que xy ∈ (0 : x∞). Il existe donc n ∈ N tel que 0 =
xyxn = yxn+1, d’où y ∈ (0 : x∞), i.e. y = 0 dans A′′ . 
Déﬁnition 5.2. Pour un idéal I et un monoïde S d’un anneau commutatif A, on déﬁnit l’idéal I  S =⋃
s∈S (I : s). Cet idéal est le saturé de I par localisation en S , i.e. l’image réciproque dans A de l’idéal
engendré par I dans S−1A.
Lemme 5.3. Soit I un idéal et S un monoïde d’un anneau commutatif A. Tout élément régulier dans A ou
appartenant à Rad(A) conserve sa propriété dans (1+ I)−1A et A/(0 S).
Démonstration. Notons A′ = (1+ I)−1A et A′′ = A/(0 S).
– Un élément z régulier dans A reste régulier dans toute localisation (donc dans A′ en particulier).
Mais il reste également régulier dans A′′ : soit y ∈ A tel que zy ∈ (0 S). Il existe donc s ∈ S tel
que zys = 0. La régularité de z implique ys = 0, puis y ∈ (0 S), i.e. y = 0 dans A′′ .
– Un élément z ∈ Rad(A) s’envoie sur un élément du radical de Jacobson de tout quotient (donc
dans Rad(A′′) en particulier). Mais il s’envoie également dans Rad(A′) : il suﬃt de montrer
l’inversibilité de 1 + az dans A′ pour tout a ∈ A′ . Ecrivons a = b/(1 + i) avec b ∈ A et i ∈ I . Il
vient alors (1 + i)(1 + az) = (1 + bz) + i. Or 1 + bz est inversible dans A, donc (1 + bz) + i est
inversible dans A′ . 
Déﬁnition 5.4. Soit x un élément d’un anneau commutatif A. On pose
Ax := (1+ Ax)−1A/
(
0 : x∞)
que l’on comprend comme le quotient de A′ = (1+ Ax)−1A par (0A′ : x∞) ou comme le localisé de
A′′ = A/(0 : x∞) en 1 + A′′x : les deux constructions donnent naissance à des anneaux canonique-
ment isomorphes.
(1+ Ax)−1A
A Ax := (1+ Ax)−1A/(0 : x∞)
A/(0 : x∞)
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cal de Jacobson de Ay . De plus, tout élément régulier dans A ou appartenant à Rad(A) conserve sa propriété
dans Ay .
Démonstration. L’image de y dans le localisé A′ = (1+ Ax)−1A appartient au radical de Jacobson, si
bien que dans Ay (quotient de A′) son image appartient au radical de Jacobson.
Par ailleurs, l’image de y dans le quotient A′′ = A/(0 : y∞) est un élément régulier, si bien que
dans Ay (localisé de A′′) son image est régulière. 
Propriété 5.6 (Isomorphies). Soit x un élément d’un anneau commutatif A. Alors
1. Ax/NAx (x) = Ax/Axx et les quotients Ax/NAx (x) et A/NA(x) sont isomorphes ;
2. SAx (x)−1Ax = x−NAx et les localisés SAx(x)−1Ax et SA(x)−1A sont isomorphes.
Démonstration. 1. NAx (x) = Axx car x est régulier dans Ax . Par ailleurs 1 + Ax = 1 mod Ax et
(0 : x∞) + Ax= NA(x), d’où l’isomorphisme des quotients.
2. Par déﬁnition, SAx (x) = (1+ xAx)xN . Or x ∈ Rad(Ax) donc les éléments de 1+ xAx sont inver-
sibles dans Ax , si bien que SAx (x)−1Ax = x−NAx . Par ailleurs l’idéal (0 : x∞) devient nul en localisant
par xN ou par (1+ Ax)xN = SA(x), d’où l’isomorphisme des localisés. 
Proposition 5.7. Soit un morphisme d’anneaux commutatifs φ :A → B et y ∈ A. Alors il existe un et un seul
morphisme d’anneaux φ˜ :Ay → Bφ(y) rendant le diagramme ci-contre commutatif.
De plus, si φ est surjectif alors φ˜ l’est également.
A
φ
can.
B
can.
Ay
φ˜
Bφ(y)
Démonstration. L’unicité de φ˜ est évidente car φ˜ doit vériﬁer
∀a,b ∈ A, φ˜(a/(1+ by) )= φ(a)/(1+ φ(b)φ(y) )
Montrons l’existence de φ˜. On peut composer φ avec le morphisme canonique B → Bφ(y) , pour
obtenir φ1 :A → Bφ(y) .
Soit x ∈ 1+ yA. On a φ(x) ∈ 1+ φ(y)B, donc φ1(x) est inversible dans Bφ(y) . Ainsi φ1 passe à la
localisation en 1+ yA : il existe φ2 : (1+ yA)−1A → Bφ(y) «prolongeant » φ1.
Soit x ∈ (1 + yA)−1A tel que 0 ∈ xyN . On a donc 0 ∈ φ2(xyN) = φ2(x)φ2(y)N = φ2(x)φ1(y)N . Or
φ1(y) est régulier dans Bφ(y) donc 0 = φ2(x). Ainsi φ2 passe au quotient par (0 : y∞) et ceci prouve
l’existence de φ˜.
En supposant la surjectivité de φ, celle de φ˜ est claire : les éléments de Bφ(y) sont représentés
par b/(1 + b′φ(y)) avec b,b′ ∈ B. Soit a,a′ ∈ A des antécédents respectifs de b,b′ ∈ B par φ. Alors
a/(1+ a′ y) appartient à Ay et son image par φ˜ est b/(1+ b′φ(y)). 
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Le critère ﬁgurant dans le lemme 5.8 est utilisé dans la proposition 6.3 (qui est le point de départ
de l’étude de la dimension des anneaux noethériens) et le lemme 5.9 est employé dans le corol-
laire 6.4.
Lemme 5.8. Soit A un anneau commutatif. Alors KdimA  0 si et seulement si toute suite (décroissante)
d’idéaux monogènes (Ayk)k∈N stationne.
Démonstration. KdimA  0 équivaut à 0 ∈ S(y) = (1 + Ay)yN pour tout y ∈ A, ou encore à yn ∈
Ayn+1 pour un certain n ∈ N. 
Lemme 5.9. Soit x un élément d’un anneau commutatif A.
Si Kdim x−NA 0 et KdimA/Ax 0 alors KdimA 1.
Preuve avec idéaux premiers. Si p est un idéal premier ne contenant pas x, alors p est minimal car
Kdim x−NA 0. Si p est un idéal premier contenant x, alors p est maximal car KdimA/Ax 0. Ainsi,
tout idéal premier est minimal ou maximal, donc KdimA 1. 
Preuve sans idéal premier. D’une part Kdim x−NA 0 implique ∀y ∈ A, ∃m ∈ N, xm ∈ N (y). D’autre
part KdimA/Ax 0 implique ∀z ∈ A, ∃a ∈ A, ax ∈ S(z). Ainsi amxm ∈ N (y) ∩ S(z). Comme N (y) ∩
S(z) = ∅ pour tous y, z ∈ A, on a KdimA 1. 
Le lecteur démontrera facilement (avec des idéaux premiers ou à l’aide des monoïdes et idéaux
bords) que le lemme 5.9 se généralise en le résultat suivant.
Proposition 5.10. Soit x un élément d’un anneau commutatif A.
Si Kdim x−NA x et KdimA/Ax qx alors KdimA x + qx + 1.
Remarque. Dans le cadre des anneaux noethériens, nous obtenons le résultat plus précis KdimA 
max(x,qx) + 1 (voir corollaire 9.5).
Remarque. Dans un anneau de valuation de dimension n, les idéaux premiers sont toujours radicale-
ment monogènes et le spectre premier se présente ainsi p0  · · ·  pn . Pour tout x ∈ pk \ pk−1, on a
pk =
√Ax, Kdim x−NA = k−1, KdimA/Ax= n−k, et ﬁnalement 1+Kdim x−NA+KdimA/Ax= n =
KdimA. Cela montre que la majoration de la proposition 5.10 est optimale dans le cadre des anneaux
commutatifs.
Lemme 5.11. Soit x un élément d’un anneau A commutatif. Alors on a
Kdim x−NA KdimA/(0 : x∞) et KdimA/Ax Kdim(1+ Ax)−1A
Démonstration. Le noyau du morphisme canonique A → x−NA est (0 : x∞). Donc A/(0 : x∞) s’in-
jecte dans x−NA. Mais en fait, le localisé de A/(0 : x∞) par xN est isomorphe à x−NA, d’où le premier
résultat. De même manière, A/Ax est le quotient de (1+Ax)−1A par 〈x〉, d’où le second résultat. 
Déﬁnition 5.12. Dans un anneau commutatif, on considère deux monoïdes S1, S2. On dit que ces
monoïdes sont comaximaux lorsque
∀s1 ∈ S1, ∀s2 ∈ S2, 1 ∈ 〈s1, s2〉
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Un principe local/global fondamental est le suivant : si une équation linéaire possède des solutions
locales dans S−11 A et dans S−12 A où S1 et S2 sont deux monoïdes comaximaux, alors cette équation
possède une solution globale dans A. Prenons un exemple (une équation «dimensionnelle », voir le
corollaire 2.10) permettant de préciser cela. Pour y0, y1 ∈ A et n ∈ N ﬁxés, considérons l’équation en
(a,b) ∈ A2
ayn0 y
n+1
1 + byn+10 = yn0 yn1 ()
Imaginons que cette équation linéaire admette une solution (a′,b′) ∈ ((1 + Ax)−1A)2 et une autre
solution (a′′,b′′) ∈ (x−NA)2. Il existe alors s1 ∈ 1+ Ax et s2 ∈ xN tels que dans A
s1
(
a′ yn0 y
n+1
1 + b′ yn+10 − yn0 yn1
)= 0
s2
(
a′′ yn0 y
n+1
1 + b′′ yn+10 − yn0 yn1
)= 0
Or il existe u1,u2 ∈ A tels que u1s1 + u2s2 = 1 car les monoïdes 1+ Ax et xN sont comaximaux. En
recollant les deux solutions locales, c’est-à-dire en combinant les deux égalités ci-dessus (additionner
la première multipliée par u1 et la seconde multipliée par u2), on obtient une solution globale à ()
ayn0 y
n+1
1 + byn+10 − 1.yn0 yn1 = 0
où a = u1s1a′ + u2s2a′′ et b = u1s1b′ + u2s2b′′ . On vient de démontrer que si Kdim(1 + Ax)−1A 1
et Kdim x−NA 1 alors KdimA 1.
Le nom du lemme suivant est directement inspiré du principe de recollement local/global qui vient
d’être exposé.
Lemme 5.13 (Recollements). Soit x un élément d’un anneau commutatif A. Alors
KdimA =max(Kdim(1+ Ax)−1A, Kdim x−NA)
KdimA =max(KdimA/(0 : x∞), KdimA/Ax)
KdimA =max(Kdim(1+ Ax)−1A, KdimA/(0 : x∞))
Remarque. Il suﬃt de démontrer ces égalités lorsque KdimA est ﬁnie. De plus, les inégalités
KdimAmax(. . .) sont triviales. Seules les inégalités inverses sont à démontrer.
Preuve avec idéaux premiers. Considérons d = KdimA et une chaîne d’idéaux premiers p0  · · ·  pd .
1. Si pd ne contient pas x alors cette chaîne se transporte dans x−NA, d’où d  Kdim x−NA. Si pd
contient x alors cette chaîne se transporte dans (1+ Ax)−1A, d’où d Kdim(1+ Ax)−1A.
Conclusion : dmax(Kdim(1+ Ax)−1A, Kdim x−NA).
2. Si p0 contient x alors cette chaîne se transporte dans A/xA, d’où d  KdimA/xA. Si p0 ne
contient pas x alors p0 contient (0 : x∞) car p0 est premier. Donc la chaîne se transporte dans A/
(0 : x∞), d’où d Kdim x−NA.
Conclusion : dmax(KdimA/(0 : x∞), KdimA/Ax).
3. Utiliser simplement le lemme 5.11. 
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1. Soit d =max(Kdim(1+ Ax)−1A, Kdim x−NA).
Alors Kdim(1+ Ax)−1A d se traduit par (1+ Ax)∩ N (y0, . . . , yd) = ∅ pour tous y0, . . . , yd ∈ A.
D’autre part, Kdim x−NA d se traduit par xN ∩ N (y0, . . . , yd) = ∅ pour tous y0, . . . , yd ∈ A.
Par recollement (les monoïdes 1+Ax et xN sont comaximaux), on a 1 ∈ N (y0, . . . , yd), c’est-à-dire
KdimA d.
2. Soit y0, . . . , yd ∈ A où d =max(KdimA/(0 : x∞), KdimA/Ax).
– KdimA/Ax d implique ∃a ∈ A, ax ∈ S(y0, . . . , yd) ;
– KdimA/(0 : x∞) d implique ∃s ∈ S(y0, . . . , yd), m ∈ N, sxm = 0.
Ainsi 0= s(ax)m ∈ S(y0, . . . , yd), et ceci pour tous y0, . . . , yd ∈ A, donc KdimA d.
3. Utiliser simplement le lemme 5.11. 
Lemme 5.14. Soit A un anneau commutatif, x ∈ A et A′ = A/√0. Alors
KdimA′ = KdimA
KdimA′/A′x= KdimA/Ax
Kdim x−NA′ = Kdim x−NA
Démonstration. L’égalité KdimA′ = KdimA est une évidence. D’autre part, les anneaux suivants ont
même dimension :
A′/A′x= A/(√0+ Ax), A/
√√
0+ Ax= A/√Ax, A/Ax
Par ailleurs, le noyau de la surjection x−NA  x−NA′ est l’idéal engendré par l’image du radical
nilpotent de A dans x−NA, inclus dans le radical nilpotent de x−NA. C’est pourquoi x−NA′ et x−NA
ont même dimension. 
Le lemme suivant, que l’on peut qualiﬁer de « lemme technique », prépare la proposition 5.16.
Lemme 5.15. Pour tout idéal I d’un anneau commutatif, si l’ensemble {√〈b〉 | b ∈ I} admet un élément √〈a〉
maximal pour l’inclusion, alors (
√
0 : a) = (√0 : I).
Démonstration. Pour b ∈ I ∩ (√0 : a), le lemme 3.1 donne
√〈a〉 ⊂√〈a,b〉 =√〈a + b,ab〉 =√〈a + b〉
Comme a + b ∈ I et √〈a〉 est maximal, on a donc égalité √〈a〉 =√〈a,b〉 =√〈a+ b〉, et en particulier
b ∈ √〈a〉. Ainsi on a prouvé I ∩ (√0 : a) ⊂ √〈a〉. Pour ﬁnir,
I.(
√
0 : a) ⊂ I ∩ (√0 : a) ⊂√〈a〉 ∩ (√0 : a) = √0
d’où (
√
0 : a) ⊂ (√0 : I). L’inclusion réciproque est évidente car a ∈ I . 
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On rappelle qu’un anneau commutatif est dit réduit lorsque l’ensemble de ses éléments nilpotents
(ou, de manière équivalente, l’intersection de ses idéaux premiers) est réduit à {0}.
Le résultat suivant est vrai de manière générale dans un anneau noethérien, pas nécessairement
réduit (voir [6, p. 90]). Mais nous exposons ici une méthode très simple et rapide permettant de
conclure dans le cadre réduit.
Proposition 5.16. On considère un idéal I d’un anneau noethérien réduit A. Alors il existe j ∈ I tel que
Ann(I) = Ann( j).
En particulier,
– si Ann(I) = (0) alors I contient un élément régulier j ;
– si tout élément de I est diviseur de 0 alors il existe x ∈ Ann( j) \ {0} tel que xI = (0).
Preuve n.1. Comme l’anneau est noethérien, l’ensemble {√〈b〉 | b ∈ I} admet un élément √〈 j〉 maxi-
mal pour l’inclusion. En utilisant le lemme 5.15, on sait que (
√
(0) : j) = (√(0) : I). Ici l’anneau est
réduit (
√
(0) = (0)) donc on obtient bien (0 : I) = (0 : j). 
Preuve n.2. (Voir [5].) Soit j0 ∈ I . Si Ann( j0) · I = (0) alors il existe un élément a non nul de Ann( j0) · I .
On pose alors j1 = a + j0 ∈ I . L’anneau est réduit donc Ann( j0) ∩ √〈 j0〉 = (0), donc a /∈ √〈 j0〉. En
utilisant le lemme 3.1, il vient
√〈 j0〉 
√〈a, j0〉 =
√〈a + j0,aj0〉 =
√〈a + j0,0〉 =
√〈 j1〉
On construit ainsi une suite d’idéaux radicaux strictement croissante : si Ann( j1) · I = (0) alors il
existe j2 ∈ I tel que √A j1  √A j2, etc. Comme A est noethérien, le processus s’arrête. Il vient alors
Ann( jk) · I = (0) avec jk ∈ I . Ainsi Ann( jk) ⊂ Ann(I), et comme l’inclusion inverse est toujours vraie
(car jk ∈ I), on obtient l’égalité. 
Dans un anneau de dimension de Krull nulle, tout élément régulier est inversible. La proposition
suivante donne une réciproque possible.
Proposition 5.17. Soit A un anneau noethérien réduit. Si dans A tout élément régulier est inversible alors
KdimA 0.
Preuve avec idéaux premiers. Dans un anneau réduit, la réunion des idéaux premiers minimaux est
égale à l’ensemble des diviseurs de zéro. Ainsi, dans A, un élément est soit inversible, soit diviseur de
zéro. Dans un anneau noethérien, les idéaux premiers minimaux sont en nombre ﬁni. Le lemme d’évi-
tement des idéaux premiers montre que tout idéal premier est inclus dans l’un des idéaux premiers
minimaux. Donc KdimA 0. 
Preuve sans idéal premier. Soit y ∈ A et I = Ann(y). Comme A est noethérien réduit, il existe un
élément i ∈ I tel que Ann(I) = Ann(i). Il vient alors
√〈i, y〉 =√〈i + y, iy〉 =√〈i + y〉
Soit a ∈ Ann(i + y) : écrivons a(i + y) = 0, puis 0 = aiy = −ay2. Comme A est réduit, il vient 0 =
−ay = ai. Ainsi, a ∈ Ann(y) ∩ Ann(i) = I ∩ Ann(I), donc a2 = 0, et donc a = 0.
Conclusion : Ann(i + y) = (0), donc i + y est régulier, donc inversible. Ainsi N (y) = Ann(y) +
yA = A. 
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Nous allons maintenant analyser certains résultats et leurs preuves des pages 24 et 25 de [1] (en
particulier le théorème de l’idéal principal de Krull) puis les reformuler en utilisant les outils déve-
loppés dans les sections précédentes. Juste avant cela, rapellons cette version du lemme de Nakayama
qui nous servira dans la démonstration du lemme 6.2.
Lemme 6.1 (Nakayama). Soit A un anneau commutatif, K un idéal de A et deux A-modules N ⊂ M. On
suppose que M est de type ﬁni. Alors
√
(KM + N) : M = √K + (N : M). En particulier, si M = KM + N avec
K ⊂ Rad(A) alors M = N.
Démonstration. En fait, la partie non triviale de l’égalité
√
(KM + N) : M = √K + (N : M) est l’inclu-
sion (KM + N) : M ⊂ √K + (N : M). Soit a ∈ (KM + N) : M . Comme M est de type ﬁni, on peut poser
M = AV1 + · · · + AVn . Pour tout i ∈ {1, . . . ,n}, on a
aV i =
n∑
j=1
ki, j V j + Ni
où ki, j ∈ K et Ni ∈ N . Notons K la matrice formée par les coeﬃcients (kij)1i, jn . Ainsi on obtient
(a Idn −K).t(V1, . . . , Vn) = t(N1, . . . ,Nn). Puis, en multipliant par la transposée de la comatrice de
a Idn −K, il vient det(a Idn −K).t(V1, . . . , Vn) ∈ Nn , autrement dit
det(a Idn −K) M ⊂ N
On arrive ainsi à det(a Idn −K) ∈ N : M . Or det(a Idn −K) = an mod K , donc an ∈ K + (N : M) et
a ∈ √K + (N : M).
En particulier, si M = KM + N alors A = (KM + N) : M et donc A = K + (N : M). Si de plus
K ⊂ Rad(A) alors A = N : M , donc M = N . 
Lemme 6.2. Soit x un élément d’un anneau A noethérien. On considère le morphisme surjectif Π :A →
A/Ax et le morphisme i :A → x−NA. On déﬁnit l’application
Ψ : Idéaux
(
x−NA)−→ Idéaux(A/Ax)
J −→ Π(i−1( J ))
Si x est dans le radical de Jacobson de A alors cette application est strictement croissante.
Démonstration. La croissance de l’application est évidente. Montrons qu’elle est strictement crois-
sante. Soit I ⊂ J deux idéaux de x−NA. Les images réciproques de I et J par l’application i sont des
idéaux xN-saturés1 de A, respectivement (I : x∞) et ( J : x∞). On a bien sûr (I : x∞) ⊂ ( J : x∞) ⊂ A.
Alors (I : x∞) + Ax ⊂ ( J : x∞) + Ax. Supposons que (I : x∞) + Ax = ( J : x∞) + Ax. Soit j ∈ ( J : x∞),
alors j = i + ax où i ∈ (I : x∞) et ax ∈ ( J : x∞). Mais J est xN-saturé donc a ∈ ( J : x∞), si bien que
( J : x∞) ⊂ (I : x∞) + ( J : x∞)x. Bilan : dans A, on a ( J : x∞) = (I : x∞) + ( J : x∞)x et le lemme de
Nakayama (A noethérien et x ∈ Rad(A)) donne (I : x∞) = ( J : x∞), donc I = J dans x−NA. 
Proposition 6.3. Soit x un élément du radical de Jacobson d’un anneau A noethérien. Alors
KdimA/xA 0 ⇒ Kdim x−NA 0
1 Si sa ∈ I et s ∈ xN alors a ∈ I .
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croissante. Il en est donc de même de son image par Ψ . Or KdimA/Ax  0 et A noethérien, ainsi
A/Ax est artinien. La suite décroissante Ψ (Y ) stationne donc dans A/Ax, et par conséquent Y aussi.
Le lemme 5.8 permet alors de conclure Kdim x−NA 0. 
Corollaire 6.4. Soit x un élément d’un anneau noethérien A.
KdimA/xA 0 ⇒ Kdim(1+ xA)−1A 1
Démonstration. Utiliser la proposition précédente avec l’anneau A′ = (1+xA)−1A, puis le lemme 5.9
(A′/xA′  A/xA). 
Corollaire 6.5 (Théorème de l’idéal principal de Krull). Dans un anneau noethérien, on considère un élément x
non inversible et un idéal pminimal parmi les idéaux premiers contenant x. Alors la hauteur de p est inférieure
ou égale à 1.
Démonstration. L’hypothèse p minimal parmi les idéaux premiers contenant x signiﬁe KdimAp/
xAp  0. Le corollaire 6.4 appliqué à l’anneau Ap annonce KdimAp  1 car le monoïde 1 + xAp
est inclus dans les inversibles de Ap . L’idéal p est donc de hauteur inférieure ou égale à 1. 
Lemme 6.6. Soit un anneau A noethérien et x ∈ A. On a alors
KdimA/N (x) 0 ⇒ KdimS(x)−1A 0
Démonstration. On applique la proposition 6.3 à l’anneau Ax dans lequel x appartient au radical
de Jacobson. Il vient alors KdimAx/Axx 0 ⇒ Kdim x−NAx  0. La propriété 5.6 donne l’implication
annoncée. 
Le corollaire suivant (ﬁnalisé dans le corollaire 8.5) est le résultat d’une analyse du lemme 1,
§3, n.1, de [1] et d’une réécriture en termes de monoïdes et d’idéaux bords. Ce corollaire sert pour
obtenir l’inégalité du corollaire 6.9 (et le corollaire 8.5 sert pour obtenir l’inégalité inverse dans le
corollaire 8.7).
Corollaire 6.7. Soit x un élément d’un anneau A noethérien et t,u deux suites ﬁnies d’éléments de A.
∀y ∈ A, 0 ∈ S(t, x, y,u) ⇒ ∀y ∈ A, 0 ∈ S(t, y, x,u)
ou encore
∀y ∈ A, 1 ∈ N (t, x, y,u) ⇒ ∀y ∈ A, 1 ∈ N (t, y, x,u)
Démonstration. Soit A′ := S(u)−1A/N (t). L’hypothèse ∀y ∈ A, 0 ∈ S(t, x, y,u) se réécrit ∀y ∈ A′ ,
0 ∈ S(x, y), ou encore KdimA′/N (x)  0. On applique le lemme 6.6 pour obtenir KdimS(x)−1A′ 
0, autrement dit ∀y ∈ A′ , 0 ∈ S(y, x). On revient alors dans l’anneau A en écrivant ∀y ∈ A, 0 ∈
S(t, y, x,u). 
Corollaire 6.8. (Voir [1, §3, n.1, lemme 1].) Soit A un anneau noethérien, n ∈ N∗ , une chaîne d’idéaux premiers
p0  · · ·  pn, et x ∈ pn. Alors il existe une chaîne p′0  · · ·  p′n tels que p′0 = p0 , p′n = pn et x ∈ p′1 .
Démonstration. Bien sûr, on peut supposer x /∈ p0, et quitte à localiser en pn et quotienter par p0, on
peut supposer A local d’idéal maximal pn et intègre, i.e. p0 = (0).
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S(y1, . . . , yi, x, yi+2, . . . , yn) où y j ∈ p j \p j−1 pour tout j. En appliquant plusieurs fois la contraposée
du corollaire 6.7, on obtient l’existence de z1, . . . , zi ∈ A tels que 0 /∈ S(x, z1, . . . , zi, yi+2, . . . , yn).
D’après le lemme 2.4, il existe des idéaux premiers
p′0  p′1  · · ·  p′n−1  p′n
tels que x ∈ p′1 \ p′0. Comme pn est l’idéal maximal de A et p0 = (0), on obtient ﬁnalement
p0  p
′
1  · · ·  p′n−1  pn
et x ∈ p′1 \ p0. 
Corollaire 6.9. Pour tout élément x d’un anneau A noethérien, on a
KdimS(x)−1A KdimA/N (x)
Remarque. Cette inégalité est fausse dans le cas des anneaux de valuation (non noethériens). En effet,
regardons le spectre d’un anneau de valuation de dimension n : (0)  p1  · · ·  pn . Alors pour un
élément x ∈ pn \ pn−1, on a KdimS(x)−1A = n− 1 et KdimA/N (x) = 0.
Démonstration. Soit d  KdimA/N (x). Pour tous z0, . . . , zd ∈ A, on a 0 ∈ S(x, z0, . . . , zd). On ap-
plique alors le corollaire 6.7 pour y = z0, puis y = z1, . . . , jusqu’à y = zd où on aboutit à ∀z0, . . . , zd ∈
A, 0 ∈ S(z0, . . . , zd, x), c’est-à-dire KdimS(x)−1A d. 
7. L’inégalité KdimA δ(A)
Après l’étude du théorème de l’idéal principal de Krull, il est relativement habituel d’aborder ce
résultat sur la dimension de Chevalley :
Dans un anneau noethérien local A dont l’idéal maximal est noté M, la dimension de Chevalley de A est
égale à la dimension de Krull de A.
Une première inégalité a été établie dans un cadre non noethérien (section 4), l’inégalité inverse sera
établie dans le corollaire 7.7 de cette section.
Lemme 7.1. On considère x un élément d’un anneau A (pas nécessairement noethérien).
Soit t0, . . . , tk ∈ A tels que
∀i ∈ [0,k], 0 ∈ S(t0, . . . , ti−1, x, ti+1, . . . , tk)
(1) Si x ∈ Rad(A) et x régulier alors 0 ∈ S(t0, . . . , tk), ou encore 1 ∈ N (t0, . . . , tk).
(2) Si x ∈ Rad(A) alors 0 ∈ S(t0, . . . , tk)xN .
(3) Si x est régulier alors A = Ax+ N (t0, . . . , tk).
Démonstration.
(1) Par récurrence sur k : la propriété est triviale pour k = 0 car 0 ∈ S(x) où x ∈ Rad(A) et x régulier
implique A = (0).
Admettons la propriété pour k−1. Posons A′ = A/(N (t0) : x∞). Alors x ∈ Rad(A′) et x est régulier
dans A′ . L’hypothèse de récurrence s’applique car
∀i ∈ [1,d], 0 ∈ SA′ (t1, . . . , ti−1, x, ti+1, . . . , tk)
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s1 ∈ S(t1, . . . , tk) et n ∈ N tels que s1xn ∈ N (t0).
Or, avec i = 0, l’hypothèse donne 0 ∈ S(x, t1, . . . , tk), ce qui signiﬁe que S(t1, . . . , tk) rencontre
N (x) = Ax. Il existe donc s2 ∈ S(t1, . . . , tk) appartenant à Ax. Alors sn2 ∈ Axn et par suite s1sn2 ∈N (t0) ∩ S(t1, . . . , tk). Conclusion : 0 ∈ S(t0, . . . , tk).
(2) Appliquer le résultat (1) dans l’anneau quotient A/(0 : x∞).
(3) Appliquer le résultat (1) dans l’anneau localisé (1+ Ax)−1A. 
Corollaire 7.2. Soit A un anneau noethérien et x ∈ Rad(A) régulier. Alors
KdimA = 1+ KdimA/Ax
Preuve avec idéal premier. Considérons une chaîne p0 ⊂ · · · ⊂ pn où pn est un idéal maximal de A.
Comme x ∈ Rad(A), donc x ∈ pn . Le corollaire 6.8 montre l’existence d’une autre chaîne avec même
extrémités, p0 ⊂ p′1 ⊂ · · · ⊂ pn telle que x ∈ p′1. Cette nouvelle chaîne prouve l’inégalité KdimA/xA
n− 1. Ainsi on obtient KdimA 1+ KdimA/Ax, l’inégalité inverse étant vraie car x est régulier. 
Preuve sans idéal premier. Soit d  KdimA/Ax. Alors pour tous u0, . . . ,ud ∈ A, S(x,u0, . . . ,ud)
contient 0. Le corollaire 6.7 (appliqué à y = u0, puis y = u1, etc.) et le lemme 7.1 (appliqué
avec k = d+ 1) fournissent 0 ∈ S(t0, . . . , td+1) pour tous t0, . . . , td+1 ∈ A, c’est-à-dire d+ 1 KdimA.
Comme KdimA 1+ KdimA/Ax car x est régulier, on obtient l’égalité annoncée. 
Exemple 7.3. Considérons l’anneau des séries formelles BX sur un anneau noethérien B. Comme X
est régulier et appartient à RadBX, il vient :
KdimBX= 1+ KdimB
Théorème 7.4. Soit x un élément d’un anneau A noethérien. Alors
KdimAx = 1+ KdimA/N (x)
Démonstration. On applique le corollaire 7.2 avec x ∈ Ax (x devient régulier et appartient à
Rad(Ax)) : il vient alors KdimAx = 1+ KdimAx/Axx. Or Ax/Axx et A/N (x) sont isomorphes (pro-
priété 5.6), d’où le résultat. 
Corollaire 7.5. Soit x un élément d’un anneau A noethérien. Alors
Kdim(1+ xA)−1A 1+ KdimA/Ax
De manière équivalente, si x ∈ Rad(A) alors KdimA 1+ KdimA/Ax.
Démonstration. Soit A′ = (1+ xA)−1A et d KdimA′/A′x= KdimA/Ax. Comme Ax = A′/(0 : x∞),
on applique le théorème 7.4 :
KdimA′/(0 : x∞)= 1+ KdimA′/N (x) 1+ KdimA′/xA′  1+ d
On applique ensuite le lemme 5.13 de recollement : KdimA′  1+ d. 
Corollaire 7.6. Soit x un élément d’un anneau A noethérien. Alors
KdimAmax(Kdim x−NA, 1+ KdimA/Ax)
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Corollaire 7.7. Pour tous x1, . . . , xd ∈ Rad(A) où A est un anneau noethérien, on a
KdimA d + KdimA/〈x1, . . . , xd〉 = d+ KdimA/
√〈x1, . . . , xd〉
En particulier, tout anneau local noethérien est de dimension ﬁnie : plus précisément, si l’idéal maximal d’un
anneau local noethérien A est engendré radicalement par d éléments alors KdimA d, i.e. KdimA δ(A).
Démonstration. Par récurrence sur d en utilisant le corollaire 7.5. 
Théorème 7.8. (Voir [6, p. 235].) Soit x1, . . . , xd appartenant à un anneau noethérien, et p un idéal minimal
parmi les idéaux premiers contenant x1, . . . , xd. Alors la hauteur de p est inférieure ou égale à d.
Démonstration. Utilisons le corollaire précédent avec l’idéal maximal p de l’anneau Ap . La minima-
lité de p signiﬁe que pAp = √〈x1, . . . , xd〉. Ainsi on obtient KdimA d+ 0. 
8. L’inégalité KdimA/N (x) KdimS(x)−1A
L’inégalité KdimA/N (x)  KdimS(x)−1A prouvée précédemment (section 6) amène naturelle-
ment à se pencher sur l’inégalité inverse, et c’est ici qu’une dualité se révèle clairement, notamment
dans les corollaires 8.3 et 8.6.
Proposition 8.1 (Duale de la proposition 6.3). Soit x un élément régulier d’un anneau A noethérien. Alors
Kdim x−NA 0 ⇒ KdimA/Ax 0
Remarque. Cette proposition n’est pas la réciproque de la proposition 6.3 : en effet, l’élément x est
supposé régulier dans la proposition 8.1, alors qu’il est supposé appartenir au radical de Jacobson dans
la proposition 6.3.
Preuve avec idéaux premiers. Rappelons que dans tout anneau noethérien, les idéaux premiers mini-
maux (i.e. de hauteur 0) sont en nombre ﬁni.
L’hypothèse Kdim x−NA 0 signiﬁe que les idéaux premiers de A ne contenant pas x sont de hau-
teur nulle. Comme x est régulier, x n’appartient à aucun des idéaux premiers de hauteur nulle. Ainsi
les idéaux premiers de hauteur 1 sont les idéaux minimaux parmi les idéaux premiers contenant x.
L’anneau étant noethérien, on en déduit que les idéaux premiers de hauteur 1 sont en nombre ﬁni.
Finalement, les idéaux premiers de hauteur 0 ou 1 sont en nombre ﬁni. Notons les (pk)k=1...n .
Pour tout y ∈ A non inversible, il existe un idéal premier pk contenant y (théorème de l’idéal
principal de Krull). Ainsi tout idéal propre I est inclus dans l’union ﬁnie des pk . Le lemme d’évitement
des idéaux premiers implique que I est inclus dans l’un des pk . Conclusion : les idéaux maximaux sont
parmi les pk , donc KdimA 1, donc KdimA/xA 0 (x régulier). 
Preuve en local, sans idéal premier. (Il suﬃt en effet de démontrer l’inégalité KdimA/Ax 0 locale-
ment. Comme un localisé de A/Ax est un localisé de A quotienté par 〈x〉, nous pouvons juste traiter
le cas où A est local.)
En posant A′ = A/√xA, démontrons KdimA′  0. L’anneau A′ étant noethérien et réduit, donc il
suﬃt de prouver que tout élément régulier de A′ y est inversible (proposition 5.17).
Soit donc y ∈ A régulier dans A′ : cela se traduit par (√xA : yA) = √xA. Remarquer l’inclusion
(0 : y∞) ⊂ √xA. Montrons que y est inversible dans A′ , c’est-à-dire 〈x, y〉 = A.
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à
N (y) = (0 : y∞)+ yA ⊂ √xA + yA ⊂√〈x, y〉 ⊂√N (y)
d’où
√〈x, y〉 = √N (y). Maintenant il vient :
KdimAy = 1+ KdimA/N (y) (théorème 7.4)
= 1+ KdimA/√〈x, y〉
= 1+ KdimA′/〈y〉
= 1+ KdimA′/NA′ (y) (y est régulier dans A′)
= Kdim(A′)y (théorème 7.4 avec A′)
Or Kdim(A′)y  KdimAy/〈x〉 : en effet, le morphisme canonique surjectif A → A′ se «prolonge »
en un morphisme surjectif de Ay → (A′)y (proposition 5.7). De plus, x est dans le noyau de ce
morphisme, donc ce morphisme surjectif passe au quotient Ay/〈x〉 → (A′)y .
Maintenant, on sait que x est régulier dans A, donc dans Ay aussi (lemme 5.5). L’inégalité
KdimAy  KdimAy/〈x〉 n’est donc possible que pour KdimAy = ±∞. Or A est local, donc de di-
mension ﬁnie, ce qui force Ay = (0). On conclut alors que (1 + yA) ∩ (0 : y∞) = ∅, ou encore que
N (y) = A, et enﬁn 〈x, y〉 = A. 
Corollaire 8.2 (Dual du corollaire 6.4). Soit x un élément d’un anneau noethérien A.
Kdim x−NA 0 ⇒ KdimA/(0 : x∞) 1
Démonstration. Utiliser la proposition précédente avec l’anneau A′ = A/(0 : x∞), puis le lemme 5.9
(x−NA′  x−NA). 
Corollaire 8.3 (Dual du théorème de l’idéal principal de Krull). Dans un anneau noethérien, on considère un
élément x non nilpotent et un idéal pmaximal parmi les idéaux premiers ne contenant pas x. Alors la cohauteur
de p est inférieure ou égale à 1.
Démonstration. L’hypothèse p maximal parmi les idéaux premiers ne contenant pas x signiﬁe
Kdim x−N(A/p)  0. Le corollaire 8.2 appliqué à l’anneau A/p annonce KdimA/p  1 car x est ré-
gulier dans A/p. L’idéal p est donc de cohauteur inférieure ou égale à 1. 
Lemme 8.4 (Dual et réciproque du lemme 6.6). Soit un anneau A noethérien et x ∈ A. Alors
KdimS(x)−1A 0 ⇒ KdimA/N (x) 0
Démonstration. On applique la proposition 8.1 à l’anneau Ax dans lequel x est régulier. Il vient
alors Kdim x−NAx  0 ⇒ KdimAx/Axx  0. La propriété 5.6 d’isomorphie donne l’implication an-
noncée. 
A partir de là, nous laissons le soin au lecteur d’adapter les preuves de la section 6 aux résultats
suivants.
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∀y ∈ A, 0 ∈ S(t, x, y,u) ⇐⇒ ∀y ∈ A, 0 ∈ S(t, y, x,u)
ou encore
∀y ∈ A, 1 ∈ N (t, x, y,u) ⇐⇒ ∀y ∈ A, 1 ∈ N (t, y, x,u)
Corollaire 8.6. Soit A un anneau noethérien, n ∈ N∗ , une chaîne d’idéaux premiers p0  · · ·  pn, et x /∈ p0 .
Alors il existe une chaîne p′0  · · ·  p′n tels que p′0 = p0 , p′n = pn et x /∈ p′n−1 .
Corollaire 8.7. Pour tout élément x d’un anneau A noethérien, on a
KdimS(x)−1A = KdimA/N (x)
Remarque. L’inégalité KdimS(x)−1A KdimA/N (x) est fausse dans le cas des anneaux de valuation
(non noethériens). En effet, regardons le spectre d’un anneau de valuation de dimension n : (0) 
p1  · · ·  pn . Alors pour un élément non nul x ∈ p1, on a KdimS(x)−1A = 0 et KdimA/N (x) = n−1.
9. Résultats duaux à ceux de la section 7
Toujours avec le même principe de dualité, nous complétons maintenant les résultats de la sec-
tion 7. Cela nous permettra ﬁnalement d’obtenir le corollaire 9.5, symétrique en termes de localisation
et de quotient, à la fois dans ses hypothèses et dans son résultat.
Corollaire 9.1. Soit A un anneau noethérien et x ∈ Rad(A) régulier. Alors
KdimA = 1+ Kdim x−NA
Preuve n.1 (Duale de la preuve du corollaire 7.2). Soit d = Kdim x−NA. Alors pour tous u0, . . . ,ud ∈ A,
S(u0, . . . ,ud, x) contient 0. Le corollaire 8.5 (appliqué à y = ud , puis y = ud−1, etc.) et le lemme 7.1
(appliqué avec k = d+1) fournissent 0 ∈ S(t0, . . . , td+1) pour tous t0, . . . , td+1 ∈ A, c’est-à-dire d+1
KdimA. Comme KdimA > Kdim x−NA car x ∈ Rad(A), on obtient l’égalité annoncée. 
Preuve n.2. On a successivement
Kdim x−NA = KdimS(x)−1A car x ∈ Rad(A)
= KdimA/N (x) via le corollaire 8.7
= KdimA/Ax car x est régulier
= KdimA − 1 via le corollaire 7.2 
Théorème 9.2. Soit x un élément d’un anneau A noethérien. Alors
KdimAx = 1+ KdimS(x)−1A
Démonstration. On applique le corollaire 9.1 avec x ∈ Ax (x devient régulier et appartient à
Rad(Ax)) : il vient alors KdimAx = 1 + Kdim x−NAx . La propriété 5.6 d’isomorphie permet de
conclure. 
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KdimA/(0 : x∞) 1+ Kdim x−NA
De manière équivalente, si x est régulier alors KdimA 1+ Kdim x−NA.
Démonstration. Soit A′ = A/(0 : x∞) et d Kdim x−NA′ = Kdim x−NA. Comme Ax = (1+ xA′)−1A′ ,
on applique alors le théorème 9.2 :
Kdim(1+ xA′)−1A′ = 1+ KdimS(x)−1A′  1+ Kdim x−NA′  1+ d
On applique ensuite le lemme 5.13 de recollement : KdimA′  1+ d. 
Corollaire 9.4. Soit x un élément d’un anneau A noethérien. Alors
KdimAmax(1+ Kdim x−NA, KdimA/Ax)
Démonstration. Posons A′ = A/(0 : x∞). Alors x est régulier dans A′ et x−NA′ = x−NA. On applique
le corollaire précédent dans l’anneau A′ :
KdimA/(0 : x∞) 1+ Kdim x−NA
On applique ensuite le lemme 5.13 de recollement. 
Corollaire 9.5. Soit x un élément d’un anneau A noethérien. On pose x = Kdim x−NA et qx = KdimA/Ax.
On note δ le symbole de Kronecker. Alors
max(x,qx) KdimAmax(x,qx) + δx,qx
Démonstration. Évidemment x,qx  KdimA. D’autre part, les corollaires 7.6 et 9.4 donnent
KdimAmin(max(x,1+ qx),max(1+ x,qx))
Or min(max(x,1+ qx),max(1+ x,qx)) =max(x,qx) + δx,qx . 
Exemple 9.6. Soit B un anneau de valuation discrète, et B[X1, . . . , Xn] un anneau de polynômes à n
indéterminées. Alors
KdimB[X1, . . . , Xn] = n+ 1
Démonstration. Lorsque x est un générateur de l’idéal maximal de B, les deux anneaux B/xB et
x−NB sont des corps. Or Kdim K [X1, . . . , Xn] = n pour tout corps K . Le corollaire 9.5 donne alors
n KdimB[X1, . . . , Xn] n+1. Comme 1 KdimB, on a également n+1 KdimB[X1, . . . , Xn], d’où
le résultat annoncé. 
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Le corollaire 9.5 implique tous les résultats portant sur les comparaisons de dimension de Krull
obtenus dans les sections 6 et suivantes de l’article, notamment les principaux : les théorèmes 7.4
et 9.2 et leurs corollaires 7.5 et 9.3.
• Par exemple, vériﬁons qu’il implique le corollaire 7.5. Soit x ∈ Rad(A), alors x  KdimA − 1.
Montrons que l’on a qx =max(x,qx) : en supposant x  qx , le corollaire 9.5 implique KdimA
x + δx,qx . Alors δx,qx = 1, i.e. qx = x . Ainsi, on a toujours qx =max(x,qx),
Kdim x−NA KdimA/Ax
et on obtient le corollaire 7.5 :
KdimA qx + δx,qx  KdimA/Ax+ 1
• De même, on peut retrouver le corollaire 9.3 : si x est régulier alors qx  KdimA − 1 et le
corollaire 9.5 donne x =max(x,qx),
KdimA/Ax Kdim x−NA
puis
KdimA x + δx,qx  Kdim x−NA + 1
• Autre exemple avec les corollaires 7.2 et 9.1 : lorsque x ∈ Rad(A) et régulier, on a x,qx < KdimA.
Le corollaire 9.5 montre alors KdimA =max(x,qx) + 1 et qx = x , d’où
KdimA = 1+ KdimA/Ax= 1+ Kdim x−NA
• Enﬁn, si x ∈ A quelconque, en appliquant ce dernier résultat avec x ∈ Ax , on retrouve les théo-
rèmes 7.4 et 9.2 :
KdimAx = 1+ KdimA/N (x) = 1+ KdimS(x)−1A
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