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The design of emergent wireless sensor networks operating near the ground re-
quires channel models that account for previously unconsidered propagation phenomena.
Most models used for link planning and radio design of the last century were designed for
use in situations where the transmitters were at least tens of meters above the earth surface.
However, near the earth surface, the specifics of the ground composition and atmospheric
effects have been postulated to play a significant role. This dissertation describes the first
set of investigations in this emergent environment. A novel computational electromagnetics
model is presented that can calculate electromagnetic fields of a dipole embedded in planar-
stratified propagation medium that represents the ground and near-surface atmosphere. It
is the first available electromagnetic model to efficiently combine a spectral-domain solu-
tion in arbitrary multilayers of lossy-dielectric media with high-order quadrature routines
to synthesize the fields of an impressed dipole. For the first time, high-order asymptotic
quadrature is used to efficiently obtain solutions at arbitrary ranges from the dipole source.
A measurements-based model of the near-ground atmosphere is derived, and results of
modeling the atmosphere are used to predict the performance of an ultra-high-frequency
radio system operating near the ground surface. Finally, a study is conducted to determine
the effects of varying key parameters in the near ground channel, including atmospheric
conditions, ground conditions, and frequency. Specific contributions of this dissertation
are:
• The first Sommerfeld-integral-based mathematical and computational model of long-
range EM propagation in multilayered media excited by time-harmonic vertical dipole
sources.
• A simple measurements-based modeling and curve-fitting methodology for deter-
mining continuous atmospheric profiles for temperature, humidity, and refractivity
near the surface of the earth.
xvii
• A measurements-based case-study of UHF propagation in a near-ground refractive
environment.
• A study of the parameters that affect general RF propagation in near-ground atmo-
spheric refractivity.
This work in this dissertation allows for the determination of the conditions under which
atmospheric effects significantly affect the near-ground propagation environment when the
transmitter is a vertical dipole. In flat ground conditions outdoors, the model also allows
for the direct, accurate prediction of propagation effects in a narrowband wireless channel.
This dissertation also leads to several new directions for future research in outdoor
channel modeling from an electromagnetics perspective. The model can be extended to
represent general wideband waveforms specified in the time-domain, made possible us-
ing Fourier synthesis techniques. The method of coupling a spectral-domain solution in a
multilayer environment with advanced quadratures on Sommerfeld integrals can directly
be applied to related extensions of the problem geometry, including the effects of arbitrary
antennas of arbitrary orientation. Once the fields of all types of antennas and sources can
be calculated using the methodology, it will then be possible to model the effects of terrain




Chapter Summary: This chapter is an introduction to the ideas underlying this dis-
sertation. A historical overview of developments in long-range radio propagation is
given, followed by examples of studies in the emerging near-earth wireless environ-
ment that motivate continued study of radio propagation. The most common methods
for modeling long-range radio propagation found in the scientific literature are pre-
sented. Limitations of these methods in the near-earth environment are highlighted.
Because of these limitations, spectral-domain methods are explored. They are postu-
lated to lead to more accurate radio propagation models that do not suffer from the
limitations of other methods highlighted in this chapter.
1.1 Motivation
In recent years, there has been increased research into wireless systems operating very
near the Earth or ground surface. Applications have included agricultural sensing [2, 3, 4],
intrusion detection [5, 6], and jamming near-Earth radios in a military context [7, 8]. Near
ground RF communications systems operate within wavelengths of the surface, a domain
that is generally not of interest in the study of radio propagation for radar, cellular, and
communications applications that motivated the study of RF problems of the last century.
Some researchers in this new area have focused on identifying requirements for such
next-generation sensor systems as in [2], while the authors of [3, 4] have experimentally
deployed sensor networks operating at UHF frequencies for environmental sensing in sup-
port of agriculture. Global agricultural industries increasingly are the earliest adopters of
near-Earth wireless systems. These industries have much to gain from adopting wireless
technology; they can 1) increase crop yields, 2) prevent food spoilage, and 3) streamline
the supply chain [9]. For the United States (US) military community, jamming near-Earth
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remote controlled weapons (e.g., roadside bombs) efficiently and effectively can give the
US military a tactical advantage against adversaries and lead to fewer successful attacks
against US military personnel.
Both sensing and jamming applications can require radio transmitters to be placed near
the Earth surface. In an agricultural context, sensors buried in the ground can measure
soil moisture and temperature, and wirelessly transmit these data back to a base station.
Similarly, a jamming device might be mounted a few feet above the ground on the side
of a vehicle. Both of these systems could conceivably be power-constrained because they
operate on battery power. Unfortunately, the propagation characteristics of the near-ground
environment exacerbate these power limitations. As wireless nodes are moved closer to-
ward the ground, they must generally consume more power to maintain a constant level of
coverage or bit error rate. This demand for power by near-Earth nodes is because large-
scale path loss and fading severity both increase with decreasing channel height. Section
1.3 discusses these effects in more detail and provides supporting references to the litera-
ture.
The other major proposed feature of near-Earth propagation is the presence of atmo-
spheric effects. Several researchers associated with the US Navy have postulated that near-
earth refractive structures can set up radio propagation ducts that guide waves along the
surface of the earth [10, 11, 12]. The aforementioned emergent applications, along with
postulated, previously unconsidered propagation effects, has motivated the development of
a new physics-based computational model of radio propagation in the near-ground environ-
ment. The definitive conclusion of this work is that near-earth atmospheric structures play
a significant role in radio propagation in the super high frequency (SHF) regime and above.
In the ultra high frequency (UHF) regime typical of radio communication at the time of
writing, the effects of atmospheric structures on received power in a narrowband channel
are negligible.
2
1.2 History of Radio Propagation Modeling
The study of the propagation of radio waves has been of practical interest since the late
nineteenth century, when James Clerk Maxwell presented his famous equations. Although
in a mathematical form that would hardly be recognizable today, his theory of electricity
and magnetism predicted the now well-known electromagnetic waves that propagate at the
speed of light. The experimentalist David Edward Hughes was the first person to postulate
that some observations of his were due to radio waves. In 1879, he observed that electrical
sparks generated by switching a current source off could be detected all through his home
by a telephone receiver connected to what we would recognize today as a crude Schottky
diode. He was able to send and receive Morse code over hundreds of meters using these
“invisible electric waves” [13]. More meticulous work conducted by Heinrich Hertz in
1886 and reported in 1893 [14] led to the general scientific acceptance of the reality of
these electromagnetic waves. The commercial sector was soon to follow, leading to the
wireless telegraphy and telecommunications era of the early twentieth century.
One of the first questions asked by early designers of radio communication systems
was: “How far away can the receiver be and still receive the radio signal?” For systems
employing simple amplitude modulation of a carrier frequency, they soon discovered that




• Antenna structure and orientation
• Antenna height above earth
• Transmission center frequency
• Obstructions between transmit and receive antennas
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A given transmitter and receiver pair typically have a fixed transmitter power, carrier
frequency, receiver sensitivity, and antenna structure; furthermore users of radio signaling
generally have little control over the obstructions or conditions between the transmitter and
receiver. The remaining parameters to vary are the heights, and radio pioneer Guglielmo
Marconi found that raising the height of both transmit and receive antennas increased the
maximum range of radio wave propagation proportional to the square of the height. This
observation has been codified and named as Marconi’s law, and represents the world’s first
practical radio propagation model. The model contains a constant of proportionality that
must be determined in an optimal sense for a given radio configuration; this was done
by Marconi and others by choosing the parameter that best fit the measured results, an
approach that is still taken today in empirical radio propagation modeling.
Others quickly realized that these new radio systems were capable of sending and re-
ceiving signals around the Earth’s curvature, well beyond the geometrical line-of-sight. In
the search for a physical explanation for these observations, Zenneck [15] derived solutions
to Maxwell’s equations that had the form of a surface-wave. This is an electromagnetic dis-
turbance that decays exponentially perpendicular to the interface between a conductive and
non-conductive medium, and propagates parallel to the interface. Since these waves are
coupled to the surface, surface waves were posited to follow the Earth’s curvature and be
the mechanism by which radio propagation occurred beyond the horizon. Arnold Sommer-
feld continued these investigations in 1909 [16], and today his simplified model problem of
long-range radio propagation above the Earth surface has come to be known as the Sommer-
feld problem. A diagrammatic representation of the classical Sommerfeld scenario appears
in Figure 1. The Helmholtz equations presented must hold in the volume of the media, a
consequence of Maxwell’s equations; additionally, continuity conditions must hold on the
interface between the two media and the Sommerfeld radiation condition must be obeyed
by the fields.
This problem was studied extensively throughout the twentieth century as a model for
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Figure 1: A small dipole carrying a spatial impulse of current radiates in the presence of
an air/ground interface. Each medium is assumed to be homogeneous and of semi-infinite
extent in this model. The governing equations for the z-component of the magnetic vector
potential, Az, in this geometry are indicated as well. See Chapter 2 for the precise definition
of all symbols.
radio propagation over the earth or ocean surface [17, 18, 19, 20, 21, 22, 23]. The major
differences between the Sommerfeld scenario and free-space propagation include two ad-
ditional propagation mechanisms: a reflected wave, and the aforementioned surface waves
that Zenneck thought explained radio propagation beyond the geometrical horizon. Most
of the work done in this era was attempting to understand the nature of surface waves and
their contribution to long-range propagation. While surface-waves can play a significant
role in radio propagation, the effect is highly dependent on the frequency, range from the
source, and source current distribution, as shown in [24]. Instead of surface waves, it is
likely that the earliest investigators were seeing the now well-known effect of ionospheric
propagation. In fact, the existence of the ionosphere was not experimentally confirmed un-
til 1927; the ionospheric reflection of shortwave radio signals over long ranges back down
to earth was not considered as a radio propagation mechanism until much later.
Methods for solving the long-range radio propagation problem in the presence of more
general refractive conditions were studied throughout the twentieth century. The earliest
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methods for these kinds of problems were closely related to Sommerfeld’s approach, which
might be characterized as a “spectral method” today. Spectral methods assume that the so-
lution to the pertinent partial differential equation can be written as a superposition of basis
functions that satisfy the equation inside a domain. The Fourier basis is often chosen when
it is an eigenbasis of the underlying differential operators, meaning that differential oper-
ators are transformed into multiplications by the eigenvalues. In simple terms, the entire
problem is Fourier-transformed in time and several, if not all, of the spatial variables. The
resulting problem in the spectral domain becomes algebraic in character, because the par-
tial derivatives reduce to multiplication by constants. In the spectral domain, the algebraic
problem can be solved using standard linear algebra techniques. Then the original superpo-
sition representation could be calculated, giving the solution. Superposition integrals of this
spectral type in planar multilayer media have come to be known as Sommerfeld integrals
(SIs). In practice, SIs do not yield closed form integrals in the general case. The earliest
investigators looked to extract some dominant terms in a closed form, for some simplified
geometries. For example, in [25], propagation over realistic ground was investigated us-
ing spectral methods in the Sommerfeld model problem. Solutions to these problems were
found in which the various spectral integrals are approximated by asymptotic series that
capture the limiting behavior of the solution very near or very far away from the localized
sources. These approximations were quite useful in that they represent the solution as a
sum of terms, each of which corresponds to a wave that is understood in physical terms,
such as a direct wave, ground reflected wave, surface wave, and guided waves. After the
asymptotic terms are extracted, there is of course still a residual integral term that repre-
sents corrections to the asymptotic solution. The earliest approaches neglect this residual
integral contribution as an approximation.
Another kind of asymptotic solution that was explored early on was ray-tracing or the
geometrical optics (GO) approximation. GO results from deriving wave mechanics in the
asymptotic limit of infinite frequency. In this limit, electromagnetic wave phase fronts
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propagate in the direction of rays, which are paths along which electromagnetic energy is
transferred. The most simplified approach in this school of thought is the two-ray model,
in which the fields are calculated as the sum of the contribution of two rays, a direct one
and a reflected one from the ground. More complicated approaches that trace rays through
atmospheric inhomogeneities saw some limited use in propagation modeling throughout
the 1960s and 1970s, particularly in the military radar community [26]. This technique
gained much more traction for long range propagation predictions in the acoustic wave
propagation community for underwater sonar applications, and today several ray-tracing
codes can be found for ocean acoustics problems, including [27, 28]. Ray approaches
are also popular today in commercial modeling products targeted towards cellular network
operators, who must model the effects of buildings and terrain in order to calculate cellular
tower coverage; an outline of some available products for this purpose, many of which
include ray-tracing engines, is included in [29].
Throughout the 1970s and early 1980s, the parabolic equation (PE) method was re-
discovered for EM propagation. Although Leontovich and Fock [30, 31] were the first to
apply the parabolic approximation to long range radio propagation problems in the 1940s,
Hardin and Tappert popularized the technique in the 1970s for general wave propagation
[32] and for applications in non-linear fiber optics [33]. This method approximates the
hyperbolic partial differential equation (PDE) that governs wave mechanics by a parabolic
PDE. Parabolic PDEs have the property that they are amenable to “marching methods”
in which given boundary conditions can be propagated in a simple way into the problem
domain to calculate the solution away from the boundary. This interior solution does not
in any way couple to the solution back towards the boundary, and so this approximation
represents a one-way wave equation. For long range propagation, backscatter from the en-
vironment to the transmitter is typically not of interest and this effect is not dominant except
in the case of steep terrain; therefore, one-way wave-mechanics are considered an accept-
able approximation. While ray-based approaches dominate the commercial cellular sector,
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PE-based models are most popular in the radar community; a selection of implementation
details of PE methods from the last decade appear in [34, 35, 36, 37, 38, 39, 40, 41].
Although the GO and PE methods are the current standard techniques used in long-
range electromagnetic propagation modeling in the cellular and radar communities, respec-
tively, other techniques have been developed and applied to the long-range RF propagation
problem. Notably absent from the previous discussion are the methods that directly dis-
cretize the original Maxwell’s equations or their time-harmonic equivalent, such as the
finite difference family and finite element methods. While the PE does directly discretize
and solve a differential equation, it is not an exact wave equation, but an approximate
equation using the paraxial assumption. Direct discretization of wave equations are typi-
cally infeasible for use in long range problems because the number of unknown parameters
or field values to be solved for increases in proportion to the volume of the domain to
be simulated, which becomes intractable for large problems. One method in this family,
however, has been modified to overcome this limitation: the finite difference time domain
(FDTD) method has been adapted to simulate only the spatial region around an EM pulse
as it propagates, so that the volumetric domain of simulation is of a fixed size around the
propagating pulse irrespective of the overall domain size and shape. This is known as the
moving window finite difference time domain (MWFDTD) method, and has seen limited
use in simulations of long range RF propagation over terrain [42, 43, 44, 45].
Finally, the historical development of the class of phenomenological, empirical, and
stochastic propagation models bears mention. The earliest of these methods that is still in
use today is the “Simple Transmission Formula” presented by Friis in 1946 [46], which is,
at the time of writing, taught in classrooms around the world as a basic free-space propa-
gation model. This falls in the class of phenomenological models because, although it is
consistent with and can be reconciled with the physics of Maxwell’s equations in its domain
of validity, it was not derived directly from the fundamental theory. Friis, and many oth-
ers before him, used geometrical reasoning about how electromagnetic power must spread
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out geometrically over the surface of a sphere centered on a transmitter. The surface area
of such a sphere increases in proportion to the square of its radius, r. Combined with
the physical principle of conservation of energy, it can be concluded that electromagnetic
power available at a receiver decreases as the square of the distance from the transmitter,
or as 1/r2. The Friis formula also incorporates antenna gain effects in geometrical terms
of an effective aperture that captures the incident EM energy in proportion to its area. The
geometrical reasoning is depicted in Figure 2.
Figure 2: A short source radiates a finite amount of power that spreads out uniformly over
the surface of a sphere. At a distance r, the sphere has area 4πr2 and so Friis reasoned that
the input power Pt must all be conserved and spread out over the surface of the sphere. The
local power intensity of the transmitted wave at the receiving antenna (power per unit area)
must therefore be proportional to the ratio of the total radiated power and the surface area
of the sphere. This leads to a received power that is proportional to Pt4πr2 . Accounting for
the antenna effective apertures (e.g., of the horn receiver in the picture) results directly in
Friis’ original formulation.
The Friis formula can be derived rigorously from Maxwell’s equations in the far-field of
radiators or from the precepts of GO theory. The aforementioned two-ray model is another
GO-based simple model that predicts that a reflected wave from the ground interferes with
the wave that travels directly between the transmitter and receiver. In the two-ray model,
the far-field power falls off as the inverse fourth power of distance, or as 1/r4 [47]. The
work of [48] provides an extensive study of these phenomenological ideas from a rigor-
ous electromagnetics perspective. Both the Friis formula and the two-ray formulas have
a power vs. distance characteristic that obeys an inverse power law, 1/rn, for n = 2, 4.
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An empirical extension then is to allow n to take on other values, and perhaps choose a
“best-fit” value of n from measured empirical data. When this is done, n is called the path
loss exponent and such models are generally called log-distance path loss models [47]. The
results of experimental RF propagation campaigns are often reported in terms of path-loss
exponents over certain paths. There is a large body of measurement literature that presents
log-distance path loss results for outdoor channels, with reported path loss exponents n be-
tween 3 and 6; a selection of recently reported results of this type include [49, 50, 51, 52].
Other empirical models have been presented with a piecewise approach, where the path
loss exponent can take on one of several values depending on the range from the trans-
mitter. Finally, yet other empirical models that fit into the log-distance family have been
presented, with fine-tuned constants chosen to fit measurement campaigns in specific ar-
eas, or accounting for additional propagation effects such as diffraction. These are treated
in detail in [47].
1.3 Unique Challenges of the Near-Earth Propagation Environment
Terrestrial wireless systems operating in the VHF and UHF bands deployed to date have
typically had transmitters tens to hundreds of meters above the ground. Tall radio tow-
ers hosting transmitting antennas are a ubiquitous sight across most of the world. These
provide services such as terrestrial broadcast television, FM radio, cellular voice, and mo-
bile data service. Less common radio frequency systems that use high transmit antennas
are radar systems for air traffic control, weather monitoring, and defense. In [53], the
authors found that cellular UHF systems may be optimized by placing the transmitter 30-
40m above the terrain surface, while the Radiocommunication Sector of the International
Telecommunication Union(ITU-R) implicitly recommends in [54] that point-to-area sys-
tems should operate with transmitters at least 10m off the ground over the entirety of both
the VHF and UHF bands. These patterns and recommendations of high antenna placement
are due to two factors. Firstly, the large-scale path loss of a far-field channel increases with
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decreasing transmitter antenna height. Secondly, small scale fading becomes more severe
as transmitter height decreases. The reasons why both large-scale and small-scale channel
behavior changes with decreasing channel height are elucidated in the remainder of Section
1.3.
1.3.1 Large-scale path loss
As previously mentioned, large-scale path loss increases with decreasing antenna height
in a near-Earth radio channel. This can be attributed to the following factors: two-ray
propagation [55, 48]; rough surface scattering and shadowing of the wave off of ground
features and clutter [56, 57, 58, 59]; and antenna-ground coupling effects [60, 61, 62].
These effects have been reported in the literature in both indoor and outdoor measurements.
For example, the authors of [63] found that in an indoor UWB channel, a link separated
by 2m of distance incurs 7dB of additional path loss as the antennas are lowered from
1m to ground level. In a mixed indoor/outdoor environment, the authors of [64] found a
maximum of 16.8 dB additional loss incurred by moving lower to the ground. The same
trend has been observed in data collected as part of the present work, as presented in the
proposal for the present work [65]. Such results seem to be a direct consequence of the
effect of destructive interference from a ground reflection, a behavior that is captured by
the two-ray model.
1.3.2 Small-scale fading
Small-scale fading is often described in terms of statistical distributions that provide the
probability density of a received signal. The Rician K-factor, which is the ratio of specular
power to diffuse power in a wireless channel [66], is taken as a figure-of-merit in analyzing
fading severity. When this ratio is relatively high, there are fewer diffuse scattered field
components in a received signal. This leads to a more stable signal that does not fade in and
out with small changes in receiver position. On the other hand, when the K-factor is small,
the diffuse field components are relatively large compared to the dominant component and
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therefore have a larger effect. This causes wider fluctuations in the total signal even under
small changes in receiver position.
In general, as antenna height is decreased, the environment through which the RF en-
ergy propagates becomes more cluttered, causing diffuse RF energy to propagate from
transmitter to receiver. This increase in diffuse energy corresponds to increased fading
severity. Recent experimental work has shown this to be true in the near-ground link com-
pared to traditional point-to-area links with large transmitter heights. The authors of [67]
found that lower height channels have lower Rician fading parameters. They relate chan-
nel K-factors with height through a simple power-law. Joshi et al. [68] also observed the
Rician K-factor to decrease with decreasing antenna height in a 300 MHz outdoor line-
of-sight link. Finally, foliage and vegetation commonly occlude the near-Earth link, and
this vegetation moves in the wind. The wind serves to aggravate the problem by induc-
ing motion in the scattering vegetation, which has been observed to cause more fading in
near-ground channels [69, 70].
1.4 Previously Unconsidered Near-Earth Propagation Phenomena
The previous section demonstrated that near-Earth UHF wireless channels exhibit more
loss and more severe fading than traditional large-height point-to-area systems of the past.
The mechanisms that cause these effects were also identified. The present work considers
previously unconsidered propagation mechanisms in the near-Earth channel, namely, the
effects of atmospheric refractivity. The index of refraction of air depends weakly on its
temperature, humidity, and pressure [71, 72]; this will generally affect propagation through
refractive bending of wave paths. In [71], Smith and Weintraub provide a review of the
empirical equations relating the index of refraction of air to atmospheric temperature, pres-
sure, and humidity. They present an equation that is valid in the UHF regime of the form











where n is the index of refraction of air, P is the pressure of the air, T is the absolute tem-
perature of the air, e is the partial pressure of water vapor in the air, and (K1,K2,K3) are
dimensioned constants. Because N is a unitless ratio, P, T , e, can be expressed in any
pressure and absolute temperature units, so long as the constants (K1,K2,K3) are appropri-
ately scaled. When all pressures and temperatures are expressed in millibars and kelvins,
respectively, the constants are K1 = 77.6 K/mbar,K2 = −6 K/mbar, and K3 = 3.75 × 105
K2/mbar [71]. The form of Equation 1 is based on physical considerations, while the con-
stants (K1,K2,K3) were empirically determined through experiments. Finally, Equation 1 is
not frequency-dependent; the refractivity of air is approximately constant across the broad
range of frequencies 0-30 GHz according to [71].
The way in which the index of refraction appears as N = (n − 1) × 106 is because there
is a weak dependence of the index of refraction on the specified atmospheric conditions. In
many circumstances, air is approximated by a medium that has an index of refraction value
identical to the free space value of 1. The quantity (n − 1) × 106 captures the parts-per-
million deviation between the index of refraction of free space and of air with a specified
pressure, temperature, and water vapor content. The quantity N is often known as the
scaled refractivity, or simply as the refractivity when context makes the choice of units
obvious. Another common convention is to describe scaled refractive quantities as being
in “N-units.”
Solar heating of the Earth is known to drive temperature and humidity gradients in
height over the first few meters of the Earth (see, e.g., [73]). This, combined with Equation
1, creates refractivity gradients along the Earth in an outdoor environment. Refractivity
gradients should affect the propagation characteristics of such a channel. Conventional
systems of the past, however, generally have had high transmitters, typically at least 10
meters above the local ground surface, as evidenced by the recommendations of [54]. It
appears that no work has been published which tries to study the impact of these gradients
in the near-Earth environment.
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Designers and operators of high-transmitter systems also only needed to account for
these refractive effects when the links were relatively long. The effects of weak atmo-
spheric variations in refractivity require long distances to accumulate. In particular, these
effects must be accounted for in long range radars operating in maritime environments. If
refractive effects are not considered in maritime radar applications, incorrect ranges to tar-
gets can result [74, 75, 76]. However, in the experimental work of Chapter 3, refractivity
gradients were measured within the first meter of the ground that are much larger in magni-
tude than the conventional gradients seen in maritime radar propagation; this suggests that
for the near-Earth environment, refractive gradients should be considered when evaluating
propagation.
To compare high-transmitter scenarios (e.g., 30 m high transmitters at VHF/UHF fre-
quencies) to typical near-Earth scenarios, consider the International Standard Atmosphere
model [77, 78], which predicts that temperature in the troposphere decreases linearly with
height (up to about 11 km) through the relationship T (z) = T0 − Lz, where T (z) is the tem-
perature as a function of altitude z, L is a constant temperature lapse rate (typically taken
to be 6.5 K/km) and T0 is the surface temperature. Using this model and a few physical








where P(z) is the pressure as a function of height, P0 is the surface pressure, L and T0
retain their previous meanings, g is the standard acceleration due to gravity near the Earth’s
surface, and R is the specific gas constant of air. Neglecting the effect of water vapor,











Plots of this model equation N(z), and its gradient N′(z) appear in Figure 3 for a standard
atmospheric surface pressure P0 = 1013.25 mbar and a range of surface temperatures
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Refractivity vs. Height for surface temperatures 10 °C − 40 °C
(a) An example of a family of tropospheric refractiv-
ity profiles for various surface temperatures, mostly
driven by atmospheric pressure drop with altitude
































Refractivity Gradient vs. Height for surface temperatures 10 °C − 40 °C
(b) The gradient in height of the figure at left
Figure 3: Refractivity and its height gradient are plotted; the order of N is hundreds of
units, while the order of the gradient is negative tens of N-units per kilometer. The line
represents the refractive profile (left panel) or refractive gradient profile (right panel) for
seven surface temperatures between 10◦C and 40◦C.
corresponding to T0 in the 10◦C to 40◦C range. The refractivity is in the hundreds of N-
units in Figure 3a. The refractivity gradient dN/dz is in the negative tens of N-units per km
in Figure 3b. This case very roughly encapsulates the kind of atmosphere that is considered
a standard condition in studies of tropospheric radar propagation. In the radar literature, a
typical standard atmosphere is one with an N gradient of −40 N-units/km [79, 80, 81]. This
value is approximately the center of the what is considered the “normal” range, (−79, 0) N-
units/km. A table defining the refractivity gradient ranges typically discussed in the radar
literature appears in Table 1.
Table 1: Refractive Gradients and Conditions. Adapted from [1].
N-gradient
Trapping < −157 N-units/km
Superrefractive −157 to −79 N-units/km
Normal -79 to 0 N-units/km
Subrefractive > 0 N-units/km
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Refractivity vs. Height in the near−surface environment
(a) Refractivity vs. height near the Earth surface





































Water Vapor Pressure vs. Height in the near−surface environment
(b) Water vapor pressure vs. height near the Earth sur-
face



















Temperature vs. Height in the near−surface environment
(c) Temperature vs. height near the Earth surface

























Relative Humidity vs. Height in the near−surface environment
(d) Relative humidity vs. height near the Earth surface
Figure 4: Plots of measured near-Earth refractivity, water vapor pressure, temperature, and
relative humidity appear above. The data were captured using a tree of five combined
relative humidity/temperature sensors as part of the measurements described in Chapter 3.
The relative humidity/vapor pressure of water drive the behavior of the refractivity.
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The ranges in Table 1 are explained as follows. When the gradient is strictly posi-
tive, the atmosphere is “subrefractive”, indicating that radio paths will be bent upwards
from the straight line path they would follow otherwise. In “normal” and “superrefractive”
conditions, the gradient is somewhat negative, and radio paths bend downwards from the
expected straight line path. However, the radius of curvature of the radio path in normal
and superrefractive conditions is not small enough to follow the curvature of the earth. The
most extreme condition, known as “trapping”, occurs when the refractivity gradient is quite
negative, less than −157 N-units per km. The corresponding radio paths will be strongly
bent downwards on earth-sized length scales. If fact, the radius of curvature of the radio
path will be smaller than the curvature of the earth, meaning that such a path will intersect
the earth, where it might be reflected upwards. The upward path can again refract down-
wards and intersect the earth, and this process may repeat many times, trapping the radio
wave in a waveguide formed by the earth surface and refractive atmosphere. The trapping
threshold value (−157 N-units per km) contrasts greatly with the measured atmospheric
conditions and refractivity profile near the Earth, as seen in Figure 4.
The figure shows time-averaged height-profiles of refractivity, water vapor pressure,
temperature, and relative humidity from six hours of measurements conducted during the
late-night/early-morning hours between August 22 and August 23, 2009, in Panama City,
FL, as part of the work presented in Chapter 3. The major features contributing to the
refractivity are the temperature increase of about 1.75 degrees and the water vapor pressure
decrease of about 1 mbar in the first meter. While in the tropospheric case the natural
decline of pressure in altitude was the main driving force behind refractivity changes on
the order of 10 N-units per km, here it is seen that humidity is in fact driving much stronger
gradients in the near-Earth atmosphere. Indeed, it is worth noting that Equation 1 is such
that a 1 mbar change in atmospheric water vapor pressure introduces about 4 N-units of
refractivity change when the temperature is 25◦C. Also, unlike the tropospheric scenario,
the scale is not over kilometers of height; the refractivity changes several N-units per meter.
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The near-Earth gradient is on the order of thousands of N-units per kilometer, a result that
is extreme compared to the gradients considered “trapping” in tropospheric scenarios. The
extreme observed gradient is the primary motivating factor in studying atmospheric effects
near the ground. Since a qualitatively much weaker gradient has been known to affect long
range propagation in the tropospheric scenario, it is desired to understand the impact of
much stronger gradients in a refractive channel of a different scale.
1.5 Modeling the Near-Earth Refractive Channel
The previous section demonstrated that near-earth wireless channels are different from clas-
sical long-range radio channels in both scale and refractive character. The models that were
developed throughout the twentieth century, as outlined in Section 1.2, were designed for
various applications, with varying degrees of support for propagation prediction over ter-
rain or in the presence of refractive effects. Those models typically focused on channels
of tens to hundreds of kilometers of range and kilometers of height, operating in typical
tropospheric gradients. On the other hand, the near-earth channel of interest is only meters
tall and hundreds of meters long, and had demonstrably much stronger refractive gradients
over this shorter height. These factors make some of the previously mentioned propagation
models unsuitable to direct application in the near-earth environment. The remainder of this
section will outline the limitations of two such approaches (the PE and GO techniques), and
introduce the primary modeling technique used in this dissertation (the spectral domain/SI
approach).
1.5.1 Limitations of PE Models for Near-Earth Applications
The PE-based models are from the family of direct discretization methods, based on ap-
proximating differential operators on a discrete, finite grid of spatial points. All of these
methods approximate an unbounded domain by a truncation to a finite computational do-
main. As such, they all share the problem of handling boundary conditions at the truncation
boundary. The correct condition is that the simulated fields propagate as if the boundary
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were not there. This can be achieved by a radiation boundary condition (RBC), where no
fields enter the simulation domain through the boundary and no incident fields are reflected
from the boundary back into the simulation domain. Formulating RBCs in a numerical
simulation is often the most difficult part of a developing a finite-discretization algorithm.
Although a myriad of techniques exist for the implementation of approximate RBCs, in
most PE models this is accomplished by extending the computational domain to be larger
than the region of interest, and then introducing a fictitious lossy absorbing material layer
in this extended region; the models in [82, 83, 36, 34] represent the major PE model codes
in use today, and all use this approach. At the newly extended boundary, a simple boundary
condition that is easy to implement can be applied since reflections off this boundary will
propagate back through the lossy medium and be attenuated further. Any initial reflection
off the absorbing material can be minimized by choice of the material parameters for a
given configuration of domain size, frequency, and source geometry. This is the compu-
tational analog of the real world approach of applying RF absorbing material to the walls
of an antenna chamber. Although the chamber is finite and will have standing electro-
magnetic waves excited by a radiator, applying an absorbing layer to the walls emulates a
radiation condition because reflected fields are greatly diminished in amplitude, allowing
measurements of free-space characteristics within a bounded volume.
An absorbing approximate RBC works quite well for PE models in tropospheric prop-
agation scenarios, where the top of the region of interest is kilometers away from the ra-
diating sources. The fields are naturally quite attenuated at these heights, and absorbing
layer parameters can be tuned for the types of geometry in tropospheric problems to mini-
mize reflections. However, it can be shown that the reflective properties of such a layer are
strong functions of the incident angle of electromagnetic energy upon them; therefore the
optimal absorber strongly depends on the geometric relations between the source, bound-
ary, and domain length. PE models that were designed for tropospheric scenarios actually
suffer from strong spurious reflections from the computational domain top boundary when
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Figure 5: The TEMPER propagation model was used to simulate a domain 16 m in height.
Interference patterns of peaks and nulls are visible in the propagation factor near the top
of the plot, indicating that the top of the simulated domain is reflecting incident energy
downwards. This is not the expected behavior of an RBC, and occurs because the absorbing
layer in TEMPER was designed for domain boundaries that are at least hundreds of meters
away from the sources.
applied to near-earth scenarios. An example of this effect is demonstrated in Figure 5,
computed using the PE model software package known as TEMPER [36].
If the domain upper boundary were relatively far away from the sources, then the re-
flected fields would not have a large effect on the fields in the rest of the simulation domain.
However, in a near earth scenario where the upper boundary is only several meters from the
surface, the reflected fields interfere with the incident fields, making an interference pattern
of peaks and nulls in the field strength that is characteristic of reflections. The problems
are not localized to the top boundary: these reflections propagate back into the simulation
domain and cause errors throughout. In the most extreme cases, the simulated fields lack
the expected geometrical spreading in 3D that causes power to fall off as an inverse-square
law. Because the fields are confined between the ground and the approximate RBC, they
spread in 2D as cylindrical waves. The approximate RBC can lead to simulated domains
that are very good waveguides, but not very good models of atmospheric propagation.
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Current PE models for RF applications all seem to be tuned for large height scenarios;
this is apparent in the implementation of the absorbing RBC at the domain top boundary.
One might wonder if it is possible to implement alternative approximations to the RBC
that are more general and applicable regardless of the propagation angle. Indeed, this has
been extensively studied; a good outline of techniques including perfectly matched layers
(PMLs) and non-local boundary conditions (NLBCs) for PE models is presented in the
work of Levy [41]. Implementing these ideas is an attractive approach to modeling the
near-earth propagation channel, since the PE is known for it’s speed and computational
efficiency. Such work is outside the scope of this dissertation, but might be considered as
part of future research.
1.5.2 Limitations of Ray-Based Models for Near-Earth Applications
Ray-tracing approaches are quite attractive for near-Earth EM modeling due to their appar-
ent conceptual simplicity. There is some “intuitive” understanding that accompanies these
methods, likely due to the way humans experience visible light propagation in terms of
shadowing, refractions, and reflections. This intuition is deeply embedded in our brains,
and causes us to look up for clouds or planes when we experience a moment of darkness on
a sunny day, to not be bothered by apparently discontinuous straws in glasses of water, and
allows us to adjust our mirrors upon sitting down in an unfamiliar car without consciously
thinking about which way we have to twist things in order to adjust the view. These intuitive
ideas about light are depicted in Figure 6.
Because we know light is just a certain band of frequencies of EM radiation, we natu-
rally use this intuition when reasoning about other frequencies such as RF. The ray analogy
is used as the first explanatory tool in almost any treatment of propagation. Ray-tracing is
generally illustrative and helpful for understanding the approximate path EM energy will
take through a refractive structure. However, it can be difficult to use for practical power
and field strength predictions. The mathematical connections between GO and full-wave
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(a) An airplane shadow. We
instinctively look up when this
crosses our paths and occludes the
sun, although the experience is of
a darkening on the ground. This
demonstrates the natural intuition
we have about light propagation
and shadowing.
(b) Light refracts through glass
and water, creating an apparent
break in the continuous straw. We
so thoroughly intuit refraction that
this apparent impossibility does
not seem remarkable to us.
(c) Upon sitting in a car, the rear-
view mirrors are adjusted typi-
cally with little conscious thought
given to which way the mirror
must be turned and twisted to ma-
nipulate the view in the desired
way; such is the deep, ingrained
understanding of light reflection
in the human brain.
Figure 6: Three examples of human intuition about light propagation.
mechanics can be used to show that GO predictions are the dominant or first-order prop-
agation effects in an asymptotic expansion, with error associated with the neglected terms
in the expansion. Even if this error is acceptable in a particular application, simple imple-
mentations of ray-tracing through refractive gradients also inherently suffer from a variety
of problems, including caustics, problems at turning points, unphysical perfect shadow re-
gions, discontinuous fields, and no capability for handling diffraction from surfaces. These
undesirable properties of GO solutions stem from the fact that GO is an approximation of
EM fields of infinite frequency, something that is rather unphysical.
Each of these problems can be overcome with extensions to the GO approximation
by appealing to the true physics from the wave equations and forcing the ray solutions to
have the correct form at places where the ray-approximation breaks down. For example,
at turning points or caustics, where rays change directions with respect to a preferred axis
or focus to a point, the full-wave solution is used to derive the form of a ray solution that
continues through the problematic point. Doing this shows that some additional phase
shift is introduced to the ray, but GO theory itself does not predict this effect. Ray-based
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models must be augmented with full-wave results in ad-hoc and heuristic ways to give more
accurate results or to work at all.
Another example of extensions to GO are the geometrical/unified theories of diffraction
(GTD/UTD), which provide a method by which diffraction can be modeled in GO [84, 85].
If a ray strikes a surface, in GO the ray reflects off the surface and transmits through the
surface with refraction. However, it is known that EM waves excite currents in the materi-
als they strike, and that these currents re-radiate fields, which is the mechanism by which
scattering and diffraction occurs. The GTD/UTD approach is to use analytical full-wave
solutions for some canonical geometries to account for diffraction around these structures
in a ray approximation. The pure ray-based field calculations are augmented with an ap-
propriate asymptotic solution to the full-wave problem. Each canonical shape then has a
diffraction coefficient that can be interpreted as the magnitude and phase of a fan of rays
that is emanated from the shape for a given ray incidence angle. These new rays can then
continue to be traced to calculate further fields.
The inherent limitations of GO methods can often be overcome, but the combination of
pure GO, full-wave corrections, and additional considerations for diffraction motivate the
use of alternatives to ray-based methods in this dissertation. The aforementioned extensions
to GO can give good results, but the heuristic collection of techniques used to achieve
acceptable results makes this approach undesirable from a firm theoretical perspective.
While GO methods are conceptually very simple and match much of our intuition about
propagation, they are mathematically very complex and inelegant.
1.5.3 Revisiting an Old Approach: Sommerfeld Integrals
In Section 1.2, it was stated that the earliest method for tackling the Sommerfeld problem
was the spectral domain approach used by Sommerfeld himself. In those days, the best
that could be done was extraction of asymptotic results from the oscillatory integrals that
resulted from the technique. Furthermore, the types of problems considered were very
simple geometries of either two half-spaces or just a few layers. This was likely because of
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the difficulty in calculating the integrands for increasing numbers of layers. Although these
integrands can always be written in closed form, doing so becomes increasingly complex,
requiring the solution of a large system of linear equations for a given geometry. For
example, for a structure of 10 layers bounded by half-spaces containing a vertical electric
or horizontal magnetic dipole, the closed form solution for the integrands involves solving
a system of 22 equations in 22 unknowns. Aside from being a tedious calculation, the
written expression of any one of the resulting 22 functions can take up pages. The solutions
of this system of equations would then have to be analyzed in the complex plane in order
to determine the asymptotic contributions, something that was intractable in the time of
Sommerfeld, and indeed, is still so today for hand calculations.
With the advent of computers, however, numerically solving a 22 by 22 linear system
became tractable. In practice at the time of writing, having enough memory to hold the
matrices is the limiting factor: if the matrix can be stored in memory, it can likely be
inverted in under a few seconds in the worst case. While the tedium of the calculation is
not necessarily lessened by a computer, the computational time is; this tedium is taken up
by circuits in silicon performing billions of operations per second. And in fact, the software
algorithms specially designed for solving linear systems have been highly optimized over
the years, using clever tricks that people would not think to use when solving such problems
by hand. This makes formulating problems of thousand or tens of thousands of layers
possible in a way that was inconceivable in the pre-computer era.
Given that this problem can be efficiently solved in the spectral domain using standard
numerical linear algebra methods, the remaining part of calculating a solution is an inte-
gration step from the spectral domain back to the spatial one. This kind of inverse-Fourier
transform integral is called a Sommerfeld integral (SI) when applied to electromagnetics
problems. As previously mentioned, this step was historically handled through asymp-
totic approximations that extracted dominant terms in certain limits. However, more direct
quadrature methods are available today to numerically calculate the relevant integrals. It
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appears that an SI quadrature model has not been previously implemented for RF propaga-
tion, making these studies a unique contribution to the understanding of RF propagation in
refractive gradients. It seems that the popularity of the PE and ray-based models in recent
decades has superseded the more exact formulation of using spectral methods and SIs. No
one has apparently revisited this method for long range RF propagation with the numerical
and computer advances of the last fifty years. The popularity, ease of implementation, and
acceptable results of GO and PE models are likely the reason that rigorous SI methods have
not been considered for long-range radio propagation applications.
It is worth mentioning that while SI techniques have found widespread use in multilay-
ered printed circuit board (PCB) simulations for RF trace and antenna characterization and
design, these are of a different scale than what is of concern in long range RF propagation.
A typical PCB consists of a multilayered structure that is a fraction of a wavelength thick
and perhaps tens of wavelengths in transverse dimensions at typical RF frequencies. The
far fields of concern are somewhere away from the PCB, outside of the layered structure,
typically in the direction normal to the interfaces (e.g. a planar antenna on a PCB radiates
normally to it’s surface). In contrast, in a typical RF propagation problem, it might be
desired to calculate the fields thousands of wavelengths away from the sources inside the
layered structure representing the ground and atmosphere. It therefore is the case that soft-
ware algorithms that were designed and fine-tuned to calculate SIs for PCBs are unsuitable
to the long range RF propagation problem in refractive gradients. Figure 7 illustrates the
differences in these two cases.
There are also wave propagation communities outside of electromagnetics that have
studied and implemented the Sommerfeld integral approach for long range propagation.
Both acoustic and seismic wave propagation is governed by the same wave equation that
governs EM propagation. The speed of sound under the ocean or in the earth’s crust also
varies with depth below the ocean or earth surface, analogous to how the index-of-refraction





(a) A representation of a PCB patch
antenna radiating. The currents are
confined to the thin layers of metal
material, parallel to the layered struc-
ture. The radiated fields of interest
are outside of and orthogonal to the
layered structure.
{Air/GroundStackup Direction ofRadiatedFields
(b) A source radiates inside a layered structure representing the
earth and ground. Unlike the PCB case, the fields far away, nor-
mal to the interfaces are of no interest in this problem. The di-
rection of interest is parallel to and inside the layered structure.
Figure 7: Two figures illustrate the scale and geometrical differences between PCB scenar-
ios and outdoor long range propagation in a multilayered air/ground model.
three disparate problems can be formulated in an identical way. In the ocean acoustics
community, Sommerfeld integral methods are known alternatively as wavenumber inte-
gration or fast-field programs, while in seismology they are called reflectivity or discrete
wavenumber methods [86]. An SI method for ocean acoustics has been published in a soft-
ware package known as OASES, which is an enhanced version of an earlier code called
SAFARI [87, 88]. The ideas behind SAFARI and OASES, particularly the matrix solution
in the spectral domain, are a major inspiration to the method to be presented in Chapter 2.
1.6 Dissertation Outline
The purpose of this introduction has been to give a historical perspective of the study of
radio propagation, motivate continued study with emerging applications that require con-
sideration of new phenomena, and make the case that the standard modeling techniques
available for RF problems may be unsuitable to the emerging near-earth domain. The
methods used in this dissertation will center around the SI, and the following summarizes
how this will be elaborated upon in the remaining chapters:
Chapter 2 is a mathematical description of SIs for near-earth RF propagation problems,
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along with an examination of the correctness of the implementation that has
been developed as part of this dissertation. The SI code that has been devel-
oped is compared against other solutions, including analytical forms for some
canonical scenarios.
Chapter 3 is a set of comparisons of the presented SI model against a measured RF data set
that was collected as part of previous work. The fluid-dynamics theory required
to model the atmospheric measurements is also presented in detail.
Chapter 4 is a parametric study of long-range RF propagation using the tools developed
in Chapter 2. The parameters varied include the frequency, receiver heights and
ranges, ground conditions, and the refractive conditions. Qualitative conditions
under which refractivity plays a significant role in the near-earth environment
are identified and represent a significant contribution to the understanding of
these phenomena in the emerging near-earth propagation environment.
Chapter 5 will conclude the dissertation by discussing it’s contributions, limitations, and
possible future research directions.
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CHAPTER 2
SPECTRAL DOMAIN AND SOMMERFELD INTEGRAL
METHODS
Chapter Summary: Spectral domain methods for EM propagation in planar strat-
ified media are reviewed. A spectral domain method is presented to calculate the
magnetic vector potential of a vertical dipole in a multilayered medium as a model
of long-range radio propagation through a stratified atmosphere. The spectral do-
main Green’s function (SDGF) for structures with up to hundreds of thousands of
layers is calculated using an efficient matrix formulation, thus enabling simulation of
continuously stratified media. A method is described that samples the SDGF, and
uses these samples for all subsequent calculations of the Green’s function. These
methods include pole/residue-extraction using contour quadratures, novel asymptotic
Filon-Clenshaw-Curtis (FCC) quadrature to calculate the far-field Green’s functions,
and direct Clenshaw-Curtis quadrature used for the near-field Green’s function. Re-
sults of numerical simulations for propagation in free-space and above a flat ground
plane are presented and compared to analytical solutions. A case in which a refractive
gradient is used to emulate the effects of a curved earth are also presented. Note: Por-
tions of this chapter have been presented in a conference paper that has appeared in
PIERS2013 [89].
Spectral domain methods result from Fourier transforming a suitable formulation of
Maxwell’s equations in space. The Fourier-dual of the Cartesian spatial domain is called
the spectral domain throughout this work. In the spectral domain representation of electro-
magnetic fields, all fields are decomposed into a wavenumber-spectrum, and each spectral
component represents a plane wave. For example, the z component of the magnetic vec-
tor potential, Az, that is emitted by a source at a height z′ could be expanded in a spectral
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representation as







kx, ky, z, z′
)
e j(kx x+kyy) dkx dky , (2)
where the Cartesian (x, y) coordinates are the Fourier duals to the (kx, ky) wavenumbers,
and the presence of the tilde serves to distinguish the spectral domain functions from the
spatial domain ones. The basis function for the integral transform above is e j(kx x+kyy), which
is a plane wave propagating in the direction (kx, ky). Each such wave in the spectrum is
scaled by the spectral domain function Ãz and superposed in the above integral. Several
example depictions of plane wave basis functions with various wavenumbers are presented
in Figure 8.
Figure 8: A selection of 2D plane wave basis functions is presented, with various wavevec-
tors. <[e j(kx x+kyy)] is depicted as a function of (x, y) for various (kx, ky). The value k0 = 2π.
Inserting representations like Equation 2 into Maxwell’s equations result in governing
equations for the spectral domain functions that can be simpler than their spatial domain
counterparts, depending on the material geometry involved. In planar multilayered me-
dia, the spectral domain equations can be reduced to linear ordinary differential equations
(ODEs) and ultimately to algebraic equations and solved using methods of linear algebra.









Figure 9: A simple quadrature rule is illustrated. The integrand f is approximated by a
piecewise constant function, f̂ , defined by 25 constant values. The integral of f̂ can be
calculated by summing the signed-areas of the rectangular regions. The sum approximates
the integral of f . As the size of rectangular regions are made smaller and smaller, the
approximation is expected to converge to the the integral of f .
of previous work [89]. This chapter expands upon that previous work and describes in de-
tail a complete spectral domain algorithm for calculating all the electromagnetic fields and
signal strength of a vertical electric dipole radiating in a multilayered medium as a model
of propagation near the surface of the earth in the presence of atmospheric refraction.
Under simplifications in the Fourier integral that are discussed in Appendix B, Equa-
tion 2 reduces to a Hankel transform of order zero. It can further be shown that all the
electromagnetic fields can be expressed in terms of Hankel transform integrals up to or-
der two (e.g., see Equation 1 of [90]). In electromagnetics, all such Hankel transforms
are called Sommerfeld integrals (SIs). The exact form is given in the last equation of Ap-
pendix B. If the spectral domain function can be solved, then the SIs could be calculated
by numerical quadrature. Numerical quadrature is the process of calculating integrals by
finite-sum approximations. For example, if a function f (x) is approximated by a piecewise
constant function f̂ (x), then the definite integral of f (x) can be approximated by summing
the signed-areas of the rectangular regions comprising f̂ (x). Figure 9 illustrates this simple
“midpoint-rule” quadrature.
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The illustrated midpoint rule is among the simplest of quadratures. It relies on ap-
proximating the underlying function f (x) as a piecewise constant function on a uniform
(equispaced) grid of x values. On each grid interval, integration becomes a simple closed-
form expression (width times height), and the results are summed. A natural extension is
to approximate the function by linear interpolation between uniform grid points. When this
is done, the rectangles are replaced by trapezoids, resulting in the trapezoidal rule. Higher
order polynomial representations between equispaced grid points result in the general class
of Newton-Cotes quadrature formulas. Still other quadrature approaches interpolate the
integrand on a non-uniform grid by a polynomial. Because the integral of a polynomial
is another polynomial, methods can be devised to quickly transform the coefficients in a
polynomial interpolant of f to those of its integrand.
Quadrature and numerical integration rely on the notion of convergence. As more points
are sampled from the integrand, and the approximation of the integrand improves, it is
expected that the approximation of the original integral also improves. A typical approach
for accurate quadrature is to sequentially increase the order of the quadrature and consider
the difference between successive results. This difference is a measure of the error between
the approximations and the limiting, true value to which the procedure converges. When
the difference is small, it can be assumed that successive higher order quadratures will not
provide much more accuracy in the final result. The rate at which the error decreases with
increasing the quadrature rule order is the rate-of-convergence of the rule.
SI expressions for the magnetic vector potential will be calculated using convergent
numerical quadratures. In practice, however, implementing efficient numerical schemes
for SIs is complicated by a variety of factors that cause quadrature to converge slowly.
These include the slow rate of decay of the integrands, singularities in the spectral domain
functions, oscillations of the basis function at ranges far away from the sources, and the
semi-infinite integration interval. The study of speeding up the convergence of SI quadra-
ture has resulted in a variety of techniques. All the techniques use contours in the complex
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plane along which the SI is evaluated. Some use a fixed contour, while others rely on con-
tour deformation to the steepest descent path [91, 92]. Certain choices lead to additional
pole and branch cut integral terms, which are also evaluated on a chosen contour in the
case of branch cut integrals, and by the residue theorem for pole contributions. Next, an
interpolation or extrapolation of the spectral domain function along the various contours is
numerically computed. The interpolation/extrapolation basis functions are generally cho-
sen with known SIs in closed form, so the last step is to sum up the contributions from each
term in the interpolation or extrapolation. This can be thought of in terms of conventional
quadrature, where the interpolation functions are polynomials on a finite domain. How-
ever, there are other methods for the SI that involve the use of functions that extrapolate
the semi-infinite integral tails using exponential approximations [93, 94, 95, 96, 97] or ra-
tional approximations [98, 99]. Another method involves calculating the tail integrals on a
sequence of intervals by conventional quadrature, and then applying non-linear series ac-
celeration techniques [90, 100]. The above demonstrates that there is practically unlimited
freedom in choosing an approach for these integrals, which has lead to the large variety of
published techniques.
In the remainder of this chapter, a particular implementation of spectral domain meth-
ods and Sommerfeld integral quadrature is presented for the calculation of the fields of
a vertical dipole. The problem geometry, mathematical formulation, spectral domain so-
lution, and SI quadrature implementation are discussed in detail. The results for some
simplified geometries are compared against known analytical solutions to demonstrate the
correctness of the technique.
2.1 Problem Geometry and Mathematical Model
Spectral domain methods are general enough to calculate fields emitted from arbitrary cur-
rent distributions inside multilayered media. In the general time-harmonic formulation,
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four unique scalar potential functions are emitted from three orthogonal orientations of im-
pulsive current densities [101, 102]. All four potential functions are calculated together
so that the response of the medium to any arbitrarily oriented impulsive current density
can be calculated. However, if all current densities are oriented orthogonally to the ground
surface in a vertical orientation, only one component of the potentials is required to calcu-
late all time-harmonic electromagnetic fields [25]. This simplification is used throughout
this work. Handling the other three potential components in a general formulation requires
additional calculations that are very similar to those presented here. The methods and al-
gorithms developed for the present special case will be adapted to the general case as part
of future studies.
As an approximation of the physical geometry of long range, narrowband RF propaga-
tion in refractive conditions, the atmosphere and ground are modeled by a planar-stratified
medium that consists of layers of homogeneous, isotropic, nonmagnetic, linear materi-
als. All field quantities are assumed to vary sinusoidally in time with radian frequency ω,
with e− jωt time dependence. General time-dependence can be considered a superposition
of time-harmonic frequency components, so studying the time-harmonic case suffices to
characterize the propagation environment. The time-harmonic factor e− jωt mathematically
cancels everywhere in the equations because it appears on both sides of all the relevant field
equations; as such, its notation will be suppressed throughout.
A depiction of the aforementioned planar-stratified geometry appears in Figure 10. The
interfaces where adjacent media meet are parallel planes, each orthogonal to the Cartesian
z direction. The electromagnetic characteristics of each homogeneous material layer are
specified uniquely by its complex dielectric constant, or equivalently, it’s index of refrac-
tion. Each layer is homogeneous with index of refraction n` =
√
ε0εr`, where εr` is the
relative permittivity of the `th medium and ε0 ≈ 8.85418782× 10−12 F/m is the permittivity
of free space. Each layer has an associated wavenumber, k` = n`k0, where k0 = 2π f /c0, f is
the frequency of the wave, and c0 = 299, 792, 458 m/s is the speed of light in vacuum. The
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wavenumber in a layer is the wavenumber of a plane wave solution that would propagate
in an infinite homogeneous extension of that layer. The top and bottom layers are semi-
infinite half-spaces, extending to z = +∞ and z = −∞, respectively. The bottom half-space
representing the ground is a lossy dielectric with a finite conductivity, while layers repre-
senting the air will be lossless dielectric materials, with dielectric constants representing
refractivity gradients of the type discussed in Section 1.4.
The medium contains an impressed, spatially impulsive, z-oriented current density in
one of the layers. It is located at height of z′ over the origin. More general current densities
can be handled by the superposition principle, and so this is a Green’s function problem.
An impulsive current density in space also approximates a short dipole, so considering this
particular Green’s function directly will give insight into how short vertical wire antennas
perform in refractive conditions. Therefore, the term “dipole” will be used interchangeably
with “impulsive current density” throughout this chapter.
Figure 10: A dipole radiates inside layers of dielectric material. There are L layer inter-
faces, and L + 1 layers including the top and bottom semi-infinite half-spaces.
The EM fields in the geometry of Figure 10 can be expressed in terms of only the z-
component of the magnetic vector potential, Az(ρ, z, z′), where ρ is the xy-distance away
from the dipole and z is the height above the origin at which the potential is being calcu-
lated. Under the Lorenz gauge condition, the potential Az obeys a forced wave-equation
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in the source layer, where the forcing comes from the dipole term. The derivation of the
Helmholtz equation for the magnetic vector potential from Maxwell’s equations is detailed
in Appendix A for completeness. In other layers, the wave equation is unforced because
there are no impressed currents within the layers. Under harmonic time dependence, the
wave operator reduces to the Helmholtz operator, (∇2 + k2` ), thus Maxwell’s equations re-
duce to a system of coupled Helmholtz equations in this geometry, all of which is also
indicated in Figure 10. The coupling between equations is not directly apparent in Figure
10 because the equations are valid inside each homogeneous volume. At the interfaces
between media, however, there must be some appropriate continuity conditions that couple
the solutions together.
2.2 Spectral Domain Formulation


























Of particular note is that this transformation reduces the three dimensional Helmholtz
PDE into a one dimensional ordinary differential equation (ODE). Applying the transfor-







4π2 , in source layer
0, in other layers,
for ` = {1, 2, . . . L + 1} , (3)
where Ĩz0 is the complex magnitude of the current flowing in the dipole, µ0 = 4π × 10−7
H/m is the permeability of free space, and in each layer the z wavenumber is given by the





Equation 3 is to be solved in all layers simultaneously for a given kρ. In the source
layer, this is a standard Green’s function problem. In the other layers, it is an eigenfunction
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problem. In either case, it can be solved by standard methods for ODEs involving comple-
mentary and particular solutions. The complementary solutions that exist in the absence
of forcing are the eigenfunctions, and consist of linear combinations of e± jkz`z, which are
upgoing and downgoing waves in one dimension. The particular solution is a piecewise
combination of these that has a derivative discontinuity such that a delta function results










jkz`(z−z`−1) + R−` e
− jkz`(z−z`), in source layer
R+` e
jkz`(z−z`−1) + R−` e
− jkz`(z−z`), in other layers,
(4)
where R±` are unknown coefficients in each layer that represent the magnitude of upward
and downward propagating waves in the potential. These have the interpretation of being
generalized reflection coefficients that account for the net effect of all reflections and re-
fractions from below (for R+` ), or above (for R
−
` ). The unknown coefficients R
±
` have to be
fixed by boundary conditions, which are that the tangential EM fields have to be continuous
at the layer interfaces, and that there are no incoming waves (R+1 = R
−
L+1 = 0, which is a
consequence of physical causality made rigorous by the Sommerfeld radiation condition
[103]). Applying these to Equation 4 reduces the problem to a linear system of equations
for the R±` coefficients, which is explored in detail in the next section.
2.3 Boundary Conditions at the Interfaces
The solution in Equation 4 is a piecewise combination of one dimensional waves in z, with
different rates of spatial oscillation in each layer, plus a term with a derivative discontinuity
in it. In order to understand how to perform this piecewise combination of waves, the
boundary conditions at the layer interfaces must be determined. For lossy, nonmagnetic
dielectric materials with finite conductivity, the integral forms of Maxwell’s equations can
be used to derive that electric and magnetic fields that are tangential to a material interface
must be continuous across it; [104] contains the detailed calculations. The electromagnetic
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fields can be written entirely in terms of spatial derivatives of the potentials, as given in


















which express that the vector potential and a scaling of its normal derivative is continuous
at every layer interface. Equation 5 expresses the electric field continuity, and Equation 6
expresses the magnetic field continuity. Inserting the solution from Equation 4 into Equa-
tions 5 and 6 results in a system of 2L linear algebraic equations for the unknowns R±` . In
general there are two unknowns per layer in the structure, which would result in 2L + 2 un-
knowns. However, by the Sommerfeld radiation condition, sources should produce fields
that radiate to infinity [103]. This precludes any downward propagation in the upper half-
space and and upward propagation in the lower half-space. This can be enforced by setting
the coefficients that correspond to these waves to zero, R+1 = R
−
L+1 = 0. Doing so reduces
the total number of unknowns by 2, resulting in a system of 2L linear equations for 2L
unknown coefficients.
2.4 The Spectral Domain Solution
Solving the system represented by Equations 4, 5, and 6 is possible symbolically by hand
or using a computer algebra system. However, the resulting solutions become longer in
proportion to the number of layers, becoming intractable for more than 2 or 3 layers.
The solution to Equations 4, 5, and 6 admit relatively compact expressions in terms of
recursive formulas and products of series, which are the most popular approach for nu-
merical calculations of the generalized reflection coefficients in electromagnetic problems
[101, 105, 106]. These recursive formulas prescribe a particular algorithm by which a lin-
ear system of equations is to be solved. In the most general form, however, the system of
linear equations is simply represented by a Mu = b, where M is a matrix, u is a vector
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of unknown coefficients, and b is a vector of forcing terms. This general system can be
solved by any of a number of standard numerical algorithms. This is favorable compared
to recursive formulas, which can have problems of numerical stability when converted to
a finite precision numerical implementation; Section 4.3 of [86] gives a good overview of
these problems.
The approach taken in this work has been to form the system represented by Equations
4, 5, and 6 into a matrix directly, and use existing, well established linear system solvers.
Because the MATLAB computing package has been used throughout this work, the details
of the implementation of the matrix solution are generally hidden from the user. However,
MATLAB can be made to expose these implementation details. For the type of matrix that
results from this system, the LAPACK banded routines are used to solve this system, which
use an optimized version of the LU decomposition [107]. The LU decomposition algorithm
of a matrix is known to have numerical instability problems for general matrices; however,
the LU decomposition algorithm is numerically stable for the class of diagonally dominant
matrices. If the matrix entries can be rescaled and and columns reordered to bring the
matrix to a form that is diagonally dominant, then numerical stability is ensured [108, 86].
However, column reordering and matrix rescaling for stability are handled automatically
by the “expert” LU routines available in LAPACK [107], and so no further processing is
done to the system of equations before solving.
2.4.1 Spectral Domain Solution Example in Five Layers
The method of solving Equations 4, 5, and 6 is illustrated in Figure 11. The example is
calculated in a structure with five layers. In each layer, the solution takes the form given in
Equation 4, i.e., the sum of two complex exponentials in the variable z with different rates
of spatial oscillation given by kz`. An overall normalization factor of j
µ0 Ĩz0
8π2 is suppressed in
each layer. At each layer interface, Equations 5 and 6 are enforced, which is depicted to
the far right of the right panel. Each equation at an interface involves only the unknown R±`
values from adjacent layers, meaning that each equation couples together four unknowns
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at most. The equations at z1 and z4 only couple together three unknowns, since the solu-
tions in the top and bottom layers have been modified to exclude downward and upward
propagation, respectively, to enforce the Sommerfeld radiation condition. If the equations
and unknowns are ordered as depicted, a sparse pentadiagonal matrix results. The entries
of the matrix are functions of the material indices of refraction, n`, the interface heights, z`,
and the parameter kρ. Note that Equation 4 indicates that one of the layers should contain
an additional forcing term due to an impressed dipole source. However, this term does
not depend on the unknown R±` values, and so is not depicted in the figure. This forcing
term only appears as the right-hand-side in the linear system of equations Mu = b, where
the sparse matrix depicted in Figure 11 is denoted as M and the unknowns are denoted as















T . The quantity b is also sparse, and only includes four
non-zero entries. The nonzero entries only occur in the equations at interfaces adjacent to
the source dipole, and derive from the spectral domain forcing term, e jkz` |z−z
′ |/kz`, as given
previously in Equation 4.
The system of equations of Figure 11 is for the specific case of the spectral domain
solution in a five layer medium. However, the software implementation of the algorithm is
capable of constructing and solving the spectral domain matrix for an arbitrary number of
layers. All the parameters that enter in the calculation are uniquely specified by the layer
indices of refraction and layer thicknesses, except for the wavenumber kρ. Once the value
of kρ is fixed, then the spectral domain matrix solution is a purely numerical task that is
calculated in finite precision using the aforementioned LAPACK routines. The solution for
the unknown generalized reflection coefficients can then be seen to be a function of the
wavenumber kρ: for each numerical value of kρ, the proposed matrix-based algorithm can
calculate all the generalized reflection coefficients in all layers.
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(a) The spectral domain solution in a five-layer
structure.
(b) Illustration of the spectral domain matrix spar-
sity pattern.
Figure 11: The spectral domain matrix solution is illustrated. The left panel depicts a mul-
tilayer medium with five distinct layers. Each layer has an associated index of refraction,
denoted n` with ` ∈ {1, 2, 3, 4, 5}. The heights of the interfaces between the layers are de-
noted by z` with ` ∈ {1, 2, 3, 4}. In each layer, the spectral domain solution is presented in















T . Enforcement of the
boundary conditions of Equations 5 and 6 at each layer interface leads to a sparse system of
equations for the unknown variables, which is depicted in the right panel. The equations at
each interface appear along the right of the panel, and the unknowns involved in the equa-
tions appear along the bottom. A dot in a row and column indicates that the corresponding
unknown quantity at the bottom appears in the corresponding equation at the right. Spaces
with no dots represent zero entries in the matrix.
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2.5 Integration of the Spectral Domain Solution: The Sommerfeld In-
tegral
Using the matrix solution of Section 2.4, the spectral domain potential functions Ãz` can be
found for all ` values in the structure, for a fixed value of kρ. Let the function Ãz(kρ, z, z′)
be the following piecewise combination of the Ãz` functions that are valid in each layer.
Ãz(kρ, z, z′) =

Ãz1(kρ, z, z′), z < z1
Ãz2(kρ, z, z′), z1 < z < z2
...
ÃzL(kρ, z, z′), zL−1 < z < zL
Ãz(L+1)(kρ, z, z′), z > zL
(7)
The function Ãz(kρ, z, z′) is known as the spectral domain Green’s function (SDGF)
for the z-component of the magnetic vector potential due to a z-directed current density. It
represents the response of a multilayered medium to the spectrum of plane waves generated
by a z-directed current density in the medium. For any plane wave component identified by
the wavenumber kρ, Ãz(kρ, z, z′) can be calculated numerically using the procedure outlined
in Section 2.4. To transform back to the spatial domain, an integral over the plane waves
present in the spectrum of the dipole potential needs to be calculated. Recalling that k2ρ =
k2x +k
2
y and noting that the SDGF only depends on kx and ky through this quantity, the double
integral over the spectrum reduces to a single integral given by








where J0 is the Bessel function of the first kind and order zero. See Appendix B for a de-
tailed derivation. This expression is known as the Sommerfeld integral (SI) representation
of the magnetic vector potential Green’s function for the geometry of Figure 10. Equation
8 can, in principle, be approximated numerically by sampling the SDGF on a discrete set
of kρ values, and then approximating the integral by quadrature on the sampled values.
Each sample of the SDGF would involve setting up and solving the spectral domain matrix
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equation of Section 2.4. However, calculating SIs by numerical quadrature is practically
complicated by factors including 1) the oscillatory nature of the Bessel function, 2) the
semi-infinite interval of the integration, 3) the slow decay characteristics of the integrand,
and 4) singularities in the integrand including poles and branch cuts. Each of these leads
to a slow convergence of the numerical quadratures involved. If these factors can be elim-
inated, minimized, or accounted for, then computer algorithms can calculate the integrals
more efficiently and quickly.
2.5.1 Poles and Guided Modes
The singularities in the integrand play a very important role in the convergence of the
quadrature routines, and also have important physical interpretations. Any singular behav-
ior of the integrand of Equation 8 must come from the spectral domain Green’s function,
because the other terms are analytic in the entire complex plane. The procedure for deter-
mining Ãz involved the solution of a system of linear equations by matrix methods, which
can of course be singular or non-invertible in general. The matrix itself can be shown
to only depend on the material properties, geometry and the wavenumber, and not on the
source or field positions (ρ, z, z′). Therefore, the wavenumbers at which singularities ap-
pear in the spectral domain matrix solution are a property of the layer structure only; they
are characteristic wavenumbers for the structure in the spectral domain. The SDGF grows
without bound in the vicinity of these singular wavenumbers in the form of a pole sin-
gularity. These singularities appear in opposing pairs, ±kp, in multilayered SI problems
[102].
Spectral domain poles translate to the spatial domain in the following way. The spectral









The poles all have the same kρ dependence, but the “strength” of the pole will depend on
the evaluation and source heights, (z, z′). Plugging this pole function into the SI of Equation
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kρ dkρ = jπ2 f (z, z′)H
(1)
0 (kpρ), (10)
where H(1)0 is the Hankel function of the first kind and order zero. The physical significance
of this is that poles in the SDGF contribute waves in the spatial domain that have a special
form. Firstly, the fields vary in range (ρ) according to a Hankel function, which has the
physical interpretation of being an outward propagating cylindrical wave. Secondly, the
height and range dependencies are decoupled; therefore a cylindrical wave of the same
form propagates outwards from the z-axis with a different amplitude and phase that only
depends on the source and field heights. This has all the hallmarks of a guided mode in a
waveguide. Waveguiding is a property physically expected of a refractive structure, and this
development puts that expectation on a firm theoretical basis. In the language of spectral
theory, the pole wavenumbers are eigenvalues of the structure, and the eigenfunctions are
the mode functions with the form given by Equation 10.
2.5.2 Guided Mode Extraction
Aside from having closed form integrals and a physical interpretation in terms of modal
propagation, poles in the SDGF contribute to slow decay of the integrand. As a function of





. Aside from any possible convergence issues, integrating
functions with such a decay rate by numerical quadrature also takes relatively longer than
if the decay were faster. The approach in this dissertation is to extract the poles from the
SDGF and integrate them analytically according to Equation 10. First, the poles must be
located, which can be done with numerical search algorithms in the complex plane. An
effective search algorithm based on complex contour integrals, which automatically finds
the pole wavenumbers and residues, has been described in the literature [91, 109]. In
the present implementation, the poles are located by refining user-provided initial guesses
with a direct search optimization. Secondly, the residues at the poles must be calculated.
These are the numbers that dictate the “strength” of a pole, indicated by f (z, z′) in Equation
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9. The current implementation to extract these is an application of the residue theorem
using quadrature to approximate continuous contour integrals. A small polygonal contour
is constructed around each pole in the SDGF. The SDGF is sampled along this contour
and an adaptive Gauss-Kronrod quadrature, adapted from [110, 111], is applied along the
contour until the results converge to 12 digits of precision. The residues at all desired field
heights are calculated in parallel by the chosen Gauss-Kronrod algorithm. Knowing the
residues of all the extracted poles allows the SDGF to be expanded as a sum of the poles
and remainder function as






where there are M poles and the fm(z, z′) are the extracted residues. A visualization of
this technique appears in Figure 12. The SDGF has the poles extracted, and the remainder
function is seen to be smoother and decay more quickly. The SI of the SDGF is then
calculated as the sum of the modal contributions, and numerical quadrature is done only on
the smoother remainder function. This speeds convergence and extracts the modal fields.
2.5.3 Oscillations and Asymptotic Quadrature
The standard approach to quadrature of oscillatory integrands is to sample them on enough
points to resolve the oscillations and then approximate the integral as a weighted sum of the
sampled values. For the present case this would mean that the number of SDGF samples
would increase in proportion to the range ρ. Calculation of far-fields would require more
computational effort than the near-fields. However, there are several families of asymptotic
quadratures that increase in accuracy as the oscillation increases [112, 113]. The method
used presently is the Filon-Clenshaw-Curtis (FCC) rule [114, 115]. Although designed for
complex exponential oscillation, far-field SIs can be adapted for the FCC in the follow-
ing way. Since asymptotic results are of interest, the Bessel function is replaced by its
asymptotic expansion in Equation 8, giving
















kρ dkρ , (12)
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Figure 12: Contours of the logarithm of the magnitude of the SDGF in a propagation sce-
nario are presented in the upper left panel. The two main features are concentric circles
around two pole singularities. The upper right and lower left panels present just the nu-
merically extracted poles. The precise locations of the poles are found by maximizing the
SDGF, and the strength of the pole is found by approximating the complex residues by
contour quadrature around the poles. The lower right panel shows the result of subtracting
these two pole contributions from the original SDGF. The result is a smoother and faster
decaying function along the original integration contour.
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which can be broken up into two integrals, each of which has a form that is directly
amenable to FCC quadrature after the semi-infinite interval is truncated to a large finite
value. Finite truncation is justified physically because the pole-extracted SDGF decays ex-
ponentially beyond the largest material wavenumber and the rapid spatial oscillations of
large wavenumbers are known to contribute only to the near-field singularity; the corre-
sponding waves do not propagate into the far-field.
2.6 The Full Quadrature Algorithm
Sections 2.5.2 and 2.5.3 describe methods to overcome two of the complicating factors
in numerically integrating the SI for the magnetic vector potential. The algorithmic im-
plementation of these ideas can now be described as follows. Any time samples of the
SDGF are required, they are calculated using the matrix-inversion methodology of Section
2.4. The samples are taken on a finite truncation of the original, infinite interval of Equa-
tion 8. The truncated interval is divided into a partition of subintervals, denoted kintv , for
v = 1, 2, . . . ,V . On each subinterval, the SDGF is represented as a Chebyshev polynomial-
interpolant passing through sample points. The number of points and the order of the poly-
nomial representation is chosen by an automatic adaptive procedure that guarantees that
the polynomial interpolant is accurate to near machine-precision using algorithms from the
Chebfun package [116]. Once the SDGF at all heights of interest and on all subintervals is
approximated by polynomial-interpolants, one of two algorithms is used for quadrature.
In the first algorithm, the Bessel function in the integral of Equation 8 is also approx-
imated to near machine-precision by Chebyshev polynomial-interpolants. Then the prod-
uct of the Bessel function interpolant and the SDGF interpolant is formed, resulting in a
polynomial-interpolant for the integrand of interest. Once the integrand is approximated to
near machine-precision by polynomial-interpolants, numerical integration becomes feasi-
ble because integrals of polynomials are calculable in closed form. The method of using
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Chebyshev polynomial interpolants for numerical integration is known as the Clenshaw-
Curtis algorithm, and the Chebfun package provides a fast and numerically stable imple-
mentation of the Clenshaw-Curtis algorithm.
The second algorithm does not approximate the Bessel function by a Chebyshev inter-
polant. Instead, the Bessel function is approximated as the first term in a large-argument
asymptotic expansion. The approximation introduces an additional factor of
√
kρ to the in-
tegrand, and the Bessel function reduces to a sinusoidal term of the form cos(kρρ), as seen
in Equation 12. The additional square-root factor is approximated by Chebyshev polyno-
mials, and an approximation to the integrand is again formed. The remaining sinusoidal
factor is inherently accounted for by the previously mentioned Filon-Clenshaw-Curtis algo-
rithm, which is designed for integrating products of Chebyshev polynomials and sinusoidal
factors. Therefore, only the product of the SDGF and the square-root factor is passed di-
rectly into the Filon-Clenshaw-Curtis algorithm. Figure 13 presents the algorithm on one
subinterval using a flowchart representation.
2.6.1 Integration Interval Finite Truncation and Subintervals
It was previously mentioned that the present SI quadrature algorithm operates on a finite-
truncation of the original integration interval [0,∞]. This infinite interval is approximated
by [0, kmax]; in other words, the infinite upper limit of integration is replaced by a large
finite value. The value of of kmax is a user selectable parameter, and is typically taken to
be kmax = 10k0 for the majority of the plots in this work. The finite truncation is justified
if the integrand has a relatively small magnitude at kmax. Waves with wavenumber larger
than the medium wavenumber decay exponentially with distance. Therefore, this evanes-
cent spectrum of exponentially decaying waves should contribute very little to the fields
far away from the source. The spatial decay rate also increases with increasing wavenum-
ber beyond the medium wavenumber. Since the SI is a superposition of such waves, the
evanescent waves that decay fastest (the larger wavenumbers) can reasonably be neglected
in the superposition, without causing significant errors in the final integral.
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Approximate Bessel function piece
by Chebyshev polynomials
Approximate the integrand
Product of polynomials are polynomials
with a Chebyshev representation
Integrate using Clenshaw-Curtis Quadrature
Approximate Bessel function piece by
large-argument expansion
Approximate extra square-root factor
by Chebyshev polynomials
Approximate the integrand
Product of polynomials are polynomials
with a Chebyshev representation
Integrate using Filon-Clenshaw-Curtis Quadrature
Near-field or far-field?
?







Figure 13: The integration algorithm on a subinterval is presented. For final results, this
algorithm is iterated over kρ-subinterval number v and the results are summed.
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The subinterval boundaries are parameters that can be selected by the user as well. This
is primarily done to ensure numerical stability of the Clenshaw-Curtis and Filon-Clenshaw-
Curtis algorithms, particularly around branch points. The relationship between the layer







The above relationship contains a square-root, indicating that kz` is not smooth at kρ = k`
in each layer. In fact, since the square-root is multivalued in general, it is known that there
must be a line of discontinuity in kz` when considered in the complex-kρ plane. This is a
branch-cut singularity, which is a curve in the complex plane beginning at the branch-point
and continuing on to complex-infinity, along which the square-root function is discontinu-
ous. Since the SDGF Ãz` is a function of kρ only through the kz` values, then the SDGF is in
general discontinuous across these branch cuts. From the above analysis, it would appear
that the SDGF would contain branch points at every medium wavenumber kz`; however, it
can be shown that the SDGF is actually only discontinuous along branch-cuts correspond-
ing to the wavenumber for the lower half-space (wavenumber k1), and to that for the upper
half-space (wavenumber kL+1); this is related to enforcement of the radiation condition in
those layers, and is briefly discussed in [95]. In the refractive structures studied in this doc-
ument, the lower half-space is always a lossy medium with a strictly non-real wavenumber.
The upper half-space is always a lossless air medium with a purely real wavenumber, i.e.,
kL+1 ≈ k0. If the integration interval of interest is the purely real interval [0, kmax], and
kmax >> k0 for the reasons given in Section 2.6.1, then it is clear that the integration in-
terval contains the real branch point corresponding to the upper lossless half-space. The
branch-cuts in the complex plane and their typical relationship to the integration path is
show in Figure 14.


























Figure 14: The branch-cut structure of the SDGF is visualized. The branch cuts begin
at the complex wavenumbers associated with the ground and uppermost half-spaces. The
integration path passes directly through the real branch point associated with the upper air
half-space.
upper half-space, where the SDGF is continuous. However, it contains a derivative singu-
larity at this point. The singular derivative is visualized in Figure 15. The Chebyshev inter-























Figure 15: The behavior of the SDGF near the branch-point kρ ≈ k0 is presented. The
real and imaginary parts of the SDGF both are discontinuous in their first derivatives at the
branch point, apparent in the “kink” in the curves near kρ ≈ k0. Furthermore, the real part
of the SDGF has a nearly-infinite slope at the branch point, indicating a singularity in the
derivative of the SDGF at that point.
polants used have difficulty in representing functions with infinite derivatives. In particular,
the order of an accurate Chebyshev interpolant becomes prohibitively large if the approxi-
mation interval is long and contains derivative singularities. However, if short intervals are
used near the branch-point, then the interpolant only has to represent the singular behavior
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at the branch-point, and not any other behavior away from the branch point. Therefore,
the problematic branch-point is isolated by very short intervals. A typically used set of




= {0, k0, nL+1k0 − ∆, nL+1k0, nL+1k0 + ∆, 10k0}, (14)
where ∆ is a small parameter typically taken to be ∆ = (6×10−6)k0. This value was found to
minimize the overall polynomial order required to represent the SDGF for a typical prop-
agation simulation. In this scheme, the first subinterval captures the complex amplitude
of all the waves that would propagate in free-space, and typically required interpolation at
over 2048 points to represent the SDGF to machine precision. The second, third, and fourth
subintervals capture the amplitudes of the waves that propagate nearly horizontally, with
wavenumbers in the vicinity of the problematic branch-point. A representative number of
SDGF evaluations over these intervals is 8192. Finally, the fifth interval captures the ampli-
tudes of the waves that are evanescent and contribute primarily to the near-field singularity
at the source. The fifth subinterval typically required 16 to 256 SDGF evaluations. There-
fore, the spectral domain solution is carried out over approximately 10000 wavenumbers
in total for a typical propagation calculation, and the SDGF is represented by polynomial
interpolants between these 10000 sample points. The Chebfun package guarantees that this
polynomial is within ≈ 10−15 of the underlying continuous function.
2.7 Calculating all Fields and Received Power
The algorithms of this chapter calculate the magnetic vector potential of a time-harmonic
dipole source embedded in a multilayered medium. However, the magnitude and phase of
the magnetic vector potential are not directly useful for practical engineering calculations.
In practice, radio engineers, communications link designers, and wireless telecommuni-
cations professionals are primarily interested in the average amount of wireless power or
signal strength available at a receiver. To provide numerical results of power and signal
strength requires additional processing of magnetic vector potential data. Fortunately, all
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electromagnetic fields can be calculated from the magnetic vector potential, and the signal
strength can be calculated from the fields . This section briefly outlines the method used in
this work to finally arrive at physically and practically meaningful quantities.
The broad approach to calculating power is to approximate the differential relation-
ship between the magnetic vector potential and the electromagnetic fields by finite dif-
ferences. Once the electromagnetic fields are calculated by finite-differences, the time-
averaged Poynting vector, which is the power-flux in W/m2 of the fields, is calculated.
Finally, this power-flux is multiplied by a cross-sectional area corresponding to the re-
ceiver aperture of an isotropic receiving antenna, giving an answer in real watts of power
available at a receiver antenna.
Expressions for the differential relationship between the magnetic vector potential and






E = −∇ϕ + jωA, (16)
∇ · A = jωµ0εrε0ϕ, (17)
where H is the magnetic field vector, µ0 is the permeability of free space, A is the magnetic
vector potential, E is the electric field vector, ϕ is the scalar electric potential, ω = 2π f is
the radian frequency of the time-harmonic excitation, εr is the complex dielectric constant
of the medium in which the waves are propagating, and ε0 is the permittivity of free space.
Equation 15 is the definition of the magnetic vector potential and Equation 16 is the defining
equation for the scalar electric potential. Equation 17 is the Lorenz gauge condition that
relates the two potentials to each other. For convenience, we take a cylindrical coordinate
system, (ρ, φ, z), for all calculations, where ρ is a radial range outwards in the x− y plane, φ
is an azimuth angle in this plane, and the coordinate z measures orthogonal distances away
from this plane. All vector fields will be written in these components, i.e., H = (Hρ,Hφ,Hz)
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and E = (Eρ, Eφ, Ez).





Equations 15 and 18 are formulas that allow calculation of the electric and magnetic fields
from the magnetic vector potential. Other different but equivalent expressions are often
encountered in the literature, and can be derived, e.g., by using the Maxwell-Ampère law
to calculate E from H. However, Equations 15 and 18 will serve as the basis for all field
calculations in this work.
In a multilayered medium with an impressed vertical electrical dipole, the magnetic
vector potential only has one one nonzero component,
A = (0, 0, Az(ρ, z)). (19)
Note that Az is also φ-invariant. Using these two facts in a direct calculation of the gradient,
curl, and divergence operations from Equations 15 and 18 in cylindrical coordinates shows
that






















Power calculation proceeds numerically by first evaluating Az(ρ, z) on a nine-point grid
around all (ρ, z) points where the fields are required. The grid spacing was taken as ∆ =
λ0/200 in all plots presented in this work. This value was selected purely heuristically as a
small value that scales with the wavelength. A simple calculation can show that for waves
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with wavelength λ0, first derivatives calculated by finite differences on a ∆ = λ0/200 grid
have approximately 6 digits of precision. This grid is depicted in Figure 16.
The derivatives in Equations 21-23 are approximated by finite differences on this grid.




Az(ρ + ∆, z) − Az(ρ − ∆, z)
2∆
. (24)










Az(ρ, z + ∆) − 2Az(ρ, z) + Az(ρ, z − ∆)
∆2
, (26)




) that appears in Equation 22 is calculated
in two steps. First, two radial derivatives at the upper and lower z positions on the grid are
approximated by
∂Az(ρ, z + ∆)
∂ρ
≈
Az(ρ + ∆, z + ∆) − Az(ρ − ∆, z + ∆)
2∆
, (27)
∂Az(ρ, z − ∆)
∂ρ
≈
Az(ρ + ∆, z − ∆) − Az(ρ − ∆, z − ∆)
2∆
. (28)













Graphical depictions of the finite differencing grid points used in each calculation appear
in Figures 17, 18, and 19.
Figure 16: For each field point (ρ, z), Az is evaluated on a regular grid with spacing ∆.
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Figure 17: For radial derivatives, points in front of and behind the point of interest are
selected. Az values at the selected points are differenced to give an approximation of the
derivative at the center point.
Figure 18: For first order height derivatives, points above and below the point of interest
are selected. Az values at the selected points are differenced to give an approximation of
the derivative at the center point. For second order derivatives, all three highlighted points
are selected and the second-order difference formula of Equation 26 is used.
(a) The radial derivative at z + ∆ and
z−∆ is calculated by finite differences.
The four corner points are selected
and differenced in the approximation.
(b) The radial differences from the left
panel are differenced again along the
height dimension of the grid.
Figure 19: The two step algorithm to calculate second order mixed partial derivatives is
detailed.
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Once the fields Eρ, Hφ, and Ez are known at all (ρ, z) values of interest, the time-average





where the symbol< denotes the real-part of a complex quantity, and ∗ is the complex con-
jugation operator. Expanding this cross-product and recalling that many of the components

















The time-averaged Poynting vector magnitude is calculated from the vector components as
S = |S| =
√
S 2ρ + S 2z . (33)
This is the magnitude of the incident flux of electromagnetic power in W/m2 at a given
point in space. To go from a flux to an amount of available power, the time-averaged









This concludes the description of how the magnetic vector potential, as calculated by SI
quadrature, is used to calculate physically and practically meaningful signal power/strength
values in a wireless channel. The sequence of Equations 24-34 are implemented to give
power values in space on any set of points. A side-effect is that the electromagnetic field
components are also known at all points of interest, something that will be of future use in
formulating surface scattering methodologies to simulate metallic or other inhomogeneous
inclusions in the medium.
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2.8 Numerical Experiments and Verification
The previous sections have discussed a specific set of numerical algorithms for calculating
the potentials of a vertical dipole in multilayered media. This computer model of propaga-
tion should be verified for correctness, which is the purpose of this section. One approach
to verification of an electromagnetics code is to compare the results it provides to available
analytical, reference, or benchmark solutions. A complimentary approach is to analyze
the resulting fields for consistency with expected properties of all solutions to Maxwell’s
equations. For example, electromagnetic fields should conserve energy according the the
Poynting theorem. They should also obey the boundary conditions. The phase propagation
of solutions should be outward, and this phase propagation should be radially away from
the sources in straight lines in homogeneous media. The degree to which the simulated
results satisfy these properties and conditions can be evaluated as an internal consistency
check.
At the time of writing, a reference code for EM propagation problems in general multi-
layered media was unavailable. The general problem also does not admit a known closed-
form solution, which motivated the developments of this chapter to begin with. However,
for certain simplified geometries and idealized material properties, closed-form analytical
solutions are available. For an impulsive current-density element radiating in free-space,
the solutions for the fields can be written in closed form. The form can be directly derived
from the multilayer theory developed in this chapter. In particular, free-space can be con-
sidered a single infinite slab with index of refraction n = 1. By the radiation condition, the
two generalized reflection coefficients in the layer must be zero. Equation 4 then simplifies
to











ρ is the free-space z-wavenumber corresponding to a radial wavenum-
ber kρ. This is derived by using Equation 13 with the single layer wavenumber k` = k0, and
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the ` subscripts have been suppressed since there is only one layer. The spatial field corre-
sponding to Equation 35 can be calculated by inserting Equation 35 into the SI of Equation
8, resulting in














ρ2 + (z − z′)2 and ρ2 = x2 + y2. The equality is a well-known integral identity
known as the Sommerfeld identity; the interested reader is referred to a proof that appears in
Section 5.1.1 of [25]. The rightmost expression of Equation 36 is a spherical wave that can
be directly calculated in the spatial domain. It serves as a closed-form, easily calculable,
reference solution against which to validate the Sommerfeld integral calculations.
To simulate free-space conditions in the developed computer code, a three-layer envi-
ronmental model was used. Each layer has index of refraction equal to the free-space value,
n1 = n2 = n3 = 1. A dipole is embedded in the middle layer of the structure. The resultant
magnetic vector potential and the reference solution of Equation 36 are visualized in Figure
20.
The SI method presented, when used to verify the Sommerfeld identity, results in field
values that are in maximum error of less than 0.3 dB of the analytical solution, in a 50λ0
tall region extending 200λ0 away from the source. This translates to SI results that are
within approximately 3.5% of the analytical solution. The error is surprisingly large, given
that all the intermediate calculations are carried out to close to machine precision. The
Chebyshev polynomial interpolant of the integrand is supposed to be precise to 15 digits
when using the Chebfun package [116], and yet the final results are in error by 3.5%. The
error also appears to increase with range near the dipole height z = z′. Increasing error
with range ensures that the solution will be essentially useless for very far-field calcula-
tions. However, asymptotic Filon-type quadrature routines are supposed to become more
accurate for large values of the oscillation parameter [113], which is the range ρ in this
case. These inconsistencies are caused by neglecting a qualification in the use of Filon-
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SI without Branch−Point Subtraction vs. Analytical Error
 
 














Figure 20: A dipole source radiates in unbounded free-space. The magnetic vector poten-
tial is calculated via the SI method in the top panel, and by the closed form expression of
Equation 36 in the middle panel. The most visible difference in the fields is a subtle undu-
lation in the contours in the SI method plot that is not present in the closed form solution.
The bottom panel shows that the error between the analytical solution and the SI solution
is less than 0.3 dB across the entire plot. However, the error appears to become larger with
distance in a parabolic-shaped region away from the source.
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However, the free-space SDGF contains a particularly non-smooth type of discontinuity .




an infinite value at kρ = k0. This contrasts with SDGF behavior in multilayers represent-
ing realistic propagation in atmospheric refractivity above lossy ground. The behavior of a
realistic SDGF was previously presented in Figure 15, where it was seen that the SDGF is
continuous at the branch-point kρ = k0. There is a singularity at the branch-point in Figure
15, but it is in the first derivative of the SDGF. On the other hand, Equation 35 contains
an infinite value at the branch-point, which is a problem for accurately representing the
function by a Chebyshev polynomial interpolant. A polynomial function cannot attain a
value of infinity for any finite argument. Therefore, a Chebyshev polynomial interpolant
is a very poor approximation to any function with a singularity, which is the case for the
SDGF in unbounded free-space.
For more accurate results in unbounded free-space, an alternative quadrature approach
is required that accounts for the 1/kz singularity explicitly in it’s formulation. One approach
would be to analytically extract the singularity in a way similar to how pole singularities
were extracted previously in Section 2.5.1. Note that at the branch-point kz = 0. Expanding
the SDGF about the point kz = 0 in a Taylor series gives insight into the nature of the
singularity.























is regular and contains no singularities. The
subtracted singularity must be accounted for by integrating it in closed form, and adding it
back into the spatial domain. The final decomposition of the SDGF is then












Upon inserting into the SI, the decomposition is

















The left integrand in Equation 39 is non-singular at kz = 0 by the Taylor series expansion
of Equation 37 and the integral can be evaluated by quadrature. The right integral admits a








Subtracting a 1/kz singularity makes the part of the SDGF that will be integrated by quadra-
ture continuous at the branch point, for all values of |z − z′|. However, the subtracted
singularity has also introduced more slowly decaying integrand tail for values away from
z = z′. The original SDGF quantity decays exponentially for kρ > k0 for any heights z , z′




















which is dominated by the exponential behavior for large kρ. On the other hand, the
singularity-subtracted SDGF is asymptotically
e jkz |z−z























regardless of |z − z′|. Because a finite truncation of the infinite integration interval will
ultimately be used, O(1/kρ) behavior in the integrand tail is not expected to give accurate
results either. An alternative spectral-domain branch-point singularity subtraction function
has been proposed by [117]. The idea used in [117] is to subtract not only the singular term
at the branch point, but to also introduce a second correction term of O(1/kρ) that cancels
the slowly decaying tail introduced by the first term, while not interfering with the behavior
at the branch point. The correction term was also chosen such that it has a closed-form SI,
and can be analytically added back in the spatial domain. Adapting these ideas, the SDGF
will now be decomposed as
























The new singularity-subtracted term is asymptotically
e jkz |z−z























to first-order. Although the O(1/kρ) terms cancel, a higher order asymptotic analysis can







can be derived, and the resulting singularity-subtracted SDGF is O(1/k5ρ). The process can
be iterated over larger odd-order correction terms, until the tail decays sufficiently by the
finite integration interval truncation point, kmax. Each subtracted correction term must be
added back into the spatial domain, using analytical formulas for the SI of each correction
term. Calculation of the first few terms in a such an expansion suggests that analytical
formulas exist for all higher orders. An algorithm based on higher order approximations is
a fascinating direction for future research.
For the present work, only the first order correction originally presented by [117] is
retained. In order to account for the effect of singularity-subtraction, the corresponding
closed form SIs must be added back to the result in the spatial domain. Inserting the SDGF
decomposition of Equation 43 into the SI results in expressions involving the integral
∫ ∞
0
 1kz − 1j √k20 + k2ρ







which is analogous to Equation 11 of [117]. Figure 21 presents the results of using the
proposed branch-point singularity subtraction approach to calculating a free-space SI.
Comparing the errors in Figures 20 and 21, one can conclude that the two SI methods,
with and without branch-point singularity subtraction, are complementary. The method
without branch-point singularity subtraction performs very well in a parabolic-shaped re-
gion outward in range directly away from the source; the method with branch-point sub-
traction performs very poorly in the same region. Complementarily, outside the parabolic-
shaped region, the method without branch-point subtraction often attains less error than the













Dipole radiation in free−space, SI Method w/ Branch−Point Subtraction
 
 




























Dipole radiation in free−space, Analytical Spherical Wave
 
 




























SI w/ Branch−Point Subtraction vs. Analytical Error
 
 














Figure 21: A dipole source radiates in unbounded free-space. The magnetic vector poten-
tial is calculated via the SI method in the top panel, and by the closed form expression of
Equation 36 in the middle panel. The SI method employs branch-point singularity sub-
traction in the spectral domain, and adds the effect of the singularity back in the spatial
domain. The most visible difference between the analytical and SI solution is a subtle
undulation in the contours. The bottom panel shows that the error between the analytical
solution and the SI solution is less than 0.45 dB across the entire plot. However, the error
in a parabolic-shaped region away from the source is much smaller, making this approach
suitable to far-field calculations.
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priori, then a hybrid algorithm could be constructed that selects the more accurate method
at each requested field evaluation point based upon the expected error of both methods
there.
It should finally be noted that the test case of free-space propagation only serves to
validate the SI method. For practical free-space calculations, one would never use the SI
method, but instead use the available closed-form spherical wave formula. This section
has demonstrated that one must go to extended lengths to obtain accurate results from the
SI in free-space. In other, more complex media with multiple layers and loss, the SDGF
has been observed to be more regular at the branch point. These more complex multilayer
structures correspond to typical propagation problems with atmosphere and ground, and
the problems at the branch-point appear to be lessened in practical problems with lossy
ground and multiple layers. The simplest multilayer lossy problem is considered next, and
serves as a more realistic benchmark for the kinds of calculations for which the present SI
implementation was designed.
2.8.1 Comparison with Image-Theory Solutions
In addition to the free-space reference solution, another readily available analytical solution
to a multilayer propagation problem is the image theory solution that applies when waves
are radiated by a source above an infinite half-space (ground plane) of zero resistivity. It
is well known that such a perfect electric conductor (PEC) can be replaced by a fictitious
image source in such a way that the boundary condition of zero tangential E on the surface
of the conductor is enforced. The fields radiated by the original source and image source
satisfy Maxwell’s equations in the upper half-space, and satisfy the boundary conditions
on the conductor. Then by the uniqueness theorem, they represent a valid expression of the
field solution in the region above the conductor. This is depicted in Figure 22.
Using image theory, a closed form expression for the magnetic vector potential above
a PEC can be derived; it is a simple sum of two terms, each of the form of Equation 36.
In order to make calculations over true PEC, the developed computational model would
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Figure 22: A dipole radiates above a PEC material. The PEC is replaced by an image
source radiating in free space in the right panel. The boundary condition on the PEC
interface (vanishing tangential E) is satisfied by this arrangement of two sources, and the
fields radiated by the two dipoles satisfy Maxwell’s equations outside the PEC. By the
uniqueness theorem, the fields in the upper half-space of both panels are equal.
require additional modifications and explicit handling of the special-case of PEC boundary
conditions. Instead, we seek to directly make comparisons between the image-theory so-
lution and the SI solution. This can be accomplished by selecting an environmental model
that closely approximates the image-theory scenario. A dipole radiating in air above a
highly conductive material in place of the PEC should be a very good approximation to
the image-theory scenario. The material chosen to approximate PEC in the simulation was
copper, with conductivity of σ = 5.96 × 107 S/m and dielectric constant εr = 1. Figure 23
presents contour plots of the magnetic vector potential of a dipole located 3.1123λ0 over
copper, calculated by the SI method, and over PEC, calculated using closed-form image
theory expressions.
The spatial average of the dB difference between the two solutions over the simulated
domain is less than 0.03 dB in magnitude. Though not visibly apparent in the contour
plots, larger discrepancies of up to 22 dB exist between the two solutions; however, these
isolated errors occur in or near the destructive-interference minima that are visible as dark
radial lines appearing to emanate from the origin. These minima occur where the source
and image contributions to the fields cancel in the far-field limit. It appears that using the SI













Dipole radiation in air above copper, SI method
 
 




























Dipole radiation in air above PEC, Analytical Solution
 
 

















Figure 23: A dipole source placed 3.1123λ0 over a ground plane radiates. The magnetic
vector potential is calculated via the SI method in the upper panel, and by image-theory
expressions in the lower. The results are visually indistinguishable, but analysis shows that
the two can be in error by 20 dB in the visible minima bands.
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from the analytical PEC case. However, given that the environmental models between
the two scenarios actually are different, perhaps this effect is a real difference between
propagation above PEC as opposed to propagation above copper. Another possibility is that
finite-precision calculations result in sums that do not cancel to the same precision as the
PEC analytical formulas. In strong destructive-interference regions, perhaps the presented
SI method cannot be considered accurate. Nonetheless, the SI result is within fractions
of a dB of the analytical solution away from these destructive interference regions, and
predicts the interference regions themselves with error in magnitude, so this discrepancy is
not considered a severe limitation of the technique.
2.8.2 Performance Under Coordinate Transformation
The Helmholtz equation has the very general property that when it undergoes a conformal
(angle preserving) coordinate transformation, the result is another Helmholtz equation with
transformed material properties (see Section 2 of [118]). This property has most recently
been studied for the design of optical devices in the burgeoning field of transformation
optics. However, the property holds in general for any frequency of EM propagation,
and has been widely used in the radar propagation modeling community as the “earth-
flattening” transformation [41]. This section presents an earth-flattening transformation of
the SI methodology as a validating example. Figure 24 demonstrates how a coordinate
transformation can be interpreted as propagation in a transformed medium, and vice-versa.
The transformation from Figure 24c to Figure 24d is of particular importance to long
range propagation for radar applications. Accurately modeling beyond-the-horizon prop-
agation requires accounting for the curvature of the earth, which generally requires an
explicit surface scattering calculation in the picture of Figure 24c. However, by accounting
for earth curvature in a flat coordinate system like Figure 24d with a modified refractive
index that bends radio paths upwards, the correct results for a curved earth can be obtained.
















































































(d) The coordinates of panel (c) are mapped from curved
to flat coordinates
Figure 24: The fields of panel (a) satisfy the free-space Helmholtz equation above a plane.
If the coordinates are remapped without changing the field values, as in panel (b), the new
fields satisfy the Helmholtz equation in a refractive medium that bends rays downwards.
The downward bend is apparent upon comparing panels (b) and (c). The fields in panel (c)
satisfy the free-space Helmholtz equation near the sphere, and when mapped to a flattened
coordinate system in panel (d), the new fields satisfy a Helmholtz equation in an upward-
refracting medium.
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where z is measured radially outward from the sphere surface and n(z) is the original re-
fractive index profile. This is the standard modified refractive index used in the radar
community to account for the curvature of the earth, known as the standard earth-flattening
transformation. The coordinate transformation corresponding to the modified refractive
index of Equation 46 is not, strictly speaking, a conformal mapping. However, it can be
shown that it approximates a conformal mapping near the surface of the sphere, e.g., for
low altitude propagation problems above the earth [41].
Figure 25 presents the results of using a modified refractive index above the earth to
account for earth curvature in the SI methodology of this chapter. A dipole radiating at 3
GHz is placed 20 m above the surface of a conductive earth with radius a = 6371 km. The
earth radius was used with Equation 46 to calculate a modified refractive index correspond-
ing to no initial gradient, n(z) = 1. The modified refractive index is a linear function of
height that takes a value of 1 at the surface, and increases linearly with height at a rate of
1/a ≈ 1.57× 10−4 units per kilometer. The simulated domain was 500 m in height and 100
km in range.
In the flat-earth coordinates of Figure 25a, the modified refractive index has the ex-
pected effect of refracting the visible beams and nulls upwards into curved paths. When
mapped to curved-earth coordinates in Figure 25b, the paths can be seen to follow straight
lines, as expected. This result serves as a check for consistency of the presented method.
Using a mathematically derived refractive profile to account for a coordinate transforma-
tion, the SI method, which has no explicit information about coordinate changes, calculates
the correct result of straight radio paths. Furthermore, what looks like a low power region
due to upward refraction in the flat coordinates correctly maps to propagation by diffraction
in the geometrical shadow region.










Dipole radiation in Flattened−Earth Coordinates, SI method
 
 
























Dipole radiation above Earth, SI method with modified refractivity and coordinate mapping
 
 

















(b) The coordinates of panel (a) are mapped from flat to curved coordinates
Figure 25: The SI method is used in subrefractive conditions derived from the earth-
flattening transformation in panel (a). Upon mapping the fields to curved-Earth coordinates
in panel (b), the apparent interference fringes and beams above the sphere form straight
lines.
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is over 5000λ0 in height and 106λ0 in range. The SI method with asymptotic quadrature,
as presented in this chapter, is very well suited to calculations in these extremely large
domains. Once the Green’s functions are sufficiently resolved to machine precision in the
spectral domain, the far-fields at any arbitrary range can be calculated by the asymptotic
FCC quadrature for a fixed-cost. There is no additional computational cost to calculating
the fields at 100 km compared to the same calculation at 10 m. This property also enables
decoupling of the field evaluation grid from that on which the refractive profile is defined.
Although the refractive index profile was simulated at ∆z ≈ 10 cm resolution, the contours
of Figure 25 were generated from calculations on a grid of 10 m range and 1 m height reso-
lution. This is remarkable when compared to other full-wave methods for EM propagation
(e.g. FEM, FDTD), which generally require the evaluation and material grids to be of the
same subwavelength resolution. At the time of writing, a high end laptop computer can
generate Figure 25 in about 30 minutes using the developed MATLAB software algorithm.
2.8.3 Conclusion
This chapter has presented a model for EM propagation in the class of nonmagnetic mul-
tilayers using Sommerfeld integrals. The novel aspects of the presented method have been
highlighted, and include using 1) a direct sparse-matrix solution in the spectral domain,
2) an adaptive sampling to resolve the spectral domain integrands, and 3) an asymptotic
quadrature routine for far-field calculations. A sequence of finite-difference based methods
have been presented to calculate all EM fields and power-related quantities from the mag-
netic vector potential. The model was validated against two available analytical solutions,
and checked for consistency with expected results in a third case.
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CHAPTER 3
COMPARISONS OF SOMMERFELD INTEGRAL MODEL AND
MEASURED DATA
Chapter Summary: Concurrent RF and atmospheric measurements were conducted
August 22 - August 23, 2009, in Panama City, Florida by a team of researchers asso-
ciated with the US Navy. The collected RF data contain periods of fluctuating signal
level that are unexpected given the experimental setup of constant transmitter power
and fixed antenna placement, indicating the possibility of atmospheric effects on prop-
agation. Both the RF and atmospheric data are analyzed, and the propagation environ-
ment is simulated using the Sommerfeld integral model developed in Chapter 2. The
atmospheric data are analyzed in the context of the Monin-Obukhov theory of the near-
surface atmosphere. The combined atmospheric and RF analysis at UHF frequencies
near the land surface is the first of its kind to be presented. The simulation results
are compared against the measurements to examine if the observed fluctuations can be
plausibly attributed to refractive conditions in the atmosphere. It is found that in this
particular scenario, it is unlikely that the observed levels of variation are attributable
to atmospheric effects.
3.1 Description of the Measurements
In the summer of 2009, RF and atmospheric measurements were conducted in a flat, grassy
field in Panama City, Florida. The grass height was approximately 4 − 8 cm tall. The
experimental system consisted of RF transmitter and receiver units. A signal generator
in the transmitter produced a sinusoid at a frequency of f = 1.78 GHz. The generated
sinusoid was amplified to a nominal power level of 1 W (30 dBm) and then transmitted
via a horn antenna. The receiver consisted of three different antennas: a corner reflector, a
discone, and a horn. The output of each antenna was passed into a separate receive chain.
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Each chain consists of a band-pass filter centered at 1.78 GHz and a power detector. The
output from the power detectors were logged to solid state memory, nominally once every
nine milliseconds. Concurrently, measurements of atmospheric parameters, including the
temperature and humidity, were collected once per second at various heights on a mast.
The atmospheric sensor heights were 10.0 cm, 17.8 cm, 31.6 cm, 56.2 cm, and 100.0 cm
above the ground surface.
The transmitter and receiver were fixed at a separation distance of 70 m, with the direc-
tional antennas (the corner reflector and horns) oriented with the main beam aligned with
the straight line between transmitter and receiver. The alignment was achieved by adjust-
ing the angles of transmitter and receiver antennas until maximal power was achieved at
the receiver. This alignment procedure is estimated to be accurate to within ±5◦ in both
azimuth and elevation angle. The transmit horn antenna was placed at a height of 90 cm
above ground level, and the receive antennas were also placed at the same height 70 m
away, with the horn in the center of a horizontal cross-bar that supported all three antennas.
The experimental data collection began on the night of August 22, 2009 at 7:00PM local
time in Panama City, Florida, and data collection continued for approximately 15 hours,
into the morning of August 23.
3.2 Radiofrequency Data Collection Results
The RF portion of the experiment resulted in three time-series of power levels measured
at the three receiver antennas over the course of the experiment. A plot of the measured
power vs. time on the three receiver chains in depicted in Figure 26.
The first fact of note is that the three traces are broadly separated from each other. This
is the effect of the differing gain / pattern effects of the three antennas. The other interesting
fact is that the power level on all three receiver channels is not constant in time. This is
unexpected because all antennas were stationary, and the measured transmitter power did
not vary. In addition to temporal variations of the order of hundredths of decibels, there are
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Time CDT, 8/22/2009−8/23/2009
Figure 26: Three time-series were recorded for different receiver antenna types.
periods of time lasting minutes when the received signal levels vary by several decibels,
e.g., around 5:00 UTC.
3.3 Atmospheric Data Collection Results
The temperature and humidity of the air were measured at five different heights during
the course of the data collection using the aforementioned mast of sensors. The sensors’
outputs were written to solid state memory at a nominal rate of once per second. Measure-
ments at multiple heights allows for a profile of air temperature and humidity vs. height to
be determined, which can then be used to calculate a refractivity vs. height profile using
Equation 1. Although the refractivity given in Equation 1 is also dependent on pressure, this
quantity does not vary significantly over the height domain of the measurements. Hence,
the pressure is approximated as constant in height for the purposes of this analysis. The
temporal variation of the pressure in Panama City on 8/22/2009 to 8/23/2009 was less than
three millibars, which corresponds to a 0.3% difference in the refractivity. This justifies
neglecting the time-variation of the pressure as well, and so, the pressure is considered a
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Time CDT, 8/22/2009−8/23/2009
Figure 27: Temperature data were recorded at various heights on a mast of sensors. The
sensor heights are indicated in the legend.
constant in height and time for this analysis. The results of the data collection appear in
Figures 27 and 28.
3.4 Stochastic Treatment of the Atmospheric Profiles
Note: Because the atmospheric theory of turbulence is unfamiliar to many
who take an interest in radio propagation, Appendix C sets up some of the
preliminaries of the following discussion of the atmospheric boundary layer.
The reader is invited to consult Appendix C or [119] if some detail is unclear
or symbol usage unfamiliar in this section.
The collected humidity and temperature data are a spatiotemporal sample of a complicated
dynamical process in which heat and humidity diffuse in turbulent eddies of the atmosphere.
The standard mathematical approach in the atmospheric literature for turbulent problems is
to model the dynamics as a stochastic or random process, consisting of the sum of an aver-
age component and a perturbation component. In fluid dynamics communities, this is most
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Time CDT, 8/22/2009−8/23/2009
Figure 28: Relative humidity data were recorded at various heights on a mast of sensors.
The sensor heights are indicated in the legend.
commonly known as the Reynolds decomposition [120]. The Reynolds decomposition of
the temperature Ttot and specific humidity qtot can be written as
Ttot = T + T ′, (47)
qtot = q + q′, (48)
where T = E [Ttot] is the ensemble average of the temperature, T ′ is the zero-expectation




is the ensemble average of the specific humidity, and
q′ is the zero-expectation humidity perturbation. This kind of decomposition into average
and perturbation components is also commonly used in signal processing and telecommuni-
cations, making this representation compatible with concepts commonly used in electrical
engineering. The ensemble averaged atmospheric effects correspond to the average RF
propagation effects; the perturbations in the atmospheric quantities correspond perturba-
tions in the RF about its mean behavior. For the purposes of the present work, the pertur-
bation in the RF effects will be considered a small-scale or scintillation effect (by analogy
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to optical communications through air). The scintillation effects are not considered in this
dissertation; instead, the large-scale propagation effects of the average atmospheric profiles
are of interest.
Ensemble averages of random processes cannot be directly calculated from observa-
tions, since only one realization of a random process can ever be observed in one data
collection. However, under the assumption that the temperature and humidity are ergodic
random processes, time-averages of these quantities can approximate ensemble averages if
the averaging time-interval is larger than the correlation time or integral time-scale of the
turbulence [119]. Under the ergodic hypothesis, the Reynolds decompositions of tempera-
ture and humidity have the form
Ttot(z, t) = T (z) + T ′(z, t), (49)
qtot(z, t) = q(z) + q′(z, t). (50)
Both temperature and humidity are the sum of an average height-profile function, and a
time-dependent term that captures the stochastic effects of turbulence. To study the large-
scale effects on RF propagation, the average atmospheric height-profiles need to be inves-
tigated further.
3.4.1 Time-Averaging the Atmospheric Data
The average profiles that appear in Equations 49 and 50 are time independent due to the
ergodic assumption about the random processes. However, in addition to small time-scale
variations that might be expected from turbulent effects in the atmosphere, the temperature
and humidity data exhibit a slowly varying diurnal time-scale and the broader effects of
weather systems moving through the area. For example, in Figure 28, between the hours of
4:30-5:30 UTC, the observed relative humidity on all the sensors goes through a cycle of
increase and decrease by 7− 10 percentage points. This time-variation cannot be attributed
to small-scale turbulent eddies of the kind that would cause scintillation effects in the RF
signal. Estimating the time-scale of the slower variations, and separating the large-scale
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weather effects from the small scale turbulent effects becomes a formidable estimation
problem in itself. To address this issue, a heuristic technique is used, as outlined below.
The difference between two consecutive temperature or humidity samples from one
sensor, separated by one second, must approximately be caused by only turbulent effects;
the drift that occurs due to large-scale weather and the diurnal cycle can be neglected over
one second time scales. By considering the autocorrelation of the differences between data
samples of temperature and humidity, it is then possible to estimate the turbulence time-
scale. In Figure 29, a portion of the sample autocorrelation of the differences between
temperature samples at the lowest sensor height is presented. The autocorrelation function
presented decreases from it’s maximal value at zero lag, and after 20 seconds, it oscillates
with magnitude less than 0.0368.
























Autocorrelation of ∆T at sensor 1
Figure 29: The autocorrelation of dT/dt at sensor 1. The samples are correlated for about
twenty seconds, after which they decorrelate.
Figure 29 is representative of the other autocorrelation functions of the measured tem-
perature and humidity at all sensors. In each case, after 20-30 seconds of lag, the measured
temperature and humidity decorrelates by oscillating between small values. Informed by
these plots, the time-scale of 30 seconds was chosen as a trade-off between reducing the
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temporal correlation of the measurements, while not including the effects of significant
drifts due to the large-scale weather effects in the area. For the purposes of determining
the average height profiles then, the temperature and humidity data were averaged in 30
second blocks. Figure 30 demonstrates that 30-second averaging does indeed reduce the
autocorrelation of the temperature data.


























Autocorrelation of <∆T> at sensor 1
Figure 30: The autocorrelation of d/dt T30pt at sensor 1. The samples decorrelate much
more quickly after averaging over 30 seconds. The decorrelation time is about 5 samples
now.
3.5 Estimating Continuous Atmospheric Profiles from Measurements
Time-averaging the measured temperature and humidity in blocks of 30 seconds helps to
minimize the effects of turbulence and large-scale weather, and approximates the quantities
T (z) and q(z) from Equations 49 and 50, sampled on five points in height. These data could
be used to directly calculate the refractivity by using Equation 1, which would provide a
five-point estimate of the refractive profile in height. A simple five slab dielectric structure
could be devised to approximate the atmosphere, and then the RF propagation could be
simulated using the model of Chapter 2. However, this coarse model of the environment
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could cause artifacts in the RF solution; it is possible that some unresolved detail of the re-
fractive structure, which is not captured by the five-point measurements, will have an effect
on the RF propagation. A more desirable approach is to attempt to interpolate the profiles
between measurements, and possibly extrapolate them outside the range of measurements,
particularly down to the ground level.
Interpolation between observed values can be justified by appealing to assumptions
of smoothness and continuity of the profiles. If the profiles are smooth and not highly
variable between measurements points, then a smooth function can be used for piecewise
interpolation of these data. Common choices for interpolating functions include linear
functions or low order polynomials. A related approach is to fit the data to a function
with several free parameters, and then find the optimal parameters that minimize the error
between the fit-function and the measurements. The “curve-fit” approach can be especially
attractive when the parametric fit-function reflects the underlying physics of the measured
data. It is important to choose fit-functions that are justifiable from a physical perspective;
otherwise, the person conducting the analysis is imposing an underlying principle on the
measurements that is not present in nature. When extrapolating measurements outside of
their measured domain, strong physical arguments are absolutely necessary to justify a
particular fit-function shape. Because extrapolating down to the surface level is desired
for conducting RF simulations in the measured refractive environments, attention is now
turned to developing fitting-function profile shapes for the humidity and temperature that
can be justified from established principles of the fluid dynamics of the atmospheric surface
layer.
3.5.1 Temperature and Humidity Profiles in the Surface Layer
Note: Because the atmospheric theory of turbulence is unfamiliar to many
who take an interest in radio propagation, Appendix C sets up some of the
preliminaries of the following discussion of the atmospheric boundary layer.
The reader is invited to consult Appendix C or [119] if some detail is unclear
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or symbol usage unfamiliar in this section.
The most general fluid dynamics equations, including the Navier-Stokes equations and
physical conservation laws, can be applied to all pertinent quantities written in the Reynolds
decomposition, and the averaged equations can be written down. However, the averaged
fluid dynamics equations do not depend on only the averaged atmospheric quantities; they
also explicitly depend on second order combinations of the perturbation quantities. For











where u′z is an upward velocity perturbation and the other quantities retain their previous





is in the form of a statistical covariance between the hu-
midity and upward velocity. Unfortunately, this quantity is unknown, making this another
variable to solve for in the system of dynamical equations. These covariances have the
physical interpretation of being the mean flux of a quantity that is carried by turbulent ed-





represents the mean flux of humidity that is carried upwards in






; however, doing this produces equations that depend on unknown third
order combinations of the perturbations. In general, the equations for the kth order statistics
of the unknown atmospheric quantities involves an expression in the (k + 1)th order statis-
tics. This is known as the turbulence closure problem. To “close” the set of unknowns,
the equations are written up to kth order, and the (k + 1)th order terms are approximated or
parameterized in terms of quantities derivable from the lower order terms.
One such first order closure is derived by observing that if the covariances have the
interpretation of the flux of a quantity, then perhaps they obey a diffusion-like equation
depending on the mean quantities. It is then postulated that the spatial gradient of the mean











where the quantity KW is an eddy diffusivity for water vapor. The diffusion parameter KW
is not a constant property of the fluid, but can be a function of the flow velocity or position
in the flow [119]. The following series of assumptions and approximations is required to
derive a form for the diffusivity and solve Equation 52.
• Near the ground, the humidity flux is approximately constant in height, and will be
























constant also evaluated at the surface.
• The diffusion parameter in turbulent eddies should be proportional to the size of
the eddy. Very near the ground, the eddy size is limited by it’s proximity to the
ground. This is depicted in Figure 31. This result is known as Prandtl’s mixing
length hypothesis and the result is that KW ∼ z. The constant of proportionality is
denoted k, and is known as the von Kármán constant.
• From dimensional arguments, the diffusivity should also be proportional to the sur-
face friction velocity (KW ∼ u∗).
• The above give that KW ∼ u∗kz; any additional height dependence of the diffusiv-





, where L is a
characteristic length that is a function of the first order terms and the parameterized
covariance terms. Combining all of the above, the eddy diffusivity of water vapor is





Plugging the diffusivity that results from the above list of assumptions into the flux-











This equation is part of the Monin-Obukhov similarity theory, and the function ΦW is known
as the universal-function or stability function for humidity. The left hand side is a local
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Figure 31: Illustration of how the eddy size is limited by proximity to the surface. The lines
represent the flow of circulating eddies. The ones closest to the ground cannot be larger
than their distance to the ground, meaning that the eddy size or mixing length must scale
proportionally to height z.
gradient in height z of the quantity q, while the right hand side contains a term that is
proportional to the humidity flux. The accepted empirical form of the universal function
ΦW(ζ) according to [119] is
ΦW(ζ) =

1 + β1ζ , 0 < ζ ≤ 1
(1 − γ2ζ)−1/2 , −5 < ζ ≤ 0
, (54)
for constants β1 = 5, γ2 = 16, empirically determined from experiments [119]. The linear
first order ODE of Eq. 53 can be solved by integration, after inserting the functional form
























−β1ζ , 0 < ζ ≤ 1
2 ln
1 + √1 − γ2ζ2
 , −5 < ζ ≤ 0 (56)












After grouping the associated constants together as new variables, this is written in a gen-
eral form as
q(z) = A + B ln(z) + Cz. (58)































Grouping the associated constants together as new variables gives the general form







Together, the forms of Equations 58 and 59 provide the fit-functions for the average spe-
cific humidity as a function of height. The measured data are time-averaged over a time
period that corresponds to a local measure of time correlation. After “averaging out” the
turbulence, what remains are average profiles of humidity. The two functional forms of
Equations 58 and 59 are fitted to the measured height profiles for the constants (A, B,C).
The fit that gives the smaller root-mean-squared error (RMSE) when compared with the
measurements is chosen as the profile that best fits the data. Given this, we can imme-
diately determine if the conditions were stable or unstable. In the process, we recover a
best-fit profile of humidity in the Monin-Obukhov theory.
A similar line of reasoning applies to the temperature profile. The Monin-Obukhov the-







where T is the absolute temperature, P0 is a reference pressure, P is the actual pressure,
R is the specific gas constant of air, and Cp is the specific heat capacity of air at constant












Since only the first few meters above the ground are of interest, the pressure profile with
height is practically constant. Taking this as an approximation, the absolute temperature











with T∗ = θ∗(P/P0)R/Cp . This equation can be integrated analogously to the previous deriva-















Finally, the universal function for heat, ΦH, and it’s integral, ΨH, are equivalent to their
humidity counterparts, ΦW and ΨW , according to both observations and theoretical consid-
erations ([119] p.54). Given this fact, the temperature profile takes the exact same form as
Equations 58 and 59. To recapitulate then, the temperature and humidity profiles will both
take the same form,
q(z),T (z) ∼

A + B ln(z) + Cz , stable








Equation 63 serves as the fit-function that is used to determine the best-fit continuous pro-
files of humidity and temperature for the measured data. The full expression in Equation
63 is an original development; however, the portion of the expression corresponding to a
sable atmosphere has appeared in the meteorological literature [121].
3.5.2 Examining the Fitted Profiles
The time-averaged temperature and humidity profiles were fit to the three parameter model
of Equation 63. A random selection of 8 averaged humidity profiles and fits is presented
in Figure 32. After averaging the data in 30 second blocks, a total of 1776 humidity and
temperature profiles resulted, whereas only 8 of these are visualized in Figure 32. To
visualize how the fitted curves compare to the measured temperature and humidity across
all 1776 averaged observations, the RMSE of the fitted curves is plotted against the mean
85
time at which the profile was observed in Figure 33. The RMS error in the profiles is seen
to be less than 1.6 percentage points of relative humidity across all observations.
A selection of 8 averaged temperature profiles and fits is presented in Figure 34, taken
from the same observations as the humidity profiles from Figure 32. The RMSE in the fitted
curves across all the averaged observations is presented in Figure 35. The RMS error in the
temperature profiles is seen to be less than 0.64 ◦C across all observations, with a markedly
smaller upper bound of 0.25 ◦C for times prior to 13:00 UTC. This corresponds to sunrise
in Panama City, at which time the atmosphere becomes more turbulent. It is possible that
during the daylight hours, the chosen 30 second averaging interval is not reflective of the
turbulence time-scale. A future analysis would be to separate the data into two sets, one
during hours with sunlight, and one during dark hours. Then the turbulence time-scales
could be calculated separately for dark and light using the autocorrelation ideas presented
in Section 3.4.1. Using a single averaging time-scale for the entire experiment, during both
light and dark hours, is a potential limitation or error source for the analysis presented in
this chapter.
There is also an offset between the measurements and the fit lines that bears mention.
The second sensor up from ground level appears to be systematically off the fit lines in a
way that stands out under visual inspection of the profiles, in both humidity and temper-
ature. Plots of the humidity fit error vs. time at the various sensor heights in Figure 36
demonstrates this effect. The 18 cm green trace in that plot has a typical error value of
∼ 1.25% relative humidity during the dark hours prior to 13:00 UTC, while the other traces
are typically in error of less than ∼ 0.5% relative humidity over the same period of time.
There are several possible explanations for this discrepancy. A calibration error in the sec-
ond temperature/humidity sensor might explain the discrepancy. However, the offset from
the fit line is not constant in time. That is, during the dark hours, the fit line overestimates
the humidity, and during the hours of sunlight, it underestimates the humidity. One might
expect a calibration error to not vary in time or with the amplitude of the sensor input.
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Humidity profiles from 8/23/2009
















































































































































































































Figure 32: The time-averaged relative humidity vs. height profiles, both measured values
(◦) and Equation 63 fits ( )




















Humidity Profile Error on 8/23/2009
7PM 8PM 9PM 10PM 11PM 12AM 1AM 2AM 3AM 4AM 5AM 6AM 7AM 8AM 9AM 10AM
Time CDT, 8/22/2009−8/23/2009
Figure 33: Humidity profile fit errors for 8/23/2009
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Temperature profiles from 8/23/2009
































































































































































































































Figure 34: The time-averaged temperature vs. height profiles, both measured values (◦)
and Equation 63 fits ( )


















Temperature Profile Error on 8/23/2009
7PM 8PM 9PM 10PM 11PM 12AM 1AM 2AM 3AM 4AM 5AM 6AM 7AM 8AM 9AM 10AM
Time CDT, 8/22/2009−8/23/2009
Figure 35: Temperature profile fit errors for 8/23/2009
88
Certainly, one would not expect the effect of mis-calibration to change from a negative to a
positive offset. A calibration error is unlikely to explain the observed offset. Another pos-
sibility is that there are some physical effects not captured by the Monin-Obukhov theory
used. Given the complex nature of turbulence and the limited developments of atmospheric
theory in this chapter, this possibility cannot be ruled out. A third possibility is that the
sensor height value of 17.8 cm was incorrectly recorded. Looking at the 18 cm point in
Figures 32 and 34, one can imagine that if the point were to retain its temperature or hu-
midity value but be “nudged” upwards in height to 22 cm or perhaps 24 cm, then the fit
line and measurements would be closer together in every case. Given that the sensor units
themselves are perhaps 10 cm in height, it is possible that the height for this particular unit
was recorded in a way inconsistent with the others. For example, perhaps the other units
were measured from ground level to the center of the sensor, while sensor 2 was measured
from ground level to the bottom of the sensor. In the hectic environment of an experimental
campaign, such an error or imprecise recording of a sensor height could certainly be made,
and explains the observed deviation quite well.
3.6 RF Simulation Results
Having mapped the collection of time-averaged, 5-point temperature and humidity mea-
surements to continuous curves of the form of Equation 63, these continuous curves were
again discretized on 500 heights between 1 cm and 100 cm. Using these smoothed and
extrapolated atmospheric profiles, Equation 1 was used to calculate a set of 500-point re-
fractivity profiles, which represent a 500-layer refractive “stackup” of the type depicted
previously in Figure 10. Measurements of the ground conditions of the Panama City ex-
perimental site, including soil conductivity and dielectric constant, were not collected. A
typical value of the ground dielectric constant from [25], of εr = n2 = 15 + 0.09 j, was used
for the dielectric value of the bottom layer of the dielectric structure. Dielectric constants in
this range have also been reported at UHF frequencies for wet soils across a broad range of
89






































7PM 8PM 9PM 10PM 11PM 12AM 1AM 2AM 3AM 4AM 5AM 6AM 7AM 8AM 9AM 10AM
Time CDT, 8/22/2009−8/23/2009
Figure 36: Error between humidity measurements and fit values over time. Note that the
18cm sensor exhibits larger and more systematic errors than the other sensors.
textures [122]. The assumption of a wet soil is also consistent with the rain events observed
in Panama City on 8/18/2009, 8/20/2009, and 8/21/2009, which were the days leading up
to the measurements. This dielectric soil is combined with a total of 1776 refractive pro-
files that were then serially simulated using the EM solver developed in Chapter 2. A short
dipole was placed in the simulation at a height of 90 cm above a flat surface, corresponding
to the height of the transmit antenna from the experimental setup. The simulation frequency
was set to 1.78 GHz as well, which is the same as the transmit frequency used during the
experimental campaign. The EM fields for a 1 W transmitter were calculated on a grid
of points from the source out to 70 m of range, and heights ranging from 0.83 m below
the surface to 1.82 m above the surface. These values correspond to 5 wavelengths into
the ground and 5 wavelengths past the 1 m point. An example of power contours in space
resulting from the simulation is presented in Figure 37.
The contour plots that resulted from each of the 1776 simulated profiles is omitted for
space considerations. What is of primary interest is power level fluctuations at a single
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receiver position located 70 m from the transmitter (≈ 415λ0) and at 90 cm of height
(≈ 5.3λ0), corresponding to the receiver position in the experiments. A plot of the simulated
power level at this position over time is presented in Figure 38.
Figure 38 demonstrates that the received power does indeed fluctuate as the atmospheric
conditions vary in the simulation. Of note however is the scale of plot amplitude, which
varies by only several hundredths of a dB. The minimum and maximum simulated power
levels over the course of the 15 hour period are within 0.025 dB of each other. The level
of fluctuation is of course also within the margin of error of the SI technique of Chapter 2,
which was demonstrated to be accurate to approximately 0.4 dB in the worst case. Nonethe-
less, the measurement results of Figure 26 fluctuate by several dB over the same period. If
the measured fluctuations of several dB were due to refractive effects in the channel, then
the SI technique of Chapter 2 would have resolved several dB of fluctuation, within a 0.4
dB margin of error.
3.7 Interpretation of Results and Discussion
The results of a combined atmospheric and electromagnetic model have been compared
to measured data. After accounting for the antenna gains of the various receive antennas,
the model predictions are within 1 dB of the average of the measurements. Given that the
soil conditions were approximated by a typical representative value the dielectric constant
for soil, this is an acceptable level of precision. However, the measured RF data include
periods of several dB of received signal fluctuations, and this behavior is not predicted by
the model. In other words, if the implementation of the electromagnetic model of Chapter 2
and the atmospheric Monin-Obukhov theory is correct, then the fluctuations in the received
signal strength cannot be attributed to refractive effects in the channel in this experiment.
Given that both the EM and atmospheric models are based on sound physical principles,
we can say with some certainty that near-earth refractive effects were not a factor in the













Simulated Power Contours [dBm], 08/23/2009, 00:00:19
 
 

















Figure 37: An example of simulated RF power on 8/23/2009. Power on a grid of range-
height points was calculated, and then processed into contours in 5 dB increments.


























Power Fluctuation (Model) over Time on 8/23/2009
7PM 8PM 9PM 10PM 11PM 12AM 1AM 2AM 3AM 4AM 5AM 6AM 7AM 8AM 9AM 10AM
Time CDT, 8/22/2009−8/23/2009
Figure 38: Simulated RF power at 70 m on 8/23/2009.
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Understanding what did cause several dB of signal strength fluctuations in the exper-
iment is difficult. This is because there is a lack of other information about the area sur-
rounding the experiment while it was being conducted. It is possible that other unconsid-
ered environmental factors caused the periods of fluctuation. For example, a large metal
scatterer such as a vehicle driving in the vicinity of the experiments could plausibly cause
several dB of signal fluctuation due to multipath effects in the narrowband channel. An-
imals such as deer or birds could have entered into the measurement area, touching the
equipment or otherwise affecting the results. The site was not instrumented with sensors to
detect this kind of activity. Another possibility is that some other RF system was operating
in the band of the measurement. In narrowband measurements of the type used in this ex-
periment, it is impossible to differentiate between in-band transmissions from the intended
source, and those from other transmitters in the vicinity of the experiment. In short, the
possibilities for what caused the fluctuations are endless, but one thing can be said with
some certainty: the observed near-earth refractive conditions are simply not strong enough
to cause signal variations of several dB, over distances of 70 m, for systems operating at
1.78 GHz near the earth-surface.
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CHAPTER 4
REFRACTIVE CONDITIONS AND EFFECTS ON LONG RANGE
PROPAGATION
Chapter Summary: The concept of refractive gain is introduced, which is an ef-
fective gain attributable to refractive effects in a channel. This gain is examined for
a measured refractive profile from the previous chapter, where it is found to take a
relatively small value. Refractive profiles with a stronger gradient are examined in
detail, using a mathematical gradient-amplification technique, followed by an analysis
linking gradient-amplification to physical conditions. The effects of ground conduc-
tivity and frequency are also explored. Larger levels of gradient-amplification, higher
ground conductivity, and higher frequencies are all found to increase the magnitude of
refractive effects in the near-ground channel.
4.1 Introduction
The previous chapter demonstrated that refractive effects are likely not the cause of several
dB of power fluctuations near the ground in a location in Panama City, FL on 8/23/09.
However, in general cases at other locations and other times, the propagation effects must
be accurately known for the design of near-ground radio links. The model of Chapter 2
provides a way to study these effects through simulation. This chapter investigates the
kinds of refractive and ground conditions that do cause significant power propagation ef-
fects. The baseline for comparisons when determining significance of refractive effects is
the gradient-free case. This is a simple propagation environment consisting of a half-space
of homogeneous air above a lossy dielectric half-space of ground. The corresponding re-
fractive gradient case is an environment that has multiple layers of dielectric representing
the air, and the same lossy dielectric half-space representing the ground. To compare the
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Figure 39: The ratio of the received power between refractive and non-refractive cases is
visualized in decibels, as a function of range from the transmitter and height above ground
level.





where PRX is the power received by an isotropic antenna, the numerator is calculated in the
presence of an atmospheric-gradient refractivity profile, the denominator is calculated in
the presence of a free-space atmosphere, and both quantities are with respect to a transmitter
at the same height and identical ground conditions. In this chapter, the refractive gain
will typically appear in decibel units of 10 log10(Grefract). Decibel refractive-gain can be
interpreted as the power gain that is attributable to refractive effects in a channel.
4.2 Refractive-Gain in Measured Conditions
The refractive-gain for a time-averaged atmospheric profile of humidity and temperature
measured on 8/23/09 in Panama City, FL during the data collection described in Chapter 3
is presented in Figure 39. Physically motivated functions for the temperature and humidity
(derived from the Monin-Obukhov theory) were fit to the measured five-point temperature
and humidity profiles, using the same methodology as in Chapter 3. Smooth atmospheric
refractivity profiles were calculated from the fitted curves.
In the region close to the ground and around range 100λ0, there is clearly more power
in the presence of the simulated refractive structure when compared to the available power
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in the presence of no atmospheric refractive gradient. There is also correspondingly less
power available at ranges farther to the right of the plot. The additional gain near ground
level and closer to the transmitter is of the same order and opposite sign as the additional
loss in received power farther away from the transmitter. Thus the effect of the refractive
structure is to shift or focus power away from some regions and into others. However, the
range of colors in this plot represents deviations of less than 0.01dB. For practical engineer-
ing purposes, this deviation in received power is negligible compared to other uncertainties
caused by the effects of noise, environmental uncertainty, etc. This reiterates the primary
result of the previous chapter, which is that certain natural refractive atmospheric effects
near the surface induce very small deviations in the signal strength.
It has been demonstrated that some natural atmospheric refractive gradients outdoors
do not cause considerable effects in the available power in the fields of a short dipole
radiator. For practical purposes of power-budget analysis of a communications system or
link design, one might wonder if near-earth atmospheric effects play any role at all, under
any conditions. To begin to answer these questions, consider a hypothetical amplification
of the refractive gradient near the surface of the earth. The refractive values at the various
heights are scaled and shifted such that the refractive gradient is larger at every height, but
the qualitative shape of the profile is preserved. If the minimal value of the refractive profile
is 1, then the transformation
n(z)→ (n(z) − 1)α + 1 (65)
will amplify the refractive gradient, ∂n
∂z , equally at every height by a multiplicative factor
of α while preserving the the minimal, free-space value of the profile. The effects on EM
propagation of such hypothetical, “stronger” refractive gradients can be simulated using the
multilayer spectral domain method presented in Chapter 2. The results of such an analysis
follow.
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Refractivity Profile being simulated
Figure 40: A Monin-Obukhov interpolated refractive profile, measured on 8/23/2009
4.3 Shape-preserving Atmospheric Gradient Amplification
Consider the refractive profile in Figure 40. Amplified refractive profiles derive from this
base profile via the transformation in Equation 65 for various values of the amplification,
α. Each amplified profile has the same shape as that of Figure 40, but is scaled such that∣∣∣∂n
∂z
∣∣∣ is α times larger at all heights. The amplification parameters used in this study were
α = 1, 5, 10, 50, 100, 500, 1000. These values correspond to refractive gradients ranges that
are the same as the naturally occurring measured profile, to ones that are up to 1000 times
stronger. The refractive gain in the presence of increasingly amplified refractive gradients
is presented in the series of Figures 41-46.
Figures 41, 42, 43, 44, 45, and 46 are visually, qualitatively identical to each other
and to Figure 39. However, the color scale is different in each figure, indicating that the
strength of the effect changes between figures while the shape of the refractive gain effect is
similar between figures. All the figures exhibit a region of focused power near the surface
of the ground and around 100λ0 of range. The difference among the figures is that the
amount of power concentration is different, which is evident in the color scales in the plots.
To demonstrate that the power concentration varies across the plots, the refractive gain at
ground level is plotted for various values of the gradient strength in Figure 47.
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Figure 41: The ratio of the received power between refractive and non-refractive cases is















 Gain Relative to No Gradient (10x gradient)
 
 

















Figure 42: The ratio of the received power between refractive and non-refractive cases is















 Gain Relative to No Gradient (50x gradient)
 
 

















Figure 43: The ratio of the received power between refractive and non-refractive cases is
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Figure 44: The ratio of the received power between refractive and non-refractive cases is
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Figure 45: The ratio of the received power between refractive and non-refractive cases is
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Figure 46: The ratio of the received power between refractive and non-refractive cases is
visualized in deicbels, as a function of range from the transmitter and height above ground
level.
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Figure 47: The linear refractive gain at ground level is plotted for the various values of the
refractive gradient strength. As the gradient strength gets larger, the peak gain becomes
larger.













































Figure 48: The maximum of the refractive gain at ground surface level is plotted for the
various values of the refractive gradient strength. As the gradient strength gets larger, the
peak gain becomes larger.
range, takes approximately the same shape irrespective of the gradient strength. The gain
in the enhanced region increases with increasing gradient strength. The maximal refrac-
tive (linear) gain (as opposed to the decibel gain) near the surface of the earth increases
approximately linearly with increasing gradient strength, as seen in Figure 48 . This linear
relationship motivated the use of linear units in Figures 47 and 48.
Curves such as the one presented in Figure 48 can be useful in determining the refractive
conditions under which “significant” power fluctuations or deviations occur, where the level
that is considered significant is variable. If a near-earth communications system operates
best when the received power uncertainty is less than 3dB, then a system designer does not
need to consider refractive effects for gradients that are less than 500 times stronger than
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a typical gradient observed in the Panama City, FL measurements. On the other hand, if a
radio system can only tolerate deviations of 25% around a nominal expected power, then
refractive effects should be considered in cases that correspond to only a 50x amplification
of a typical measured refractive condition.
Another application of combined refractive/EM modeling would be to solve the inverse
problem of sensing the environment from RF measurements. The SI method is a forward
model that makes predictions of the RF signal given the atmospheric and ground conditions.
An optimization method could be used to minimize the difference between the forward
model and measurements, by iterating over physically reasonable atmospheric and ground
conditions. The result of this optimization would the atmosphere and ground parameters
that were likely to produce the measured results. Figure 48 could be used in this way
directly: if several measurements of the RF signal were available along the ground level
and the ground was known to have εr = 15 + j0.09, then the measured data could be
compared to Figure 48 to determine which of the curves most closely approximates the
measurements. Each curve maps to a level of gradient-amplification, so the corresponding
refractive profile is effectively extracted from the RF data.
4.4 From Gradient Amplification to Physical Conditions
The method of Section 4.3 provides insight into the refractive conditions that lead to signifi-
cant propagation effects. However, it does not provide insight into the physical atmospheric
conditions that cause such refractive conditions. Amplifying a measured refractive gradient
mathematically using Equation 65 does not directly determine atmospheric humidity and
temperature profiles that cause such refractive conditions. For practical radio link design
and planning, the physical conditions corresponding to specified refractive conditions must
be known. Calculation of an inverse mapping from refractive conditions to atmospheric
conditions is possible through a direct numerical search or optimization. It was previously
demonstrated that the Monin-Obukhov theory leads to three-parameter models for both the
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near-surface temperature and humidity profiles. The atmospheric refractivity profile de-
pends directly on the temperature and humidity profiles; therefore, the refractivity profile
depends on six parameters, θ = (Aq, Bq,Cq, AT , Bt,CT ), in addition to the height above
ground, z. These parameters are the same ones that appeared in Equation 63, with q and T
subscripts denoting the parameters for humidity and temperature, respectively. To find the
six parameters that give a best fit to a given profile, a normalized error metric between the








where E is a normalized measure of the average squared-deviation across a discrete se-
quence of values zi between the given refractive profile, N, and the fitting function, Nfit. If
the error can be minimized over the six parameters, then an approximate physical situation
that corresponds to a given refractive condition will be found. The problem of minimizing
the error over the parameters can be concisely expressed as an optimization problem, which




The fit-function Nfit is a complicated non-linear function of the parameters, which can
be seen by examining Equations 63 and 1. An additional non-linearity arises from the
fact that the partial pressure of water vapor (e in Equation 1) is related to the absolute hu-
midity (q in Equation 63) through a nonlinear function that also includes the temperature.
Nonetheless, the forward model that gives Nfit for arbitrary parameters θ and heights of in-
terest zi can be calculated. Thus, the error E(θ) can be calculated for any set of parameters
θ and target profile N. An iterative numerical procedure can then be used to minimize the
error and solve the optimization problem of Equation 67. Such a numerical optimization
was performed in the case of a refractive gradient 100x stronger than the one presented
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(a) 100x Amplified vs. Best-Fit N-Profiles.


















(b) The corresponding temperature that gives the
best-fit N profile appearing to the left.
Figure 49: A measured and interpolated refractive profile was mathematically amplified
to 100x strength (left panel, [ ]); the closest physically realizable profile shape was found
using the Monin-Obukhov theory and curve fitting using Levenberg-Marquardt optimiza-
tion (left panel, [ ]). The optimizer found a solution with 100% relative humidity at all
heights, and a temperature profile given in the right panel. The best-fit N profile roughly
captures the gradient and shape of the amplified profile, but the curves are not qualitatively
very close to each other. This indicates that the amplified profile is unphysical.
in Figure 40. The method used was a MATLAB optimization routine implementing the
Levenberg-Marquardt algorithm. The 100x gradient amplification level was chosen be-
cause it corresponds to a refractive gain of approximately 1dB according to Figure 48,
which is an uncertainty level that is significant for practical applications. It should be noted
that optimizers for non-linear problems can only find a local minimum in the error mea-
sure. Small perturbations of the parameters away from the found solution are guaranteed to
not decrease the error; however, there may be other local minima in the error measure that
have smaller error values. In the case that multiple minima exist in the error, the one that
is found strongly depends on the details of the optimization algorithm and the initial guess
to the iterative method. A single local minimum in the error was found by iteration from
an initial guess of the parameters that corresponds to the originally measured temperature
and humidity for the N profile in Figure 40. The refractive profile and temperature corre-
sponding to the solution returned by the optimizer and the target 100x profile are plotted in
Figure 49.
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The physical atmospheric conditions that result in an N profile similar to the artificially
amplified one are 1) that the temperature has the height dependence depicted in Figure
49b, and 2) that the relative humidity is a constant 100% for all heights. The temperature
in Figure 49b ranges from 78.15 ◦C near the surface to 8.02 ◦C at the top measurement
height of 1 m (recalling that λ0 ≈ 16.84 cm). In other words, in order to see atmospheric
gradient strengths similar to ones that have a 1 dB effect on UHF propagation, the sur-
face temperature should be approximately the hottest surface temperatures on earth over
the years 2003-2009 [123], and the air temperature at 1 m needs to be that of a brisk fall
day in the southeastern US. Those conditions should all occur in 100% relative humidity.
Temperature differences of up to 50 ◦C between the land surface and 1.5 m air tempera-
ture measurements are possible in the summer months, and such conditions are known to
occur in desert conditions with dry soils [123]. On the other hand, hot weather with 100%
relative humidity typically occurs in swamplands, coastal regions, and rain forests across
the tropical and mid latitudes [124]. Precisely determining if such desert/rain forest hybrid
conditions can exist on earth is outside of the scope of this work, but the above apparent
paradox makes it unlikely.
4.5 Propagation in Extremal Refractivity
Although the atmospheric conditions of Figure 49 likely do not occur on Earth naturally,
it is of interest to compare the propagation effects between the artificially amplified re-
fractivity and the closest physical one. The physically justifiable refractive profile is of a
qualitatively different shape than the amplified profile from which it derives; whether this
shape has markedly different effects on the UHF propagation is investigated in this section.
The physically realizable best-fit refractivity of Figure 49a (left panel [ ]) was input
into the model developed in Chapter 2. The other model inputs (frequency, ground condi-
tions, and transmitter geometry) are identical to the previous calculations of this chapter:



































Figure 50: A short dipole operating at 1.78 GHz radiates at height λ0/2 above a ground
half-space with εr = 15 + 0.09 j in the presence of an extreme, but physically realizable
refractivity gradient from Figure 49a. The temperature at the surface is approximately 78
◦C, and the temperature at height 6λ0 (1 m) is approximately 8 ◦C. The total temperature
variation is 70 ◦C per meter for the first meter above the ground. Contours of the power re-
ceived by an isotropic receiver at various heights and ranges from the dipole are presented.
permittivity εr = 15+0.09 j, where λ0 ≈ 16.84 cm is the wavelength of the electromagnetic
fields in free-space. Plots of the refractive gain and the received power appear in Figures
50 and 51. The refractive gain in this case is qualitatively similar to the “100x gradient
amplification” case from which it derives. Just as in the 100x amplification case, there is a
region of enhanced power near the ground surface that is attributable to refractive effects,
of the order of decibels. The differences are that the location of the maximal refractive
gain has shifted outwards relative to the 100x amplification case, and the refractive gain is
approximately half a decibel less than in the 100x amplification case.
4.6 Effect of Ground Conductivity
The analysis of Section 4.3 was conducted for a fixed ground dielectric constant of εr =
n2 = 15 + 0.09 j, corresponding to a conductivity of σ ≈ 8.9 mS/m at the simulation fre-
quency of 1.78 GHz, and a “generally accepted” value for the real part of the dielectric
constant [25]. This is the same value of the ground dielectric constant that was used in
































Figure 51: The refractive gain for the extreme but physically realizable refractive conditions
is presented. The refractive structure focuses power in a region in the ground and near the
ground surface. The maximal gain in this figure is approximately 0.53 dB.
previously in Section 3.6. The selected dielectric constant value is consistent with pub-
lished measurements of wet sandy soils at UHF frequencies [122]. However, the dielectric
properties of soil are highly dependent on a large number of parameters including excita-
tion frequency, soil composition, soil particle size distribution, porosity, moisture content,
density, temperature, and salinity. A variety of measurements and models for dielectric
properties of soil have been presented in the literature [125, 126, 127, 128, 129], with
varying degrees of complexity and fidelity. Accurately characterizing and modeling soil
dielectric properties as a function of the aforementioned list of parameters is outside the
scope of this work. However, refractive effects and effects due to soil dielectric properties
are intimately linked together. This can be seen by noting that in Figures 41, 42, 43, 44, 45,
and 46, power is concentrated to a large degree in the ground near the power-enhancement
region. If the ground were to become more lossy and approach a good conductor, then
no power concentration would be expected in the ground at all, since the fields would be
essentially zero within a few skin-depths of the ground surface irrespective of the atmo-
spheric conditions above the surface. This could mean that power would be concentrated
in additional regions above the ground. It is possible that as the ground becomes more con-
ductive, a proper “duct”-like environment could be set up, in which the refractive gradient
and the lossy reflective surface form a waveguide.
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A simulation study was carried out using the model of Chapter 2 in which the ground
loss was varied over multiple runs of the model code, while the real dielectric constant,
transmitter height, refractivity profile, and frequency remained constant. The refractivity
profile was selected to be the one previously presented in Figure 40. The transmitter height,
frequency, and real dielectric constant also remained the same as in the previous examples
of Section 4.3. The full dielectric constant was εr = 15 + jε′′r , where ε
′′
r was varied over
the values {0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50, 100, 500, 1000}. The largest of these values is
unlikely to be observed in real soils, since the primary contributing factor in natural soil
conductivity is soil moisture content, and the imaginary part of the dielectric constant at
these frequencies of pure sea water is ε′′r ≈ 40. However, to approach the good conductor
limit, larger values of the imaginary part of the dielectric constant are considered. Figures
52-62 present the power contours in space as the ground conductivity is increased.
The received power contours change with increasing conductivity in the following
ways. Less power is available inside the ground as the ground becomes more conductive.
As less power penetrates the ground, more power is available in the air. The received power
along the ground and near the right side of the above figures increases by approximately
30 dB across the figures as conductivity is increased, which can be seen by examining the
color scale across the figures. Finally, the shape of the received power contours qualita-
tively changes across the figures. In particular, a deep angular null in the power pattern
develops as conductivity increases. This is caused by the destructive interference between
the waves incident from the dipole and those reflected from the ground. As the ground
becomes more conductive, it becomes a more efficient reflector and the reflected waves
retain more of their original amplitude. This leads to almost totally destructive interference
in some regions, when compared to the less-conductive conditions in which the reflected








































Figure 52: Received power contours for a transmitter at z′ = λ0/2 over ground with relative







































Figure 53: Received power contours in the scenario of Figure 52, with ground relative







































Figure 54: Received power contours in the scenario of Figure 52, with ground relative








































Figure 55: Received power contours in the scenario of Figure 52, with ground relative






































Figure 56: Received power contours in the scenario of Figure 52, with ground relative







































Figure 57: Received power contours in the scenario of Figure 52, with ground relative








































Figure 58: Received power contours in the scenario of Figure 52, with ground relative







































Figure 59: Received power contours in the scenario of Figure 52, with ground relative






































Figure 60: Received power contours in the scenario of Figure 52, with ground relative





































Figure 61: Received power contours in the scenario of Figure 52, with ground relative




































Figure 62: Received power contours in the scenario of Figure 52, with ground relative
permittivity εr = 15 + j1000.
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The interplay of the conductive effects with the refractive gradient above the ground
is complex. The refractive gain corresponding to Figures 52-62 appears in Figures 63-73.
In the near-ground region, these figures exhibit the following qualitative pattern. As the
conductivity is increased to ε′′r ≈ 70, the maximal refractive gain near the surface decreases
slightly. Beyond ε′′r ≈ 70, the value of the refractive gain at the surface increases. A plot

































Figure 63: Refractive gain contours for a transmitter at z′ = λ0/2 over ground with relative




































































































































































































































































































































































































Figure 74: Refractive gain for a receiver at ρ ≈ 90.25, z = 1.1594λ0 is plotted for various
values of ε′′r . The plot exhibits what can be described as a resonance near ε
′′
r ≈ 70.
Calculations of the refractive-gain in increasingly conductive ground conditions under-
scores some of the numerical limitations of the SI technique of Chapter 2. Various artifacts
in the power ratio calculations can be seen in the above contour plots, including a disconti-
nuity at ρ = 20λ0, numerical lack-of-convergence of the quadrature routine near the source
height z′ ≈ λ0/2, and a problem related to finite machine precision and resolving very small
values of the fields inside a good conductor. These limitations introduce significant errors
only along isolated lines in the 2D plots. For the purposes of estimating the fields, power,
and gains, the problematic lines can be simply excluded from the results, or smoothed by
interpolation from nearby values.
4.7 Effect of Frequency Scaling
UHF propagation in various natural and extreme refractive and ground conditions has been
demonstrated in the previous sections of this chapter. In all previously presented propaga-
tion scenarios, the ground-atmosphere system appears to focus transmitted UHF power in
one localized region near the ground, while attenuating the power available to a receiver















 at 5.8 GHz in a linear gradient above copper
 
 












Figure 75: A short dipole operating at 5.8 GHz radiates at range ρ = 0 and height z′ =
3.1123λ0 above a copper substrate that is coated with a graded-index multilayer material.
The refractive index of the material is 1.1 at the copper surface at height zero, and linearly
decreases to the free-space refractive index (n = 1) at 10λ0 above the substrate. Air with
refractive index n = 1 is above the multilayer material.
ground can behave as a waveguide, where the fields are repeatedly refracted downwards to-
wards the ground and reflected upwards from the ground surface. In a previously presented
conference paper [89], code implementing the model of Chapter 2 was demonstrated to
predict waveguide behavior under strong refractive gradients above a highly conductive
ground . The primary result of the previous analysis is recapitulated in Figure 75.
Near the dipole source in Figure 75, the fields are well approximated by those of a
dipole in a single homogeneous medium above a ground plane. The primary propagation
mechanisms are direct and reflected waves that constructively and destructively interfere,
leading to visible interference minima and maxima in the plot. However, for ranges be-
yond ρ ≈ 20λ0, the field behavior changes drastically from what might be expected in a
homogeneous medium above a ground plane. Around ρ ≈ 20λ0, the beams caused by the
interference pattern visibly bend downwards from the expected straight paths of a homo-
geneous medium. The field distribution at further ranges and height z < 10λ0 has a compli-
cated structure, but downward and upward undulations in this structure are apparent. This
undulation is evidence of repeated downward refraction by the multilayer followed by up-
ward reflection from the substrate surface, which is indicative of a waveguide. The fields
are “trapped” by total internal reflection near the top of the structure and reflection from
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the conductive ground plane at the bottom of the structure. Since the fields are not free
to spread out in height inside the waveguide, the expected spherical spreading of power in
3D space (1/r2) is reduced instead to a cylindrical spreading (1/r), leading to much more
power propagating in the waveguide than would propagate in free-space conditions.
The waveguide behavior of Figure 75 contrasts greatly with the previously presented
lens-like behavior of natural and amplified refractive structures above the earth. The two
scenarios both involve a downward-bending refractive medium and a nominally reflec-
tive ground-plane, yet waveguiding behavior has not been predicted by the presented EM
model for any atmospheric scenarios, realistic or otherwise. One major difference between
the scenario of Figure 75 and the atmospheric scenarios is the length-scale of the refractive
structure. In Figure 75, the refractive structure is 10 wavelengths large, while in the atmo-
spheric scenarios presented in the previous sections of this chapter, the refractive structure
is approximately 6 wavelengths large. The scale of the refractive structure in wavelengths
may be a very important parameter in the waveguiding behavior of atmospheric refractive
structures. This statement can be motivated by the observation that waveguides only effec-
tively guide waves with wavelength of the order of (or larger than) the waveguide transverse
dimensions. Thus, as frequency increases and wavelength decreases for a fixed atmospheric
and ground condition, by analogy to other waveguides, it can be expected that a cutoff fre-
quency is reached, beyond which atmospheric waveguiding occurs near the ground. The
remainder of this section investigates the wavelength dependence of propagation in refrac-
tive structures near the earth surface.
Results using the model of Chapter 2 were calculated across various transmit frequen-
cies. The transmitter height is fixed at a physical height of z′ ≈ 8.42 cm above the surface
of the ground, corresponding to λ0/2 at the original frequency of the measurements, 1.78
GHz. Across all frequencies, the plot range and height window remained constant, i.e,
(ρ, z) ∈ [0, 10000] × [0, 1.828], where both units are in meters. The frequencies simulated
were 100 logarithmically spaced frequency points between 3.0 GHz and 30.0 GHz. This
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is the super high frequency (SHF) band of frequencies. Although the primary topic of this
document is propagation at UHF frequencies, higher frequencies are studied in this section
to attempt understand the effects of frequency in near-earth refractive conditions. In order
to isolate the effect of frequency scaling in refractive conditions, atmospheric absorption
effects, which can contribute additional losses of approximately 0.2 dB/km in this band
[130], are also neglected. In other words, the air is assumed to be lossless at all frequen-
cies. Finally, the ground dielectric properties are assumed to be frequency independent in
this set of simulations. Realistic ground and soils have complicated loss behavior vs. fre-
quency, due to the frequency dependence of the conduction of electrons (conductivity) and
molecular dipolar resonances (dielectric losses). To isolate the effect of the length scale
of the refractive index gradient in wavelengths, the ground dielectric is held at a constant
εr = 15 + j100 across all frequencies. Plots of the received power in space for a selection











 in Refractive Gradient, f=3.00000 GHz
 
 














Figure 76: A short dipole operating at 3.00000 GHz radiates at range ρ = 0 and height
z′ ≈ 8.42 cm above ground with εr = 15 + j100. The air contains a refractivity gradient












 in Refractive Gradient, f=5.24259 GHz
 
 














Figure 77: A short dipole operating at 5.24259 GHz radiates at range ρ = 0 and height
z′ ≈ 8.42 cm above ground with εr = 15 + j100. The air contains a refractivity gradient











 in Refractive Gradient, f=9.37715 GHz
 
 














Figure 78: A short dipole operating at 9.37715 GHz radiates at range ρ = 0 and height
z′ ≈ 8.42 cm above ground with εr = 15 + j100. The air contains a refractivity gradient











 in Refractive Gradient, f=16.77243 GHz
 
 














Figure 79: A short dipole operating at 16.77243 GHz radiates at range ρ = 0 and height
z′ ≈ 8.42 cm above ground with εr = 15 + j100. The air contains a refractivity gradient












 in Refractive Gradient, f=30.00000 GHz
 
 














Figure 80: A short dipole operating at 30.00000 GHz radiates at range ρ = 0 and height
z′ ≈ 8.42 cm above ground with εr = 15 + j100. The air contains a refractivity gradient
that is given in Figure 40.
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As the frequency increases in the series of plots in Figures 76-80, the received power
does not drastically, qualitatively change. The biggest change that can be discerned is that
the constant-power contours oscillate up and down with range, and that this oscillation has
a shorter length-scale for higher frequencies. As in previous sections, it is more instructive
to look at the refractive gain. A series of plots of the refractive gain across a selection of
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 in Refractive Gradient, f=30.00000 GHz
 
 











Figure 85: The refractive gain corresponding to Figure 80 is presented.
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The effects of frequency scaling on propagation through near-ground refractive struc-
tures now becomes more apparent. As previously discussed, the refractive gradient studied
tends to draw more radiated power into a region near the transmitter, while drawing power
away from other regions. As frequency increases in the series of plots in Figures 81-85,
two things occur in the region of increased power. Firstly, the region becomes larger in
dimension. Secondly, the power concentration in the region goes up as well, which can
be seen by examining the color scale across the plots. The regions in which the power
is attenuated appear to be periodic with range, and also change in two ways as the fre-
quency increases across the plots. Firstly, the spacing between adjacent regions becomes
smaller as the frequency increases, and a larger number of such regions appear in the range
of the plots. Secondly, the amount of attenuation in the regions increases with increasing
frequency, which can be seen from examining the color scale across the plots.
As a summary visualization of the results, the refractive gain along the ground level
for all simulated frequencies is presented in Figure 86. This figure clearly shows the en-
larging of the enhancement region with frequency, and the corresponding behavior of the
attenuated regions. At first glance, this may appear to be a waveguide cutoff phenomenon,
whereby higher frequencies are confined in the refractive structure, while lower frequencies
are cutoff. However, examining the plots of the power in the channel (Figures 76-80) tells
a different story. The power in Figures 76-80 propagates outward with subtle undulations
in the contours. This contrasts with what could be expected of a true waveguide past the
cutoff frequency, e.g., Figure 75. If a waveguiding cutoff frequency were present in the
sequence of Figures 76-80, then the plots for frequencies past cutoff would qualitatively
look like a waveguide like Figure 75, with a concentration of power near the ground and
visible upward and downward undulations. The apparent cutoff-type behavior in Figure 86
is due to the dynamic range of the color scale of that plot. At lower frequencies near the
















Refractive gain at ground level vs. Range and Frequency
 
 



















Figure 86: The refractive gain at the ground level is plotted as a function of range along the
ground and simulation frequency.
by Figures 81-85. The enhancement region does not disappear at lower frequencies; it is al-
ways present. However, the magnitude of the enhancement and attenuation decreases with
decreasing frequency. The fractions of a decibel of enhancement and attenuation that are
present at 3 GHz are much smaller than the several decibels of variation that are present at
30 GHz. Therefore, the small variations at lower frequencies are drowned out by the larger
variations at higher frequencies.
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CHAPTER 5
CONCLUSIONS AND FUTURE DIRECTIONS
This document has presented the results of simulations, modeling, measurements, and anal-
ysis of UHF propagation in atmospheric refractive structures near the surface of the earth.
The main contributions to the scientific and engineering communities include the follow-
ing.
• A general mathematical and computational model of EM propagation in multilayered
media excited by time-harmonic vertical dipole sources.
• A simple measurements-based modeling and curve-fitting methodology for deter-
mining continuous atmospheric profiles for temperature, humidity, and refractivity
near the surface of the earth.
• A measurements-based case-study of UHF propagation in a near-ground refractive
environment.
• A study of the parameters that affect general RF propagation in near-ground atmo-
spheric refractivity.
The primary practical result is a body of evidence that suggests that UHF propaga-
tion over hundreds of meters near the surface of the earth is not significantly affected by
near-earth atmospheric refractivity, at least for vertical wire antennas, or any antenna that
emits radiation of the same polarization as a vertical wire antenna. However, the methods
developed do show that atmospheric refractivity is more of a factor at higher frequen-
cies approaching millimeter waves. The developed techniques might find future use in
studies involving the 24 GHz or 61 GHz bands, which have both been identified as avail-
able industrial, scientific, and medical radio bands by the International Telecommunication
Union[131].
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The model of Chapter 2 makes unique contributions to the body of knowledge and
practice of spectral domain methods and Sommerfeld integrals in the following ways.
• While previous work has used techniques such as the steepest-descent-path (SDP)
for quadrature in the far-field, this is the first work (to the knowledge of the author)
to use asymptotic quadrature routines to calculate far-fields in a general class of non-
magnetic multilayers. This is a significant improvement over the previous method,
because it allows the integrals to be calculated on a grid of receive points from a
fixed set of spectral domain samples. The SDP approach, on the other hand, requires
sampling on a unique curve in the spectral domain for every point in the receive grid.
Because the fields can be calculated at many positions essentially in parallel from
the same set of spectral domain data, the multitude of potential/field/power contour
plots presented in this work were possible. This contrasts greatly with the majority of
work on SI quadrature in which the final presented results are line plots of calculated
field values along a linear trajectory away from the sources.
• Whereas previous works have used adaptive quadrature, in which integrals are ap-
proximated by quadrature until a convergence criterion is met, this work uses an
adaptive sampling of the integrands. The difference again is one of speed and effi-
ciency: once the integrands are sampled on a fixed set of points, all quadrature can
proceed essentially in parallel for any range and height away from the source. An
adaptive quadrature, on the other hand, would go through a separate procedure to
approximate the integrals for each range and height of interest.
• The developed SI model has already found use by other members of the Propagation
Group at the School of Electrical and Computer Engineering of the Georgia Institute




It is hoped that a user and developer community can form around the project to extend
the method to more general sources. The public release of computational EM code
is an often-overlooked contribution to the broader community.
The entirety of Chapter 3 is also a unique contribution to measurement-based modeling.
It is the first work, to the knowledge of the author, to present the results of atmospheric mea-
surements alongside RF measurements, and attempt to analyze the relationship between the
two at UHF frequencies near the surface of the earth.
This work is not, however, without limitations. The SI method of Chapter 2 has been
validated by a few simple cases in which analytical solutions are available, or in which
physical arguments can be made for expected solutions. More extensive validation and
verification is desirable. The error between the provided solutions and the true solutions is
often unknown, but in the validation examples where analytical reference solutions were
available, the error results were highly variable. In some cases, the SI model was found
to be in close agreement with the analytical solutions (hundredths of a decibel in error),
but was frequently in error by several tenths of a decibel, and very rarely in error by tens
of decibels in isolated regions. More carefully studying the sources of these errors, and
devising algorithms to reduce them, is a future direction that will be pursued.
Spectral domain methods for propagation in multilayered media for modeling long-
range radio propagation is a research area that contains a variety of other future research
directions. The method can be extended to more general sources, including vertical mag-
netic dipoles, horizontal magnetic dipoles, and horizontal electric dipoles. This work has
only focused on refractive and ground effects for fields emitted by vertical electric dipoles,
but it is possible that waves emitted by other sources interact differently with refractive gra-
dients and ground. Such extensions would also enable the study of propagation of waves
from arbitrary antennas, such as helices, dishes, horns, or patches through a surface scat-
tering calculation in the multilayered medium. Similarly, the ability to model aribitrary
sources would enable calculations involving scatterers in a multilayered medium such as
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vehicles, buildings, terrain, or plants and foliage using a surface or volume scattering for-
mulation as well.
Another direction of exploration is the myriad of other SI quadrature methods from the
literature [132, 109, 90, 100, 99, 98, 105, 106, 96, 97]. A systematic implementation of all
the available methods, and evaluation of these implementations for speed, efficiency, and
accuracy would be a valuable study in selecting an optimal method.
Finally, the value of novel RF measurement campaigns cannot be understated. The
height, range, atmospheric, and frequency regimes explored in this dissertation remain
largely unstudied by experimental methods. The measurements presented in this work are
first-of-a-kind in presenting a comprehensive treatment of coupled atmospheric and EM
measurements and modeling for UHF communications links operating near the surface of
the earth. More measurements and more data will be required to fully validate the methods
used, and to get a complete picture of RF propagation in the near-ground environment.
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5.1 Supporting Publications
Two papers have been published in support of this work. The first is a letter that appeared
in IEEE Transactions on Wireless Communications. Although not discussed in this doc-
ument, it supported the the proposal of the present work by taking a stochastic channel
modeling approach to a measured near-ground RF data set that had been captured by a
sliding correlator channel sounder. It describes a technique to estimate Rician statistics
from channel measurements collected by a sliding-correlator channel sounder:
Bhattacharjea, R.; Durgin, G.D.; Anderson, C.R., “Estimation of Rician K-
Factors from Block-Averaged Channel Measurements,” Wireless Communica-
tions, IEEE Transactions on , vol.11, no.12, pp.4231-4236, December 2012
The second forms the basis of Chapter 2, and is a conference paper that appears in the
Proceedings of the Progress in Electromagnetics Research Symposium, 2013:
Bhattacharjea, R.; Anderson, C.R.; Durgin, G.D., “A Direct Spectral Domain
Method for Near-ground Microwave Radiation by a Vertical Dipole above
Earth in the Presence of Atmospheric Refractivity,” Proceedings, PIERS , Au-
gust 2013
An accompanying presentation was given to an audience of conference attendees in Stock-
holm, Sweden, in August 2013. It is archived on the web at:
http://www.prism.gatech.edu/˜gtg037s/Bhattacharjea_Presentation_
PIERS2013_Stockholm.pdf
Finally, a third publication is in preparation. The presented validation example that couples
a coordinate transformation with the SDGF/SI method for long range propagation above
the curved earth surface is entirely novel and has applications in the radar community. A
draft expanding on that example was prepared for IEEE RADAR2014, but ultimately was




MAXWELL’S EQUATIONS AND MATHEMATICAL
CONVENTIONS
Maxwell’s equations in an isotropic, linear, nonmagnetic, homogeneous, time-invariant













If all fields have a exp(− jωt) time dependence, then ∂
∂t → − jω. This is the convention for
all time-dependence assumed throughout this work. The time harmonic equations are then
∇×E = jωµ0H, ∇×H = − jωεr`ε0E + J,





where the charge density ρ must be reinterpreted as the magnitude of a time-harmonic
charge density. The time-harmonic expressions used for the magnetic vector potential, A,




∇×A, E = −∇ϕ + jωA, ∇ · A = jωµ0εr`ε0ϕ. (70)
With these definitions of potential functions and gauge choice, Maxwell’s equations be-
come uncoupled scalar Helmholtz equations




The quantityω2µ0εr`ε0 will be the square of the wavenumber of propagating wave solutions
to those equations, and is shortened as k2` throughout this work. The use of the ` subscripts
have been in anticipation of using ` as an index into a list of materials with differing values
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of dielectric constant and refractivity, as in Figure 10. Solving the Helmholtz equation for
the magnetic vector potential in multilayered media is the primary approach of Chapter 2.
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APPENDIX B
FOURIER TRANSFORM OF CYLINDRICALLY SYMMETRIC
FUNCTIONS: HANKEL TRANSFORM
The following Fourier transform integral was presented in Equation 2







kx, ky, z, z′
)
e j(kx x+kyy) dkx dky .
A change of variables in the double integral above can simplify it into a single integral.
First define
kρ = (kx, ky), ||kρ|| =
√
k2x + k2y = kρ,
ρ = (x, y), ||ρ|| =
√
x2 + y2 = ρ.
Then the part of the argument of the exponential in parentheses becomes
kxx + kyy = kρ · ρ = ||kρ|| ||ρ|| cos(θ) = kρρ cos(θ),
where θ is the angle between the vectors kρ and ρ. Under the change of variables (kx, ky)→
(kρ, θ), the differential dkx dky transforms as
dkx dky → kρdθ dkρ,
and the integration interval transforms as
(kx, ky) ∈ R × R → (kρ, θ) ∈ [0,∞) × [0, 2π)
Finally, if Ãz
(
kx, ky, z, z′
)
only depends on kx and ky through the radial wavenumber
kρ =
√
k2x + k2y and the spatial domain field Az(x, y, z, z
′) only depends on x and y through
the range ρ, then the above can all be substituted into the original integral expression,
resulting in








e jkρρ cos(θ) dθ kρdkρ.
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The inner integral over θ is a well known variation of Bessel’s integral and results in a
multiple of the Bessel function of the first kind and order zero,∫ 2π
0
e jkρρ cos(θ) dθ = 2πJ0(kρρ).
Inserting Bessel’s integral identity into the previous integral results in








This final expression is a multiple of a Hankel transform of order zero, and is commonly
known as a Sommerfeld integral in the field of electromagnetics.
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APPENDIX C
ATMOSPHERIC BOUNDARY LAYER DEFINITIONS
This appendix serves to demonstrate the notation for and definitions of quantities in the
atmospheric boundary layer, which may be unfamiliar to the reader. The goal is not to
give a comprehensive treatement of the material, but rather to give an introduction to the
physical quantities considered in atmospheric boundary layer modeling. The developments
mostly follow the textbook of Garratt, which should be considered the definitive reference
for the material [119].
The dynamics of the atmospheric boundary layer (ABL) are governed by a series of
conservation laws for momentum, mass, thermal energy, and water vapor in the atmo-
sphere, along with an equation of state that relates together the temperature, pressure, and
volume of a given mass of air. The unknown quantities in this system of equations are
• (ux, uy, uz) - Wind velocity vector-field. This is a 3D cartesian vector, with (ux, uy)
transverse to the earth surface, and uz measured radially outward from the center of
the earth. The vector-field has units of m/s.
• T - Absolute temperature. This quantity has units of K.
• ρ - Air density. This quantity has units of kg/m3.
• q - Specific humidity. This is a unitless mass-fraction of water vapor in the atmo-
sphere. It is the quotient of the mass of water vapor in some volume and the total
mass of all gases in the same volume.
• P - Air pressure. This is the force per unit area exerted by a mass of air on a surface.
It has units of Pa (or N/m2).








This is the absolute temperature in K that would result from bringing the air adiabatically
to a reference pressure P0. Above, R is the specific gas constant of dry air, and Cp is
the specific heat capacity of air at constant pressure. This allows for temperature/heat
comparisons that are corrected for pressure effects.
Another secondary quantity of interest is the virtual temperature,
Tv = T (1 + 0.61q).
Tv also has units of absolute temperature in K. It derives from treating air that contains
water vapor as as dry air with a higher temperature, only for the purposes of the gas law.







where Rd is the specific gas constant for dry air given previously.
C.1 The Reynolds Decomposition and Expectations
All quantities in the ABL are written in the Reynolds decomposition [120] as
atot = a + a′,
where a represents any of the ABL quantities. Each ABL quantity is a stochastic pro-
cess, and the first term in the decomposition represents the part of the full time and space
dependent quantity that is the expected value with respect to a hypothetical ensemble of
outcomes, i.e.,
E [atot] = a.








Note that the expectation is denoted in this work by the typical usage from statistics, E [a],
as opposed to other notations including overbars (ā) or surrounding angle-brackets (< a >)
that may be seen in other sources.
C.2 Variances and Covariances
The standard definition of variance of a stochastic process is
Var[atot] = E
[
(atot − E [atot])2
]
.

















which gives the interpretation of the term a′ as embodying the variance of the stochastic
process. Combined together, we have that
Var[atot] = Var[a′].
ABL quantities can appear in the dynamical equations as products; for example uztotqtot
has the units of velocity, but can be be rearranged and thought of as a mass flux of water
vapor (kg/s) per unit density along a line (kg/m); in other words it is a normalized mass
flux of water vapor along the z direction of the velocity field. Such a quantity will be
encountered in the dynamical equation that deals with the conservation of water vapor. In
the Reynolds decomposition, one would take the expectation of such an equation to derive



























































Note that the term on the right is also the definition of the covariance between two total
quantities in the ABL:
Cov[uztot, qtot] = E
[








Therefore, the expected dynamical equations will depend on covariances between ABL
terms. Up to second order statistics then, the dynamical equations will depend on expec-
tations of single ABL quantities, variances of single ABL quantities, and on covariances
between ABL quantities.
The covariance quantities that naturally arise in the dynamical equations include the















which have the expected units of pressure (stress), Pa. The wind-wind covariances usually
are taken in a coordinate system so that ux is in the direction of the mean wind vector and







is the square of the “friction velocity”. The quantity u∗ has units of velocity. On the
other hand, u2∗ has units of velocity-squared, or m
2/s2. If multiplied by a mass in kg, this
would have units of energy; another interpretation is then that u2∗ has the units of an energy
density in J/kg, and represents the energy per unit mass that is contained in the velocity
perturbations.
Other covariances that arise in the equations are those between the upward wind veloc-




























C.3 The Obukhov Length and Monin-Obukhov Parameters
With the previous definitions, we can now define the Obukhov length, which appears in the
profiles of temperature and humidity near the surface of the earth. The Obukhov length is






where the zeros now indicate that the relevant quantities are to be calculated at the surface
z = 0.
Finally, a few other dimensionless quantities enter into the Monin-Obukhov theory,
all from physically motivated, but heuristic models, that are fit to empirical observations.
Firstly, the von Karman constant is denoted k, and always taken as k = 0.4. The universal
stability functions measured by Garratt and others depend on two dimensionless constants,
noted as β1 and γ2 in this work. They are taken to be the values given by Garratt, β1 = 5




Following Chapter 2.4 of [133], a mass of air in the troposphere under hydrostatic equilib-
rium obeys the differential equation P′(z)+ gRT (z) P(z) = 0 where P(z) represents the pressure
at height z, g is the gravitational acceleration constant near the Earth surface, R is the spe-
cific gas constant of air (the ratio of the universal gas constant to the average molar mass
of air), and T (z) is the temperature at height z. This expresses that if there are no net forces
acting on the air (the definition of hydrostatic equilibrium), that the downward force of
gravity on the mass of air must be equal to any net upward pressure-differential force on
it. If the temperature in the troposphere linearly decreases in height with lapse rate L, then
































Which is an exponential-like function in height, depending on the parameters. In particular,
it can be seen for a small lapse rate, limL→0 P(z) = P0e−gz/(RT0).
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