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Abstract
We prove some results about existence of NP-complete and NP-hard (for Turing
reductions) sparse sets on dierent settings over the real numbers.
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1 Introduction
In recent years a number of papers were published dealing with extensions of
Mahaney's Theorem to computations over the real numbers.
Mahaney's Theorem [13] states that, unless P = NP, there are no sparse
NP-hard sets. A set S  f0; 1g

is said to be sparse when there is a polynomial
p such that for all n 2 IN the subset S
n
of all elements in S having size n has
cardinality at most p(n). Here f0; 1g

denotes the set of all nite sequences
of elements in f0; 1g.
Mahaney's Theorem answers a question which originated with the Berman-
Hartmanis conjecture [2]. The latter states that all NP-complete sets (over
f0; 1g) are polynomially isomorphic. That is, that for all NP-complete sets
A and B, there exists a bijection ' : f0; 1g

! f0; 1g

such that x 2 A if
and only if '(x) 2 B. In addition both ' and its inverse are computable in
polynomial time. The Berman-Hartmanis conjecture is still unproved. Should
it be proved, we would have as a consequence that no sparse NP-complete set
exists. This is implied by Mahaney's theorem if we assume that P 6= NP.
After 1982, a whole stream of research developed around the issue of re-
ductions to \small" sets (see [1]).
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The extension of Mahaney's Theorem to machines over the real numbers
(as introduced in [4], see also [3]) was rst raised in [7]. A rst question was
how to extend the notion of sparseness to subsets of IR
1
(the disjoint union
of IR
n
for n 2 IN). The notion suggested in [7] is the following. Let S  IR
1
.
We say that S is sparse if, for all n  1, the set
S
n
= fx 2 S j x 2 IR
n
g
has dimension at most log
q
n for some xed q. Here dimension is the dimen-
sion, in the sense of algebraic geometry, of the Zariski closure of S
n
.
Using this notion of sparseness the main result of [7] proves that there
are no sparse NP-hard sets in the context of machines over (IR;+;=), i.e.,
machines which do not perform multiplications or divisions and branch on
equality tests only. Note that this result is not conditioned to the inequality
P 6= NP since this inequality is known to be true in this setting (cf. [14]). Also,
we want to remark that the reducibility notion implicit in the consideration
of NP-hardness in the result above is the so called \many-one."
A natural extension to the result in [7] would consider machines over
(IR;+;). That is, machines which do not perform multiplications or di-
visions but are allowed to branch on inequality tests. While there is no proof
that there are no sparse NP-hard sets (with respect to many-one reductions,
assuming P 6= NP) in this setting, a result of Fournier and Koiran [11] shows
that there exist NP-complete sparse sets with respect to Turing reductions.
This follows from a surprising result (Lemma 3 in [11]) which, roughly speak-
ing, states that any NP-complete set over f0; 1g is NP-complete over (IR;+;)
for Turing reductions. Since the subsets of elements of size n of any such set
S have dimension 0 the sparseness of S is immediate.
A natural question arises. Are there sparse NP-hard sets over (IR;+;=)
with respect to Turing reductions? A partial answer was given by Fournier
in [10] where it is proved that there are no sparse denable NP-hard sets over
(IR;+;=) with respect to Turing reductions. Since any set in NP is denable,
an immediate consequence (curiously not remarked in [10]) is the following.
Proposition 1.1 There are no sparse NP-Turing-complete sets over
(IR;+;=).
The denability condition is important. It is very easy to proof (see Sec-
tion 2 below) the following.
Proposition 1.2 There are sparse NP-Turing-hard sets over (IR;+;=).
A model of real machines, with multiplications and divisions allowed, at-
tempting to get closer to the Turing machine (in the sense that iterated multi-
plication is somehow penalized) was introduced by Koiran in [12]. This model,
which Koiran called weak, takes inputs from IR
1
but no longer measures the
cost of the computation as the number of arithmetic operations performed
by the machine. Instead, the cost of each individual operation x Æ y depends
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on the sequences of operations which lead to the terms x and y from the in-
put data and the machine constants. For this model, it is also known that
P 6= NP [8].
In [6], it was shown that there are no sparse NP
W
-hard sets (with respect
to many-one reductions). Here NP
W
denotes the class NP for the weak model.
The second result in this paper extends Fournier's result to the weak context.
It is actually stronger than Fournier's result in that we don't need to assume
denability; instead, it holds for any family of sets satisfying a number of
conditions.
Denition 1.3 Let F be a family of sets such that every S 2 F is included
in IR
n
for some n  1. We say that F is well-behaved when
(i) F contains the semialgebraic sets.
(ii) F is closed under nite unions, intersections and complements.
(iii) F is closed under interior and closure for the Euclidean topology.
(iv) If U 2 F , U  IR
n
and ' : U ! IR
m
is a rational map then, for all
S 2 F , S  IR
m
, '
 1
(S) 2 F and for all S 2 F , S  U , '(S) 2 F .
(v) The notion of dimension is well-dened and it coincides with the usual
one for semialgebraic sets. In particular, no set in F can contain a set of
dimension greater than its own or be written as a nite union of sets of
smaller dimension.
We say that sets S 2 F or sets S  IR
1
such that S \ IR
n
2 F for all n
are well-behaved.
Well-behaved families of sets do exist. The obvious example is the family of
semialgebraic sets. But the denition above covers much more general families
of sets. A main remark is that o-minimal structures are well-behaved families
(for an overview of o-minimal structures and their geometry see [5] or [15]).
Thus, in particular, the family of globally subanalityic sets [9] or that of sets
dened by means of PfaÆan functions [16] are well-behaved.
Let us denote by NP
W
the class of problems in NP for the weak model.
Proposition 1.4 There are no sparse well-behaved NP
W
-Turing-hard sets.
In particular, there are no sparse NP
W
-Turing-complete sets.
2 Proofs of Propositions 1.2 and 1.4
Let us denote by NP
=
add
and NP
<
add
the classes of problems in NP over (IR;+;=)
and (IR;+;) respectively.
Proof of Proposition 1.2. Let S  f0; 1g

be any (classical) NP-complete
set and consider
S

= f(1; x) j x 2 S g [ f(2; y) j y 2 IR; y  0g:
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Clearly S

is sparse as a subset of IR
1
. We now show that it is NP
=
add
-Turing-
hard. To do so, consider any set A 2 NP
=
add
. Clearly, A 2 NP
<
add
as well. But
then, Fournier and Koiran [11] show that there is an oracle machine M over
(IR;+;) solving A with oracle S in polynomial time.
We modify M as follows. We replace branch nodes testing a value z for
positivity by oracle nodes testing whether (2; z) 2 S

. And we replace oracle
nodes testing whether a vector x 2 S by oracle nodes testing whether (1; x) 2
S

. Clearly, the new machine is an oracle machine over (IR;+;=) which, with
oracle S

, decides A in polynomial time.
We next proceed to the proof of Proposition 1.4.
Let C
n
= fx 2 IR
n
j x
2
n
1
+   + x
2
n
n
= 1g and C  IR
1
be the union of the
sets C
n
. We know that C 2 NP
W
.
Proposition 2.1 Let F be a well-behaved family and S  IR
1
such that
S \ IR
n
2 F for all n. Assume S is a NP
W
-Turing-hard set. Then, for all
n  1, there exist sets E;
 2 F , E  IR
n
and 
  C
n
, a number m 2 IN,
m = n
O(1)
, and a rational map h : IR
n
! IR
m
, well-dened on E and E \ 
,
such that
(i) E \ 
 = ;,
(ii) dim(E \ 
) = n  1,
(iii) the degrees of numerator and denominator of the components of h are
bounded by a polynomial in n, and
(iv) h(E \ 
) \ h(E) = ;.
Proof. Since C 2 NP
W
there is an oracle machine M which, with oracle S,
decides C in weak polynomial time. Let p be a polynomial time bound for M .
Consider n 2 IN. The computation of M over inputs of size n induces a
computation tree of depth at most p(n) whose branching nodes are either a
sign test or an oracle node.
Let  be a branching node in this tree. If  is a sign test, then  tests
whether '

(x)  0 where '

is a rational function and x 2 IR
n
is the input.
In addition, since p is a bound for the weak running time of M , both the
numerator and denominator of a relatively prime representation of '

have
degree bounded by p(n).
If instead  is an oracle node then it tests whether
'

(x) = ('
1
(x); : : : ; '
m
(x)) 2 S
m
where m  p(n) and, for i = 1; : : : ; m, '
i
is a rational function as above. Note
that, since F is closed under complements and inverse images of rational
maps, the sets fx 2 IR
n
j '

(x) 2 S
m
g and fx 2 IR
n
j '

(x) 62 S
m
g are in F .
A similar remark holds if  is a sign test.
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For any leaf  in the tree, we denote by 


the set of points in IR
n
whose
computation ends in . This is a set in F since it is intersection of sets in F .
Now let A be the set of accepting leaves. Then,
C
n
=
[
2A



:
Since dim(C
n
) = n 1 and the union above is a nite union of sets in F there
exists a leaf 
0
2 A such that dim


0
= n   1. So, 


0
is a subset of C
n
, it
belongs to F , and it is of maximal dimension (among the 


for  2 A).
Let  be a branching node in the path leading to 
0
. The domain of  is



= fx 2 IR
n
j x reaches the node g
and its excluded part,
E

= fx 2 


j x deviates at  from the path leading to 
0
g:
If 
1
; : : : ; 
`
are the branching nodes in the path leading to 
0
we then have
the disjoint union
IR
n
  


0
= E

1
[    [ E

`
:
Again, we remark that E

1
; : : : ; E

`
are all sets in F .
We next show that there exists i  ` such that dim(E

i
\ 


0
) = n  1.
This follows from the fact that, since taking closures commutes with nite
unions,
IR
n
= E

1
[    [ E

`
:
Therefore,



0
= (


0
\ E

1
) [    [ (


0
\ E

`
)
and, since dim


0
= n 1 it follows that there exists i  ` such that dim(


0
\
E

i
) = n  1.
Let E = E

i
, 
 = 


0
, and h = '

i
, h : IR
n
! IR
m
i
. We just proved
that dim(
 \ E) = n   1 and thus, (ii) holds. In addition, 


0
 


i
from
which E \ 
 = ; and (i) holds as well. Part (iii) follows, as we already
remarked, from the weakness of M . Finally, for part (iv), consider rst the
case that 
i
is an oracle node. Then for S either S
m
i
or its complement, we
have E

i
= '
 1

i
(S) and 


0
 '
 1

i
(S
c
) where
c
denotes complement, and
therefore h(E \ 
) \ h(E) = ;. A similar reasoning holds if 
i
is a test node
with S now either IR
+
or IR
 
  f0g.
The following result in real algebraic geometry will be used. Its proof can
be found in Chapter 19 of [3].
Proposition 2.2 Let f 2 IR[x
1
; : : : ; x
n
] be an irreducible polynomial such that
the dimension of its zero set Z(f)  IR
n
is n   1. Then, for any polynomial
g 2 IR[x
1
; : : : ; x
n
], g vanishes on Z(f) if and only if g is a multiple of f .
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Proposition 2.3 With the notations of Proposition 2.1, let k 1 = dimh(E\

).
(i) There exist indices i
1
; : : : ; i
k
2 f1; : : : ; mg, a polynomial g 2 IR[y
1
; : : : ; y
k
]
and a rational function q 2 IR(x
1
; : : : ; x
n
) with both numerator and denom-
inator relatively prime with f
n
such that
g(h
i
1
; : : : ; h
i
k
) = f
`
n
q
for some ` > 0.
(ii) For n suÆciently large, k  n.
Proof. Let K = dimh(E). Since dimh(E) = K, there exist i
1
; : : : ; i
K
2
f1; : : : ; mg such that the functions h
i
1
; : : : ; h
i
K
are algebraically independent.
We next want to show that k  K. To do so let X = h(E \ dom(h)); Y =
h(E) and Z = h(E\
). Here dom(h) denotes the set of points in IR
n
where h is
well-dened. We have that all X; Y and Z are sets of F in IR
m
. In addition,
Z is contained in the closure of Y with respect to the Euclidean topology
relative to X since h is continuous and Y \ Z = ; by Proposition 2.1 (iv).
From here it follows that Z is included in the boundary of Y relative to X.
Hence, dimZ < dimY = dimX.
The above shows that dimh(E \ 
) < K, i.e. k  K. Therefore,
there exist a set of k elements in fi
1
; : : : ; i
K
g, which we may assume are
i
1
; : : : ; i
k
, and a polynomial g 2 IR[y
1
; : : : ; y
k
] such that, for all x 2 E \ 
,
g(h
i
1
(x); : : : ; h
i
k
(x)) = 0. Write this as a rational function g(h) = a=b with
a; b 2 IR[x
1
; : : : ; x
n
] relatively prime. Then, since dim(E \ 
) = n   1,
E \ 
  C
n
, C
n
is irreducible and h
i
1
; : : : ; h
i
k
are algebraically independent,
a(C
n
) = 0 and a 6= 0. By Proposition 2.2 this implies that there exists
r 2 IR[x
1
; : : : ; x
n
] such that a = rf
n
. If ` is the largest power of f
n
dividing a
then part (i) follows by taking q =
r
0
b
where r
0
is the quotient of r divided by
f
` 1
n
.
Part (ii) is proved as in Proposition 3.3 of [6].
Proof of Proposition 1.4. Assume the set S in Proposition 2.1 is sparse
and let q be a polynomial such that dim(S
n
)  q(logn). Let n 2 IN, n  3, be
suÆciently large such that q(log p(n)) < n  1 and part (ii) of Proposition 2.3
holds. Recall, p is a polynomial bounding the running time of the reduction
in Proposition 2.1.
Recall from the proof of Proposition 2.1 that h = '

for some branching
node  in the tree associated to M and n. First assume that  is a sign test.
Then since dim(h(
)); dim(h(E))  1 since both sets are included in IR. But
dimh(
)  dimh(E \ 
) = k   1  n  1 > 1
12
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and
dimh(E) = K  k  n > 1:
Therefore,  can not be a sign test and is an oracle node instead. Let m be
such that h : IR
n
! IR
m
. Then m  p(n) and
dimh(
)  dimh(E \ 
) = k   1  n  1 > q(log p(n))  dimS
m
and
dimh(E) = K  k  n > q(log p(n))  dimS
m
:
This is a contradiction since either h(E) or h(
) is included in S
m
.
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