Quantum Generalization of the Horn Conjecture by Belkale, Prakash
ar
X
iv
:m
at
h/
03
03
01
3v
4 
 [m
ath
.A
G]
  2
1 J
ul 
20
05
1
QUANTUM GENERALIZATION OF THE HORN CONJECTURE
PRAKASH BELKALE
1. Introduction
Our aim in this paper is to prove a theorem which implies a multiplicative analogue
of the Horn conjecture (see [F1] for a discussion of the classical case).
To state our theorem we have to first recall the setting of two closely related topics:
quantum cohomology of the Grassmannians Gr(r, n) and the multiplicative eigenvalue
problem for SU(n). In the introduction all schemes are over C.
1.1. Quantum cohomology and eigenvalue problems. Let I be a subset of {1, . . . , n}
of cardinality r. Make the convention that a set I as above is always written in the form
I = {i1 < · · · < ir}. Let
F
•
: {0} = F0 ⊂ F1 ⊂ · · · ⊂ Fn = W
be a complete flag in an n-dimensional vector space W . Define ΩI(F•) ⊆ Gr(r,W ) to be
{V ∈ Gr(r,W ) | rk(V ∩ Fia) ≥ a, 1 ≤ a ≤ r}.
Denote the cohomology class of this subvariety by ωI . The codimension of ΩI(F•) is
codim(ωI) =
∑r
a=1(n− r + a− ia).
Fix a set of points S = {p1, . . . , ps} on P
1. Given subsets I1, . . . , Is of {1, . . . , n}
each of cardinality r, and a nonnegative integer d, define the Gromov-Witten number
〈ωI1, . . . , ωIs〉d to be, for generic flags F
j
•
on Cn for j = 1, . . . , s, the number of maps
f : P1 → Gr(r,W ) of degree d such that for each j = 1, . . . , s, f(pj) ∈ ΩIj (F
j
•
). If there
is an infinite number of such maps, 〈ωI1, . . . , ωIs〉d is defined to be zero.
Conjugacy classes in the special unitary group SU(n) are in one to one correspondence
with sequences of the form (δ1, . . . , δr) satisfying
δ1 ≥ · · · ≥ δn ≥ δ1 − 1,
n∑
b=1
δb = 0,
where, to (δ1, . . . , δr), we associate the conjugacy class of the diagonal matrix with entries
exp(2πiδb) for b = 1, . . . , n.
For a conjugacy class A¯ corresponding to the sequence (δ1, . . . , δr), and a subset I ⊆
{1, . . . , n} of cardinality r, define
λI(A¯) =
∑
i∈I
δi.
1The author was partially supported by NSF grant DMS-0300356.
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The following theorem was proven independently by Agnihotri-Woodward [AW] and the
author [B1]. It says that the multiplicative eigenvalue problem for SU(n) is controlled
by quantum Schubert calculus of the Grassmannians Gr(r, n).
Theorem 1.1. Let A¯(1), . . . , A¯(s) be conjugacy classes in SU(n). Then, there exist
A(1), . . . , A(s) in SU(n) with A(j) in the conjugacy class of A¯(j) for j = 1, . . . , s and
A(1) A(2) · · ·A(s) = I if and only if: For any integers r, d with 0 < r < n, d ≥ 0 and
subsets I1, . . . , Is of {1, . . . , n} each of cardinality r, such that 〈ωI1, . . . , ωIs〉d 6= 0, the
following inequality holds:
(1.1)
s∑
j=1
λIj(A¯
(j)) ≤ d.
1.2. The main results. We would like to understand (inspired by the classical Horn
problem), the condition 〈ωI1, . . . , ωIs〉d 6= 0 from Theorem 1.1 in terms of the multiplica-
tive eigenvalue problem for SU(r). To formulate our result we introduce some notation:
For I = {i1 < · · · < ir} ⊂ {1, . . . , n}, define a conjugacy class β(I) = (β1, . . . , βr) for
SU(r) as follows: First define Λ(I) = (l1, . . . , lr) where la =
n−r+a−ia
n−r
for a = 1, . . . , r.
Let c = 1
r
∑r
a=1 la and finally, let βa = la − c for a = 1, . . . , r.
The center of SU(r) acts on the conjugacy classes of elements in SU(r). To make this
explicit, let ζr = exp(
2πi
r
) ∈ C. To ζr one can associate a generator of the center of
SU(r), namely the diagonal matrix with ζr on the diagonal. Given a conjugacy class ∆
for SU(r) we have a natural conjugacy class ζr∆ for SU(r). Explicitly, if ∆ = (δ1, . . . , δr)
then
ζr∆ = (δ2 +
1
r
, . . . , δr +
1
r
, δ1 +
1
r
− 1).
We now state the main theorem of this paper which relates the nonvanishing of a Gromov-
Witten number to the product of unitary matrices problem (see Corollary 3.3 for a
symmetric form) :
Theorem 1.2. Let I1, . . . , Is be subsets of {1, . . . , n} each of cardinality r and d a
nonnegative integer such that
s∑
j=1
codim(ωIj) = r(n− r) + dn.
The following are equivalent:
(1) 〈ωI1, . . . , ωIs〉d 6= 0.
(2) There exist A(1), . . . , A(s) in SU(r) satisfying
• A(1)A(2) · · ·A(s) = I.
• A(1) is in the conjugacy class corresponding to ζdrβ(I
1) and for j = 2, . . . , s,
A(j) is in the conjugacy class corresponding to β(Ij).
(3) There exists a (special) unitary local system L on P1−S such that the local mon-
odromy of L at p1 is ζ
d
rβ(I
1), and the monodromy at pj for j ≥ 2 is β(I
j).
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The equivalence (2)⇔ (3) follows immediately from the description of the fundamental
group of P1−S.
The implication (1)⇒ (3) is a remarkable way of producing unitary local systems on
P1−S from non-vanishing Gromov-Witten numbers. This can also be obtained from the
work of E. Witten [W] and S. Agnihotri [A] as will be explained in Section 4.
Theorem 1.2 along with Theorem 1.1, can be used to obtain a generalization (not
conjectured before) of A. Horn’s 1962 conjecture [Ho] on the eigenvalues of sums of
Hermitian matrices (see Section 3.2). The multiplicative generalization is concerned
with an inductive characterization of the possible eigenvalues of a product of unitary
matrices. The original 1962 conjecture of Horn was proved by the combined works of A.
Klyachko, A. Knutson and T. Tao [K], [KT] (see [F1] for a history of this problem).
We prove a more general theorem than Theorem 1.2 (see Theorem 2.7) which gives
information (Corollary 3.7, (1)⇔(2)) on the smallest power of q in a quantum product
of Schubert varieties in Grassmannians with an arbitrary number of factors. The case
of two factors for an arbitrary G/P was considered by W. Fulton and C. Woodward
in [FW].
The quantum analogue of the saturation theorem of Knutson and Tao [KT] is stated
in a non geometric form in Section 4.1. The geometric form of this theorem will be given
in [B4].
Our methods give transversality statements in quantum Schubert calculus in any char-
acteristic (see Section 14). The interesting problem of the maximum possible number
of real or p-adic solutions to a “quantum Schubert enumerative problem” remains open
(but see [S3], [V]).
1.3. An overview of the methods. It is standard that one can view 〈ωI1, . . . , ωIs〉d
form Section 1.1 also as the number of subbundles (if finite and zero otherwise) V of
W = On so that for each p ∈ S, Vp ∈ ΩIj (F
j
•
). To get an inductive grip on this situation,
we would like to replace W by V. However V is of degree −d which is not necessarily
0. It can however be shown to be evenly split (see Section 2.1 and Lemma 6.2). This
motivates us to carry out a generalization of Gromov-Witten numbers (Section 2.3).
With this inductive framework in place, the strategy for the proofs is very similar to
those in [B3] (where many of the arguments in this paper appear in a simpler situation):
The tangent space technique is modified so that it applies in the context of space of
maps of P1 to a homogenous space. We use standard properties of Quot schemes to do
the tangent space calculations. We also use the general position techniques from [B3]
(see [B3], Introduction).
There are some additional difficulties in the quantum situation arising from the nature
of maps between vector bundles on P1 (eg. image of a morphism of vector bundles may
not be a subbundle). We also use techniques inspired by the theory of parabolic bundles
to overcome these difficulties.
1.4. Conventions. All schemes in this paper are assumed to be finite type over an
algebraically closed base field κ of arbitrary characteristic.
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(1) Fix a finite collection of points S = {p1, . . . , ps} on P
1.
(2) A vector bundle V on P1× X is said to be a (d, r)-bundle if for each x ∈ X , Vx
is a vector bundle on P1 of degree −d and rank r.
(3) A morphism V → W of locally free sheaves on a scheme X is said to have rank
r if the cokernel is a locally free sheaf of rank rk(W)− r.
(4) If V is a vector bundle on a scheme X , the contravariant functor schemes/X to
(sets) given T  the set of complete filtrations by subbundles F
•
:
0 ( F1 ( F2 ( · · · ( Fr = VT
of VT (VT denotes the pullback of V to T ), is representable by a flag variety Fl(V)
which is smooth over X .
(5) Denote the set {1, . . . , r} by [r].
1.5. Acknowledgements. I thank A. Buch, W. Fulton, F. Sottile, C. Woodward and A.
Yong for useful communication. Woodward pointed out the related work of Witten [W]
and Agnihotri [A] and that it should give a different proof of (1)⇒ (2) in Theorem 1.2
(see Section 4). I thank Xiaowei Wang for giving me a copy of Agnihotri’s 1995 Ph.D
thesis [A].
2. Formulation of the Main result
2.1. Evenly split bundles on P1. A (D, n)-vector bundle (see Conventions 1.4) W on
P1 is said to be evenly split (ES) ifW = ⊕ni=1OP1(ai) with |ai−aj | ≤ 1 for 0 < i < j ≤ n.
It is easy to see that W is ES if and only if H1(P1, End(W)) = 0.
Let D, and n be integers with n > 0. It is easy to show that upto isomorphism, there
is a unique ES -bundle of degree −D and rank n on P1. We denote this bundle by ZD,n.
Let W be a bundle on P1. Define Gr(d, r,W) to be the moduli space of (d, r)-
subbundles of W. This can be obtained as an open subset of the Quot scheme of
quotients ofW of degree d−D and rank n− r. In the notation of [P], Gr(d, r,W) is the
open subset of Hilbn−r,d−D(W) formed by points where the quotient is locally free.
If D, d are integers and 0 ≤ r ≤ n, define Gr(d, r,D, n)= Gr(d, r,ZD,n).
Definition 2.1. For r, m positive integers and d, b ∈ Z define
χ(d, r, b,m) = χ(P1,Hom(Zd,r,Zb,m)) = rm + dm− br.
Proposition 2.2. Gr(d, r,D, n) is smooth and irreducible of dimension χ(d, r,D−d, n−
r). The subset of Gr(d, r,D, n) formed by ES-subbundles V ⊆ ZD,n such that ZD,n/V is
also ES, is open and dense in Gr(d, r,D, n).
The proof of Proposition 2.2 will be given in Section 5.1.
THE QUANTUM HORN PROBLEM 5
2.2. Complete Flags. For a bundle W on P1, define
FlS(W) =
∏
p∈S
Fl(Wp).
If E ∈ FlS(W), we will assume that it is written in the form E =
∏
p∈S E
p
•
. More
generally if X is a scheme and W is a vector bundle on P1× X , let FlS(W) be the
scheme over X , whose fiber over x ∈ X is FlS(Wx) as defined before.
For a bundle W on P1, a subbundle V ⊆ W and a collection of flags E =
∏
pE
p
•
∈
FlS(W) we have associated induced complete flags on V and on Q = W/V at points of
S. We denote these by E(V) =
∏
pE
p
•
(V) ∈ FlS(V) and E(Q) =
∏
pE
p
•
(Q) ∈ FlS(Q).
2.3. Schubert states and Generalized Gromov-Witten numbers. A Schubert
state is a 5-tuple I = (d, r,D, n, I) where d, D, r and n are integers, n ≥ r ≥ 0 and I is
an assignment to each p ∈ S a subset Ip of [n] = {1, . . . , n} of cardinality r. We will use
the notation Ip = {ip1 < · · · < i
p
r} for p ∈ S.
Let W = ZD,n, E ∈ FlS(W) a generic point and I = (d, r,D, n, I) a Schubert state.
For p ∈ S let πp : Gr(d, r,W)→ Gr(r,Wp) be the natural map (the fiber of the subbundle
at p). Define 〈I〉 to be the number of points in the intersection (if finite and 0 otherwise)
(2.1)
⋂
p∈S
π−1p [Ω
o
Ip(E
p
•
)] ⊆ Gr(d, r,W).
For a Schubert state I as above, define
(2.2) dim I = dimGr(d, r,D, n)−
∑
p∈S
codim(ωIp).
Remark 2.3. If D = 0 this corresponds to the usual definition of Gromov-Witten num-
bers. The generalization above makes induction arguments possible (to pass from the
pair (D, n) to the pair (d, r)). On the other hand, these new numbers can be recovered
from the “usual” Gromov-Witten numbers (Corollary 2.6).
For p ∈ S, the group GL(Wp) acts transitively on Gr(r,Wp). Hence by a theorem of
Kleiman (see [IT], §B.9.2), the dimension of Intersection 2.1 is given by dim I (with F
generic).
It is important for us to include study the cases when the Intersection 2.1 is nonempty.
We will say that I is not null if the intersection 2.1 is nonempty (possibly infinite) for
generic E ∈ FlS(W).
If the base field κ is of characteristic 0, it follows from Kleiman’s transversality theorem
that for any Schubert state I = (d, r,D, n, I) such that the expected dimension given by
Equation 2.2 (viz. dim I) is zero and generic E ∈ FlS(W), Intersection 2.1 is a reduced
zero dimensional scheme. In Section 14, we will show that this property holds for any
algebraically closed field.
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2.4. Shift operations. The following two results on shift operations are proved in Sec-
tion 15.
Lemma 2.4. Let I = (d, r,D, n, I) be a Schubert state. Let J = (d + r, r,D + n, n, I).
Then,
(1) The expected dimensions of the intersections corresponding to I and J are the
same. That is, dim I = dimJ .
(2) I is not null ⇔ J is not null.
(3) 〈I〉 = 〈J 〉.
Let I = (d, r,D, n, I) be a Schubert state and p ∈ S. Define a new shifted Schubert
state Sh(p)(I) = (d˜, r, D − 1, n, J) where d˜ and J are given as follows: Jq = Iq if
q ∈ S− {p}, and letting Ip = {i1 < · · · < ir},
(1) If i1 > 1, let J
p = {i1 − 1 < · · · < ir − 1} and d˜ = d.
(2) If i1 = 1, let J
p = {i2 − 1 < · · · < ir − 1 < n} and d˜ = d− 1.
The following proposition is related to the “action” of nth roots of unity on the Quantum
cohomology of the Grassmannian Gr(r, n) [AW]. The geometry of this action of the center
of SL(n) appeared in [B2].
Proposition 2.5. With notation as above,
(1) The expected dimensions of the intersections corresponding to I and J are the
same. That is, dim I = dimJ
(2) I is not null ⇔ Sh(p)I is not null.
(3) 〈I〉 = 〈Sh(p)(I)〉.
The above results have the following useful corollary:
Corollary 2.6. Let I = (d, r,D, n, I) be a Schubert state. Then one can determine a
Schubert state J = (d˜, r, n, 0, J) such that
(1) 〈I〉 = 〈J 〉. The right hand side is an “usual” Gromov-Witten number.
(2) I is not null ⇔ J is not null.
Proof. Using Lemma 2.4, assume 0 ≤ D < n. Now make a D-fold application of the
shift operator Sh(p). 
2.5. Statement of the main result.
Theorem 2.7. Let I = (d, r,D, n, I) be a Schubert state such that
dim I = dimGr(d, r,D, n)−
∑
p∈S
codim(ωIp) ≥ 0
The following are equivalent:
(A) I is not null.
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(B) Given a non null Schubert state of the form K = (d˜, r˜, d, r,K) with 0 < r˜ < r,
the following inequality holds:
(†IK) − χ(d˜, r˜, D − d, n− r) +
∑
p∈S
∑
a∈Kp
(n− r + a− ipa) ≤ 0.
Explicitly, Inequality (†IK) is the following,
−d˜(n− r) + r˜(D − d)− r˜(n− r) +
∑
p
∑
a∈Kp
(n− r + a− ipa) ≤ 0
(C) Given a Schubert state of the form K = (d˜, r˜, d, r,K) with 0 < r˜ < r and 〈K〉 6= 0,
Inequality (†IK) holds.
(D) Given a Schubert state of the form K = (d˜, r˜, d, r,K) with 0 < r˜ < r and 〈K〉 = 1,
Inequality (†IK) holds.
Remark 2.8. The proofs of (A) ⇔ (B) ⇔ (C) are independent of transversality state-
ments (Section 14), and do not invoke the results of Section 15. The transversality result
of Section 14 is deduced from the equivalence of (A), (B) and (C).
The transversality statement in Section 14 is used to show the equivalence of (D) with
the other three conditions.
3. First Applications of Theorem 2.7
3.1. Proof of Theorem 1.2. Let κ = C. We introduce some notation for this section:
Conjugacy classes in SU(n) are parameterized by points in the n−1 dimensional simplex:
∆(n) = {(δ1, . . . , δn) ∈ R
n | δ1 ≥ · · · ≥ δn ≥ δ1 − 1 ,
n∑
b=1
δb = 0}.
To an element (δ1, . . . , δn) ∈ ∆(n), we associate the conjugacy class of the diagonal
matrix with entries exp(2πiδb), b = 1, . . . , n on the diagonal.
Now define Γ(n, s) ⊆ ∆(n)s be the set of (∆1, . . . ,∆s) ∈ ∆(n)s such that there ex-
ist A(j) ∈ SU(n) in the conjugacy class ∆j for j = 1, . . . , s satisfying the equality
A(1)A(2) . . . A(s) = I. Theorem 1.1 gives a description of Γ(n, s) in terms of inequalities.
We note the following corollaries of Theorem 2.7.
Corollary 3.1. Let I = (d, r,D, n, I) be a Schubert state such that d = 0, and dim I = 0.
Then the following are equivalent
(1) 〈I〉 6= 0.
(2) (β(Ip1), β(Ip2), . . . , β(Ips)) ∈ Γ(r, s).
Proof. Let β(Ipj) = (δj1, . . . , δ
j
r) for j = 1, . . . , s. Let b
j
a =
n−r+a−ija
n−r
, a = 1, . . . , r. From
the definitions, we have δja = b
j
a − cj where rcj =
∑r
a=1 b
j
a.
From Theorem 2.7 (A)⇔ (C), the non nullness of I is equivalent to a set of inequalities
indexed by Schubert states of the form K = (d˜, r˜, 0, r,K) satisfying 〈K〉 6= 0. Similarly,
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according to Theorem 1.1, (2) holds iff a system of inequalities indexed by the same
set of K holds. We just have to check the inequalities are the same. The inequality
corresponding to Theorem 2.7, (†IK) is:
1
r˜
(−d˜+
s∑
j=1
∑
a∈K
pj
bja) +
D
n− r
− 1 ≤ 0
which is the same as
(3.1)
1
r˜
(−d˜+
s∑
j=1
∑
a∈K
pj
δja) +
∑
j
cj +
D
n− r
− 1 ≤ 0.
Using the hypothesis dim I = 0, we have
r(n− r)[
∑
j
cj +
D
n− r
− 1] =
∑
p∈S
codim(ωIp) + Dr − r(n− r) = 0.
Therefore Inequality 3.1 is
1
r˜
(−d˜ +
s∑
j=1
∑
a∈K
pj
δja) ≤ 0.
The above inequality is the same as the one corresponding to Theorem 1.1 for K and
the corollary is proved. 
Consider the operator T (r, n) acting on subsets I = {i1 < · · · < ir} of [n] which takes
I to
(1) {i1 − 1 < i2 − 1 < · · · < ir − 1} if i1 > 1.
(2) {i2 − 1 < · · · < ir − 1 < n} if i1 = 1.
Informally, T (r, n)I = I − 1 with 0’s replaced by n. It is immediate that β(T (r, n)I) =
β(I) if i1 6= 1 and ζrβ(I) if i1 = 1. The following includes Theorem 1.2 as a special
case:
Corollary 3.2. Let I = (d, r,D, n, I) be a Schubert state such that dim I = 0. Then,
〈I〉 6= 0 if and only if ⇔ (ζdrβ(I
p1), β(Ip2), . . . , β(Ips)) ∈ Γ(r, s).
Proof. We have the following two equivalences: 〈I〉 6= 0 iff 〈(d+ r, r,D + n, I)〉 6= 0 and
(ζdrβ(I
p1), β(Ip2), . . . , β(Ips)) ∈ Γ(r, s) iff (ζd+rr β(I
p1), β(Ip2), . . . , β(Ips)) ∈ Γ(r, s). The
second equivalence is obvious and the first one is from Lemma 2.4. We can therefore
assume that 0 ≤ d < r without loss of generality.
Let Ip1 = {i1 < · · · < ir}, we consider J = Sh(p1)
idI = (0, r, D − id, n, J) (see
Section 2.4 for definition of Sh(p) for p ∈ S). Clearly Jp1 = T (r, n)idIp1 and Jq = Iq for
q 6= p, q ∈ S.
From Proposition 2.5, we have 〈I〉 6= 0 if and only if 〈J 〉 6= 0. Also, β(Jp1) = ζdβ(Ip1)
and β(Jpj) = β(Ipj) for j = 2, . . . , s. We can therefore appeal to Corollary 3.1 (for the
Schubert state J ) and the Corollary is proved. 
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For any integers (a1, . . . , as) such that
∑s
j=1 aj is divisible by r, the map ∆(r)
s → ∆(r)s
which takes (∆1, . . . ,∆s) to (ζa1r ∆
1, . . . , ζasr ∆
s) clearly preserves the set Γ(r, s). We
therefore have the following symmetric form of Theorem 1.2:
Corollary 3.3. Let I1, . . . , Is be subsets of [n] of cardinality r each and d ≥ 0 a positive
integer such that
∑s
j=1 codim(ωIj) = r(n − r) + dn. Also assume that we are given
(a1, . . . , as) ∈ Z
s such that
∑s
j=1 aj −d is divisible by r. Then, 〈ωI1, . . . , ωIs〉d 6= 0 if and
only if (ζa1r β(I
1), ζa2r β(I
2), . . . , ζasr β(I
s)) ∈ Γ(r, s).
3.2. Consequences for eigenvalue problems. Theorem 1.1 together with Theorem 1.2
(Corollary 3.2) implies an inductive characterization of the list of inequalities for the mul-
tiplicative eigenvalue problem. This characterization does not involve quantum cohomol-
ogy, and can be considered to the multiplicative analogue of Horn’s original conjecture.
For integers 0 < r < n, define A(r, n, s) to be the set of tuples (d, r, n, I1, . . . , Is) where
d is a nonnegative integer, Ij ⊆ [n] for j = 1, . . . , n are subsets of cardinality r each
satisfying the condition
s∑
j=1
r∑
a=1
(n− r + a− ija) = r(n− r) + dn.
We inductively define subsets Γ˜(n, s) ⊆ ∆(n)s and B(r, n, s) ⊆ A(r, n, s) where r, n
are integers such that 0 < r < n as follows
• Γ˜(1, s) = ∆(1)s and B(1, n, s) = A(1, n, s) for all positive integers n.
• Let n be a positive integer. Assume B(r, k, s) has been defined whenever r < n
and Γ˜(k, s) has been defined whenever k < n. Define Γ˜(n, s) and for m > n, the
set B(n,m, s) successively as follows:
(1) (∆1, . . . ,∆s) ∈ Γ˜(n, s) where ∆j = (δj1, . . . , δ
j
n) for j = 1, . . . , s if and only if:
For any integers r˜, d with n > r˜ > 0 and subsets I1, . . . , Is of [n] each of car-
dinality r˜, such that (d, r˜, n, I1, . . . , Is) ∈ B(r˜, n, s), the following inequality
holds:
s∑
j=1
∑
b∈Ij
δjb ≤ d.
(2) (d, n,m, I1, . . . , Is) ∈ A(n,m, s) is an element of B(n,m, s) if and only if
(ζdnβ(I
1), β(I2), . . . , β(Is)) ∈ Γ˜(n, s).
The following corollary is immediate from Corollary 3.2 and Theorem 1.1.
Corollary 3.4. (1) For any positive integer n, Γ(n, s) = Γ˜(n, s).
(2) Suppose we are given 0 < r < n a positive integer, an integer d ≥ 0 and
subsets I1, . . . , Is of [n] of cardinality r each. Then, 〈ωI1, . . . , ωIs〉d 6= 0 iff
(d, r, n, I1, . . . , Is) ∈ B(r, n, s).
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3.3. Lowest powers of q. We want to give a criterion, expressed in terms of small
quantum cohomology, for a Schubert state of the form I = (d, r, n, 0, I) to be non null.
Lemma 3.5. Given ωJ , the cohomology class of a Schubert variety in Gr(r, n) and an
integer d > 0, there exist K1, . . . , Kℓ subsets of [n] each of cardinality r such that in the
(small quantum) product
ωJ ⋆ ωK1 ⋆ · · · ⋆ ωKℓ,
the coefficient of qdωL is nonzero for some L.
Proof. We easily see that we need to take care of only the case d = 1. Multiply by the
Poincare dual of ωJ to reduce to the case of ωJ = class of a point. So we need to exhibit
a K so that ωK ⋆ [pt] has a term in which q appears to the degree 1. It is easy to see that
the codimension 1 Schubert variety does this job (use Bertram’s Pieri formula [Ber]). 
Proposition 3.6. If I = (d, r,D, n, I) and D = 0, then I is not null if and only if in
the (small) quantum product
ωIp1 ⋆ ωIp2 ⋆ · · · ⋆ ωIps ,
the coefficient of qcωJ is nonzero for some c satisfying 0 ≤ c ≤ d, and J a subset of [n]
of cardinality r.
Proof. Assume that the quantum star product has a term qcωJ with c ≤ d. According
to Lemma 3.5 we can find K1, . . . , Km subsets of [n] each of cardinality r such that
〈ωIp1 , . . . , ωIps , ωK1, . . . , ωKm〉d 6= 0.
It is now immediate that I is not null.
To go the other way, we let W be an ES (D, n)-bundle on P1, F ∈ FlS(W) such that
Ωo(I,W,F) is of the expected dimension. Let m = dim I. Pick a large collection of
points Q = {q1, . . . , qℓ} such that
Γ : Gr(d, r,W)→
∏
q∈Q
Gr(r,Wq)
is an embedding (finite will do). By intersecting the image of Γ with (
∑ℓ
a=1Da)
m where
Da is the codimension 1 Schubert variety on Gr(r,Wqa) we find that
〈ωIp1 , . . . , ωIps , ωK1, . . . , ωKℓ〉d 6= 0
for some choice of ωKi for i = 1, . . . , ℓ.
Using the associativity of the quantum product, one finds that in
ωIp1 ⋆ ωIp2 ⋆ · · · ⋆ ωIps ,
the coefficient of qcωJ is nonzero for a 0 ≤ c ≤ d and J a subset of [n] of cardinality
r. 
Recall the operators T (r, n) and Sh(p) for p ∈ S defined in Section 3.1 and Section 2.4
respectively. We then have the following:
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Corollary 3.7. Let I1, . . . Is be subsets of [n], each of cardinality r. Let d ≥ 0 be an
integer. Write d = qr + b with 0 ≤ b < r and (q, b) ∈ Z2. let I˜1 = T (r, n)i
1
bI1 = I1 − i1b
(with 0’s replaced by n’s and i10 defined to be 0). The following are equivalent
(1) In ωI1 ⋆ · · ·⋆ωIs, a term of the form q
cωJ with 0 ≤ c ≤ d appears with a non-zero
coefficient.
(2)
∑s
j=1 codim(ωIj) ≤ dn + r(n−r) and for every choice of (d˜, r˜, K
1, . . . , Ks) where
d˜ ≥ 0 and r > r˜ > 0 are integers and K1, . . . , Ks are subsets of [r] = {1, . . . , r}
each of cardinality r˜ such that 〈ωK1, . . . , ωKs〉d˜ = 1, the inequality
∑
a∈K1
(n− r + a− i˜1a) +
s∑
j=2
∑
a∈Kj
(n− r + a− ija) ≤ χ(d˜, r˜,−(qn + i
1
b), n− r)
is valid where χ(d˜, r˜,−(qn+ i1b), n− r) = d˜(n− r) + r˜(qn + i
1
b) + r˜(n− r).
Proof. Let I(pj) = I
j and I = (d, r, 0, n, I). By Proposition 3.6, the condition in (1)
is that I is non null. Let J = Sh(p1)
qn+ibI = (0, r,−(qn + ib), n, J) for some J . By
Lemma 2.4 and Proposition 2.5, dim I = dimJ and I is non null if and only if J is non
null. By Theorem 2.7, J is non null if and only if the conditions in (2) hold (note that
J(p1) = I˜
1 and J(pj) = I
j for j = 2, . . . , s). 
4. Relation to work of Witten and Agnihotri
It should be pointed out that the statement of (1) ⇒ (2) in Theorem 1.2 has not
appeared before. Computations to guess the form of these conditions were made by
Buch and Fulton (unpublished). As pointed out to us by Woodward, one may also obtain
this implication from the results of Witten [W], which were proven mathematically by
Agnihotri in his thesis [A]. We explain this in this section.
Let b ∈ P1− S. Represent π1(P
1− S, b) in the standard manner: Let γj be the
loop based at b that loops around pj for j = 1, . . . , s. Then, the fundamental group
π1(P
1− S, b) is the free group on γ1, γ2, . . . , γs modulo the smallest normal subgroup
generated by the word γ1 · γ2 · · · · · γs.
Let G be a group. A representation ρ : π1(P
1− S, b) → G is the same as choice of
elements Aj ∈ G for j = 1, . . . , s with A1A2 . . . As = I (by the association Aj  ρ(γj)).
Use notation from Theorem 1.2 and assume that
∑s
j=1 codim(ωIj ) = r(n− r) + dn.
The theorem of Witten (as in Agnihotri’s thesis) gives an expression
〈ωI1 , . . . , ωIs〉d = h
0(M(I1, . . . , Is, d),Θ)
where M =M(I1, . . . , Is, d) is the moduli space of semistable parabolic bundles on P1
whose underlying bundle has degree −d, rank r and parabolic structure at p1, . . . , ps (in
the notation of Mehta and Seshadri’s paper [MS]). The parabolic weight at pj given by
Λ(Ij) (defined in Section 1.2), and Θ is an ample line bundle on M.
One therefore deduces that if 〈ωI1, . . . , ωIs〉d 6= 0, then M 6= ∅. However if V ∈ M,
the parabolic slope of V is 1 + d
n−r
which is not zero, so the theorem of Mehta-Seshadri
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cannot be immediately applied to get a unitary representation (with local monodromies
given by the parabolic weights Λ(Ij)) of π1(P
1− S, b) → U(r). We will deal with this
difficulty in an ad hoc manner here.
The addition of a parabolic point q ∈ P1− S with central weight c ∈ [0, 1) (that is,
the sequence of weights at q is (c, c, . . . , c) ∈ Rr) increases the parabolic slope of V by c.
Twisting V by O(1) increases the parabolic weight by 1. Therefore write an equation
c+ a + 1 +
d
n− r
= 0
where a ∈ Z, c ∈ [0, 1). Consider a new parabolic bundle where we have added a new
parabolic point q with central weight c and twisted V by O(a). These operations do not
change semistability. The parabolic slope has now become 0.
Recall the notation from Section 1.2. Let β(Ij) = (βj1, . . . , β
j
r), Λ(I
j) = (lj1, . . . , l
j
r)
and cj =
∑r
a=1 l
j
a
r
. From the above reasoning we get matrices A(j) ∈ U(r) for j = 1, . . . , s
and a scalar matrix B such that:
(1) For j = 1, . . . , s, A(j) is conjugate to the diagonal matrix with entries exp(2πilja)
along the main diagonal.
(2) B is the central diagonal matrix with entries exp(2πic).
(3) A(1) ·A(2) · · · · · A(s) · B = I.
We calculate
(n− r)r
s∑
j=1
cj =
s∑
j=1
r∑
a=1
lja =
s∑
j=1
codim(ωI(pj)) = dn+ r(n− r).
Therefore,
s∑
j=1
cj =
d(n− r) + dr + r(n− r)
r(n− r)
=
d
r
+
d
n− r
+ 1 = −(c + a) +
d
r
.
Therefore multiplying matrices A(j) by exp(−2πicj) we obtain a relation
A˜(1) · A˜(2) · · · · · A˜(s) · B˜ = I
where A˜(j) are in SU(r) and in the conjugacy class of β(Ij) for j = 1, . . . , s and B is a
diagonal matrix which corresponds to multiplication by exp(2πic˜) where
c˜ = c+ (−(c+ a) +
d
r
) = −a +
d
r
.
Hence B = ζdr and we are done because we can multiply A˜
(1) by B and write an equation
A˜(1) . . . A˜(s) = I where
(1) For j = 2, . . . , s, A˜(j) is in the conjugacy class of β(Ij).
(2) A˜(1) is in the conjugacy class of ζdrβ(I
1).
(3) A˜(1) · A˜(2) · · · · · A˜(s) = I.
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4.1. Quantum saturation. The classical part of the story had one other aspect - the
saturation theorem. We now state the quantum generalization of this result. We saw
above that in the case
∑s
j=1 codim(ωIj ) = r(n− r) + dn,
〈ωI1, . . . , ωIs〉d = h
0(M(I1, . . . , Is, d),Θ)
whereM =M(I1, . . . , Is, d) is a moduli space of parabolic bundles and Θ an ample line
bundle on it. One way to interpret our results is to say that
M 6= ∅ ⇔ 〈ωI1, . . . , ωIs〉d = h
0(M,Θ) 6= 0.
But Θ is ample so M 6= ∅ is equivalent to the assertion h0(M,ΘN) 6= 0 for large
enough N . Hence we obtain the following generalization of the saturation theorem: For
any positive integer N ,
(4.1) h0(M,Θ) 6= 0 ⇔ h0(M,ΘN) 6= 0.
In [B4], we show that each h0(M,ΘN) is a Gromov-Witten number in a natural way,
thereby putting the equivalence 4.1 in a geometric framework.
5. Properties of ES-bundles
Lemma 5.1. Let T be a scheme and W a (D, n)-vector bundle on P1× T . Suppose we
are given a point t0 ∈ T such that the vector bundle Wt0 on P
1 is ES. Then, there exists
an open subset U ⊆ T containing t0 and an isomorphism φ :W → p
∗
P1
ZD,n over U .
Proof. From the hypothesis, there is an isomorphism s0 : Wt0
∼
→ ZD,n. Now consider
T = Hom(W, p∗
P1
(ZD,n)). Clearly H
1(P1, Tt0) = 0 and therefore (using [H], Theorem
12.11) s0 ∈ H
0(P1, T ′t0) extends to a neighborhood U of t0: a map φ : W → p
∗
P1
ZD,n
over U which restricts to the isomorphism s0 on the fiber over t0. We just need to shrink
U further to make φ into an isomorphism. 
See [P], Lemma 8.5.3 for the proof of the following lemma:
Lemma 5.2. (Serre) Let W be a rank n vector bundle on a smooth projective curve C.
Assume that W is generated by global sections. Then, there exists an exact sequence of
the form
0 → On−1 → W → det(W) → 0.
Lemma 5.3. Let λ, D and n be integers. There exists an irreducible smooth variety T ,
a vector bundle T on P1× T , such that
(1) If W is a (D, n)-vector bundle on P1 and W =
∑n
i=1O(ai) with ai ≥ λ for
i = 1, . . . , n, then there is a point t ∈ T and an isomorphism Tt
∼
→W.
(2) There is a Zariski dense open subset UES ⊆ T formed by points t for which Tt is
isomorphic to ZD,n.
Proof. Without loss of generality assume (by twisting by an appropriateO(a)) that λ = 0
and hence D ≤ 0. Let T = Ext1(O(−D),⊕ni=1O) and T the universal extension. The
properties hold because of Lemma 5.2. 
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Lemma 5.4. Let V ⊆ ZD,n be a coherent subsheaf. The following vanishings hold
(1) Ext1(V,ZD,n) = H
1(P1,Hom(V,ZD,n)) = 0.
(2) Ext1(V,ZD,n/V) = H
1(P1,Hom(V,ZD,n/V)) = 0.
Proof. Note the general fact that Ext1(F ,G) = H1(P1,Hom(F ,G)) if F is a locally free
coherent sheaf on P1 and G any coherent sheaf on P1(see [H], III, Propositions 6.3 and
6.7).
Note that V is locally free. Let H = ZD,n. By tensoring with a suitable O(a) we can
assume H = Ok
P1
⊕OP1(−1)
n−k for some k > 0. Let V = ⊕ri=1 OP1(ai). It is easy to see
that for i = 1, . . . , r, ai ≤ 0. Hence Hom(V,H) has a decomposition ⊕
rn
u=1 O(bu) with
each bu ≥ −1. But H
1(P1,O(b)) = 0 for b ≥ −1. This proves (1). Consider the exact
sequence of sheaves:
0 → V → H → H/V → 0
which gives an exact sequence
0 → Hom(V,V) → Hom(V,H) → Hom(V,H/V) → 0
H1(P1,Hom(V,H/V)) is therefore surjected on by H1(P1,Hom(V,H)) (there are no H2’s
on a curve!). This proves (2). 
5.1. Proof of Proposition 2.2. Consider a point V ⊆ H = ZD,n of the moduli space
Gr(d, r,D, n). From Lemma 5.4, Ext1(V,H/V) = 0. Therefore (see [P], Theorem 8.2.1),
Gr(d, r,D, n) is smooth at V and the irreducible component of Gr(d, r,D, n) passing
through V is of dimension χ(Hom(V,H/V)) which equals χ(d, r,D − d, n− r).
Consider the subset UG of Gr(d, r,D, n) formed by V ⊆ H such that the bundle V is
ES. We are going to show that UG is open, irreducible and Zariski dense in Gr(d, r,D, n).
This will prove the irreducibility of Gr(d, r,D, n).
The openness of UG follows from Lemma 5.1. For the irreducibility of UG we argue as
follows: Let Z = Hom(Zd,r,ZD,n). On P
1× Z, we have a universal morphism
φ : (Zd,r)Z → (ZD,n)Z .
Let U be the largest open subset of P1× Z such that cokernel of φ is locally free of rank
n− r over U . Let UZ = Z − pZ((P
1× Z)− U) which is an open set. If a point z ∈ Z is
in UZ , then φz is an injective map of sheaves on P
1 with a locally free cokernel of rank
n− r. It is easy to see that there is a natural morphism UZ → Gr(d, r,D, n) and that
UG is the image of this map. Therefore UG is irreducible.
We now show the Zariski density of UG. Let V ⊆ ZD,n with V = ⊕
r
l=1O(al) and let
λ = inf l al − 1. We appeal to Lemma 5.3 for this data and obtain a variety T and a
vector bundle T on P1× T , and a subset UES ⊂ T .
Consider the vector bundle A = Hom(T , p∗
P1
(ZD,n)) on P
1× T . Find a t ∈ T such that
Tt is isomorphic to V and find a section s0 of H
0(P1,At) corresponding to the inclusion
V ⊆ ZD,n. According to Lemma 5.4, H
1(P1,At) = 0. By Grauert’s theorem (see [H],
Corollary 12.9) there is an open neighborhood U of t and a section s of A on p∗T (U)
which restricts to s0 at t0. Said in a different way, we find a map f : T → p
∗
P1
(ZD,n)
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on P1× U which restricts to the given embedding V ⊆ ZD,n on P
1× t. It follows that
we can shrink U and assume that f is injective with locally free cokernel. We therefore
have a morphism Θ : U → Gr(d, r,D, n) by the universal property of Quot schemes.
Now pick a t′ ∈ U ∩UES and restrict f to P
1× t′. This gives an embedding Zd,r ⊆ ZD,n.
Θ(U) therefore meets UG and contains V ⊆ ZD,n. Since U is irreducible we have shown
the density of UG in Gr(d, r,D, n).
By duality, and irreducibility of Gr(d, r,D, n), the subset of Gr(d, r,D, n) formed by
V ⊆ ZD,n such that both V and ZD,n/V are ES, is open and dense. The proof is therefore
complete.
Corollary 5.5. The following are equivalent
(1) Gr(d, r,D, n) is nonempty.
(2) H1(P1,Hom(Zd,r,ZD−d,n−r)) = 0.
Proof. If Gr(d, r,D, n) is nonempty, pick V ∈ Gr(d, r,ZD,n) such that both V and ZD,n/V
are ES. We can now apply Lemma 5.4 and deduce (1)⇒ (2).
For (2)⇒ (1), let V = Zd,r and Q = ZD−d,n−r. Let λ be such that (V ⊕ Q)⊗O(−λ)
is globally generated. Apply Lemma 5.3 to λ,D and n and obtain a variety T and
a vector bundle T on P1× T . By construction, there is a point tsp on T such that
V ⊕ Q = Ttsp . We form the relative Quot scheme q : Quot(T /T ) → T of quotients
of degree −(D − d) and rank n − r of T . The point V ⊆ V ⊕ Q defines a point of
Quot(V ⊕Q) = Quot(T /T )tsp . By assumption, H
1(P1,Hom(V,Q)) = 0, hence the Quot
scheme Quot(V ⊕ Q) is smooth at V of dimension χ(P1,Hom(Zd,r,ZD−d,n−r)). Hence
we can apply [K], Theorem 5.17 to show that q is flat at V and hence dominant. We can
now conclude the proof because T has a nonempty open subset of points t so that the
bundle Tt on! P
1 parameterized by t is ES. 
6. Proof of (A)⇒ (B) in Theorem 2.7
Definition 6.1. Let W be a (D, n)-bundle on P1, E ∈ FlS(W) and I = (d, r,D, n, I) a
Schubert state. For p ∈ S let πp : Gr(d, r,W)→ Gr(d,Wp) be the natural map. Define
the scheme theoretic intersection
Ωo(I,W,F) =
⋂
p∈S
π−1p [Ω
o
Ip(F
p
•
)] ⊆ Gr(d, r,W)
It is clear that if W is ES and F generic, then by Kleiman’s theorem, the dimension
of each irreducible component of Ωo(I,W,F) is dim I.
Let V = Zd,r be an ES-bundle and K = (d˜, r˜, d, r,K) a Schubert state. An element
F ∈ FlS(V) is said to be generic for purposes for intersection theory of (V,K) if
the intersection Ωo(K,V,F) is proper, and nonempty if and only if K is not null. The
following Lemma will be proved in Section 7.2.
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Lemma 6.2. Let W = GD,n, I = (d, r,D, n, I) a non null Schubert state, and K =
(d˜, r˜, d, r,K) a non null Schubert state. For E a generic element of FlS(W), there is an
open dense subset of Ωo(I,W, E) such that for V in this open dense subset,
(i) V and W/V are ES-bundles.
(ii) The induced E(V) ∈ FlS(V) is generic for the purposes of intersection theory of
(V,K).
Suppose I = (d, r,D, n, I) is a non null Schubert state with 0 < r < n, and K a non
null Schubert state of the form (d˜, r˜, d, r,K) with 0 < r˜ < r. We show that Inequality
(†IK) from Theorem 2.7 holds:
Let E ∈ FlS(W) be a generic point. Using Lemma 6.2, we find a point in the intersec-
tion Ωo(I,W, E) which satisfies conditions (i) and (ii) of Lemma 6.2.
For p ∈ S define Lp = {ipa | a ∈ K
p} and consider the Schubert state L = (d˜, r˜, D, n, L).
By an easy computation (see [F2], Lemma 2 (i)),
(6.1) Ωo(K,V, E(V)) ⊆ Ωo(L,W, E)
under the inclusion Gr(d˜, r˜,V) ⊆ Gr(d˜, r˜,W).
Since K is non null (and Lemma 6.2), the intersection Ωo(K,V, E(V)) is non empty
and each irreducible component is of dimension
dimK = dimGr(d˜, r˜, d, r)−
∑
p∈S
codim(ωKp).
Since F is generic, each irreducible component of Ωo(L,W, E) is of dimension
dimL = dimGr(d˜, r˜, D, n)−
∑
p∈S
codim(ωLp).
Therefore inclusion 6.1 gives an inequality
dimGr(d˜, r˜, d, r)−
∑
p∈S
codim(ωKp) ≤ dimGr(d˜, r˜, D, n)−
∑
p∈S
codim(ωLp).
This gives
(6.2)
[dimGr(d˜, r˜, d, r)− dimGr(d˜, r˜, D, n)] + {
∑
p∈S
r˜∑
b=1
(n− r˜+ b− ip
k
p
b
− (r− r˜+ b− kpb ))} ≤ 0.
The term in the square brackets is −χ(d˜, r˜, D−d, n−r) and the term in the curly brackets
is
∑
p∈S
∑
a∈Kp(n− r + a− i
p
a). Therefore Inequality 6.2 rearranges to Inequality (†
I
K).
7. Intersection theory and Universal families
7.1. Universal families. Let I = (d, r,D, n, I) be a Schubert state and W a (D, n)-
vector bundle on P1. For T a scheme over κ, let F (I,W)[T ] consist of the set of following
data:
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(1) A (d, r)-subbundle V ⊆ WT on P
1× T .
(2) For each p ∈ S a complete filtration Ep
•
of the bundle (WT )p by subbundles
(equivalently an element E ∈ FlS(WT )).
Subject to the following condition: For each p ∈ S, the rank of Vp → (WT )p/F
p
ℓ is r− a
for ipa ≤ ℓ < i
p
a+1, a = 0, . . . , r (i
p
0 = 0 and i
p
r+1 = n). It is easy to see that F (I,W) is a
contravariant functor: schemes/κ to (sets).
Proposition 7.1. The functor F (I,W) is representable by a scheme U(I,W) which is
smooth over Gr(d, r,W) of fiber dimension
∑
p∈S
[n(n− 2)/2− codim(ωIp)].
Note that the dimension of the space of complete flags on a vector space of dimension
n is n(n− 1)/2.
Proof. Consider an element of F [T ] = F (I,W)[T ] as above. For p ∈ S, the bundle
Vp on T gets a complete induced filtration (by subbundles). The idea is to rewrite the
definition of F by including this data: F [T ] is the set of data consisting of
(1) A subbundle V ofWT on P
1× T of rank r and degree −d when restricted to any
fiber P1× t.
(2) For each p ∈ S a complete filtration Ep
•
of the bundle (WT )p by subbundles.
(3) For each p ∈ S a complete filtration F p
•
of the bundle Vp by subbundles.
Subject to the conditions:
(a) For p ∈ S, F pa ⊆ E
p
i
p
a
for a = 1, . . . , r
(b) Vp/F
p
a → (WT )p/E
p
ℓ is injective with locally free cokernel for i
p
a ≤ ℓ < i
p
a+1 for
a = 1, . . . , r.
If we ignore the very last condition (b), the desired scheme is the topmost element A in
a tower of Grassmann bundles (see Lemma A.8) over F lS(V˜) where V˜ is the universal
subbundle on Gr(d, r,W). The idea is “choose the flags on W after you have decided
what the induced ones on V should be”. The condition (b) makes the representing scheme
an open subscheme of A. To calculate the fiber dimension over M(d, r,W), it is (using
Lemma A.8)
{
∑
p∈S
r(r − 1)/2}+
∑
p∈S
[n(n− 1)/2−
r∑
a=1
(ipa+1 − i
p
a)a]
(the term in the first curly brackets is the fiber dimension of FlS(V) over M(d, r,W))
=
∑
p∈S
n(n− 1)/2 + {
∑
p∈S
[1 + 2 + · · ·+ r − 1−
r∑
a=1
(ipa+1 − i
p
a)a]}
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The term in the second curly bracket is (ipr+1 = n)
−
∑
p∈S
[nr − ipr − i
p
r−1 − · · · − i
p
1 − 0− 1− 2− · · · − (r − 1)]
−
∑
p∈S
[n− r + r − ipr + n− r + (r − 1)− i
p
r−1 + . . . n− r + 1− i
p
1] = −
∑
p∈S
codim(ωIp)

For E ∈ FlS(W), it is easy to see that Ω
o(I,W, E) is the fiber over E of the morphism
U(I,W)→ FlS(W).
Corollary 7.2. Each irreducible component of Ωo(I,W, E) is of dimension at least
dim I.
Proof. Each irreducible component of Gr(d, r,W) passing through a point V is of dimen-
sion at least χ(Hom(V,W/V)) (see [K], Theorem I.5.17). Each irreducible component
of U(I,W) passing through V is consequently of dimension at least
χ(Hom(V,W/V)) +
∑
p∈S
[n(n− 1)/2− codim(ωIp)].
The dimension of FlS(W) is
∑
p∈S n(n− 1)/2, and
χ(Hom(V,W/V)) = χ(d, r,D, n).
Therefore the fiber Ωo(I,W, E) of the morphism U(I,W)→ FlS(W) over E is of dimen-
sion atleast
χ(Hom(V,W/V)) +
∑
p∈S
[n(n− 1)/2− codim(ωIp)]− dim(FlS(W))
= χ(Hom(V,W/V))−
∑
p∈S
codim(ωIp) = dim I.

Corollary 7.3. Suppose W is ES, E ∈ FlS(W) and V ∈ Ω
o(I,W, E) be such that
each irreducible component of Ωo(I,W, E) which contains V is of the expected dimension
(= dim I). Then I is not null.
Proof. From the smoothness of the schemes FlS(W) and U(I,W), the hypothesis and
general statements about flatness (see for example [M], Theorem 23.1), one concludes
that U(I,W)→ FlS(W) is flat at (V, E) and hence dominant. Therefore I is not null. 
Corollary 7.4. Let V˜ be the universal subbundle on Gr(d, r,W) and Q˜ the universal
quotient. The morphism
γ : U(I,W)→ FlS(V˜)×Gr(d,r,W) FlS(Q˜)
is smooth and surjective.
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Proof. Let V ⊆ W be a point in Gr(d, r,W) and Q =W/V. The surjectivity of the map
γ is equivalent to the following statement: Given F ∈ FlS(V) and G ∈ FlS(Q) then there
is a E ∈ FlS(W) such that V ∈ Ω
o(I,W, E), F = E(V) and G = E(Q).
This is really a pointwise statement (which is left to the reader): If W is a n-
dimensional vector space, V an r-dimensional subspace ofW , F
•
∈ Fl(V ), G
•
∈ Fl(W/V )
and I a subset of [n] of cardinality r; then there exists E
•
∈ Fl(W ) so that V ∈ ΩoI(E•)
and the induced flags on V and W/V are F
•
and G
•
respectively.
The smoothness of γ (which is not used in this paper) is proved by the same technique
as the smoothness of U(I,W)→ FlS(V˜) which was proved in Proposition 7.1. 
7.2. Proof of Lemma 6.2. We now prove Lemma 6.2 from Section 6. Use notation
from the statement of Lemma 6.2. We first fix a non-empty open subset U(K) of FlS(Zd,r)
such that this open subset is invariant under automorphisms of Zd,r and such that any
F ∈ U(K)
• If K is null then Ωo(K,V,F) = ∅.
• If K is not null then Ωo(K,V,F) is a nonempty proper intersection.
Let V˜ be the universal subbundle on Gr(d, r,W) and FlS(V˜) be the flag bundle as defined
in Section 2.2. From the previous section we have a smooth morphisms
U(I,W)→ FlS(V˜)→ Gr(d, r,W).
Since I is not null, Gr(d, r,W) is non-empty. Therefore the subset U of points in
Gr(d, r,W) where the subbundle and the quotient bundle are ES is nonempty, open and
dense(Proposition 2.2). Let V ⊂ FlS(V˜) be the inverse image of U (clearly non-empty).
Consider the subset V0 of V formed by points (V,F) so that
′′F ∈ U(K)′′. This
definition makes sense because if (V,F) ∈ V then V is ES and U(K) is invariant under
automorphisms of Zd,r. Locally on V , the universal subbundle is ES, and hence the
openness of U(K) ⊂ FlS(Zd,r) implies that V0 ⊂ V is open. For V ∈ U ⊆ Gr(d, r,W),
we can find F ∈ FlS(V) so that (V,F) ∈ V0 (U(K) is non-empty), and therefore V0 6= ∅.
Consider the inverse image (which is a dense open subset)W0 of V0 under the morphism
U(I,W)→ FlS(V˜). Using Lemma 7.5 we see that for generic E ∈ FlS(W), Ω
o(I,W, E)∩
W0 is dense in Ω
o(I,W, E), and this proves Lemma 6.2.
Lemma 7.5. Let f : X → Y be a morphism of irreducible schemes and UX a nonempty
open subset of X. Then, there exists a nonempty open subset UY of Y such that for
y ∈ UY , UX ∩ f
−1(y) is dense in f−1(y).
Proof. Assume without loss of generality that Y is reduced. Let Z = X − UX with the
reduced induced structure. Each irreducible component of Z is of dimension strictly less
than dim(X). Use generic flatness to find a nonempty open subset UY of Y such that
either f−1(UY ) is empty or,
(1) p−1(UY )→ UY is flat and surjective.
(2) p−1(UY ) ∩ Z → UY is flat.
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It is easy to see that this UY satisfies the requirements. 
We note the following corollary to Lemma 6.2:
Corollary 7.6. Suppose I = (d, r,D, n, I) and K = (d˜, r˜, d, r,K) are non null Schubert
states. Let L = (d˜, r˜, D, n, L) where Lp = {ipa | a ∈ K
p} for p ∈ S. Then L is not null.
Proof. LetW = GD,n. Choose a generic F ∈ FlS(W) and an element V ∈ Ω
o(I,W,F) so
that V is ES and (V,F(V)) is generic for intersection theory of (V,K). Ωo(K,V,F(V))
is therefore non empty. Pick a S in this intersection. By an easy calculation, we have
S ∈ Ωo(L,W,F). Therefore L is not null. 
8. Tangent Spaces
In this section we denote the Zariski tangent space of a scheme X at a point x ∈ X
by T (X)x. See [S1], Section 2.7 for the following description of the tangent space of a
Schubert variety:
Lemma 8.1. Let I = {i1 < · · · < ir} be a subset of [n] of cardinality r and W an
vector space of rank n. Let E
•
be a complete flag on W and V ∈ ΩoI(E•). Let E•(V ) and
E
•
(W/V ) denote the induced flags on V and W/V respectively. Then,
T (ΩoI(E•))V ⊆ T (Gr(r,W ))V = Hom(V,W/V )
is given by
{φ ∈ Hom(V,W/V ) | φ(Ea(V )) ⊆ Eia−a(W/V ), a = 1, . . . , r}.
Lemma 8.2. Let W be a (D, n)-vector bundle on P1. Let I be a Schubert state of the
form (d, r,D, n, I) and E ∈ FlS(W). If V ∈ Ω
o(I,W, E) and Q =W/V we have
T (Ωo(I,W, E))V = {φ ∈ Hom(V,Q) | φp(E
p
a(V)) ⊆ E
p
i
p
a−a
(Q), a = 1, . . . , r, p ∈ S}.
Proof. Let E =
∏
pE
p
•
∈ FlS(W). The tangent space to Gr(r, d,W) at the point corre-
sponding to V is Hom(V,Q) (see for example [P], Theorem 8.2.1). The tangent space
to ΩoIp(E
p
•
) in Gr(r,Wp) is described by Lemma 8.1. The lemma now follows from the
scheme-theoretic description of Ωo(I,W, E). 
The vector space given in Lemma 8.2 motivates the following definition.
Definition 8.3. Let I = (d, r,D, n, I) be a Schubert state, V a (d, r)-bundle on P1, Q
a (D − d, n− r)-bundle on P1, F ∈ FlS(V) and G ∈ FlS(Q). Define
HomI(V,Q,F ,G) = {φ ∈ Hom(V,Q) | φp(F
p
a ) ⊆ G
p
i
p
a−a
, a = 1, . . . , r, p ∈ S}.
Lemma 8.4. In the above situation,
(1) For each (F ,G) ∈ FlS(V)× FlS(Q),
rkHomI(V,Q,F ,G) ≥ dim I + h
1(P1,Hom(V,Q)).
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(2) The set of points (F ,G) ∈ FlS(V)×FlS(Q) for which equality holds in (1) is open
(possibly empty).
Proof. For each p ∈ S, consider
πp : Hom(V,Q)→ Hom(Vp,Qp)
and define
Bp = {ψ ∈ Hom(Vp,Qp) | ψ(F
p
a ) ⊆ G
p
i
p
a−a
, a = 1, . . . , r} ⊆ Hom(Vp,Qp).
It is easy to see that codimension of the subspace Bp ⊂ Hom(Vp,Qp) is codim(ωIp) and
HomI(V,Q,F ,G) = ∩p∈Sπ
−1
p (Bp). The rank of HomI(V,Q,F ,G) is therefore at least as
large as
h0(P1,Hom(V,Q)) −
∑
p∈S
codim(ωIp)
= χ(d, r,D − d, n− r) + h1(P1,Hom(V,Q)) −
∑
p∈S
codim(ωIp)
= dim I + h1(P1,Hom(V,Q)).
This proves (1). (2) follows from semicontinuity. 
Proposition 8.5. Let I = (d, r,D, n, I) be a Schubert state. Consider the following
properties:
(α) I is non null.
(β) For generic (F ,G) ∈ FlS(Zd,r) × FlS(ZD−d,n−r), the rank of the vector space
HomI(Zd,r,ZD−d,n−r,F ,G) is dim I.
The following implications hold: (β) ⇒ (α) in any characteristic and in characteristic
0, (α)⇒ (β).
Proof. (α) ⇒ (β) in characteristic 0: Let W = ZD,n. Using Lemma 8.6, we find a
E ∈ FlS(W) such that
(1) Ωo(I,W, E) is a transverse nonempty intersection.
(2) Ωo(I,W, E) has a dense set subset of points V such that both V and Q =W/V
are ES.
Pick a V as in (2). We have isomorphisms of bundles V
∼
→ Zd,r and W/V
∼
→ ZD−d,n−r.
By (α), Lemmas 8.5 and 8.2, T (Ωo(I,W, E))V is of rank dim I. Hence, using Lemma 8.2
and Lemma 8.4 (2), we find that (β) holds.
(β)⇒ (α) in any characteristic: Let (F ,G) be as in (b). Using assumption (β) and
Lemma 8.4,
H1(P1,Hom(Zd,r,ZD−d,n−r)) = 0
and therefore by Corollary 5.5, Gr(d, r,D, n) 6= ∅. Using Proposition 2.2, find a ES-
subbundle V ⊆ ZD,n such that the quotient Q = ZD,n/V is also ES and choose iso-
morphisms V
∼
→ Zd,r and W/V
∼
→ ZD−d,n−r and use these to identify (V,Q) with
(Zd,r,ZD−d,n−r).
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Using Lemma 7.4, we can find a E ∈ FlS(W) such that
(1) V ∈ Ωo(I,W, E).
(2) The flags induced by E on V and Q are F and G respectively.
Therefore, by Lemma 8.2 Ωo(I,W, E) is a transverse and hence proper intersection at
V. By Lemma 7.3, I is not null. 
Lemma 8.6. If κ is algebraically closed of characteristic 0, W = ZD,n an ES-bundle,
I = (d, r,D, n, I) a non-null Schubert state and E ∈ FlS(W) is a generic point, the
following hold
(1) Ωo(I,W, E) is a transverse nonempty intersection.
(2) Ωo(I,W, E) has a dense open subset of points V such that both V and Q =W/V
are ES.
Proof. Property (1) follows from Kleiman’s transversality theorem applied to the mor-
phism (GL(Wp) acts transitively on Gr(r,Wp) for each p ∈ S)
π : Gr(d, r,D, n)→
∏
p∈S
Gr(r,Wp).
Let U be the open subset of Gr(d, r,D, n) consisting of V ⊂ W such that both V and
W/V are ES. This is nonempty by Proposition 2.2. By Kleiman’s theorem the dimension
of intersection of Ωo(I,W, E) with the complement of U is of dimension less than dim I.
Therefore Ωo(I,W, E) has a dense intersection with U . 
9. Bounds and Genericity
9.1. We begin with an easy bound:
Lemma 9.1. Let W be a vector bundle on P1. There exists an integer M so that
deg(V) < M for any coherent subsheaf V of W.
Lemma 9.2. Let D, n be integers with n > 0. Let A be the set of pairs of (possibly null)
Schubert states (I,K) of the form I = (d, r,D, n, I) and K = (d˜, r˜, d, r, J), such that
(i) Gr(d, r,D, n) 6= ∅, Gr(d˜, r˜, D, n) 6= ∅.
(ii) Inequality (†IK) fails.
Then, the set A is finite.
Proof. The quantity appearing in (†IK) is
(−d˜)(n− r) + r˜(D − d)− r˜(n− r) +
∑
p
∑
a∈Kp
(n− r + a− ipa).
Therefore if inequality (†IK) fails, (−d˜)(n − r) + r˜(D − d) > r˜(n − r) and hence
(n− r)(−d˜) + r˜(−d) > r˜(n− r)− r˜D. From Lemma 9.1 and hypothesis (i), −d˜ and −d
are bounded above. So for the finiteness statement, we just need to worry about the case
n = r in which case the nonemptiness of Gr(d, r,D, n) implies that D = d and hence,
(†IK) holds. 
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LetW = ZD,n. Let B(W) ⊆ FlS(W) be the largest open subset satisfying the following
property: Suppose E ∈ B(W) ⊆ FlS(W), V a subbundle of W and S a subbundle of V.
Let I and K be Schubert states defined by V ∈ Ωo(I,W, E) and S ∈ Ωo(K,V, E(V)).
Then, inequality (†IK) holds.
Lemma 9.3. B(W) 6= ∅.
Proof. Let U be a nonempty open subset of FlS(W) such that for E ∈ U , Ω
o(J ,W, E)
is a proper intersection for any J in a fixed finite set which will be made clear below.
Let V, S, K and I be as above. Assume (†IK) fails. For p ∈ S define L
p = {ipa | a ∈ K
p}
and consider the Schubert state L = (d˜, r˜, D, n, L). Then,
(9.1) S ∈ Ωo(K,V, E(V)) ⊆ Ωo(L,W, E)
under the inclusion Gr(d˜, r˜,V) ⊆ Gr(d˜, r˜,W). Each irreducible component of Ωo(K,V, E(V))
is of dimension atleast (see Corollary 7.2)
dimK = dimGr(d˜, r˜, d, r)−
∑
p∈S
codim(ωKp).
We will now specify the finite set J : It is the finite set of L as above obtained from
pairs (I,K) in the set A of Lemma 9.2. Hence, each irreducible component of Ωo(L,W, E)
is of dimension
dimL = dimGr(d˜, r˜, D, n)−
∑
p∈S
codim(ωLp).
Using Inclusion ( 9.1), we therefore have dimK ≤ dimL which gives Inequality (†IK) (see
Inequality 6.2) and hence a contradiction. 
9.2. List of Genericity properties. Recall that if φ : V → Q is a morphism of vector
bundles on P1, the kernel of φ is a subbundle of V. This is because the image of φ, being
a subsheaf of Q is locally free. The image of φ is however not (necessarily) a subbundle
of Q.
Let I = (d, r,D, n, I) be a Schubert state (possibly null), V = Zd,r and Q = ZD−d,n−r.
Define rk(I) to be the rank of the vector space HomI(V,Q,F ,G) for generic (F ,G) ∈
FlS(V)× FlS(Q).
Again, let (F ,G) be a generic point in FlS(V) × FlS(Q) and φ a generic element in
HomI(V,Q,F ,G). Set S = ker(φ) and let K = (d˜, r˜, d, r,K) be the Schubert state
determined from the requirement S ∈ Ωo(K,V,F). In Section 13 we will prove that
the rank of HomI(V,Q,F ,G) (which is equal to rk(I) as defined above) is given by the
following formula
dim I + dimK + {−χ(d˜, r˜, D − d, n− r) +
∑
p∈S
∑
a∈Kp
(n− r + a− ipa)}
(the term in the curly brackets below is the quantity appearing in (†IK)). Furthermore,
S and V/S are ES-bundles and the induced point (F(S),F(V/S)) ∈ FlS(S)×FlS(V/S)
is “generic”. More precisely, in Section 13, we construct
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(A) for arbitrary ES-bundles V and Q on P1, an open subset A(V,Q) ⊆ B(V) ×
B(Q) ⊆ FlS(V)× FlS(Q) (see Section 9.1 for the definition of B(V) and B(Q)).
(B) Given a Schubert state of the form I = (d, r,D, n, I), a non-null Schubert state
of the form K(I) = (d˜(I), r˜(I), d, r,K(I))
These satisfy the following properties: Let V = Zd,r, Q = ZD−d,n−r and (F ,G) ∈
A(V,Q), then the rank of HomI(V,Q,F ,G) is given by the formula (the term in the
curly bracket is the term appearing in (†IK(I))
(9.2) dim I + dim(K(I)) + {−χ(d˜(I), r˜(I), D− d, n− r) +
∑
p∈S
∑
a∈Kp(I)
(n− r+ a− ipa)}
(so that rank of HomI(V,Q,F ,G) equals rk(I)) and for generic φ ∈ HomI(V,Q,F ,G),
if S = ker(φ), then
(1) S ∈ Ωo(K(I),V,F),
(2) S and V/S are ES bundles on P1.
(3) (F(S),F(V/S)) ∈ A(S,V/S).
10. The main technical result
Theorem 10.1. Consider a 5 tuple of the form (V,Q, I,F ,G) where V is an ES (d, r)-
bundle and Q an ES (D−d, n−r)-bundle on P1, (F ,G) a generic point of FlS(V)×FlS(Q)
and I a Schubert state of the form I = (d, r,D, n, I).
We claim that there is a filtration by vector subbundles
S(h) ( S(h−1) ( · · · ( S(1) ( S(0) = V
and injections (of coherent sheaves) from the graded quotients ηu : S
(u)/S(u+1) →֒ Q for
u = 0, . . . , h − 1, such that if we define Schubert states K(u) = (d˜u, r˜u, d, r,K(u)) for
u = 1, . . . , h by the requirement S(u) ∈ Ωo(K(u),V,F) then,
(i) K(u), u = 1, . . . , h are non-null Schubert states and dimK(h) = 0.
(ii) For u = 0, . . . , h− 1, p ∈ S and a = 1, . . . , r,
(ηu)p(S
(u)
p ∩ F
p
a ) ⊆ G
p
i
p
a−a
.
(iii) The rank of HomI(V,Q,F ,G) is (the term in the curly brackets is the term
appearing in Inequality (†I
K(h)))
(10.1) dim I + {−χ(d˜h, r˜h, D − d, n− r) +
∑
p∈S
∑
a∈Kp(h)
(n− r + a− ipa)}.
Remark 10.2. If V and Q are ES, the theorem is valid for any (F ,G) ∈ A(V,Q) (see
Section 9.2).
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10.1. Proof of (B)⇒ (A) in Theorem 2.7. We show that Theorem 10.1 gives (B)⇒(A)
in Theorem 2.7. Assume condition (B). Let V = Zd,r, Q = ZD−d,n−r, and (F ,G) a generic
point of FlS(V)× FlS(Q).
Apply Theorem 10.1 to the 5 tuple (V,Q, I,F ,G) and use the same notation. By
conclusion (i) of Theorem 10.1, K(h) is a non null Schubert state. The dimension of the
vector space HomI(V,Q,F ,G) is (by conclusion (iii) of Theorem 10.1)
dim I + {−χ(d˜h, r˜h, D − d, n− r) +
∑
p∈S
∑
a∈Kp(h)
(n− r + a− ipa)}.
The hypothesis imply that (†I
K(h)) holds, therefore the dimension of HomI(V,Q,F ,G)
is less than or equal to dim I. We conclude the proof using Proposition 8.5, (β) ⇒ (α)
and Lemma 8.4.
11. Proof of Theorem 10.1
The proof is by induction on r. Assume that we have proved this result for all values
of r < r0 and prove it for r = r0. For the proof start with r0 = 1.
If the rank of HomI(V,Q,F ,G) is 0, the filtration is just the singleton V and h = 0,
so no maps η need to be given. Clearly, the condition in (iii) is met.
So assume the rank of HomI(V,Q,F ,G) is nonzero. Pick a generic element φ ∈
HomI(V,Q,F ,G). Let S be the kernel of φ, d˜ = − deg(S), r˜ = rk(S) and
(11.1) K = (d˜, r˜, d, r,K)
the non null Schubert state (K is the same as K(I) from Section 9.2) defined by S ∈
Ωo(K,V,F). Since K is not null, dimK ≥ 0.
If dimK = 0 take S ( V to be the filtration and η0 = φ : V/S →֒ Q. This satisfies
(ii) because φ ∈ HomI(V,Q,F ,G). Since dimK = 0, (i) holds. For (iii), according to
Section 9.2, the rank of HomI(V,Q,F ,G) is (since dimK = 0),
dim I + {−χ(d˜, r˜, D − d, n− r) +
∑
p∈S
∑
a∈Kp
(n− r + a− ipa)}.
Therefore assume that dimK > 0 and therefore 0 < r˜ < r. Now by our discus-
sion of genericity (Section 9.2) we may apply the induction hypothesis on the 5-tuple
(S,V/S,K,F(S),F(V/S)).
We therefore find a filtration S(h) ( S(h−1) ( · · · ( S(1) = S and morphisms γu :
S(u)/S(u+1) →֒ V/S for u = 1, . . . , h−1 which satisfy the conclusions of Theorem 2.7 for
the 5-tuple (S,V/S,K,F(S),F(V/S)).
We claim that the filtration
S(h) ( S(h−1) ( · · · ( S(1) = S ( S(0) = V
and maps ηu = φγu for u = 1, . . . , s, η0 = φ satisfy the conditions (i), (ii) and (iii) in the
theorem.
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For u = 1, . . . , h, let K(u) the Schubert state defined from S(u) ∈ Ωo(K(u),V,F) (K(1)
is same as K defined above). Also for u = 1, . . . , h, let L(u) be the Schubert state defined
by S(u) ∈ Ωo(L(u),S,F(S)).
For u = 1, . . . , h, let d˜u, r˜u, L(u) and K(u) be determined from
L(u) = (d˜u, r˜u, d˜, r˜, L(u))
K(u) = (d˜u, r˜u, d, r,K(u))
(so r˜u is the rank of S
(u) and d˜u = − deg(S
(u)).)
By an easy calculation and Equation 11.1,
(11.2) Kp(u) = {kpb | b ∈ L
p(u)}
Verification of (i): We know that K is not null (Section 9.2) and by the induction
hypothesis, each L(u) is not null. Therefore by Corollary 7.6, and Equation 11.2, K(u)
is not null for u = 0, . . . , h.
Inductive conclusion (iii) for the five tuple (S,V/S,K,F(S),F(V/S) tells us that the
rank of HomK(S,V/S,F(S),F(V/S)) is
dimK + {−χ(d˜h, r˜h, d− d˜, r − r˜) +
∑
p∈S
∑
b∈Lp(h)
(r − r˜ + b− kpb )}
The term in the curly brackets is the quantity appearing in (†KL(h)) which is ≤ 0. However,
by Lemma 8.4, the rank of HomK(S,V/S,F(S),F(V/S)) is at least as great as dimK.
We therefore conclude that equality holds in Inequality (†K
L(h)):
(11.3) −χ(d˜h, r˜h, d− d˜, r − r˜) +
∑
p∈S
∑
b∈Lp(h)
(r − r˜ + b− kpb ) = 0.
Or that,
(11.4) χ(d˜h, r˜h, d− d˜, r − r˜)−
∑
p∈S
dh∑
t=1
(r − r˜ + lp(h)t − k
p
lp(h)t
) = 0.
Also inductive conclusion (i) for K says that
(11.5) dim(L(h)) = 0
This is the same as the equation
(11.6) χ(d˜h, r˜h, d˜− d˜h, r˜ − r˜h)−
∑
p∈S
dh∑
t=1
(r˜ − r˜h + t− l
p(h)t) = 0.
Adding Equation 11.4 to Equation 11.6 and using Equation 11.2, we get the desired
conclusion:
(11.7) dim K(h) = χ(d˜h, r˜h, d− d˜h, r − r˜h)−
∑
p∈S
dh∑
t=1
(r − r˜h + t− k
p
lp(h)t
) = 0.
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Verification of (ii): We need to verify that for u = 0, . . . , h−1, p ∈ S and a = 1, . . . , r,
(11.8) (ηu)p(S
(u)
p ∩ F
p
a ) ⊆ G
p
i
p
a−a
.
Now suppose u, p and a are as above. If u = 0, Inclusion 11.8 is clear because φ ∈
HomI(V,Q,F ,G). So assume u > 0 and find t such that F
p
a ∩ Sp = F
p
t (S). Clearly,
kpt ≤ a.
From ηu = φγu, we see that
(ηu)p(S
(u)
p ∩ F
p
a ) = φp(γu)p(S
(u)
p ∩ F
p
t (S)) ⊆ φp(F
p
k
p
t−t
(V/S))
where in the last inclusion, we have used the property (ii) satisfied by the maps γu:
(γu)p(S
(u)
p ∩ F
p
t (S)) ⊆ F
p
k
p
t−t
(V/S). But,
φp(F
p
k
p
t−t
(V/S)) = φp((F
p
k
p
t
+ Sp)/Sp) = φp(F
p
k
p
t
) ⊆ φp(F
p
a ) ⊆ G
p
i
p
a−a
.
Verification of (iii): We claim,
Claim 11.1. For u = 1, . . . , h, let b(u) be the quantity
(11.9) dim K(u)−dim L(u) + {−χ(d˜u, r˜u, D−d, n− r)+
∑
p∈S
∑
a∈Kp(u)
(n− r+a− ipa)}.
Then b(u) ≤ b(u+ 1) for u = 1, . . . , h− 1.
Note that the term in the curly brackets in Quantity 11.9 is the same as the one in
Inequality (†I
K(u)).
The claim implies that b(h) ≥ b(1). But dimL(1) = 0 and therefore by Section 9.2,
b(1) + dim I is the rank of the vector space HomI(V,Q,F ,G). Hence, the rank of the
vector space HomI(V,Q,F ,G) is not greater than dim I + b(h). Also, from (i) and
induction, dim K(h) = dim L(h) = 0. Therefore the rank of HomI(V,Q,F ,G) is less
than or equal to Expression 10.1.
But according to Lemma 13.5, the rank of HomI(V,Q,F ,G) is at least as much as Ex-
pression 10.1. In conjunction with the above, this says that the rank of HomI(V,Q,F ,G)
is equal to Expression 10.1. The proof of Theorem 10.1 would therefore be complete once
the claim is proved.
Proof of the claim: We would like to (compare with proof of Claim 5.2 in [B3])
apply Lemma 9.3, to G ∈ B(Q) and im(ηu) ⊆ im(φ) ⊆ Q. However, we cannot do so,
because the image of ηu (and im(φ)) may not be a subbundle of Q. Such difficulties are
routine in the theory of parabolic bundles where one proves that the saturation of the
image subsheaf has “better properties” than the subsheaf.
For u = 0, . . . , h, letM(u) be the saturation of the image of ηu in Q, and letM =M
(0)
be the saturation of image(φ) in Q (see Section A.5 for the notion of saturation of a
coherent subsheaf of a vector bundle on a smooth curve).
S(u)
S(u+1)
ηu
→֒ M(u) ⊆M(0) ⊆ Q.
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The claim will be proved by applying Lemma 9.3 to G ∈ B(Q) and M(u) ⊆ M ⊆ Q
(see Remark 10.2).
It is important to bring in the concept of parabolic bundles in our calculation (see
Section A.5 for the notation and basic results). Before resuming the proof in Section 11.2
of Claim 11.1, we write the inequalities (†IK) in terms of parabolic degrees in the next
section.
11.1. Parabolic Stability and the Horn problem. LetW be an ES-bundle of degree
−D and rank n, E ∈ FlS(W) and V ⊆ W a subbundle. Let I = (d, r,D, n, I) be the
Schubert state determined from the condition V ∈ Ωo(I,W, E).
Let E(V) =
∏
p∈SE
p
•
(Vp) be the induced collection of flags on V. Define weights as
follows: Let wpa =
n−r+a−ipa
n−r
for p ∈ S and a = 1, . . . , r. This gives a structure of a
parabolic bundle V = (V, E(V), w) on V.
Consider a subbundle S ⊆ V and K = (d˜, r˜, d, r,K) be the Schubert state determined
from the requirement S ∈ Ωo(K,V, E(V)).
(11.10) pardeg(S,V) = −(n− r)d˜+
∑
p∈S
∑
a∈Kp
(n− r + a− ipa)
= [−(n− r)d˜+χ(d˜, r˜, D− d, n− r)] + {−χ(d˜, r˜, D− d, n− r) +
∑
p∈S
∑
a∈Kp
(n− r+ a− ipa)}
The term in the curly brackets is the same as in (†IK). The term in the square brackets
is r˜(n − r) − (D − d)r˜ = χ(0, r˜, D − d, n − r). We conclude that if E ∈ B(W) (see
Lemma 9.3), we have
(11.11) (n− r) pardeg(S,V) ≤ χ(0, r˜, D − d, n− r)
We divide by r˜(n− r) and write Equation 11.11 as
(11.12) µpar(S,V) ≤
1
r˜(n− r)
χ(0, r˜, D − d, n− r) = 1−
D − d
n− r
.
11.2. Return to the proof of Claim 11.1. Let M the induced parabolic bundle
corresponding (see Section 11.1) to the subbundle M ⊆ Q and the given collection of
flags G ∈ FlS(Q).
Suppose that the rank of ker(φp) ⊇ Sp is r˜ + ǫ(p) (recall that the rank of S is r˜) and
Hp = {hp1 < · · · < h
p
r˜+ǫ(p)} the unique subset of {1, . . . , r} such that
(11.13) ker(φp) ∈ Ω
o
Hp(F
p
•
) ⊆ Gr(r˜ + ǫ(p),Vp).
Introduce the notation
θp(a) = ipa − a
for p ∈ S, a = 1, . . . , r,
β = D − d, Λ = n− r,
γ = r − r˜, δ = d− d˜.
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d = − deg(M),
c =
1
n− r − (r − r˜)
=
1
Λ− γ
.
We note the following inequality for the degree of M:
(11.14) −d ≥ (−d)− (−d˜) +
∑
p∈S
ǫ(p) = −δ +
∑
p∈S
ǫ(p).
Lemma 11.2. For a ∈ [r˜ + ǫ(p)] and p ∈ S, the weight attached to Mp ∩G
p
θp(hp(a))(Qp)
(which is a member of the induced flag Gp
•
(M)) in the parabolic bundle M is at least
c[Λ− γ + (hpa − a)− θ
p(hpa)].
Proof. To see this, fix a p and suppose Mp ∈ Ω
o
J (G
p
•
) where J is a subset J = {j1 <
· · · < jrk(M) ⊂ {1, . . . ,Λ}. Now, if rk(Mp∩G
p
θp(hpa)
(Qp)) = x and x 6= 0 then jx ≤ θ
p(hpa).
Also, x ≥ hpa − a because
(1) φp(F
p
h
p
a
(Vp)) is h
p
a − a dimensional.
(2) φp(F
p
h
p
a
(Vp)) ⊆Mp ∩G
p
θp(hpa)
(Qp).
If x = 0 which could happen only when hpa = a,
c[Λ− γ + (hpa − a)− θ
p(hpa)] ≤ c(Λ− γ) ≤ 1
and the weight wp0 ≥ 1. 
Lemma 11.3. The parabolic degree pardeg(M(u),M), is at least
(d˜u+1 − d˜u) + c
∑
p∈S
∑
t∈Lp(u)−Lp(u+1)
[Λ− γ + (kpt − t)− θ
p(kpt )]− c
∑
p∈S
ǫ(p)(r˜u − r˜u+1).
Proof. For p ∈ S, suppose that
Sp ∈ Ω
o
Up(F
p
•
(ker(φp))), U
p = {up1 < · · · < u
p
r˜} ⊆ [r˜ + ǫ(p)].
We have (using Equation 11.13), Kp = {hp
u
p
t
| t = 1, . . . , r˜} for p ∈ S. Therefore φp
maps F p
k
p
t
(Vp) to an element of the flag G
p
•
(Mp) whose weight is at least (by Lemma 11.2)
c[Λ− γ + (hp
u
p
t
− upt )− θ
p(hp
u
p
t
)]
= c[Λ− γ + kpt − u
p
t − θ
p(kpt )].
= c[Λ− γ + kpt − t− θ
p(kpt )] + c[t− u
p
t ].
But clearly t− upt ≥ −ǫ(p). Therefore the above quantity is
≥ c[Λ− γ + (kpt − t)− θ
p(kpt )]− c[ǫ(p)].
For t = 1, . . . , r˜, by (ii), (ηu)p(F
p(S)t ∩Sp
(u)) ⊆Mp∩G
p
θp(kpt )
. Hence by Lemma A.12,
the statement follows. 
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We now return to the proof of the claim. The fundamental inequality that we are
going to use is Equation 11.11 (since G ∈ B(Q) by assumption). Recall that M is a
(d, γ)- bundle.
(11.15) (Λ− γ) pardeg(M(u),M)− χ(0, r˜u − r˜u+1, β − d,Λ− γ) ≤ 0.
Using Lemma 11.3 we obtain the inequality (use c(Λ− γ) = 1),
(Λ− γ)(d˜u+1 − d˜u) +
∑
p∈S
∑
t∈Lp(u)−Lp(u+1)
[Λ− γ + (kpt − t)− θ
p(kpt )]
(11.16) −
∑
p∈S
ǫ(p)(r˜u − r˜u+1)− χ(0, r˜u − r˜u+1, β − d,Λ− γ) ≤ 0.
The first, third and fourth term in the above inequality combine to give
(Λ− γ)(d˜u+1 − d˜u)− χ(0, r˜u − r˜u+1, β − d,Λ− γ)−
∑
p∈S
ǫ(p)(r˜u − r˜u+1)
= −χ(d˜u − d˜u+1, r˜u − r˜u+1, β − d−
∑
p∈S
ǫ(p),Λ− γ)
(11.17) ≥ −χ(d˜u − d˜u+1, r˜u − r˜u+1, β − δ,Λ− γ).
(using Inequality 11.14 in the last step)
We now deduce from Inequality 11.16 and Inequality 11.17 that
(11.18)∑
p∈S
∑
t∈Lp(u)−Lp(u+1)
[Λ− γ + (kpt − t)− θ
p(kpt )]− χ(d˜u− d˜u+1, r˜u− r˜u+1, β − δ,Λ− γ) ≤ 0.
Write the left hand side of Inequality 11.18 as A(u)−A(u+ 1) where
A(u) =
∑
p∈S
∑
t∈Lp(u)
[Λ− γ + (kpt − t)− θ
p(kpt )]− χ(d˜u, r˜u, β − δ,Λ− γ)
= B(u) + C(u)
with
B(u) = χ(du, ru, δ, γ)−
∑
p∈S
∑
t∈Lp(u)
[γ − (kpt − t)] = dim(K(u))− dim(L(u)).
(see derivation of Inequality 6.2) and
C(u) = −χ(du, ru, β,Λ) +
∑
p∈S
∑
t∈Lp(u)
[Λ− θp(kpt )]
= −χ(d˜u, r˜u, D − d, n− r) +
∑
p∈S
∑
a∈Kp(u)
(n− r + a− ipa).
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Therefore, b(u) = A(u), we conclude by observing that Inequality 11.18 gives A(u+1) ≥
A(u).
11.3. Proof of Theorem 2.7. In Theorem 2.7, we have already proved (A) ⇒ (B)
(Section 6) and (B) ⇒ (A) (Section 10.1). The implications (B) ⇒ (C) ⇒ (D) are
obvious and we are left with having to prove (D) ⇒ (B). We will assume the basic
transversality result (Proposition 14.1, which is independent of this section).
Suppose (by way of contradiction) that (D) holds and (B) fails and L is a non null
Schubert state for which inequality (†IL) fails.
Let V be a ES (d, r)-bundle and F a generic point of FlS(V). Consider the parabolic
structure on V where to F pa we assign the weight w
p
a =
n−r+a−ipa
n−r
. This gives us a parabolic
bundle V.
Let K = (d˜, r˜, d, r,K) be a non null Schubert state. Let S ∈ Ωo(K,V,F) (which is
nonempty by genericity of F).
We have the following formula for the parabolic slope (see Equation 11.10). The term
in the curly brackets is the same as the one in inequality (†IK)
(11.19)
r˜(n−r)µpar(S,V) = [r˜(n−r)−(D−d)r˜]+{−χ(d˜, r˜, D−d, n−r)+
∑
p∈S
∑
a∈Kp
(n−r+a−ipa)}.
The assumption dim I ≥ 0 gives us that (take K to correspond to S = V above)
µpar(V,V) ≤ 1−
D−d
n−r
. Let T ∈ Ωo(L,V,F), then by Equation 11.19,
µpar(T ,V) > 1−
D − d
n− r
≥ µpar(V,V).
Therefore V is not a semistable parabolic bundle. Let X be the Harder-Narasimhan
maximal contradictor of semistability (see [MS]). It has the following properties: If J
is the Schubert state determined from X ∈ Ωo(J ,V,F), then 〈J 〉 = 1 and µpar(X ,V) is
the maximum slope among all subbundles of V (and among the ones that reach this max-
imum, it has the maximum rank). The equality 〈J 〉 = 1 is consequence of the uniqueness
of X and the genericity of F (see [B1]) and the transversality result (Proposition 14.1).
Therefore
(11.20) µpar(X ,V) ≥ µpar(T ,V) > 1−
D − d
n− r
.
But 〈J 〉 = 1 and therefore by assumption (D), inequality (†IJ ) holds. Applying Equa-
tion 11.19, we therefore find that µpar(X ,V) ≤ 1 −
D−d
n−r
which is in contradiction to
Equation 11.20.
12. Some additional remarks
For the purpose of future use, we would like to note the following result which follows
from the proof of Theorem 10.1. This section can be skipped in the first reading (it is
not used in this paper).
32 PRAKASH BELKALE
Suppose that V is an arbitrary (d, r)-bundle, Q an ES (D − d, n− r)-bundle on P1
and I a Schubert state of the form I = (d, r,D, n, I). Let F ∈ FlS(V) be arbitrary and
G ∈ B(Q) (or just “generic”).
Assume that there is a sequence
S(h) ( S(h−1) ( · · · ( S(1) ( S(0) = V
and injections (of coherent sheaves) from the graded quotients ηu : S
(u)/S(u+1) →֒ Q
for u = 0, . . . , h − 1 (such a sequence can be obtained inductively as in Theorem 10.1).
Assume further that for u = 0, . . . , h− 1, p ∈ S and a = 1, . . . , r,
(ηu)p(S
(u)
p ∩ F
p
a ) ⊆ G
p
i
p
a−a
.
Define Schubert states K(u) = (d˜u, r˜u, d, r,K(u)) and L(u) for u = 1, . . . , h by the
requirement S(u) ∈ Ωo(K(u),V,F) and S(u) ∈ Ωo(L(u),S,F(S)).
Then the conclusions of Claim 11.1 holds:
Theorem 12.1. For u = 1, . . . , h let
(12.1)
b(u) = dim(K(u))− dim(L(u)) + {−χ(d˜u, r˜u, D− d, n− r) +
∑
p∈S
∑
a∈Kp(u)
(n− r+ a− ipa)}.
Then, b(u) ≤ b(u+ 1) for u = 1, . . . , h− 1.
In the proof of Claim 11.1,we only used that G ∈ B(Q), the genericity of F played no
role. Theorem 12.1 follows immediately.
13. Dimension counts and genericity
13.1. Rank of HomI(V,Q,F ,G).
Lemma 13.1. Let V and Q be bundles on P1. There exist only finitely many pairs
(d˜, r˜) ∈ Z2 such that there exist a (d˜, r˜) subbundle S ⊆ V and an injection of sheaves
π : V/S → Q.
Proof. By Lemma 9.1, degrees of S and V/S are both bounded above. Therefore the set
of possible degrees of S is both bounded above and below. 
Use notation from Definition 8.3, and assume that V and Q are ES-bundles. Suppose
φ is a generic element of HomI(V,Q,F ,G) and S = ker(φ). It is easy to see that S is a
subbundle of V. Suppose S ∈ Ωo(K,V,F) for a Schubert state K = (d˜, r˜, d, r,K).
By Lemma 13.1 are only finitely many possible degrees and ranks for the kernel of φ
(given V and Q). Lemma 13.1 also implies that K is not null. This is because by the
genericity of F , we may assume that each of the intersections Ω(H,V,F) is empty if H
is a null schubert state of the form (d1, r1, d, r,K) satisfying
• There is a homomorphism φ : V → Q such that the kernel of φ is of degree −d1
and rank r1.
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(There are only finitely many such H because of Lemma 13.1.)
The aim of this section is to prove the following proposition:
Proposition 13.2. With notation and assumptions as above, HomI(V,Q,F ,G) is of
rank
(13.1) dim I + dimK + {
∑
p∈S
∑
a∈Kp
(n− r + a− ipa) − χ(d˜, r˜, D − d, n− r)}.
where the term in the last curly brackets is the quantity in Inequality (†IK).
Introduce for convenience the notation,
β = D − d, Λ = n− r.
Let Hom(V,Q, d˜, r˜) be the space of morphisms V → Q such that the kernel is a subbundle
of rank r˜ and degree−d˜ (the scheme structure will be given in Section 13.3). We postpone
the proof of the following Lemma to Section 13.3.
Lemma 13.3. Hom(V,Q, d˜, r˜) is smooth and irreducible (possibly empty) of rank
dimGr(d˜, r˜,V) + χ(d− d˜, r − r˜, β,Λ)
For each p ∈ S, let Z(p) be the smooth scheme with points (C, ψ) where
• C is a r˜ dimensional subspace of Vp.
• ψ is a morphism Vp/C → Qp (not necessarily injective).
There is a map ηp : Hom(V,Q, d˜, r˜) → Z(p) given by φ  ((ker(φ))p, φp). Let T (p) ⊆
Z(p) be the subscheme of points (C, ψ) such that
(1) For a = 1, . . . , r, ψ(F pa ) ⊆ G
p
i
p
a−a
.
(2) C ∈ ΩoKp(F
p
•
).
It is easy to see that T (p) → ΩoKp(F
p
•
) is a smooth morphism of fiber dimension∑
a∈[r]rKp(i
p
a − a). It now follows that T (p) is smooth and
(13.2) codim(T (p), Z(p)) = codim(ωKp) + (r − r˜)Λ−
∑
a∈[r]rKp
(ipa − a).
Let Ω =
⋂
p∈S η
−1
p (T (p)). It is easy to see that Ω is a dense open subset of HomI(V,Q,F ,G).
Each irreducible component of Ω is of dimension at least
rkHom(V,Q, d˜, r˜)−
∑
p
codim(T (p), Z(p)) =
dimGr(d˜, r˜, d, r)+χ(d− d˜, r− r˜, β,Λ)−
∑
p∈S
[codim(ωKp)+((r− r˜)Λ−
∑
a∈[r]rKp
(ipa−a))] =
{dimGr(d˜, r˜, d, r)−
∑
p∈S
codim(ωKp)}+{χ(d−d˜, r−r˜, β,Λ)−
∑
p∈S
((r−r˜)Λ+
∑
a∈[r]rKp
(ipa−a))}
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The term in the first curly bracket is dimK and the second term is
χ(d, r, β,Λ)−
∑
p∈S
∑
a∈[r]
(Λ + a− ipa)− χ(d˜, r˜, β,Λ) +
∑
p∈S
∑
a∈Kp
(Λ + a− ipa).
= dim I + {−χ(d˜, r˜, β,Λ) +
∑
p∈S
∑
a∈Kp
(Λ + a− ipa)}.
Therefore the rank of HomI(V,Q,F ,G) is at least as much the quantity 13.1.
However, the above only gives us an inequality. Kleiman’s theorem cannot be applied
because the schemes Z(p) may not be homogenous for the group GL(Vp)×GL(Qp).
But one can get an exact expression for the rank of HomI(V,Q,F ,G) if track is kept
of the kernels of the morphism φp : (V/S)p → Q. For p ∈ S,
• Let ǫ(p) be the rank of the kernel Bp ⊂ (V/S)p of the map φp : (V/S)p → Q.
• Define Jp ⊂ [r − r˜] a subset of cardinality ǫ(p) from the requirement Bp ∈
ΩoJp(F
p
•
(V/S)).
Let Hom(V,Q, d˜, r˜, ǫ) be the space of morphisms ψ : V → Q such that the kernel is a
subbundle of rank r˜ and degree −d˜ and such that for p ∈ S, the kernel of ψp : Vp → Qp
is of rank r˜ + ǫ(p). We postpone the proof of the following lemma to Section 13.3.
Lemma 13.4. Hom(V,Q, d˜, r˜, ǫ) is smooth and irreducible of dimension
dimGr(d˜, r˜,V) + χ(d− d˜, r − r˜, β,Λ)−
∑
p∈S
ǫ(p)(Λ− (r − r˜ − ǫ(p)))
Consider A = Hom(V,Q, d˜, r˜, ǫ). For each p ∈ S , let Y (p) be the scheme with points
(C,B, ψ) where
• C is a r˜ dimensional subspace of Vp.
• B is a ǫ(p) dimensional subspace of Vp/C.
• ψ is a morphism Vp/C → Qp with kernel B.
There is a morphism λp : A → Y (p) given by
φ ((ker(φ))p, ker(φp)/(ker(φ))p, φp).
Clearly, the group GL(Vp) × GL(Qp) acts transitively on Y (p). Now fix a p ∈ S and
assume that we are given complete flags F
•
(Vp) and G•(Qp) on Vp and Qp respectively.
Let R(p) ⊆ Y (p) be the subscheme of points (C,B, φ) such that
(1) C ∈ ΩoKp(F
p
•
).
(2) B ∈ ΩoJp(F
p
•
(Vp/C)).
(3) For a = 1, . . . , r, ψ(F pa ) ⊆ G
p
i
p
a−a
(where we consider ψ as a morphism Vp → Qp).
For p ∈ S, let
[r]rKp = {αp(1) < · · · < αp(r − r˜)}
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It is easy to see that the codimension of R(p) in Y (p) is (fiber R(p) over the set of choices
of (C,B)):
codim(ωKp) + codim(ωJp) + [(r − r˜ − ǫ(p))Λ−
∑
t∈[r−r˜]rJp
(ip
αp(t) − α
p(t))]
and ∑
t∈[r−r˜]rJp
(ip
αp(t) − α
p(t)) =
∑
t∈[r−r˜]
(ip
αp(t) − α
p(t))−
∑
t∈Jp
(ip
αp(t) − α
p(t)).
Also note that
(13.3)
∑
t∈[r−r˜]
(ip
αp(t) − α
p(t)) =
∑
ℓ∈[r]rKp
(ipℓ − ℓ).
Therefore codim(R(p), Y (p)) is
(13.4)
∑
ℓ∈[r]rKp
(Λ + ℓ− ipℓ)−
∑
t∈Jp
(ip
αp(t) − α
p(t))− ǫ(p)Λ + codim(ωKp) + codim(ωJp)
It follows from our assumptions that
⋂
p∈S
λ−1p (R(p)) ⊂ HomI(V,Q,F ,G)
for generic F and G is a dense subset of dimension (by Kleiman’s theorem) dim(A) −∑
p(codim(R(p), Y (p))). Use the expression for dim(A) given in Lemma 13.4 and Equa-
tion 13.4 to write this as a sum of two parts. The first one is
dim(Gr(d˜, r˜,V))−
∑
p∈S
codim(ωKp) + χ(d− d˜, r − r˜, β,Λ)−
∑
p∈S
∑
ℓ∈[r]rKp
[Λ + ℓ− ipℓ ]
and the second part is sum over p ∈ S of the “local discrepancies”
Disc(p) = −ǫ(p)(Λ − (r − r˜ − ǫ(p))− codim(ωJp) + ǫ(p)Λ−
∑
t∈Jp
(ip
αp(t) − α
p(t)).
The first part is the integer from the Expression 13.1. Fix a p and use the notation
Jp = {j1 < · · · < jǫ(p)}. Then,
codim(ωJp) =
ǫ(p)∑
a=1
[(r − r˜)− ǫ(p) + a− ja].
Therefore the local “discrepancy” at p is
Disc(p) =
ǫ(p)∑
a=1
(−Λ + (r − r˜ − ǫ(p))− (r − r˜ − ǫ(p) + a− ja) + Λ− (i
p
αp(ja)
− αp(ja)))
=
ǫ(p)∑
a=1
(ja − a + α
p(ja)− i
p
αp(ja))
).
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Pick φ ∈
⋂
λ−1p (R(p)) ⊂ HomI(V,Q,F ,G). For each t,
φp(F
p
t (V/S)) ⊆ G
p
(ip
αp(t)
−αp(t))
(Q).
Take t = ja, the rank of the left hand side is ja − a and the right hand side is of rank
ip
αp(ja)
− αp(ja). Therefore
ja − a ≤ i
p
αp(ja)
− αp(ja)
and hence Disc(p) ≤ 0.
We therefore obtain that the rank of HomI(V,Q,F ,G) for generic (F ,G) is less than
or equal to Expression 13.1. Hence, for generic (F ,G) the rank of HomI(V,Q,F ,G) is
given by Expression 13.1 (it is not clear who to thank for the success of this argument!).
This concludes the proof of Proposition 13.2.
13.2. A rank inequality. The following inequality was used in Section 11:
Lemma 13.5. Suppose that (V,Q,F ,G, I) is as in Definition 8.3. Suppose K is a Schu-
bert state of the form (d˜, r˜, d, r,K) and Ωo(K,V,F) 6= ∅. Then the rank of HomI(V,Q,F ,G)
is at least
(13.5) dim I + {−χ(d˜, r˜, D − d, n− r) +
∑
p∈S
∑
ℓ∈Kp
(n− r + ℓ− ipℓ)}.
Proof. Pick S ∈ Ωo(K,V,F). The rank of Hom(V/S,Q) is at least
χ(Hom(V/S,Q)) = χ(d− d˜, r − r˜, D − d, n− r).
This inequality is strict if H1(P1,Hom(V/S,Q)) 6= 0.
Consider, T = {φ ∈ HomI(V,Q,F ,G) | φ(S) = 0}. For each p ∈ S we have a map
ηp : Hom(V/S,Q) → Hom(Vp/Sp,Qp). Let W
p = {η ∈ Hom(Vp/Sp,Qp) | φp(F
p
a ) ⊆
Gp
i
p
a−a
, a = 1, . . . , r}. The rank of W p is
∑
a∈[r]rKp(i
p
a − a) and hence its codimension in
Hom(Vp/Sp,Qp) is (r− r˜)(n− r)−
∑
a∈[r]rKp(i
p
a − a) =
∑
a∈[r]rKp(n− r + a− i
p
a). It is
easy to see that T is the intersection of vector spaces
⋂
η−1p W
p and is consequently of
rank at least
χ(d− d˜, r − r˜, D − d, n− r)−
∑
p∈S
∑
a∈[r]rKp
(n− r + a− ipa)
= χ(d, r,D − d, n− r)−
∑
p∈S
r∑
a=1
(n− r+a−ipa)−χ(d˜, r˜, D − d, n− r)+
∑
p∈S
∑
ℓ∈Kp
(n− r+ℓ−ipℓ)
which is the same as Expression 13.5. 
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13.3. Proofs of Lemma 13.3 and 13.4. Let V be a (d, r)-bundle andQ a (D − d, n− r)-
bundle on P1. Use once again the notation β = D − d,Λ = n− r. Let ǫ : S→ Z≥0, and
d˜, r˜ ∈ Z.
We define F (V,Q, d˜, r˜, ǫ) to be the contravariant functor: schemes/κ → (sets) which
assigns to every scheme T over Spec(κ) the set of data of the form (S,B, φ) of the form
(a) S is a (d˜, r˜)-subbundle of VT .
(b) An injection of sheaves φ : VT/S → QT such that the quotient of φ is flat over
T .
(c) B =
∏
p∈S B
p where for p ∈ S, Bp is a subbundle of (VT/S)p of rank ǫ(p).
The above data is required to satisfy: For p ∈ S, ker(φp) = B
p and φp : (VT/S)p → (QT )p
has a locally free cokernel (of rank rk(Q)− rk(V) + rk(S) + ǫ(p)).
Denote the functor obtained by considering pairs (S, φ) satisfying (a) and (b) above
by F (V,Q, d˜, r˜). We make the following observation:
Lemma 13.6. Suppose that Q is an ES-bundle. If T is a scheme and (S, φ) satisfies
(a) and (b) above then
H1(P1,Hom(V/St,Q)) = 0, ∀ t ∈ T.
Proof. Via φ, V/St ⊆ Q is an sheaf theoretic injection of vector bundles. But Q is an
ES bundle, so we can apply Lemma 5.4. 
Consider H = Hom(V,Q) which represents the functor: schemes/κ → (sets) given
by T  Hom(VT ,QT ) (see Lemma A.9). We have a universal morphism φ : VH → QH
on H . let T be the cokernel of this morphism. By the method of flattening strati-
fications (see [Mum], Lecture 8) applied to T and each Tp for p ∈ S, it is clear that
each F (V,Q, d˜, r˜, ǫ) (and F (V,Q, d˜, r˜)) is representable by a scheme which we denote
by Hom(V,Q, d˜, r˜, ǫ) (and respectively Hom(V,Q, d˜, r˜)). These schemes coincide on the
level of points with the sets of the same name in Section 13.1.
To motivate the functorial arguments in this section, let us first parameterize the points
of Hom(V,Q, d˜, r˜) when both V and Q are ES-bundles. That is, in the definition above
take T = Specκ. We first select S: The set of choices is parameterized by Gr(d˜, r˜,V).
We have to now parameterize the possible choices A(S) of φ : V/S → Q so that (S, φ)
satisfy the requirements. We “write down” all morphisms V/S → Q. This is a vector
space H(S) = Hom(V/S,Q). We would not be interested in S if H(S) did not contain
a sheaf-theoretic injection. If it did, the rank of H(S) is χ(Hom(V/S,Q)) because the
H1 vanishes (Lemma 5.4) and A(S) is the open subset of H(S) formed by injections.
We will show that the set of S such that A(S) contains an injection is an open subset
of Gr(d˜, r˜,V) (essentially because of the vanishing H1).
To parameterize Hom(V,Q, d˜, r˜, ǫ) when both V and Q are ES bundles, we proceed
similarly: we select S and B ∈
∏
p∈SGr(ǫ(p), (V/S)p). We then shift V/S along B (see
Section A.4), and proceed as before (consider morphisms of the shift Ψ(V/S,B)→ Q).
Lemmas 13.3 and 13.4 follow from
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Lemma 13.7. Assume that V, Q, d, r and ǫ are as above and that in addition that V
and Q are ES-bundles. Let Y be the universal quotient on P1×Gr(d˜, r˜,V). Then,
(1) Hom(V,Q, d˜, r˜) and Hom(V,Q, d˜, r˜, ǫ) are smooth and irreducible schemes over
κ.
(2) Consider the diagram
(13.6) Hom(V,Q, r˜, d˜, ǫ)

 i //
a

Hom(V,Q, r˜, d˜)
π
||xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
x
∏
pGr(ǫ(p),Yp)
t

Gr(d˜, r˜,V)
The morphisms π, a and t are each smooth (therefore all objects above are smooth
and irreducible) and i is an inclusion. Also,
(a) Hom(V,Q, r˜, d˜, ǫ) is irreducible (possibly empty) of dimension
dimGr(d˜, r˜,V) + χ(d− d˜, r − r˜, β,Λ)−
∑
p∈S
ǫ(p)[Λ− (r − r˜ − ǫ(p))].
(b) Hom(V,Q, r˜, d˜) is irreducible (possibly empty) of dimension
dimGr(d˜, r˜,V) + χ(d− d˜, r − r˜, β,Λ).
Proof. Let X = Gr(d˜, r˜,V). Let Y be the universal quotient of VX on P
1× X . Consider
the vector bundle T = Hom(Y ,QX) on P
1× X . Let UX be the open subset of X formed
by points x such that H1(P1, Tx) = 0. Let Y be the total space of (pT )∗T (over UX). It
is clear from the definition of F (V,Q, d˜, r˜) and Lemma A.9, Lemma 13.6, that there is
a natural morphism Hom(V,Q, d˜, r˜)→ Y.
On P1× Y we have a morphism of sheaves
φ : p∗
P1×X(Y)→ Q.
Let UY be the open subset of points y of Y such that φy is injective as a morphism of
sheaves (Lemma A.4). It is easy to see that UY represents F (V,Q, d˜, r˜).
To represent F (V,Q, d˜, r˜, ǫ) we form the Grassmann bundle
X˜ =
∏
p∈S
Gr(ǫ(p),Yp)
over X . Over X˜ , for each p ∈ S we have bundles Bp ⊆ Yp. We can therefore form the
shift (a bundle on P1× X˜ , see Section A.4): Y˜ = Ψ(B,Y). Let T˜ = Hom(Y˜ , p∗
P1
(Q)) on
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P1× X˜ . Let UX˜ be the open subset of X˜ formed by x˜ such that H
1(P1, T˜x˜) = 0. Let Y˜
be the total space of pX˜∗T˜ over UX˜ . On P
1×Y˜ , there is a morphism
φ˜ : p∗
P1×X˜
(Y˜)→ Q.
Let UY˜ be the open subset of points y˜ of Y˜ such that φ˜y˜ is injective as a morphism of
sheaves (see Lemma A.4 for the openness of this set). We find on P1×UY˜ an injective
(over each point of UY˜ ) morphism of sheaves
p∗
P1×X˜
(Y˜)→ Q.
For each p ∈ S, consider the (composite) morphism on UY˜
φp : p
∗
X˜
(Yp)→ p
∗
X˜
(Y˜p)
φ˜p
→ Qp.
This morphism has p∗
X˜
(Bp) in its kernel. We look at the open subset of UY˜ formed by
points where the cokernel of φp is locally free and the kernel is exactly p
∗
X˜
(Bp) for each
p ∈ S. By Lemma A.9 and Section A.2, this open subset represents F (V,Q, d˜, r˜, ǫ).
The smoothness assertions are clear from the above arguments. For the first dimension
formula (the second one is obtained similarly): From the proof, we need to add the
Euler characteristic of Hom(Y˜ ,Q) to the dimension of the Grassmann bundle X˜ . The
degree of Y˜ is −(d − d˜) +
∑
p ǫ(p). The Euler characteristic of Hom(Y˜ ,Q) is therefore
χ(d− d˜, r − r˜, β,Λ)−
∑
p∈S ǫ(p)Λ and the dimension of X˜ is
dimGr(d˜, r˜,V) +
∑
p∈S
ǫ(p)(r − r˜ − ǫ(p)).

Remark 13.8. In Lemma 13.7 it is easy to see that t is surjective. However a is a
smooth dominant morphism which need not be surjective. This is because the map
UX˜ → Gr(d˜, r˜,V) may not be surjective.
13.4. Open Subsets in Products of Flag Spaces. We now construct the open subsets
in products of flag spaces as required by Section 9.2.
Let V, Q, I and K, d, r, ǫ and Hp (for p ∈ S) be as in section 13.1. Form a universal
scheme Ugen(V,Q, I) as a scheme over FlS(V)× FlS(Q) whose fiber over a point (F ,G)
is the subset of Hom(V,Q, d˜, r˜, ǫ) formed by φ that if we set S = ker(φ) and for p ∈ S,
Bp ⊆ (V/S)p the kernel of φp : (V/S)p → Q, then
• S ∈ Ωo(K,V,F).
• For p ∈ S, ǫ(p) = rk(Bp) and Bp ∈ ΩoHp(F
p
•
(V/S)).
We prove the following lemma in the next section.
Lemma 13.9. The natural morphism Ugen(V,Q, I)→ U(K,V) is smooth and dominant.
Ugen(V,Q, I) is a smooth scheme (recall that we are assuming that V and Q are ES
bundles).
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Remark 13.10. The possible non surjectivity of Ugen(V,Q, I) → U(K,V) is related the
morphism a from Diagram 13.6 being non surjective.
Let O(I) ⊂ FlS(V) × FlS(Q) be the largest open subset such that if (F ,G) ∈ O(I),
the dimension count of Section 13.1 applies.
We now construct the desired open subset A(V,Q) from section 9.2. The Schubert
state K(I) required is just K from above. It is natural to require functoriality under
isomorphisms for A(V,Q). That is, A(V,Q) should be stable under the automorphisms
of V and Q.
If r = 1 define A(V,Q) = FlS(V)
s × B(Q). Assume that the construction has been
achieved if r < r0 and we extend it to the case r = r0. The requirements are over a
finite set of choices of I. It is enough to satisfy the requirements for each I, obtain open
subsets A(V,Q, I) and finally set
A(V,Q) =
⋂
I
A(V,Q, I).
Fix a I. Consider the diagram
Ugen(V,Q, I)
p

//π // FlS(V)× FlS(Q)
U(K,V)
Here p is dominant (Lemma 13.9). Let U be the largest open subset of U(K,V) formed
by points (S,F) such that
(1) S and V/S are ES (Section 6.2).
(2) (F(S),F(V/S)) ∈ A(S,V/S) (Lemma 7.4).
Shrink O(I) so that Ugen(V,Q, I)→ FlS(V)× FlS(Q) is flat over it. Find the largest
possible such O(I).
We finally define
A(V,Q, I) = π(p−1(U)) ∩O(I) ∩ [B(V)× B(Q)]
which is clearly an open and nonempty subset of FlS(V) × FlS(Q) and satisfies the
requirements.
13.5. Proof of Lemma 13.9. Let I, K, ǫ, d, r be as in Section 13.4. We want to show
that the natural morphism p : Ugen(V,Q, I)→ U(K,V) is smooth (and hence dominant
because Ugen(V,Q, I) 6= ∅).
Define C by the cartesian square
C //

U(K,V)

Hom(V,Q, d˜, r˜, ǫ) // Gr(d˜, r˜,V)
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It is easy to see that C parameterizes triples (S, φ,F) so that (S,F) ∈ U(K,V),
ker(φ) = S and φ ∈ Hom(V,Q, d˜, r˜, ǫ). The morphism Hom(V,Q, d˜, r˜, ǫ) → Gr(d˜, r˜,V)
is smooth and dominant (it is the composition t ◦ a in Diagram 13.6 of Lemma 13.7).
Therefore C → U(K,V) is smooth and dominant.
Therefore for Lemma 13.9, we need to show that Ugen(V,Q, I) → C is a smooth
morphism. In fact it is (Zariski locally) a fiber bundle with smooth fibers. We will argue
“at the level of points” (to be rigorous one work at the level of fibers of functors as in
previous section, but we leave this to the reader). What is the fiber of Ugen(V,Q, I)→ C
over (S, φ,F)? It is just the set of G =
∏
p∈SG
p
•
∈ FlS(Q) such that ∀p ∈ S, a ∈ [r],
φp(F
p
a ) ⊆ G
p
i
p
a−a
. The rank of φp(F
p
a ) can be expressed by a formula in terms of the given
data (independent of φ). Therefore using Lemma A.8 we conclude that the set of G is
parameterized by a smooth space whose dimension doesn’t jump as we vary (S, φ,F).
This concludes the proof of Lemma 13.9.
14. Transversality
The following proposition was obtained in some special cases by F. Sottile [S1], [S2].
The classical part of it was proven independently by the author [B3] and R. Vakil [V].
Proposition 14.1. Let W be an ES (D, n)-bundle on P1 and I a Schubert state of the
form I = (d, r,D, n, I). For generic F ∈ FlS(W), the smooth points of Ω
o(I,W,F)
are dense in Ωo(I,W,F). This implies that if dim I = 0, Ωo(I,W,F) is a smooth and
transverse intersection of dimension 0.
Proof. If I is null, there is nothing to prove. Therefore assume that I is not null.
We first show that there is a dense open subset Uˆ(I,W) of U(I,W) such that for
(V, E) ∈ Uˆ(I,W), Ωo(I,W, E) is a transverse intersection at V.
Pick a point V ∈ Gr(d, r,W) (which is nonempty because I is non null) such that V
and Q = W/V are both ES. Pick a generic point (F ,G) ∈ FlS(V) × FlS(Q). Now find
(using Lemma 7.4) E ∈ FlS(W) such that V ∈ Ω
o(I,W, E) and the collection of flags
induced on V and Q are F and G respectively.
Since, I is not null, condition (B) of Theorem 2.7 holds for the Schubert state I. By
the proof of (B) ⇒ (A) in Section 10.1, the tangent space to Ωo(I,W, E) at V which
is given by HomI(V,Q,F ,G) is of rank dim I. We have therefore found a point (V, E)
such that Ωo(I,W, E) is a transverse intersection at (V, E). Such points clearly form an
open subset of U(I,W). Now apply Lemma 7.5 to conclude the proof. 
15. Proof of the shift properties from Section 2.4
We are going to use the transversality result (Proposition 14.1) in this section.
Lemma 15.1. Let f : X → Y be a quasi-projective morphism from an irreducible variety
X to a normal irreducible variety Y of the same dimension. Let y ∈ Y and x1, . . . , xm
isolated points of f−1(y). Then deg(f) ≥ m.
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Proof. Embed X as an open subset of a variety X¯ which is projective over Y :
X

 i //
f
  @
@@
@@
@@
@ X¯
f¯

Y
Let X¯
a
→ Y˜
b
→ Y be the Stein factorization ( [H], Section II.11.5) of f¯ where a has
connected fibers and b is finite. Therefore the images a(x1), . . . , a(xs) are distinct points
of Y˜ . Now use ( [Sh], Section II.6.3, Theorem 3) to conclude that deg(f) ≥ deg(b) ≥
m. 
Corollary 15.2. Let I = (d, r,D, n, I) be a Schubert state with dim I = 0. Let
W = ZD,n, and F ∈ FlS(W). Suppose that there are m isolated points V1, . . . ,Vm
in Ωo(I,W,F). Then, 〈I〉 ≥ m.
Proof. It is easy to see that 〈I〉 is the degree of the morphism (between smooth schemes)
U(I,W)→ FlS(W). We can therefore use Lemma 15.1. 
15.1. Proof of Lemma 2.4. The first claim follows from the equation χ(d, r,D, n) =
χ(d+ r, r,D + n, n).
Clearly ZD,n ⊗ O(−1) is isomorphic to ZD+n,n. We therefore get an isomorphism
between Gr(d, r,D, n) and Gr(r, d + r,D + n, n). There is also an natural isomorphism
T : FlS(ZD,n)
∼
→ FlS(ZD,n(−1)). For F in FlS(ZD,n, S), we find a scheme theoretic
isomorphism:
(15.1) Ωo(I,ZD,n, T (F))
∼
→ Ωo(J ,ZD,n, T (F)).
Therefore Lemma 15.2 implies that I is not null⇒J is not null. The reverse implication
is proved by tensoring with OP1(1).
In (3), if 〈I〉 > 0, pick a F ∈ FlS(ZD,n) such that the set Ω
o(I,ZD,n,F) has exactly 〈I〉
(reduced) points. Therefore by Lemma 15.2 and Equation 15.1, 〈J 〉 > 〈I〉. Tensoring
with OP1(−1) proves the reverse inequality.
15.2. Proof of Proposition 2.5. For (1), we consider two cases
(a) i1 = 1: In this case
codim(ωJp) = codim(ωIp)− (n− r), d˜ = d− 1
and hence
dimGr(d− 1, r, D − 1, n) = dimGr(d, r,D, n)− (n− r).
One verifies immediately that dim I = dimS(p)I).
(b) i1 6= 1: In this case codim(ωJp) = codim(ωIp)+ r, d˜ = d− 1 and dimGr(d, r,D−
1, n) = dimGr(d, r,D, n) + r and dim I = dimS(p)I.
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We are going to show that if I is not null, then S(p)I is not null and that 〈I〉 ≤ 〈S(p)(I)〉.
Since S(p)nI = (d − r, r,D − n, n, I) where I = (d, r,D, n, I), the use of iteration and
Lemma 2.4 finishes the proof of (2) and (3).
If I is null then there is nothing to show. So assume that I is not null. LetW = ZD,n
and choose a generic point F =
∏
q∈S F
q
•
∈ FlS(W). We therefore have that Ω
o(I,W,F)
is nonempty and of dimension dim(I).
Choose a uniformising parameter t at p and define W˜ to be the bundle whose sections
are meromorphic sections s ofW so that ts is holomorphic and has fiber at p in F p1 (this
is a special case of the shift operation from Section A.4). Let J = S(p)I.
We claim W˜ is isomorphic to ZD−1,n. The degree computation is clear. Its genericity
has to be checked. Without loss of generality assume (tensor W by an appropriate
OP1(l)) :
W = Ou
P1
⊕OP1(−1)
n−u u 6= n.
The sub S = Ou
P1
is the part generated by global sections. Hence we may assume (since
our flags on ZD,n are generic) that F
p
1 ∩ Sp = 0.
Let W˜ = ⊕nl=1O(l). Since W →֒ W˜, we should have al ≥ −1 for l = 1, . . . , r. We
claim al ≤ 0 for l = 1, . . . , r and this would prove that W˜ is ES. Assume the contrary,
and let OP1(1) → W˜ , be a nonzero map. We therefore find a map OP1 → W˜(−p), or
a section s of W˜ that vanishes at p. Hence s is a section of W whose fiber at p is in
F p1 . But this is in contradiction to the assumption that there are no global sections of
W with fiber at p in F p1 .
We also induce complete flags on the fibers of W˜ at {p1, . . . , ps} from those of W
( [B1], Appendix) to obtain G ∈ FlS(W˜). It is a standard fact that if we are given two
vector bundles on a curve along with an isomorphism on a Zariski open set, then we
obtain a set theoretic bijection between subbundles. This is via the saturation operation
(see Section A.5). This is applied to W and W˜ (and track is kept on the Schubert
position of the fibers at p as in [B1], Appendix)). We get that if V ∈ Ωo(I,V,F), then V˜
obtained by taking the saturation of V in W˜ is in Ωo(J , W˜,G) (and vice-versa). Hence
by Lemma 15.2, J is not null.
The number of points in Ωo(I,W,F) (for F generic) is exactly 〈I〉 and therefore by
Lemma 15.2, we have 〈I〉 ≤ 〈J 〉.
Appendix A. Results from commutative algebra and representability
criteria
A.1. Local criteria for flatness. For the sake of reference, we collect some standard
statements on flatness. The following lemma is [E], Theorem 6.8, page 168.
Lemma A.1. Suppose that (A,m) is a local Noetherian ring, and let (S, n) be a local
Noetherian R-algebra such that mS ⊆ n. If M is a finitely generated S-module, then M
is flat as an A module if and only if TorR1 (M,A/m) = 0.
The following lemma on flatness is [AK], Proposition V.3.4, page 94.
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Lemma A.2. Let R→ A and A→ B be local homomorphisms of local rings and let M
be a finite B module. Suppose that A is flat over R. Then M is flat over A if and only
if the following two conditions hold:
(a) M is flat over R.
(b) M ⊗R k is flat over A⊗R k where k = R/m and m is the maximal ideal.
We also recall the standard fact: A finitely generated module over a Noetherian ring
is flat if and only if it is locally free.
Lemma A.3. Suppose that T is a scheme, W a vector bundle on P1 and V a coherent
subsheaf of WT . The following are equivalent:
(1) The quotient Q =WT/V is flat over T .
(2) For any t ∈ T (closed point), Vt → W is an injection.
Suppose the conditions above hold. Then, V is a vector bundle on P1× T . Also, the
following conditions are then equivalent:
(a) Qt is a vector bundle for all t ∈ T
(b) Q is a vector bundle.
(c) V is a subbundle (locally a direct summand) of WT .
Proof. Assume that T = Spec(A) where A is local with maximal ideal m and residue
field k = κ. Let t ∈ T correspond to the maximal ideal. Consider the exact sequence
0 → V → WT → Q → 0.
Tensor this with k(t) and obtain
0 = Tor1A(W, k) → Tor
1
A(Qt, k) → Vt → Wt → Qt → 0.
Therefore (2)⇔ (1) is clear by Lemma A.1. Assuming that (1) and (2) hold, we see that
V is flat over T (Tor2A(Qt, k) → Tor
1
A(Vt, k) → Tor
1
A(W, k) is exact). Vt is torsion free
and hence locally free on P1. By Lemma A.2, V is flat over P1× T and hence locally
free.
For the equivalences (a) ⇔ (b) ⇔ (c), the only non trivial implication is (a) ⇒ (b),
which follows from Lemma A.2 and the flatness of Q over T . 
Lemma A.4. Let X be an irreducible variety, S a scheme and V → Q a morphism
of vector bundles on X × S. Then, the subset of points s ∈ S for which Vs → Qs is
injective as a morphism of sheaves is open.
Proof. Taking exterior products one is immediately reduced to the case V = O. We need
to show that if h is a global section of Q on X × S, the subset Z of S formed by s such
that hs 6= 0 in H
0(X × {s},Qs) is open.
But this is clear since if h does not vanish at (x, s), then there is a neighborhood U of
s such that if s′ ∈ U then h does not vanish at (x, s′). 
Lemma A.5. Let X and S be schemes, with X irreducible, V and Q vector bundles on
X × S and φ : V → Q a morphism. The following are equivalent:
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(1) φ is injective and the cokernel of φ is flat over S.
(2) For each closed point s of S, φs is an injective as a morphism of sheaves on P
1.
Furthermore, if s ∈ S, φs is injective (as a morphism of sheaves) iff it is injective on
some nonempty open subset of X.
Proof. (1)⇒(2) is obvious from the definition of flatness. For (2)⇒(1) we reason as
follows: Break up φ into 2 exact sequences 0 → S → V → T → 0 and
0 → T → Q → W → 0. We have for s ∈ S a surjection Vs ։ Ts and a morphism
Ts → Qs such that the composite is φs. Therefore if φs is injective, Ts → Qs is
an injection and hence W is flat over S. This implies (Lemma A.3) that T is a vector
bundle and that S is a vector bundle. But now we see that the rank of S equals zero, so
φ is injective.
The last statement is clear because X is irreducible. 
A.2. Some representability statements. Let S be a scheme and let E and F be free
OS-modules of rank e and f , respectively. Let φ : E → F be a morphism. The rank of
φ is said to be r if the cokernel is a locally free sheaf of rank f − r. With φ as above, if
the cokernel of φ is locally free, then so are the image and the kernel.
With S, E, F and φ as above, the rth degeneracy locus Dr(φ) of φ is the closed subset
of all points s ∈ S such that φ⊗k(s) has rank less than or equal to r. We put a structure
of a closed subscheme on Dr(φ) by writing it as the scheme of zeroes of the morphism
r+1∧
E →
r+1∧
F.
Notice that the subschemes Zr(φ) = Dr(φ) −Dr−1(φ) partition S into a disjoint union
of locally closed subschemes.
Lemma A.6. With notation as above., if T = Zr(φ), the map πT : ET → FT , has rank
r. That is, the cokernel is locally free of rank f − r.
Proof. See [E], Corollary 20.5, Proposition 20.8. 
Given S, E, F we form the scheme Hom(E, F ) over S. Write π : Hom(E, F )→ S for
the structure map. There is a natural map φ : π∗E → π∗F . we write Homr(E, F ) for
the locally closed subscheme Zr(φ). This represents a functor:
Lemma A.7. Let S be a Noetherian scheme; then Homr(E, F ) represents the functor:
T  {ψ : ET → FT | rk(ψ) = r}
Proof. Standard. 
Let Z be a scheme with a vector bundle V of rank r which is filtered by a series of
subbundles:
V1 ⊆ · · · ⊆ Vk+1 = V
46 PRAKASH BELKALE
where V l is of rank bl for l = 1, . . . , k + 1. Let a0 = 0 ≤ a1 ≤ · · · ≤ ak+1 = r be
nonnegative integers. Consider the functor G whose value G(T ) over a scheme T over Z
is the set of complete filtrations by subbundles:
0 (W1 ( · · · (Wr = VT
so that V lT ⊆ Wal for l = 1, . . . , k.
Lemma A.8. The functor G is representable by the topmost element in a tower of
Grassmann bundles over Z. The fiber dimension of the representing scheme over Z is
1
2
r(r − 1)−
k∑
l=1
(al+1 − al)bl.
Proof. Let Xk = Gr(ak − bk,
V
Vk
). On Xk there is a natural bundle Wak of rank ak which
contains p∗k(V
k). Now form the Grassmann bundle Xk−1 = Gr(ak−1 − bk−1,
Wak
p∗
k
Vk−1
) over
Xk and iterate this procedure producing a tower of Grassmann bundles:
X1
p1
→ X2
p2
→ . . .
pk−1
→ Xk
pk→ Z
Let q : X1 → Z. Clearly,
dim(X1) =
k∑
l=1
(al − bl)(al+1 − al).
We have gaps in the filtration of q∗V (not every Wi appears as a Wal), which we “fill”
arbitrarily by forming suitable flag bundles. Therefore the representing scheme is of
dimension (over Z)
k∑
l=1
[(al − bl)(al+1 − al) + dim(Fl(κ
al+1−al))] +
a1(a1 − 1)
2
= {
k∑
ℓ=0
[aℓ + (aℓ + 1) + · · ·+ (aℓ + aℓ+1 − aℓ − 1)]} −
r∑
l=1
(al+1 − al)bl.
The first bracketed term is 1+2+· · ·+(ak+1−1) =
r(r−1)
2
and the proof is complete. 
A.3. More representability. Let X and S be varieties, p : X → S a morphism and
V a coherent sheaf on X which is flat over S. Let F be the contravariant functor:
schemes/S to abelian groups, which assigns to a scheme T over S, the abelian group
F (T ) = H0(XT ,VT ) (where VT is the pull back of V to XT = X ×S T via the morphism
XT → X).
Lemma A.9. In the situation above assume that
(a) p∗V is a vector bundle on S.
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(b) For any morphism f : T → S, if
(A.1) XT
p′

f ′
// X
p

T
f
// S
is the “base change” cartesian square, the natural morphism f ∗p∗V → p
′
∗f
′∗V is an
isomorphism.
Then the functor F above is represented by the total space of the vector bundle p∗V.
Proof. We first note that if W is a vector bundle on a scheme Y with total space W ,
then HomY (Y,W ) = H
0(Y,W).
Now, let A = p∗V. Let A be the total space of this vector bundle. Let f : T → S
be a morphism and use notation from the Cartesian square A.1. We have F (T ) =
H0(XT , f
′∗V) = H0(T, p′∗f
′∗V). But the latter is (naturally) isomorphic to H0(T, f ∗A)
by the second assumption. Therefore if AT is the total space of f
∗A, we have F (T ) =
HomT (T,AT ). The lemma follows from the following cartesian square:
AT //

A

T // S
Hence F (T ) is identified with the set of morphisms T → A (over S). 
Conditions (a) and (b) in Lemma A.9 hold in each of the following two cases:
(1) S = Spec(κ). In this case the second hypotheses is true because “cohomology
commutes with flat base change” (see [H], Chapter III, Proposition 9.3).
(2) The higher direct images of V vanish. In fact if we assume that for all points
s ∈ S, H1(p−1(s),Vs) = 0, then the hypothesis are valid (cf. [Mum], Corollary 1
from Lecture 7).
Corollary A.10. Let V, Q be vector bundles on a scheme X. Then, the vector space
Hom(V,Q) considered as a scheme over Spec(κ) represents the functor: schemes/κ to
(sets) given by T  HomX×T (VT ,QT ).
A.4. Shift operations. Fix a point p ∈ P1. We have a natural inclusion of sheaves
OP1 ⊆ OP1(p) and given a uniformising parameter t at p, we have in a neighborhood of
p, an isomorphism OP1(p)
t
→ OP1 .
Let V be a vector bundle on P1× Y , p ∈ P1 and B ⊆ Vp a subbundle (Vp is a bundle
on p× Y ). There is a canonical inclusion V ⊆ V(p) = V ⊗ p∗YO(p).
We define a new sheaf V˜ such that V ⊆ V˜ ⊆ V(p): V˜ coincides with V outside of
(P1−p) × Y and in a neighborhood of p × Y , is the kernel of the composite: V(p)
t
→
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V → (Vp/B) where the first map is multiplication by t. Clearly, V˜ is independent of the
choice of the uniformising parameter t.
It is useful to have a local model of this operation: If y ∈ Y , there is an open subset
Uy of Y containing y, a neighborhood U˜ in X × Y of p× Uy, and a splitting V = C ⊕T
on U˜ such that C restricted to p× Uy is the same as B. On U˜ , V˜ is identified with the
subsheaf C(p)⊕T of V(p). Therefore V → V˜ has cokernel B(p), and Vp → V˜p has kernel
B.
We can perform the shift operation at various points of a bundle simultaneously. Let
V be a vector bundle on P1× Y and for p ∈ S, suppose B =
∏
p B
p where Bp ⊆ Vp is a
subbundle. Then we form the shift V ⊂ Ψ(V,B) ⊂ V ⊗O(
∑
p∈S p).
Lemma A.11. In the above setup with B =
∏
p∈S B
p, and V˜ = Ψ(V,B),
(1) V˜ is locally free, the quotients V˜/V and V(p)/V˜ are flat over Y , and the formation
of V˜ commutes with base change in Y .
(2) For p ∈ S, V → V˜ has cokernel Bp ⊗O(p), and Vp → V˜p has kernel B
p.
(3) For any vector bundle Q on P1× Y , Hom(V˜,Q) →֒ Hom(V,Q) and there is a
1-1 correspondence between the following objects:
(a) Morphisms φ : V → Q such that Bp is in the kernel of the map φp : Vp → Qp
for each p ∈ S,
(b) Morphisms φ′ : V˜ → Q
Moreover, for φ as in (a), φ is injective with a flat cokernel if and only if the
same is true for φ′.
Proof. For ease of exposition assume S = {p} and suppress the superscript p in the
notation. Let t be a uniformising parameter at p. From the local model, it is easy to see
(1) and (2) hold. We have an exact sequence of the form
0→ V → V˜ → B(p)(= B ⊗O(p))→ 0
and hence an exact sequence
0→ Hom(B(p),Q)→ Hom(V˜ ,Q)→ Hom(V,Q).
The first term is clearly 0 since multiplication by t is injective on the second and third
terms. We have therefore proved the injection part of (3).
In (3), it is clear that given φ′ as in (b), we can obtain φ by composition V → V˜ → Q.
The kernel of φp contains the kernel of Vp → V˜p which is B .
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For the other direction, let φ be a morphism as in 3(a) and consider the following
diagram,
V˜

V //
φ

=={{{{{{{{{
V(p)
t //
φ(p)

Vp/B
φp

0 // Q // Q(p)
t // Qp // 0.
Note that φp : Vp → Qp factors through Vp/B because of the hypothesis in (a). The
bottom row is an exact sequence and the composite V˜ → Qp is zero because it factors
through the 0 map V˜ → Vp/B. We therefore find a factorization φ
′ : V˜ → Q. The last
statement follows from Lemma A.5.

A.5. Parabolic bundles. We consider parabolic bundles on P1 with parabolic structure
at the points S.
A parabolic bundle W = (W, E , w) on (P1, S) is a (D, n)-vector bundle W on P1, a
collection of complete flags E =
∏
p∈SE
p
•
and a function
w : S× {1, . . . , n} → R
such that, denoting w(p, a) by wpa, we for each p ∈ S,
wp1 ≥ w
p
2 ≥ · · · ≥ w
p
n ≥ w
p
1 − 1.
We define wp0 = w
p
n + 1.
For a parabolic bundle W as above and a subbundle V ⊆ W, let I = (d, r,D, n, I) be
the Schubert state determined from V ∈ Ωo(I,W, E).
(1) Define the weight of V by
wt(V,W) =
∑
p∈S
∑
a∈Ip
wpa
(2) The parabolic weight of E is defined to be
pardeg(V,W) = −d+ wt(V,W).
(3) The parabolic slope of V is defined to be
µpar(V,W) =
pardeg(V,W)
r
Let W be a vector bundle on a smooth curve C and V ⊆ W a coherent subsheaf. Let T
be the torsion subsheaf of W/V and V˜ its inverse image in W. V˜ is a subbundle of W
containing V and is called the saturation of V in W.
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Lemma A.12. LetW be a parabolic bundle as above and φ : V →֒ W a coherent subsheaf
of degree −d and rank r with saturation V˜ . Suppose that there is a G =
∏
pG
p
•
∈ FlS(V)
and a function
γ : S× {1, . . . , r} → {0, 1, . . . , n}
such that
φp(G
p
a) ⊆ E
p
γp(a), a = 1, . . . , r, p ∈ S
Then
pardeg(V˜ ,W) ≥ −d+
∑
p∈S
r∑
a=1
wp
γ
p
a
.
Proof. Let B(p) be the kernel of φp and b(p) the rank of B(p). Let I = (d˜, r, D, n, I) be
the Schubert state determined from V˜ ∈ Ωo(I,W, E). It is easy to see that deg(V) ≥
−d +
∑
p∈S b(p) and hence
pardeg(V˜,W) ≥ −d+
∑
p
b(p) +
∑
p∈S
∑
a∈Ip
wpa.
Lemma A.12 now follows from:
Claim A.13. For each p ∈ S,
b(p) +
∑
a∈Ip
wpa ≥
r∑
a=1
wp
γp(a).
For the claim, we fix a p and assume B(p) ∈ ΩoH(G
p
•
). Let H = {h1 < · · · < hb(p)} and
{u1 < · · · < ur−b(p)} = {1, . . . , r} −H. Let I
p = {i1 < · · · < ir}. We see that φp(G
p
ut
) is
at least t dimensional so ipt ≤ γ
p(ut) for t = 1, . . . , r − b(p).
∑
a∈Ip
wpa −
r∑
a=1
wp
γp(a) ≥
r∑
a=r−b(p)+1
wpia −
b(p)∑
ℓ=1
wp
γp(hℓ)
=
b(p)∑
ℓ=1
[wpir−b(p)+ℓ − w
p
γp(hℓ)
] ≥
b(p)∑
ℓ=1
(−1) = −b(p).

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