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Abstract—This work proposes a novel location-based multi-
group multicast framework which is termed as non-orthogonal
multiple access (NOMA) assisted multi-region geocast. This novel
spectrum sharing framework exploits the NOMA technology
to realize the simultaneous delivery of different messages to
different user groups characterized by different geographical
locations. The essence of the proposed framework is that the
geographical information of user groups unites NOMA and multi-
group multicast to enhance the spectral efficiency (SE) and the
energy efficiency (EE) of wireless transmissions. Specifically, we
investigate the downlink beamforming design of the proposed
framework in multiple-input single-output (MISO) settings. The
decoding strategy for NOMA is designed and guaranteed by
users’ geographical information and required quality of service
(QoS). The majorization and minimization (MM) algorithm is ex-
ploited to solve the non-convex and intractable problems therein.
Comprehensive numerical experiments are further provided to
show that NOMA holds tremendous promise but also limitations
in terms of SE and EE, compared with spatial division multiple
access (SDMA) and orthogonal multiple access (OMA).
Index Terms—Non-orthogonal multiple access, multi-group
multicast, geographical information, design of decoding order,
quality of service.
I. INTRODUCTION
W IRELESS spectrum has become severely limited andthe 5G system is expected to offer 10 times spectral
efficiency (SE) and energy efficiency (EE) in comparison with
the 4G system [2]. The anticipated thousand-fold increase in
wireless data traffic urgently calls for highly efficient spectrum
utilization to achieve these challenging goals. Various new
techniques have been proposed, among which multi-group
multicast and non-orthogonal multiple access (NOMA) are
two promising ones.
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Wireless multi-group multicast is considered as an effective
solution to improve SE and EE by exploiting the idiosyncracies
of wireless medium [3]. It utilizes the available bandwidth
for delivering the same content to multiple users and further
exploits the spatial diversity by simultaneously serving mul-
tiple user groups, which significantly promotes the efficient
utilization of the spectrum [4]. Besides, transmit beamforming
makes it possible to focus energy into the directions of the
target users within a specified geographical region [5].
NOMA is widely recognized as another emerging paradigm
to enhance spectrum utilization for the 5G system [6]. The
major advantage of NOMA is to encourage spectrum sharing
among users in a non-orthogonal way. Different from con-
ventional orthogonal multiple access (OMA), NOMA realizes
the simultaneous transmission of multiple data-streams via
power domain division [7]. At a transmitter, a superposition
of different messages is broadcasted. At receivers, successive
interference cancellation (SIC) is used to realize multi-user
separation and detection.
Current designs from industry and academia consider multi-
group multicast and NOMA independently one from the other
and for different intentions. However, there is an important
bridge between them: geographical locations of the target
users plays a critical role in both the two techniques. For multi-
group multicast, user grouping is quite important in satisfying
concurrent users’ requests for the same content. Thus, it
is natural to exploit multi-group multicast for transmitting
different messages to user clusters in different geographical
regions that could be intuitively characterized by the distances
from the transmitter to the users. On the other hand, the nature
of NOMA is to utilize the signal-to-interference-plus-noise
ratio (SINR) imparity among users that results from either the
natural near-far effect or the non-uniform power allocation at
a transmitter [6], [7]. Accordingly, the difference in channel
gains, caused by different signal attenuation due to different
distances of users to the transmitter, is a natural advantage
for NOMA. We can see that physical distance becomes
a bridge that connects multi-group multicast and NOMA,
because distance is not only an important geographical feature
of regions, but also a crucial factor which makes the users in
different regions have different channel gains.
Clearly, it is of paramount importance to use the geo-
graphical information for designing multi-group multicast and
NOMA altogether. Out of this we porpose a novel multi-
group multicast framework in this paper which is termed
2as NOMA assisted multi-region geocast1. The novelty and
particularity of this new framework consists in the exploitation
of geographical features of the target users in different geo-
graphical regions and broadcast properties of wireless medium.
To be specific, our proposed NOMA assisted multi-region
geocast refers to the simultaneous transmission of different
messages to user clusters located in different predetermined
regions via NOMA principles, and the users in the same region
are interested in a common message. By exploiting multiple
antenna technology, the transmit beamforming, aided by the
geographical information of users, can provide a new manner
to fully utilize the limited spectrum and to serve users with
the minimum possible energy consumption.
With NOMA assisted multi-region geocast, many new ser-
vices and applications are feasible. These include geographical
command systems, emergency communications for public
alerting, and commercial geographical messaging applica-
tions, such as position-based advertising, weather forecasting,
and traffic advisory services. These imply that our proposed
NOMA assisted multi-region geocast is a promising location-
based spectrum sharing framework, which holds tremendous
potential to support the increasing demand for higher quality
services with the minimum possible energy expenditure for
the future 5G system.
A. Related Works and Motivations
The transmit beamforming for multi-group multicast have
been initially solved with the semi-definite relaxation (SDR)
method in [3], [5]. Further, a weighted max-min fair multi-
group multicast problem has been studied in [9] under per-
antenna power constraints. In [10], the distributed beamform-
ing design has been attempted for a multi-group multicasting
relay network. However, all these works have neither exploited
users’ geographical information nor took the advantage of
NOMA to further improve the SE and EE of wireless trans-
missions.
Current works on NOMA primarily focused on the SE
improvement in either single-input single-output (SISO) sys-
tems [11]–[14] or multiple-input multiple-output (MIMO)
systems that can be decoupled into multiple SISO NOMA
sub-systems by user clustering [15] or signal alignment [16].
Only some works have directly tackled NOMA in multiple-
antenna settings due to the difficulty of designing decoding
order for SIC at receivers. In [17], multicast design has been
investigated in a multiple-input single-output (MISO) NOMA
system wherein a transmitter broadcasts only two different data
streams. In [18], the beamforming design has been considered
in MISO NOMA system where users are partitioned into
multiple cluster with uniform power allocation. In [19], the
optimal resource allocation for multicarrier downlink MISO
NOMA system has been investigated. In [20], the worst-
case achievable sum rate has been considered and an alter-
native optimization algorithm was proposed. In [21], a Hybrid
NOMA precoding algorithm has been proposed by applying
1It is worth to point out that the term geocast derives from a technique
for routing protocols which realizes the delivery of a common message to a
group of users within a specified geographical region [8].
the quasi-degradation into downlink MISO NOMA system.
Under bounded channel uncertainties, a robust beamforming
techniques has been provided for MISO NOMA system in
[22]. Besides, in [23], the sum rate maximization problem
has also been studied in a downlink MISO NOMA system,
in which the power allocation policy is to allocate more
power to users with worse channel conditions. However, this
widely used policy is unnecessary and even degrades the
overall performance of NOMA. Accordingly, in this work,
we directly deal with NOMA in MISO systems and propose
to guarantee users’ quality of service (QoS) with minimum
SINR thresholds. Our previous work [1] has framed this
NOMA assisted multi-region geocast by just focusing on its
SE perspective.
In addition, NOMA can be viewed as a special form of
cognitive radio (CR) networks [24], in which the user having
stronger channel gains is viewed as a secondary user while the
user having poorer channel gains is viewed as a primary one.
In [25], the above described CR inspired NOMA framework
was generalized by exploiting multiple antenna technologies
and QoS guarantees for weaker users.
Currently, only some recent work have studied the EE issues
in SISO and MIMO NOMA systems with statistical CSI [26]–
[28], which greatly motivates us to study NOMA from the
perspectives of both SE and EE. Furthermore, current designs
of NOMA were generally compared to the traditional OMA
scheme [16], [23], [26], which obviously demonstrates the
superiority and advantage of NOMA. However, conventional
spatial division multiple access (SDMA) should be considered
as a strong competitor when studying NOMA in multiple-
antenna settings.
Based on the above survey, this NOMA assisted multi-
region geocast framework has a potential future for realiz-
ing higher efficient spectrum utilization. Further, comparisons
between NOMA and SDMA are still not clear. Thereby, it
is of great meaning to study this new framework from the
perspectives of SE and EE for sake of further revealing the
idiosyncrasy of NOMA.
B. Our Work and Contributions
In this work, with advanced beamforming techniques, we
apply NOMA to simultaneously transmit superposed messages
to multiple geographical regions, which germinates a location-
based spectrum sharing framework. The main contributions
and motivation are summarized as below:
1) A novel multi-group multicast framework is proposed
by exploiting both NOMA and the geographical in-
formation of users in transmit beamforming designs.
Within the proposed framework, we initially minimize
the total transmit power subject to an individual QoS
constraint for each user. Secondly, we maximize the
system sum rate under a predefined fair transmission
policy that ensures constant ratios between the data
rates of different messages. Finally, an EE maximization
problem is investigated in the proposed framework un-
der a dynamical access scenario. The majorization and
minimization (MM) algorithms are employed to solve
the non-convex and intractable problems therein.
32) Different from previous works on NOMA, this work
abolishes the conventional power allocation policy that
more transmit power should be given to users with worse
channel conditions. Instead, a new decoding order for
SIC is designed and guaranteed by users’ geographical
information and their required QoS (SINR threshold) in
the process of transmit beamforming designs.
3) Comprehensive numerical experiments are provided,
with respect to different key parameters, to show that
NOMA scheme holds tremendous promise for enhancing
SE and EE but also certain limitations in wireless
transmissions, compared with both conventional SDMA
and OMA schemes. Our findings aim to provide not only
insights on possibilities of NOMA but also guidance on
applications of NOMA in future 5G systems.
C. Organization and Notations
Organization: In Section II, we present the system and
the signal model of multi-region geocast in a MISO NOMA
system. In Section III, we minimize the total transmit power
of the system subject to an individual QoS constraint for each
user. In Section IV, we further maximize the sum rate of the
system under a predefined fair transmission policy that ensures
constant ratios between the data rates of different messages. In
Section V, we lastly investigate an EE optimization problem in
the previous system with an upgrade that an extra user group
having better channel condition is simultaneously served.
Section VI provides simulation results. Concluding remarks
are made in Section VII.
Notations: Boldface uppercase letters and boldface lower-
case letters are used to denote matrices and column vectors,
respectively. (·)T , (·)∗, (·)H , Tr(·) and E(·) are the transpose,
conjugate, Hermitian transpose, trace, and expectation opera-
tors. x ∼ CN(0, IM ) indicates that x is a circular symmetric
complex Gaussian random vector whose mean vector is 0 and
covariance matrix is IM . ‖ · ‖2 represents the Euclidean norm
of a vector. Re{·} and Im{·} is the real part and the imaginary
part of a complex number, respectively. rank(·) represents the
number of linearly independent rows or columns of a matrix.
O(·) denotes the complexity.
II. SYSTEM AND SIGNAL MODELS
A. System Model of NOMA Assisted Multi-Region Geocast
Consider a wireless transmission scenario which consists
of a transmitter equipped with M antennas and G groups of
users each equipped with a single antenna. Let Ug denote the
number of users in the g-th group for 1 ≤ g ≤ G. Note that
the lowercase letter g is used to represent the group index,
and the lowercase letter u is used to represent the user index
in an arbitrary group, where 1 ≤ u ≤ Ug and 1 ≤ g ≤ G.
As shown in Fig. 1, each group is located in a predetermined
region different from the other groups. Therefore, there is a
one-to-one correspondence between G groups and G regions.
It is worth to point out that these G regions are distinct
from each other by their average distances to the transmitter,
which is explained as follows. We use dming to denote the
minimum distance from the transmitter to the g-th region and
Transmitter
g-th Region (Group)
G-th Region (Group)
1st Region (Group)
Fig. 1. System Model of NOMA Assisted Multi-Region Geocast
dmaxg to denote the maximum distance. Without regard to the
specific shape of the region, we suppose that the Ug users are
randomly deployed in the g-th region. Then, we can define
daveg =
dming +d
max
g
2
as the average distance between the trans-
mitter and the g-th region. Without loss of generality, assume
that
{
daveg
}G
g=1
are sorted as dave
1
≥ dave
2
≥ ...dave
G−1 ≥ daveG ≥ 0,
which indicates that the G-th region is the nearest one to the
transmitter and the 1st region is the farthest one.
The channel between the transmitter and each user is
supposed to be a composition of large-scale path loss and
quasi-static small-scale fading. Let hu,g represent the M × 1
channel vector from the transmitter to the u-th user in the g-th
group and be modeled as
hu,g = gu,gd
− α
2
u,g , 1 ≤ u ≤ Ug, 1 ≤ g ≤ G, (1)
where gu,g ∼ CN(0, IM ) is the small-scale fading coefficient,
du,g is the distance from the transmitter to the u-th user
in the g-th group, and α is the path loss exponent. All
users’ instantaneous CSI is supposed to be available at the
transmitter.
B. Signal Model of NOMA Assisted Multi-Region Geocast
We let sg denote the geocast information symbol intended
for all the Ug users in the g-th group with E
(sg2) = 1, and
wg represent the corresponding M × 1 transmit beamformer,
where 1 ≤ g ≤ G. The transmitter broadcasts the summation
of the G weighted messages given by
∑G
g=1 wgsg. The users in
the same group (or region) are interested in a common message
while different groups desire different messages. Thereby, the
received signal at the u-th user in the g-th group can be
expressed as
yu,g = h
H
u,gwgsg︸     ︷︷     ︸
Desired Message
+
∑G
i,g h
H
u,gwisi︸           ︷︷           ︸
Inter-group Interference
+ zu,g︸︷︷︸
Additive Noise
,
1 ≤ u ≤ Ug, 1 ≤ g ≤ G,
(2)
where zu,g is the additive Gaussian noise with zero mean and
variance σ2 for all users. The second term at the right-hand
side (R.H.S.) of (2) is the inter-group interference, namely the
other groups’ target messages.
Unlike conventional multi-group multicast (i.e. SDMA)
wherein the users decode their own desired messages by
treating the messages for the other groups as noise [5],
NOMA assisted multi-region geocast exploits the geographical
4information of users to aid the beamforming design at the
transmitter. This is because, a remarkable difference in the
average distances of the regions to the transmitter is likely
to make the channel gains vary significantly among the users
located in different regions, which is a natural advantage for
the implementation of NOMA. Recall that in NOMA, users
often apply SIC to eliminate partial co-channel interference
[6]. To realize SIC, the transmitter should establish a decoding
order for all the users. In this work, the decoding order
is predefined in accordance with the aforesaid order of the
average distances of the regions to the transmitter. To be
specific, the users in the g-th group firstly decode the message
for the i-th group for i < g, and then remove this message from
their own received mixtures, in the order i = 1, 2...g − 1; the
messages for the i-th group for i > g will be treated as noise. It
is worth to point out that the predefined decoding order herein
may not be optimal, but it facilitates both the implementation
of SIC and the beamforming design. This work focuses on the
beamforming design under a predefined decoding order rather
than optimizing the decoding order. Furthermore, no recent
literature has reported the optimal decoding order in MISO
settings due to its great difficulty [23].
A widely used power allocation policy in NOMA is to
assign more power to users with worse channels [23], [29].
However, this policy is unnecessary and unfavorable for the
overall performance of NOMA, which motivates us to annul
the policy and propose to guarantee users’ QoS by minimum
SINR thresholds. The specific processing is provided in the
following.
With the signal model provided by (2) and the predefined
decoding order of SIC, the decoding ability of any user can
be characterized by its SINR. Let SINRu,g represent the SINR
of the u-th user in the g-th group to decode its own desired
message, i.e., sg , then SINRu,g can be given by
SINRu,g =
hHu,gwg2∑G
k=g+1
hHu,gwk 2 + σ2 , 1 ≤ g ≤ G, 1 ≤ u ≤ Ug,
(3)
which holds if and only if all the Ug users in the g-th group are
able to successfully decode the information for the i-th group,
1 ≤ i ≤ g − 1. The guarantee of (3), namely the successful
implementation of SIC given the predefined decoding order,
is discussed in the sequel. We further denote SINRiu,g as the
SINR of the u-th user in the g-th group to decode the message
for the i-th group, where 1 ≤ i ≤ g − 1 (the users in the g-th
group will treat the message for the i-th group as noise for
i > g), and then SINRiu,g can be given by
SINRiu,g =
hHu,gwi 2∑G
k=i+1
hHu,gwk 2 + σ2 ,
2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1.
(4)
According to (4),
{
SINRiu,g
}g−1
i=1
represent the ability of the
u-th user in the g-th group to decode the messages intended
for the groups located farther from the transmitter compared
with itself. Let Γg for 1 ≤ g ≤ G represent the minimum re-
quired SINR for successfully decoding sg, then the successful
implementation of SIC given the predefined decoding order is
guaranteed if and only if the following constraints are satisfied:
SINRiu,g ≥ Γi, 2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1. (5)
We herein conclude that (4) is guaranteed by (5). In addition,
it is worth to point out that the minimum required SINRs
{Γg}Gg=1 is actually the target SINR levels of messages {sg}Gg=1
with the corresponding rates
{
log2
(
1 + Γg
)}G
g=1
for the G
groups of users. In other words, under our proposed NOMA
framework, the transmission rates of all the G data streams
are predefined and fixed. Accordingly, based on the predefined
data rates, the minimum SINRs of being able to successfully
decode the data streams can be figured out and are eventually
interpreted as these thresholds {Γg}Gg=1.
III. TRANSMIT POWER MINIMIZATION UNDER QUALITY
OF SERVICE CONSTRAINTS
In this section, we focus on the problem of minimizing the
total transmit power subject to an individual QoS constraint
for each user. There are two categories of constraints in
this optimization problem: one is the QoS constraints which
guarantee the predefined target SINR levels for all users and
the other is the SIC constraints which ensure the successful
implementation of SIC given the predefined decoding order.
Based on the signal model established in the previous section,
this optimization problem can be formulated as
PMin , min
wg,1≤g≤G
∑G
g=1
wg2
2
(6a)
s.t. SINRu,g ≥ Γg, 1 ≤ g ≤ G, 1 ≤ u ≤ Ug, (6b)
SINRiu,g ≥ Γi, 2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1,
(6c)
where PMin denotes the minimum required transmit power
that satisfies the QoS requirements2 for all users, (6b) rep-
resents the
∑G
g=1 Ug QoS constraints and (6c) represents the∑G
g=2 Ug(g − 1) SIC constraints. For example, consider that
there are 3 regions (G = 3) and there are 3 users in each region
(Ug = 3, 1 ≤ g ≤ 3). Then there should be 9 QoS constraints
and 9 SIC constraints. Particularly, there are several special
cases of problem (6): when G = 1, problem (6) degrades into a
single-group multicast beamforming design problem, in which
the application of NOMA is not needed; when Ug = 1 for
1 ≤ g ≤ G, problem (6) degrades into a common broadcast
beamforming design problem in a MISO NOMA system.
Unlike those transmit beamforming optimization problems
considered in conventional multi-group multicast [5], the extra
constraints given in (6c), i.e., the SIC constraints, are due to
the application of NOMA. To further explore problem (6), we
2From the perspective of practical implementation, the QoS requirements
should be bounded. Otherwise, the total transmit power may be too large to
be feasible. Nevertheless, in this work, the optimization is supposed to be
performed under a reasonable QoS requirements setting since its design is an
interesting but challenging topic which is out of the scope of this work.
5rewrite it by substituting SINRu,g and SINR
i
u,g with the R.H.S.
of (3) and (4), respectively. Thus, problem (6) is rewritten as
PMin , min
wg,1≤g≤G
∑G
g=1
wg2
2
(7a)
s.t.
hHu,gwg2 ≥ Γg (∑Gk=g+1 hHu,gwk 2 + σ2) ,
1 ≤ g ≤ G, 1 ≤ u ≤ Ug, (7b)hHu,gwi 2 ≥ Γi (∑Gk=i+1 hHu,gwk 2 + σ2) ,
2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1. (7c)
It can be easily verified that problem (7) is non-convex due
to the quadratic terms at the left-hand sides (L.H.S.) of the
inequality constraints in (7b) and (7c). In fact, problem (7) is
NP-hard according to [5]. Therefore, it is difficult to solve this
problem directly, which leads us to use convex approximation
techniques to find an approximate solution for the original
problem. In the following, an efficient algorithm is proposed to
solve problem (7) based on the majorization and minimization
(MM)3 algorithms [30], [31].
A. MM-based Method
In this subsection, we develop a MM-based method to
solve problem (7). The basic idea of the MM method is
to substitute a simple optimization problem for a difficult
one and iteration is the price for simplifying the original
problem [30]. Specifically, in each iteration, every non-convex
constraint is substituted with its inner convex approximation
which serves as its tangent plane at a certain point. A local
optimal solution is ensured by the MM method [31], [32].
Thus, we are to analyze the non-convexity of problem (7) and
find the approximation functions.
According to the formulation of problem (7), its main
difficulty lies in the quadratic terms on the L.H.S. of the
inequalities constraints in (7b) and (7c). Noting that those
quadratic terms are the squared norms of complex numbers,
we decouple the complex numbers into their real parts and
imaginary parts in order to unveil the hidden concavity or
linearity. Consequently, an equivalent transformation of the
quadratic terms on the L.H.S. of (7b) is given as below:hHu,gwg2 = (ΦRu,g,g)2 + (ΦIu,g,g)2 , (8a)
Φ
R
u,g,g , Re
{
hHu,gwg
}
, (8b)
Φ
I
u,g,g , Im
{
hHu,gwg
}
. (8c)
We further create a two-dimensional real-valued column vector
given as
Φu,g,g ,
[
Φ
R
u,g,g,Φ
I
u,g,g
]T
. (9)
Therefore,
hHu,gwg2 is equivalently transformed to the squared
norm of the created real-valued vector, which is shown ashHu,gwg2 = Φu,g,g22 , y (Φu,g,g) . (10)
3The MM is termed as minorization-maximization when the original
problem is a maximization problem.
Since y(·) is the squared Euclidean norm of a real-valued
vector, it follows that [33], [34]
y
(
Φu,g,g
) ≥ yT (Φu,g,g,Φ(n)u,g,g) , Φ(n)u,g,g2
2
+
2
(
Φ
(n)
u,g,g
)T (
Φu,g,g − Φ(n)u,g,g
)
,
(11)
where yT
(
Φu,g,g,Φ
(n)
u,g,g
)
is the first-order Taylor approxi-
mation of y
(
Φu,g,g
)
around Φ
(n)
u,g,g, the setting of which
will be given in the following. yT
(
Φu,g,g,Φ
(n)
u,g,g
)
minorizes
y
(
Φu,g,g
)
at pointΦ
(n)
u,g,g, which means that yT
(
Φu,g,g,Φ
(n)
u,g,g
)
lies under the surface of y
(
Φu,g,g
)
and is tangent to it
at the point Φu,g,g = Φ
(n)
u,g,g. Thus, the linear expression
yT
(
Φu,g,g,Φ
(n)
u,g,g
)
can be used to approximate the original
quadratic term
hHu,gwg2. In a similar way, the quadratic terms
in the L.H.S. of (7c) can be also approximated as below:hHu,gwi 2 = (ΦRu,g,i)2 + (ΦIu,g,i)2 , (12a)
Φ
R
u,g,i , Re
{
hHu,gwi
}
, (12b)
Φ
I
u,g,i , Im
{
hHu,gwi
}
, (12c)
Φu,g,i ,
[
Φ
R
u,g,i,Φ
I
u,g,i
]T
, (12d)hHu,gwi 2 = Φu,g,i22 , g (Φu,g,i ) , (12e)
g
(
Φu,g,i
) ≥ gT (Φu,g,i,Φ(n)u,g,i) , Φ(n)u,g,i2
2
+
2
(
Φ
(n)
u,g,i
)T (
Φu,g,i −Φ(n)u,g,i
)
. (12f)
With the above approximations, the constraints in (7b) and (7c)
can be approximated by more stringent but convex constraints,
which makes the original problem (7) become an iterative
convex program. Specifically, the n-th iteration is to solve the
following convex optimization problem:
PSCAMin , min
wg,1≤g≤G
∑G
g=1
wg2
2
(13a)
s.t. yT
(
Φu,g,g,Φ
(n)
u,g,g
)
≥ Γg
(∑G
k=g+1
hHu,gwk 2 + σ2) ,
1 ≤ g ≤ G, 1 ≤ u ≤ Ug, (13b)
gT
(
Φu,g,i,Φ
(n)
u,g,i
)
≥ Γi
(∑G
k=i+1
hHu,gwk 2 + σ2) ,
2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1. (13c)
Here, the settings of Φ
(n)
u,g,g and Φ
(n)
u,g,i
are given by
Φ
(n)
u,g,g ,
[
Re
{
hHu,gw
(n−1)
g
}
, Im
{
hHu,gw
(n−1)
g
}]T
, (14a)
Φ
(n)
u,g,i
,
[
Re
{
hHu,gw
(n−1)
i
}
, Im
{
hHu,gw
(n−1)
i
}]T
, (14b)
where
{
{w(n)g }Gg=1
}
denotes the optimal solution to problem
(13). Accordingly, the MM-based method for solving problem
(7) is outlined in Algorithm 1. Moreover, the approach used
to generate the initial feasible solution
{
{w(0)g }Gg=1
}
and the
convergence analysis of our proposed iterative algorithm will
be discussed as follows, respectively.
6Algorithm 1 Transmit Power Minimization Subject to QoS
Constraints in NOMA Assisted Multi-Region Geocast
Input: Initial feasible solution
{
{w(0)g }Gg=1
}
, {hu,g}u,g , σ2,
{Γg}Gg=1;
1: n = 1;
2: Initialize Φ
(1)
u,g,g and Φ
(1)
u,g,i
with (14);
3: repeat
4: Solve problem (13);
5: Update n = n + 1;
6: Update Φ
(n)
u,g,g and Φ
(n)
u,g,i
with (14);
7: until Convergence or limitation of the number of itera-
tions;
Generation of Initial Feasible Solution: We now propose
an efficient method to seek out an initial feasible solution for
our proposed MM-based method. In fact, problem (7) can be
approximated by a second-order cone program (SOCP), which
is presented as follows4. We firstly rewrite the non-convex
constraints in (7b) ashHu,gwg ≥ √Γg (∑Gk=g+1 hHu,gwk 2 + σ2),
1 ≤ g ≤ G, 1 ≤ u ≤ Ug .
(15)
Further, the conservative approximation proposed in [36] is
applied as below: hHu,gwg ≥ Re {hHu,gwg} . (16)
By using (16), the non-convex constraints in (15) are approx-
imated by more stringent but convex constraints given by
Re
{
hHu,gwg
} ≥ √Γg (∑G
k=g+1
hHu,gwk 2 + σ2),
1 ≤ g ≤ G, 1 ≤ u ≤ Ug,
(17)
which can be further rewritten under the second-order convex
(SOC) representations given as
Re
{
hHu,gwg
} ≥ √Γg (hHu,gwg+1, . . . , hHu,gwG,√σ2)
2
,
1 ≤ g ≤ G, 1 ≤ u ≤ Ug. (18)
In a similar way, the inner convex approximations of the
constraints in (7c) can be given by
Re
{
hHu,gwi
} ≥ √Γi (hHu,gwi+1, . . . , hHu,gwG,√σ2)
2
,
2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1. (19)
As a result, problem (7) is approximated by the following
standard SOCP:
min
wg,1≤g≤G
∑G
g=1
wg2
2
(20a)
s.t. (18) and (19). (20b)
Let us denote the optimal solution to problem (20) as{
{w(0)g }Gg=1
}
and set it as the initial feasible solution for
4Another approach of generating an initial feasible solution for the general
conic quadratic problems are also provided in [35].
Algorithm 1, then our proposed MM-based method can solve
problem (7) in the vicinity of this initial solution
{
{w(0)g }Gg=1
}
by finding a better solution. In particular, problem (20) can be
easily solved with general interior-point methods [33] or the
advanced SOCP solvers, e.g., MOSEK [37], ECOS [38].
Convergence Analysis: Following the general convergence
principle of the MM method in [30], [32], we can prove
the convergence of algorithm 1. According to [32, Theorem
1] and [35], it can be verified that the first-order Taylor
approximations in (11) and (12) satisfy the constraints for
assuring the convergence of the MM method. As a result, it is
assured that the solution obtained by Algorithm 1 converges
to a Karush-Kuhn-Tucker solution of the original problem (7).
Besides, our simulation results in Section VI further show that
Algorithm 1 converges fast in a finite number of iterations.
Complexity Analysis: In each iteration of Algorithm 1, the
SOCP problem (13) can be solved by interior-point methods,
of which the complexity depends on the number of constraints
[39]. As mentioned before, there are
∑G
g=1 Ug QoS constraints
and
∑G
g=2 Ug(g−1) SIC constraints in problem (13). By setting
U1 = U2 = ... = UG = U, the worst-case complexity for
the SOCP problem (13) is O(
√
UG2). This complexity scales
linearly with the number of iterations, which is shown to be
a small number by the simulation results provided in Section
VI.
B. Lower Bound of PMin: Classical SDR Method
In this subsection, we use the classical SDR method to
obtain the lower bound of the minimum required transmit
power PMin. Since problem (7) is a standard quadratically
constrained quadratic programming (QCQP) problem, its suit-
able reformulation can realize the application of SDR. By
introducing Xg = wgw
H
g for 1 ≤ g ≤ G, problem (7) can
be equivalently transformed as
min
Xg,1≤g≤G
∑G
g=1
Tr
(
Xg
)
(21a)
s.t. Tr
(
hHu,gXghu,g
)
≥ Γg
[∑G
k=g+1
Tr
(
hHu,gXkhu,g
)
+ σ
2
]
,
1 ≤ g ≤ G, 1 ≤ u ≤ Ug, (21b)
Tr
(
hHu,gXihu,g
)
≥ Γi
[∑G
k=i+1
Tr
(
hHu,gXkhu,g
)
+ σ
2
]
,
2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1, (21c)
Xg  0, 1 ≤ g ≤ G, (21d)
rank(Xg) = 1, 1 ≤ g ≤ G. (21e)
By dropping the rank-one constraints in (21e), which are the
only existing non-convex constraints, problem (21) is thereby
relaxed to a standard semi-definite programming (SDP) prob-
lem that can be solved by modern SDP solvers, such as
SeDuMi [40]. However, due to the relaxation, the obtained
solution to the SDP problem may not be rank one. 5 Thus, the
optimal solution to the relaxed problem can serve as a lower
5The drawback of this relaxation method is that the solution of the SDP
problem is not guaranteed to be feasible for its original problem. In some
cases, the Gaussian randomization method (see, e.g., [3] and references
therein) can generate a feasible approximate solution from the solution of
the SDP problem.
7bound of PMin. In Section VI where the numerical results are
provided, we use this SDR method as a benchmark for our
proposed MM-based method.
IV. SYSTEM SUM RATE MAXIMIZATION UNDER FAIR
TRANSMISSION POLICY
For many communication scenarios, the system sum rate
is a more important criterion to evaluate the performance of
spectrum sharing, compared with the transmit power. There-
fore, in this section, based on the previous transmit power
minimization problem, we further consider a related problem
which is to maximize the achievable sum rate of the system
subject to a total transmit power constraint. This investigation
aims to explore the NOMA assisted multi-region geocast
framework from the perspective of system throughput. In
particular, a fair transmission policy is proposed and adopted
in this scenario, which is elaborated in the following:
We denote the target transmit data rate of the message for
the g-th group as Rg and meanwhile define {rg}Gg=1 as the
prescribed grades of service for the G groups (greater rg is,
higher transmit data rate Rg will be). Then, our proposed
fair transmission policy requires that all ratios between the
data rates of groups should be the ratios between their grades
of service, which are mathematically characterized by the
following equations:
Ri
Rj
=
ri
rj
, 1 ≤ i ≤ G, 1 ≤ j ≤ G. (22)
Herein, (r1, r2, ..., rG) could be interpreted as a set of
baseline data rates. Under the proposed fair transmission
policy characterized by (22), we can further define k as a
scale coefficient of the grades of service, which means that
krg (bits/s/Hz) is set to be the new target transmit data rate
Rg of the message for the g-th group so that (22) is always
satisfied. Accordingly, each target data rate will be multiplied
by a factor k and the newly desired set of rates becomes (kr1,
kr2, ..., krG ) where k could be either greater or less equal
than 1. As a result, the minimum required SINR for successful
decoding the message for g-th group, denoted by Tg, can be
expressed as
Tg = 2
krg − 1, 1 ≤ g ≤ G. (23)
Let PTot represent the total transmit power available at the
transmitter, then the problem of maximizing the achievable
sum rate of the system, subject to the total transmit power
constraint and under the predefined fair transmission policy,
can be formulated as
RSum , max
k,wg,1≤g≤G
k
∑G
g=1
rg (24a)
s.t. SINRu,g ≥ Tg, 1 ≤ g ≤ G, 1 ≤ u ≤ Ug, (24b)
SINRiu,g ≥ Ti, 2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1,
(24c)∑G
g=1
wg2
2
≤ PTot. (24d)
The analysis and the solution of the above problem are
discussed in the following.
A. Bisection Method Combined with MM-based Method
Comparing problem (24) with problem (6) studied in Sec-
tion III, we can see that the QoS and SIC constraints of
both the problems preserve the same structure except that
the R.H.S. of the constraints in (24b) and (24c) are not
constants but the functions of argument k. Accordingly, a
straightforward strategy to solve (24) is proposed as below: by
fixing k to a constant kFix, we firstly solve problem (6) with
Γg = T
Fix
g = 2
kFixrg − 1 by Algorithm 1. Then by comparing
PMM
Min
to PTot, we judge whether the fixed scale coefficient k
Fix
is feasible under the total transmit power constraint in (24d).
If it is, we further increase the value of kFix to make the most
use of the available power at the transmitter. If not, we should
decrease the value of kFix since PTot cannot satisfy the current
target transmit data rates of all user groups.
Based on the proposed strategy, the bisection method can
be exploited to solve problem (24). To be more specific, the
combination of the one-dimensional search on k and the MM-
based method can solve problem (24) approximately.
Due to the application of the bisection method, it is nec-
essary to determine an appropriate searching range for k. Let
Lk and Uk represent the lower bound and the upper bound
of the searching range for k, respectively. Apparently, Lk
should be initialized as 0. As for Uk, assuming that the total
transmit power is directed towards an arbitrary single user
without regarding to the QoS guarantees of the other users,
we can obviously find
∑G
g=1 Ug inaccessible upper bounds for
k, which are given by
log2
(
1 + ‖ hu,g ‖22 PTot/σ2
)
rg
, 1 ≤ u ≤ Ug, 1 ≤ g ≤ G. (25)
In order to minimize the number of iterations of the bisection
method, we choose the smallest one among (25) to be Uk,
which is given by
Uk = min
1≤g≤G
log2
[
1 + min
1≤u≤Ug
(‖ hu,g ‖22 PTot/σ2) ]
rg
. (26)
As a result, the algorithm which combines the bisection
method and the MM-based method proposed in Section III,
for solving problem (24) is outlined in Algorithm 2 where ǫ
is the tolerance of the optimal scale coefficient kOpt.
V. ENERGY EFFICIENCY OPTIMIZATION OF THE
UPGRADED SYSTEM WITH AN EXTRA USER GROUP
As the 5G system must be more compatible and flexible,
our proposed NOMA framework is supposed to provide mul-
tiple options for the wireless access under different criteria,
allowing the users with better channel condition to access
the channel dynamically is one of the most important fea-
tures. Accordingly, in this subsection, we consider a scenario
wherein an additional user group with delay-sensitive data
locating in a region most closely to the transmitter intends
to access the system, when there are already multiple user
groups being served. This scenario may widely appear in 5G
applications with delay sensitive requirements, such as vehicle-
to-vehicle networking and Internet of Things applications. In
8Algorithm 2 System Sum Rate Maximization Under Pre-
defined Fair Transmission Policy in NOMA Assisted Multi-
Region Geocast
Input: ǫ , PTot > 0, {hu,g}u,g, {rg}Gg=1, σ2;
1: Set lower bound of the searching range for k: Lk = 0;
2: Set upper bound of the searching range for k: (26);
3: kFix = L
k
+Uk
2
;
4: dk = Uk − Lk;
5: while dk > ǫ do
6: Solve problem (6) by Algorithm 1 with Γg = T
Fix
g =
2k
Fixrg − 1 for 1 ≤ g ≤ G;
7: if PMM
Min
< PTot then
8: Lk = kFix;
9: else
10: Uk = kFix;
11: end if
12: Update kFix : kFix = L
k
+Uk
2
;
13: Update dk : dk = Uk − Lk;
14: end while
15: kOpt = kFix;
this applications, there is no rigorous requirement on data rate
but the energy efficiency of the system is a great concern due
to the severe constraint on power supplement.
Based on the above discussions, in this section, an EE
maximization problem is investigated in our proposed frame-
work with an upgrade that an extra user group having better
channel condition is simultaneously served. To be specific,
the transmitter serves the original G regions (groups) and the
newly joined region simultaneously, subject to the constraint
that the QoS is always guaranteed for the users in the original
G regions. The objective is to maximize the EE of the system.
In particular, the EE is evaluated by the commonly adopted
metric “bits per Joule per Hertz (bits/Joule/Hz)” [26]–[28],
which is defined as the ratio of the system sum rate to the
total power expenditure.
A. Problem Formulation
Based on the above discussion, the sum of the achievable
data rate of the original G user groups is a constant given by
ROri ,
G∑
g=1
log2(1 + Γg). (27)
With regard to the newly joined user group, its achievable
data rate is restricted by the minimum SINR among its users,
since a common message is transmitted to the users in the
same group. We use GNew as the index of the newly joined
user group. Furthermore, since the GNew region locates most
closely to the transmitter, it is supposed to perform the SIC to
eliminate all the inter-group interference, the achievable data
rate of the GNew can be expressed as
RNew , log2
1 + min1≤u≤UGNew
©­­«
hHu,GNewwGNew 2
σ2
ª®®¬
 . (28)
As a result, the EE of this upgraded multi-region geocast
system can be given by
EE ,
ROri + Rnew
Pt + Pc
, (29)
where Pt ,
∑G
g=1 ‖ wg ‖22 + ‖ wGNew ‖22 is the total
transmit power and Pc represents the fixed power expenditure
of the system. Consequently, the EE optimization problem is
formulated as
max
wg,1≤g≤G,wGNew
EE (30a)
s.t. S˜INRu,g ≥ Γg, 1 ≤ g ≤ G, 1 ≤ u ≤ Ug, (30b)
S˜INR
i
u,g ≥ Γi, 2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1,
(30c)
SINRi
u,GNew
≥ Γi, 1 ≤ u ≤ UGNew, 1 ≤ i ≤ G, (30d)∑G
g=1
‖ wg ‖22 + ‖ wGNew ‖22≤ PTot, (30e)
where
S˜INRu,g =
hHu,gwg2∑G
k=g+1
hHu,gwk 2 + hHu,gwGNew 2 + σ2 , (31a)
S˜INR
i
u,g =
hHu,gwi2∑G
k=i+1
hHu,gwk 2 + hHu,gwGNew 2 + σ2 , (31b)
SINRiu,GNew =
hH
u,GNew
wi
2∑G
k=i+1
hH
u,GNew
wk
2 + σ2 , (31c)
where (31a) and (31b) are obtained by taking the newly
joined region GNew into consideration and revising (3) and
(4), respectively.
The constraints in (30b) and (30c) guarantee the minimum
required QoS of the users in the original G user groups
and its implementation of SIC, respectively, the constraints
in (30c) ensure that the users in the newly joined group
can successful perform SIC to eliminate all the inter-group
interference, and the constraint in (30e) is the total transmit
power constraint. Different from the previous optimization
problems (6) and (24), the difficulty of problem (30) lies in
its complicated objective function that is fractional. Most of
the current solutions to maximize a fractional expression are
turning to the Dinkelbach’s method [42], the computational
complexity of which could be very high. Hereinafter, an
efficient beamforming design algorithm is proposed by using
the MM method.
B. MM-based Method for EE Maximization
Note that the approximation methods of the constraints in
(30b), (30c), and (30d) have already been studied in Subsection
III-A by linearizing quadratic terms, thus the difficulty of
resolving the problem only rests with its fractional objective
in (30a). We decompose (30a) by introducing some auxiliary
9variables to further expose its hidden concavity. Then, problem
(30) is rewritten as
max
wg,1≤g≤G,wGNew
t (32a)
s.t. ROri + RNew ≥
√
tz, (32b)
Pt + Pc ≤
√
z, (32c)
(30b) , (30c) and (30d), (32d)
(30e), (32e)
where z and t are the auxiliary variables which could be
explained as the squared power consumption and the squared
EE, respectively. The equivalence between (30) and (32) is
ensured by that the constraints in (32b) and (32c) should hold
with equality at optimum, and that maximizing
√
t is equivalent
to maximizing t. Note that (32c) is convex while (32b) is non-
convex due to the bilinear product term
√
tz. We equivalently
transform (32b) as below:hHu,GNewwGNew 2
σ2
≥ v, 1 ≤ u ≤ UGNew, (33a)
1 + v ≥ 2r, (33b)
ROri + r ≥
√
tz, (33c)
where v is the auxiliary variable which can be interpreted as an
attainable SINR level for the users in the group GNew to decode
their target message, and r is the auxiliary variable which is
interpreted as the data rate of v, namely the achievable rate
RNew. Then, problem (32) has been equivalently transformed
into
max
wg,1≤g≤G,wGNew
t (34a)
s.t.
hHu,GNewwGNew 2
σ2
≥ v, 1 ≤ u ≤ UGNew, (34b)
ROri + r ≥
√
tz, (34c)
(30b) , (30c) and (30d), (34d)
(32c), (32e) and (33b), (34e)
where the constraints in (34e) are all the convex ones while
those in (34b), (34c) and (34d) are all non-convex. However,
the constraints in (34b) and (34d) can be approximated by
certain convex ones with the approximation methods proposed
in Subsection III-A, e.g., the approximations given in (11)
and (12). Thereby, (34c) is the only remaining non-convex
constraint that needs to be addressed. We note that
√
tz is
jointly concave in relation to t and z when t > 0 and z > 0.
Consequently, an upper convex surface plane for
√
tz could be
given as below [43]:
√
tz , f (t, z) ≤ fT
(
t, z, t(n), z(n)
)
, (35a)
fT
(
t, z, t(n), z(n)
)
,
√
t(n)z(n) +
1
2
√
z(n)
t(n)
(
t − t(n)
)
+
1
2
√
t(n)
z(n)
(
z − z(n)
)
, (35b)
where fT
(
t, z, t(n), z(n)
)
is the first-order Taylor approximation
of f (t, z) around
(
t(n), z(n)
)
whose values are to be set in the
following. With (35), the non-convex constraint in (34c) can
be approximated by a more stringent but convex constraint
shown as
ROri + r ≥ fT
(
t, z, t(n), z(n)
)
. (36)
As a result, by using the convex approximation methods
proposed in (11), (12) and (36), the original problem (30)
can be approximated as a convex problem in iterations. To
be specific, the n-th iteration is to solve the following convex
problem:
max
wg,1≤g≤G,wGNew
t (37a)
s.t.
yT
(
Φu,GNew,GNew,Φ
(n)
u,GNew,GNew
)
σ2
≥ v, 1 ≤ u ≤ UGNew,
(37b)
yT
(
Φu,g,g,Φ
(n)
u,g,g
)
≥ Γg
(∑G
k=g+1
hHu,gwk 2 + hHu,gwGNew 2 + σ2) ,
1 ≤ g ≤ G, 1 ≤ u ≤ Ug, (37c)
gT
(
Φu,g,i,Φ
(n)
u,g,i
)
≥ Γi
(∑G
k=i+1
hHu,gwk 2 + hHu,gwGNew 2 + σ2) ,
2 ≤ g ≤ G, 1 ≤ u ≤ Ug, 1 ≤ i ≤ g − 1. (37d)
(32c), (32e), (33b) and (36). (37e)
Herein, the settings of Φ
(n)
u,GNew,GNew
, Φ
(n)
u,g,g and Φ
(n)
u,g,i
are
similar to those given in (14) while z(n) and t(n) are given
by
z(n) =
(
‖ w(n−1)
1
‖22 + ‖ w(n−1)2 ‖22 +PC
)2
, (38a)
t(n) =
{
ROri + log2
[
1 + min
1≤u≤UGNew
( hH
u,GNew
w
(n−1)
GNew
2
σ2
)]}2
z(n)
,
(38b)
where
{
{w(n)g }Gg=1,w
(n)
GNew
}
represents the optimal solution to
problem (37). Accordingly, the MM-based method for solv-
ing problem (30) is outlined in Algorithm 3. Besides, the
initial feasible solution for the proposed iterative algorithm
is
{
{w(0)g }Gg=1,w
(0)
GNew
}
, of which the generation is similar to
the SOCP approximation method used in Section III. In
addition, the convergence analysis and the complexity analysis
of Algorithm 3 are similar to those of Algorithm 1.
VI. NUMERICAL RESULTS
In this section, we numerically evaluate the average perfor-
mance of our proposed NOMA assisted multi-region geocast
framework. For comparison, simulation results for two bench-
marking schemes are also provided, which are described in
the following. One is conventional multi-group multicast using
SDMA [5], in which the users in any group directly decode
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Algorithm 3 Energy Efficiency Maximization in the Updated
NOMA Assisted Multi-Region Geocast System
Input: Initial feasible solution
{
{w(0)g }Gg=1,w
(0)
GNew
}
, {hu,g}u,g,
{hu,GNew}
UGNew
u=1
, ΓPri, Pc, PTot, σ
2;
1: n = 1;
2: Initialize Φ
(1)
u,GNew,GNew
, Φ
(1)
u,g,g, Φ
(1)
u,g,i
, z(1) and t(1) with (14)
and (38);
3: repeat
4: Solve problem (37);
5: Update n = n + 1;
6: Update Φ
(n)
u,GNew,GNew
, Φ
(n)
u,g,g, Φ
(n)
u,g,i
, z(n) and t(n) with
(14) and (38);
7: until Convergence or limitation of the number of itera-
tions;
their own desired messages by treating the messages for the
other groups as noise. The other one is single-group multi-
cast using OMA, in which each group’s desired message is
transmitted in different orthogonal channel uses, such as time
slots (in this work), to avoid the inter-group interference. For
notational simplicity, we use NOMA Scheme, SDMA Scheme
and OMA Scheme to refer to, respectively, NOMA assisted
multi-region geocast, conventional multi-group multicast using
SDMA and single-group multicast using OMA. In particular,
beamforming designs for both SDMA Scheme and OMA
Scheme can be addressed by similar algorithms to the ones
proposed in this work with NOMA. Besides, the lower bound
of PMin for the first scenario and the upper bound of RSum for
the second scenario are provided by using the classical SDR
method discussed in Section III-B. Regarding to the upper
bound of EE for the third scenario, the combination of the SDR
method and the one-dimensional search on the total transmit
power PTot can help to obtain the upper bound of EE for the
three aforementioned transmission schemes.
In each simulation, the problem is solved for 150 times
using randomly generated CSI. We set the number of users
in each group to the same value, denoted by U, namely
U1 = U2 = ...UG = UGNew = U. The specific values of
parameters will be given under each figure of simulation
results. For the first scenario, we set the minimum required
SINR for successfully decoding any message to the same
value, denoted by Γ, thus the prescribed data rate of any
group is RΓ = log2(1 + Γ). For the second scenario, we
set each group’s grade of service to the same level, namely
r1 = r2 = ...rG , which means that all group’s data rates are
the same. For the third scenario, our algorithm that maximizes
the EE of the system is labeled as “EEmax”. Another strategy
that using full power PTot to maximize the sum rate of the
system, i.e., ROri+RSec, is presented for benchmarking, which
is labeled as “SEmax”.
Regarding to region location models, three deterministic
region location models and one variable region location model
are used in our simulations, which are detailed in Fig. 2.
For the sake of illustrating the convergence rate of the pro-
posed algorithms, we plot the convergence rates of Algorithm
1 and 3 for 200 randomly-generated channel realizations in
2nd Region (Variable) 1st Region (Deterministic)
(D)
     Meter
˂d
0 20 40 60 80 100
        Meter
0 20 40   60 80 100 140120 160
  3rd Region 2nd Region 1st Region4-th Region
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 (E)
Fig. 2. Four region location models are used in our numerical experiments:
(A) depicts a deterministic region location model, in which there are three
regions with the parameters dmin
1
= 90m, dmax
1
= 100m, dmin
2
= 40m, dmax
2
=
50m, dmin
3
= 10m and dmax
3
= 15m.
(B) depicts a deterministic region location model, in which there are four
regions with the parameters dmin
1
= 110, dmax
1
= 120m, dmin
2
= 90m, dmax
2
=
100m, dmin
3
= 40m, dmax
3
= 50m, dmin
4
= 10m and dmax
4
= 15m.
(C) depicts a deterministic region location model, in which there are four
regions with the parameters dmin
1
= 160, dmax
1
= 170m, dmin
2
= 90m, dmax
2
=
100m, dmin
3
= 40m, dmax
3
= 50m, dmin
4
= 10m and dmax
4
= 15m.
(D) depicts a variable region location model consisting of two regions. The
farther region (1st region) is deterministic with the parameters dmin
1
= 60m and
dmax
1
= 70m while the nearer one (2nd region) is variable with the parameters
dmin
2
= 60 − ∆d m and dmax
2
= 70 − ∆d m, where ∆d is the difference of
their average distances to the transmitter. This variable region location model
aims to explore the impact of the disparity level between the regions on the
application of NOMA in multi-region geocast.
(E) depicts a deterministic region location model, in which there are two
regions with the parameters dmin
1
= 70m, dmax
1
= 90m, dmin
2
= 10m, dmax
2
=
20m.
Fig. 3. It is worth pointing out that Algorithm 2 is based on
Algorithm 1 in each step of the bisection method. Accordingly,
the convergence rate of Algorithm 2 is omitted here. In these
200 channel realizations, we find that the maximum number
of iterations for Algorithm 1 and 3 are 14 and 11, respectively,
and for most cases, Algorithm 1 and 3 both converge within
10 iterations. As a result, we conclude that our proposed
algorithms converge fast, which validates the practicality of
the proposed schemes for enhancing the spectrum sharing.
A. Simulation Results for the First Scenario
Fig. 4 depicts average minimum transmit power PMin versus
prescribed data rate RΓ, under the region location model shown
in Fig. 2(A). Three interesting phenomena are summarized
as below: 1) firstly, we can see that the curve generated by
our proposed MM-based method is very close to the lower
bound of PMin obtained by the SDR method, which indicates
that our MM-based method has a high level of accuracy with
acceptable approximate errors; 2) secondly, NOMA Scheme
has a significant performance improvement compared with
OMA Scheme. Even though no inter-group interference exists
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Fig. 3. Iterations required by Algorithm 1 and 3 for 200 randomly-generated
channel realizations. Parameters for Algorithm 1: M = 8, G = 3, U = 3,
RΓ = 3 bits/s/Hz, α = 2.5 and σ
2
= −80 dBm. Parameters for Algorithm
3: RPri = 1 bits/s/Hz, M = 6, G = 2, U = 5, PTot = 30 dBm, α = 2.5,
σ
2
= −80 dBm and Pc = 44.77 dBm (30 Watt).
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Fig. 4. Average minimum transmit power PMin (dBm) versus prescribed data
rate RΓ (bits/s/Hz) for different transmission schemes. Parameters: M = 8,
G = 3, U = 3, α = 2.5 and σ2 = −80 dBm.
in OMA Scheme, it still consumes much more power than
the other two schemes. This is because, in OMA Scheme,
each group only occupies a part of time resources, which
consequently results in much more power consumption for
attaining the prescribed data rate in a limited time slot; 3)
last but more importantly, NOMA Scheme does not always
outperform SDMA Scheme. We can see that NOMA Scheme
has a superior performance when RΓ is not too large. This is
because the cost of SIC is relatively small when RΓ is small
and the near-far effect, caused by different distances of the
regions to the transmitter, can significantly improve system
performance thanks to the elimination of partial co-channel
interference. When RΓ becomes larger, the cost of SIC will
increase since the nearer regions need more power to perform
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Fig. 5. Average minimum transmit power PMin (dBm) versus ∆d (m), where
∆d is defined as the difference of the two regions’ average distances to the
transmitter. Parameters: RΓ = 4 bits/s/Hz, M = 6, G = 2, U = 4, α = 2.5
and σ2 = −80 dBm.
SIC, which degrades the performance of NOMA accordingly.
Fig. 5 investigates the impact of region locations on the
performance of NOMA by using the variable region location
model shown in Fig. 2(D). Firstly, we can see that when
∆d is not large enough, which implies that there is no
remarkable channel gain difference between the users in two
different regions, the performance gain of NOMA Scheme
over SDMA Scheme is insignificant. Secondly, as expected,
NOMA Scheme outperforms both SDMA Scheme and OMA
Scheme when ∆d is sufficiently large. This is because as ∆d
becomes larger, the near-far effect becomes more significant
and dominant than the cost of SIC, which helps NOMA
Scheme to achieve superior performance.
In the following three numerical experiments, we further
investigate the pros and cons of NOMA Scheme and SDMA
Scheme by applying different system parameters. For clearness
and simplicity, the curves of the lower bound of PMin are
omitted.
Fig. 6 compares the performance of NOMA Scheme with
that of SDMA Scheme for different numbers of transmit
antennas M, under the region location model shown in Fig.
2(A). First of all, we can see that as M increases, the power
consumption of both schemes decreases due to the array
gains provided by adding more transmit antennas. However,
the performance improvement of SDMA Scheme is more
significant than that of NOMA Scheme. This is because the
increase of M not only provides more degrees of freedom
for naturally reducing the inter-group interferences, but also
makes the channel vectors of the users tend to be orthogonal6,
which makes SIC become harder to implement and higher
power-consuming, consequently restricting the performance
improvement of NOMA Scheme. Furthermore, it can be seen
that there is a cross point for the curves generated by the two
6Under the channel model given in (1), the expectation of the inner product
of two arbitrary users’ channel vectors approaches zero as M tends to infinity.
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Fig. 7. Average minimum transmit power PMin (dBm) versus prescribed data
rate RΓ (bits/s/Hz) for different numbers of users in a group U . Parameters:
M = 10, G = 3, α = 2.5 and σ2 = −80 dBm.
schemes, which indicates that the two transmission schemes
are complementary and should be used as a combination in
practice. Particularly, the cross point is left shifted as M
increases, which indicates that the range ensuring that NOMA
Scheme is superior to SDMA Scheme is reduced. These
observations imply that NOMA Scheme is more beneficial
when the number of transmit antennas is limited.
Fig. 7 further provides the performance comparison between
NOMA Scheme and SDMA Scheme from the perspective
of user numbers in each group, under the region location
model shown in Fig. 2(A). As U increases, it is obvious
that the system needs more power to guarantee the prescribed
data rate for each user by using either transmission scheme.
More importantly, we can see that the increase of U has a
smaller impact on NOMA Scheme than on SDMA Scheme.
This is because NOMA Scheme exploits controllable inter-
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Fig. 8. Average minimum transmit power PMin (dBm) versus target data
rate RΓ (bits/s/Hz) for different numbers of groups G. Parameters: M = 10,
U = 3, α = 2.5 and σ2 = −80 dBm. In Case 1, 2 and 3, the region location
models shown in Fig. 2(A), 2(B) and 2(C) are used, respectively.
group interference to support massive users at the cost of
a tolerable increase in the complexity of SIC, which makes
it less sensitive to the number of users. On the contrary,
SDMA Scheme simply treats the co-channel interference as
noise, which consequently makes interference-resistance more
difficult as U increases. Accordingly, we conclude that NOMA
Scheme is more favorable and robust for the massive connec-
tivity scenario.
For completeness, Fig. 8 investigates the impact of number
of groups G on the performance of NOMA Scheme and
SDMA Scheme. Compared with Case 1, an extra user group
accesses into the spectrum in Case 2 (or 3), which conse-
quently makes PMin increase for both transmission schemes.
Regarding to the comparison between NOMA Scheme and
SDMA Scheme, it is very difficult to determine which scheme
is more robust in supporting more groups. This is because
the comparison between them depends on the disparity level
between any two regions. In particular, if the newly accessing
group shares the similar level of large-scale fading with one of
the existing groups, it is unfavorable to adopt NOMA Scheme
(shown as Case 2). However, if the newly accessing group can
still ensure that users coming from any two different regions
have remarkable differences in channel gains, the cost of SIC
will be relatively small and then the advantage of NOMA can
be sufficiently exploited (shown as Case 3).
B. Simulation Results for the Second Scenario
Fig. 9 shows average system sum rate RSum versus total
transmit power available at the transmitter PTot, under the
predefined fair transmission policy, by using the region lo-
cation model shown in Fig. 2(A). It can be seen that when
PTot is below a certain level, NOMA Scheme has a superior
performance compared with SDMA Scheme, but when PTot is
very large, it is more beneficial to use SDMA Scheme. This is
because the transmit data rates of all user groups are increased
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Fig. 9. Average system sum rate RSum (bits/s/Hz) versus total transmit power
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and σ2 = −80 dBm.
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evenly as PTot becomes larger, which makes the cost of SIC
increase since the nearer regions need more power to perform
SIC, thus restraining the advantage of NOMA. In addition,
we can see that NOMA Scheme always has a significant
performance improvement in comparison with OMA Scheme,
which is due to the reasons similar to those for Fig. 4.
Fig. 10 investigates the impact of region locations on the
system sum rate performance by using the variable region
location model shown in Fig. 2(D). First of all, as expected,
NOMA Scheme is always superior to OMA Scheme. Secondly,
we can see that when ∆d is not large enough, it is not
beneficial to apply NOMA Scheme. Further, similar to pre-
vious simulation results, NOMA Scheme outperforms SDMA
Scheme when ∆d is sufficiently large, which implies that the
natural near-far effect among users greatly benefits NOMA.
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Fig. 11. Average EE (bits/Joule/Hz) versus total transmit power available at
the transmitter PTot. Parameters: RPri = 1 bits/s/Hz, M = 6, G = 2, U = 5,
α = 2.5, σ2 = −80 dBm and Pc = 44.77 dBm (30 Watt).
This implication plausibly verifies that the idiosyncrasy of
NOMA is to utilize the SINR imparity among users.
C. Simulation Results for the Third Scenario
Fig. 11 shows the average EE of the upgraded system
under the region location model shown in Fig. 2(E). It can be
observed that there exists a “Green Communications Point”
where both “EEmax” and “SEmax” strategies obtain the
maximum EE. When the total power PTot is larger than the
power of Green Communications Point, using full power is
not the optimal strategy from the EE perspective. Besides,
NOMA Scheme is definitely more efficient than OMA Scheme
in terms of EE. This is because, multiple user groups are
simultaneously served with NOMA, which benefits the system
in achieving higher diversity gains and more efficient spectrum
sharing.
VII. CONCLUSION
In this work, we have exploited geographical information
to both NOMA to and multi-group multicast technologies,
which have brought about a novel location-based spectrum
sharing framework termed as NOMA assisted multi-region
geocast. Specifically, downlink beamforming designs have
been investigated for three typical multi-region geocast scenar-
ios in MISO settings. For the accompanying non-convex and
intractable problems, efficient algorithms have been proposed
based on the MM method. Our comprehensive investigations
and simulations have shown that NOMA Scheme is always
superior to OMA Scheme in terms of both SE and EE
but not necessarily in comparison with SDMA Scheme. In
particular, NOMA Scheme achieves better spectrum sharing
performance than SDMA Scheme when the disparity level
between regions is remarkable. It has been revealed that the
nature of NOMA is to exploit channel condition difference
among users for enabling multi-user interference cancellation.
Furthermore, NOMA Scheme is more favorable for limited
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transmit antennas and massive connectivity. These all show
that intelligent usages of NOMA assisted multi-region geocast
can bring tremendous promise for enhancing spectrum sharing
in future 5G wireless systems.
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