Introduction.
In order to state the conjecture mentioned in the title, we need to recall some terminology and results on Shimura varieties; as a general reference for these, we use [19, . So let S := Res C/R G m,C be the algebraic group over R obtained by restriction of scalars from C to R of the multiplicative group. For V an R-vector space, it is then equivalent to give an RHodge structure or an action by S on it. A Shimura datum is a pair (G, X), with G a connected reductive affine algebraic group over Q, and X a G(R)-conjugacy class in the set of morphisms of algebraic groups Hom(S, G R ), satisfying the three conditions of [19, Def. 1.4 ] (i.e., the usual conditions (2.1.1-3) of [13] ). These conditions imply that X has a natural complex structure (in fact, the connected components are hermitian symmetric domains), such that every representation of G on a Q-vector space defines a polarizable variation of Hodge structure on X. For (G, X) a Shimura datum, and K a compact open subgroup of G(A f ), we let Sh K (G, X)(C) denote the complex analytic variety G(Q)\(X × G(A f )/K), which has a natural structure of quasiprojective complex algebraic variety, denoted Sh K (G, X) C ; the projective limit Sh(G, X) C over all K of the Sh K (G, X) C is a scheme on which G(A f ) acts continuously. (The action being continuous means that the scheme has a cover by open affines U i = Spec(A i ) such that each U i is stabilized by some open subgroup K i of G(A f ) and each f in A i has open stabilizer in K i .) A * A preprint version of this article together with an appendix that could be considered as the author's scratch paper while working on this subject can be downloaded from the author's home page. This appendix contains details that the author does not find interesting enough to publish, but that may be helpful for readers who got lost.
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Conjecture. (André-Oort)
Let (G, X) be a Shimura datum. Let K be a compact open subgroup of G(A f ) and let S be a set of special points in Sh K (G, X)(C). Then every irreducible component of the Zariski closure of S in Sh K (G, X) C is a subvariety of Hodge type.
Some remarks are in order at this point. André stated this conjecture as a problem for curves containing infinitely many special points in general Shimura varieties in [2, X.4] . Independently, Oort raised the question for general subvarieties of the moduli spaces of principally polarized abelian varieties in [25] . In [2, X.4] André mentions the similarity with the Manin-Mumford conjecture (proved by Raynaud, see [1] ), and [4] contains a version generalizing both the conjecture above and the Manin-Mumford conjecture; see also [19, 6.7.2] . Let us now discuss the results on the conjecture above that have been obtained until now. All of them deal with moduli spaces of abelian varieties. Moonen proved in his thesis (see [21, §5] , in particular the equivalence between Conjectures 5.1 and 5.3, and [18, IV] ) that the conjecture is true for sets S for which there exists a prime number p at which all s in S have an ordinary reduction of which they are the canonical lift. Needless to say, his methods use reduction modulo a prime number p. This gives a quite general result, but it has the disadvantage that one neglects most of the Galois action on the special points, and that one has to work with one Frobenius element simultaneously for all s in S.
In [14] , the conjecture was proved for the moduli space of pairs of elliptic curves, assuming the generalized Riemann hypothesis (GRH) for imaginary quadratic fields. In a few words, the proof exploits the Galois action on CM-points and considers intersections of the subvarieties in question with images of them under suitable Hecke operators. In this approach, we work with a different Frobenius element for each s in S; GRH comes in via the existence of small primes with suitable properties. The same case of Conjecture 1.3 was proved unconditionally by André in [5] . He uses the Galois action on the CM-points, and a Diophantine approximation result of Masser on the j-function.
More recently, Yafaev has generalized the result in [14] to the case of products of two Shimura curves that are associated to quaternion algebras over Q, see [31] , and B. Belhaj Dahman, a student of André, is working on the families of jacobians of the curves y n = x(x − 1)(x − λ).
The question about these families of jacobians is whether or not the various isogeny factors coming from the decomposition for the action of µ n (C) are simultaneously of CM type for infinitely many complex numbers λ. Recently, Clozel and Ullmo have proved ( [10] ), for G among GSp 2n and GL n , that sets of the form T p x, with x in G(Q)\G(A)/K and T p certain Hecke operators with p tending to infinity, are equidistributed. The idea behind this is that one would like to imitate and apply the equidistribution results for Galois orbits of strict sequences of points of small height in abelian varieties as in [1] . A sequence of closed points of an algebraic variety is called strict if every proper closed subset contains only finitely many elements of the sequence. Phrased in this terminology, the André-Oort conjecture says that a sequence of special points is strict if no proper subvariety of Hodge type contains an infinite subsequence. Of course, to prove the André-Oort conjecture in this way, one has to replace T p x by the Galois orbit of x, which seems to be a hard problem, and moreover, one has to deal with the fact that the heights of CM points tend to infinity and not to zero.
In this article, we prove the Conjecture 1.3, assuming GRH, for Hilbert modular surfaces. The method of proof is basically the same as in [14] , but now we do use more advanced techniques. The two main results of the article are described in Section 2. The reason for which we state and prove Theorem 2.2 is that it has an interesting application to transcendence of special values of certain hypergeometric functions via work of Wolfart, Cohen and Wüstholz, see [11] , without having to assume GRH.
Let us briefly describe the contents of this article. Section 2 introduces the Hilbert modular surfaces that we work with in terms of a Shimura datum, gives their interpretation as moduli spaces of abelian surfaces with multiplications by the ring of integers of a real quadratic field K, and states the main results.
Section 3, which is not so essential, discusses the difference between working with abelian surfaces with or without a given polarization. In group theoretical terms, the choice is between working with GL 2 (K) or its subgroup GL 2 (K)
′ consisting of the elements of GL 2 (K) whose determinant is in Q * . The reason for considering both cases is that with a polarization (and a suitable level structure), the variation of Hodge structure provided by the lattices of the abelian surfaces comes from a representation of the group in the Shimura datum, which is not true without given polarizations. We need variations of Hodge structure in Section 4. On the other hand, the size of Galois orbits of special points, studied in Section 6, is simpler to understand in terms of class groups when working without polarizations. We could have chosen to work throughout the article with GL 2 (K) ′ , but we think that it is instructive to see the consequences of such a choice in the relatively easy case of Hilbert modular surfaces, before trying to treat general Shimura varieties completely in group theoretical terms. In Section 4 we recall an important result of André, relating the generic Mumford-Tate group of a variation of Hodge structure to its algebraic monodromy group (i.e., the Zariski closure of the image of monodromy). We use it to prove that for a curve in a Hilbert modular surface that is not of Hodge type and that does contain a special point, the connected algebraic monodromy group is maximal, i.e., SL 2,K .
Section 5 introduces the Hecke correspondence T p associated to a prime number p. We use a very powerful result of Nori in order to prove that for C a curve with maximal algebraic monodromy group, T p C is irreducible if C is large enough.
The main result of Section 6 says that the size of the Galois orbit of a special point x grows at least as a positive power of the discriminant discr(R x ) of the ring of endomorphisms (commuting with the real multiplications) of the corresponding abelian variety. This section is quite long, and contains some messy computations, depending on the structure of the Galois group of the normal closure of the CM field in question. The problem is that one has to give a lower bound for the image under the reflex type norm of one class group in another.
Section 7 gives an upper bound for the number of points in intersections of the form Z 1 ∩T g Z 2 , with Z 1 and Z 2 fixed subvarieties of a general Shimura variety, and with T g a varying Hecke correspondence.
Finally, Section 8 combines all these preliminary results as follows. One supposes that C is a curve in a Hilbert modular surface S, containing infinitely many special points, and not of Hodge type. If p is large enough (depending only on C), then T p C is irreducible by Section 5. Since the T p -orbits in S are dense, one cannot have C = T p C. Hence the intersections C ∩ T p C are finite, and hence bounded above (Section 7) by a constant times p 2 . Let now x be a special point on C. If p is a prime that is split in R x , then C ∩ T p C contains the Galois orbit of x, hence |C ∩ T p C| grows at least as a positive power of |discr(R x )|. But this lower bound for primes that are split in R x contradicts the conditional effective Chebotarev theorem (this is where GRH comes in). Hence, assuming GRH, one has proved that if C does contain infinitely many special points, then C is of Hodge type. The reason that one can prove Thm. 2.2 unconditionally is that in that case the CM field Q ⊗ R x is independent of x, and hence Chebotarev's theorem itself is sufficient.
In April 1999, we have proved Conjecture 1.3, assuming GRH, for arbitrary products of modular curves, extending the methods of [14] . A detailed proof, which is quite elementary, will be written up in the near future. One can hope that combining the techniques used for these last two results will make it possible to treat more general higher dimensional cases of Conjecture 1.3. Of course, eventually everything should be expressed in terms of "(G, X)-language". In fact, in this article we could already have worked without mentioning abelian varieties.
Before we really start, let us first mention two obvious general principles. The first is that level structures don't matter in Conjecture 1.3: for (G, X) a Shimura datum, 
The main results.
Let K be a real quadratic extension of Q, let O K be its ring of integers, and let G be the Z-
After numbering the two embeddings of K in R, we have R ⊗ K = R 2 , and hence G(R) = GL 2 (R) 2 . We will study the Shimura variety:
where X = (H ± ) 2 , and where H ± is the usual GL 2 (R)-conjugacy class of morphisms from S to GL 2,R , i.e., the class of a + bi → a −b b a . The surface S C , called a Hilbert modular surface, is the coarse moduli space for pairs (A, α) with A an abelian surface and α a morphism from O K to End(A) (see [30, Ch. X] , and the end of Section 3 for the moduli interpretation for a closely related Shimura datum). This implies that the reflex field of (G, X) is Q and that the canonical model S Q (see [19, Section 2] for this notion) is simply the coarse moduli space for pairs (A/S/Q, α) with S a Q-scheme, A/S an abelian scheme of relative dimension two, and α a morphism from O K to End S (A). The set of geometrically connected components of Let us note immediately that these theorems apply in fact to all Hilbert modular surfaces, because the André-Oort conjecture is insensitive to level structure. Before proving the theorems we need to discuss some of the tools we will use in it.
Choosing a suitable Shimura variety.
For a variation of Hodge structure on a complex variety, one has the notions of generic MumfordTate group and that of monodromy. A relation between these two notions will be very useful for us. In order to get a suitable variation of Hodge structure on S(C) as above, there is a little complication, and at least two options to get around it. The problem is that the tautological representation of G Q on the Q-vector space K 2 does not induce a variation of Hodge structure [20, Section 2.3 ] for a general statement). The first possible way out is to use an other representation, and have the monodromy take place in the image of G under this representation. For example, one can take the representation Sym
, and gives a morphism of Shimura data from (G, X) to (G ad , X ad ). Let S ad (C) be the Shimura va-
The natural morphism from S C to S ad C is finite and surjective (this follows directly from the definition); one can show that it is the quotient for a faithful action of Pic(O K ), but that will not be used. Conjecture 1.3 is then true for S C if and only if it is true for S ad C , and ρ induces a variation of Hodge structure on Sh H (G ad , X ad )(C) for suitable H. The disadvantage of working with S ad C is that it does not seem to have an interpretation as a moduli space of abelian varieties; this is not a real problem, but we prefer to work with Shimura varieties that are as simple as possible.
Another way out is to replace the group G by its subgroup G ′ given by the following Cartesian
Loosely speaking, G ′ is the subgroup of G consisting of those elements whose determinant is in Q. As the morphism det in the diagram above is smooth, G ′ is smooth over G m,Z , hence over Z. It follows that G ′ is the scheme-theoretic closure in G of its generic fibre. We note that 
prove that the Shimura variety S ′ C is connected, and that the morphism to its image in S C is the quotient by a faithful action of the finite group O * ,+ K /O * ,2 K , i.e., by the group of totally positive global units modulo squares of global units. We will only use that the morphism S ′ C → S C is finite and that its image is open and closed; these two facts follow directly from the definitions. It follows that Conjecture 1.3 is true for S C if and only if it is for S ′ C , and similarly for the two theorems above that we want to prove. Moreover, the tautological representation of G ′ does induce a variation of Hodge structure on Sh
The option we choose is the last. The variety S ′ C is the (coarse) moduli space for triplets (A, α, λ) where:
A is a complex abelian surface, α : O K → End(A) a morphism of rings, and λ : A → A * a principal O K -polarization, a notion that we will now explain. First of all, A * is the dual of A in the category of abelian varieties with O K -action: 
Note that for such a triplet (V, h, ψ), the pair (V, ψ) is isomorphic to the standard pair
In order to prove that the set of isomorphism classes of (A, α, λ) as in (3.1) is S ′ (C) one uses the following two facts: For n ≥ 1, let H n be the kernel of the morphism
,n is the moduli space for 4tuples (A/S, α, λ, φ), with S a Q-scheme, (A/S, α, λ) an abelian scheme over S with multiplications by O K and a principal O K -polarization, and with φ an isomorphism of S-group schemes with O K -action:
such that there exists a (necessarily unique) isomorphism φ : (Z/nZ) S → µ n,S making the diagram:
commutative. In this diagram, ψ n is the pairing given by ( 0 1 −1 0 ), and e λ,n is the perfect pairing on A[n] induced by λ. For n ≥ 3 the objects ((A/S, α, λ)) have no non-trivial automorphisms (see [22, IV, Thm. 5] ), and S ′ Q,n is a fine moduli space. (Representability by an algebraic space can be found in [27, §1.23] . Quasi-projectiveness follows from [7] .) In particular, for n ≥ 3 we do have a polarized variation of Z-Hodge structure on S ′ n (C), given by the first homology groups of the fibers of the universal family.
Monodromy and generic Mumford-Tate groups.
We recall some results that can be found in [20, Sections 1.1-1.3], with references to [9] and [3] .
The Mumford-Tate group MT(V ) of a Q-Hodge structure V , given by h : S → GL(V ) R , is defined to be the smallest algebraic subgroup H of GL(V ) Q such that h factors through H R .
Equivalently, MT(V ) is the intersection in GL(V ) of all stabilizers of all lines generated by Hodge classes (i.e., of some type (p, p)) in all Q-Hodge structures of the form
For S a smooth complex algebraic variety with a polarizable variation of Q-Hodge structure V on the associated analytic variety S(C), there is a countable union Σ of proper algebraic subvarieties such that s → MT(V s ) is locally constant outside Σ (this makes sense because V is a locally constant sheaf on S(C)). The smallest such Σ is called the Hodge exceptional locus, and its complement the Hodge generic locus. For s in S(C) and not in Σ, MT(V s ) ⊂ GL(V s ) is called the generic Mumford-Tate group (at s).
Assume now that S is connected, and that we have an element s of S(C). Then the locally constant sheaf V corresponds to a representation ρ : π 1 (S(C), s) → GL(V s ), called the monodromy representation. The algebraic monodromy group is defined to be the smallest algebraic subgroup H of GL(V s ) such that ρ factors through H, i.e., it is the Zariski closure of the image of ρ; its connected component of identity is called the connected algebraic monodromy group, and denoted AM(V s ). With these hypotheses, we have the following theorem.
Theorem. (André)
Assume moreover that V admits a Z-structure, that s in S(C) is Hodge generic, and that there is a point t in S(C) such that MT(V t ) is abelian (i.e., t is special). Then
der of MT(V s ), i.e., the algebraic subgroup generated by commutators. 
where π 1 and π 2 are the quotient maps for the actions by K 1 and K 2 , respectively. The morphism π 2 • ·g is the quotient for the action of gK 2 g −1 , hence π 1 and π 2 • ·g both factor through the
and T g is the correspondence:
Of course, T g exists already over the reflex field E of (G, X). In particular, for Z a closed subvariety of Sh
We now specialize to our situation, i.e., to the Shimura datum (G ′ , X ′ ) as above. For p a prime number, we let T p be the Hecke correspondence on S 
where H ranges through the O K /pO K -submodules of A[p](C) that are free of rank one, and where pλ is the principal O K -polarization induced by pλ on A/H. In order to see this, one uses,
induces a perfect pairing of O K -modules, up to a factor in Q * , and that the correspondence on it induced by g(p) −1 sends such a lattice to the set of lattices containing it with quotient free of rank one over O K /pO K .
Proposition.
Let C be an irreducible curve in S ′ C . Suppose that C is not of Hodge type and that it contains a special point. Then, for all primes p large enough, T p C is irreducible.
Proof. Let n ≥ 3 be some integer, and let C n be an irreducible component of the inverse image of C in S ′ C,n . Irreducibility of T p C n implies that of T p C. Let V denote the polarized variation of Z-Hodge structure on S ′ n (C) that we considered before, let s be in C n (C). We choose an iso-
1 C n to be irreducible, it suffices that C n,p be irreducible, with C n,p the covering of C nor n obtained from π 1 . But this covering corresponds to the
(Theorem 5.2 below) implies that for p large enough, the reduction map from
Theorem. (Nori)
Let π be a finitely generated subgroup of GL n (Z), let H be the Zariski closure of π, and for p prime, let π(p) be the image of π in GL n (F p ). Then, for almost all p, π(p) contains the subgroup of H(F p ) that is generated by the elements of order p.
Galois action.
The aim of this section is to show that the Galois orbits of special points in S ′ (Q) are big, in a suitable sense. For A and B abelian surfaces (over some field) with O K -action, we let Hom O K (A, B) be the O K -module of morphisms from A to B that are compatible with the O Kactions.
is an order, containing O K , of a totally imaginary quadratic extension of K.
Proof. Let R be the endomorphism algebra Q ⊗ End(A) of A. Then R is a semi-simple Qalgebra containing a commutative semi-simple subalgebra of dimension 4. Suppose that A is simple. Then R is a division algebra. Since R acts faithfully on H 1 (A(C), Q), it has dimension dividing 4, hence R is a quadratic extension of K. Since R ⊗ R has a complex structure commuting with the R-action, R is a totally imaginary. Suppose now that A is not simple. Then A is isogeneous to the product of two elliptic curves, B 1 and B 2 , say. These elliptic curves are in fact isogeneous to each other, because otherwise K does not admit a morphism to the endomorphism algebra of B 1 × B 2 . So A is isogeneous to B 2 , with B some elliptic curve. Since A is of CMtype, Q ⊗ End(B) is an imaginary quadratic field E, and R = M 2 (E). In this case
is an order in the totally imaginary extension K ⊗ E of K. 2
Theorem.
There exist real numbers ε > 0 and c > 0 such that for (A, α, λ) corresponding to a special point x in S ′ (Q) one has:
where
6.3 Remark. The proof will show that one can take ε to be any number less than 1/4. (To get this, one also has to optimize Theorem 6.4, noting that we only apply Stark's result to fields L of degree at least 4.) Assuming the generalized Riemann hypothesis at this point does not improve this exponent (this is caused by the case where Q ⊗ R x is Galois over Q with group (Z/2Z) 2 ).
Proof. Let f : S ′ Q → S Q be the morphism induced by the closed immersion of the Shimura data
Since f is finite, and since the Hecke correspondences on S Q permute the irreducible components transitively, the statement we want to prove is equivalent to its analog for S Q . So we will show in fact that there are positive ε and c such that for x special in S(Q) corresponding to (A, α), we have:
is of degree at most 8 over Q, the statement we want to prove is equivalent to the existence of positive ε and c such that for all special x in S(Q):
So let now x be special in S(Q), corresponding to some (A x , α x ). To study the Gal(Q/M x )-orbit of x, we construct a zero-dimensional subvariety of Hodge type over M x , containing x, and we use the theory of Shimura-Taniyama on complex multiplication, rephrased in the language of Shimura varieties (see [19, Section 2.2] ). Let H x be H 1 (A(C), Z); it is an R x -module that is locally free of rank two as
spaces. The Hodge structure on H x given by A x gives an element h x of X. The lattice
Let
It follows that h x factors through T x,R . Hence we have a closed immersion of Shimura data:
x . Then one easily verifies that we have an injective morphism of Shimura varieties
x , hence:
Our next objective is to describe in sufficient detail the action of Gal(Q/M x ) on Pic(R x ) induced by the above bijections. Class field theory gives a continuous surjection from M *
ab , characterized by the following property. In a representation of Gal(Q/M x ) ab that is unramified at a finite place v of M x , the arithmetic Frobenius element is the image of the class of an idèle that is trivial at all places other than v, and the inverse of a uniformizer at v. Let µ : G m,C → S C be the cocharacter obtained by composing
defined over M x , and one defines:
to be the morphism Res Mx/Q (h x • µ) composed with the norm map from Res Mx/Q T x,Mx to T x . With these definitions, the quotient
x . It follows that:
We will need a more explicit description of r x , in terms of the CM type associated to h x . The morphism h x :
Extending scalars from R to C gives a morphism of C-algebras id ⊗ h :
and
into two sets Φ x and ιΦ x , where ι is the complex conjugation on C. The set Φ x is the CM type
With these notations, we have, for any Q-algebra R:
where Norm φ is the norm map of the extension φ :
Then we have:
* . This is the description of r x that we work with.
Since M x is generated over K by the extension L x and its conjugate, M x has degree 4 or 8 over Q, and its Galois group Gal(M x /Q) is isomorphic to Z/4Z, Z/2Z × Z/2Z, or D 4 , the dihedral group of order 8. We define T to be Res K/Q G m,K ; note that T is a subtorus of T x , equal to the center of G Q . We will see below that r x • φ 0 : T x → T x induces an endomorphism of T x /T whose image, after passing to A f -valued points, in Pic(R x )/Pic(O K ) is big enough for our purposes.
Suppose first that Gal(M x /Q) is isomorphic to Z/4Z, say with generator
x . After changing φ 0 , if necessary, one has that Σ x,φ = {1, σ}. The formula above for φ 0 • r x shows that r x is simply given by the element
It follows that:
Theorem 6.4 below finishes the proof in this case. Suppose now that Gal(M x /Q) is isomorphic to Z/2Z × Z/2Z. After changing φ 0 , if necessary, one has Σ x,φ 0 = {1, σ}, with σ of order two and 
we have:
The proof in this case is finished by Theorem 6.4.
= L x , and with σ of order 4. Then σ 2 is the complex conjugation, and τ σ −1 = στ .
After changing φ 0 , if necessary, we have Σ x,φ 0 = {1, τ, σ, στ }. It follows that φ 0 • r x is given by the element t :
Using that Norm φ 0 = 1 + τ , a simple computation gives:
It follows that r x • φ 0 acts as 2 on T x /T . We conclude that: 
If one assumes the generalized Riemann hypothesis, then one can replace the exponent 1/8 by any number less than 1/2.
Proof. We will use the following lower bound for class numbers:
let K be a totally real number field; there exists c > 0 such that for all totally complex quadratic extensions L of K, one has:
In order to prove this, one distinguishes two cases: K = Q and K = Q, and one notes that the regulator Reg(O L ) is at most Reg(O K ). In the case K = Q one uses the following consequence of Stark's Theorem 2 in [29] :
for K a totally real number field, there exists c > 0 such that for all totally complex quadratic extensions L of K, one has:
In the case K = Q one applies the Brauer-Siegel theorem (see for example [17, Ch. XVI]):
for N > 0 and ε > 0, there exists c > 0 such that for all Galois extensions L of Q of degree at most N one has:
Combining these two results, and using that [L : Q] ≥ 3 if K = Q gives the inequality we want. We could replace the exponent 1/6 by 1/4 if we would just use that
Let now K, R and L be as in the theorem. Then R is the inverse image of a subring R of some finite quotient O L of O L . We have an exact sequence:
The torsion of O * L is bounded in terms of the degree of K, and by Dirichlet's theorem on units the quotient O * L /O * K is finite. The long exact cohomology sequence obtained by taking Gal(L/K)-invariants of the short exact sequence:
is of order at most two. We conclude that there exists c > 0, depending only on the degree of K, such that:
On the other hand, we have:
We claim that for every ε > 0 there exists c > 0, depending only on the degree of K, such that:
To prove this claim, one notes that:
A simple computation then shows:
where n = |O L |/|R| is assumed to be at least 2. We conclude that there exists c > 0, depending only on K, such that:
In order to finish the proof of the theorem, it suffices to prove that for every ε > 0 there exists c > 0, depending only on K, such that |Pic(R) [2] | ≤ c |discr(R)| ε . To do this, we proceed in the same way as we did in [14, Lemma 3.4] . As Pic(R) is a finite commutative group, the two F 2 -vector spaces Pic(R) [2] and F 2 ⊗ Pic(R) have the same dimension. The cover of Spec(R) by the disjoint union of Spec(Z 2 ⊗ R) and Spec(R[1/2]) gives an exact sequence: 
, and we have a short exact sequence:
where j : U → T is the maximal open immersion over which π is etale. Let i : Z → T be closed immersion giving the complement of U, with Z reduced. Then the long exact sequences of cohomology groups associated to the exact sequence above and to the exact sequence:
show that there exists an integer c, depending only on K, such that:
As 2 |{p|n}| = n o(1) , for n → ∞, we have proved the first statement of the theorem. If one assumes GRH, then the Brauer-Siegel theorem as stated above is true without the condition that the extension Q → L be Galois, see [17, XIII, §4] . 2
Intersection numbers.
The aim of this section is to give a bound on intersections of subvarieties of Shimura varieties, provided that they are finite. In particular, we need to study the intersection of a subvariety with its images under Hecke correspondences. As our arguments work for general Shimura varieties, we give such a result in the general case. The main tool used in proving the result is the BailyBorel compactification, together with its given ample line bundles. We start by recalling some properties of these line bundles, that follow immediately from the results in [7] (see also [6] ).
7.1 Theorem. Let (G, X) be a Shimura datum. For K ⊂ G(A f ) a compact open subgroup, let S K := Sh K (G, X) C the corresponding complex Shimura variety, and S K its Baily-Borel compactification. For every such K, and for every sufficiently divisible positive integer n, the nth power of the line bundle of holomorphic forms of maximal degree of X descends to S K , and extends uniquely to a very ample line bundle L K,n on S K , such that, at the generic points of the boundary components of codimension one, it is given by nth powers of forms with logarithmic poles. Let
Then the morphism from S K 2 to S K 1 induced by g extends to a morphism
If n is positive and sufficiently divisible so that L K 1 ,n exists, then L K 2 ,n exists, and is canonically isomorphic to f * L K 1 ,n .
Proof. Let us briefly recall how the compactification S K is defined. Let X + be a connected component of X. Then each connected component of S K (C) is of the form Γ i \X + , with Γ i an arithmetic subgroup of G ad (Q) (G ad being the quotient of G by its center). The compactification S K (C) is then defined as the disjoint union of the Γ i \X + , where X + is the union of X + with its so-called rational boundary components, endowed with the Satake topology. It follows that we can write S K (C) as G(Q)\(X × G(A f )/K), with X the disjoint union of the X + . Let X ad be the G ad (R)-conjugacy class of morphisms from S to G ad R containing the image of X. Each connected component of X maps isomorphically to one of X ad (see [19, 1.6.7] that are not compact. If G j is of dimension 3, then it is isomorphic to PGL 2,Q , and we are in the case of modular curves, where the Theorem we are proving is well known (the canonical line bundle with log poles at the cusps on the modular curve X(n), n ≥ 3, has degree > 0). Suppose now that G j has dimension > 3. 
, and with T g and π 1 as in the beginning of Section 5.
Proof. We start with two reductions. First of all, writing Z 1 and Z 2 as the unions of their irreducible components, one sees that we may suppose that Z 1 and Z 2 are irreducible. Secondly, for g in G(A f ), let p 1,g and p 2,g be the morphisms from S g to S 1 and S 2 , respectively. Then one has:
which shows that T g Z 1 ∩ Z 2 is finite if and only if p and p 2,g * L 2 are isomorphic to the same line bundle L g on S g .
We let Z 1 and Z 2 be the closures of Z 1 and Z 2 in S 1 and S 2 , respectively. Let m denote the degree of Z 2 with respect to L 2 . Let g be in G(A f ), such that T g Z 1 ∩ Z 2 is finite. If the intersection is empty, there is nothing to prove, so we suppose that the intersection is not empty. Then the codimension of Z 2 is at least the dimension d of Z 1 , and we can choose f 1 , .
is finite (because of our assumption on the dimensions of Z 1 and Z 2 , Z 1 ∩ Z 2 is finite). It then follows that |p
1,g Z 1 with respect to L g . But this degree is deg (p 1,g ) times the degree of Z 1 with respect to L 1 , hence we have:
Proof of the main results.
We will now prove Theorems 2.1 and 2.2. We first deal with Thm. 2.1. As we have already noticed, we may as well replace S C by S ′ C , so let C be an irreducible closed curve in S ′ C that contains infinitely many CM points. We have to show that C is of Hodge type.
Since C has infinitely many points in S ′ (Q), it is, as a reduced closed subscheme of S ′ C , defined over Q. To be precise, there is a unique closed subscheme C Q of S ′ Q that gives C after base change from Q to C. But then C Q has only finitely many conjugates under Gal(Q/Q); we let C Q be the reduced closed subscheme of S ′ Q that, after base change to Q, gives the union of these conjugates. In other words, we simply let C Q be the image of C under the morphism of schemes S
Let x in C(Q) be a CM point, corresponding to a pair (A, λ) with A an abelian variety over Q with multiplications by O K and with λ a principal O K -polarization. As before, we let R x denote End O K (A), L x := Q ⊗ R x and M x the Galois closure of L x in C. Let x be the image of x in S(Q). In the proof of Theorem 6.2 we have seen that the quotient
x via the morphism
where the subset Φ x of Hom(L x , M x ) is the CM type of x. Since Φ x is a set of representatives for the action of Gal(L x /K) on Hom(L x , M x ), it follows that this map r x factors through the subgroup of elements of (A f ⊗ L x ) * whose norm to (A f ⊗ K) * is in A * f . Hence, in the notation of the proof of Theorem 6.2, the morphism r x factors through the intersection of the subtorus T x of G Q and G ′ Q . It follows that the action of Gal(Q/M x ) on Gal(Q/M x )·x is given by the same morphism r x , taking values in G ′ (A f ).
Lemma.
Suppose that p is a prime that is split in R x , i.e., such that F p ⊗ R x is isomorphic to a product of copies of
Proof. The localization Z (p) ⊗ R x of R x is the same as that of O K . Hence, if we let H x denote H 1 (A(C), Z), then Z (p) ⊗ H x is free of rank one over Z (p) ⊗ R x . It follows that we can choose the isomorphism f : K 2 → Q ⊗ H x to preserve the integral structures on both sides at p, i.e., such that it induces an isomorphism from (Z (p) ⊗ R x ) 2 to Z (p) ⊗ H x . We note that p is split in M x (i.e., F p ⊗ O Mx is a product of copies of F p ), because M x is the Galois closure of L x . Consider now an element u of (A f ⊗ M x ) * that is equal to p at one place above p and equal to 1 at all other finite places of M x . Then r x (u), viewed as an element of (A f ⊗ L x ) * , is equal to p at exactly two places of L x above p that are not in the same Gal(L x /K)-orbit, and equal to 1 at all other finite places of L x . It follows that r x (u) is conjugated in G ′ (A f ), by some element in G ′ (Ẑ), to the element g(p) that induces T p (use that G ′ (Z p ) acts transitively on the set of free rank one
Theorem 6.2 gives a lower bound for |Gal(Q/Q)x|, whereas Theorem 7.2 gives an upper bound for |C Q (Q) ∩ (T p C Q )(Q)|, assuming that the intersection is finite. What we want, of course, is to show that we can choose x and then p such that the lower bound exceeds the upper bound, and conclude that C Q and T p C Q do not intersect properly. We note that if x varies over the infinite set of CM points of C(Q), then |discr(R x )| tends to infinity because there are only finitely many orders of degree 2 over O K with a given discriminant, and for each such order there are only finitely many x in S(Q) with R x isomorphic to that order. Since our lower bound for |Gal(Q/Q)x| is a positive constant times a positive power of |discr(R x )|, and our upper bound for |C Q (Q) ∩ (T p C Q )(Q)| is some fixed power of p, we get what we want if we can take, for |discr(R x )| big, p of size something polynomial in log |discr(R x )|. We note that |discr(O Mx )| ≤ |discr(R x )| 4 because M x is the composite of the extension L x of K and its conjugate. We also note that the number of primes dividing discr(R x ) is at most log 2 (|discr(R x )|).
At this point we invoke the effective Chebotarev theorem of Lagarias, Montgomery and Odlyzko, assuming GRH, as stated in [28, Thm. 4] and the second remark following that theorem. A simple computation shows that this theorem implies the following result.
Proposition.
For M a finite Galois extension of Q, let n M denote its degree, d M its absolute discriminant |discr(O M )|, and for x in R, let π M,1 (x) be the number of primes p ≤ x that are unramified in M and such that the Frobenius conjugacy class Frob p contains just the identity element of Gal(M/Q). Then for M a finite Galois extension of Q and x sufficiently big (i.e., bigger than some absolute constant), and bigger than 2(log d M ) 2 (log(log d M )) 2 , one has:
This result shows that there exist infinitely many primes p such that C Q and T p C Q do not intersect properly. Since C Q is irreducible, it follows that, for such primes p, C Q is contained in T p C Q . Assume now that C is not of Hodge type. Then Proposition 5.1 tells us that for all primes p large enough, T p C is irreducible. Since the correspondence T p is defined over Q, i.e., is given by a correspondence on S ′ Q , it follows that T p C Q is irreducible for p large enough. But then we see that there exist infinitely many prime numbers p such that C Q is equal to T p C Q . But this is absurd, since by Lemma 8.3 below, for each x in S ′ (C), the Hecke orbit ∪ n≥0 T n p x is dense in S ′ (C) if p is unramified in K. This finishes the proof of Theorem 2.1. K) . Let now x be in S ′ (C), and let (y, g) be a preimage of it in X × G
under the quotient map for the action by G(Q) × G(Ẑ). The fact that T p is then given by right multiplication on G ′ (A f ) by the element g 0 at the place p shows that the T p -orbit of x is the 
Proof. In order to minimize notation, let
is the factor by which ψ differs from a perfect pairing on p r L, it is actually in Z p . It follows that
Let us now prove Theorem 2.2. We keep the notations of the proof Theorem 2.1, and we assume again that C is not of Hodge type. So now we may suppose moreover that C contains infinitely many CM points that have the same CM type. In particular, we have infinitely many CM points x such that L x and Φ x are constant, say L and Φ. Of course, the orders R x are such that |discr(R x )| tends to infinity. The classical Chebotarev theorem (see for example [17, Ch. VIII, §4]) asserts that the set of primes p that are split in M has natural density 1/[M : Q] (actually, Dirichlet density is good enough here). Also, recall that the number of primes dividing some discr(R x ) is at most log 2 (|discr(R x )|). Hence there do exist x and p such that p is split in M, split in R x , sufficiently large so that T p C Q is irreducible, and such that the lower bound for |Gal(Q/Q)x| of Theorem 6.2 exceeds the upper bound for the intersection
Then we have C Q = T p C Q , hence a contradiction because of Lemma 8.3.
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A Abelian surfaces with real multiplication.
As above, K is a real quadratic field, and O K is its ring of integers. Let us describe a bijection
where A is an abelian surface and α : O K → End(A) a morphism of rings. By the way things have been set up, (H ± ) 2 is the set of Hodge structures of type {(−1, 0), (0, −1)} on the K-vector space K 2 , i.e., Hodge structures for which K acts by endomorphisms.
The set . This is always the same story, but let me just write it down in this case (the "classical case" as far as I'm concerned is for Z). Let M be an O K -lattice in K 2 . To it, we associate the
To N, we simply associate N ∩ K 2 . These two maps are inverses of each other.
We can now show that S(C) is the set of (A, α) up to isomorphism. Let (A, α) be given. Choose an isomorphism of K-vector spaces between K 2 and H 1 (A, Q). Then we get a Hodge structure on
to the choice of isomorphism, i.e., up to G(Q). Conversely, an element of (
gives a pair (A, α), of which the isomorphism class depends only on the G(Q)-orbit. So, after all, one just has to view complex abelian varieties as given by a Q-Hodge structure and a lattice, and use the usual stuff regarding lattices. One can of course do something fancy now with the category of abelian varieties up to isogeny, and interpret (H ± ) 2 × G(A f ) as the set of isomorphism classes of (A, α, β, γ), with
A an abelian surface up to isogeny, α an K-action on it, β an isomorphism of A K,f -modules
, and γ an isomorphism of K-vector spaces from K 2 to H 1 (A, Q).
B Polarizations.
Why do we never have to discuss polarizability of our Hodge structures? Well, that's because they are in a sense only of dimension two, just as in the case of elliptic curves. So what is in fact true is that every complex torus of dimension two, with an action by O K , is automatically an abelian variety. Of course, this is very standard, but I just write it down for myself, so that I understand it, and so that I have the argument available electronically. Consider the standard symplectic form on the K-vector space K 2 :
Then we compose this ψ 0 with an arbitrary non-zero Q-linear map l from K to Q in order to get a Q-bilinear anti-symmetric form:
In particular, one can take for l the trace map; in that case, we will denote ψ l simply by ψ. For all g in GL 2 (K) and all x and y in K 2 , one has ψ 0 (gx, gy) = det(g)ψ 0 (x, y). Hence if moreover det(g) is in Q, one has: ψ l (gx, gy) = det(g)ψ l (x, y). This means that such a ψ l is a Hodge class of weight two (or is it −2?) for all h : S R → G R that are in (H ± ) 2 , since they factor through the subgroup of G of elements that have determinant in G m,Q . Let us now check that ψ is a polarization on (H + ) 2 . So the only condition left to check is that x → ψ(x, h(i)x) should be positive definite on R ⊗ K 2 . (One checks indeed that this makes sense, in the sense that (x, y) → ψ(x, h(i)y) is symmetric.) The fact that R ⊗ K = R 2 means that it suffices to check that x → x t h(i)x is positive definite on R 2 for every h in H + . But now note that for all h in H + and all non-zero x in R 2 , x and h(i)x are R-linearly independent (interpret h as giving a structure of complex vector space on R 2 ). Hence either x → x t h(i)x is positive definite, or negative definite, for all h in H + simultaneously. So let us check just what it is for the standard h, the one that sends a + bi to a −b b a . In that case, one has h(i) = −J, hence x t Jh(i)x = x t x, which is the standard inner product.
On H − , x t Jh(i)x is negative definite, since the standard h there has h(i) = J. So we have seen that ψ is a polarization on (H + ) 2 , and −ψ one on (H − ) 2 . On the other two components of (H ± ) 2 one gets polarizations by varying the map l, for example by taking the composition of l with multiplication by a suitable element of K, i.e., an element with the right signs at the two infinite places.
C Some stuff on group (schemes).
Let G denote the group scheme GL 2 (over Z, that is). Let V denote its standard representation. I use in the text that the kernel of G acting on Sym 2 (V ) ⊗ det −1 is precisely the scalar subgroup G m of G. This can be checked as follows. First of all, the pairing V ×V → det(V ), (x, y) → xy, is perfect. Hence it gives us an isomorphism between V ⊗ det −1 and V * , the dual of V . Hence we may as well consider 
The condition that these two matrices are scalar give that a = d and b = c = 0.
D The Shimura datum for
For π : G → G ad as above, we claim that π induces an isomorphism (of real algebraic varieties) from (H ± ) 2 in Hom R (S, G R ) to a conjugacy class (that we will also denote by (H ± ) 2 ) in
Let us denote the kernel of π by Z (it is the center of G). Let h 0 be our standard element in (H ± ) 2 . Let g be in G(R), and suppose that π •int g •h 0 = π •h 0 . We have to show that
Here is how that goes. Define a map (i.e., morphism of real algebraic varieties) z : S → Z R by: z(s) = gh 0 (s)g −1 ·h 0 (s) −1 . Then, because it goes to the center, z is actually a morphism of groups. All we have to show is that it is trivial. Well, it is trivial on the G m,R in S, since that one is mapped centrally in G R . Now the argument is finished by noting that Z R is a split torus, and S/G m,R is not split.
E Comparing various groups.
It is not yet clear to me with which group I actually want to work. The possibilities are:
Just to get some idea of what actually happens with these groups, and with the morphisms of Shimura data between them, I think it is a good idea to make some things explicit, such as the sets of connected components, and the finite maps between the various Shimura varieties.
So let us first think a bit about the π 0 's. Let's first consider G as above. Then clearly we have:
But this set is the set of isomorphism classes of locally free rank 2 O K -modules M with an orientation on det(M) = Λ 2 O K M at the two infinite places. Now each locally free rank two module over O K is isomorphic to one of the form O K ⊕ L (show first that it is decomposable by choosing a one dimensional K-sub-vector space in Q ⊗ M; then show that M has a nowhere vanishing element). Of course, L is determined by M since one has det(M) = L. It follows that:
Let us now consider π 0 (S ad (C)). We have:
This we recognize as the set of isomorphism classes of P 1 -bundles on S := Spec(O K ), locally trivial in the Zariski topology, with an orientation at the two infinite places (it does not seem a complete tautology, the correspondence with the Zariski P 1 -bundles, namely, it says more directly something as: trivial over K, and over every completion). Anyway, let us show that each P 1 -bundle X on S comes from a locally free rank two bundle on S. Just note that each element of X(K) extends to one in X(S). An element in X(S) gives an invertible O X -module L that has degree one on each fibre, hence with p * L a rank two bundle on S. Then one checks that X is isomorphic, over S, to P(p * L) (it is easy to see that X is the Grassmannian of locally free rank one quotients of p * L). This has an interpretation in the long exact sequence coming from the short exact sequence of Zariski sheaves on S:
What is quite nice in this situation is that S is of dimension one, hence that H 2 (S, G m ) = 0, which explains the observation above. Now that we know that each element of π 0 (S ad (C)) comes from a locally free rank two O K -module, we want to know when two such modules give isomorphic P 1 -bundles. Well, the Grassmannian interpretation says that that happens if and only if the two modules are isomorphic up to twist by an invertible O K -module. Hence:
Let us now consider orientations. Note that
K , and that doubles in Pic(O K ) have a canonical orientation. It follows that:
and that:
Let us now say something about the map S(C) → S ad (C). This makes it necessary to know things about the morphism of group schemes GL 2,O K → PGL 2,O K . We would like to know that this morphism is surjective for the Zariski topology. For this, it suffices to show that on a scheme S, an S-automorphism of P 1 S is induced, locally on S, by an element of GL 2 (S). Now use that for any scheme T , to give an element of P 1 (T ) is to give an invertible O T -module with two sections that generate it. Let g be an S-automorphism of P
Since L is locally trivial, we get what we want.
Hence: the morphism
K is the product of the completions at all finite places and that one has the surjectivity for each such completion). And:
is surjective (just use what elements of A K,f look like, or use that to give a point of a scheme with values in A f is to give, for each p, a point with values in Q p , such that for almost all p the point comes from a point with values in Z p ). The more difficult thing that remains now is the question of surjectivity of the morphism
It follows that S(C) → S ad (C) is surjective. The stabilizer of (H + ) 2 × {1} in GL 2 (K) and 
An automorphism of P := P 
Likewise, one gets:
We conclude that S(C) 0 → S ad (C) 0 is the quotient for a faithful action by the group
where S(C) 0 and S ad (C) 0 are the standard irreducible components of S(C) and S ad (C). One computes directly that the map S(C) → S ad (C) is the quotient for a faithful action by the group
, by Pic(O K ). Let us now do some comparing between S and S ′ , with S ′ coming from the Shimura datum with the group G ′ . We first remark that
This means that the G ′ (R) conjugacy class of morphisms from S to G ′ R that we deal with is:
Hence we have:
This last set is the set of isomorphism classes of triplets (M, φ, α) with M a locally free O Kmodule of rank two, φ : O K → det(M) an isomorphism, and α an orientation on R ⊗ Z det(M) that induces plus or minus the standard orientation on R ⊗ O K = R × R via φ. Since every such triplet is isomorphic to (O 2 K , id, (+, +)), we see:
What about the map S ′ (C) → S(C)? It suffices to look at what happens on (
+ is the quotient for the faithful action by the group O * ,+
K , i.e., totally positive global units modulo squares of global units.
F Some stuff on bilinear forms and field extensions.
Let k → K be a finite field extension, say of degree d. Let V be a finite dimensional K-vector space, say of dimension n. Let X denote the k-vector space of k-bilinear forms b : V × V → k such that b(ax, y) = b(x, ay) for all x and y in V and all a in K. (I.e., the maps x → ax are required to be self-adjoint.) We want to relate X to the set Y of K-bilinear forms on V .
Let l : K → k be a surjective k-linear map (for example, one can take the trace map if k → K is separable). Then we have a map:
The map L is injective, since, for b a K-bilinear form, the image of b is either 0 or K.
Let us now assume that k → K is separable. Then one computes that both X and Y are of dimension n 2 d over k (of course, for Y this is clearly true without the separability assumption;
for X, one uses this assumption in order to reduce to the case K = k d via base change from k to some algebraic closure for example). Hence we conclude that the map L above is bijective.
(I did not bother to check if this is still true without the separability.) So we have the following result.
F.1 Proposition. Let k be a field, and K a finite separable k-algebra. Let l : K → k be a surjective k-linear map (for example the trace map). Let V be a finitely generated projective K-module. Then for every k-bilinear form b : V × V → k such that b(ax, y) = b(x, ay) for all x and y in V and all a in K there exists a unique K-bilinear b
With this notation, b is symmetric (antisymmetric) if and only if b ′ is so. The next result gives a construction of the inverse of L, if one takes l to be the trace map.
F.2 Proposition. Let k be a field, and K a finite separable k-algebra. Let V be a finitely generated projective K-module, and b : V × V → k a k-bilinear map such that b(ax, y) = b(x, ay) for all x and y in V and all a in K. Because of the separability, we have a natural isomorphism of K-algebras:
where we view K ⊗ k K as a K-algebra via the first factor. This decomposition gives a decomposition of K-modules: Let us now note the special case where V is of dimension two. In that case, the K-vector space Y of antisymmetric K-bilinear forms is of dimension one, hence one gets the following corollary, which is of interest for Hilbert modular varieties.
F.3 Corollary. Let k be a field, and k → K a finite separable k-algebra. Let V be a free Kmodule of rank two. Let ψ 0 : V × V → K be a non-degenerate alternating K-bilinear form. Then for every alternating k-bilinear form ψ : V × V → k such that ψ(ax, y) = ψ(x, ay) for all x and y in V and all a in K, there exists a unique b in K such that ψ(x, y) = tr(bψ 0 (x, y)) for all x and y in V .
G Moduli interpretation for the symplectic group.
For details, see [12, Sections 1, 4] . Just in this section, let G denote the group of symplectic similitudes of rank 2n. More precisely, let n ≥ 0 be an integer, and let G denote the group of automorphisms of the Z-module Z 2n that preserve, up to scalar multiple, the standard symplectic form, i.e., the form given by the matrix (
± n the set of h : S → G R that are Hodge structures of weight −1 such that ψ is a polarization up to a sign. Then this X is one G(R)-conjugacy class and it is called the Siegel double space. Let us consider:
What we want to show is that A n (C) is the set of isomorphisms classes of pairs (A, λ) of principally polarized abelian varieties of dimension n. We already know what the interpretation of X is: it is the set of Hodge structures of weight −1 such that ψ is a polarization up to a sign.
Let us now interpret G(A f )/G(Ẑ). Consider the action of G(A f ) on the set of lattices in A On the other hand, let L be a lattice and a in A * f be such that aψ is a perfect pairing on L. Then take aẐ-basis l 1 , . . . , l 2n of L such that aψ is in standard form, i.e., given by the matrix (
This finishes the proof of the fact that G(A f )/G(Ẑ) is the set of lattices on which a multiple of ψ is perfect.
Let us now describe the constructions that give A n (C) the interpretation as the set of isomorphism classes of abelian varieties of dimension n, with a principal polarization.
Suppose (A, λ) is given. Then choose an isomorphism f : Q 2n → H 1 (A, Q) such that ψ corresponds to a multiple of λ (such an f is unique up to an element of G(Q)). Let x be the element of X that is given by the Hodge structure on
only on the isomorphism class of (A, λ).
/L with the complex structure given by the Hodge structure corresponding to x. Let a be the element of Q * such that aψ is perfect on L (this fixes a up to sign) and is a polarization λ on A (this fixes the sign). For g in G(Q), multiplication by g gives an isomorphism from (A, λ) to the (A ′ , λ ′ )
obtained from (gx, gL).
Let us end with a remark which is just a reminder to myself.
G.1 Remark. Let V be a free finitely generated Z-module, with h : S → GL(V ) R a Hodge structure of type (−1, 0), (0, −1). Let A := (R ⊗ V )/V be the associated complex torus. Then the dual complex torus corresponds to the Hodge structure t → (h(t)
In other words, the dual of A is (R⊗V ∨ )/V ∨ , with the complex structure on R⊗V ∨ = (R⊗V )
∨ R such that z in C acts asz ∨ . In order to prove this, one notes that the tangent space of A t is
, which is the dual of the tangent space of A at zero. This explains the reason that A * occurs in this context. In our context, A = Z and B = O K , so that δ is an ideal in O K , since the trace map tr :
∨ Z (in fact, the trace map from B to A always gives a morphism δ → B, but it might be zero). This gives an isogeny:
We define an O K -polarization to be an O K -morphism λ : A → A * such that the induced morphism from A to A t is a polarization; λ is called principal if it is an isomorphism (note that this means that the induced morphism A → A t is not an isomorphism, since O K is ramified over Z (we do suppose that K is a field, after all).
Let us now turn to the proof of the proposition above that gives the moduli interpretation of S ′ Q . So we want to show that S ′ (C) is the set of isomorphism classes of triplets (A, α, λ)
over C. In Hodge theoretical terms, such triplets are given by triplets (V, h, ψ) with V a locally free O K -module of rank two, h : S → (GL Z (V )) R a Hodge structure of type (−1, 0), (0, −1), and ψ :
Note that for such a triplet (V, h, ψ), the pair (V, ψ) is isomorphic to the standard
The proof of the proposition can now be easily described. As in the last section, one shows that Let us end by stating that the multiplier character µ :
and all x and y in K 2 we have (tr • ψ)(gx, gy) = det(g)(tr • ψ)(x, y).
I A remark on Mumford-Tate groups.
What I want to say is that to an isomorphism class of Q-Hodge structures one can associate its Mumford-Tate group. Namely, if V and V ′ are isomorphic Q-Hodge structures, and if f and The same argument shows that a point P on a Shimura variety Sh K (G, X)(C) defines an algebraic group MT(P ), with a given G(Q)-conjugacy class of embeddings in G.
J On computing the generic Mumford-Tate group on S ′ (C).
First note that for all
In particular, it contains all conjugates under G ′ (R) of those images. but then it contains all (x, x), all (yxy −1 , x), hence all
K Other remarks on Mumford-Tate groups.
We have defined the Mumford-Tate group MT(V ) of a Q-Hodge structure V given by a morphism h : S → GL(V ) R to be the smallest algebraic subgroup H of GL(V ) such that h factors through H R . This is not the usual definition, perhaps. The usual definition is to take MT ′ (V ), the
where S → G m,R corresponds to Q(1). The difference between the two choices is that MT ′ (V ) keeps track of weights, whereas MT(V ) doesn't. The Tannakian interpretation of MT(V ) is that it is the automorphism functor of the fibre functor "forget Hodge structure" on the tensor category generated by V . For MT ′ (V ), one considers the tensor category generated by V and Q(1).
Yet another (of course related) characterization is that MT ′ (V ) seems to be the biggest subgroup of GL(V ) × G m that fixes all elements of type (0, 0) in Q-Hodge structures of the form
For this, see Deligne-Milne-Ogus-Shih. In the same way, MT(V ) is characterized by the fact that it stabilizes all lines generated by Hodge classes (i.e., classes of some type (p, p)) in Q-Hodge structures of the form
Since I did not find this explicitly written (but I haven't looked very much, I should say), let me write a proof. So let H be the intersection of the stabilizers of such lines. Let us first prove that
fixed by S, hence by MT(V ). This proves that MT(V ) ⊂ H. Let's now prove that H ⊂ MT(V ). Now we use Chevalley's result: every subgroup of GL(V ) is the stabilizer of a line in some finite dimensional representation of GL(V ), plus the fact that each finite dimensional representation of GL(V ) is contained in a representation of the form ⊕ i V ⊗n i ⊗ (V * ) ⊗m i (I will even give proofs for these two facts below, since I do not like the proof given in DMOS). Anyway, let t in some T be such that MT(V ) is the stabilizer of Qt. Then Rt is fixed by S, hence t is of some type (p, p).
(Use for example that the norm S → G m,R generates Hom(S, G m,R ).) As I said, I do not like the proof of parts (a) and (b) of Proposition 3.1 in Chapter I of DMOS. So I give one.
K.1 Theorem. Let G be an affine algebraic group over a field k ⊃ Q. Let H be an algebraic subgroup of G, and V a finite dimensional faithful representation of G. Then there exists a line L in some representation of G of the form
Proof. First of all, we may and do suppose that G = GL(V ). 
where the last equality comes from the fact that End(V ) * , as G-module given by right translation on End(V ), is simply V d , where d is of course the dimension of V (note that the G-action on End(V ) * extends to an End(V )-action). Also, note that det is in Sym d (End(V ) * ), and that we have g· det = det(g) det. The scalar subgroup G m of G induces a Z-grading on k[G]. We have:
and: and use that it is a cone.
Just for fun, let us look at some examples in G := GL 2 . The Borel subgroup B := {( * * 0 * )} is the stabilizer of the line generated by (1, 0) in V := k 2 . The subgroup {( 1 * 0 * )} is the stabilizer of k (1, (1, 0) 
The subgroup {( * 0 0 * )} is the stabilizer of the two-dimensional subspace of the ((x, 0), (0, y)) in V ⊕ V ; note that the proof above gives the same result. Finally, the trivial subgroup {( 1 0 0 1 )} is the stabilizer of (1, The fact that the map from ker(g * ) to ker(f ) * is zero means that ker(f ) and ker(g * ) are orthogonal for the paring induced by h between ker(h) and ker(h * ).
M Some stuff on orders in finite separable Q-algebras.
I need lower bounds for orders of Picard groups of certain orders in certain CM fields. Therefore, some general theory should be quite useful. Let Q → K be a finite separable Q-algebra. Then K is a finite product of number fields, say K = K 1 × · · · × K m , and the integral closure of Z in K is then the product of the maximal orders of the K i . Let R ⊂ K be an order in K, i.e., a subring of K with Q ⊗ R = K and which is finitely generated as a Z-module. Then R is contained in O K since the elements of R are integral over Z, and O K /R is a finite additive group, since R and O K are free Z-modules of the same finite rank. Consider ideals of R that are also O K -ideals. Clearly a lot of such ideals do exist: for every n in Z that annihilates O K /R, we have the example nO K . The sum of a family of such ideals is again one such, hence there exists a unique maximal such ideal, called the conductor of R (relative to O K ). I don't think that we will use this conductor so much, since we want estimates in terms of the discriminant of R.
Let I ⊂ R be a non-zero ideal that is also an O K -ideal. Then R is the inverse image in O K of the subring R/I of the quotient O K /I of O K ). Actually, the diagram:
is both Cartesian and co-Cartesian. For us, the most important is that every order of K is obtained as follows: take the inverse image in O K of a subring of a finite quotient of O K .
M.1 Discriminants.
Recall that discr(O K ) is the discriminant of the trace form on O K . To be precise: for M a free Z-module of finite rank and b a bilinear form on M, let discr(M, b) be the integer defined by: let m be a basis of M, then discr(M, b) is the determinant of the matrix of b relative to m. In more intrinsic terms, one can use that b induces a bilinear form on the maximal exterior power of M, and use the integer coming from there. The whole thing does not depend on the basis because changing the basis changes it by the square of a unit. Over more general rings, and for projective modules, one obtains an ideal, locally principal, with some extra structure due to the squares of units that intervene. In fact, one sees that if the local generators of the ideal are non zero divisors, then the ideal is, as invertible module, the square of ΛM. In our case, we use the bilinear form (x, y) → tr(xy). The separability of Q → K shows that discr(O K ) = 0. Choosing a basis of 
M.4 Remark.
As the proof will show, we can actually get 1/6 − ε as exponent, instead of 1/7, with a c depending on ε, for every ε > 0. If one assumes the generalized Riemann hypothesis, then one can get 1/2 − ε as exponent, for every ε > 0, with again c depending on ε. In that case, one uses Siegel's theorem that one finds in [17, Ch. XIII, §4].
Proof. We will first prove this for maximal orders in number fields of bounded degree, then for maximal orders in finite separable Q-algebras of bounded degree, and then for arbitrary orders of bounded degree.
In the case of a maximal order of a number field of bounded degree, we just apply two theorems. The first one is the Brauer-Siegel theorem (see for example [17 for N > 0 and ε > 0, there exists c > 0 such that: Together, these two results show:
let N > 0. There exists c > 0 such that for every number field K of degree at most N over Q one has:
This settles the case where the Q-algebra K is a field. The case for a maximal order in a finite separable Q-algebra of degree at most N then follows, because everything decomposes into a product of at most N factors, for which one has the result already. So let now K be a finite separable Q-algebra of degree at most N, and let R be an order in it, given by the subring R of some finite quotient O K of O K . We have already seen that:
We note that the quotient |tors(R * )| |tors(O * K )| −1 and its inverse are bounded in terms of N only.
Hence the theorem follows from the following claim:
for N > 0 and ε > 0 there exists c > 0 such that for R an order in a finite separable Q-algebra K of degree at most N, one has:
where R is the inverse image of the subring R of the finite quotient O K of O K .
We now prove this claim. Let n denote |O K /R|. We may and do assume that n > 1. Localizing at the maximal ideals of R, followed by a simple computation, shows that:
Since log(n) = n o(1) , this shows our claim, and hence finishes the proof of the theorem. 2 that case is not so trivial to me. Of course, tori are unirational (they are images of tori that are products of multiplicative groups of number fields), but that is not enough: that only gives that the rational points of G are dense in the connected components of G(R) that do contain a rational point. Anyway, for a detailed proof I would refer to the book [26] of Platonov and Rapinchuk.
