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Abstract 
 
The goal of this study is to model the electrical response of gold plated copper electrical 
contacts exposed to a mixed flowing gas stream consisting of air containing 10 ppb H2S at 30oC 
and a relative humidity of 70%.  This environment accelerates the attack normally observed in a 
light industrial environment (essentially a simplified version of the Battelle Class 2 
environment).  Corrosion rates were quantified by measuring the corrosion site density, size 
distribution, and the macroscopic electrical resistance of the aged surface as a function of 
exposure time.  A pore corrosion numerical model was used to predict both the growth of 
copper sulfide corrosion product which blooms through defects in the gold layer and the 
resulting electrical contact resistance of the aged surface.  Assumptions about the distribution of 
defects in the noble metal plating and the mechanism for how corrosion blooms affect electrical 
contact resistance were needed to complete the numerical model.  Comparisons are made to the 
experimentally observed number density of corrosion sites, the size distribution of corrosion 
product blooms, and the cumulative probability distribution of the electrical contact resistance.  
Experimentally, the bloom site density increases as a function of time, whereas the bloom size 
distribution remains relatively independent of time. These two effects are included in the 
numerical model by adding a corrosion initiation probability proportional to the surface area 
along with a probability for bloom-growth extinction proportional to the corrosion product 
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bloom volume.  The cumulative probability distribution of electrical resistance becomes 
skewed as exposure time increases.  While the electrical contact resistance increases as a 
function of time for a fraction of the bloom population, the median value remains relatively 
unchanged.  In order to model this behavior, the resistance calculated for large blooms has been 
weighted more heavily. 
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1.0 Introduction 
 Atmospheric corrosion of intermittently-mated electrical connectors can lead to increased 
contact resistance and reduced reliability of the devices that contain them.  Typical measures 
taken to protect such devices include an electroplated layer of nickel followed by an 
electroplated layer of gold.  The primary purpose of these cover layers is to provide the 
connector with increased resistance to environmental degradation while maintaining a low 
contact resistance, thereby enhancing the long-term reliability of the connector.  Electrodeposited 
gold is inherently porous, with the degree of through-deposit porosity being a function of the 
deposit thickness, deposition technique (i.e., pulsed vs. DC), substrate surface roughness, 
substrate surface contamination, and the use of a multilayer deposit (e.g., gold on top of nickel) 
[1]. Through-deposit porosity allows the underlying substrate material, in the case of this work, 
copper, to be exposed and potentially undergo atmospheric corrosion.  Such corrosion often 
results in corrosion product growth through the pore onto the surface of the electrodeposited 
gold.  If extensive enough, the resulting corrosion products may degrade the electrical 
performance of the connector. 
 The primary goals of this research are two fold:  1) to first characterize the degradation 
mechanisms of gold-plated copper, as used in microelectronic connectors, and 2) to construct an 
appropriate mathematical model encompassing the key physical phenomena.  This model, once 
calibrated via experimental data, may then be utilized to predict the electrical contact resistance 
of actual devices, such as electrical connectors, a very practical and important goal [2], and then 
linked with a system-level electrical model to assess the impact which the corrosion process will 
have on system performance. 
 In this report, we build upon our earlier work on understanding the kinetics of the 
sulfidation process for pure copper coupons in an H2S containing environment with a moving-
boundary model for pore growth in an effort to understand the corrosion of gold-plated copper 
[3]-[6].  While the kinetics of the sulfidation process is expected to be similar microscopically, 
there are least two significant phenomenological differences between the sulfidation of bare 
copper and the sulfidation of noble metal-plated copper that we have seen necessary to add in 
order to fit experimental data on corrosion bloom densities.  A longer induction period is 
observed prior to the onset of corrosion (i.e., the observation of corrosion product on the metal 
surface) for the noble metal-plated materials. This induction period appears to also be a function 
of the environmental conditions and plating morphology.  Furthermore, the induction period for 
the initiation of corrosion at a given defect site varies significantly from site to site, and is 
believed to be a strong function of the geometric nature of each defect site.  This variation in 
induction time is manifested experimentally in this study by the continuous nucleation of 
corrosion product blooms through exposure times (multiple months). Additionally Kirkendall 
voiding, also seen in the sulfidation of bare copper is concentrated under the pore. We believe 
this effects leads to a reduction in the concentration of large blooms due to a cutoff of their Cu 
source. With the inclusion of Kirkendall voiding combined with the inclusion of an induction 
period we have successfully matched experimental data on the time dependence of the number of 
corrosion flowers and their distribution (see Section 4.2 and 4.3). 
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 Once the model has been assembled, the resulting predictions of the corrosion process 
provide the basic inputs for a macroscopic electrical contact resistance model.  To our 
knowledge, such a complete corrosion-to-electrical resistance model has not been attempted in 
other works.  Sun et al. have attempted to model the growth of corrosion product blooms on 
Au/Ni/Cu in the Battelle Class II, mixed flowing gas (MFG) environment [7]. While they did 
employ one-dimensional diffusion equation in Cartesian and cylindrical coordinates, they did not 
use a moving boundary approach to locate the extent of the solid corrosion product. 
 As a necessary precursor to treating the contact between corrosion-aged surfaces, we 
present the theory of contact between two rough surfaces in Section 5.1, that we have employed 
and that underlies much of the numerical analysis. This theory provides a model for the number 
and size of asperities created by contact of two rough surfaces as a function of the load of the 
contact. The ratio of the apparent to nominal area of contact is obtained as a function of the 
surface pressure to microhardness of the materials. This theory assumes plastic deformation of 
asperities; however, the assumption of elastic deformation does not yield much different results. 
The theory also provides an estimate of the amount of overlap between contacting asperities, 
which we call the Interference. 
 We then derive an electrical contact resistance model for aged surfaces based on the 
rough surfaces contact model. The original theory for clean surfaces was developed by 
Greenwood. Malucci has taken that theory and modified for aged surfaces where a corrosion 
product layer is postulated to interfere with the direct metal-metal contact at asperities. We use 
the concept of the Interference to develop a statistical derivation of the number of micro-asperity 
contacts that are created during the contacting process that have metal-metal contacts. We 
employ this theory, because it has been shown on some experimental data in the literature to be 
critical to obtaining the overall magnitude of the electrical contact resistances and their 
cumulative probability distributions) observed. However, we should also note that no direct 
experimental verification of the theory (or even numerical experimentation) has been carried out 
yet.  
  We then combine our predictions for growth of the corrosion product layer on plated 
copper with our electrical contact resistance model to yield predictions of the electrical contact 
resistance. We do this by postulating that there is a separation of the corrosion blooms into small 
and large bins. The small values are lumped together to estimate the time dependence of a 
uniform corrosion product layer, that we then use the contact resistance model for aged surfaces 
developed previously to estimate electrical contact resistances. The distribution of large blooms 
is handled differently. It has been experimentally shown that large corrosion blooms may 
significantly occlude electrical contacts. Therefore, we have implemented a stochastic model 
wherein probes making contact with surfaces undergo poisson statistics to test whether they hit a 
large bloom based on the probability density distribution of large blooms on that surface. This 
process has been shown to predict the large tails in the cumulative probability distribution (CPD) 
that we have experimentally observed. 
 Despite all of these heuristic submodels, we present evidence that we have had trouble 
reproducing experimental measurements for the CPD of electrical contacts made from 
electroplated copper. Specifically, we have determined that we have trouble even reproducing 
the zero-time (i.e. baseline) CPD of electrical contact resistance and its dependence on load. 
None of the available numerical modeling theories for electrical contact resistances can duplicate 
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the large absolute magnitude and load dependence of the electrical contact resistances that we 
see in our data. We have searched for experimental causes  for these discrepancies, using Auger 
sputtering analysis to characterize the baseline surface film composition and thickness and using 
optical interferomentry to analyze the surface roughness of the after-electroplating surface.  We 
have varied probe tip radii and the presence of wipe to try to understand the trends as well. 
Recently we have varied the plating materials and thicknesses and have noticed a dramatic effect 
on the baseline resistances (Section 7.2). Our current theory is that the electroplating process is 
the important contributor to the baseline resistance, and we have developed a theory (Section 
7.1) based on the existence of a buried layer of electrical contact resistance due to imperfections 
in the plating process that matches experimental trends with respect to the load dependence. 
With the baseline data relatively well matched, we then go on to match exposed plated-copper 
surfaces in Section 7.5.  We conclude that the theory is robust enough to match experimental 
data on the H2S system at 80% humidity conditions after a proper amount of calibration is 
carried out. 
Finally, recent experiments at near 10% relative humidity has demonstrated a significant 
and surprising departure from bare copper experimental results. Much less corrosion is observed 
in the 10% relative humidity case than in the 70% relative humidity case, in stark contrast to the 
bare copper data where the 10% humidity level actually exhibited larger corrosion film 
thicknesses. We postulate that the induction effect due to corrosion initiation is the cause of the 
different 10% results.  
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2.0 Sulfidation Kinetics of Bare Copper 
 The sulfidation of atmospherically exposed copper occurs through a chemical reaction 
between metallic copper and the H2S in the gas stream.  Historical experimental data measuring 
the growth of the copper sulfide layer as a function of exposure time at different H2S 
concentrations and at different relative humidity concluded that the growth consisted of two 
stages [8, 9, 10]. This two stage growth is illustrated schematically in Fig. 1.  In Stage I, the 
kinetics of copper sulfide formation is either gas-phase mass transport or surface-reaction 
controlled, and the thickness of the sulfide layer is proportional to kT, where k is the surface 
reaction rate constant. With time, the growth mode transitions to Stage II, where the growth rate 
is controlled by diffusion through the sulfide layer and the resulting sulfide layer thickness 
becomes proportional to (Dt)0.5, where D is the effective diffusivity through the sulfide layer and 
t is time. While this second stage is followed by a third stage during which the sulfide layer 
begins to spall, exposing fresh material which can then sulfidize, only the first two stages are of 
relevance to this study.  The kinetics of the sulfidation reaction in Stage I and II have been found 
to be effectively independent of relative humidity.  However, the transition from Stage I to Stage 
II has been found to be impacted by the relative humidity [11, 12].  Higher humidity promotes a 
more rapid transition to Stage II (i.e., the length of Stage I growth appears to decrease with 
increasing relative humidity).   
 Studies of the initial nucleation of Cu2S on bare copper coupons have shown that the 
relative humidity has a large effect on the initial structure of the Cu2S formed. Under conditions 
of high RH, the sulfide film is initially patchy with numerous nodular sulfide nuclei, while at low 
RH initial film formation is more uniform across the surface. Cross-sectional TEM images of the 
resulting sulfide layers indicate that the grain structure also varies as a function of RH.  When 
formed at low RH, the resulting Cu2S layer is composed of large grains that span the thickness of 
the film, while films formed at high RH consist of small grains with high porosity between the 
grains. As such, it is possible that the transition to Stage II may be related to the evolving grain 
structure of the product layer.  It should be noted that the transition from Stage I to Stage II 
growth appears to be irreversible - in experiments where copper coupons were allowed to 
sulfidize at one at a high RH, transitioned to Stage II, then placed into a lower RH, the film never 
returned to Stage I growth kinetics, even when the RH is reduced dramatically [15].  To date, the 
exact mechanism of how the RH changes product morphology remains unknown.  Another 
complicating factor for understanding the growth kinetics during Stage II is that the vacancy 
diffusivity in Cu2S can vary greatly, with values reported in the literature ranging from 2x10-7 to 
2x10-11 cm2/s, depending on the source/production method for the sulfide.  Given the 
aforementioned variations in both effective diffusivity and microstructure, we have chosen to 
model diffusion within this system using an engineering-level approximation based on a single 
experimentally-fitted effective bulk diffusion coefficient. 
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Fig. 1 Schematic representation of the Cu2S growth rate on bare copper coupons exposed to 
an H2S containing atmosphere. In Stage I, the growth rate is controlled by either gas 
phase mass transport or surface reaction, while for Stage II, the kinetics are 
dominated by diffusional transport through the bulk Cu2S layer and grain boundaries 
within the Cu2S layer. 
 
2.1 Bare Coupon H2S Experiments with Modeling Attempts 
 The rate of copper sulfidation, while in Stage I, has been experimentally observed to be a 
linear function of the H2S concentration, with an activation energy of approximately 5-10 kcal 
mol-1. During this stage, sulfide growth is controlled primarily by either gas phase mass transport 
or by partial surface reaction control [6]. Detailed experiments by Braithwaite et al. [11] have 
shown that the growth rate in this stage is roughly independent of the relative humidity level.  
This experimental observation is in stark contrast with many other atmospheric corrosion 
systems where the corrosion rate is typically negligible until a critical relative humidity is 
reached, at which point sufficient water is present on the surface to support electrochemical 
reactions. Experiments indicated that there is a small increase (50% from 0 to 80 % RH) in the 
Stage I growth rate with increasing relative humidity. However, corrosion rates are nearly at the 
mass transfer limit. 
 Initial modeling attempts for Cu2S growth [8] had missed the relative fast reaction rates 
observed in Stage I. They missed it, because gas-phase mass transport interfered with the 
calculation of the sticking coefficient. Previously, we undertook a study to mitigate the mass 
transport resistance by constructing a stagnation point flow reaction and using a large and 
varying normal velocity to minimize the mass transport resistance[11, 16]. Numerical 
calculations were then carried out to model the predicted initial growth rates obtained from 
normal incidence reflectometry to obtain an estimate of the reactive sticking coefficient for the 
initial sulfidation rate. A reactive sticking coefficient of 10-3 fit the dependence of the growth rate 
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with inlet velocity (see Fig. 2). This is a very fast reaction and indicates very little practical 
kinetic resistance to the overall reaction (R1), which can be shown to be thermodynamically very 
favorable. 
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Fig. 2 Velocity dependence of the reactive sticking coefficient for copper sulfidation on a 
bare copper coupon in a stagnation point flow reactor [16]. Curves are numerical 
calculations as a function of the input reactive sticking coefficient. Squares are single 
experimental data points for 2, 1, and 0.5 slpm (standard liters per minute), 
respectively. A sticking coefficient value of around 1.0E-3 is shown to fit the 
observed experimental values well to within a factor of two. 
 
 2 2 2 2H S  +  2 Cu + 1/2O  u S  +  H OC→  (R1) 
Rutherford Backscattering (RBS) experiments have verified the mechanism for growth of the 
copper sulfide film [11]. It was shown that the copper sulfide film grows at the sulfide-water film 
interface and not at the buried sulfide-copper interface. This conclusion is based upon the 
observation of a residual copper-oxide film and/or an added patterned gold layer which becomes 
buried beneath the sulfide layer as the sulfidation reaction progresses.  
 Once the sulfide layer has formed and grown to a certain thickness under Stage I, it 
transitions to Stage II.  Experiments have indicated that when this transition occurs is a statistical 
process that is highly variable. While the time after which this transition takes place does appear 
to be a function of the relative humidity, with increased humidity accelerating the transition to 
Stage II, the actual “induction time” is widely variable for a given relative humidity, particularly 
for intermediate levels of relative humidity. However, at very low relative humidity, the onset of 
Stage II can be virtually eliminated, with experiments conducted at 0% RH demonstrating that 
the Stage I growth can persist even for sulfide film thicknesses in excess of 1 micron. TEM 
studies by Sullivan et. al. have pointed to a possible explanation for this transition to Stage II 
phenomena [12]. It involves the changing grain structure of the Cu2S film as the film gets larger. 
At low relative humidities the grain structure is well formed, and roughly columnar in nature, 
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while at high relative humidities the grain size is considerably smaller, with poorly connected 
and voided grain boundaries.   Sullivan et. al. [12] proposed that the difference in grain 
morphology at high and low RH suggests a natural mechanism for the observed reduction in 
sulfidation rate at long times for films grown at RH. They hypothesized that the poor 
connectivity between grains inhibits the solid state transport of Cu through the Cu2S layer. In 
essence, the bottleneck is the inability for Cu to diffuse between grains of Cu2S, and not the 
inability to diffuse Cu within grains. It is likely that the diffusion of Cu within the grains may 
still be rapid in the high RH samples, similar to what is seen in the low RH case (at least there is 
no data to contradict this) [12]. Thus, the thesis has been advanced that the rate limiting step in 
Stage II is the mass transport resistance of copper vacancies transit across the copper sulfide 
layer as they make their way between the water surface and the copper surface. This thesis is 
backed up by the growth rate observations, and by the general statistical variability of the growth 
rate experiments observed in practice. Also, experiments in which Stage II grain morphologies 
have been initially grown, and then the RH lowered have shown that the growth rate of Cu2S 
never returns to Stage I rates [12]. 
 
 
Fig. 3 Cross-section TEM images of Cu2S films formed at low and high RH and a range of 
temperatures [12]. For a given RH, the morphologies are similar with the low RH 
samples exhibiting large grains that span the film and the high RH samples exhibiting 
small grain sizes and high porosity. 
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 These observations partly resolve an outstanding issue concerning the resolution of the 
effective diffusivity of copper vacancies passing through the sulfide layer. It’s been known that 
the diffusion coefficient needed to explain the Stage II phenomena by the onset of a solid-state 
mass transport effect is too high compared to measured diffusion coefficients from crystalline (or 
polycrystalline) chalcocite experiments. This is in accordance with the rate limiting step being 
identified with the mass transport of vacancies across grain boundaries and not with the diffusion 
of copper vacancies within crystalline chalcocite. Diffusion of copper vacancies within a grain is 
presumed to be sufficiently fast as to not be rate limiting. 
Experiments by Braithwaite et al. [16] suggests that there may be an additional initial 
induction stage, “stage 0”, in the growth evolution of copper sulfide films.  Fig. 4 displays H2S 
concentration data, acquired for various levels of the relative humidity level, for a flow rate of 1 
slpm. In the graph, “Normalized H2S Loss” corresponds to the loss of H2S from gas stream as it 
passes from the inlet to the outlet of the reactor, assumed here to be due to consumption by the 
copper sulfidation reaction. The data was normalized via the first data point for H2S effluent 
concentration, where presumably the H2S sticking coefficient is so low that no loss of H2S in the 
reactor occurs. There are several trends of note illustrated by the data in Fig. 4 . First, it can be 
seen that the transition to Stage II was only observed for the high humidity level cases (i.e., RH 
>60%) during the time window presented in the figure. At the lower relative humidities, there is 
a complex dependence of the rate of consumption of H2S (and by inference, the rate of copper 
sulfidation) on the humidity level, with an apparent maximum observed at 60%. Also, the steady 
state H2S consumption rate observed during Stage I appears to be a roughly linear function of the 
relative humidity, increasing as the relative humidity increases.  This may be the result of 
enhanced destruction of the native oxide layer in the higher RH environment, or the high 
nucleation rate of new copper sulfide grains observed during Stage I in high humidity 
environments. 
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Fig. 4 Fraction H2S lost versus time as function of varying humidity level in the stagnation 
point flow reactor 
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In addition, the data presented in Fig. 4 also shows that high humidity levels promote the onset 
of Stage II, and therefore lower sulfidation rates, at later times. Thus, the experiments in Fig. 4  
clearly indicate that there is an induction period, or “Stage 0”, representing the delay before the 
time independent, rapid consumption of H2S by the sulfidation reaction (Stage I) is achieved. We 
presume that this delay is associated with the removal or the “compromising” of the native Cu2O 
oxide layer. Earlier experiments by Barbour [13] has shown that the H2S – Cu  system may 
exhibit completely different behavior if the native Cu2O oxide layer is replaced by the more 
resilient CuO oxide layer, grown by a plasma processing technique. In this case, sulfidation may 
not occur at all under some conditions. 
 One pathway that was not pursued in this work was to treat the full copper sulfide 
diffusion in a rigorous manner. For example, it’s known that copper vacancies are the main ionic 
diffusing species in copper sulfides, and that the copper vacancies are mostly but not completely 
ionized [14]. K Chen [5] has undertaken a treatment of Cu2S growth from H2S using charged 
species (V- and h+), using the Gauss’s equation to solve for the electric field within the Cu2S. 
The diffusion of then negatively charged vacancy across the interfaces causes a narrow space-
charge layer to be created at both the copper sulfide-air and the copper–sulfide copper metal 
interfaces that creates a net voltage drop across the copper sulfide proportional to the net growth 
rate. We have determined, however, that it is not necessary to pursue this level of detail because 
the overall mechanism doesn’t involve a net electric charge transfer. Also, unlike localized 
pitting processes there isn’t an inhomogeneous splitting of the surface between anodic and 
cathodic regions. This decision is also supported by Barbour’s recent experiments (see Fig. 3) 
which demonstrated that the rate limiting step involves a very messy and complex diffusion 
process involving copper transport across grain boundaries. 
 This report details our work in obtaining a best fit to the current constitutive model for 
the atmospheric sulfidation of copper from a H2S source.  Since the copper sulfidation reaction 
model has been documented in previous references [3–6], this report will not attempt to re-derive 
the kinetic mechanism, and the readers are referred to the papers for detailed descriptions. We 
will, however, be attempting to fit kinetic rate constants and diffusion coefficients in the model 
to a selected set of experimental data.  In the next section, a description of the model is given.  
Characteristics of the equations are also listed in the same section.  This is followed by a 
description of the experimental data.  The optimization methodology used for fitting the 
parameters is also presented.  Finally, the results and discussion follow. 
 
2.2 Model Used in Plated Copper Work 
 The kinetic model for copper sulfidation used in this work is similar to the one described 
by Larson [3].  A one dimensional schematic of the sulfidation process indicating material 
domains where reactions occur is illustrated in Fig. 5.  The model used to describe the kinetics 
consists of three parts: the gas-solid surface reaction which produces copper sulfide, the diffusion 
of copper vacancies through the Cu2S layer, and a solid-solid surface reaction involving the 
injection of a copper atom into the Cu2S layer from the copper metal causing the annihilation of 
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the copper vacancy in the Cu2S layer. This model is a gross engineering approximation to the 
complex physical mechanism briefly discussed in the last section. 
 
Fig. 5 Schematic of 1-D copper sulfidation corrosion model.  
 
The H2S reacts with copper to form copper sulfide.  At x = Xtop, 
 
2
21 1
1 H S 1 Vexp( ) exp( )g s
E ER A C A C
RT RT
−
− −
− −= − . (1) 
Rg-s refers to the reaction rate for copper sulfidation at the air-Cu2S interface (mol cm-2 s-1).  
CH2S is the concentration of hydrogen sulfide in units of mol cm-3.  CV is the concentration of 
copper vacancies on copper lattice sites within the copper sulfide.  Even though copper vacancy 
carriers, V-C  , are comprised of vacancies with excess electrons, V-C , and electron holes, h
+ , this 
model assumes a vacancy dissociation rate that is much slower and unfavorable than the time 
scale of the surface reaction.  This reduces the combined quartic dependency of V-C plus Ch +  
down to a quadratic dependency in CV, only. Electroneutrality is also assumed in this model; i.e., 
CV- = Ch+; hence, we ignore mass transfer contribution due to electrical potential.  
 There is a linear dependency on the H2S concentration to yield Stage I growth initially.  
As the copper vacancy concentration increases within the corrosion layer, the rate of growth 
slows, capturing the slower growth rate observed experimentally in Stage II.  Each of the 
forward and backward kinetic parameters in Eqn. (1) has an Arrhenius-like pre-factor.  The units 
of pre-exponential factors are cm s-1 for A1 and cm4 mol-1 s-1 for A-1. 
 The kinetic rate at the interface between the corrosion product and pure copper is defined 
by Rs-s.  At x = Xbottom, 
 222 Vexp( )s s
ER A C
RT−
−= . (2) 
2 2 2 2
1( ) ( ) 2 ( )
2
H S g O g Cu S V H O l+ ←⎯→ + +
V V h− +←⎯→ +
2
21 1
1 1exp expg s H S V
E ER A C A C
RT RT
−
− −
− −⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
Cu V h Null− ++ + =
2
1 exps s V
Er A C
RT−
−⎛ ⎞= ⎜ ⎟⎝ ⎠
At  x = Xtop, 
At  x = Xbottom, 
Air 
Cu2S 
Cu 
(1) 
(2) 
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The explicit dissociation of copper vacancies into charged vacancies and electron holes, as well 
as the electromigration effect of an induced electric potential, are ignored in this model. In other 
words, we do not independently track the concentrations of neutral copper vacancies, charged 
vacancies, and electron holes, while taking into account of electromigration forces induced by 
potential gradients. Under these conditions, it’s expected that vacancies mostly exist in the 
charged state. However, the reaction rate expression for the vacancy elimination reaction,  
Eqn. (2), contains a quadratic dependence on VC , which is due to the anticipated charged-
vacancy and hole recombination, and the expected electroneutrality condition that the charged 
vacancies and holes are in equal concentrations almost everywhere except for a thin boundary 
layer at the surfaces. 
 The existence of an aqueous interfacial phase (i.e., partial or complete monolayer of 
water) at the gas-Cu2S interface is also ignored.  As mentioned above, the effects of relative 
humidity can be large, but the exact mechanism is still unknown. Experiments and related 
modeling have shown that the sticking coefficient for H2S is surprisingly high and relatively 
unrelated to the humidity levels [16].  This model does not account for changes in growth rate 
due to changes in the relative humidity.  Because the experimental data have been collected 
under a constant relative humidity, the sensitivity to RH is not accounted for in the model.  
Diffusion of uncharged species is employed, assuming electroneutrality throughout.  A single 
experimentally-fitted effective bulk diffusion coefficient is used to represent the complex 
transport mechanism involving the structure of grain boundaries in the product layer previously 
discussed in the earlier section. 
 The diffusion of uncharged copper vacancies through the Cu2S layer is written as a 
single-component diffusion equation, assuming electroneutrality. 
 
2
V V
V 2 0
C CD
t x
∂ ∂− =∂ ∂   (3) 
Dv is set to a constant in this model, though there is a storied literature concerning the 
dependence of the vacancy diffusion coefficient on the vacancy concentration of 
nonstoichiometric crystalline Cu2S [17, 18]. Eqn. (3) and its corresponding boundary conditions 
at the gas-solid and solid-solid interfaces define the concentration distribution of vacancies 
within the Cu2S layer.  Due to the volumetric increase of the Cu2S as the corrosion process 
progresses, the location Xtop evolves in time and is part of the solution unknowns.  
  Boundary conditions for incorporating the reaction kinetics are summarized below: 
At x = Xtop, 
 V V
g s
V g s meshJ R v Cν − −= − +  (4)  
and             
Cu S2
0top
g s
dX
C R
dt −
=   (5)  
At x=Xbottom,  
 V V V
s s
s s meshJ R v Cν − −= − +  (6) 
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 and 0meshv =    (7) 
where Jv is the concentration flux of copper vacancies (mol cm-2 sec-1) based on a moving frame 
of reference, and vmesh is the mesh velocity, or topdX dt .  Constants 
g s
Vv
− and s sVv
− are the 
stoichiometric coefficients for copper vacancies in the surface reactions at either end of the 
domain, which is two at the gas-solid interface and negative one at the solid-solid interface.  
CCu2So is the molar concentration of the copper sulfide lattice, consisting of both vacancies and 
regularly filled lattice sites, assumed to be equal to 3.52 x 10-2 mol cm-3, the value for chalcocite. 
At t = 0, a constant copper vacancy concentration in a small but finite film thickness is assumed.  
The initial concentration and thickness values, CVo and Lo, have been chosen to minimize the 
sensitivities to the growth.  They are 10-12 mol cm-3 and 1 µm, respectively.  Because there is no 
mesh movement at the Cu2S-Cu interface, the mesh velocity is set to zero at x = Xbot. 
 The vacancy diffusion coefficient and the rate constants for the gas-surface reaction were 
obtained by fitting solutions of Eqns. (3) - (7) to a series of growth experiments conducted on flat 
copper coupons [19, 20]. A rough degree of success has been achieved in crudely correlating 
experiments in the Cu2S sulfidation system, at least for constant relative humidity, despite the 
large degree of difficulty in modeling the actual growth mechanisms involved in the real system. 
Results from this analysis are presented in Section 3.5. Rate constants in the model must be 
reparameterized for different relative humidities, however. In the next section we describe the 
numerical procedure used to solve the equation system. 
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3.0 One Dimensional Copper Sulfidation (CS) Numerical Model 
 Eqns. (3) through (7) are applied to a one-dimensional growth domain and discretized 
into multiple control volumes.  The control volumes exchange copper vacancies via the 
diffusional flux expression and the Lagrangian movement of the node positions, Xi.  All of the 
mesh positions move as a fixed function of the top mesh position, Xtop, which is moved 
according to a kinematic boundary condition established by the growth of the copper sulfide 
layer, Eqn. (5).  An integral balance is carried out over each control volume in both the physical 
and time coordinate in order to form the difference equations, which are then solved by a 
predictor-corrector backward Euler method. 
 The code uses Cantera’s infrastructure for solving time dependent implicit problems [21]. 
It employs a numerical Jacobian approach such that only a single residual routine need be 
written. This residual routine uses a control volume approach, identical to that utilized by most 
CVFEM codes, and employs a space-time substantial time derivative approach that is locally 
conservative even in the presence of the moving mesh. Fig. 6 displays a schematic of the 
discretization scheme with 6N =  mesh points. There are 2 unknowns per control volume, the 
mesh position of the centroid of the ith control volume, niX , and the concentration of copper 
vacancies in the mesh, VC , at the centroid of the control volume. Control volumes are centered 
at the node positions. Nodes are numbered from 0 to N-1. The edges of the control volumes, iI , 
are located midway between the nodes. The control volumes at the top and bottom of the 
domain, numbered 1−N  and 0 respectively, are special cases. The top control volume extends 
from ( ) 2/21 nNnN XX −− +  to nNX 1− . The bottom control volume extends from nX 0  to ( ) 2/10 nn XX + . 
Solution Vector: 
Xtop 
CV,top 
X1 
CV,1 
X3 
CV,,3
X2 
CV,2 
X0 
CV,0 
X4 
CV,4 
2
32
2
XXI +=
I3 I4 I1 I0 
 
Fig. 6 Schematic of discretization scheme. Interfaces of control volumes 
are labeled with iI . Centers of control volumes are labeled with 
iX . 
 
 An integral balance is carried out over each control volume in both the physical and time 
coordinate in order to form the difference equations. The control volumes exchange copper 
vacancies via the diffusional flux expression and the movement of the node positions, iX . All of 
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the mesh positions move as a fixed function of the top mesh position, topX , which moves 
according to the kinematic boundary condition established by the growth of the copper sulfide 
layer. The equation for the interior mesh movement of node i, iX , is given by Eqn. (8). 
 ( )01
1
0
boti
i
i
boti XXF
FXX −=− +
+
 (8) 
iF is a fixed fraction of the distance of the initial position of node i between node 0 and node 
1−N . It varies monotonically between 0 and 1. In the initial implementation of this code  iF is 
uniformly distributed between 0 and 1. The expression for the movement of the top node, on 
which the movement of all of the other nodes is tied, is addressed below. 
 The diffusion of uncharged copper vacancies through the Cu2S layer is written as a pure 
diffusion equation, see Eqn. (3), assuming electroneutrality. The discretization described in 
Fig. 6 requires that the concentration of vacancies be tracked as the layer moves through the 
domain pictured in Fig. 5, i.e., the copper vacancy concentration unknowns in Fig. 6 are 
substantial time derivatives and not partial derivatives, since their physical position moves with 
time. The substantial derivative creates a term similar to a convection term. The Reynolds 
transport theorem which relates the substantial derivative to the partial derivative is given by 
Eqn. (9). 
 ( )VV V
( ) ( ) ( )
mesh
V t V t A t
CD C dV dV C dA
Dt t
∂= +∂∫ ∫ ∫ v ni  (9) 
After integrating Eqn. (3) over each control volume, Eqn. (9) may be applied to change the 
partial time derivative into a substantial time derivative, Eqn. (10). 
 ( ) ( )( )V V
( ) ( )( )
0
i ii
mesh v V
V t A tA t
D C dV C dA D C dA
Dt
− + − ∇ =∫ ∫ ∫v n ni i  (10) 
This may be reduced to a partial differential equation on a moving mesh. 
 V V V V( ) 0mesh
dC C D C
dt
− ∇ + ∇ − ∇ =v i i  (11) 
 The key to understanding Eqn. (11) for the volumetric PDE is to understand that the 
unknowns VC  are actually the vacancy concentrations at the mesh grid points, and thus their 
time derivatives are substantial derivatives with respect to time and not partial derivatives with 
respect to time. However, the correct PDE equation involves the partial derivative with respect to 
time, only. Below we denote substantial time derivatives with vertical bars and a “mesh” 
subscript. Eqn. (3) is correct, irrespective of the complications induced by the movement of a 
mesh with variables defined on that mesh. A more complete analysis of the derivation of 
Eqn. (11), involving the invocation of the Reynolds transport theorem, does not have to be made, 
as nothing is actually moving in the frame of reference of the lattice. There is no convective 
component for vacancy transport in Eqn. (3), as the lattice is defined to be stationary. However, 
the substantial derivative creates a term similar to a convection term. The equation that relates 
the substantial derivative to the partial derivative is given by Eqn. (12). 
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 V V Vmesh
mesh
dC C C
dt t
∂= + ∇∂ v i  (12) 
 Then, a discretized formulation of Eqn. (10) may be constructed by assuming that the 
concentration within each control volume is constant, Eqn. (13). 
 
1 1
, ,
, 1 , 1
1 1
1 1
, 1 1 , 0
n n n n
V i i V i i n n n n
i Cv i i Cv i
n n n n
n n n ni i i i
i V i i V i
C V C V
A F A F
t
I I I IA C A C
t t
− −
− −
− −
− −
+ −
− + −∆
⎛ ⎞ ⎛ ⎞− −− + =⎜ ⎟ ⎜ ⎟∆ ∆⎝ ⎠ ⎝ ⎠
 (13) 
where Eqn. (14), 
 
ii
n
iV
n
iV
v
n
iCv XX
CC
DF −
−−=
+
+
1
,1,
, , (14) 
is the diffusive flux across the control volume boundary at iI at t n= . In deriving Eqn. (13), the 
following formula for the convective flux through surface I was used. 
 ( ) 1
( )i
n n
n i i
mesh i
A t
I IdA A
t
−−= ∆∫ v ni   . (15) 
An upwind convection approximation is employed in that same term for the choice of nVC , in 
order to ensure numerical stability for moderate cell Peclet numbers. Eqn. (13) is written 
assuming that the mesh velocities are positive. However, the code can handle arbitrarily signed 
meshv  within the context of the upwind convection approximation. Because of the implicit 
upwinding, there is no explicit CFL time constraint where the time step size exceeds the mesh 
velocity divided by the mesh size. 
 Up to now, the equations have been independent of the coordinate system, relying just on 
the implicit formulas for the interface areas, niA , and the volumes, 
n
iV , of the cells. Let’s 
introduce the coordinate system by establishing a hemispheric shell, with initial inner radius of 
0
botX  and outer radius of 
0
topX   as the model for the spherical coordinate domain. Then 
analogously, the cylindrical coordinate system will use a domain consisting of half a circular 
shell, with inner radius 0botX  and outer radius of 
0
topX , with a length in the third direction of W. 
The Cartesian coordinates will use a domain consisting of a square column with sides of length 
W, with the initial x positions extending from 0botX  to 
0
topX . Then, we may write out the 
expressions for the volumes and interface areas of the cell boundaries in the three coordinate 
systems. 
 Spherical: ( ) ( )( )31332 ninini IIV −−= π           ( )22 nini IA π=  (16) 
 Cylindrical: ( ) ( )( )2 212n n ni i iWV I Iπ −= −      n ni iA I Wπ=  (17) 
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 Cartesian: ( ) ( )2 1n n ni i iV W I I −= −            2niA W=  (18) 
The implementation of boundary conditions on the top and bottom of the domain will now be 
addressed. For some problems, a Dirichlet boundary condition on copper vacancies is applied at 
the bottom of the domain, Eqn. (19), replacing the usual conservation equation on that control 
volume for that unknown. Also, the coordinate unknown is fixed at the bottom.  
 ( ) 0botbotV CXxC ==  ;    0botnbot XX =  (19) 
On the top of the domain, we first assume a first order reaction for the injection of copper 
vacancies leading to the growth of the domain, Eqn. (20). 
 ( )ntopVns XxCkR == 1   (20) 
The stoichiometry for creation of moles of solid is assumed to be one to one, i.e., one mole of 
VC consumed for every mole of solid Cu2S created. This will later be modified when the 
parameters and values are refined. The conservation equation for the top control volume, Eqn. 
(13), is modified to account for the extra reaction loss term: 
 ni
n
sV ARNC =+− )1,(Residual . (21) 
The rate of creation of Cu2S lattice sites on a mol/s basis is given by Eqn. (22). 
 ni
n
s AR=Creation Volume  (22) 
Using 2Cu SC , the concentration of Cu2S lattice sites, which includes both filled and vacant 
copper sites, an equation for the movement of the top node can then be formulated, 
 
1
2
n n
top topn n n
Cu S i s i
X X
C A R A
t
−⎛ ⎞− =⎜ ⎟⎜ ⎟∆⎝ ⎠
  , (23) 
completing the specification of an initial time-dependent 1D boundary value problem. Typical numbers of 
nodes that used thus far vary from 10 to 100. Even for 100 nodes, and thus 200 unknowns, the typical run 
times for the code are about 10 seconds to grow a large film. 
3.1 Coordinate Scaling Study 
 Initially, to understand the differences between coordinate systems, the unparameterized, 
nondimensional system will be solved. All reaction rates, diffusion coefficients, and initial and 
boundary value concentrations will be set to one. Additionally, we will set 0 0botX = , and 
01.00 =topX . These initial conditions ensure that there will be a kinetically limited regime at early 
times.  Fig. 7 contains the thickness vs. time for the 3 coordinate systems. All coordinate system 
exhibit the same growth rate for at short times, where mass transport resistance is not a factor. 
This was expected as the thin film on a spherical shell “looks the same” as a thin film on a flat 
plate or a cylinder.  The spherical coordinate results exhibit the most mass transport resistance at 
late times. The thickness follows a roughly 3/1tL α trend at late times for the finer mesh. For an 
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unrefined mesh at longer times, the logarithmic dependence of the thickness vs. time trends 
upwards. This result is due to the lack of sufficient mesh refinement at late times, where the 
mesh didn’t capture the steep drop-off in VC that occurs at small radii. The result for the 
Cartesian coordinate case reproduced the expected 2/1tL α case, roughly, with only 10 mesh 
points. The cylindrical coordinate case exhibited an intermediate amount of mass transport 
resistance between the spherical and Cartesian results with a logarithmic exponent of 45.0tL α . 
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Fig. 7 Differences between coordinate systems for nondimensional growth problem with 
linear growth kinetics 
 
 The transition between kinetic control and mass transport control is well predicted by the 
“series resistance” model. In that model the process with the largest “resistance” is the rate 
controlling step. There are two resistances in the problem. The first is the kinetic resistance for 
the surface reaction at the growth end. The resistance is equal to 11 =k . The resistance for mass 
transport, disregarding differences in coordinate systems, is equal to LDV / , where L is the film 
thickness. VD  is equal to one. Thus, when 1=L , the two resistances are equal and the reaction 
rate control will switch from one to the other. The transition between kinetic and mass transport 
control is well predicted for all three coordinate systems by the same simple model. 
 Thus, to summarize, implementing the model in a spherical coordinate system results in a 
greater amount of mass transport resistance towards increasing its radius than for a Cartesian 
coordinate system to increase its height at all times. However, the quantitative differences aren’t 
necessarily that dramatic until the system is well into the mass transport regime. The limiting 
growth rate behavior is roughly 3/1tL α  for the spherical coordinate system. 
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3.2 Mass Conservation and the Copper Sulfidation Kinetic 
Mechanism 
 In this section the implementation of the boundary conditions will be discussed, and it 
will be proven that they are mass conserving even under non-dilute conditions where the vacancy 
concentrations may not be considered infinitely small. As discussed previously, the boundary at 
n
topXx =  is moved according to the volumetric increase of Cu2S produced during surface 
reaction, Eqn. (23). This is also referred to as the distinguishing condition in Goma’s 
documentation [22,23], and is simply a restatement of Eqn. (23). 
 
2Cu S
( )
mesh
g s
g sC r
−
−=n vi   (24) 
n is the outward facing normal to the sulfide domain. 
mesh
g s−v  is the mesh velocity vector at the 
gas—copper sulfide interface, which we have defined in an earlier section as  
 
dt
dX topsg
mesh
=−v , 
the time derivative of the top mesh point. SCu2C is the molar concentration of the copper sulfide 
lattice, consisting of both vacancies and regularly filled lattice sites, assumed to be equal to 
-32 cmmol1052.3 −× , the value for chalcocite. The boundary condition on moving interfaces 
must also be adjusted in the non-dilute limit. Representing an elemental balance on Sulfur atoms, 
Eqn. (24) is correct even for moving boundaries.  In other words, Eqn. (24) represents the 
number of lattice units (i.e., Cu2S molecules) created, and it is exactly equal to the net gas phase 
reaction rate, since the Sulfur lattice is assumed to be fully occupied. However, an equation 
which would simply equate the surface reaction rate to twice the bulk diffusive flux of copper 
vacancies to the surface is incorrect, except in the dilute limit or except when meshv  is zero. To 
see this, we construct a mass balance on Copper atoms, and we will see that it is equivalent to a 
mass balance on copper vacancies at the end. Since no copper enters the copper sulfide from the 
gas phase, there is a balance between the net flux of copper from diffusion (equal to the negative 
of the copper vacancy flux) and the growth rate of copper in the growing copper sulfide: 
 ( )Cu2S V Cu V2 g s g smesh meshC C J J− −− = = −n v v n ni i i  (25) 
The second term on the left hand side of Eqn. (25) is due to the fact that not all of the newly 
created Cu lattice sites are populated with Cu atoms. CuJ and VJ are the molar fluxes of copper 
and copper vacancies, respectively, in the copper sulfide lattice frame of reference due to 
diffusion. Plugging in Eqn. (24) into Eqn. (25) yields the corrected boundary condition, Eqn. 
(26). 
 V V2
g s
g s meshr J C
−
− = − +n n vi i  (26) 
Eqn. (26) represents the balance on copper vacancies in a moving mesh equation system. The 
second term in Eqn. (26) represents the creation of copper vacancies in the solid as it grows. 
Thus, the production of vacancies from the surface reaction is balanced both by the diffusion of 
the vacancies away from the interface and by the creation of copper sulfide material with copper 
vacancies in it. The latter term is the “non-dilute term” alluded to at the beginning of the section. 
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 The boundary conditions, , applied at the copper sulfide-gas interface, Eqn. (27), 
)(tXx top= , and the boundary conditions applied at the copper-copper sulfide interface, 
Eqn. (28) are defined as: 
 topx X= ,  V V Vg s g sg s meshJ R Cν − −−= − + •n n vi  (27) 
   
2Cu S
( )
mesh
g s
g sC R
−
−=n vi  
 botx X= ,  V V Vs s s ss s meshJ R Cν − −−= − +n n vi i  (28) 
   ( ) 0
mesh
s s− =n vi  
where sgVv
− and ssVv
− are the stoichiometric coefficients for copper vacancies in the surface 
reactions at either end of the domain, which is two at the gas-solid interface and negative one at 
the solid-solid interface. g sR −  and s sR −  are given by Eqn. (1) and Eqn. (2). 2Cu SC  is the molar 
concentration of the copper sulfide lattice, consisting of both vacancies and regularly filled 
lattice sites, assumed to be equal to 21052.3 −× mol cm-3, the value for chalcocite. At 0=t , a 
constant copper vacancy concentration in a small but finite film thickness is assumed.  The initial 
CV value, CVo, and initial film thickness, Lo, are designed so that they are not important to the 
final results. In addition, the 0=x  boundary condition set also includes boundary conditions 
position of the mesh.  Because there is no mesh movement on the Cu2S-Cu interface, the mesh 
velocity is set to zero. 
 To include the kinetics into the code, Eqn. (24) is written out to include the rate form for 
the surface reaction. 
 ( )( )1 22 1 2 1n ntop topn n n gCu S i i g s i H S VX XC A A r A k C k Ct − − −− = = −∆ . (29) 
And Eqn.(19) is replaced by the flux expression derived from Eqn. (28), Eqn. (30). 
  
1
V2
n n
top topn n
V g s i i
X X
J r A A C
t
−
−
−− = − ∆ni  (30) 
Note, the second term in Eqn. (30) cancels out the mesh convection and diffusive flux term in 
Eqn. (13), leading to a simple result for the VC  balance at the top node, 
 
1 1 1
, , 1 1
1 , 1 1 ,2 0
n n n n n n
V top top V top topi n n n n ni i
g s top i Cv i i V i
C V C V I Ir A A F A C
t t
− − −
− −
− − − −
− ⎛ ⎞−− − + =⎜ ⎟∆ ∆⎝ ⎠
. (31) 
The flux VC   through the top domain is given solely by the reaction term and stoichiometric 
coefficient of VC  in the reaction. All mesh motion terms drop out.  
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3.3 Sample Calculation Using the Copper Sulfidation Model 
The copper sulfidation model described in the previous section was exercised on a sample calculation. 
Below is a listing of the values used in the sample calculation. They comprise the base case. The first set 
of parameters is kept constant during the parameter study [16].  
 
  cm100.3 60 −×=L  
  cm100.1 40 −×=botX  and cm100.1 60 −×=botX  
  -11 mol kcal30.6=E  
  -11 mol kcal30.6=−E  
  -1-142 s mol cm97.9=A  
  -12 mol kcal0.0=E  
  -322 cm mol1052.3
−×=SCuC  
 
The second set is from run conditions, specifically from an experimental run on 9/14/01: 
 
  71041.1)(
2
−×=gX SH  
  torr620=P  
  K15.298=T  
  -312 cm mol1070.4)(
2
−×=gC SH  
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Fig. 8 Effects of the physical coordinate dimensionality on the copper corrosion model. 
Parameters from the fit to 09/14/01 data with 80% RH. The initial shell thickness was 
30 nm in all cases. The Goma 1D model and our model coincided exactly. 
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The third set of parameters is the result of the fit to the specific experimental data on a run-per-
run basis: 
  -1311V molcm1085.2
−−×=D  
  -151 s cm1071.2 ×=A  
  -1-1451 s mol cm1001.1 ×=−A  
A plot of predicted thickness versus time is presented in Fig. 8 for both cu2s_1d and goma [23]. 
goma and cu2s_1d agree almost exactly for the 1D case demonstrating a verification example 
for cu2s_1d. The development of the equation set within goma, which employs a full ALE 
formulation, won’t be described here, other to say that the equation set is very similar to the 
equations in Section 3.0. 
 The curves in Fig. 8 clearly display the original seed shell size, the radius of the inner 
hemisphere that makes up the initial domain, as being a defining parameter for the problem. If 
the seed shell size is significantly smaller than the final Cu2S film thickness, and if growth is in 
the diffusion controlled regime, then the growth rate will have a spherical 3/1tL α  dependence 
(red curve in Fig. 8). However, if the initial seed size is of the same magnitude as the film 
thickness, then the behavior will resemble the Cartesian coordinate case with 2/1tL α  (blue 
curve in Fig. 8).  Note that the direction of reactant diffusion has been reversed in this model in 
comparison to other models. The fact that the copper vacancies are diffusing into the original 
seed shell from their creation point on the gas copper-sulfide surface does not change the 
behavior.   
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Fig. 9 Effects of the coordinate system on the copper corrosion model. 1D is in Cartesian 
coordinates. The red and blue curves are in spherical coordinates with differing inner 
shell sizes. Parameters from the fit to 08/31/01 data with 0.5% RH. 
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Even if diffusion is not the rate limiting process, the spherical geometry may have an effect. Two 
kinetic rate constants may be rate controlling: the reaction at the gas-copper-sulfide interface, 
and the reaction at the interface between copper sulfide and copper. The spherical geometry 
affects the relative area-averaged rates of these two reactions. The total flux is multiplied by the 
interfacial area where the reaction is taking place. For example, if the seed shell radius is 1 µm 
and the eventual final radius is 10 µm, then the relative kinetic resistance of s sR −  will be 100 
times greater for the spherical case than for the Cartesian case due to the area effect.  
 This may increase the importance of the s sR −  reaction rate constant for the spherical case 
while it remains unimportant in the Cartesian case, a troubling point since the values for the two 
rates in the CS model were fit from experimental data which couldn’t significantly distinguish 
between the two rates. 
 Lower relative humidity data were also modeled in 1D and 3D. Fig. 9 contains thickness 
results from using the fits to 08/31/01 data at 0.5% relative humidity [19].  Note the change in 
scale of the time and thickness axes. Generally, the onset of Stage II behavior is delayed at low 
relative humidities. However, once Stage II behavior has started, the effects of the physical 
coordinates are much the same as in the high RH case.  
3.4 Inherent Model Characteristics 
 Based on the above set of reaction and diffusion equations, we can deduce certain 
characteristics of the growth behavior before presenting the numerical results. 
 A quasi-equilibrium is attainable on the gas-solid interface when the forward and 
reverse reaction rates in Eqn. (1) become equal.  
 
2
1
2
1 1 1
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1
( )0, exp ( )equilg s
A E ER C C g
A RT
−
−
−
⎡ ⎤− −⎛ ⎞≅ = ⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
 (32) 
Physically, the quasi-equilibrium condition represented by Eqn. (32) will be approached when 
downstream rate processes are slower than the initial reaction at the gas surface. One way for this 
to occur is if the diffusion of copper vacancies through the product copper sulfide layer is rate 
limiting; in the current models, we have identified this condition as Stage II growth, where the 
growth rate becomes sub-linear in the time coordinate. The quasi-equilibrium concentration in 
Eqn. (16) is dependent upon the square-root of CH2S(g). Thus, the overall growth rate in Stage II 
predicted by this model is also sub-linear in CH2S(g); in Stage I, it’s linear, however. Experiments 
on this system have never unearthed a nonlinear CH2S(g) dependence in any stage to our 
knowledge. However, much of the experimental work has been focused on Stage I, with many of 
the experiments having fixed the inlet CH2S(g) concentration or at least restricted the range of 
CH2S(g) to a factor of 2 or so. Experiments on Stage II, employing wide variations in CH2S(g), 
focused on understanding the order dependence of in CH2S(g), have not been done. More 
discussions on how to analyze the Stage I to Stage II transition given the current model will be 
given in the next section. 
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 The current copper sulfidation model presented here has a total of three rate processes in 
series: reaction at the copper-copper sulfide interface, diffusion through the copper sulfide, and 
reaction at the copper sulfide-gas interface. They can be analyzed via a series resistance 
approach to determine what is the rate-controlling step [24]. Assuming a pseudo steady-state for 
all three processes, the rate of all three processes will be the same.  The overall rate constant can 
be written as the inverse sum of linearized rate constant from each step, or referred to as 
“conductance”.  The rate-limiting process will then have the smallest relative value for 
conductance.  For example, diffusional processes have conductances equal to the diffusion 
coefficient divided by the layer thickness. Interfacial reactions have conductances equal to their 
linearized rate constants on the side of the interface pertinent to the diffusional process. 
A sample calculation of conductance, the relative flux resistance per area (with units of cm s-1), 
for our model follows. 66.6 10 cmL −= × , s597600=t , 37V cmmol1056.1 −−×=C  at the copper 
sulfide-gas boundary, and 37V cmmol1044.1
−−×=C  at the copper—copper sulfide boundary, 
-13
1 s cm1005.1 ×=A , -11 mol kcal45.6=E , -1-1431 s mol cm1088.1 ×=−A , 
-1
1 mol kcal30.6=−E , -1310V molcm1011.1 −−×=D , -1-142 s mol cm97.9=A , 
-1
2 mol kcal0.0=E , -312 cm mol1036.5)(2 −×=gC SH . 
Copper-copper sulfide interface reaction: 
 Rate = -1-213272V2 s cm mol10067.2)1044.1(97.9V
−− ×=×=Ck  
 Conductance = 6 -122 2.88 10 cm sVk C
−= ×  
Diffusion through the copper sulfide film: 
 Rate = 
7 7
10 13 -2 -1V V
6
(1.56 10 1.44 10 )1.11 10 2.02 10 mol cm  s
6.6 10
D C
L
− −
− −
−
∆ × − ×= × = ××  
 Conductance = 5 -1V 1.6 10 cm  sD
L
−= ×  
Copper sulfide—gas interface reaction: 
Rate =            
( ) ( )
3
3 12
13 15 -2 -1
3 23 7
6.45 101.04 10 exp 5.36 10
2 1.90 10 1.09 10 mol cm  s
6.3 101.88 10 exp 1.56 10
RT
RT
−
− −
−
⎛ ⎞⎡ ⎤− ×× ×⎜ ⎟⎢ ⎥⎣ ⎦⎜ ⎟ = × − ×⎜ ⎟⎡ ⎤− ×⎜ ⎟− × ×⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠
 
 Conductance = , 1 8 -11 V2 exp 1.44 10 cm s
aEA C
RT
− −
−
⎡ ⎤ = ×⎢ ⎥⎣ ⎦  
The fact that we get all of the rates for the subprocesses to be the same means we are doing the 
analysis correctly. The key to this analysis is in the relative values of the conductances for the 
subprocesses. 
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 For this particular set of rate constants and physical conditions, it turns out that the initial 
surface reaction is rate-limiting. Thus, everything else in the problem is less relevant.  The 
growth rate can be modeled via the forward direction of the copper sulfide-gas surface reaction.  
This feature also explains why the concentration of vacancies in the film is lower than the 
equilibrium concentration under these conditions, -36V cm mol1053.1
−×=equilC . The initial 
reaction is so slow that copper vacancies are removed from the surface quickly through 
diffusion, hence lower concentration of Cv is expected.  Of course, the good news is that this 
regime of the mechanism will exhibit linearity with respect to the H2S concentration, as the 
forward reaction is linear in H2S concentration. 
3.5 Copper Sulfidation Data from the Stagnation Point Flow Reactor 
 The most recent data collected for copper sulfidation involves copper sulfidation 
measurements in a stagnation-point flow reactor.  Since a detailed analysis of the reactor design 
and flow characteristics is described in a previous analysis that focused on the gas-phase mass 
transport in the stagnation-point flow sulfidation reactor, the readers are referred to that reference 
for details of the experimental set up [16]. 
 Three sets of experimental data differing in the relative humidity (RH) value are used for 
parameter estimation runs: 0.5% RH, 20% RH, and 80% RH.  In each experiment, copper sulfide 
film thickness, inferred by the amount of H2S consumed in the reactor, is recorded as a function 
of time.  The film thickness curves are plotted for each RH set in Fig. 10 to Fig. 12.  Most of 
these curves are marked initially by a linear-in-time sulfidation rate, then transition into a slower 
sulfidation rate regime at later times which is sublinear-in-time.  The linear-in-time regime is 
referred to as the Stage I growth while the sublinear-in-time growth rate regime is referred to as 
Stage II growth.  The current constitutive model assumes that the Stage I growth is rate-limited 
by the forward reaction rate in Eqn. (1). The model then assumes that the Stage II growth is rate-
limited by the diffusion of copper vacancies through the product copper sulfide layer. All of the 
experiments are carried out at an inlet mole fraction of H2S near 150 ppb in the feed stream at 
25oC with a constant total flow rate of air of 1000 sccm. 
 The amount of scatter in the 0.5% relative humidity (RH) data in Fig. 10 is striking.  To 
this date, there has been no explanation as to why there is much scatter in the data.  The two runs 
carried out in the month of April, 2002, have much slower linear growth period than the ones 
carried out in 2001.  The “08-14-01” run has similar Stage I behavior as the “08-31-01” 
experiment, but the transition to Stage II occurs at a much earlier time.  In Fig. 11, the data for 
20% also show different behavior between the two experiments.  The “10-25-01” data follow a 
very linear growth rate during most of the experiment.  The “08-22-01” data show faster initial 
growth rate and faster transition to Stage II growth (around 25 hours).  In Fig. 12, both of 80% 
data show more consistency, but unfortunately the experiment carried out in March, 2002 
stopped at 23 hours.  Based on previous experiments that were done with different reactor 
design, Braithwaite and coworkers [11] made the following observations. 
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Stage I linear growth rate increases with relative humidity. 
Stage I to Stage II transition occurs at a smaller sulfide thickness with higher relative 
humidity. 
While inconsistencies in the data from the stagnation reactor are observed, these two 
characteristics seem to hold on average.  Based on the most recent data, we have proceeded to 
estimate A1, A-1, and Dv. 
 Note some of the data exhibit a “nucleation stage,” i.e., a delay before Stage I growth rate 
proceeds. The increase in the nucleation delay time has in the past been correlated with 
decreasing RH values [16]. This delay does seem to hold in the data of Fig. 10 to Fig. 12. A 
constitutive model for this feature was not included in the bare coupon numerical model, but has 
been included in the plated copper numerical model where the exposed Cu2S surface area is 
much diminished and exists in isolated locations. 
 
 
Fig. 10 Copper sulfidation data at 0.5% RH. 
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Fig. 11 Copper Sulfidation data at 20% RH 
 
 
Fig. 12 Copper sulfidation data at 80% RH. 
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demonstrated and documented previously, and the readers are referred to these documents for 
more details [25, 26]. 
 The parameter estimation problem entails minimizing an objective function representing 
the difference between model predictions and experimental data.  For this study, two different 
types of objective functions, normalizedΦ  and absoluteΦ , are used depending on the nature of the data. 
 ∑
=
−=Φ
ntime
i
GOMA
i
GOMA
ii
inormalized h
hhw
0
2
2exp
)(
)(
 (33) 
 ∑
=
−=Φ
ntime
i
GOMA
iiiabsolute hhw
0
2exp )(  (34) 
hiexp are the experimentally measured Cu2S thicknesses whereas the hiGOMA are the predicted Cu2S 
thicknesses.  wi are weighting factors with which the data-to-model discrepancy may be 
weighted  differently during Stage I vs. Stage II growth.  The sampling time interval is hourly for 
both the data and the model. 
 Table 1 lists the values of non-fitted parameters in the constitutive model.  The activation 
energies and pre-exponential factors listed in the table do not vary during the optimization runs; 
only A1, A-1, and Dv were fit. As discussed earlier, the same initial vacancy concentration and 
initial film thickness are used for all GOMA simulations. 
 
Table-1  Values of Preset Constants 
Relative 
Humidity & 
Experiment Date 
Average CH2S in the exit 
stream* 
( in ppb and mol cm-3) 
Tmax 
(hr) 
Other constants 
0.5%  
08-14-01 
177.0 ppb 
6.150e-12 mol cm-3 
149 E1 = 6300 cal mol-1 
E-1 = 6300 calmol-1 
0.5%  
08-31-01 
129.4 ppb 
4.496e-12 mol cm-3 
166 A2 = 9.97 cm4mol-1 s-1 
Temperature = 298K 
0.5%  
10-05-01 
151.0 ppb 
5.247e-12 mol cm-3 
339 Cv0 = 1.523e-8 mol cm-3 
L0=3.0e-4 cm 
0.5%  
04-19-02 
144.0 ppb 
5.003e-12 mol cm-3 
64  
0.5%  
04-22-02 
147.6 ppb 
5.129e-12 mol cm-3 
23  
20%  
01-25-01 
182 ppb 
6.11518e-12 mol cm-3 
90  
20%  
08-22-01 
214 ppb 
7.178e-12 mol/cm3 
168  
80%  
09-14-01 
140 ppb 
4.696e-12 mol/cm3 
66  
80%  
03-20-02 
117 ppb 
3.924e-12 mol/cm3 
22  
*It was tested earlier that the parameter estimation problem was insensitive to including variations in H2S 
concentration during each run. 
Because film thickness is inferred by exit concentration of hydrogen sulfide, CH2S(g), is known to 
vary throughout the experiment.  Fig. 13 shows the recorded hydrogen sulfide concentration for 
0.5% RH and 08/31/01 experiment.  We have suspected that the transient variation will impact 
the goodness of the data fit; hence, several initial optimization runs (results not shown here) are 
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carried out with time-varying CH2S(g) (fitted to the data by a sixth-order polynomial, see Fig. 11).  
No improvement to the fit is observed, however.  Hence, only an average H2S concentration from 
all of the recorded values is used in all of subsequent optimization runs. 
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Fig. 13 Hydrogen Sulfide exit concentration for 0.5% RH, 08-31-01 experiment 
 
   
 
Table-2  Initial and Final Values of the Fitted Parameters 
 
RH Expt Date ln (A1) – 
(cm/sec) 
ln (A-1) 
(cm4/mol sec) 
ln (DV) 
(cm2/sec) 
Legend 
  initial final initial final initial final  
80% 3/20/2002 12.00 12.38 12.00 11.66 -25.00 -22.94  
 9/14/2001 18.00 16.89 8.00 12.87 -25.00 -26.01 091401fit_1 
  12.00 12.51 12.00 11.53 -25.00 -24.28 091401fit_2 
       
20% 10/25/2001 11.00 11.36 10.00 9.81 -23.50 -22.90  
 8/22/2001 12.00 13.05 12.00 11.00 -25.00 -24.45 082201fit_1 
  20.00 18.85 11.00 11.99 -27.00 -27.00 082201fit_2 
       
0.50% 4/19/2002 11.49 10.76 8.20 8.27 -23.00 -22.60  
 4/22/2002 11.49 10.64 8.20 8.25 -23.00 -23.33 042202fit_1 
  8.00 10.50 10.00 9.76 -15.00 -15.00 042202fit_2 
 8/14/2001 15.00 11.46 9 10.25 -20.00 -21.54 081401fit_1 
  15. 10.55 10.25 7.62 -15.00 -15.52 081401fit_2 
 10/5/2001 11.49 11.88 8.20 8.07 -23.00 -21.94 100501fit_1 
 8/31/2001 8.00 11.88 8.50 8.36 -23.00 -22.26  
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Table 2 lists the starting and converged values of the fitting parameters.  Note that different sets 
of initial values are used on several data sets to check for other local optima.  The values of 
parameters in the optimization have been rescaled as natural logarithms of the absolute 
parameter values to cover large orders of magnitude in parameter space. 
Even though some of the final parameter values seem close to their initial guesses, the absolute 
value differences are larger, since these reported constants are exponents. 
 Fig. 14 shows the fit between the data and the model for 80% RH experiments.  The 
results show poor fits in the linear regime for the 3/20/02 data and for the 9/14/02 data.  The 
3/20/02  and 9/14/02 data shows a quick transition to Stage II, and the model cannot predict 
similar behavior.  Also, since the latter points are weighed more heavily in the objective function 
for these optimizations, the fit is particularly poor in the linear regime.  This indicates that the 
model is lacking the necessary phenomenology which requires a fast transition from Stage I to 
Stage II. We have previously indicated that our expectation is that the bulk diffusional resistance 
model we are employing can only marginally capture the diffusion-across-grain-boundary 
mechanism experimentally discovered to be the rate limiting step. The lack of agreement 
displayed in Fig. 14 is an indicator of the errors involved in our engineering-level model.  As 
indicated in Table 2, while the “091401fit_1” parameters have much higher A1 and A-1 and 
lower DV values, the fit to the data is essentially unchanged when comparing to the fit with 
“091401fit_2” parameters.  This indicates a correlation between A1 and DV values. 
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Fig. 14 80%RH data and model predictions based on fitted parameters. 
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 Fig. 15 shows the fit between the data and the model for 20% RH data.  The fit is 
excellent for the 10/25/01 experiment but poor for the 08/22/01 experiment.  Compared to the 
10/25/01 results, the 08/22/01 fit exhibits slower linear growth in order to match a faster 
transition from Stage I to Stage II.  Again, the “082201fit_1” and “082201fit_2” fitted 
parameters were very different yet produced very similar growth behavior, indicating highly 
correlated A1 and DV values. 
 
 
 
Fig. 15 20% RH data and model predictions based on fitted parameters. 
 
Fig. 16 through Fig. 20 show the results of 0.5% RH data fit.  The success of the fit is again 
mixed, depending on the data.  The model predictions for all of experiments, with the exception 
of 04/22/02 and 08/14/01 data, show reasonable agreement with the data.  Two model prediction 
curves are given for 04/22/02 data based on two sets of parameters: 042202fit_1 and 
042202fit_2.  Despite the similarity between two growth curves, these two sets of parameters 
have diffusivity values differing by four orders of magnitude (7.4 × 10-11 cm2 s-1 in 042202fit_1 
and 3.06 × 10-7 cm2 s-1 for 042202fit_2).  Since the experiment is carried out for less than 30 
hours, the data is most likely a response of Stage I growth.  Hence, the sensitivity of the layer 
thickness to diffusivity is quite small. 
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The data collected at 08/14/01 exhibit a fast transition into Stage II growth, and again, there is no 
unique set of parameters that can reasonably fit both regimes very well.  The diffusivity for 
081401fit_2 is three orders of magnitude higher than 081401fit_1 while the forward kinetics is 
three times smaller.  When D081401fit_2 >> D081401fit_1, CV will increase faster at the gas-
solid interface and thus increase the reverse kinetics rate in Eqn. (1).  This causes a poor fit in the 
Stage I growth curve. 
 
 
 
Fig. 16 04/19/02 experiment and model predictions. 
 39   
 
 
Fig. 17 04/22/02 experiment and model predictions. 
 
 
Fig. 18 08/14/01 experiment and model predictions 
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Fig. 19 08/31/01 experiment and model predictions 
 
 
Fig. 20 10/05/01 experiment and model predictions 
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3.5.1 Discussion 
 When this work initially began, only two sets of data were used for parameter estimation: 
the data from 08/31/01 (0.5%) and from 10/25/01 (20%).  It was quickly recognized that the 
current kinetics model cannot predict the transition from Stage I to Stage II growth.  Attempts 
were made to modify the model by including a mass transfer resistance in the gas phase, but 
improvements in fits were not observed in both sets of data. 
 While the improvements in fit are seen using a different weighing function for both sets 
of data, the same weighting function cannot apply to all of data sets.  The choice of weighting 
function is rather arbitrary and not automatic. 
 Different optimization schemes are also tested to check for opportunities of finding a 
better optimal solution.  Nevertheless, the experiences we have with gradient-based DOT_BFGS 
or NOSOL_SQP and non-gradient-based PATTERN_SEARCH algorithms are similar.  The 
intervals that each optimizer searches are usually very close to the initial point, despite a fairly 
wide upper and lower bound specifications as well as varying finite-difference interval size. 
 By expanding the 
experimental data sets to include other observations, the goal is to understand the scatter in the 
parameters.  Table 3 lists the minimum and maximum values of each parameter.  The forward 
reaction rate spans four orders of magnitude while the diffusivity spans five orders of magnitude.  
As mentioned before, the two parameters can offset each other and still yield very similar model 
predictions.  Based on this observation, one may speculate that this deterministic model may not 
be suitable for modeling the copper sulfidation growth. 
 
Table 3- Minimum and maximum parameter values for all of data sets. 
 
  ln(A1) A1 ln(A-1) A-1 ln(Dv) Dv 
minimum 10.5 3.63E+04 7.62 2.04E+03 -27 1.87953E-12 
maximum 18.85 1.54E+08 12.87 3.88E+05 -15 3.05902E-07 
 
Diffusivity of vacancies in this model is assumed constant and is characteristics of molecular 
random walks.  If molecular vacancy transport is a purely diffusion-driven process, one can 
roughly estimate the time it takes for traveling over ∆h distance.  
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 Fig. 21 and Fig. 22 show the log-log plots of experimental data from 10/25/01 at 20% 
RH and from 08/14/01 at 0.5% respectively.  The curves in these experiments exhibit fast 
transitions from Stage I to II.  Power law fits to the experimental data in the two regions are 
also shown on the plots.  The slopes from both curves change from 1.24 to 0.34 for the 
10/25/01 data as the curve shifts from Stage I to Stage II.  Relative to a purely diffusion-
driven dynamics, the slope in Stage I period indicates fast dynamics which cannot be  
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Fig. 21 Log-log plot of 10/25/01 data 
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Fig. 22 Log-log plot of 08/14/01 data 
 
modeled with a purely diffusion process.  The time dependence in the Stage II growth exhibits a 
lower power law dependence on time that what diffusion rate-limited growth would yield, 0.5. A 
similar trend is observed in the 08/14/01 data, where the power law slope changes from 0.95 to 
0.09 as growth goes from Stage I to Stage II. 
 Because Stage I and Stage II corrosions differ in film morphology, one may suspect a 
change in growth mechanism due to a change in morphology.  The current model cannot capture 
the Stage II growth.  One possible modification to the current model is creation of concentration-
dependent diffusivity.  Concentration-dependent diffusivity is observed in liquid phase polymer-
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solvent systems where the diffusivity of solvent species is hindered by the presence of polymeric 
matrix (the so-called free volume effect) [29].  While corrosion chemistry is vastly different from 
that of polymer chemistry, one cannot rule out the possibility of such an association.  Other than 
testing a concentration-dependent diffusivity, we may also consider a more complex interfacial 
chemistry between gas and copper sulfide by including dynamics within the aqueous surface 
layer. 
3.5.2 Summary of Fits and Comparison of Results to Other Sandia-Generated 
Models 
 Table 4 provides a comparison between the parameters in the copper sulfidation models 
that have been generated/proposed recently at Sandia. For the current data study, we used the fits 
for one data set. The current model found a great deal of autocorrelation amongst between the 
model parameters. In other words, the data didn’t help distinguish between sets of parameters 
very well. We think this is important. However, for the purposes of comparison to the other 
models, we’ve just shown one result from 10/25/01 at 20% RH. 
Table 4 - Comparison of Parameters Between Models 
Parameter Current Model 
(10/25/01) 
Larson [3] Braithwaite [28] Moffat [16] 
k1 (cm s-1) 2.06 1.21 3.1 10.8 
Dv (cm2 s-1) 1.13 ×10-10 1.0 ×10-10 3.0 ×10-8 to 
1.0 ×10-9 
NA 
k-1  
(cm4 mol-1 s-1) 
0.437 0.16 a 0.086 NA 
equil
VC  (mol cm-3) b 5.33×10-6 6.84 ×10-6 1.49×10-5 NA 
k2(cm4 mol-1 s-1) 9.97 10.0 10 NA 
 a  quartic rates converted to quadratic rates by multiplying by the square of equilVC . 
 b  equilVC  evaluated at a nominal value of 150 ppb H2S, 640 torr, 25C 
 There is a lot of inbreeding between the models, so their apparent agreement should come 
as no surprise. However, it should be noted that this model, Larson [3], and Moffat [16] all used 
different experiment data, and all got about the same result, at least for some experimental runs. 
This study again makes the point that there is great variability/scatter in some of the 
experimental runs. 
 Let us calculate a representative sticking coefficient for the forward reaction rate 
constant, sgr − . We will pick the 0.5% RH data run named 10-05-01a, whose data is presented in 
 44   
Fig. 20. 150 ppb H2S at 640 torr and 25 C corresponds to 6.40 × 10-12 mol cm-3 H2S. The values 
in Table 1 lead to a rate constant of 
 1-
3
*
1 s cm 46.38)(1.987)(29
103.6exp)88.11exp( =⎥⎦
⎤⎢⎣
⎡ ×−=k  . 
The effusive flux rate of H2S molecules under 25ºC conditions is -14 s cm1008.1 ×  [16]. Thus, the 
sticking coefficient is equal to 4102.3 −× under these conditions. A previous analysis focusing on 
mass transport in the gas phase had determined that the sticking coefficient for the copper 
sulfidation reaction was 3100.1 −× within a factor of 10 [16]. Therefore, this study is roughly 
consistent with the results of the previous study. This is good considering the two studies were 
based on two different sulfidation data sets, and the accelerating effects of light on the sulfidation 
rate were not known at the time of the first study. Care was taken in the current experimental 
data set to reduce the room light. Whether light is the cause for the small but systematic (despite 
the large experimental scatter) lowering of the sticking coefficient in this study versus the 
previous study [16] is unknown to us. However, the trend in the data supports this hypothesis. 
3.5.3 Limitations in This Analysis 
 There is an inconsistency in combining the quartic and quadratic dependencies in the 
reactions at the interfaces. In this analysis we utilize a quadratic dependency of the reaction on 
copper vacancies by invoking the presence of the uncharged vacancy at the gas-copper sulfide 
boundary while retaining the charged vacancy and hole combination at the copper sulfide-copper 
interface. The model may be refined in several relatively non-intrusive ways. For example, the 
use of uncharged vacancies may be relied upon throughout. Or, the model may be refit to employ 
holes and charged copper vacancies exclusively by refitting the rate constants to the quartic 
model. Copper vacancies would then be considered exclusively as charged. In reality, however, 
there is equilibrium between charged and uncharged copper vacancies that depends upon the 
ionization potential of the vacancy. In order to obtain an internally consistent treatment of the 
interfacial reactions, the process involving the ionization of the copper vacancy to a charged 
vacancy plus a hole will have to be treated correctly. This will involve tracking concentrations of 
both the charged and uncharged vacancy in the next model. 
 To summarize, in this study, parameters for the copper sulfidation corrosion model are 
estimated by fitting the model to selected sets of experimental data.  The forward rate constant, 
reverse rate constant, and copper vacancy diffusivity are chosen for this exercise.  These three 
parameters are obtained for three different relative humidity conditions: 0.5%, 20%, and 80%.  It 
is shown that the current formalism cannot reproduce Cu2S growth which transitions from Stage 
I to Stage II faster than the diffusion-limited rate, as it is observed in many experiments.  The 
experimental data contain considerable scatter in both Stage I and Stage II regimes.  This results 
in a wide range of fitted parameter values.  The model can reproduce the linear growth region 
well, but the resulting A1 estimate span over four orders of magnitude.  It is also known that the 
values of A1 and Dv can offset each other to produce similar growth behavior, indicating that 
multiple local minima exist for the optimization problem. 
 Agreement of the current model with experimental data in Stage II was generally 
scattered.  Log sulfidation rate vs. log time plots indicated that experimental data had a 0.09 to 
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0.33 power-law time dependence in Stage II, while the model assumes a 0.5 power-law 
dependence. Thus, the model is inadequate in the Stage II regime. Additionally, the experimental 
data hinted at a statistically distributed onset of Stage II.  The onset of Stage II within the model, 
however, is purely deterministic.  
3.6 Adding the Growth and Diffusive Resistance through the Pore 
 Mechanistically, it is assumed that corrosion of gold-plated copper initially occurs at 
defects in the gold layer that allow contaminants to reach the copper surface.  Corrosion products 
grow up through these defects, potentially resulting in blistering or rupturing of the gold layer 
leading to greater susceptibility to sulfidation of the copper substrate.  For the corrosion of Cu 
from H2S system, little or no signs of blistering have been observed experimentally, the system 
has been modeled as one where corrosion products grow up through the defect sites. 
 Once the corrosion product has exited from the pore it is modeled as a spherical 
flowerlet.  Growth of the aforementioned spherical flowerlet on top of a pore can be modeled as 
two 1-D problems. Fig. 23 provides a schematic.  Initially the Cu2S will grow up through the 
cylindrical pore in one-dimensional geometry until it spills out on top of the plating into 
corrosion product bloom growth. Then, it can be modeled as one-dimensional hemispherical 
growth.  At the intersection between the two coordinate systems, the copper vacancy fluxes must 
be equated.  The boundary conditions on the inner sphere must be adjusted to take into account 
of the diffusion resistance of copper vacancies through the pore.  Diffusion through the 
cylindrical pore in the gold layer is modeled via a simple one dimensional film theory model: 
1S
VC  is the concentration of vacancies at the bottom of the pore, at the copper – copper sulfide 
interface. 2SVC  is the concentration of copper vacancies at the top of the pore, and also at the 
spherical shell of the spherical domain. Then, the flux through the pore is equal to 
 ( ) 2 12 S SV Vpore pore pore V
pore
C CA j R D
h
π ⎛ ⎞−= ⎜ ⎟⎜ ⎟⎝ ⎠
. (36) 
 The variable Apore is the cross-sectional area of the pore, Jpore is the diffusive flux, Rp is the 
radius of the pore, 1SVC is the concentration of vacancies at the bottom of the pore, i.e., copper-
copper sulfide interface. 2SVC  is the concentration of copper vacancies at the top of the pore, and 
also at the surface of the spherical shell of the spherical domain.  The total vacancy flux must be 
equal to the diffusive flux into the spherical domain as well as the flux at the bottom of the pore; 
or Eqn. (37). 
 pore pore sphere sphere bottom VA J A J A J= =  (37) 
This diffusive flux must be equal to the diffusive flux into the spherical domain, ( ) ( )22 botXπ vj ni . At the bottom of the pore, copper vacancies are injected into the copper using 
the previously described reaction, Eqn. (2). If we equate all three fluxes, we obtain a boundary 
condition for the inner radius of the spherical domain, Eqn. (38). 
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Fig. 23 Schematic of Cu2S growth through a pore 
 
 ( ) ( ) ( ) ( ) ( )2 12 2 2 2122 S S SV Vbot pore V pore V
pore
C CX R D R k C
h
π π π⎛ ⎞−= =⎜ ⎟⎜ ⎟⎝ ⎠v
j ni  (38) 
The boundary condition, Eqn. (38), is implemented by solving a quadratic equation for 1SVC  so 
that Eqn. (38) only depends on 2SVC . 
 
( )
( )
s 2
V1
V s
1 1 4 Da
2 Da
S
S
C
C
− + +=  (39) 
Da is defined as the dimensionless Damköhler number which characterizes the relative 
importance of the reaction rate and mass transport/diffusion.  
 
2
2( exp( )) pore
v
EA h
RTDa
D
−
=   (40) 
The pore height, h, used in the formulas above is increased from the nominal pore height by 
poreR3/2  to account for the extra volume in the starting spherical shell. 
 Modeling the corrosion product growth through the two regions (i.e., filling the pore 
followed by growth of the corrosion product bloom) can be combined into a single simulation if 
two calculations are run consecutively. In the first calculation, a one-dimensional geometry is 
used to grow a column of Cu2S to a distance equal to the sum of the plating thickness and 2/3 the 
pore radius. The “2/3 pore radius” number is obtained by equating the volume of a cylindrical 
column with the volume of a hemisphere of the same radius. A linear interpolation between time 
step solutions based on the stopping criteria was employed to obtain the time to grow the initial 
column of Cu2S up through the pore. Then, the code was started again in spherical coordinates 
mode, starting from a thin shell, with inner radius equal to the pore radius, with an initial time 
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equal to time to grow the initial column, and with an initial Cv equal to the previous Cv at the top 
of the column, and run until the end of the specified time. 
 Sample results are given in Fig. 24, where contrasting results for 3D flower growth are 
given both including and neglecting the diffusive resistance through the nub and the pore. The 
base case treats the copper layer as starting from the bottom of the spherical region, while the 
plating cases add in a “nub” region of height 2/3 the pore radius (0.66 µm in the case of Fig. 24) 
to the height of the Au plating thickness to account for diffusion through the “nub” spherical 
region (See Fig. 24) to the top of the Au pore. As can be seen from Fig. 24, the effects of the nub 
region can’t be ignored. 
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Fig. 24 Effect of plating thickness on the growth of the spherical flower growing out 
of a pore of radius 1 µm. Thickness on the axis refers to the thickness of the 
spherically modeled region. Parameter from fit to 8/31/01 data. 
 
 Fig. 25 contains results of this type of simulation as a function of the pore radius. The 
height of the protruding Cu2S layer, H, above the plating is plotted as function of time. Note there 
is a constant delay time in all of the calculations equivalent to the time required for Cu2S to grow 
up through and fill the pore. However, this delay time is fairly marginal for all of the cases, as 
the growth is fast when the Cu2S layer is small. For the spherical coordinate case H is equal to 
the botX  plus the thickness. For the initial Cartesian coordinate column, H is equal to 3/2 of the 
height of the layer above the plating. The 3/2 fudge factor is needed so that there isn’t a 
discontinuity in height as the switch to integration in spherical from Cartesian coordinates is 
made. 
 After the Cu2S layer emerges from the pore and begins to form a hemispherical deposit 
on the surface of the gold layer, the net rate of increase in the height of the suldide deposit is 
substantially moderated, due to combined influence of several effects. The first is the spherical 
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nature of the flower; there is an increase in large lateral area as the height above the pore 
increases. Thus, to increase the height above the plate, a large increase in Cu2S volume is 
required.  In addition, the copper needed to create that volume has to diffuse through a pore of 
fixed cross-sectional area. The second effect is the diffusional resistance increases as the 
hemispherical Cu2S deposit grows, due to the 3/1tL α dependence of spherical coordinates, 
discussed earlier in the memo. Thus, as the pore size gets smaller the height as a function of time 
gets smaller as well at a substantial clip. 
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Fig. 25 Effect of the pore radius on the growth of corrosion blooms. The plating thickness is 
1.0 micron. This is an intermediate step in the pore corrosion model.  Note that the 
height above the plate is equivalent to the bloom radius. Parameters taken from 
8/31/01 fits at 0.5% RH. 
 
The model provides a complete solution to the source term for a corrosion product through an 
unloaded precious metal contact for the H2S growth system. There is one reference in the 
literature that has addressed the same topic [7]. Sun et al. [7] have attempted to model the growth 
of flowers for the AuNi bilayer plating over Cu system in the Class II, MFG environment. In that 
study a one dimensional diffusion equation in Cartesian and cylindrical coordinates was used. 
However, a moving boundary approach was not implemented to locate the extent of the solid 
corrosion product 
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4.0 Source Term for Corrosion Product Films Due to Pores in 
the Gold Plating 
4.1 Growing Probability Distributions of Pore Sizes 
 Through-deposit porosity is almost always present in thin electroplated gold films [27]. 
Additionally, it has been suggested in the literature that a Cl2 + NO2 mixed flowing gas 
environment can lead to actual corrosion of gold layer, generating additional defect sites in gold 
films [30, 31]. For the scope of modeling here, however, we will assume that quality of the 
plating is characterized by a constant-in-time average areal pore density, poreM , which has units 
of number per cm2, and a pore-size probability distribution function, ( )ps rP . The distribution of 
pores will be considered to have a Poisson form, i.e., their locations are independent of one 
another. Thus, the probability of there being X pores within a given area A of the surface is equal 
to 
 ( ) ( ) !/exp)( XAMAMXP poreXpore −=   . (41) 
And, the probability of there being one or more pores within the area, A, is equal to 
 ( ) ( )poreAMPNP −−=−=> exp1)0(11   . (42) 
The pore size, a crucial variable according to Fig. 25, will have its own normalized probability 
distribution, ( )sP r , where r is the radius of the pore, such that 
 ( ) 1
0
=∫
∞
drrPs .   (43) 
Thus, the average number of pores having radii between apr  and 
b
pr on a given area of the surface 
is equal to 
 ( )∫
b
p
a
p
r
r
spore drrPM .  (44) 
 The areal pore density and pore-size distribution function are strong functions of the 
plating technique and thickness. It is hoped that in the future these distributions will be 
experimentally determined and married with this current analysis. However, for current purposes 
we must assume the pore distributions. It is assumed here that the log of the pore size distribution 
has a triangular shaped distribution with a minimum of 0.01 µm and a maximum size of 5.0 µm 
(and thus clustered around a size of 0.3 µm). It is further assumed that the areal density of all 
pores is 0.5 mm-2, loosely based upon [Figure 3, 10], which shows an aged surface with a variety 
of corrosion product blooms, some of them in excess of 1 mm diameter, on a AuNi plated 
contact surface(0.38 µm Au / 1.26 µm Ni) after 6 days of Class II mixed flowing gas (MFG) 
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exposure. As will be discussed below, the bloom density from real films has been measured, and 
that analysis has been used to regress on the value of poreM  that fits the experiments. 
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Fig. 26 Calculated corrosion product bloom volume as a function of the starting pore size for 
a 1 µm Au plating following exposure to 200 ppb of H2S for 50 days.   
 
 Next, the pore model is integrated over a fixed time at a fixed H2S concentration 
(200 ppb) to calculate the size and distribution of the resulting Cu2S flowers. The total volume 
produced after 50 days exposure as a function of the pore radius is shown in Fig. 26. The volume 
curves are extremely skewed towards the high pore radius cases. They are by far the most 
important sources for the corrosion product. Finally, the distribution of pore flower sizes may be 
calculated. This is obtained from the 1 to 1 mapping function, ( )pb rFh = , which maps pr into 
bh , the height of the bloom after growth, and ( )ps rP .  The determination of F has been the focal 
point for Section 3. Given an areal density of pores between pr and pp drr + that is equal to  
 pspore drPM , 
as described above, then the areal density of blooms between the heights, bh  and b bh dh+ , is 
equal to 
 ( )( ) ( )( )1p bpore b b pore s p b b pore s b
b
dr dhM P dh M P r h dh M P F h
dh F
−= = ′  (45) 
The resulting areal density probability function, ( )bloombpore hPM , is shown in Fig. 27 for the 200 
ppb H2S, 50 day growth case. The smallest pores have all grown to a radius of ~0.5 µm, while 
the largest pores (5 µm radius) have grown to greater than 5 µm in size. The clustering of 
original pores around the 0.2 µm size has caused the final bloom heights to cluster around the 2 
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µm level. The integral of ( )bloombpore hPM  over all bloom heights is equal to the total area density 
of pores, 500 cm-2, which was a specified input variable. 
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Fig. 27 Predicted area probability density of corrosion blooms as a function of their bloom 
height. 
 
 This distribution represent the sole source terms for the electrical resistance model.  The 
oxide thickness is fairly low, but there always exists an organic coating of ~100Å on these 
surfaces. In MFG environments used in accelerated aging studies, an additional allied feature to 
the growth of a bloom is observed, the growth of a meniscus-like material along the gold contact 
itself, that is much larger in radius, but much thinner than the bloom. This meniscus is called the 
halo region [32], and has been observed to exhibit a large contact resistance (< 10 Ohms) as well, 
at least for late times with large blooms. In some cases this creep corrosion is the dominant mode 
for corrosion product growth [33, 34, 35]. The mechanism for this type of corrosion is not known 
presently. Without a detailed model for the thickness, the transport, the chemical/electrochemical 
reactions, and the mineral precipitation from this layer, the halo region must be treated here in an 
ad hoc fashion. Thus, initially, the halo formation phenomena will be accounted for in our 
contact resistance model by adding an extra ~10% of the volume growth due to blooms into the 
estimate of the uniformly distributed surface corrosion products. The correlation between the 
total amount of creep corrosion and the quality of the Au plating is thus grossly taken into 
account. 
4.2 Corrosion Initiation at a Defect in the Gold Layer 
 While the corrosion kinetics have been approximated by a deterministic model, other 
factors, such as the distribution of defects (e.g., pores) in the gold layer that are susceptible to 
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atmospheric corrosion, have been addressed by a statistical approach. Given an initial pore 
density doM  (number cm
-2), upper and lower limits of pore radii, i.e. rL and rU, and a normalized 
probability distribution ( )doP r , we carry out multiple single-pore growth calculations to achieve 
a statistical population of corrosion product blooms. In the absence of experimental discovery, 
we have assumed that the distribution of pore radii is a logarithmically distributed hat function, 
where b is the normalization constant.  
 ( ) .
U
L
r
d d L U
o o
r
M P r dr number of pores between r and r=∫  (46) 
 
1
2
10
2
4 ln( ) ln( )( ) 1, ( ) ,
4(1 ) ln( ) ln( )
L
d d
o o U L
b y y r rP r dr P y y
b y y r r
∞ <⎧ −= = =⎨ − > −⎩∫  (47) 
Given this type of model we should expect probability distributions representative of Fig. 27. As 
a function of time, the total number of blooms will approach a limiting value as each get big 
enough (> 2 µm) for direct observation via a microscope. However, the number density that’s 
actually observed is presented in Fig. 28. The observation were taken in a 1.18 µm plated Au on 
Cu surface in a 70% RH, 30°C, 10 ppb H2S environment. 
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Fig. 28 Corrosion product bloom density as a function of time. 
 
 The time dependence of the corrosion product bloom density, which is basically linear in 
time, can be explained by an induction period for the start of growth.  An induction period had 
previously been seen for corrosion growth from H2S on bare copper coupons whose length was 
dependent on the relative humidity [11].  The cause of the induction period was attributed to the 
need to break down the native copper oxide layer or at least significantly puncture it before the 
sulfide growth could occur on top of the film. The induction period was longer for lower relative 
humidities, suggesting that the presence of a thin water layer may aid breakdown of the native 
oxide layer. This is in contrast to the relative independence of the corrosion rate with respect to 
the humidity level after the native oxide layer has been compromised.  These observations of 
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induction periods for the growth on bare copper motivated our thinking for plated copper, where 
the area at the bottom of a pore might provide an extremely limited quantity of nucleation sites 
for the breach of the protective copper oxide film. 
 Therefore, we have incorporated an induction mechanism into the corrosion model, due 
to these observations that the bloom density increases as a function of time.  We assume that the 
onset of growth of Cu2S occurs with a finite areal probability, λ.  λ has units of cm-2 s-1. Thus, 
the onset of growth within the pore is greatly retarded for smaller pores due to an initialization 
rate proportional to the surface area.   
 Let ( ),uninitP t A  be the probability of a pore of size A being uninitiated at time t. 
 ( )( )uninit uninit initdP t AP R tdt λ= − = −  (48) 
 ( , ) exp[ ]uninitP t A Atλ= − , ( )0 1uninitP = . (49) 
λ  is an adjustable parameter which dictates the time constants for the onset of growth. ( )initR t  is 
the rate of initiation of pore corrosion in pores of cross sectional area, A. 
 Because of this initiation process, even though the pores of same size grow at the same 
rate, their starting times may be different. Let ( , , )N t A L be the number of pores with initial area, 
A, having a height L at time t. Let 0
An  be the initial number of pores with cross-sectional area 
binned around A. L is a combination height coordinate. It spans the two calculations that 
comprise the pore growth model. The first calculation is based on 1-D Cartesian coordinates, 
while the second calculation is based on 1-D spherically symmetric coordinates. L is a 
continuous coordinate representing the height of the corrosion product above the plating 
material. Below the plating surface, L is equal to the height of the corrosion product layer in the 
pore. Above the surface of the plating layer, L transforms into the radius of the bloom product 
when the volume of a hemisphere of radius is equal to the volume of a cylindrical plug of radius 
rpore and height Lo (i.e., 20 pore3L r= ). In this way the volumes are matched when transforming the 
growth model from 1-D Cartesian to 1-D spherically symmetric coordinates. Eqns. (50) and (51) 
describe the relationship between L and rbloom for the spherical problem, and between L and h for 
the initial 1-D problem.  
 0 bloom poreL L r r= + −  for oL L>  (50) 
 poreL h γ= −  for oL L<  (51) 
 Let ( , )G A L  be the time-independent growth rate of the corrosion product. It is a function 
of the initial area of the pore, A, and the height of the layer, L, at time t. We assume the ambient 
gas above the pore remains constant with time, and there are no “loading effects” in the reactor.  
The equation for the evolution of the distribution, ( , , )N t A L , and its initial conditions may be 
described by Eqns. (52) and (53).  These two equations are combined with a source term for 
passivation and solved via the method of characteristics [36]. 
 
( ) 0dN d GN
dt dL
+ =   (52) 
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 ( ) ( ) ( ), , , ( , ) 0, , 0Ao initG A N t A n R t A and N L Aγ γ γ− − = > − =  (53) 
The solution to each of these equations is described in the following section. 
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Fig. 29 Normalized size distribution of bloom sizes of 1.18 µm-plated copper. The 
bins are in units of microns. 
 
4.3 Corrosion Site Passivation 
 While the number density of corrosion product blooms is observed to increase with time, 
the size-distribution of blooms remains relatively constant.  This is illustrated in Fig. 29 which 
shows the corrosion product bloom size distribution at six discrete times for the same run 
conditions as Fig. 28. Note that the overall average bloom radius does not increase with time.  
This, combined with direct experimental observation (not presented here) indicates that a given 
corrosion site does not grow indefinitely.  While the specific mechanism responsible for this 
phenomenon is unclear, there are several potential plausible explanations.  One such explanation 
is that the coalescence of Kirkendall voids at the copper/copper sulfide interface has effectively 
cut off the bare copper surface within a corrosion site from the hydrogen sulfide in the gas phase, 
resulting in the cessation of copper sulfide formation, and hence the “death” of the corrosion site.  
This is supported in part via experimental observation of what appears to be void coalescence at 
the copper-copper sulfide interface, as illustrated in Fig. 30.  Another plausible explanation is 
that the mode of copper sulfide formation has transitioned from Stage I to Stage II growth as 
observed experimentally for bare copper surfaces (illustrated schematically in Fig. 1), resulting 
in a dramatic reduction in reaction rate at corrosion site which would appear experimentally as 
though the corrosion site had “died”. 
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Fig. 30 FIB cross section of a single corrosion site and 
associated copper sulfide bloom. 
 
 In order to capture this phenomenon (i.e., corrosion site death) within the model, a 
probability-for-passivation source term is added to the time evolution equation, Eqn. (52).  The 
variable N is redefined to be equal to the concentration of currently active pores. 
 
( ) ( , )pass
dN d GN R t A
dt dL
+ = −  (54) 
We assume that there is a finite probability of passivation that is proportional to the total volume 
of copper removed from the underlying substrate, or proportional to the volume of copper sulfide 
created in the product layer, divided by the radius of the pore. 
 ( ) ( )( ),( , ) , ,pass V
pore
V L A
R t A N t V L A
r
β=  (55) 
β is the proportionality parameter. V(L) is the volume of copper sulfide created in the corrosion 
product layer. ( )( ), ,VN t V L A  is the number distribution of pores with product volume, V, at 
time t, that has an initial area A. It is related to ( ), ,N t L A  by a change of variables, 
 ( )( ) ( ), , , ,V dLN t V L A dV N t L A dVdV=  (56) 
( )LV  is the volume of copper sulfide created in the corrosion product layer. It is an analytical, 
monotonically increasing function that depends on the current height of the bloom, L, and the 
initial area of the pore, A. 
  ( ) ( )( )⎪⎩
⎪⎨
⎧
>−+
<+
=
0
33
0
2
for
6
4
for)(
LLrrV
LLLr
LV
porebloomplug
poreπ
γπ
     where ( )γπ +=
+−=
0
2
0
)( LrV
rLLr
poreplug
porebloom  (57) 
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bloomr  is the radius of the bloom. γ  is the thickness of the plating. At 0LL = , the growth model 
changes from a 1-D Cartesian coordinate representation of growth in a cylindrical plug, to a 3-D 
spherical coordinate representation of growth in a hemisphere representing the bloom.  
 We again use method of characteristics [36] to solve for G and N, to yield 
 ( ) ( ) ( , ), , ,
0
A
o initn R t A K tG L A N t L A
t
ψ ψ
ψ
⎧ − >= ⎨ <⎩
,    (58) 
where ( , )
L dLL A
Gγ
ψ −= ∫  and ln( ) L VK dLrGλ β−= −∫ . 
We define ( ),G L A as a piecewise constant function of time. 
S < 20 M ( 20-40) L (40-60) VL(60-80) XL > 80
0
10
20
30
40
50
60
 
 
Pe
rc
en
ta
ge
 o
f B
lo
om
s
Bloom Diameter
 15
 30
 45
 60
 75
 
Fig. 31 Normalized, binned distribution of blooms from numerical model. 
The bins are in units of microns. 
 
Fig. 31 displays the resulting number distribution binned as per the experimental data. While the 
addition of the passivation term has allowed the numerical model to generate the time-
invariability of the bloom-size distribution seen in Fig. 29, several features of numerical model 
results in Fig. 31 are not in agreement with experiment. The numerical model demonstrates an 
inordinately high percentage of middle sized blooms compared to experiment. Both extremely 
large blooms and a sufficiently high number of small blooms do not show up in the numerical 
model.  This may have to do with the simplistic treatment of the phenomena used in describing 
the death rate in Eqn. (55), where all bloom sites are treated equally. 
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Fig. 32 Predicted bloom distribution function at day 45. The 
number distribution of actively growing and “dead” 
corrosion site distributions is shown.  
 
Fig. 32 gives more detail about the bloom distribution predicted at day 45. With the exception of 
small corrosion product blooms (i.e., below 5 µm), the population is dominated by dead 
corrosion sites, i.e., corrosion sites that have ceased growing. As the corrosion product volume at 
a single corrosion site increases, the probability of corrosion site death also increases, leading to 
sharp decrease in the number of corrosion product blooms over 20 µm. Additionally, a  small 
number of pores (relative to the experimental data) die at the small sizes due to the their small 
volumes .  No attempt however has been made to tweak the dependence of Eqn. (55) on V, due to 
the speculative nature of employing these formulations. 
4.4 Solving the Discretized Time Dependent Evolution Equation 
 Taking a step back, we will describe some of the issues with solving the discretized form 
of  Eqn. (58). A form of the growth rate, ( ),G L A , discretized in both the L and the A coordinate, 
must be stored for the model. The final time limit provides an upper bound of bloom size for 
given a value of A. This may be used to create a limiting value of L in the data structure for G, 
needed for the model. The growth of the corrosion product layer is determined as a series of 
backward Euler first order time steps. These steps may be used to as a natural way to create a 
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piecewise, constant representation of the growth rate as a function of L. Basically, we define the 
growth rate on the interval nn LLL <<−1 , ( )ALG n , , as being equal to the following equation: 
 ( )
n
nn
n t
LLALG ∆
−= −1,   . (59) 
A discretization of the pore radius dimension is also done. Therefore, ( )jn ALG ,  represents a two 
dimensional matrix of values. ( )jn ALG ,  is constructed in the first computer program, 
cu2s_1d_mps.  The two dimensional matrix of values is supplied as input to the second of the 
three programs, named cu2s_pore, that makes up our electrical contact resistance model. Along 
with ( )jn ALG , , the time or equivalentlyψ   is recorded with nL  for every radius jA . 
 If ( ),G L A  is a piecewise continuous, constant function of L, then for a given A, 
assuming that ( ) ( )nnn LGALLLG =≤<− ,1  is a constant: 
 ( )( ) ( )( ) ( )( )∫ +−+= − 2
1
2
1lnln
L
L
pore
pore
nn dLGr
Lr
LKLK
γπβ  
 ( )( ) ( )( ) ( )( )( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++−−= −−− γπβ 2lnln
1
1
2
1
nn
nn
npore
pore
nn
LLLL
LGr
r
LKLK  for 0LL <  (60) 
And therefore, 
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                                                           for 0LL >  
Eqn. (60) and Eqn. (61) provide the necessary formulas for obtaining the degree of Kirkendall 
voiding that occurs during each of the sections, 1−nL  to nL , that comprise a piecewise continuous 
representation of the corrosion growth rate function, ( )nG L . ( )nK L  is provided as a function of 
nL and therefore as a function of time by the program cu2s_1d_mps.  
 The integrations used in the program cu2s_pore are depicted in Fig. 33 for a single bin 
representing pores with cross-sectional area, jA . The pink curves represent the same trajectory 
of pore corrosion growth but displaced by the starting times for growth. The pink curves are 
piecewise linear, because the growth rate is approximated as a piecewise constant function, 
Eqn. (59). In order to find the distribution of heights L at time t, we bin the L coordinate using 
control volumes at the time t, represented by the heavy blue line. The middle of the control 
volumes is represented by the blue X’s, while the sides of the control volume are represented by 
the dashed green curves. Since no growth trajectories cross the purple curves, events which 
happen on the γ−=L  line at  0=t  between purple curves representing the sides of the control 
volumes propagate themselves into the control volume at time t. This represents an integral 
condition for the conservation of events, and can be derived from the equation: 
 ( ) ( )jjjinitAojj ALKAALtRnALtNALG j ,),,(),,(),( ψ−=  , (62) 
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Fig. 33 Schematic of integration in the L and the time coordinate for a single initial 
pore size, iA . Probability distribution bins in the L coordinate centered at the 
blue X’s are bounded by green dashed lines. The green dashed lines can be 
traced back to starting times on the γ−=L  line.   
 
using a suitable integral control volume approach. This feature is used within cu2s_pore to derive 
an integration approach which conserves the probability distribution function.  A key input to the 
procedure is an estimate of the number and distribution of pore sizes. The model can accept 
various distribution forms for the pore size distributions. The distribution really should be an 
experimental input. However, absent of experimental discovery, for our sample calculations, we 
have assumed that the distribution of pore radius is a hat function in the ( )log porer  coordinate, 
within minimum and maximum values of 0.1 µm and 5 µm. 
 The calculation depicted in Fig. 33 is carried out for each initial pore size in the original 
binned pore probability distribution in order to derive the number of live pores at the current 
time, Eqn. (62). Additionally, each control volume calculates the probability density of dead 
pores for control volumes that correspond to lower bloom sizes at each time. In that manner, the 
probability distribution of dead bloom presented in Fig. 32 is calculated. After the probability 
distributions for live and dead pores are calculated for each individual radius, the areas, jA , are 
calculated at the current time, and the individual distributions are combined into a total 
distribution of live and dead pores at the current time for the current control volume 
representation.  
 There is a subtle coordinate transformation between L and bloomr . In the previous pages 
we referred repeatedly to the coordinate L. The explicit definition for this coordinate was given 
in Eqn. (50) and Eqn. (51) in terms of the independent variables of the two subproblems, h and 
bloomr . However, for purposes of analysis and presentation, a new coordinate is needed which is 
based upon bloomr , can represent the results of both the Cartesian and spherical coordinate 
subproblems, doesn’t depend on porer , and can be mapped on a 1 to 1 basis into L. The 
coordinate transformation, which depends on porer , is given below. 
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 poreobloom rLLr +−=             where poreo rL 32=  for porebloom rr >  (63) 
 Lrbloom 23=                                                         for porebloom rr <<0  
 Lrbloom =                                                           for 0<bloomr  
Within the program the results are first calculated in the L coordinate at different values of porer . 
Then, the resulting probability distributions are transformed into the bloomr  coordinate, and all 
porer  results are binned together, to produce a final probability distribution in the bloomr  
coordinate. The final distribution of pores is written to an ASCII file to be utilized in the 
electrical contact resistance model. 
 One additional manipulation is carried out on the distribution of pores. The pore 
distribution is divided into two types; those that are treated as small and combined into a uniform 
corrosion film, and those that are treated as large blooms and are treated in a statistical manner in 
the electrical contacts program. The cutoff size for distinguishing between these distributions is 
given by the following formula. 
 ( )bloom hertz wipe hertzV f A l Dσ> +  (64) 
If a bloom occupies an area larger than a fraction,  f, of the product of the Hertzian contact area, 
hertzA and diameter, hertzD , and surface roughness, σ , then the effect of the bloom is treated in a 
different manner. The bloom fraction cut off, f, is an adjustable parameter in the model, 
nominally set to 0.1. This choice of f reflects bloom population in a subset of “small” and all of 
“medium and above” categories.  If the bloom area exceeds f, then parts of the Hertzian contact 
area will be unavailable for direct contact except via conduction through the corrosion product 
bloom due to steric hindrance. Wipe, with length wipel , serves to greatly increase the area over 
which the bloom product may be “wiped” below the thickness where it would preclude close 
contact between the two surfaces. This empirical model serves to adjust the degree of a tail end 
distribution on CPD plots for electrical contact resistance.  
 The total volume of small blooms is assumed to comprise a uniform surface corrosion 
product layer and is used as input to contact resistance model. This total volume is also 
augmented by 10% of the total volume of all types of blooms. The modification was needed so 
as to not create situations where the contact resistance for some parts of a CPD curve to be less at 
late times. 
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5.0 Electrical Contact Resistance Model 
 In the previous section, an evolution model for the growth of copper sulfide blooms is 
created and simulated to compare with the experimental measurements of bloom morphology.  
The results from that model must now be linked to a contact resistance model so that the impact 
of corroded surface topology on the electrical contact process may be gauged. 
 There are numerous theories on electrical contact resistance.  In particular, Greenwood’s 
work on electrical contact theory spawned numerous theoretical developments [37].  The key 
element of Greenwood’s work is the recognition that two levels of constriction exist when two 
rough metal surfaces make contact – the first level being the superficial contact area and the 
second level being the contacts through micron-sized asperities.  
 Our approach follows much of Malucci’s extension of Greenwood’s formalism to aging 
surfaces [38, 39, 41].  The model is presented below by first describing the macroscopic process 
of contact of a probe (or tine) with an aged surface, obtaining the macroscopic diameter of the 
contact and the distribution of pressures within the contact. Next the rough theory for what 
happens at the micron-sized level in the contact given that both contacting surfaces have 
roughness associated with them is described; there are a variable number of contact points, called 
asperities, where actual contact between the two surfaces take place. The equations used in the 
code for calculating the number of such asperities and the actual area of contact versus the 
nominal area of the contact as a function of the load on the probe are then presented. Lastly, the 
theory for the electrical contact resistance that is used to model contacts between aged surfaces is 
described. Current must only flow through this limited number of asperities. Within each 
asperity contact, the process of creating the contact may or may not have wiped off the aged film 
that encases the surface, causing true metal-to-metal contact through that asperity. The total 
resistance through the contact is then calculated based on the sum of these phenomena. 
 The two contributions that make up the total electrical contact resistance. ECRR , namely 
the apparent contact resistance Rint and the resistance due to asperities spotsR  have the following 
forms. 
 intECR spotsR R R≡ +    (65) 
 intR D
ρ=    (66) 
 
1
1spots
spot
N i
R
R
= ∑   (67) 
intR , the resistance due to apparent contacting area, is based on Holm’s formula for contact 
resistance [41]. ρ  is the resistivity of copper. D is the diameter of the overall cluster of 
asperities, and is obtained from the Hertz stress formula for the actual diameter of contact 
between a sphere and a plate under elastic deformation. spotsR is calculated via a sum of parallel 
resistances of the resistances of each individual asperity. spotiR .  N is the total number of 
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asperities. Note, if all asperities have diameters, d, and are clean metal-to-metal contacts, then 
Eqn. (65) reduces to the following formula, which is known as the Holm formula. 
 ECRR D Nd
ρ ρ≡ +   (68) 
Interference effects between asperities, which are close to one another, are known to exist, 
altering the basic formula represented by Eqn. (65) - (67) (see ref. [42] for treatment of this 
phenomena). However, they are ignored in the present analysis, because the addition of the 
corrosion films to the electrical contact analysis will make their influence minor in their real 
effect. 
5.1 Contact between Two Rough Surfaces 
 To start off the analysis, we assume that a probe (or tine from a connector), with radius 
probeR  is pressed into a contacting surface to create a macroscopic contact. The contact force is 
given in Newtons and usually expressed in terms of the gram equivalents based on gravity. D is 
the diameter of the macroscopic contact and is obtained from the Hertz stress formula for the 
actual diameter of contact between a two spheres of material 1 and 2 under elastic deformation 
[43]; i.e., 
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F is the force applied on contact. nA  is the area of the contact.  E1 , E2 , ν1 , and ν2 are the elastic 
moduli  of the contacting metals, and Rprobe is the radius of contacting probe. Typical values for 
E for gold are 125 GPa and ν =0.42. Thus, with a probe radius of 0.5 cm, and a contact load of 
50 gm, the nominal contact diameter may be calculated to be 69 µm. Within the overall cluster of 
asperities, D, the load is not uniform, being higher in the center of the probe and lower at the 
edge [Eqn. 18, ref. 39].  
 In Malucci’s treatment, the force of one surface on another, F, is assumed to be radially 
distributed via the following formula for the local pressure: 
 
1/ 22
0
1.5 1
n
F rP
A r
⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟= −⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
. (70) 
Effectively what this means is that there will be more total contact in the middle of the probe 
than at the edge. 
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 This analysis of the Hertz stress and associated pressure distribution may be considered 
the macroscopic model for the contact process of the probe with respect to the surface. However, 
the macroscopic model needs to be married to a microscopic model for contact between the two 
surfaces, which are rough, from which the actual number of contact points, i.e., asperities, may 
be generated as well as the actual (vs. nominal) contact area. 
 The number of asperities within the contact area is calculated from the following 
principles. We first derive an implementation for the statistics of two rough surfaces impinging 
on each other, driven together by a normal force. As the force between the surface increases, 
both the number of contacts, i.e., asperities, and the overall area of the contact increases. At high 
force levels the number of asperities actually will begin to decrease as the contact area continues 
to increase, due to the plastic flow and coalescence of the asperities. 
 Let’s introduce ( )1W h , the probability density function for the profile height for a single 
surface.  The independent variable, h, is the height of the surface above a zero baseline.  As with 
all density functions, the integral of the function over all heights must be equal to one, i.e.: 
 ( )1
0
1W h dh
∞
=∫   ,  (71) 
which implies that the units of ( )1W h  is inverse length. In general ( )1W h  is a complicated 
function determined by exhaustive profilometry. However, Malucci, motivated by a rough 
binning exercise carried out on actual profilometer data, approximated ( )1W h  by the following 
half-sine function, 
 ( )1 sin
2 o o
hW h
h h
π π⎛ ⎞= ⎜ ⎟⎝ ⎠ , (72) 
where oh is the characteristic surface roughness.  
 What we are really interested in, however, is a probability density function for the 
distances between two rough surfaces that approach each other, ( )W Z , where we have dropped 
the superscript 1 to denote a density function involving 2 interfaces. Define Z h h′= +  as the 
distance between the zeros of two rough surfaces as they approach each other. The range of Z is 
0 2 oZ h< < , assuming both surfaces have the same roughness. It can be shown that, assuming 
each surface has the form given in Eqn. (72), that the resulting convolution results in 
 ( )
sin cos( ) : 0
8
sin cos( ) , 2 : 2
8
o
o o o o
o o o
o o o o
Z Z Z Z h
h h h h
W Z
d d d d h Z h Z h
h h h h
π π π π
π π π π
⎧ ⎛ ⎞⎛ ⎞ − < <⎪ ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎪ ⎝ ⎠= ⎨ ⎛ ⎞⎛ ⎞⎪ − = − < <⎜ ⎟⎜ ⎟⎪ ⎜ ⎟⎝ ⎠⎝ ⎠⎩
 (73) 
Note, that  ( )W Z yields the percentage of the real contact area, rA  , compared to the nominal 
contact area, nA , through a simple integral.  
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 ( )2 ohr nA A W Z dZ
ε
= ∫   (74) 
Here, ε  is the distance between the reference-plane zeroes of the two surfaces’ individual 
density functions, ( )1W d , and is defined as the actual macroscopic distance between the two 
contacting surfaces. This means that the actual area of contact, rA , may be parameterized as a 
function of nA  and the separation distance, ε . Fig. 34 contains a plot of Eqn. (74) assuming the 
distribution in Eqn. (73). 
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Fig. 34 Ratio of the real contact area, rA , to the nominal contact 
Area,  nA  as a function of the normalized distances 
between surfaces.  
 
The next step is to derive a spot density, n, of asperities. This essentially involves understanding 
how rA  is broken up into chunks. The concept of an average slope m of the asperities must be 
added to the above discussion to derive the areal density of intersections of ( )W Z  with any 
single value of Z. Essentially, what the m (which is dimensionless) represents, is a measure of the 
size of each individual feature on the surface. Malucci [39] eventually derives Eqn.(75). 
 ( )( )21
27
n
r
An mW e
A
⎛ ⎞= ⎜ ⎟⎝ ⎠
 (75) 
Several authors have reported statistical derivations of this quantity [44, 45, 46], and they derive 
a very similar formula that only varies by a numerical constant out front. Note that n has units of 
# / length2, which is the correct unit for an areal density.   
 65   
 In order to apply Eqn. (75), ( )W e must be expressed as a function of /r nA A . Note 
Eqn. (74) expresses /r nA A  as a function of e, so it’s just a matter of eliminating e from the 
equations to yield, via a fitting process from Malucci [39], the approximate relation: 
 ( ) ( )
3/ 4
4 1r ro
n n
A AW e W h
A A
⎛ ⎞⎛ ⎞⎛ ⎞= −⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠
. (76) 
 Now, Eqn. (75) is a function only of /r nA A . The missing piece is a relation expressing 
the value of e as a function of the local pressure P. In other words as the local force increases, the 
two surfaces will be pressed together on the micron scale. Again, several authors have addressed 
this question previously [47, 48], and the following empirical formula has been adopted by 
Malucci: 
 /
1 /
r n
r n
A AP
H A A
= −  . (77) 
Here, P has been normalized to H, the microhardness. Eqn. (77) does a good job fitting data for 
P/H > 0.4 in ref. [48]. In the low pressure limit, Eqn. (77) is almost a tautology, because it 
equates to the definition of the microhardness material property, H. 
 To see how this result carries out in practice, we may combine the Hertzian formulas for 
the macroscopic deformation given previously, Eqns. (69) and (70), with the above formula to 
derive representative numbers for our application. Using numbers characteristic of our probe for 
loads from 20 to 100 gm, yields Fig. 35, which relates the /r nA A  value and /oP H value to the 
force on the probe. oP  is the local pressure at the center of the probe. 
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Fig. 35 Ratio of the real contact area, rA , to the nominal contact 
Area,  nA  as a function of the weight on the probe of 
radius 0.5 cm. H = 1.2 GPa, E = 125 GPa  
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Correlation of e vs F may also be obtained by comparing Fig. 34 and Fig. 35 together. /r nA A  
are in the 0.10 to 0.16 range, which means that / 1.3ohε ≈  for our application. In general, 
therefore, the surfaces are pressed together on the microscopic level to a very limited amount, 
such that contact occurs through isolated asperities. 
 Then, we integrate the density of spots, Eqn. (75), over the entire macroscopic contact 
point assuming a circular distribution of pressures equal to 
 
1/ 22
0
1.5 1
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F rP
A r
⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟= −⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
, (78) 
using the formula for N, the total number of asperities: 
 
0
2
A
N n rdrπ= ∫  .  (79) 
The end result for the number of asperities is Malucci’s Eqn. (24) in ref. [39]. This equation is 
used in the program, contactRes, as the basis for our calculation of N in the routine 
calcNumberAsperities(). 
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 (80) 
oP  is the maximum Hertz pressure for the contact, calculated from Eqn. (78) with r = 0. F is the 
contact force. K is a constant equal to ( )[ ]216 / 9 ( )om W h .   In the calculations, we assumed that 
the microhardness of the surface, H, is equal to 170 ksi or 1.2 GPa, a common number assumed 
for Gold. Then, for a 10 g to 200 g load, the normalized pressure, /oP H , is calculated to vary 
from 0.1 to 0.36,  and a plot of N vs. load is presented in Fig. 36. 
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Fig. 36 Number of asperities as a function of the applied load, 
assuming H = 170 ksi, 4 -1/ 2.78 10 inchom h = × . 
 
One input to the model through its dependence on K is the ratio of the average slope of the 
surface, m, to the surface roughness of the film, oh . We employed a value / om h of 
4 -12.78 10 inch×  a value used in Malucci’s paper, since we do not have independent information 
for its value. Essentially, however, the number of predicted asperities is proportional to the 
square of / om h  through Eqn. (80). 
 An additional important parameter for the electrical contact resistance model is the 
average Interference, I. This is defined as the average height of the “overlap” of the surfaces, 
when the surfaces do overlap. With a little bit of thought, the following integral may be derived 
for I. 
 ( ) ( ) ( )2 / /oh r nI Z e W Z dZ A A
ε
= −∫  (81) 
The average Interference is used in the electrical contact resistance model for aged surfaces 
derived below. Eqn. (73) may be plugged into the integral, and the integral in Eqn. (81) may be 
calculated numerically. However, within the program, we fit I to the results from Fig. 11 Ref. 
[39] with a linear curve. 
 In the above analysis we have assumed that Hertzian contact theory applies to rough 
surfaces. Greenwood and Trip [40] demonstrated that this was a false assumption. They found 
that while for higher loads Hertzian contact theory applied to rough surfaces, for lower loads the 
effective pressure distribution was much lower and extended to much further distances than 
Hertzian theory predicts on rough surfaces. The application of Greenwood and Trip’s theory 
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would modify the equations of this section, especially Eqn. (70), perhaps leading to different 
predictions for the electrical contact resistance’s dependence on load. However, as will see in 
later sections, when there are corroded surfaces, the main electrical contact resistances are due to 
corrosion-film layers on top of the rough surface, thereby masking a lot of subtle details 
concerning contact between “clean rough” layers. For this reason, we have not pursued 
Greenwood and Trip’s analysis. 
5.2 Electrical Contact Resistance Model 
 We divide the problem into two parts. In the first part we describe the electrical contact 
resistance model based on the assumption that there exists a uniform corrosion product layer that 
provides an extra layer of resistance at each of the micron-sized asperities created during the 
contacting process. In the second part, we describe modifications to this micron-sized asperity 
model due to larger scaled blockages of the contact from the corrosion-product bloom and halo 
growth (i.e., creep corrosion films) that are observed. It has been shown that electrical contact 
may be severely hindered or essentially terminated if the probe lands on a bloom or halo [32]. 
Therefore, the micron-sized asperity model must be modified to account for these issues in a 
statistical way. 
 The uniform corrosion-product resistance model is based on a sum of constriction 
resistances formulation initially introduced by Greenwood and Holm [41, 45].  Two 
contributions that make up the total electrical contact resistance RECR, namely the apparent 
contact resistance Rint and the resistance due to asperities Rspots have the following forms. 
 intECR spotsR R R≡ +    (82) 
The constriction resistance due to the macroscopic Hertzian contact area, intR , handles the 
increased resistivity within the metal due to the small macroscopic size of the nominal contact 
area [41]. 
 intR D
ρ=    (83) 
ρ is the resistivity of copper, while D is the Hertzian contact diameter given by Eqn. (69). 
 Within the overall constriction, current flows in a parallel manner through each of the 
numbered asperity, from 1 to N, where each asperity has its own resistance, spotiR . Therefore, the 
formula for spotsR  is given by the parallel resistance formula, Eqn.(84).  
 11spots
spot
N i
R
R
= ∑   (84) 
The resistance of each asperity is taken from Malucci’s work [38, 39, 41], [43, 49], where 
parallel resistance pathway is envisaged for each asperity, i, between direct metallic contact and 
between conduction through a partially conductive oxide/sulfide interfacial film. 
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spot spot metallic spot film
i i iR R R
= +  (85) 
Resistance, if there is direct metallic contact, is given by 
 ( ) '_
'
1 i ispot metallic
i
i i i
C X X C
R
d X X
ρ− +=  , (86) 
while resistance for the ith asperity from an interfacial film is given by 
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⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟= + = +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
 . (87) 
di is the diameter of the ith contacting asperity.  C is a numeric constant set to 4/3.  The fractions 
of exposed metal on both sides of the ith asperity are defined as Xi and 'iX .  Malucci provides 
much of derivations for di, N, Xi and 'iX  which we also utilize in our model [38, 39, 41],. Let’s 
go through these in detail. 
 Within the code we set each value of id to the following statistically varying quantity 
 2 [0,1]ii avgd d P=   (88) 
where [0,1]P is a transformed deviate uniformly distributed over the interval from 0 to 1. iavgd  is 
the average diameter of a single asperity, calculated from the following formula: 
 
( )214 iavg r
n n
N d A
A A
π ⎛ ⎞= ⎜ ⎟⎝ ⎠  . (89) 
/r nA A  is obtained from Eqn. (77), N is obtained from Eqn. (80), and nA is obtained from 
Eqn.(69). 
 The most crucial and probably most uncertain submodel is the one for iX  and iX ′ , the 
fractions of clean metal exposed on contact asperities. The product of iX  and iX ′  is an estimate 
of the chance for metallic contact to occur on the ith asperity. Obviously, this product is a 
function of the degree of contact at the ith asperity, and is therefore a function of the degree of 
pressure exerted between the surfaces on a microscopic level. It’s also assumed that there exists a 
uniform corrosion film on top of each surface. During the contacting process this film must be 
“wiped” away in order for there to be metal-metal contact. The degree of “wiping” is handled by 
assuming that there exists a zone in the asperity where there is a general mixing of the metal and 
the corrosion product due to the contacting process. The end result of the mixing is a power law 
distribution of the fraction of the oxide, F, within the zone of mixing. 
 ( ) 0 ( 1) 1
N
i
yF y F N
h
⎛ ⎞= + −⎜ ⎟⎝ ⎠
 (90) 
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ih  is the largest depth of oxide penetration for the i
th asperity, which we will assume to be 
derived from a statistical distribution of the average interference parameter, I, calculated in 
Eqn.(81). oF  is the fraction of oxide at the surface of the mixing layer. N is the power law 
distribution within the mixing layer; We have followed Malucci and set N to a default value of 4, 
which was used in the original paper. However, we also have fit N to experiment. The overall 
fraction of oxide at the top of the mixing layer, 0F  , is given by Malucci’s formula 
[ref. 41, Eqn. 41]. 
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 , (91) 
which is essentially equal to /i it h (with the additional terms due to his attempt to take into 
account of the finite size of each asperity [Eqn. 5, ref  41]). The value it  is the corrosion film 
thickness for the ith asperity, the calculation of which is described below. The value of ih  is the 
deformation of the particular asperity, i.e., the amount of “overlap” that occurs when the surfaces 
are contacted. Eqn. (91) may be derived by integrating Eqn. (90) over the mixing region to yield 
the total amount of oxide, which must equal it . 
 ( )
h
o i
o
F y dy F h t= =∫   (92) 
Finally, the fraction of the surface which is covered by oxide may be determined from Eqn. (90) 
to be 
 0, ( 1) / ( )i iX F N WipeFactor= +  (93) 
WipeFactor, which has a default value of 25, is a factor we have added to account for the 
reduction in the covering corrosion films due to a wiping motion of the contact. It is this quantity 
that is used in Eqn. (86) to calculate the resistance in the ith asperity.  In obtaining oF  a statistical 
value of ih  is obtained from the following formula 
 [ ]2 ( 0,1 )ih I P= .  (94) 
Resistance from the film term, _spot filmiR  , was used by Malucci in references [43] and [49] to 
account for large resistances (0.01 to 0.1 ohms observed in systems with aged non-metallic 
metals) observed in some systems.  In Eqn. (87), iσ  is the film resistivity for the ith asperity, 
while iA  is the area of the i
th asperity. 
 We relate the film resistance for the ith asperity, iσ , in Eqn. (87)  to the calculated total 
corrosion film thickness, corrt , by first translating the film resistance to a film thickness for the i
th 
asperity, ,film it   and a corrosion film resistivity: 
 ,i film film itσ ρ=    (95) 
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 In Malucci’s work, σ  was statistically determined via a probability distribution between a low 
value of Lσ , based on the tunneling resistance Lσ  and a high value Uσ .  Equivalently, we use a  
probability distribution, ioP
σ , based on a hat function for the natural log of the film thickness, 
,film it  Eqn. (96), is used, because the resulting CPD function of the film resistivity is found to 
provide the best fit to experimental data. 
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We use the numerically calculated corrt  to generate 
Lt and Ut  via the formula, 
 ( )1/ 2U Lcorrt t t=    .  (97) 
by defining 
 max(10Å, 0.28 )L corrt t=  and   ( )
2
corrU
L
t
t
t
= .  (98) 
We then use Eqn. (96) to calculate it , which is used in Eqn. (91) to calculate the fraction of the 
surface which is covered by metal, Eqn. (93). The resistance results are fairly sensitive to the 
multiplicative factor, 0.28, in Eqn. (98) . This factor determines the fraction of asperities which 
have a significantly lower corrosion product on them; these asperities are the ones that will 
predominately determine the resistance of the entire contact. We adjust it slightly before using it 
in Eqn. (95) to account for the deformation by reducing the predicted depth of the corrosion layer 
via the formula, 
 , max ,01
i
film i i
ht t
N
⎛ ⎞= −⎜ ⎟+⎝ ⎠  , (99) 
which takes the reduction of the thickness due to the wiping deformation of the asperity contact 
into account. Eqns. (91), (93), and (99) also contains within them the reasonable assumption that 
there can not be metal-to-metal contact if the local interference of the asperity, ih  divided by the 
power law mixing exponent, N+1, is less the actual value of the corrosion film, icorrt , at the 
asperity. 
 Note, that for contact resistances above 0.005 ohms a very small percentage of contacts 
are due to direct metal-to-metal contacts. Therefore, the model formulation of the contact 
resistance through asperities covered with an unbroken interfacial corrosion film becomes the 
significant issue. For this film resistance model, the contact resistance is roughly dependent on 
the actual contact area. And, from Eqn. (77) and Eqn. (89), the actual contact area is inversely 
dependent on the load. 
 The resistivity of the corrosion film, filmρ , is an important parameter in the above 
formulation. Both cuprous oxide, and copper sulfide have significantly small resistivities, and 
shouldn’t be considered as insulators at the film thicknesses encountered. Both may be 
considered as p-type semiconductors whose resistivities are variable and temperature dependent, 
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but typical room temperature numbers are 100 and 210−  Ohm cm for cuprous oxide and copper 
sulfide. filmρ  is an input to the model. 
5.2.1 Taking Large Blooms into Account 
 In order to derive the contact resistance model, we first divide the calculated bloom 
distribution into small and large blooms. The total volume of small blooms is assumed to 
comprise a uniform surface corrosion product layer and is used as input to Malucci’s model. If a 
bloom occupies an area larger than a fraction, f, of the Hertzian contact area, then the effect of 
the bloom is treated in a different manner.  These blooms will exclude part of the contact area.  
The bloom fraction cut off, f, is an adjustable parameter in the model, nominally set to 0.2.  This 
choice of f reflects bloom population in a subset of “small” and all of “medium and above” 
categories.  If the bloom area exceeds f, then parts of the Hertzian contact area will be 
unavailable for direct contact except via conduction through the corrosion product bloom due to 
steric hindrance.  
 We apply a Monte Carlo approach to randomly sample the population distribution of 
large blooms on the surface to see if a probe has landed on a bloom. When the probe lands on a 
large bloom, heuristic rules are applied to quantify its impact to the overall electrical contact 
resistance. To take the halo region into account, each “large” bloom excludes an area equal to a 
factor of haloExclusionFactor times its own area from forming an electrical connection; this 
added correction where of haloExclusionFactor is nominally set to 4, an effect which we 
attribute to the creep corrosion around each bloom, i.e., the halo effect, is needed to fit 
experimental data. 
 The statistical procedure is carried out in the following way. The Hertzian area of the 
contact, HertzA , is broken up into a 10 x 10 grid. First, we look over each bin in the binned 
normalized probability distribution for blooms (see Figure A-1) at the current time. From this 
distribution and the overall number density of blooms at the current time, bloomsN we calculate the 
number density of blooms in the jth bin. jbloomsN , which has units of # per cm
2. We then roll a 
dice [ ]0,1P  for each block in the grid to determine whether a bloom of that size is centered in 
that grid box. Assuming Poisson statistics, the normalized probability for this to occur one or 
more times is equal to 
 1 exp( )P θ= − −  where 
100
j
blooms HertzN Aθ =  . (100) 
We then mark a block of grid boxes, equal to the size of the bloom, around the center grid box as 
being covered by the bloom/halo and therefore unavailable for the asperity based contact 
discussed in the previous section. We treat the boundaries of the 10 x 10 grid as being periodic. 
So, if a bloom center appears on the edge of the 10 x 10 grid, it blocks grid points on the other 
side of the grid also. If the bloom is larger than the Hertzian area, as is often the case when we 
add in estimates for the effect of the halo, we first go through the process of increasing jbloomsN by 
a ratio of the bloom area to the contact area before rolling the dice in Eqn. (100) in order to not 
undercount large blooms. In effect we are creating an equal area of small blooms by this process. 
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 The end of this process results in a percentage of the Hertzian contact area being blocked 
by large blooms. We add in conduction through the large bloom in parallel to conduction through 
the asperities, using the approximation: 
 
'
1
1 1spots
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N Ni BB
R
R R
=
+∑ ∑  where (101)  
 bloomBB
bloom
R
A
σ=   , (102) 
and spotiR  is calculated from Eqn. (84). BBR  is the resistance of current due to conduction through 
the excluded area of the contact created by direct contact of the probe with the bloom/halo. 
bloomσ  is the surface film resistivity of the bloom, estimated to be (1 )bloom film mσ ρ µ= , where 
1 mµ  is an estimate for the thickness of the halo region. 
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6.0 Experimental Procedures 
6.1  Materials 
 For the aging experiments presented in this report, the coupons consisted of oxygen free 
copper coupons (UNS C10100) mechanically abraded to one of three surface finishes – 240 grit 
(Ra of 823 ± 126 nm), 600 grit (Ra of 262 ± 10 nm) or 1 micron diamond paste (Ra of 9 ± 2 nm).  
Once the desired surface finish was applied, each coupon was cleaned/degreased utilizing an 
alkaline cleaner, then pickled in a 10% HCl solution and sealed in a nylon bag.  Next, the 
samples were shipped to a commercial electroplater (Nu-Metal Finishing in Santa Clara, CA) 
and an ASTM B488 type I (99.7%), Code C (Knoop hardness 130-200) bright gold deposit was 
applied utilizing industry standard plating procedures.  The plating vendor cleaned the specimens 
again with an alkaline cleaner, followed by an acid dip in 25% HCl, then deposition of a copper 
strike followed by either gold or nickel and then gold. 
In addition, the corrosion behavior and contact resistance of gold plated copper was 
examined with and without the presence of a nickel underplating. One set of coupons had 1.2 µm 
gold with no Ni underplating, while a second set of samples had a 1 µm gold with a nominal 2.5 
µm Ni underplating 
 
 
Fig. 37 GES Atmospheric Corrosion Testing Exposure System . Nominal 
operating conditions were10 ppb H2S, 70% RH, and 30C. 
  
6.2 Exposure Conditions 
 Samples were exposed to a specified gas composition using a Gas Exposure System 
(GES), illustrated schematically in Fig. 37. This system uses mechanically adjusted rotometers to 
control the flow of dry air, humid air (100% RH) and contaminant concentration to achieve a 
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well-defined gas stream. The contaminant (i.e. H2S) was supplied via a commercially available 
permeation device that emitted H2S at a known rate.  A well defined flow rate of dry air was 
passed through a temperature controlled chamber containing the permeation device, resulting in 
a source stream of known contaminant concentration.  While this system does not utilize a 
feedback control loop to maintain the composition within the system, the total surface area of 
active material within the exposure chamber was kept very small relative to the availability of 
moisture and gaseous contaminant, and as such it can be assumed that the flow rates of reactants 
were sufficiently large to prevent any significant loading effects within the chamber. Samples 
were exposed to a mixed flowing gas stream consisting of air containing 10 ppb H2S at 30oC and 
a relative humidity of either 70% or 10%. Samples were monitored periodically during the 
exposure period to document the size distribution of the corrosion product blooms, the number 
density of corrosion sites, and the electrical contact resistance of the aged surface. 
6.3 Electrical Contact Resistance Measurements 
 Contact resistance data was collected using manual and automated techniques. All 
measurements were made using the four-point probe method and a Keithly Model 580 micro-
ohmmeter in dry circuit mode (the maximum source voltage is 20 mV) at the lowest available 
current range, 100 mA. Both techniques also utilized a 3 mm diameter hemispherical gold plated 
copper-beryllium probe and a Honeywell Sensotec load cell with a range of 0-250 grams. A 
single set of measurements were obtained from each such area, and no region was evaluated 
more than once (i.e., each resistance measurement was made on a portion of the surface which 
had not been previously tested).  
 For the manually acquired data (including the 2004 data set), resistance measurements 
were made at 30 random sites within a predetermined region of each sample utilizing an applied 
load of nominally 30g.   
 In 2007, a LabView 8.2 program was developed to take advantage of the Newport 
Corporation high-precision linear stages (X,Y and Z) used for the contact resistance platform and 
integrate the stages with the micro-ohmmeter and load cell. The program executes a slow 
velocity Z-scan which raises the sample/stage through a short vertical distance where it comes 
into contact with the stationary probe. The start and end point of the scan can be selected to 
obtain contact resistance data over a range of loads (e.g. 0 to 100 g). The X and Y stages can also 
be controlled to provide mapping capability on the sample. For the data shown in this report, a 
scan rate of 2x10-4 mm/s was used, which for a load range of 0 to 100 g, results in a total scan 
time of approximately 1 to 2 minutes. Data has also been collected at slower scans rates of 2x10-5 
(10 minute scan) and 2x10-6 mm/s (1 hour scan). Preliminary results for these scans (data not 
shown) indicate that slow scan rates, which would allow for a greater relaxation time, do not 
significantly change the measured contact resistance. The program automatically generates and 
saves an ASCII output file that includes the scan time in seconds, x and y position, load and 
resistance.  
 For most of the data sets, a single point contact was made for the contact resistance 
measurement. In a separate set of experiments to collect baseline (pre-exposure) data, the sample 
was brought into contact with the probe and then wiped across the surface over a distance of 2.5 
mm under an attempted nominal load of 30g. 
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7.0 Results 
 In this section we will first show results from attempting to match a 2004 data set for the 
electrical contact resistance of a 1.2 µm Au plated copper sample using the 2005 numerical 
model. This exercise provided validation for the basic premise behind the pore corrosion model 
for describing the electrical contact resistance. The exercise demonstrated that you could match 
the pore size distribution function, both in terms of the number density of blooms, Fig. 28 
containing numerical and experimental data, and the normalized size distribution of blooms (see 
Fig. 29 containing the experimental data and Fig. 31 containing the numerical data) while at the 
same time roughly matching the trends in the resulting electrical contact resistance (see Fig. 38). 
 Differences between the numerical and experimental results provided a task list of areas 
where additional information was needed such that a better understanding of the system could be 
established, and the model adjusted accordingly. The results of this analysis, which focused 
primarily on evaluating the contact resistance measured for an unaged surface (i.e., no exposure 
to an H2S containing environment), is presented later in this section. Section 7.4 then presents 
results of matching more recent experimental data with the current numerical model. 
 Fig. 38 shows the experimentally observed electrical resistance data for the 2004 tested 
coupons.  At each time interval, a series of 30 resistance measurements were taken on each 
sample as described in Section 6.  As shown in the figure, there is an appreciable tail associated 
with each cumulative probability distribution after the first week, indicating that the few large-
size blooms contribute to the most resistance increase in the population.  The median resistance 
value remains relatively unchanged throughout this study.  While a notable increase is observed 
in bloom density, as shown in Fig. 29, the tail in the distribution does not increase beyond five 
weeks.  The apparent restriction of the corrosion product blooms to a certain size (i.e., the size of 
large blooms does not appear to continually increase with time) is likely the result of the 
experimentally observed corrosion site passivation process discussed in Section 4.3. 
 The 2005 simulation results are overlaid upon the experimental data.  Table 5 
summarizes the constants used for the simulations.  Due to the large number of constants in this 
model, we have combined some from the literature and some determined by fitting the modeling 
results to our earlier experimental bare-copper coupon studies described in Section 3.5. From this 
comparison study arose several key points regarding modeling sensitivities.  In order to match 
the total bloom site density distribution provided in Fig. 28, the total pore site density input into 
the model, 0
dM , and the initiation rate, λ , (note the values of 0dM  and λ  are highly correlated) 
had to be adjusted to obtain the magnitude measured from the experiments.  The upper and lower 
pore size limits, Uporer  and 
L
porer , input to the numerical model then determined the final 
distribution of electrical contact resistances; Uporer  and 
L
porer  were fit to both the pore size 
distribution, Fig. 31, and to the experimental contact resistance. The final upper and lower pore 
sizes differed by a factor of 43, and their values were tightly constrained by the requirements of 
fitting both the pore distribution and the final contact resistances.   
 However, at the end of the process, we found that the film contribution from small 
blooms raised the ECR distribution in the entire population as the coupon ages, which is not 
what was observed in the experiment.  Hence, either we overstated the contribution of small 
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blooms in our simulations even though the bloom cut off fraction is only set at 0.01, or there was 
some other systematic effect that was not being accounted for.  In addition, to reproduce the 
large tail in the CPD electrical contact resistance, we had to increase the effective geometric 
interaction area of large blooms by adding in the presence of “halos” in the blooms. These halos 
have been shown to increase electrical contact resistances [32]. 
 
Table-5    Key model parameters used for the calculations 
Sub-model Value Source 
Growth 
Kinetics 
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Comparing the results from the simulation with experimental data, it can be seen that the 
model roughly predicted the ECR for the first week.  Beyond that time, the increase in resistance 
due to growth of the corrosion product film and blooms surpasses the experiments, yielding 
distributions higher than observed quantities. One positive point however, is that the predicted 
high-end tail of the numerical distribution roughly corresponds to the high-end tail of the 
experimental distribution. In other words, while we were getting the 50% CPD trend wrong, we 
were matching the trends in the high-end CPD curve. 
The failure to match the time dependence was partly due to the initial conditions that we 
had to assume in order to match the zero time baseline contact resistance, and therefore this issue 
brought us to understand that we needed to look more closely at the baseline data, i.e., the 
cumulative probability distribution one obtains on Au-plated copper before sulfidation actually 
begins. The thinking emerged that if we can’t understand and model the zero time behavior, then 
modeling the late time behavior after sulfidation occurs is problematic and necessarily not as 
rigorous as it needs to be. 
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Fig. 38 Electrical contact resistance for 1.2 µm coupons. Data points are 
experiment. Lines are predictions from the initial model. 
 
7.1  Matching Baseline Data 
 On looking at Fig. 38, we observed several problems with matching the initial 
distributions. As a baseline before corrosion even occurs, we would like to make sure that the 
CPD curve for the experiment and modeling can match. Additionally we would like to make sure 
the match extends to trends that involve changing the applied load. The model must be able to 
capture the electrical properties of an unaged interface (i.e., prior to the onset of sulfidation) in 
order to establish the proper baseline. Fig. 39 contains more recent data on the CPD curve for the 
baseline contact resistance of 1.2 micron Au-plated copper (no Ni underplating, 600 grit). 
Essentially, the experimental results have not changed; there is a large plateau region in the 
baseline around 0.01 to 0.02 ohms and there exists a tail region in the CPD region, as well, even 
though there is by definition no corrosion product on the coupon at this point. Note, if the probe 
is not cleaned, then there certainly could be corrosion product present, on the probe – similarly, 
there could be dust or other debris on the surface which could yield the large resistance tail to the 
distribution. 
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Fig. 39 Typical experimental CPD curve for the baseline data as a function of load 
applied. Sample was 1.2 µm Au on Cu (600 grit) coupon. 
 
 The first issue to tackle is the total absolute value of the baseline resistances. We will 
demonstrate that the contact resistance to be expected from metal-to-metal contact are actually at 
least an order of magnitude below the nominal value of 0.02 Ω indicated in Fig. 38, and while 
there is surprising scatter in literature data with little actual comment or discussion of the issue, 
many researches have obtained contact resistance data in the 0.001 Ω range or lower on clean 
systems. 
 The formulas for electrical contact between a probe and a plate (see Section 5.2) may be 
simplified greatly if there are no corrosion films. The following equation may be used: 
 intECR spotsR R R≡ +    
where 
 intR D
ρ=  and  11spots
spot
N i
R
R
= ∑    
The resistance of each asperity may be greatly simplified when there is metal-to-metal contact so 
that the following formula is applicable. 
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 (103)  
n is the number of asperities. nA  is the nominal contact area given by the Hertz formula. rA  is 
the actual total contact area, which can be obtained by summing up all of the individual contact 
areas, id  from the n asperities. In Eqn. (103), we have used the following formulas. 
 2
4n n
A Dπ=               2
4r i
A n dπ=  
At least the first part of Eqn. (103) is quoted in numerous places (e.g., ref [42]) and stems from 
Greenwood’s original formula. The second part is my manipulation to demonstrate the 
constitutive parameters that must be supplied to provide a quantitative result for Eqn. (82). The 
Hertzian diameter is approximated by the following simplified form of Eqn. (69). 
 
1/3
2.2 proben
FR
D
E
⎛ ⎞= ⎜ ⎟⎝ ⎠
,  (104) 
where E is the elastic modulus of the contacting metal, and probeR  is the radius of the probe, and 
F is the force on the probe. A typical value of E for gold is 125 GPa. Thus, with a probe radius of 
0.15 cm and a contact load of 50 gm, the nominal contact diameter may be calculated to be 39.7 
µm or 439.7 10−×  cm.  Now, these numbers combined with a resistivity value obtained by 
averaging copper and gold resistivities, 
 6 6 61.7 10 2.25 10 1.975 10ρ − − −= × + × = ×  ohm cm, 
yields a value for the geometric contact resistance, intR , of 
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−
×= = = ×× ohms. (105) 
Eqn. (105) effectively puts a floor on the lowest possible resistance for a given probe size. Then, 
the two constitutive models for n, the number of asperities, and /r nA A , the ratio of the actual 
contact area to the nominal contact area, determine the actual contact resistance value, which is 
higher than Eqn. (105) but not by much. 
 We may use Eqn. (77) to simplify Eqn. (103) further and obtain representative numbers 
for the relative sizes of the two terms in Eqn. (103). P is equal to the force divided by the 
nominal contact area given by the Hertz formula. Let’s go through a calculation for a 50 gram 
load: 
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From Yovanovich [50], the microhardness is typically 3 to 4 times larger than the bulk hardness 
of a material. Typical values of microhardness for metals and steel are 3-4 G Pa. Therefore, 
typical values of /r nA A  is 0.025. 
  Typical values of n are a couple of hundred (see Fig. 36). The functional dependence of n 
is dominated by the value of the ratio of the surface roughness to the mean absolute asperity 
slope. This is true for both Malucci’s treatment and for Yovanovich’s treatment [50]. If n is a 
couple of hundred or even 10, then the second term in Eqn.(103) will not be larger than the first 
term for our operating conditions.  
 The 0.02 to 0.1 ohm resistances that the Sandia data exhibits are outliers in terms of what 
is normally reported in the literature. Below is a sampling of literature values for unaged 
contacts. All of them are significantly below the Sandia values. No reports of unaged contacts 
with resistances above 0.01 ohms were found. Most reported resistances are at least a factor of 
10 below the Sandia numbers. Below is a bulleted list of representative numbers for contact 
resistances for unaged contacts: 
• (Takanao and Mano, 1968 [51]) have the following value in their Fig. 3 and Fig. 4 plots on 
p. 52 for the contact resistance as a function of load: (copper wire on copper wire) 
  50gm  0.0008 to 0.0015 Ohms   
  200gm  0.0008 to 0.001 Ohms  
      (Note, they go through a cleaning procedure and a roughening procedure to about 0.2 
micron CLA. 
•  (Abbott 1978 [52]) have the following value displayed in their Figure 6 for an 
electroplated Au on silver cross-rod system.  
               10gm  0.002 – 0.004 Ohms 
• (Antler, 1996 [53]) displays the following range of values in their Fig. 3, 7, and 8 for a 
cumulative probability distribution plot of an unaged contact 
          50 gm  0.003 – 0.007  ohms (hard to be precise about these numbers) 
• (Abbott, 1987 [54]) displays a CPD lot for his unaged contacts in his Fig. 3, obtained with 
a gold probe with a radius of 0.16 cm: 
           100 gm  0.0013 – 0.002 ohms 
•  (Martens, Pecht 2000 [55]) present a comprehensive treatment of the unaged electrical 
contact resistance. They report data for a range of loads for two different probe diameters, 
1.0 mm and 6.36 mm (ours is 3.0 mm). For the smaller probe diameter they obtain: 
         25 gm  0.0029 - 0.0045 ohm 
         50 gm  0.0020 – 0.0030 ohm 
   75 gm  0.0014 – 0.0022 ohm 
For the larger probe they obtain: 
       25 gm  0.0053 - 0.0065 ohm 
   50 gm  0.0039 – 0.0048 ohm 
  75 gm  0.0031 – 0.0039 ohm 
•  (Law et al., 1991 [56]) obtained the following contact resistances on their unaged 
Nickel/phosporus plated surfaces: 
  10 gm  0.002 – 0.0025 ohm 
  20 gm  0.0015 – 0.0020 ohm 
  50 gm  0.001 – 0.0011 ohm 
 82   
•  (Malucci 1995 [43]) has one plot of a CPR for the ECR of an unaged contact, Fig. 10. 
Gold on Gold results produced  
  100 gm  0.0011 – 0.0019 ohm 
• In (Malucci 1993 [41]) and (Malucci 1999 [57]), there are multiple figures of CPD curves 
for unaged contacts. All of these start with having low values in the 0.001 to 0.002 ohm 
range. There are even some points below 0.001 ohms (0.0004 ohms in his Fig. 6).  
 Given the literature study and numerical support for the expectation of a much lower 
electrical contact resistance from metal-to-metal contact, we undertook to understand our results 
more by carrying additional experiments. We also developed of an automatic way to sample the 
contact resistance at a series of different loads on the probe, enabling us to generate a lot of data. 
The load dependence is a crucial tool for understand the physical mechanism behind the contact 
resistance. 
 Fig. 40 and Fig. 41 contain results form an attempt to model baseline results from a 1.2 
µm Au plated copper sample run, whose data is plotted in Fig. 41 also. 
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Fig. 40 Numerical model’s CPD curve for the baseline. mdivh0 = 
1.094E4, Contact Surface Roughness = 2.6E-5 cm, Mixing 
Power Law Exponent = 13,  minimum corrosion film 
thickness = 2.2E-6, Corrosion film resistivity = 0.19 
 
The figure caption in Fig. 40 contains some of the input parameters that were necessary to model 
the experimental data in Fig. 41 (see Appendix A for a complete definition of these parameters) . 
The goal was to fit the experimental points at a load of 30 gm, while attempting to do the best we 
could at the other loads. In order to fit the absolute magnitude of the electrical contact resistance, 
we had to postulate the existence of an initial corrosion layer that was a significant fraction of the 
 83   
assumed surface roughness, such that most of the metallic contact within the contacting 
asperities was blocked.  
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Fig. 41 Numerical vs experimental. Experimental data from the baseline 
raw data_10RH_1.2 um Au-2 run 8/2007  
 
When we did this, however, the model produced an ECR dependence on the load that was 
greater than 1.0L− . This parameter regime is indicative of a varying amount of metal-to-metal 
contact, and has been seen by other researchers such as Malucci [41] and Timset [58] when 
making contact to aged surfaces with significant corrosion product layers. . Malucci modeled 
that scenario assuming a varying fraction of metal-to-metal contact, similar to what we have 
done using Eqn. (86). The basic problem is that the experimental data has a 0.5L−  dependence, 
and as previously shown, this is indicative of metal-to-metal contact in unaged contacts.The 
absolute ECR, however, is far higher than the value obtainable from metal-metal contacts.  
 The numerical model has a 1.3L−  power law dependence at this high an ECR value, and 
the results cannot be changed. In fact, a 1.0L−  dependence has frequently been used as an ad hoc 
indicator of contamination on the surface layer (see Timset [58]). The  1.0L−  dependence may be 
derived from Eqn. (87) assuming that all asperities have unpunctured interfacial contaminant 
films, resulting in 
 _spot film ii
i i
R
A d
σ ρ⎛ ⎞= +⎜ ⎟⎝ ⎠   (106) 
Assuming there are n equal asperities, then 
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 int i iECR spots
i r
R R R
D nA D A
σ σρ ρ= + = + = +  (107) 
Then, using Eqn. (77) 
 i iECR
n
H HR
D A P D F
σ σρ ρ= + = +  (108) 
If the resistance is dominated by the second term in Eqn. (108), then the resistance will be 
inversely proportional to the load and proportional to the interfacial contact resistance, iσ  
 What this boils down to is that beyond 0.002 or 0.003 ohms for our particular parameter 
regime, the contact resistance must be dominated by a corrosion product layer, or surface film 
effects. The physical parameters don’t offer any other solutions. The numerical model adds this 
interfacial film resistance, and gets the 1.3L−  power law dependence expected for the film 
resistance (it’s greater than 1.0 due to the fact that there is enhanced metal-to-metal contact as 
the load is increased). However, the experimental number has a contact resistance and a low 0.5L−  
power law dependence. This combination cannot be replicated by the numerical model. 
 Therefore we undertook to understand why the electrical contact resistance was higher 
than the 0.001 Ω range and to understand how we could manipulate the conditions to get it 
lower. We attempted to understand cleaning procedures. We explored the effects of surface 
roughness. We tried adding wipe to the experimental technique. And we discounted the effects of 
conduction path lengths within the probe and the coupon due to an order of magnitude analysis 
and the effects of the “other” connection to the coupon needed to create the circuit for the 
resistivity measurement. The following sections explore results from these studies. 
7.2 Surface Roughness: Baseline Model vs. Experiment 
 A key issue between numerical and experiment has emerged, that of the predicted 
numerical vs. experimental dependence between experiment and theory of the surface roughness. 
The main effect that surface roughness has is on the deformation of each asperity. The larger the 
surface roughness, the more each asperity deforms in the perpendicular direction for a given 
load; currently, this is modeled as a linear effect within the numerical code. The more each 
asperity deforms, the impact which any surface film has in terms of hindering metal-to-metal 
contact is reduced.  Eqn. (91) is the main governing equation within the numerical model. In 
Eqn. (91), the fraction of metal-to-metal contact established is based on a direct ratio of the 
corrosion film thickness to the amount of deformation experienced within a single asperity, 
which in turn is linearly related to the surface roughness. 
 The numerical model may be analyzed for the dependence of its results on the input 
surface roughness parameter. The results are presented in Fig. 42. Two input corrosion film 
thicknesses are plotted in Fig. 42, one with 1.0E-7 and one with 7.0E-7 cm thicknesses (note the 
values were motivated by Auger-sputtering results presented later).  The pre-plating specification 
on the copper surface roughness of 600 grit is indicated in the figure in blue for comparison 
purposes. For each curve a high and low parameter regime is indicated. For high surface 
roughness, the 1.0E-7 and one with 7.0E-7 cm corrosion-film thicknesses produce the same 
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average contact resistances, as the effects of the corrosion film are entirely mitigated by the large 
relative surface roughness.  The high surface roughness values are limited by the Hertzian-
constriction resistance. Metal-to-metal contact is achieved in the high surface roughness regime. 
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Fig. 42 Numerical model’s prediction of the average contact resistance on 
the surface roughness for two different corrosion film 
thicknesses: 50 gm load assumed.  Experimentally measured 
surface roughness is indicated in the plot in blue for reference. 
 
At low surface roughness a higher plateau in the contact resistances is reached. The value of the 
plateau is a linear function of the corrosion film thickness multiplied by the assumed resistivity 
of the corrosion product, which we have set to 0.19 ohm cm in the figure. . Typical values for the  
resistivity of the corrosion film vary between 1000 ohm-cm for Cu2O to 0.01 ohm-cm for Cu2S. 
Given its uncertainty, this parameter should therefore be considered as a fitting parameter. In the 
low surface roughness plateau regime, the corrosion film is never punctured by the contacting 
process (i.e., direct metal-to-metal contact is prevented). The previous section contained an 
analysis of this regime and resulted in Eqn. (108), which employed an interfacial contact 
resistance, iσ . That analysis holds for conditions on the lhs of Fig. 42. iσ is equal to a statically 
evaluated corrosion film thickness, it , Eqn. (99), multiplied by the corrosion film resistivity. 
Note, the red curve is a factor of 7 higher than the black curve within low input surface 
roughness regime because the input corrosion film thickness is a factor of 7 higher. 
 As part of the process of understanding the baseline results, the polishing finishes on 
copper coupons was varied (prior to plating), and the type of noble plating was varied. Three 
different surface polishing grits were used in order of increasing smoothness: 240 grit, 600 grit, 
and 1 micron. Then, two surface plating morphologies were applied - in one case, a single layer 
of Au 1.2 microns thick was deposited. The second morphology included a nominal 2.5 micron 
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Ni layer beneath the 1.0 micron Au layer. In Fig. 43 , results from an optical interferometry 
analysis of the plated coupons is presented. 
 
Fig. 43 Optical interferometry results on samples with different surface 
roughness preparations carried out on the bare Cu before 
electroplating : a)  1.2 micron Au on 240 grit; (b) 1.2 micron Au on 
600 grit; (c) 1 micron Au on 1 micron 
 
On the left side of Fig. 43 are pictures of the surface. On the right are profileometry results in the 
x direction. Table 6 contains the results of averaging the surface roughness of three 3 points on 
each coupon. It should be noted that the Au/Ni bilayers produced 15 to 30% rougher films for 
nominally the same copper-coupon surface treatment. 
 
 
 
  
(a) 
(b) 
(c) 
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Table-6 Surface Roughness (cm) 
1.2 micron Au on Copper  1 micron Au / Ni bilayer on Copper 
        
1 micron 600 grit 240 grit  1 micron 600 grit 240 grit  
 1.08E-05 2.52E-05  4.40E-06 1.39E-05 2.51E-05  
 1.11E-05 1.99E-05  4.50E-06 1.44E-05 2.60E-05  
 1.09E-05 2.53E-05  4.80E-06 1.38E-05 2.27E-05  
 1.09E-05 2.35E-05  4.57E-06 1.40E-05 2.46E-05  
 
The coupons were tested for their electrical contact resistance as a function of load. The results 
are presented in Fig. 44. 
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Fig. 44 Experimental measured peak contact resistances as a function of 
applied load for Au-plated copper and AuNi bilayer-plated 
copper. The bilayer consisted of 1 micron Au on top of 2.5 
micron Ni on top of Cu. The dotted line is an 0.66L− dependence 
for comparison. 
 
The experimental results turned out to exhibit opposite trends from the numerical model. In 
general the more reduced the initial surface roughness was, the lower the contact resistance turns 
out to be. Also, for a constant initial surface roughness, the AuNi layers exhibited higher initial 
contact resistances than the single-layer Au plated samples. One might have expected the Au and 
AuNi layers to have the same ECR if the Au layer was deposited in the same manner, under 
identical electrochemical conditions. However, the AuNi layers had greater ECR. This trend  
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may be correlated with the increase surface roughness of the AuNi films over the Au films. In 
other words it could be that the AuNi films had larger ECR’s because they had larger surface 
roughness values, but the results in Table 6 would need to be strengthened statistically.  
 What is evident is that even for the finest surface preparation of 1 micron polishing, all 
results are significantly greater than the < 0.001 ohm results dictated by the numerical modeling 
of clean surfaces. Therefore, none of the experimental results should be compared directly with 
the numerical results without taking into consideration the existence of systematic inaccuracies 
in the numerical model or equivalently the presence of unknown effects in the experiments. With 
the exception of the AuNi 240 grit sample, Fig. 44 indicates that most of the experimental data 
exhibits an 0.5L−  to 0.66L− dependence on the load in agreement with the previous data of Fig. 41. 
This dependence is not suggestive of a surface film, as the analysis leading to Eqn. (108) 
indicates that these surface films have an 1.0L−  dependence. The 0.66L−  dependence is actually 
indicative of a geometric effect, i.e., the first term in Eqn. (108) if ρ  could somehow be 
increased substantially (2 or 3 orders of magnitude from values characteristic of metals). Note, 
because the plating films are 1 micron and D, the Hertzian diameter, is on the order of 37 
microns, this increase in the effective value of ρ  may be achieved if there are unintentional 
buried barrier layers, for example due to inadequate cleaning of the native Cu oxide before the 
plating process. Assuming the presence of a series resistance due to an extra barrier layer results 
in the following formula modified from Eqn. (108): 
 2 2
4 4
i iBL BL BL
ECR
H HLR
D D F D D Fπ π
σ σρ σρ ρ= + + = + +  . (109) 
where BLρ  is the resistivity of the buried barrier layer and BLL  is the thickness of the barrier 
layer. Turning Eqn. (109) around we may solve for BLL  given a resistivity of 1000 ohm cm 
characteristic of Cu2O given a “needed” value of 0.05 ohms for ECRR , a typical experimental  
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Fig. 45 Average contact resistance from experiment and the 
numerical model as a function of contact load for Au plated 
copper coupons 
 
number. The result is 0.007BLL =  nm, a submonolayer of Cu2O value, which would certainly be 
easy enough to accumulate during the plating process. In Eqn. (109), we’ve replaced the barrier 
layer BLρ  and BLL , since the two are not separately identifiable: BL BL BLLσ ρ= . Therefore, Eqn. 
(109) is a possible candidate for a modified theory, since it fits the experiment trends. In 
particular it fits the major trend with respect to the load dependence. Note, the barrier layer may 
exist either within the coupon, within the probe or within both. The fact that the ECR varies with 
coupon preparation, i.e., Fig. 44, indicates that the thickest buried barrier would be within the 
coupon. 
 The agreement in Fig. 45 demonstrates that Eqn. (109) does a fairly good job at 
representing the base case load dependence, though Eqn. (109) still over-represents the observed 
load dependence to some degree. The data are taken from the same coupons as those presented in 
Fig. 44.  The numerical model was based on Eqn. (109) with surface roughness values input 
from Table 6. Initial corrosion film thicknesses of 7 nm were assumed. The 600 grit case 
assumed low and high values for BLσ  of 1.4E-7 and 2.0E-7 ohm cm-2. The 240 grit case assumed 
low and high values for BLσ  of 1.8E-7 and 4.3E-7 ohm cm-2.  
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Fig. 46 Experimental averaged contact resistances as a function of 
applied load for a pure solid Au coupon compared with the 
previous Au-plated results. The solid gold coupon that was 
abraded to 600 grit, degreased, and then cleaned before the 
ECR measurement. 
 
This discussion demonstrates that the plating process is not an innocent actor in the 
process, and may in fact provide the explanation for the disagreement between the numerical 
model and the experimental results. Recently we have carried out an experiment on a pure solid 
coupon polished to 600 grit. Fig. 46 contains the results, along with the previous Au-plating 
results for comparison. A significant decrease in the resistance is seen leading to at least partial 
but not conclusive support for Eqn. (109).  
 It should be noted that all of the data taken in Fig. 46 used the same Au-plated copper-
bellurium probe. Therefore, it may be the case that much of the resistance is within the plating of 
the probe, a hypothesis that must await experiments with a pure gold probe which was not 
available to us. These preliminary results are inconclusive due to a lack of direct experimental 
support for the complete hypothesis, however, and it’s clear that more experiments and attention 
must be focused on the plating process itself in the future. 
 Another possible issue might be the effects of surface films and surface preparation on 
the initial electrical contact resistance. Fig. 47 shows the results from an Auger sputtering 
analysis on a representative as-received Au-plated Cu coupon. A contamination over-layer 
consisting of hydrocarbons and possibly a Cu oxide was found on this coupon. The 
contamination layer was roughly 7 nm in depth. A UV ozone cleaning step was then added to the 
surface preparation, and the Auger sputtering analysis was redone. The final result, depicted in 
Fig. 47 (b) demonstrated that a 4 nm contamination layer persisted after the cleaning step.  
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            (a)                                                                 (b) 
     
Fig. 47 A contamination over-layer consisting of hydrocarbons and possibly a Cu 
oxide was found on the as-received and UV ozone-cleaned samples. UV 
ozone cleaning did not completely remove the contamination layer: 
thickness of 7 nm for the as received sample and 4 nm for the cleaned 
sample. . 
 
Fig. 48 exhibits the results of taking ECR measurements on the coupons before and after UV 
ozone cleaning. The minimum values in the CPD have not changed at all. However, the 
maximum values of the CPD curves are significantly decreased as a result of the UV ozone 
cleaning. In other words after cleaning the high end of the CPD curve was curtailed due to the 
cleaning, and therefore, the ECR measurement showed significantly less variability with a 
cleaning step than without it. 
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Fig. 48 The contamination layer contributes to an increased electrical contact resistance 
for baseline measurements. The clean samples exhibit lower peak values of ECR; 
minimum values of ECR are similar for as received vs. cleaned. 
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Fig. 49 Experiment vs numerical:  Effect of surface roughness – 
assuming 1.0E-6 cm for the surface roughness Variation of the 
resistance with respect to the load on the probe is adequately 
captured by numerical model (red) 
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While the alteration in thickness of the surface film by the cleaning process may not be 
statistically significant, the contact resistance data presented in Fig. 48 suggests that the nature of 
the surface films can impact the measured electrical contact resistance. Fig. 49 demonstrates that 
the numerical model may be made to fit the experiments to an adequate degree if the numerical 
model is tweaked.  The red line in Fig. 49 is from the 50% CPD numerical model with the 
surface roughness set to 1.0E-6 cm and a corrosion film thickness of 7.0E-7 cm assumed. The 
blue lines in Fig. 49 represent the bounds between the minimum and maximum measured ECR 
values. It’s clear that the experimental data has less dependence on load than the numerical data 
does. However, the fit is somewhat adequate.  
 It seems clear that all terms in Eqn. (109) may be actually be applicable in practice. Both 
surface films and buried layers may be possible sources for the high baseline ECR measurements 
measured. It is not possible with the available experimental data to deconvolute the experimental 
data further.  
 Fig. 50 plots the effects of several parameters on the CPD. Fig. 50 (a) plots the results of 
changing the probe radius on the CPD. In agreement with Timsit [58], the effects of the probe 
radius are secondary.  The reduced radius of the probe increases the surface pressure, creating a 
higher density of asperities with more interference, I, in each asperity.  
            (a)                                                                 (b)                                                    
 
Fig. 50  Probe radius doesn’t affect resistance much, in agreement with Timsit. The 
density of asperities does not matter until there are only 1 – 2. 
 
In Fig. 50 (b) a key parameter / om h  in the numerical model is varied over a large range. / om h  
controls the number of asperities per cm2 of surface area.  Fig. 50 (b) demonstrates that this 
parameter, which is relatively unknown, does not have a significant effect on the bottom line 
results until the number of asperities reaches the very low and physically unreasonable number 
of 5 or less. 
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7.3 Effect of Wipe: Baseline Model vs. Experiment 
 Most contacts, such as those that apply tines in a socket setup, work by applying both 
load and wipe during the contacting process. We’ve attempted to develop models within this 
program to account for the reduced experimentally verified reduction in the electrical contact 
resistance. Wipe affects the numerical model in two ways. The first way is the introduction of a 
wipe factor in Eqn. (93). This wipe factor has the effect of making more metal-to-metal contact 
for a given amount of corrosion film. The second effect is the inclusion of the wipe length 
multiplied by the Hertzian diameter into the formula for distinguishing between small and large 
blooms, Eqn. (64).  When wipe occurs, the corrosion blooms have to be larger in order to 
exclude surface area. 
   (a) 
(b) 
Fig. 51 The effect of wipe on the measured contact resistance. 
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Experiments were carried out with and without wipe. Scans with a wipe were carried out 
in the following way: the scan was initiated at a load less than 30 gm and increased in the +Z 
direction at a rate of 2E-4 mm/s until a nominal load of 30 gm was reached (this is referred to as 
“partial” automation). After a short relaxation time at 30 gm (approximately 30 seconds), the  
 
 
(a) 
    (b) 
Fig. 52 CPD curves for wipe vs no-wipe: The wipe served to 
narrow the distribution significantly. Automation of scans 
affected the resistance results.  
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probe was moved in the +Y direction through a distance of 2.5 mm while still in contact with the 
sample surface. Fig. 51 (a) contains a recording of the load vs. time trace produced by this 
procedure. As soon as the wipe was initiated by traversing the probe along the surface under 
pressure, the measured load on the probe increased significantly. Therefore, wipe and load could 
not be varied independently from each other. Fig. 51 (b) shows that the ECR decreased by a 
factor of ~2. However, most of the decrease can be attributed to the increase in the load. 
Fig. 52 (a) shows what a wipe trace of 2.5 mm looks like on a 600 grit copper coupon 
with a 1.2 micron Au plating. It is evident that significant damage to the baseline Au-plated 
surface occurs during a wipe. Fig. 52 (b) contains experimental results for the CPD curve for the 
case of wipe and no-wipe. Results are again fairly similar to no-wipe results with the equivalent 
load. As mentioned previously, the scans with wipe were partially automated and included 
relaxation times of ~30 s. This is compared to the “fully” automatic scans in which the entire 
load range of 0 to 100 gm was captured at a scan rate of 2E-4 mm/s, with effectively little to no 
relaxation time. Interestingly, the ECR at 30 gm measured by the fully automated scans is higher 
than the ECR at 30 gm measured by the partially automated scans and similar results are 
observed for the 100 gm ECR values. No resolution of this issue has been found. 
7.4 Matching Data from Literature Sources 
 It has been mentioned that the contact resistance measured and reported in the literature is 
generally an order of magnitude lower than current Sandia experiments. We went through the 
exercise of actually modeling the results from one set of data [58] reported. Fig. 53 contains a 
demonstration that the numerical model can match representative literature data as long as the 
absolute contact resistance is low enough. Fig. 53 contains experimental results for a pure gold-on-
gold system. The experimental dependence is roughly the 0.5L−  dependence required/predicted by the 
numerical method. 
However, when we go to model the Sandia data, we can’t do it, especially when we add in the 
dependence on load. 
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Fig. 53 Matching numerical vs literature experiment on gold-gold [58] 
 
To model the results from Fig. 53, it was necessary to assume the existence of a corrosion film of 
2.0E-6 cm with a nominal surface roughness of 5.00E-5 and a mixing power law exponent of 4. 
There was still significant blockage of the metal-to-metal contact at the asperity level in order to 
increase the contact resistance from the sub-milliohm level to the 1 milliohm-or-above level. 
However, the model can accommodate this, and does quite well. 
 Fig. 54 contains results from gold probe on pure “clean” copper coupon study also 
reported by Timsit [58]. The copper was cleaned just prior to the ECR measurement. 
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Fig. 54 Matching numerical vs literature experiment using a gold probe 
and a cleaned copper coupon with a copper oxide interface. 
 
However, the copper grows a native oxide very quickly. The low load part of Fig. 54 clearly 
shows that the load dependence is 1L−  in agreement with Eqn. (108). The numerical model can 
model the change from 1L−  to 0.5L−  with load when the absolute contact resistance is in the 1 
milliohm level. To model the results from Fig. 54, it was necessary to assume the existence of a 
corrosion film of 5.0E-6 cm with a nominal surface roughness of 5.0E-5 cm and a mixing power 
law exponent of 4. 
7.5 Modeling the Evolution of Corrosion with Exposure 
 In the past sections we have attempted to study how well the numerical model can predict 
the baseline experimental cumulative probability distribution data as a function of load, wipe, 
surface treatment, copper polishing treatment, and plating treatments. We obtained mixed results 
that indicated there are systematic effects in the experiment that we don’t yet have a good 
understanding of and that are therefore not included in the numerical model.  Section 7.4 
indicated that if those systematic effects were eliminated, we may do significantly better in 
matching the data. However, the main goal of the program was to model the evolution of the 
contact resistances as a function of the exposure to corrosive gases. In this section we attempt to 
use the model to match experimental results despite some of the current uncertainties. 
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Fig. 55 Visual inspection of aged Au-plated coupons  Samples shown: 
1.2 µm ASTM-B-488 Type I, Code C Au on oxygen free copper. 
Pre-plating surface roughness (Ra) of 262 nm (600 grit finish)) 
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Fig. 56 Experimental results for the average resistance measured for a 1.2 
µm ASTM-B-488 Type I, Grade C Au on oxygen free copper. 
Pre-plating surface roughness (Ra) of 262 nm (600 grit finish). 
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Fig. 57 Matching numerical vs experiment on aged coupons. (a) Time 
behavior of the 50% CPD values of the 50 gm numerical and 
experimental results. (b) 50% CPD values for the Numerical and 
experiment vs. load at 12 weeks. 
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Fig. 55 contains the pictures of the degradation of Au-plated copper coupons as a function of 
time for coupons corroded in the GES atmospheric corrosion testing exposure system. The 
coupons look increasingly splotchy as a function of exposure, indicating that halo effects are a 
significant part of the corrosion process. Fig. 56 contains results for the average contact 
resistance as a function of load measured from the Au-plated copper coupons. 
 We attempted to match the 12 week experimental data. The results for a 50% CPD are 
shown in Fig. 57, where we attempted to match the results at a load of 40 gm, and then see how 
well the dependence at other loads faired against experiment. At low loads, there is good 
agreement between the model and experimental data. However, at high loads the model 
exhibited a smaller fall-off compared to experiment. The time behavior of the numerical model, 
displayed in Fig. 57 (a), roughly captures the experimental behavior as well. In order to 
understand the model, a more detailed presentation of the model is contained in Fig. 58.  
There are two regimes in Fig. 58 broadly represented by an absolute resistance of 0.15 to 0.5 and 
0.5 to 4 ohms. The high data of 0.5 and larger cm actually represents the onset of surface 
occlusion by the large blooms portion of the model. Only a small portion of the geometric 
surface is open to allow the conduction in this part of the parameter regime. The other data 
represent conduction through asperities that are all coated by a thin layer of sulfide. The 
dependence on load in this layer mostly has to do with the predicted thickness of the oxide left 
after the contacting process, Eqn. (99), and the predicted total area of the asperity contact as a 
function of load, see Eqn.(77), i.e., there is conduction through a thin corrosion film on each 
asperity. There is no blockage of the surface due to large bloom effects for most of the cases, 
except for the tails of the CPD distributions. 
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The reason for this is that the 0.45 ohm absolute contact resistivity level doesn’t allow any other 
reasonable physical mechanism other than conduction  through a thin corrosion film that coats 
each asperity for its explanation. 
 Fig. 55 illustrates that halo effects, created by creep corrosion from pores, dominates the 
behavior in the late time region.  We have developed an ad hoc way of describing the growth of 
the halo, as it compares to the bloom, and have developed an ad hoc way to add its effects to the 
model for the electrical contact resistance. The controlling models that are critical for this 
parameter regime (i.e., Eqn. (99) ) are currently all empirical in nature and await the 
development of an experimental discovery process. 
 Quantifying the relationship between halo and flower awaits detailed experimental 
discovery.  Determination of a model for halo growth also awaits an experimental determination 
of the mechanism for halo growth, an exciting problem. There has been some qualitative work 
on how an electrical probe interacts with a halo by Martens et al. [32]. The results demonstrate 
that direct contact with a halo severely degrades an electrical contact, with the halo material 
acting like “paste”.  How the probe interacts with these big blooms, however, isn't understood or 
calibrated with experiment. Given these uncertainties and unknowns, the model does sufficiently 
well to claim qualitative agreement.  
7.6 Studies of Low Relative Humidity Corrosion in Plated 
Geometries 
 In the past sections we have attempted to study how well the numerical model can predict 
the baseline experimental cumulative probability distribution data and past experimental and 
numerical models have solely been calibrated on 70% relative humidity data.  
 We have recently carried out experimental results on plated Au coupons using a 10% 
relative humidity. The results are presented in Fig. 59. Surprisingly very little corrosion was 
observed during a 14 week interval compared to the 70% relative humidity case.   
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Fig. 59 Effect of the Relative humidity on the corrosion rate of Au or 
AuNi plated copper coupons. 
 
 The results from Fig. 59 should be placed in contrast to our earlier work on bare coupons, 
an example of which is provided in Fig. 10, Fig. 11, and Fig. 12. In the earlier work it was 
discovered that the corrosion proceeded on copper coupons at a very rapid rate for close to zero 
relative humidity. What has changed in the Au-plated case that caused the corrosion rate to be 
reduced so severely? 
 We have no conclusive evidence. However, the answer may lie in the previously seen 
induction period work displayed in Fig. 4, where it was experimentally determined that there was 
a humidity dependent induction period before Stage I was developed. It was conjectured that this 
induction period was caused by the need to puncture the Cu2O native oxide and that H2O helped 
catalyze this process. Additionally, in order to match the experimentally determined flower 
density growth presented in Fig. 28, we have had to invoke this induction period as an initiation 
rate constant λ in Eqn. (48).  
 Clearly, we could extend this initiation rate constant submodel represented by Eqn. (48) 
to model the 10% RH data represented in Fig. 59, given the experimental justification 
represented by Fig. 4. It should also be noted that grain size effects may play a significant role. 
The grain size of Cu2S is on the order of expected pore sizes. Therefore, interaction of pores and 
grains may mitigate the growth rate in the 10% RH data, since grains are larger in the10% RH 
case than in the70% RH case [12]. Resolution of these issues awaits experimental discovery. 
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8.0 Summary 
 A model describing corrosion of gold plated copper and its effects on the resulting 
electrical contact resistance has been developed to study the aging of Au-plated copper electrical 
contacts.  Experimentally, Au-plated copper coupons with two different thicknesses have been 
exposed to H2S contaminated air and monitored for corrosion products.  Site density, site 
distribution, and resistance data were taken over twelve weeks.  The growth kinetics is based on 
earlier work of Larson et al.  We have included pore-site initiation to account for an increase of 
observed bloom sites as a function of time and have included bloom passivation to account for 
relatively time-independent bloom distributions.  Simulation results show that the model predicts 
the experimentally observed electrical resistance data at early times and overpredicts beyond the 
first week.  This is due to the continual growth of corrosion film and blooms in the simulations, 
whereas the experimental data show little increase in electrical contact resistance as the coupons 
age.  Finally, the distribution of experimental ECR is particularly biased towards large blooms, 
and the model only partially succeeds at accommodating this skewness by increasing the contact 
resistance for large blooms.  A greater contribution to the ECR due to halo films around the 
blooms may be needed to be added to the model to portray the large tails in the ECR distribution 
found in this set of experimental data. 
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Appendix A: Details of the Model Implementation 
 The model is separated into three logical segmented programs. The first program 
calculates the growth of Cu2S through the pore using two one-dimensional treatments linked 
together. The second program combines the rate kinetics of the first program with the statistics 
involved with the number of pores and their distribution to derive an estimate of the uniform 
corrosion film thickness and the number distribution of large blooms and halos that interfere with 
the contacting process. The last program, contactRes, calculates the resulting contact resistance 
based on those inputs and on parameters related to the contacting process. 
 In this appendix we will describe the inputs to each of these three codes and the 
information contained in their connecting text files. We will first describe a common utility used 
within the connecting text files to describe a 1D probability distribution. 
 
A-1 Definition of Normalized Binned Probability Distribution 
 Figure A-1 contains a schematic of a binned normalized probability distribution. This 
distribution is used throughout the code to describe probability distributions and to advect these 
probability distributions forwards in time using first order PDE’s. The probability distribution, 
Pi, is given at a finite number of points, xi. A control volume is assumed to exist centered at each 
point. In that control volume the probability distribution is assumed to be constant. The control 
volumes extend to the midpoints between the points, xi, except for the first and the last point. The 
first and last points are labeled x0 and xn, where 1n +  is the number of points. The control 
volumes start and end at x0 and xn, respectively. The integral over these control volumes of the 
probability distribution is equal to one; this relationship is stated mathematically in Eqn. (110). 
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( )P x  is zero outside the range of 0x  and Nx .In order to obtain a dice roll against the probability 
distribution, we first must form the function, 
 ( )
0
( )
x
F x P x dx= ∫  , (112) 
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which can be thought of as all of the probability distribution which is smaller than the value, x. 
Then  
 1( ) ( )y x F x−=    (113) 
may be defined as the inverse function of ( )F x []. And, 1( ) ( [0,1])y x F P−= where 
[0,1]P represents a uniform dice roll between 0 and 1, is therefore the transformed deviate that 
corresponds to the probability distribution, ( )P x , defined by Eqn. (111). 
     
Fig. A-1 Schematic of a binned normalized probability distribution. Red 
numbers represent the probability distribution, Pi, at the 
position, Xi. Control volumes are centered on the red lines. The 
area under the black curve is defined to be equal to one. 
 
 Other types of normalized probability distributions are also used in the code. For 
example, a hat distribution (in log( )x ) is used to describe the initial pore distribution function. In 
all cases the integral ( )F x function and its inverse 1( )F y−  is used to calculate transformed 
deviates according to the underlying probability distributions. 
 In order to advect these probability distributions according to a first order PDE, it serves 
to just to advect the boundaries of these distributions, i.e., the black lines in Fig. A-1, along the 
characteristics lines of the first order PDE. Then, the integral probability within these lines is 
conserved and may be reevaluated to conserve the total amount of probability between the 
characteristics. 
A-1 Model for the Flower Growth 
 Calculation of the kinetics for bloom growth is handled by the first of the programs 
called, cu2s_mps. Essentially it handles the rate of growth of all possible pore sizes, represented 
by Eqn. (46) in the main text. For each sized pore, it also handles the rate of “pore death” by the 
Kirkendall voiding mechanism. Fig. A-2 and Fig. A-3 contains a sample input deck for cu2s_mps.  
    X0,P0              X1,P1       X2,P2         X3,P3                  X4,P4 
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The input file is structured in terms of nested blocks. Within each block are “cards” which have 
keylines, i.e., everything before the “=” sign, and values, which is everything after the “=” sign. 
Cards may be required or may be optional. An exclamation point or the “# “symbol at the 
beginning of a line denote the start of a comment.  The sample input deck is structured to give an 
explanation of the card as a comment just before the value of that card is given. It’s assumed that 
units are specified in the CGS system, except where noted. 
 The card Diffusion Coefficient specifies the value of VD  used in Eqn. (3), while the 
value of the card Initial Thickness specifies the initial height of the Cu2S layer that the 
diffusion calculation starts off with. This initial thickness and the initial value of the vacancy 
concentration, specified by the card Initial Vacancy Concentration don’t actually affect the 
numerical answers to the program, since their values are set to small enough quantities. An initial 
thickness is needed, however, in order to initiate the diffusion calculation. The domain then 
grows with time, with the mesh expanding with the growing domain. 
 The Molar Concentration of Lattice card specifies the density of the Cu2S lattice. It’s 
assumed that the diffusing species, VC , is a substitutional impurity located on the copper lattice.  
 The cards labeled “Problem 1 - CS Mechanism A1”, Problem 1 - CS Mechanism Aneg1, 
and Problem 1 - CS Mechanism A2 are inputs for the corresponding preexponential factors in 
Eqns. (1) and (2). The activation energy in Eqn. (1) for the forward and reverse direction is set at 
6.3 kcal mol-1, while the activation energy for the forward direction in Eqn. (2) is set to 0 kcal 
mol-1. 
 The card labeled Problem 3 - Au Plating Thickness determines the thickness of the Au 
plating through which the corrosion product initially grows. 
 The card Number of Grid Points specifies the number of control volumes in the moving 
control volume simulation. 
The MPS - Low Value of the Pore Size = 2.E-5 and the MPS - High Value of the Pore Size = 
8.E-5 cards specify the values of apr  and 
b
pr  in Eqn. (44). Pores size densities are distributed 
according to Eqn. (47). The number of pore calculations is given by the card MPS - Number of 
Pore Size Calculations = 40 . Pores size calculations are logarithmically distributed between 
the apr  and 
b
pr  values, according to Eqn. . (47), with the binned probability distribution (see 
section A-1) being evenly distributed in the ( )log pr  coordinate. 
 The card  Kirkendall Cutoff Beta = 4 specifies the value of the adjustable rate constant 
β  in Eqn. (55), which determines the rate of cutoff of large-volume blooms. 
 Fig. A-3 contains a continuation of the cu2s_mps input deck. It contains the items dealing 
with the time integration of the equations. Each pore size is integrated in time from the initial 
time, 0, to the final time given on the card , Final Time = 7.2576E6 . given in seconds. 
Intermediate data is written out at fixed times to the output file, given in the card, Intermediate 
Output Delta Time = 0.6048E6. Currently, it’s set at a day. The intermediate times are used to 
the method to delineate what times are used for further processing of the simulation data.  
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! Gas Temperature - double (no default) (required) units = Kelvin 
Temperature = 298. 
!--------------------------------------------------------------- 
! Initial Thickness 
Initial Thickness = 1.0E-6 
!--------------------------------------------------------------- 
! Diffusion Coefficient (default = 1.0) 
!         (units = cm2/sec) 
Diffusion Coefficient = 7.0E-8 
!--------------------------------------------------------------- 
! Initial Vacancy Concentration (default = 1.0) 
!         (units = mol/cm3) 
Initial Vacancy Concentration = 1.523E-12 
!--------------------------------------------------------------- 
! Molar Concentration of Lattice  
!               (i.e., each Cu2S counts as one)  
!               Units = mol /cm3          default = 1.0 
Molar Concentration of Lattice = 3.52E-2 
!--------------------------------------------------------------- 
! Problem 1 - CS Mechanism A1 
!             Preexponential for the reaction on the gas Cu2S surface 
!             involving the creation of Cu2S lattice sites and Cv from H2s. 
!             units = cm/sec default = 2.71E5 cm/sec. 
Problem 1 - CS Mechanism A1 = 4.00E7 
!--------------------------------------------------------------- 
! Problem 1 - CS Mechanism Aneg1 
! Prexponentialf for the reverse reaction that creates 
!     Cu2S lattice sites from H2S.  
!     units = cm4/mol/s   default = 1.01E5 cm4/mol/s 
Problem 1 - CS Mechanism Aneg1 = 4.27E3 
!--------------------------------------------------------------- 
!  Problem 1 - CS Mechanism A2 
! -> Prexponentialf for the reaction with extinguishes  
!       copper vacencies at the copper - copper sulfide interface 
!     units = cm4/mol/s    default = 9.97 cm4/mol/s 
Problem 1 - CS Mechanism A2 = 2.0E2 
!--------------------------------------------------------------- 
!  Problem 1 - CS Mechanism X_H2S 
!                 Input mole fraction for H2S 
!                  units = unitless         default = 1.41E-7 
Problem 1 - CS Mechanism X_H2S = 10.000E-9 
!--------------------------------------------------------------- 
!  Problem 3 - Au Plating Thickness 
!                -> Input thickness of plating 
!                    units = cm      default = 1.E-4 
Problem 3 - Au Plating Thickness = 1.1684e-4 
!--------------------------------------------------------------- 
! Number of Grid Points - int (default = 10) (required) 
!           Specify the number of grid points to use in the control volume method. 
Number of Grid Points = 100 
!--------------------------------------------------------------- 
! MPS - Low Value of the Pore Size (default 1.0E-5) 
!            Multiple Pore Size Run -> Specify the lowest value of the 
!                      pore size to be attempted.  The default is 1.0E-5 cm or 0.1 micron. 
MPS - Low Value of the Pore Size = 2.E-5 
!--------------------------------------------------------------- 
! MPS - High Value of the Pore Size (default 1.0E-4) 
!         Multiple Pore Size Run -> Specify the highest value of the 
!             pore size to be attempted.  The default is 1.0E-4 cm or 5.0 micron. 
MPS - High Value of the Pore Size = 8.E-5 
!--------------------------------------------------------------- 
! MPS - Number of Pore Size Calculations (Default 10) 
!                  Number of Pore size calculations 
MPS - Number of Pore Size Calculations = 40 
!-------------------------------------------------------------- 
! Kirkendall Cutoff Beta (default 0.0) (optional) 
!      Proportionality factor for specifying the probability 
! of a pore being cut-off from further growth. 
Kirkendall Cutoff Beta = 4. 
 
Fig. A-2  Excerpts from an input deck for cu2s_mps 
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######################################################################## 
# START BLOCK TDCADS TIME STEP PARAMETERS 
######################################################################## 
!--------------------------------------------------------------- 
! Initial Time Step - double (no default) (required) 
!    units = sec 
!  Initial time step 
Initial Time Step = 1.0E-7 
!--------------------------------------------------------------- 
! Final Time - double (no default) (required) 
!    units = sec 
!  Final time for integration = 84 days = 12 weeks 
Final Time = 7.2576E6 
! -------------------------------------------------------------- 
! Intermediate Output Delta Time (0.0) (optional) 
!        This time is used by the UQ algorithm to provide intermediate 
!        solution output at a sequence of times. (2 weeks) units = sec 
Intermediate Output Delta Time = 0.6048E6 
!-------------------------------------------------------------- 
! PrintFlag - Int (default 1) (optional) 
!               Set the amount of printing from each time steo 
PrintFlag = 1 
! -------------------------------------------------------------- 
! Maximum Number of Time Steps - Int (default large) (optional) 
! 
!  Set the maximum number of time steps 
Maximum Number of Time Steps = 1000000 
! -------------------------------------------------------------- 
! Relative Time Step Error Tolerance - dbl (default 1.0E-3) 
!                                          (optional) 
!               limits 1.0E-9 < RTol < 0.5 
!  Set the relative time step error tolerance 
Relative Time Step Error Tolerance = 1.0E-3 
! -------------------------------------------------------------- 
!  Absolute Time Step Error Tolerance - dbl (default 1.0E-6) 
!                                          (optional) 
!               limits 1.0E-30 < ATol < 1.0E-4 
!  Set the absolute time step error tolerance. 
Absolute Time Step Error Tolerance = 1.0E-15 
! -------------------------------------------------------------- 
!  Number of Constant Delta T Time Steps - int (default 0) 
!                                          (optional) 
!               limits 0 < num < MAX_INT 
! 
!  Set the number of initial time steps that will be taken 
!  where the time step error control will not be applied.  
Number of Constant Delta T Time Steps = 2 
! ------------------------------------------------------------- 
!  Print Solution Every n Steps  - int (default 1) 
!                                     (optional)   
!               limits 0 < n < INT_MAX 
!  Set the time step interval at which the solution 
!  will be printed. This defaults to printing at every 
!  time step 
Print Solution Every n Steps = 0 
! -------------------------------------------------------------- 
!  Print Solution at n Regular Intervals - int ( default 0) (optional) 
!                limits 0 < n < INT_MAX 
!  Prints the solution at n regular intervals wrt to the  final time, TOUT. 
Print Solution at n Regular Intervals = 0 
! -------------------------------------------------------------- 
!  Print Solution for first n Time Steps - int (default 0) 
!                                         (optional) 
!              Prints the solution at the first n time steps. 
Print Solution for first n Time Steps = 0 
 
Fig. A-3  Excerpts from an input deck for cu2s_mps 
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A-2 Calculation of the Uniform Product Growth 
 The cu2s_pore program takes the calculated flower growth distribution and sets up some 
rules for how it is distributed between a uniform product growth and large blooms, as a function 
of time. The basic mathematics for this is described in Section 4.0. cu2s_pore, solves the first 
order PDE equation for the probability distribution of bloom heights as a function of time. 
 The program takes as its input an ascii file, cu2s_distribution.txt, created from 
cu2s_mps. As described in the last section, it contains a description of the pore growth kinetics 
and death rates as a function of the pore size and time. It then propagates the pore probability 
distribution in time via the method of characteristics. It keeps track of the distribution of both 
live and dead flowers. Finally it makes decisions about which flowers will be thrown into the 
uniform corrosion bin and which flowers will be considered as discrete statistical events.  
 The output file from the cu2s_pore program is called ProbDens_CorrosionProd.txt. It 
contains a normalized probability distribution for the discrete flowers as well as a single 
corrosion film thickness value at each of the intermediate times delineated in the cu2s_mps 
program. 
 Fig. A-4 and Fig. A-5 contains a sample of a cu2s_pore input deck. Several options are 
repeated from the previous program, and their description won’t be repeated here. 
 The parameter “CRP - Length of Wipe” specifies the length of the wipe. Essentially, this 
option influences the size of blooms that gets treated as large and therefore statistically, versus 
those that get lumped into a constant corrosion product. The total volume of small blooms is 
assumed to comprise a uniform surface corrosion product layer and is used as input to contact 
resistance model.  The cutoff formula for treating blooms statistically is given by Eqn. (114). 
 ( )bloom hertz wipe hertzV f A l Dσ> +  (114) 
If a bloom occupies an area larger than a fraction,  f, of the product of the Hertzian contact area, 
hertzA  and diameter, hertzD , and surface roughness, σ , then the effect of the bloom is treated in a 
different manner. The bloom fraction cut off, f, is an adjustable parameter in the model, 
nominally set to 0.01. This choice of f reflects bloom population in a subset of “small” and all of 
“medium and above” categories.  If the bloom area exceeds f, then parts of the Hertzian contact 
area will be unavailable for direct contact except via conduction through the corrosion product 
bloom due to steric hindrance. Wipe serves to greatly increase the area over which the bloom 
product may be “wiped” below the thickness where it would preclude close contact between the 
two surfaces. This empirical model serves to adjust the degree of a tail end distribution on CPD 
plots for electrical contact resistance.  
 Eqn. (114) contains the expression for hertzD , the diameter of the Hertzian contact area. In 
order to calculate this area, details of the contact process need to be supplied to cu2s_pore. These 
input parameters are listed in Fig. A-5. These parameters specify the input for calculation of 
Eqn. (69). 
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Type of Pore to Bloom File = GrowthRateMatrix  
!  Problem 3 - Au Plating Thickness 
! -> Input thickness of plating (cm) 
Problem 3 - Au Plating Thickness = 1.1684e-4 
!--------------------------------------------------------------- 
! MPS - Low Value of the Pore Size (default 1.0E-5 
! Multiple Pore Size Run -> Specify the lowest value of the 
! pore size to be attempted. 
! The default is 1.0E-7 cm or 0.1 micron. 
!--------------------------------------------------------------- 
MPS - Low Value of the Pore Size = 2.E-5 
! MPS - Low Value of the Pore Size = 30.E-6 
!--------------------------------------------------------------- 
! MPS - High Value of the Pore Size (default 1.0E-4) 
! Multiple Pore Size Run -> Specify the highest value of the 
! pore size to be attempted. 
! The default is 5.0E-4 cm or 5. micron. 
!--------------------------------------------------------------- 
MPS - High Value of the Pore Size = 8.E-5 
!--------------------------------------------------------------- 
! MPS - Number of Pore Size Calculations (Default 10) 
! Number of Pore size calculations 
! the default is 10. 
MPS - Number of Pore Size Calculations = 40 
!--------------------------------------------------------------- 
! MPS -Distribution Type of Pore Sizes 
! This specifies P_s the pore distribution function. 
! By definition, the integral over the distribution must equal 1 
! The default is 1 
! 0 - log pore size is evenly distributed between  
!     PO.MPS_LPoreSize and PO.MPS_HPoreSize 
! 1 - log pore size is distributed in a hat function fashion between 
!     PO.MPS_LPoreSize and PO.MPS_HPoreSize 
MPS - Distribution Type of Pore Sizes = 1  
!-------------------------------------------------------------- 
! MPS - Average Density of Pores (per cm-2) 
! This input card specifies the average density of pores on 
! the sample. It's what you get when you take a photograph 
! of a sample, and visually count the number of pores that 
! show up as a function of the area. 
! default = 1 cm-2 
MPS - Average Density of Pores (per cm-2) = 2.5E04 
!-------------------------------------------------------------- 
! CRP - Length of Wipe = [double]  
! This input card specifies the Length the wipe (cm) under load 
CRP - Length of Wipe = 0.0 
!------------------------------------------------------------- 
 
Fig. A-4 Sample input deck for cu2s_pore.  
 
 The output of the cu2s_pore program is fairly simple. For each time output, it produces 
an estimate of the uniform corrosion product in cm. It produces a binned normalized probability 
distribution for the large blooms, and an associated number density of large blooms. The axis of 
this distribution is the bloom radius. These values comprise the sole input to the contact 
resistance subprogram defined in the next section. 
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!------------------------------------------------------------- 
! CRP - Probe Radius = [double] [required]  
! 
! This input card specifies the nominal radius of the probe. 
! The actual radius of the contacting area will be  
! calculated from the Heinz stress formula for elastic 
! solids.          units = [cm] 
CRP - Probe Radius = 0.15 
!-------------------------------------------------------------- 
! CRP - Probe Load = [double] [required]  
! This input card specifies the force that the probe makes 
! when contacting the contacting plate. The units of the 
! force are in grams.   units = [gm] 
CRP - Probe Load = 30. 
!-------------------------------------------------------------- 
! CRP - Contact Modulus of Elasticity [double] [optional]  
!  Modulus of elasticity of the proble 
!  default = 87.E10 (gold)  units = cgs 
CRP - Contact Modulus of Elasticity = 125.E10 
!-------------------------------------------------------------- 
! CRP - Contact Surface Roughness [double] [required]  
(CONTINUED) 
 
Fig. A-5 Sample input deck for cu2s_pore (cont). 
  
!--------------------------------------------------------------- 
!  Type of Corrosion File = [single time | multiple times ] 
!  Determines which file type to process.  
Type of Corrosion File = single time 
!--------------------------------------------------------------- 
!  Problem 3 - Au Plating Thickness 
! -> Input thickness of plating 
!     units = cm 
!     default = 1.E-4 
Problem 3 - Au Plating Thickness = 1.0E-4 
!-------------------------------------------------------------- 
! CRP - Length of Wipe = [double]  
! This input card specifies the Length of the wipe under 
! load 
! units = [cm] 
CRP - Length of Wipe = 0.025 
!-------------------------------------------------------------- 
! CRP - Probe Radius = [double] [required]  
! This input card specifies the nominal radius of the probe. 
! The actual radius of the contacting area will be  
! calculated from the Heinz stress formula for elastic 
! solids. 
 ! units = [cm] 
CRP - Probe Radius = 0.5 
!-------------------------------------------------------------- 
! CRP - Probe Load = [double] [required] 
! This input card specifies the force that the probe makes 
! when contacting the contacting plate. The units of the 
! force are in grams. 
CRP - Probe Load = 100. 
!-------------------------------------------------------------- 
! CRP - Contact Modulus of Elasticity [double] [optional]  
!  
!  Modulus of elasticity of the proble 
!  default = 125.E10 (gold) 
!  units = cgs 
CRP - Contact Modulus of Elasticity = 125.E10 
!-------------------------------------------------------------- 
! CRP – Contact Microhardness [double] [optional] 
! Microhardness of the softest material 
! Default = 170.E3 
! Units = PSI 
CRP – Contact Microhardness = 170.E3 
 
Fig. A-6 Input file for contactRes program 
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A-3 Electrical Contact Resistance Model 
 In the previous sections, an evolution model for the growth of copper sulfide blooms is 
created and documented.  It must be linked to a contact resistance model such that the impact of 
corroded surface topology may be assessed. The program contactRes takes the corrosion product 
as described in the file ProbDens_CorrosionProduct.txt and produces an estimate of the 
cumulative probability distribution of contact electrical resistances at each discrete time. Output 
is written to the file CPG_ContactResistance.txt, which contains the cumulative probability 
distribution function for a set of discrete times. It should be noted that contact with respect to all 
blooms in the normalized probability distribution are treated in a statistical manner, i.e., 
according to the algorithm described in Section 5.2.1. The distinction between a uniform 
corrosion product layer and a discrete bloom has already been made in the program cu2s_pore 
and the results incorporated into the input file for contactRes. 
 
!--------------------------------------------------------------- 
! CRP – Contact mdivh0 [double] [optional] 
! Scaled slope of the asperities 
! Default = 2.78E4 / 2.54 
! Units = number / cm 
CRP – Contact mdivh0 = 1.094E4 
!------------------------------------------------------------- 
! CRP - Contact Surface Roughness [double] [required]  
! Surface Roughness of the contact / probe combination.  
! default = 0.3E-4 (gold) 
!units = cm 
CRP - Contact Surface Roughness = 0.3E-4 
!------------------------------------------------------------- 
! CRP -  minimum corrosion film thickness [double] [optional] 
! default = 0.0 
!   units = cm 
CRP - minimum corrosion film thickness = 0.0e-4 
!-------------------------------------------------------------- 
! CRP - Mixing Power Law Exponent [double] [optional]  
!  Power law exponent in the mixing rules for asperity contact 
! default = 7.0 
!    units = unitless 
CRP - Mixing Power Law Exponent = 7.0 
!------------------------------------------------------------- 
! CRP - Probe Resistivity [double] [optional] 
! Defaults to copper (1.7E-6 ohm cm)  
! ------------------------------------------------------------- 
CRP - Probe Resistivity = 1.7E-6 
!------------------------------------------------------------- 
! CRP - Surface Resistivity [double] [optional] 
! Defaults to gold (2.255E-6 ohm cm)  
! ------------------------------------------------------------- 
CRP - Surface Resistivity = 2.255E-6 
!------------------------------------------------------------- 
! CRP - Corrosion Film Resistivity [double] [optional] 
!  
!   Units are Ohm Cm. Note valid ranges of this 
!   go up to 1.0E14 and go down to 0.01, depending on the material system 
!   the 1000 is for Cu2O, 0.01 would be for Cu2S, and 1.0E14 would be 
!   for aluminum oxides. 
!   This defaults to 0.1 Ohm cm 
CRP - Corrosion Film Resistivity 0.1 
!------------------------------------------------------------- 
! CRP – Series Resistance 
!     Added resistance due to conduction through metal 
!     units = volts, default = 0.0 
CRP – Series Resistance = 0.0 
 
Fig. A-7 Input File for contactRes program (cont) 
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 Fig. A-6 and Fig. A-7 contains excerpts from the input file to contactRes. Much of it is 
self-explanatory. The card CRP – Contact mdivh0 = 1.094E4 defines the horizontal one-
dimensional density of asperities. Therefore, the total number of asperities at low loads is 
actually proportional to the square of this number. However, it should be noted that results are 
less dependent on this value than one might think, because the relative area of contact is not 
affected by this value. We have no definitive experimental data for the value of Contact mdivh0 
so we have stuck with a nominal value supplied by Malucci. The card CRP - Contact Surface 
Roughness = 0.3E-4 specifies the roughness of the surface in the vertical direction. The default 
value is again a nominal value in rough agreement with supplied vendor data. 
 One of the most important tasks in creating an agreement between experiment and theory 
is to making an agreement between the zero time results. We have included two modifications to 
the original electrical contact treatment to accommodate agreement with experiment at the zero 
time level.  One is to add in an initial corrosion product that is formed before the actual 
accelerated corrosion experiments start. The card CRP - minimum corrosion film thickness = 
0.0e-4 supplies this initial thickness. The default value is zero. However, nominal values for the 
initial product measured (using Auger) from vendor supplied data have been in the range of 7.0 
nm, consisting of CuO2 and an organic mixture. Even after a UV ozone treatment, the nominal 
value is 4.0 nm. Therefore, every surface has  some residual film on it, and this parameter may 
be used to specify it. The relative value of the minimum corrosion thickness and the surface 
roughness is an important determiner of the initial contact resistance. 
 The other modification is to add in a series resistance that exists in the experiments 
before testing for agreement of the model. In actuality, the experiments do include a series 
resistance. The probe makes contact with the aged surface. However, the measurement actually 
includes another connection to the coupon via a clamped-wire connection. The experimental 
device actually measures the combined resistance of the probe –coupon and coupon-clamped-
wire interfaces, as well as the resistance created through conduction through the probe and wafer. 
This series resistance is handled via the CRP – Series Resistance card, which has a default of 0 
volts. 
A-4 Sample Input Deck and Calculation 
 If the contactRes program is run using the input from Fig. A-6 and Fig. A-7, assuming 
that there is no initial corrosion thickness, the CPD curve in Fig. A-8 will result. The resulting 
CPD curves for resistance is flat and very close to the constriction resistance limiting value  
(Eqn. (83) ) of  0.5 milliohms for the parameters in Figure A-5. It turns out that there are enough 
asperities with enough real contact area to cause the constriction resistance, intR , Eqn. (83), to be 
larger than the resistance through the asperities, spotsR , Eqns. (84). In this limit, the contact 
resistance is experimentally observed to have a -1/3 to -1/2 power law dependence on the applied 
load; this dependence and relatively low milliohm level values have been observed by multiple 
researchers [43, 27]. 
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Fig. A-8 Sample Baseline Results for contactRes program. Input file from Fig. A-6 and 
Fig. A-7.  
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