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DYNAMICS OF MANY SPECIES THROUGH COMPETITION FOR
RESOURCES
WENLI CAI AND HAILIANG LIU
Abstract. This paper is concerned with a mathematical model of competition for re-
source where species consume noninteracting resources. This system of differential equa-
tions is formally obtained by renormalizing the MacArthur’s competition model at equi-
librium, and agrees with the trait-continuous model studied by Mirrahimi S, Perthame
B, Wakano JY [J. Math. Biol. 64(7): 1189-1223, 2012]. As a dynamical system, self-
organized generation of distinct species occurs. The necessary conditions for survival
are given. We prove the existence of the evolutionary stable distribution (ESD) through
an optimization problem and present an independent algorithm to compute the ESD
directly. Under certain structural conditions, solutions of the system are shown to ap-
proach the discrete ESD as time evolves. The time discretization of the system is proven
to satisfy two desired properties: positivity and energy dissipation. Numerical examples
are given to illustrate certain interesting biological phenomena.
1. Introduction
The evolution by natural selection is the most ubiquitous and well understood process
of evolution in living systems. Adaptive dynamics, as a branch of evolutionary ecology,
aims at describing the evolution of species along a phenotypic trait, which characterizes
each individual. In general, individuals which have similar traits (e.g. body size or weight,
the age of maturity) face strong competition. Using models of competition-driven spe-
ciation, several theoretical investigations have confirmed that the distribution of species
in continuous trait space often evolve toward single peak or multiple peaks which are
distinct from each other (see [7, 8, 9, 12, 14, 17]). This provides a mechanism of evolution
of diverse but distinct species in nature.
Though most of existing results are typically derived from a single model which pre-
sumes direct species competition of Lotka-Volterra type, competitive interaction among
species generally happens in competition for resource such as prey or nutrient. For in-
stance, birds with similar beak shapes compete against each other because of using similar
food resource (see [16]). It is desirable to model the competitive interaction implicitly
through the resource competition. A classical result on a discrete model of species compet-
ing for noninteracting resources is due to MacArthur [11], where it was shown that natural
selection by interspecies competition will lead to low points on a function landscape.
In the MacArthur system the evolution of each species is invariant under a rescaling of
the species abundance. Such rescaling allows us to renormalize the resource equation via
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the equilibrium relation, as a result we obtain a renormalized discrete system of form
d
dt
fj(t) = fj(t)
[
aj + h
N∑
k=1
Kjk(Rk(t)− R∗k)
]
for 1 ≤ j ≤ N, (1.1a)
d
dt
Rk(t) = mk [R
∗
k −Rk(t)]− hRk(t)
N∑
j=1
Kjkfj(t) for 1 ≤ k ≤ N, (1.1b)
which incorporates traits in both consumer species and resource. Here all mk, R
∗
k, h are
positive, and all Kjk are, at least, nonnegative. Doubtless the dynamics of competition
requires further elaborate terms to reflect more realistic situations, we find it interesting
to see what consequences even these equations may have.
In this paper we study (1.1) based on the resource competition (see section 2 for fur-
ther details on model formulations), and advance our understanding of how parameters
(e.g., intrinsic growth rates, competition coefficients) are related for revealing interesting
patterns. We investigate issues such as threshold conditions for survival of population
species, possible forms of steady states and time-asymptotic convergence towards discrete
steady states. We confirm that self-organized generation of distinct species can happen.
We also prove global convergence to the special steady state, the so called evolutionary
stable distribution (ESD), characterized by
∀j ∈ {1 ≤ i ≤ N, f˜i = 0}, aj + h
N∑
k=1
Kjk(R˜k −R∗k) ≤ 0. (1.2)
Interestingly, we demonstrate that the ESD is the unique minimizer of a globally convex
function of form
H(f) = −
N∑
j=1
(
aj − h
N∑
k=1
KjkR
∗
k
)
fj −
N∑
k=1
mkR
∗
k ln
(
mk + h
N∑
j=1
Kjkfj
)
,
and hence it can be computed by nonlinear programming algorithms independent of the
constrained equation (1.2) for the ESD.
The discrete model when taking the resource weight h to be the inverse of the number of
species N serves as an approximation system to the continuous model that has been well
studied in seminal works of Mirrahimi, Perthame and Wakano [12, 13], where the authors
investigate the evolution dynamics of traits when adopting a resource-consumption kernel,
instead of a direct competition kernel. Therefore, our discrete model also provides a simple
numerical scheme with desired solution properties to simulate the biologically relevant
phenomena governed by the continuous model [12]. In addition, the threshold conditions
of survival for the discrete model are in agreement with those for the continuous model in
[12]. The numerical analysis presented in this work is inspired by but differs from some
priori works [3, 4, 5, 10], in which various results have been established for several direct
competition models consisting of a single equation.
Contributions. Under appropriate assumptions (see (2.4)), we shall prove the follow-
ing assertions regarding the system of equations (1.1):
(1) Positivity preserving and bounded resources (Theorem 3.1).
(2) The total biomass is uniformly bounded for all time t > 0 (Theorem 3.1).
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(3) If aj ≤ 0 for all 1 ≤ j ≤ N , species are wiped out and extinction occurs, otherwise
system survives (Theorem 3.2).
(4) If
∑N
j=1 aj < 0, there are no positive steady states f˜j (Theorem 3.3).
(5) If aj > 0 for some j, persistence and concentration occur on the fittest traits. The
threshold conditions established are as follows:
• if ai > 0 for any i, then ρ¯hδji > 0 is a steady state (Theorem 3.4);
• if steady state f˜j is positive for j ∈ J , then
∑
j∈J aj ≥ 0.
(6) Let (f˜ , R˜) be a bounded ESD, then (Theorem 4.2):
fj(t)→ f˜j, Rk(t)→ R˜k as t→ +∞.
To the best of our knowledge, our paper is the first mathematical study of discrete system
(1.1). We focus on qualitative properties of solutions at different times. In addition, we
also analyze the discrete model as a stable numerical scheme (see section 5 and 6).
The rest of this paper is organized as follows. In Section 2, we present model formu-
lations of species competition through resource dynamics by linking to the MacArthur’s
classical model and the continuous model. Section 3 identifies necessary and/or sufficient
conditions for the survival of population and the forms of steady states. In Section 4, we
prove that the discrete ESD exists and is unique by constructing the nonlinear function
mentioned above and such ESD is shown to be asymptotically stable. In Section 5 we give
details on the time discretization and algorithm for numerical implementation. Finally
numerical examples are presented in Section 6.
Notations: For discrete function vj , ‖v‖1 =
N∑
j=1
|vj|. The Kronecker delta δji is a piece-
wise function of variables i and j in the sense that δji = 1 for j = i and 0 for j 6= i. We
use (·)+ to denote the positive part of the underlying quantity.
2. Model formulations
2.1. The discrete model. We begin with the MacArthur competition model [11] for
noninteracting resources:
d
dt
fj(t) = fj(t)Cj
[
a∗j +
N∑
k=1
KjkwkRk(t)
]
for 1 ≤ j ≤ N, (2.1a)
1
Rk
d
dt
Rk(t) = mk
[
1− Rk(t)
R∗k
]
−
N∑
j=1
Kjkfj(t) for 1 ≤ k ≤ N. (2.1b)
Here fj(t) denotes the abundance of species j, Kjk is the probability that an individual
of species j encounters and consumes an item of resource k of abundance Rk(t). wk > 0
is the weight of this item of resource k, and −a∗j is the threshold quantity of resource
captured to maintain the population, and Cj is a constant of proportionally governing
the biochemical conversion of units from resource Rk into that of fj. mk denotes the
intrinsic rate of natural increase and R∗k is the carrying capacity of the habitat for resource
Rk. The resources have equation (2.1b) for their own renewal, and it includes a logistic
self-inhibition of resource k by itself.
A simple scaling limit does not seem to lead this model to a direct competition model, as
noticed by Abrams and Rueffler [1] and Abrams et al. [2]; while this can be achieved when
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using two different time scales, see [12] for the continuous model. In order to formulate
an alternative, we first rescale fj → hfj , where h > 0 is a scaling parameter. Under this
rescaling, (2.1a) remains unchanged, but (2.1b) reduces to
1
Rk
d
dt
Rk(t) = mk
[
1− Rk(t)
R∗k
]
− h
N∑
j=1
Kjkfj(t). (2.2)
It is informative to solve the resource equation for Rk at equilibrium,
Rk
R∗k
= 1− h
mk
N∑
j=1
Kjkfj.
This upon rewriting gives
R∗k
Rk
=
1
1− h
mk
N∑
j=1
Kjkfj
∼ 1 + h
mk
N∑
j=1
Kjkfj ,
where we used a renormalization technique to provide a robust approximation which is
valid when h is small. Thus we obtain a renormalized relation for equilibrium as
0 = mk
[
R∗k
Rk
− 1
]
− h
N∑
j=1
Kjkfj .
Replacing the right hand of (2.2) by this renormalization we obtain new resource equations
of form
1
Rk
d
dt
Rk(t) = mk
[
R∗k
Rk
− 1
]
− h
N∑
j=1
Kjkfj(t). (2.3)
Since we are only interested in qualitative solution behaviors, we simply take in equation
(2.1a)) Cj = 1 and wk = h. Together we arrive at the system (1.1). In this new formulation
a∗j has been replaced by
a∗j = aj − h
N∑
k=1
KjkR
∗
k.
In this work we shall study the solution behavior of this renormalized system subject to
initial data (fj(0), Rk(0)).
We make some basic assumptions:
|aj| <∞, a∗j ≤ −γ < 0 for 1 ≤ j ≤ N, (2.4a)
0 ≤ Kjk ≤ KM for 1 ≤ j, k ≤ N, (2.4b)
0 < m ≤ mk ≤ m for 1 ≤ k ≤ N, (2.4c)
0 < R∗k < R1, for 1 ≤ k ≤ N, (2.4d)
M0 = ‖f(0)‖1 + ‖R(0)‖1 <∞. (2.4e)
Of particular interest are solutions at equilibrium, called steady states, governed by
f˜j [a
∗
j + h
∑
k
KjkR˜k] = 0, ∀1 ≤ j ≤ N
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mk
[
R∗k − R˜k
]
= hR˜k
N∑
j=1
Kjkf˜j ∀1 ≤ k ≤ N.
Among all possible steady states, only some special ones are stable and dictate the large
time behavior of solutions to (1.1). One such steady state, which may be called an
Evolutionary Stable Distribution (ESD) for the equation (1.1), is characterized by
∀j ∈ {1 ≤ i ≤ N, f˜i = 0}, a∗j + h
N∑
k=1
KjkR˜k ≤ 0. (2.5)
We show that for nonsingular and symmetric matrixKjk, the unique ESD is the minimizer
of a convex function
H(f) = −
N∑
j=1
a∗jfj −
N∑
k=1
mkR
∗
k ln
(
mk + h
N∑
j=1
Kjkfj
)
,
with f = (f1, f2, . . . , fN).
Note that for the MacArthur model (2.1) of form
d
dt
fj(t) = fj(t)
[
a∗j + h
N∑
k=1
KjkRk(t)
]
for 1 ≤ j ≤ N, (2.6a)
d
dt
Rk(t) = mkRk
[
1− Rk(t)
R∗k
]
− hRk
N∑
j=1
Kjkfj(t) for 1 ≤ k ≤ N, (2.6b)
the ESD is still categorized by (2.5), yet R˜k relates to f˜j by
mkR˜k
[
1− R˜k
R∗k
]
= hR˜k
N∑
j=1
Kjkf˜j . (2.7)
With this constraint, the corresponding optimization can be formulated in terms of a
quadratic function
HM(f) = −
N∑
j=1
ajfj +
h2
2
N∑
k=1
R∗k
mk

 ∑
i,R˜i 6=0
Kikfi


2
.
Such a quadratic function is minimized by competition as verified for (2.6a) subject to
(2.7) with all R˜k > 0 ([11]).
Here an important question is whether asymptotic convergence towards the ESD can
occur for any initial states. Mathematically rigorous notations and results will follow
in the next two sections. It goes through detailed estimates that allow us to identify
threshold conditions. In section 4, we prove the existence of the discrete ESD, with an
independent construction based on nonlinear optimization. A remarkable property of
the discrete system is the Lyapunov functional property which leads to the asymptotic
convergence to the ESD.
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2.2. The continuous model. If we take h = L/N , and let L be fixed and N tend to
∞, we can recover a continuous model which is restricted on a finite domain X = Y of
length L:
∂tf(x, t) = f(x, t)
[
a(x) +
∫
R
K(x, y)(R(y, t)− R∗(y))dy
]
, (2.8a)
∂tR(y, t) = m(y) [R
∗(y)−R(y, t)]− R(y, t)
∫
R
K(x, y)f(x, t)dx. (2.8b)
This is a kind of resource competition system through a chemostat-type model where
species consume the common resource which is supplied constantly. In the regime of fast
dynamics for the supply of the resource, the authors in [13] show rigorously that the
rescaled system converges to a direct competition model.
A slightly different form of the system
∂tf(x, t) = f(x, t)
[
−m1(x) + r(x)
∫
R
K(x, y)R(y, t)dy
]
,
∂tR(y, t) = −m2(y)R(y, t) +Rin(y)−R(y, t)
∫
R
r(x)K(x, y)f(x, t)dx
was studied in [12], where issues such as (i) necessary conditions for survival of population
species; (ii) typical forms of steady states, and (iii) time-asymptotic convergence to the
ESD have been well studied. Our estimates on solution properties and time-asymptotic
convergence to the discrete ESD are actually uniform in the parameter h, hence the
corresponding results are comparable to those for the continuous model obtained in [12].
In addition, our variational characterization of the discrete ESD provides an independent
way of construction. We also analyze the discrete model as a positivity-preserving and
entropy stable numerical scheme for the continuous model (2.8).
3. Solution properties
We study whether consumer species can survive on a given rate of resource-supply. We
begin with the basic estimates on the total population as well as the non-negativity of
the species densities.
3.1. A priori bounds.
Theorem 3.1. Assume (2.4) holds, and let fj(t) and Rk(t) be the solution to the discrete
model (1.1). Then,
(i) if fj(0), Rk(0) > 0 for every 1 ≤ j, k ≤ N , then fj(t) > 0, Rk(t) > 0 for any t > 0;
and
Rk(t) ≤ CR := max{R∗k, Rk(0)}.
(ii) the total biomass is uniformly bounded by
‖f(t)‖1 + ‖R(t)‖1 ≤ max
{
M0,
m¯
m0
‖R∗‖1
}
,
where M0 = ‖f(0)‖1 + ‖R(0)‖1 and m0 = min{γ,m}.
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Proof. From (1.1a), i.e.,
d
dt
fj(t) = fj(t)Gj(t), Gj(t) = aj + h
N∑
k=1
Kjk(Rk(t)−R∗k), (3.1)
it follows that for fj(0) > 0,
fj(t) = fj(0) exp
(∫ t
0
Gj(τ)dτ
)
≥ 0. (3.2)
Note that
d
dt
Rk(t) ≤ mk(R∗k −Rk) ≤ 0 if Rk ≥ R∗k.
Hence
Rk(t) ≤ max{R∗k, Rk(0)}.
On the other hand, with bk(t) = mk + h
∑N
j=1Kjkfj(t) > 0, we have
d
dt
Rk(t) +Rk(t)bk(t) = mkR
∗
k > 0,
hence
Rk(t) > Rk(0) exp
(
−
∫ t
0
bk(τ)dτ
)
≥ 0.
This when combined with (3.1) gives
Gj(t) ≥ −‖a‖∞ −KM‖R∗‖1,
hence considering (3.2), we have fj(t) > 0 for any t > 0.
Furthermore, using (1.1a) and (1.1b) we have
d
dt
(‖f(t)‖1 + ‖R(t)‖1) =
N∑
j=1
fj(t)a
∗
j +
N∑
k=1
mk (R
∗
k − Rk(t))
≤ −γ‖f(t)‖1 −m‖R(t)‖1 + m¯‖R∗‖1
≤ −m0 (‖f(t)‖1 + ‖R(t)‖1) + m¯‖R∗‖1,
where m0 = min{γ,m}. We deduce that for M(t) := ‖f(t)‖1 + ‖R(t)‖1,
M(t) ≤M(0)e−m0t + m¯‖R
∗‖1
m0
(1− e−m0t),
and thus ‖f(t)‖1 and ‖R(t)‖1 are uniformly bounded for all t > 0. 
3.2. Necessary conditions for survival. We now prove necessary conditions for sur-
vival, which implies the existence of the threshold level of resource-supply below which
species go extinct. In other words, they reach
(f¯ , R¯) = (0, R∗).
when the time goes to ∞.
We have the following theorem.
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Theorem 3.2. Under the assumption of Theorem 3.1, if
aj ≤ 0, j = 1, · · · , N, (3.3)
and
∑N
k=1R
∗
k|lnRk(0)| <∞, then
lim
t→∞
N∑
j=1
fj(t) = 0, lim
t→∞
Rk = R
∗
k.
Otherwise,
lim
t→∞
N∑
j=1
fj(t) > 0.
In order to prove this result, we prepare a lemma.
Lemma 3.1. Let Q(t) be a nonnegative function on [0,+∞). If ∫ +∞
0
Q(t)dt < +∞ and
|Q′(t)| bounded, then limt→+∞Q(t) = 0.
Proof. Note for m > n and m,n are integers, we have
|Q2(m)−Q2(n)| =
∣∣∣ ∫ m
n
d
dt
Q2(t)dt
∣∣∣ = 2∣∣∣ ∫ m
n
Q(t)Q′(t)dt
∣∣∣
≤ 2 ‖ Q′ ‖∞
∣∣∣ ∫ m
n
Q(t)dt
∣∣∣→ 0, as n→ +∞,
which implies that {Q2(n)}n≥1 is Cauchy sequence and thus admits a limit L. For any
t ∈ [0,∞), we consider
|Q2(t)− L| = lim
n→+∞
|Q2(n)−Q2(t)| = lim
n→+∞
∣∣∣ ∫ n
t
d
ds
Q2(s)ds
∣∣∣
≤ 2 ‖ Q′ ‖∞
∣∣∣ ∫ +∞
t
Q(s)ds
∣∣∣→ 0, as t→ +∞.
Also we must have L = 0. Otherwise,∫ +∞
0
Q(t)dt ≥
∫ 2n
n
Q(t)dt ≥
√
L√
2
n→ +∞, as n→ +∞.
Thus we prove the lemma. 
Proof. i) We prove extinction under the assumption (3.3).
Set
F (t) = −
N∑
k=1
R∗k lnRk +
N∑
j=1
fj +
N∑
k=1
Rk.
A direct calculation with regrouping shows that
dF
dt
= −
N∑
k=1
mk
Rk
(Rk − R∗k)2 +
N∑
j=1
ajfj . (3.4)
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Under the assumption (3.3) we have
dF
dt
≤ −
N∑
k=1
mk
Rk
(Rk − R∗k)2. (3.5)
for any t > 0. This yields
F (t) +
∫ t
0
N∑
k=1
mk
Rk
(Rk −R∗k)2dt ≤ F (0) <∞.
Note that F (t) is lower-bounded, and F is a decreasing function with respect to t com-
bining with (3.5), so that F (∞) exists and∫ ∞
0
N∑
k=1
mk
Rk
(Rk − R∗k)2dt ≤ F (0)− F (∞) <∞.
Set
Q(t) =
1
2
N∑
k=1
(Rk − R∗k)2,
then ∫ ∞
0
Q(t)dt ≤ 1
2
CR
m
∫ ∞
0
N∑
k=1
mk
Rk
(Rk −R∗k)2dt <∞. (3.6)
We can estimate
Q′(t) =
N∑
k=1
(Rk − R∗k)
d
dt
Rk
=
N∑
k=1
(Rk − R∗k)
[
mk(R
∗
k − Rk)− hRk
N∑
j=1
Kjkfj
]
= −
N∑
k=1
mk(Rk −R∗k)2 − h
N∑
k=1
(Rk − R∗k)Rk
N∑
j=1
Kjkfj (3.7)
≤ −m
N∑
k=1
(Rk − R∗k)2 + hKM‖f‖1
N∑
k=1
|Rk − R∗k|Rk
≤ −m
2
N∑
k=1
(Rk − R∗k)2 +
h2
2m
K2M‖f‖21‖R‖22,
that is
Q′(t) ≤ −mQ(t) + C, (3.8)
where we have used the uniform bounds for both f and R stated in Theorem 3.1. Hence
Q(t) ≤ max
{
Q(0),
C
m
}
,
which applied to (3.7) yields
|Q′(t)| ≤ 2m¯Q(t) + hKM‖f‖1‖R‖∞(‖R‖1 + ||R∗‖1) <∞,
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which together with (3.6) and Lemma 3.1 leads to limt→+∞Q(t) = 0 and thus
lim
t→∞
Rk = R
∗
k, 1 ≤ k ≤ N. (3.9)
It remains to prove that f becomes extinct. From (3.4) we have∫ ∞
0
N∑
j=1
|aj |fjdt = −
∫ ∞
0
N∑
j=1
ajfjdt ≤ F (0)− F (∞) <∞.
From (1.1a) it follows∣∣∣∣∣ ddt(
N∑
j=1
|aj|fj)
∣∣∣∣∣ =
∣∣∣∣∣
N∑
j=1
fj |aj|
[
aj + h
N∑
k=1
Kjk(Rk − R∗k)
]∣∣∣∣∣
≤ ‖a‖∞ [‖a‖∞ +KM(‖R‖1 + ‖R∗‖1)] ‖f‖1 <∞.
Hence
lim
t→∞
N∑
j=1
ajfj = 0. (3.10)
We claim that d
dt
Rk is uniformly continuous in t, this together with the fact that limt→∞Rk =
R∗k ensures that
lim
t→∞
d
dt
Rk = 0 (3.11)
for each k. In fact, if we pick any t1, t2 such that |t1− t2| < δ so that from (1.1b), we have∣∣∣∣ ddtRk(t1)− ddtRk(t2)
∣∣∣∣ ≤ (m¯+KM‖f(t1)‖1) | Rk(t2)−Rk(t1) |
+ CRKMh
N∑
j=1
| fj(t1)− fj(t2) | .
From (1.1) we see that both | d
dt
Rk| and | ddtfj | are uniformly bounded, hence Rk and fj
are Lipschitz continuous. This ensures that d
dt
Rk uniformly continuous in t. This proves
the uniform continuity of d
dt
Rk in t, as claimed.
Substitution of both (3.9) and (3.11) into the equation for Rk we have
lim
t→∞
Rk
N∑
j=1
Kjkfj = 0,
which combines with (3.9) yields
lim
t→∞
N∑
j,k=1
KjkR
∗
kfj = 0.
This using (3.10) shows that
lim
t→∞
N∑
j=1
a∗jfj = lim
t→∞
N∑
j=1
ajfj − lim
t→∞
h
N∑
j,k=1
KjkfjR
∗
k = 0.
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ii) If aj ≤ 0 is not satisfied for all 1 ≤ j ≤ N , i.e., there exists some i such that ai > 0,
then
lim
t→∞
N∑
j=1
fj > 0.
Otherwise, we assume limt→∞
∑N
j=1 fj(t) = 0, then
lim
t→∞
N∑
j=1
Kjkfj(t) = 0.
It follows that
d
dt
Rk(t) = mk [R
∗
k − Rk(t)] + βk(t)
with βk(t)→ 0 as t→∞. Set Sk(t) = Rk(t)−R∗k, then
d
dt
Sk(t) = −mkSk(t) + βk(t), (3.12a)
d
dt
fj(t) = fj(t)
(
aj + h
N∑
k=1
KjkSk(t)
)
. (3.12b)
From (3.12a) it follows
Sk(t) = Sk(0)e
−mkt +
∫ t
0
βk(τ)e
mk(τ−t)dτ → 0 as t→∞,
which together with the boundness of Kjk leads to
lim
t→∞
N∑
k=1
KjkSk(t) = 0.
Hence, for j = i in (3.12b),
d
dt
fi(t) = fi(t)
(
ai + h
N∑
k=1
KikSk(t)
)
≥ ai
2
fi
for t≫ 1. Therefore,
lim
t→∞
fi(t) =∞.
This is a contradiction with
∑N
j=1 fj(t)→ 0. 
The large time behavior of solutions to discrete model (1.1) is known to be governed
by the steady states (n˜, R˜) satisfying
f˜j
[
a∗j + h
N∑
k=1
KjkR˜k
]
= 0, j = 1, · · · , N, (3.13a)
mk(R
∗
k − R˜k)− hR˜k
N∑
j=1
Kjkf˜j = 0, k = 1, · · · , N. (3.13b)
We call it a positive steady state if f˜j is positive for all traits index j.
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Regarding conditions on solution extinction or concentration, we have the following
results.
Theorem 3.3. There are no positive steady states f˜ if
N∑
j=1
aj < 0.
Moreover, ∑
{j| f˜j>0}
aj ≥ 0.
Proof. Set J := {j| f˜j > 0}, then
aj + h
N∑
k=1
Kjk(R˜k −R∗k) = 0, j ∈ J,
from which we deduce that
h
∑
j∈J
N∑
k=1
KjkR˜k = −
∑
j∈J
(
aj − h
N∑
k=1
KjkR
∗
k
)
=: −
N∑
j∈J
aj +K1.
On the other hand, from
R˜k =
mkR
∗
k
mk + h
∑N
j=1Kjkf˜j
,
we see that
h
∑
j∈J
N∑
k=1
KjkR˜k ≤ h
∑
j∈J
N∑
k=1
KjkR
∗
k = K1.
We must have
∑
j∈J aj ≥ 0. 
These results suggest that steady state solutions must satisfy f˜j = 0 for some j, yet the
persistence set {j| f˜j > 0} is limited. Nevertheless, the solution can behave as a sum of
distinct peaks like Dirac masses.
3.3. Forms of steady states. Next we state conditions that the solution is a sum of
Dirac masses.
Theorem 3.4. For any i such that ai > 0, there exists a unique steady state such that
f˜j =
ρ¯
h
δji, R˜k =
mkR
∗
k
mk + ρ¯Kik
with ρ¯ > 0.
Proof. Let f˜j =
ρ
h
δji with ρ to be determined later. For this to be a steady state we must
have
ai + h
N∑
k=1
Kik(R˜k −R∗k) = 0 and R˜k =
mkR
∗
k
mk + ρKik
.
DYNAMICS OF SPECIES FOR RESOURCE COMPETITION 13
That is g(ρ) = 0 with
g(ρ) := ai − h
N∑
k=1
KikR
∗
k + h
N∑
k=1
mkR
∗
kKik
mk + ρKik
.
Note that g(0) = ai > 0 and g(∞) = a∗i ≤ −γ < 0. Using also the fact that g(·) is
monotone, we deduce that there is a unique solution ρ = ρ¯ satisfying g(ρ¯) = 0. 
Remark 3.1. When aj ≤ 0 for all 1 ≤ j ≤ N , species are wiped out and extinction
occurs as we saw it in Theorem 3.2. But for aj > 0 for some j, we may expect persistence
and concentration on the fittest traits. The threshold conditions established so far are as
follows:
• if ai > 0 for any i, then ρ¯hδji > 0 is a steady state;
• if ∑Nj=1 aj < 0, not all f˜j is positive;
• if f˜j is positive for j ∈ J , then
∑
j∈J aj ≥ 0.
We proceed to argue that the existence of f˜j with multiple distinct peaks is possible.
For instance, we can find a sufficient condition for the existence of two distinct peaks.
Assume ai > 0, al > 0 for i 6= l and i, l ∈ {1, 2, · · · , N} with a∗i , a∗l ≤ −γ < 0. Under
certain conditions we can determine ρ1 and ρ2 such that
f˜j =
1
h
(ρ1δji + ρ2δjl)
is a steady state for (3.13). This amounts to finding zeros for a coupled nonlinear system
of two equations 

F1(ρ1, ρ2) := a
∗
i + h
N∑
k=1
Kik
mkR
∗
k
mk+ρ1Kik+ρ2Klk
= 0,
F2(ρ1, ρ2) := a
∗
l + h
N∑
k=1
Klk
mkR
∗
k
mk+ρ1Kik+ρ2Klk
= 0.
By the intermediate value theorem and monotonicity of Fj(ρ1, ρ2) in terms of its arguments
ρ1 and ρ2, respectively, similar to that shown in Theorem 3.4, there must exist a unique
(ρi1, 0) and (0, ρ
i
2) such that
F1(ρ
i
1, 0) = 0, F1(0, ρ
i
2) = 0.
In other words F1(ρ1, ρ2) = 0 is a curve passing through (ρ
i
1, 0) and (0, ρ
i
2). In a similar
manner, F2(ρ1, ρ2) = 0 is a curve passing through two unique points (ρ
l
1, 0) and (0, ρ
l
2).
These two curves must interact if
F2(ρ
i
1, 0) · F2(0, ρi2) < 0. (3.14)
The existence of (ρ1, ρ2) is thus guaranteed, though (3.14) is only an implicit condition
on Kik, Klk and ai, al.
4. Stability of steady states
As shown in the previous section there are many steady states: we have described
possible steady states and proved that not all traits can be present, concentrations can
exist. We now address the question of stability of a special class of steady states (the
discrete ESD) and show how the solution evolves towards it as time becomes large.
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4.1. Characterization of ESD. For a nonnegative abundance with bounded mass h
∑N
j=1 f˜j ,
the steady state characterized by (3.13) is called an Evolutionary Stable Distribution
(ESD) for the equation (1.1) if
∀j ∈ {1 ≤ i ≤ N, f˜i = 0}, Gj(R˜) := aj + h
N∑
k=1
Kjk(R˜k − R∗k) ≤ 0. (4.1)
This condition is essential for proving the uniqueness.
We impose the following condition
K = (Kjk)N×N is a nonsingular matrix, (4.2)
which is important for the discrete model (1.1) to guarantee the global convexity of
nonlinear function and the uniqueness of discrete ESD.
For proving the existence of the ESD, we adopt a variational construction. In other
words, we show that the existence of ESD is equivalent to the existence of a minimizer of
the nonlinear function
H(f) = −
N∑
j=1
(
aj − h
N∑
k=1
KjkR
∗
k
)
fj −
N∑
k=1
mkR
∗
k ln
(
mk + h
N∑
j=1
Kjkfj
)
,
with f = (f1, f2, . . . , fN). Note that
∂H
∂fi
= −
(
ai − h
N∑
k=1
KikR
∗
k
)
− h
N∑
k=1
Kik
mkR
∗
k
mk + h
∑N
j=1Kjkfj
and
∂2H
∂fi∂fl
= h2
N∑
k=1
Kik
mkR
∗
k
(mk + h
∑N
j=1Kjkfj)
2
N∑
l=1
Klk,
thus the Hessian matrix of H can be expressed as
D2H = MMT , M = (Mjk) =
(
h
√
R∗kmk
mk + h
∑N
i=1Kikfi
Kjk
)
.
By the assumption (4.2) the determinant of M
det(M) =
(
N∏
k=1
h
√
R∗kmk
mk + h
∑N
i=1Kikfi
)
det(K) 6= 0.
This indicates that D2H is a positive definite matrix and H is global convex.
With the function H defined above, an ESD can be expressed by
R˜k =
mkR
∗
k
mk + h
∑N
j=1Kjkf˜j
, 1 ≤ k ≤ N (4.3)
with f˜ obtained by solving the following problem
∂fiH(f) = 0 for fi > 0, and ∇fH ≥ 0, (4.4a)
subject to f ∈ {f ∈ RN | f ≥ 0}. (4.4b)
We recall that this constrained problem is equivalent to another nonlinear programming
problem(see the proof in ref. [10]).
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Lemma 4.1. Suppose (2.4) is satisfied, the problem (4.4) is equivalent to the nonlinear
programming problem
min
f∈RN
H, (4.5a)
subject to f ∈ S = {f ∈ RN | f ≥ 0}. (4.5b)
Remark 4.1. In fact, the problem (4.5) is also equivalent to the following formulation:
min
f∈RN
H, (4.6a)
subject to f ∈ {f ≥ 0 and ∇H(f) ≥ 0}. (4.6b)
Based on Lemma 4.1, we only need to show H(·) admits a minimizer among elements
in S.
Lemma 4.2. If (2.4) holds, then there is at least one vector g ∈ S which satisfies
H(g) = min
f∈S
H(f).
Proof. Since a∗j ≤ −γ, then H(f) is dominated by the linear growth for f large. We
already knew H(f) is continuous and globally convex. These facts ensure that H(f)
admits a minimizer. 
We are now ready to present the result about the ESD.
Theorem 4.1. Assume (2.4) holds, there exists a unique nonnegative ESD defined by
(4.1).
Proof. The existence of an ESD can be deduced from Lemma 4.1 and 4.2. Here we prove
the uniqueness using a contradiction argument similar to that for continuous model in
[13]. Suppose that there are two nonnegative ESDs (f˜ , R˜) and (f¯ , R¯) to (3.13), then
N∑
j=1
f˜j
[
Gj(R¯)−Gj(R˜)
]
≤ 0, (4.7a)
N∑
j=1
f¯j
[
Gj(R˜)−Gj(R¯)
]
≤ 0. (4.7b)
The sum of the two inequalities leads to
N∑
j=1
(
f˜j − f¯j
) [
Gj(R¯)−Gj(R˜)
]
≤ 0.
That is
h
N∑
j=1
N∑
k=1
Kjk
(
f˜j − f¯j
)(
R¯k − R˜k
)
≤ 0.
Replacing R¯ and R˜ using the expression (4.3), we have
h
N∑
j=1
N∑
k=1
Kjk
(
f˜j − f¯j
)( mkR∗k
mk + h
∑N
l=1Klkf¯l
− mkR
∗
k
mk + h
∑N
l=1Klkf˜l
)
≤ 0.
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Upon rewriting we have
N∑
k=1
mkR
∗
k(
mk + h
∑N
l=1Klkf¯l
)(
mk + h
∑N
l=1Klkf˜l
)
[
h
N∑
j=1
Kjk
(
f˜j − f¯j
)]2
≤ 0,
which implies that for every 1 ≤ k ≤ N ,
N∑
j=1
Kjk
(
f˜j − f¯j
)
= 0.
This when inserted into (4.3) yields
R˜k = R¯k for 1 ≤ k ≤ N.
When the assumption (4.2) is used we also have f˜j = f¯j for all 1 ≤ j ≤ N . The uniqueness
of discrete ESD is thus proved. 
4.2. Asymptotic towards the ESD. Here we consider the ESD (f˜ , R˜), which is a non-
vanishing bounded steady state, and show that it is nonlinearly globally attractive based
on the Lyapunov functional of the form
S(t) =
N∑
j=1
[
−f˜j ln fj(t) + fj(t)
]
+
N∑
k=1
[
−R˜k lnRk(t) +Rk(t)
]
. (4.8)
For this purpose it is fundamental to assume that S(0) is well-defined. This can be ensured
if (f 0, R0) is not zero where (f˜ , R˜) is positive.
The main result is stated in the following theorem.
Theorem 4.2. If (2.4) and (4.2) are satisfied, and fj(t) and Rk(t) denote the solution
to discrete model (1.1). Then,
(i) S is monotonically non-increasing with respect to time. Furthermore,
dS
dt
≤ −
N∑
k=1
mkR
∗
k(Rk(t)− R˜k)2
Rk(t)R˜k
. (4.9)
(ii) Suppose that (f˜ , R˜) is a bounded ESD and that S(0) is well-defined, then
fj(t)→ f˜j , Rk(t)→ R˜k as t→ +∞.
Our analysis is inspired by the proof for continuous model in [12]. This indicates
that the discrete system considered in this paper is quite special, in general, ESDs are
not always Convergent Stable Distributions (see [6, 12, 15] and the mentioned references
there).
Proof. (i) It can be deduced from (1.1) that
dS
dt
=
N∑
j=1
(fj)t(fj − f˜j)
fj
+
N∑
k=1
(Rk)t(Rk − R˜k)
Rk
=
N∑
j=1
(fj − f˜j)Gj(R) +
N∑
k=1
(Rk − R˜k)
[
mk
(
R∗k
Rk
− 1
)
− h
N∑
j=1
Kjkfj
]
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=
N∑
j=1
(fj − f˜j)
[
Gj(R)−Gj(R˜)
]
+
N∑
j=1
fjGj(R˜)
+
N∑
k=1
(Rk − R˜k)
[
mk
(
R∗k
Rk
− R
∗
k
R˜k
)
− h
N∑
j=1
Kjk
(
fj − f˜j
)]
= −
N∑
k=1
mkR
∗
k
RkR˜k
(Rk − R˜k)2 +
N∑
j=1
fjGj(R˜)
≤ −
N∑
k=1
mkR
∗
k
RkR˜k
(Rk − R˜k)2, (4.10)
where we used f˜jGj(R˜) = 0 and (3.13b) in the third equality, together with the definition
of the ESD to obtain the last inequality. Thus, we have established the entropy dissipa-
tion property.
(ii) From (4.10), we see that S(t) is strictly decreasing in t unless Rk = R˜k. Hence
limt→∞ S(t) exists because S is bounded from below. In fact, for bounded (f˜ , R˜), we have
S(t) =
N∑
j=1
[
−f˜j ln
(
fj
f˜j
)
+ fj + f˜j ln f˜j
]
+
N∑
k=1
[
−R˜k ln
(
Rk
R˜k
)
+Rk + R˜k ln R˜k
]
≥
N∑
j=1
[
−f˜j
(
fj
f˜j
− 1
)
+ fj + f˜j ln f˜j
]
+
N∑
k=1
[
−R˜k
(
Rk
R˜k
− 1
)
+Rk + R˜k ln R˜k
]
=
N∑
j=1
[
f˜j + f˜j ln f˜j
]
+
N∑
k=1
[
R˜k + R˜k ln R˜k
]
.
Set
Q(t) =
1
2
N∑
k=1
(Rk − R˜k)2.
From (4.10) we obtain
d
dt
S(t) ≤ −CQ(t),
where
C =
2mmin1≤k≤N R
∗
k
‖R‖∞‖R˜‖∞
.
The above inequality upon integration over (0,∞) gives∫ ∞
0
Q(t)dt ≤ 1
C
[S(0)− S(∞)] <∞.
Similar to the proof of Theorem 3.2, we can show that
|Q′(t)| <∞.
These together guarantee that limt→∞Q(t) = 0, hence
lim
t→∞
Rk(t) = R˜k.
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Using the same technique as that in the proof of Theorem 3.2 we can deduce
lim
t→∞
d
dt
Rk(t) = 0.
Furthermore, since ‖f(t)‖1 is uniformly bounded in t, there exists a subsequence such
that
lim
l→∞
‖f(tl)‖1 = ‖f¯‖1.
These when combined with (1.1b) lead to
R˜k =
mkR
∗
k
mk + h
∑N
j=1Kjkf¯j
.
Comparing with the definition of ESD, we have
N∑
j=1
Kjkf¯j =
N∑
j=1
Kjkf˜j .
This when using (4.2) gives f¯j = f˜j . The strong convergence follows since the ESD is
unique. 
Remark 4.2. Results on the steady state characterization and asymptotic convergence
analysis in this section are extensible to systems with a more general resource equation
d
dt
Rk(t) = Jk(Rk)− hRk
N∑
j=1
Kjkfj(t),
as long as
σk(u) =
Jk(u)
u
is strictly decreasing in u ∈ (0,∞). The H-function investigated in Section 4.1 needs to
be replaced by
H(f) = −
N∑
j=1
a∗jfj −
N∑
k=1
Fk
(
h
N∑
j=1
Kjkfj
)
,
where the function Fk is determined by F
′
k = σ
−1
k . This is a global convex function since
F ′′k =
1
σ′
k
< 0 and
D2H = MM⊤, M = (Mjk) =

h
√√√√−F ′′k
(
h
N∑
j=1
Kjkfj
)
Kjk


with M being non-singular. It is remarkable that asymptotic convergence to steady states
with R˜k > 0 can be established using the same Lyapunov function (4.8). For system (1.1),
σk(u) = mk(
R∗
k
u
− 1), and for the MacArthur system of form (2.6),
σk(u) = mk
(
1− u
R∗k
)
.
Note that for the MacArthur system (2.6), R˜k can vanish for some k ∈ {1, · · · , N}.
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5. Time discretization
In this section, we introduce and study the fully discrete scheme of form
fn+1j − fnj
∆t
= fn+1j
[
aj + h
N∑
k=1
Kjk(R
n+1
k − R∗k)
]
, (5.1a)
Rn+1k − Rnk
∆t
= mk(R
∗
k − Rn+1k )− hRn+1k
N∑
j=1
Kjkf
n+1
j . (5.1b)
We can show that the solutions to such scheme satisfy the positivity and entropy dissipa-
tion property, with the discrete entropy defined by
Sn =
N∑
j=1
(
−f˜j ln fnj + fnj
)
+
N∑
k=1
(
−R˜k lnRnk +Rnk
)
. (5.2)
Theorem 5.1. If (2.4) holds, and fn and Rn represent the numerical solution to the
scheme (5.1). Then
(i) there exists µ0 > 0 such that if
∆t < µ0, (5.3)
then, fn+1j = 0 for f
n
j = 0, f
n+1
j > 0 for f
n
j > 0, and R
n+1
k > 0 when R
n
k ≥ 0 for any
1 ≤ k ≤ N and n ∈ N. Moreover, for any n ∈ N,
‖fn‖1 + ‖Rn‖1 ≤ ‖f 0‖1 + ‖R0‖1 + m‖R
∗‖1
min {γ,m} .
(ii) Sn decreases with respect to n. In addition,
Sn+1 − Sn ≤ −∆t
N∑
k=1
mkR
∗
k(R
n+1
k − R˜k)2
Rn+1k R˜k
. (5.4)
Proof. Set
Gnj := aj + h
N∑
k=1
Kjk(R
n
k −R∗k).
(i) From (5.1a), i.e.,
fn+1j (1−∆tGn+1j ) = fnj .
we have
fn+1j =
fnj
1−∆tGn+1j
, (5.5)
if ∆tGn+1j < 1 is satisfied. Hence the claimed non-negativity for f
n
j follows. This when
combined with (5.1b), that is,(
1 + ∆tmk +∆th
N∑
j=1
Kjkf
n+1
j
)
Rn+1k = R
n
k +∆tmkR
∗
k, (5.6)
ensures the positivity for Rnk for any n > 0 since R
∗
k > 0 and R
0
k ≥ 0.
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What is left is to bound Gn+1j so as to obtain a reasonable limitation on the time step
∆t. To proceed, we let
Mn = ‖fn‖1 + ‖Rn‖1 =
N∑
j=1
fnj +
N∑
k=1
Rnk ,
then summation of (5.1a) and (5.1b) over j, k, and against ∆th, gives
Mn+1 =Mn +∆t
N∑
j=1
a∗jf
n+1
j +∆t
N∑
k=1
mk(R
∗
k − Rn+1k )
≤Mn −∆tβMn+1 +∆tm¯‖R∗‖1, (5.7)
where β = min {γ,m}. That is
Mn+1 ≤ (1 + ∆tβ)−1Mn +∆tm‖R∗‖1 · (1 + ∆tβ)−1.
By induction
Mn+1 ≤ (1 + ∆tβ)−(n+1)M0 +∆tm‖R∗‖1
n+1∑
i=1
(1 + ∆tβ)−i
≤ M˜0 :=M0 + m‖R
∗‖1
β
.
This proves the claimed upper bound of the total bio-mass. Note that
Gnj ≤ −γ +KM‖Rn‖1 ≤ M˜0KM − γ.
Hence, it suffices to choose
µ0 =
1
(KMM˜0 − γ)+
.
(ii) Using lnX ≤ X − 1 for X > 0, we proceed to estimate:
Sn+1 − Sn =
N∑
j=1
(
f˜j ln
fnj
fn+1j
+ fn+1j − fnj
)
+
N∑
k=1
(
R˜k ln
Rnk
Rn+1k
+Rn+1k − Rnk
)
≤
N∑
j=1
[
f˜j
(
fnj
fn+1j
− 1
)
+ fn+1j − fnj
]
+
N∑
k=1
[
R˜k
(
Rnk
Rn+1k
− 1
)
+Rn+1k − Rnk
]
=
N∑
j=1
(fn+1j − fnj )(fn+1j − f˜j)
fn+1j
+
N∑
k=1
(Rn+1k − Rnk)(Rn+1k − R˜k)
Rn+1k
= −∆t
N∑
k=1
mkR
∗
k
Rn+1k R˜k
(Rn+1k − R˜k)2 +∆t
N∑
j=1
fn+1j Gj(R˜)
≤ −∆t
N∑
k=1
mkR
∗
k
Rn+1k R˜k
(Rn+1k − R˜k)2, (5.8)
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where we have used the same technique as in the proof of Theorem 4.2 after the third
equality. Thus, (5.4) is proved. 
Finally, we discuss how to implement the fully-discrete scheme (5.1). Since it is an
implicit time-marching scheme, we apply a simple iteration method to (5.1) in order to
update the numerical solution. From (fn, Rn), we obtain (fn+1, Rn+1) as follows:
Set Rn+1,0 = Rn, then find (fn+1,m, Rn+1,m+1) by iteratively solving
fn+1,mj − fnj
∆t
= fn+1,mj
[
aj + h
N∑
k=1
Kjk(R
n+1,m
k −R∗k)
]
, (5.9a)
Rn+1,m+1k −Rnk
∆t
= mk(R
∗
k − Rn+1,m+1k )− hRn+1,m+1k
N∑
j=1
Kjkf
n+1,m
j , (5.9b)
with m = 0, 1, 2, · · · . If for some L such that
‖Rn+1,L+1 − Rn+1,L‖ ≤ δ,
with some tolerance δ, then
Rn+1 = Rn+1,L+1, fn+1 = fn+1,L.
The above iteration tells that we can obtain the numerical solution by directly using the
semi-implicit scheme
fn+1j − fnj
∆t
= fn+1j
[
aj + h
N∑
k=1
Kjk(R
n
k −R∗k)
]
, (5.10a)
Rn+1k − Rnk
∆t
= mk(R
∗
k − Rn+1k )− hRn+1k
N∑
j=1
Kjkf
n+1
j , (5.10b)
This scheme as linear in fn+1 and Rn+1 is easy to compute. In next section we will present
some numerical examples using this simple scheme.
6. Numerical examples
In this section, we present numerical examples to verify the theoretical results. As
a comparison, an independent algorithm is given to compute the discrete ESD: this is
based on the established result that the discrete ESD can be obtained from solving the
nonlinear optimization problem. We will adopt the Matlab code fmincon.m to execute
the sqp algorithm.
Example 1 (Numerical solutions with data (6.2))
Our first tests are designed for problems with constant m(y), both the resource-supply
distribution and the resource-consumption kernel are gaussians:
R∗(y) =
1√
2piσ∗
exp(−y2/(2σ2∗)), K(x, y) =
1√
2piσK
exp
(−(x− y)2/(2σ2K)) . (6.1)
The growth rate is chosen as
a(x) = −2x2 + 0.5, (6.2)
which has the maximum point x = 0. We take σ∗ = 0.1, σK = 0.2, m(y) = 1 here.
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The initial data
f 0(x) =
5√
2pi
exp(−x2/2), R0(y) = R∗(y). (6.3)
Fig.1 depicts how numerical solutions evolve toward ESD over time. The numerical results
with initial data (6.3) show that the initial consumer species branch into two subspecies.
These are consistent with the results in [12] where the solution goes through a dimorphic
branching.
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Fig.1 Numerical solutions of (5.10) tend to the ESD, N = 40 and ∆t = 0.4. The first line:
initial data f0(x) (left); T = 10 (middle); T = 3000 (right). The second line: ESD (left); The
variation of f with time, T ∈ [0, 200] (right).
Example 2 (Numerical solutions with data (6.5))
The selected initial value
f 0(x) = sin(100x) + 1, R0(y) = 1. (6.4)
a(x) = −2x2. (6.5)
For this nonpositive a(x) and the oscillation initial data, we test the time-asymptotic
convergence of numerical solutions to ESD. The results shown in Fig.2 are in line with
expectations: when a(x) < 0, the solution gets extinct. This is also in accordance with
the conclusion of Theorem 3.2.
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Fig.2 Numerical solutions of (5.10) tend to the ESD, uniform meshes N = 40 and ∆t = 0.4.
The first line: initial data f0(x) (left); T = 2 (middle); T = 20 (right). The second line: ESD
(left); The variation of f with time, T ∈ [0, 20] (right).
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