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Necessary  and  sufficient  conditions  are  derived  for  the  numerical  equivalence  of  the 
two-stage  and  three-stage  least  squares  estimators  in  a  linear  simultaneous  equations  model. 
The  conditions  are  easy  to  verify  in  any  practical  application. 
1. Introduction 
In  a  recent  note,  Srivastava  and  Tiwari  (1978)  generalize  conditions 
given  by  Zellner  and  Theil  (1962),  under  which  two-stage  least  squares 
(2SLS)  and  three-stage  least  squares  (3SLS)  give  identical  estimates  of  the 
structural  coefficients  in  a  linear  simultaneous  equation  model.  In  their 
derivation,  Srivastava  and  Tiwari  employ  a  necessary  and  sufficient 
condition  for  ordinary  least  squares  (OLS)  and  generalized  least  squares 
(GLS)  to  be  identical  in  a linear  regression  model,  derived  by  Rao  (1968). 
Rao’s  condition  is  somewhat  difficult  to  apply.  Consequently 
Srivastava  and  Tiwari  derive  only  sufficient  conditions  for  2SLS  and 
3SLS  to  be  identical.  It  does  not  become  clear  from  their  analysis  if  it  is 
possible  to  generalize  their  conditions  any  further,  nor  is  the  application 
of  their  conditions  in  practice  all  that  obvious,  although  they  provide  a 
number  of  important  special  cases. 
In  this  note  we  use  a  condition  derived  by  Kruskal  (1968)  to  provide 
necessary  and  sufficient  conditions  for  the  equivalence  of  2SLS  and 
3SLS.  The  conditions  are  easy  to  check  in  practice. 
Our  conditions  also  follow  from  the  analysis  by  Gourieroux  and 
Monfort  (1980).  They  do  not  state  the  conditions  explicitly,  however. 
Since,  moreover,  their  article  is  rather  technical  and  hence  less  accessible 
to  applied  econometricians,  it  appears  worthwhile  to  provide  an  explicit 
statement  of  the  conditions. 
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2. The  model 
To  facilitate  comparison,  we  follow  Srivastava  and  Tiwari’s  notation. 
Thus,  we  consider  a  linear  system  of  M  structural  equations  with  M 
jointly  dependent  and  A  predetermined  variables: 
Y, =  TY, + x,P, + U,?  i=  1,2  ,...,  M, 
=z,s, +u,,  z; = (r;JfJ,  Si  XI  yi 
i  i  P, ’ 
where  the  T-vector  y,  contains  the  observations  on  the  ith  dependent 
variable  to  be  explained  by  the  ith  structural  equation,  & (TX  m,,m,  < 
M)  contains  observations  on  jointly  dependent  variables  included  as 
explanatory  variables  in  the  i th  equation,  Xi( T X  I,, I, <  A)  is  the  matrix 
of  predetermined  variables  included  in  the  i th  equation,  y,  and  /3, are 
corresponding  vectors  of  unknown  parameters,  U, is  a  T-vector  of  dis- 
turbances  satisfying 
‘qu,)  =o, 
E( ui”;) = u,,z,7 
i,j=1,2  M.  ,...1  (2) 
The  distribution  of  the  disturbances  is  supposed  to  be  independent  of  the 
predetermined  variables  in  the  system,  the  reduced  form  is  assumed  to 
exist  and  the  equations  are  either  just  identified  or  over  identified. 
All  equations  taken  together  can  be  written  as 
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y=zs+u.  (3) 
Let  X( T X A)  be  the  matrix  of  all  predetermined  variables.  Premultiply- 
ing  (1)  by  X’  yields, 
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The  error  variance-covariance  matrix  of  this  equation  is  a,,  X’X.  It  is 
well-known  that  GLS  estimation  of  6,  in  this  equation  yields  the  2SLS 
estimator  for  Si  [e.g.,  Theil  (1971,  sect.  5.9)].  Let  R  be  a  non-singular 
A  X A-matrix  such  that  X’X=  RR’.  Then  GLS  in  (4)  is  identical  to  OLS 
in 
R -  ‘X’y,  =  R -  ‘X’Z,  6, +  R -  ‘X’u;  ,  i=  l,...,M.  (5) 
Stacking  these  M  equations  in  one  system  we  get 
with  A  and  w implicitly  defined.  The  variance-covariance  matrix  of  the 
error  vector  w  is  C @ Z,,.  It  is  easy  to  check  that  GLS  estimation  in  (6) 
yields  the  3SLS  estimator  of  6,  S,,,,  say.  Obviously,  OLS  in  (6)  would 
yield  the  2SLS  estimator  of  6,  S,,,,  say. 
Starting  from  this  fact,  Srivastava  and  Tiwari  exploit  a  result  from 
regression  theory  to  investigate  under  what  conditions  2SLS  and  3SLS 
give  identical  results.  Adapting  a  result  by  Rao  (1968)  to  the  present 
situation  we  have  that  &sLs  and  $ssLs  are  identical  if  and  only  if  there 
exists  a  MA  X (MA  -  Z,E,  (Ii  +  mi))  -  matrix  B  with  column  rank, 
orthogonal  to  A  such  that 
A’(2  @ Z*)B  =  0.  (7) 
To  simplify,  Srivastava  and  Tiwari  postulate  B  to  be  block-diagonal  and 
derive  sufficient  conditions  for  the  equivalence  of  szsLs  and  tssLs.  They 
observe  that  more  general  conditions  can  be  obtained  if  B  is  not  a  priori 
taken  to  be  block-diagonal,  but  they  conjecture  that  the  resulting  condi- 
tions  will  be  difficult  to  apply  since  they  would  depend  on  the  unknown 
aij. 
We  will  see  that  it  is  possible  to  obtain  conditions  that  are  both 
general  and  simple,  by  employing  a result  due  to  Kruskal(l968).  Kruskal’s 
result  states  that  OLS  =  GLS  (so  s^  *  zsLs =  a,,,,)  if  there  exists  some 
matrix  C  such  that 
(Z@ZA)A  =AC.  (8) 
Obviously,  C  has  to  be  a  square  matrix  of  order  X,” ‘( fi +  m,).  It  is  easy 
to  prove  the  equivalence  of  (7)  and  (8),  cf.  Rao  and  Mitra  (1971,  sect. 
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3. When  are  2SLS  and 3SLS  identical? 
Define  Ai  E  R-‘X’Z,(A  X (I,  +  m,)).  Then  (8)  can  be  written  as 
a,,&  ...  OIM  M  A 
. 
6,542  2  A  ..’  uMM  M  A 
A,C,,  =I: 
A&,2  ...  A,C,M 
A,C,, 
1  (9) 
A,,.&,,  . . .  AMcMMj 
where  the  typical  block  C,,  of  C  is  of  order  (I,  +  m,)  X (1,  +  mj)(i,j  = 
1  ,...,  M)  consequently,  (8)  holds  if  and  only  if 
q,A;  =A,Cii,  i=  1  ,...,M,  and  00) 
a,#,  =  AC,,  3  i #j,  i,j=l  ,...,  hf.  (11) 
Equality  (10)  can  easily  be  satisfied  by  choosing  C,, to  be  a  scalar  matrix, 
i.e.,  Cii  =  uiil(,  +m ). 
To  study  the  implications  of  equality  (1 l),  we  have  to  distinguish  two 
cases.  First,  if uij  =  0,  Cij  =  0 satisfies  the  equation.  Second,  if uij  #  0 we 
can  derive  a number  of  restrictions  on  Cjj.  Because  of  the  symmetry  of  C 
there  has  to  hold  simultaneously: 
u,,Aj  = A$,,,  qjAi  = A,C,,.  (12) 
Since  it  has  been  assumed  that  all  structural  parameters  are  identified,  A, 
and  A,  have  to  be  of  full  column  rank.  From  (12)  it  follows,  moreover, 
that  A,  and  Aj  have  to  have  equal  rank,  so  Cij  and  CJ, are  square  and 
non-singular.  To  be  precise: 
c,,  =  u;.c,;  l. 
In  view  of  the  definition  of  A,,  we  have  that 
aijR-‘X’Z,  =  R-‘X’Z,Cji,  hence 
(13) 
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X,2,  =  a,; ‘x’ZjCji,  and  (15) 
X’Z 
J  =  0.7 ‘X’2.C. 
‘I  I  IJ’  (16) 
so  X’Z,  has  to  lie  in  the  column  space  of  X’ZJ  and  vice  versa. 
These  results  can  be  summarized  in  the  following: 
Proposition.  2SLS  and  3SLS  give  numerically  identical  results  if and  only 
if for  a/l  equations  i, j  with  non-zero  error  covariance  X,Z,  and  X’Z,  span 
the  same  column  space. 
A  number  of  special  cases  are  readily  derived  from  this.  If  the  errors  of 
all  equations  are  uncorrelated,  2SLS  is  identical  to  3SLS.  If  all  equations 
are  just  identified,  and  hence  X’Z,  is  square  and  non-singular  for  each  i 
(so  that  the  X’Zi  span  the  A-dimensional  space  for  all  i),  2SLS  equals 
3SLS.  A  third  example  would  be  that  the  first  p  equations  are  just 
identified  with  freely  covarying  errors,  whereas  the  last  M  -p  equations 
may  be  overidentified  but  their  errors  would  have  to  be  mutually 
uncorrelated  and  uncorrelated  with  the  errors  of  the  first  p  equations. 
As  noticed  by  Srivastava  and  Tiwari,  a  seemingly  unrelated  regression 
system  is  a  special  case  of  a  simultaneous  system,  with  only  purely 
exogenous  variables  as  explanatory  variables.  For  that  special  case  the 
Proposition  implies  that  GLS  will  be  identical  to  OLS  applied  equation 
by  equation  if  and  only  if  for  all  equations  i,  j  with  non-zero  error 
covariance  the  matrices  of  explanatory  variables  X, and  X,  span  the  same 
column  space.  This  was  also  noted  by  Gourieroux  and  Monfort  (1980). 
Special  cases  are  that  all  errors  are  uncorrelated  or  that  all  equations 
have  the  same  matrix  of  explanatory  variables. 
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