Introduction
Disk I/O is a significant performance factor for transaction processing. Typically, a large portion of a transaction's response time is determined by synchronous disk I/0, e.g., for reading in a database page or writing log data. Furthermore, the overhead for disk I/Os (process switches, etc.) reduces the effective CPU utilization and thus throughput. What is more, long 1/0 delays may prevent full utilization of the available CPU capacity. This danger increasingly becomes a reality since CPU speed is improving at a high rate while only modest improvements in disk latency could be achieved so fw [PGK88] . A consequence of this growing speed mismatch is that faster CPUS require much higher multiprogr attuning levels to overlap 1/0 deactivations. High multiprogramming g levels, however, cause increased data contention and potentially lock thrashing that may prevent full CPU utilization~HR91]. There are numerous approaches to improve 1/0 performance.
Database management systems (DBMS) typically offer a variety of access methods like index structures, hashing schemes or clustering to optimize the physical database structure according to the application's access characteristics. DBMS also cache database pages in main memory to limit the number of disk accesses. Increasing the size of the main memory database buffer together with the CPU speed is a simple means to improve 1/0 performance since hit ratios may be increased (fewer disk reads). On the other hand, the number of disk writes (logging, database writes) is not improved by a larger main memory buffer. In addition, it is unlikely that the 1/0 delay per transaction can be reduced by art increased main memory buffer as much as the CPU speed improves. This is also because the daPermission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that cop~ing is by permission of the Association for Computing Machinery.
To copy otherwise, or to republish, requires a fee and/or specific permission. 1992 ACM SIG MOD -6/921CA, USA @ 1992 ACM 0-89781 -522-4 /92/0005 /0308 . is not improved, but likely to be slower. In proposals like RAID (redundant arrays of inexpensive disks) [PGK88] up to four disk accesses are needed to update a single page because parity information stored on separate disks must be accessed and updated (for fault tolerance reasons). Higher I/ O latency, however, increases transaction response time and therefore data contention (longer lock holding times). In this paper, we consider the use of extended storage hierarchies with intermediate storage levels between main memory and disk to improve 1/0 performance for transaction processing. Non-volatile semiconductor memories are particularly attractive as they provide not only fast access times but can also reduce the number of disk writes. In [CKKS 89] , the use of a socalled "safe RAM" has been proposed to improve trrms action processing performance. Safe RAM is supposed to be a DRAM memory with enough backup power to copy the memory contents to a disk after a power failure.
All write 1/0s (database and log writes) should be directed to this store so that database reads remain the only 1/0 delays for transactions. The authors argue that a comparatively small store is sufficient to significantly improve performance compared to a disk-based architecture. They also provide cost estimates to demonstrate the cost-effectiveness of such an approach. There have been some performance studies on the use of disk caches, but these studies were not specifically concerned with transaction processing applications.
In [Sm85] , for instance, the use of disk caches was investigated for three 1/0 traces from large IBM installations for which the disk caches were found to be very effective.
This study used the cache miss ra- The rest of this paper is structured as follows. The next section discusses the use of extended storage hierarchies in more detail. In section 3, we describe our simulation model. Section 4 presents the experiments conducted and analyses the simulation results. Finally, we summarize our main findings in section 5.
Extended Storage Architectures
In this section, we focus on the use of an extended storage hierarchy to improve I/O performance for transaction processing.
For this purpose, we consider three types of page-addressable semiconductor memories: disk caches, solid-state disks (SSD) and extended main memory ( Fig. 2.1 ). They are based on semiconductor memory thus permitting substantially better access times and 1/0 rates than disks. In contrast to main memory, these memories cannot directly be addressed by machine instructions but are page-addressable similar to disks. This means that in order to read data from such an intermediate memory, the corresponding page must be read into main memory. Similarly, data camot directly be modified in the intermediate memory but pages are altered in main memory and written back at a later point in time. This page-oriented access interface offers better failure isolation than main memory against processor failures and software errors. In addition, the simpler access interface permits a lower cost per megabyte than for main memory. SSDS are always non-volatile (as the name implies) while disk caches and extended memories are currently mostly volatile.
However, non-volatility can be achieved for all three memory types by using a battery backup or uninter- database pages which in turn consist of a specific number of objects (e.g., records). The number of objects per page is determined by the blocking factor which can be specified on a perpartition baais. Differentiating between objects and pages is important in order to study the effect of clustering which aims at reducing the number of page accesses (disk 1/0s) by storing related objects into the same page. Furthermore, concurrency control may now be performed on the page or object level.
There is a many-to-one relationship between ACCOUNT and BRANCH records and between TELLER and BRANCH records. The number of objects for these partitions determine how many ACCOUNT and TELLER records belong to the same BRANCH record. While the BRANCH record is randomly selected for a transaction, the TELLER record is (randomly) selected from the set of TELLER records associated with the 3" Not all combinations that could be chosen are meaningful. For instsnce, a write buffer for a partition should be used either in NVEM or in a volatile disk cache, but not in both storage types. Similarly, when NVEM caching is employed for a artition there is no further /' need for a write buffer in the disk control er. The multiprogramming level has been chosen high enough to avoid queuing delays at the TM. Without 1/0 queuing delays, the average access time per page is 50 microseconds for NVEM, 1.4 ms for SSD and disk cache, 6.4 ms for log disks and 16.4 ms for disks storing database partitions.
For log disks, a reduced access time has been assumed since the log file is sequentially accessed shortening disk seek times. The default access mode is synchronous for NVEM-resident data, and asyn- Parameters that are changed include the arrival rate, the allocation of log and database files, the update strategy (FORCE, NOFORCE), cache sizes, and the number of controllers and disk servers per disk-unit.
Allocation of log file
In our first experiment, we considered four alternatives for allocation of the log file: 1) the log file resides on a single disk, 2) log file is on a single disk with non-volatile cache used as a write buffer (cache size: 500 pages), 3) the log is kept in solidstate disk, and 4) the log is stored in non-volatile extended memory. In all cases, the database partitions are stored on a sufficient number of regular disks so that no bottlenecks are introduced. NOFORCE was employed as the update strategy. Arrival rates from 10 to 700 transactions per second (TPS) have been used, resulting in a CPU utilization of about 90V0 for 700 TPS. As expected, a single log disk creates a bottleneck and limits the maximal transaction rate to about 180 to 200 TPS for our parameter settings (due to the chosen disk service time of 5 ins). In the case of a single log disk without cache, queuing delays at the log disk cause a steep response time increase for arrival rates of more than 100 TPS. The use of a non-volatile disk cache (write buffer) helps to keep response time low and almost constant over the entire range from 10 to 200 TPS ! This is because in this range all log writes could be satisfied in the cache while the disk was asynchronously updated. For 200 TPS, the log disk is fully utilized and the disk writes for all cached pages are queued so that no more cache writes were possible. Still, the value of non-volatile disk cache is quite impressing since even for a higher disk utilization asynchronous 1/0s are possible supporting better transaction rates and significantly shorter response times than without such a cache.
The two other log allocations did not have a log bottleneck so that 700 TPS could be processed. The best response times were observed for the NVEM-resident log file which incurred an almost negligible log delay. Slightly higher response times were achieved for the S SD-based log. The response time increase for 700 TPS is mainly because of increased CPU waits. 
Allocation of database partitions
We studied the following six alternatives for allocating the database partitions: 1) all partitions (and the log) on disks without cache, 2) all partitions and log on disks with non-volatile cache used as a write buffer, 3) like 2 but with the write buffer in NVEM, 4) all partitions and log on SSD, 5) all partitions and log in NVEM, 6) all partitions main memory-resident, log on disk. Database partitions and the log have been assigned to the same device type to emphasize the relative differences. In all cases we used a sufficiently high number of disk servers and controllers to avoid bottlenecks. Again, the update strategy was NOFORCE. Although the absolute values are small in all cases, the relative differences are significant. All configurations are CPU-bound since we eliminated potential 1/0 bottlenecks and the amount of lock contention was modest. The best results were again reached in the case of NVEM-resident data, in this case response time is almost exclusively determined by the queuing and service times at the CPU. The SSD-bssed configurations also achieved very short response times. For memory-resident partitions response times are higher than for NVEM-resident partitions because of the disk I/O for logging. If the log had been allocated to NVEM in this case, about the same response times than for NVEM -resident partitions were achieved.
Memory-resident partitions have an advantage at higher transaction rates since they do not incur 1/0 overhead for database accesses but only for logging permitting reduced CPU waiting time and slightly higher throughput. This is also the reason why response time for main memory-resident partitions is better than for SSD-based partitions at 700 TPS in Fig.   4 .2. Still, one cart conclude that keeping the database in NVEM or S SD brings performance comparable to main memory databases, but at a lower cost. In addition, NVEMand SSD-resident files cart be supported by the operating system without affecting the DBMS, while memory-resident databases require explicit DBMS support4. A significant response time improvement could already be obtained by the use of a write buffer either in NVEM or with nonvolatile disk caches. Since a small write buffer is already sufficient to achieve these improvements, such an approach is clearly more cost-effective than keeping entire files (in particular, the ACCOUNT and HISTORY relations) resident in semiconductor memory. The NVEM write buffer is only slightly better than a disk cache write buffer so that the latter would be sufficient.
On the other hand, a single NVEM write buffer can be used for multiple disks and disk controllers so that less non-volatile memory may be needed than with a separate write buffer in each disk controller. The response time values can largely be explained by the 1/0 behavior. The average hit ratio in main memory was about 72.5%5 for all arrival rates and configurations (except for memory-resident partitions, of course) resulting in slightly more than 1 miss per transaction (on ACCOUNT). Since all pages are modified for Debit-Credit, every buffer miss resulted in an additional 1/0 to write back the page to be replaced. As a consequence, about 2 database I/Os and 1 log 1/0 occur per transaction.
In the disk-based configuration, all three I/Os occur at disk speed accounting for about 40 ms. The use of a write buffer largely eliminated the delays for the two writes so that response times could be cut by a factor 2. If the ACCOUNT partition is also kept resident in semiconductor memory, the remaining read disk 1/0 cart also be eliminated.
A more sophisticated buffer manager than the one used in TPSIM would have achieved better response times for the diskbased configuration by asynchronously writing modified pages to disk (before their replacement).
In this case, only two synchronous 1/0s would have remained per transaction (read 1/0 for ACCOUNT and the log write) thus considerably reducing the difference to the configurations using a write buffer. On the other hand, one can argue that there is no real need any more to support asynchronous writes in the DBMS buffer manager since the same performance improvements can be achieved by a write buffer in non-volatile semiconductor memory. The write buffer can be managed outside the DBMS, e.g., by the operating system's file manager in the case of a NVEM write buffer or by the disk controllers, so that not only log and database writes benefit from it but also other applications than transaction processing. Hence, using non-volatile semiconductor storage in this way permits simpler DBMS buffer management without sacrificing performance.
Our results suggest that it may be good idea to use more than one type of the intermediate memories together. For instance, the log and the small BRANCHflELLER partition could be kept resident in non-volatile memory (SSD or NVEM), while the ACCOUNT and HISTORY relations may be stored on regular disks with a write buffer. a"However, main memory DBMS would achieve better performance if they could significantly cut transaction pathlengths. In particular, higher transaction rates per MIPS would then he possible. 5. For a main memow buffer sire of 2000 ages, the hit ratio was { about O% for ACCOUNT, %~o for HISTO Y (due to the blocking factor 20), 95% for BRANCH and 100% for TELLER (due to the clustering with BRANCH records).
FORCE vs. NOFORCE update strategy
To study the impact of the update strategy, we used the storage allocations from the last experiment for the case of a FORCE update strategy. We obtained the same order of the different allocation alternatives than for NOFORCE, but the relative differences changed significantly. This is illustrated in Fig. 4 .3, where the response time results for three storage allocations are compared with each other.
Response times for FORCE are generally higher than for NO-FORCE since there are more 1/0s per transaction due to forcing modified pages to the database at cornmitb. While this causes a considerable response time penalty for the disk-based configuration, the differences shrii with increasing speed of the used storage devices (Fig. 4.3 
Influence of caching for Debit-Credit
In addition to main memory caching, we considered buffering of database pages in NVEM and in volatile or non-volatile disk caches . In a first experiment, we varied the main memory buffer size for the different configurations indicated in Fig. 4 .4. These simulation runs were conducted for the NOFORCE strategy and an arrival rate of 500 TPS. Results for FORCE will be discussed later in this subsection. The response time results in Fig. 4 .4 refer to main memory buffer sizes from 200 to 5000 pages. In addition to the main memory buffer, we studied the use of a 1000 pages second-level buffer in a volatile and non-volatile disk cache and in NVEM. Furthermore, the results for using a disk cache write buffer and a NVEM cache of 500 pages are shown in Fig. 4 .4. Since the main memory buffer is used for all partitions of the database, the second-level cache was also shared for the four partitions.
In the configurations using non-volatile disk caches or NVEM, these storage types were also used for logging.
Increasing the main memory buffer is most effective for a size of less than 2000 pages since in this range many misses occurred for the frequently accessed BRANCH/TELLER pages. A buffer size of 2000 pages was needed to keep the 500 BRANCH/TELLER pages in main memory; a larger main memory buffer (5000 pages) did not permit any significant reb"There arc three write 1/0s to force out the modifications at commit. On the other hand, no write 1/0 was necessary on a buffer miss because there were always trmnodifled pages to replace. Since we had the same hit ratios than for NOFORCE, there are about two disk writes more per transaction than in the NOFORCE configurations. This was particularly the case for the volatile disk caches: as soon as the main memory buffer size reached the size of the disk cache no more hits occurred in the disk cache holding merely a subset of the main memory cache. The double caching of pages comes from the fact that after a miss in main memory and in the disk cache, the page is cached in the disk cache as well as in main memory, although the hits will occur in main memory in the first place. If the disk cache is larger than the main memory buffer, more pages can be cached there so that some hits in the disk cache can be achieved despite the double caching of the most frequently accessed pages.
NVEM caching achieved better hit ratios than with disk caches primarily because a double caching of pages could completely be avoided for NOFORCE (see section 3.2). In particular, after a main memory miss the respective page is only cached in main memory and not in the NVEM cache. Only pages that are replaced from main memory migrate to the NVEM cache. A result of this technique is that the combined hit ratio for the main memory and NVEM caches was the same than for a main mem- proved by also cachirtg pages on a write miss for files for which an additional caching is performed in main memory. Similarly, the effectiveness of disk caches could further be improved by not caching a page after a read miss if it is known that the page will be cached in main memory7.
However, the applicability of such an approach is limited since typically only modified pages are written back from main memory to the disk controller (this is no problem for Debit-Credit where all pages are modified). When usittg a FORCE strategy, the effectiveness of the 2nd-Ievel caches is generally lower since more pages are written from main memory to the 2nd-level cache than for NOFORCE. As a result, the average cache residence time per page is reduced thus lowering the probability of a re-reference. This is reflected in Table 4 .2 showing that the hit ratios in the 2nd-level cache are generally lower for FORCE than for NOFORCE. It can be seen from the table that the hit ratios for volatile disk '" Caching pages after a miss in the disk cache wotdd still be appropriate for sequential fdes for which prefetching can be utilied. caches. This is due to the fact that FORCE results in a high write hit ratio in the disk cache since a page is written back (at EOT) shortly after it has been read. NVEM is that it can be used in a more flexible way since it is directly accessible by special machhte instructions.
So NVEM can be used for storing entire files, but also for caching database pages or as a write buffer (e.g., log buffer). In locally distributed systems, NVEM can be further utilized to speed-up ittter-system communication and to hold globally shared data structures [Ra91a]. These extended usage forms require special support by the DBMS or/artd operating system, while SSDS and disk caches offer a disk-oriented interface so that their use remains transparent to the DBMS (device independence).
Caching of database pages in a second-level buffer in addition to main memory buffering is most effectively supported by an extended database buffer in NVEM. For NOFORCE, NVEM caching was optimal in the sense that main memory and NVEM caching together achieved the same combined hit ratios than with a main memory buffer of the same aggregate buffer size alone. Since extended memory is less expensive than main memory, the cost-effectiveness of caching can be improved by choosing a small main memory and a large extended memory buffer. NVEM caching supported significantly better hit ratios than the use of volatile or non-volatile disk caches. Current disk caches are optimized for one-level caching so that their use in combination with main memory caching resulta in a double caching of the most frequently accessed pages. our results suggest that all pages replaced from the DBMS buffer in main memory should be kept in the second-level database cache for future re-references.
This can easily be achieved for the NVEM cache if it is managed by the DBMS. The use of disk caches, however, is transparent to the DBMS so that unmodified pages do not migrate from main memory to the disk cache. Furthermore, modified pages replaced from main memory will not be cached by current volatile disk caches if a write miss occurs.
Caching of pages in a second-level cache was found to be less effective for FORCE than for NOFORCE because the high write traffic resulted in short cache residence times per page.
In addition, the pages forced out of main memory and stored in the second-level cache, also remained buffered in main memory causing a double caching for modified pages. While NVEM alone supports all usage forms of intermediate semiconductor memory to reduce the number of synchronous disk 1/0s, the reduced cost of disk caches and SSD cart make the combined use of two or even three of these storage types desirable. For instance, one could use non-volatile disk caches to implement write buffers and SSD to keep entire files resident in semiconductor memory. Extended memory can then be used to hold a second-level database cache.
