In this section of the supplementary material we give pseudo code associated with Example 3. Algorithm 1 gives a procedure for approximating the minimum information copula between two random quantities. Algorithm 2 then shows how to calculate the log-likelihood of the copula in this case.
In terms of the simulation we need some generic functions which will be used in several steps. The first, Cond(x, f, u), finds the distribution function or density conditional on the value x from a joint density f over a grid of points in the unit square defined by vector u = (u 1 , . . . , u g ). This is given in Algorithm 3. The second Bin m (x, f ) selects the correct conditional copula density from m candidates f based on which bin x falls into.
Given these functions, the simulation takes a similar form to that given in Kurowicka and Cooke (2006) . This is set out in Algorithm 4. The joint minimum information copula densities, which are inputs to the algorithm, are evaluated on the discretized grid of points.
Algorithm 1 To approximate the joint density between two variables of interest, X and Y , using a minimally informative copula. ) create discrete points in interval (0, 1)
. . , k is a k × k kernel matrix end for end for Require: k 0 a suitably large enough iterative number
Algorithm 2 To find the log-likelihood of a minimally informative copula between X and Y given data x 1 , . . . , x n and y 1 , . . . , y n .
end for for i = 1 : n do for j = 1 : k do if |u j − F Y (y i )| < a then F Y (y i ) ← u j Index2 = j end if end for I 2 (i) = Index2; end for for i = 1 : n do f c(i) = log(B(I 1 (i), I 2 (i))); end for log-likelihood= sum(f c)
