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ON A THEOREM OF KATZ
SUMMARY
Algebraic geometry is based on the study of the zero sets of polynomials over a
certain field. As one might expect, the choice of the field plays an important role
in this manner: A polynomial will have different set of solutions over different
fields. In this work, we try to understand the theorem of Katz which states one
of the important results in the literature regarding the solutions of polynomials
over finite fields. For our purposes, here we only consider polynomials over a
finite field.
In Chapter 1, we briefly mention the development on the subject.
In Chapter 2, we recall some basic definitions and theorems which will be useful
in the following chapters.
In Chapter 3, we give two constructions of p-adic numbers and include some
examples.
In Chapter 4, we give a brief information on the characters of finite fields and
Gauss sums which will be necessary in the last chapter.
Finally we start Chapter 5 by stating Chevalley’s Theorem and explain his proof
which can be thought as a starting point for the studies on the number N(F ) of
the solutions of a polynomial F over a finite field with q elements. This theorem
says that under certain conditions, the characteristic p of the field on which the
polynomial is defined, divides N(F ), the number of zeroes of F . Following C.
Chevalley’s work, there have been studies on the problem of determining the
highest power of p dividing N(F ). The best known result in this regard is the
so-called Katz’s Theorem, and the highlights of this work is to state this theorem,
and give various proofs of it. We first give J. Ax’s proof for one polynomial case,
and finish it with the generalized proofs of D. Wan and X-D. Hou.
v
KATZ TEOREMI˙ ÜZERI˙NE
ÖZET
Cebirsel geometri, polinomların sıfır kümelerinin çeşitli özelliklerinin incelenmesi
üzerine temellendirilmiştir. Doğal olarak, incelenen polinomların üzerinde tanımlı
olduğu cisim önemli bir rol oynamaktadır: Bir polinom farklı cisimler üzerinde
farklı çözüm kümelerine sahip olacaktır. Bu çalışmada, sonlu cisimler üzerindeki
polinomların çözümlerine dair literatürdeki önemli sonuçlardan birini veren Katz
teoremi anlaşılmaya çalışıldı. Bu amaçla, sadece sonlu cisimler üzerindeki
polinomlar göz önünde bulunduruldu.
Birinci bölümde, kısaca konunun gelişiminden bahsedildi.
İkinci bölümde, sonraki bölümde gerekli olacak bazı temel kavramlar ve teoremler
verildi.
Üçüncü bölümde, p-adic sayılar iki farklı şekilde inşa edilerek anlatıldı ve örnekler
verildi.
Dördüncü bölümde, son bölümde ihtiyaç duyulacak sonlu cisimlerin karakterleri
ve Gauss toplamları hakkında bir özet bilgi verildi.
Beşinci ve son bölümde, sonlu bir cisim üzerindeki d. dereceden bir F
polinomunun sıfır kümesinin eleman sayısı N(F ) ile ilgili çalışmalara bir başlangıç
sayılabilecek Chevalley’in teoremi ve ispatına yer verildi. Bu teorem, belli
şartlar altında polinomun üzerinde tanımlı olduğu cismin karakteristiği olan p
sayısının N(F ) değerini böldüğünü söylemektedir. Chevalley’in çalışmalarını
takiben, p sayısının N(F ) değerini bölen en büyük kuvvetini belirlemek üzerine
çalışmalar yapılmıştır. Bölümün devamında, p sayısının bu tür kuvvetlerine bir
üst sınır veren Katz Teoremi belirtildi. Katz Teoremi genel olarak sonlu sayıda
polinom için verilmiştir. Öncelikle tek polinom için J. Ax tarafından verilen
ispat, ardından bu teoreme ait, Katz’ın ispatına kıyasla daha basit tekniklerin
kullanıldığı, D. Wan ve X-D. Hou tarafından verilmiş ispatlar incelendi.
vi
1. INTRODUCTION
Let F (x1, . . . , xn) be a polynomial of degree d over a finite field Fq. Consider its
zero set
Z(F ) = {x ∈ Fnq : F (x) = 0}
where x stands for (x1, . . . , xn). Let us denote by N(F ) the number of the
elements of this set. C. Chevalley proved that {0} ( Z(F ) and the characteristic
of p divides N(F ) if n > d and F is homogeneous or has no constant term. In
[1], Ax proved that qdn−dd e divides N(F ). In his proof, he made use of p-adic
numbers and the Stickelberger’s theorem on Gauss sums. He also generalized the
result for any r polynomials F1, . . . , Fr ∈ Fq[x1, . . . , xn].
In [9], Katz improved Ax’s results: He considered arbitrary number of polynomials
and showed that N(F1, . . . , Fr) is divisible by q
⌈
n−d1−...−dr
d1
⌉
in case d1 ≥ d2 ≥ . . . ≥
dr. His proof consists of tools such as Dwork’s p-adic theory of zeta functions
and complete continuous endomorphisms of infinite dimensional Banach spaces
([5] and [14]). In [15], Wan gave an elementary proof for the theorem which was
mostly based on Ax’s, even though Ax had noted that there was no simple proof.
Finally, in [7], X.D. Hou gave a new and much simpler proof to the theorem of
Katz.
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2. PRELIMINARIES
A ring (R,+, ·) is a set R with two binary operations, + and . that satisfies
following conditions:
R is an abelian group with respect to +, and for all a, b, c ∈ R
(a · b) · c = a · (b · c),
a · (b+ c) = a · b+ a · c
and
(b+ c) · a = b · a+ c · a.
i.e. · is associative and distributive. If R has an identity element with respect to
the multiplication then R is called a ring with identity. If a · b = b · a for all a,
b ∈ R then we call R a commutative ring.
The smallest positive integer satisfying na = 0 for all a ∈ R is called the
characteristic of R. If no such positive integer exists, then R is said to be of
characteristic zero.
A commutative ring with identity is called a field if every nonzero element has a
multiplicative inverse in the ring.
Example 2.0.1 The set of all polynomials in n variables over a field k forms a
ring. We call this ring the polynomial ring over k in n variables, and denote it
by k[x1, . . . , xn].
Example 2.0.2 The set of all rational numbers Q forms a field.
A field with finitely many elements is called a finite field. For a prime number
p, the set of equivalence classes of integers modulo p forms a finite field with p
elements. In particular, any two finite fields with p elements are isomorphic.
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The characteristic of the field Fp is p, which is the smallest positive integer p such
that pa = 0 for all a ∈ Fp. Actually, the characteristic of a field is either zero or
a prime number p.
If a field F contains another field K as a subfield, then we say that F is an
extension of K.
To indicate that F is being considered as an extension field of K, we write F/K.
For any extension F/K, we may consider F as a vector space over K and any
basis of F also forms a basis for the extension F/K.
The dimension of F over K is called the degree of the extension, denoted by
[F : K]. The extension F/K is called finite if F , considered as a vector space
over K, is finite dimensional.
Example 2.0.3 Let K = Z3 and F = Z3[i]. Then
F = {a+ bi : a, b ∈ Z3}.
So F has characteristic 3, same as K, and it is a finite field with 9 elements.
The set {1, i} forms a basis for F over K. Therefore F/K is a finite extension of
degree 2.
Example 2.0.4 Let K = R and
F = R[i] = {a+ bi : a, b ∈ R}
Then F/K is a finite extension of degree 2, and F requires two generators over
K, namely 1 and i, but F is infinite since K is an infinite field.
Proposition 2.0.5 Any finite field of characteristic p has pn elements for some
n ∈ Z+.
Proof. Let k be a finite field of characteristic p, then k contains Fp as a subfield.
Since k is finite it is a finite field extension of Fp. Let {1, ω, . . . , ωn−1} be a basis
of k over Fp. Then any a ∈ k can be written as
a = c0 + c1ω + . . .+ cn−1ωn−1,
3
for some ci ∈ Fp, i = 0, 1, . . . , n − 1. Since Fp has p elements we can write
pn different linear combinations of the basis elements over Fp. Hence k has pn
elements. 2
Nonzero elements of a field forms a multiplicative group. The following
proposition is about finite subgroups of that kind:
Proposition 2.0.6 A finite multiplicative subgroup of a field K is cyclic.
Proof. A group G is cyclic if there exists some g ∈ G such that every element of G
can be written as a power of g. Let G be a finite multiplicative subgroup of K of
order n. Then each element of G satisfies the equation xn = 1. Thus the number
of roots of xn− 1 is equal to the order of G, and G = {1, g, . . . , gn−1} =< g > for
1 6= g ∈ G. 2
Remark 2.0.7 A multiplicative subgroup K∗ of a finite field K with q elements
is cyclic of order q − 1. Hence xq−1 = 1 for every x ∈ K∗ and xq = x for every
x ∈ K.
Let F/K be a finite extension of degree d. For any α ∈ F the map
ξ 7→ αξ with ξ ∈ F is a linear transformation of F considered as a vector space
over K. If {ω1, . . . , ωd} is a basis of the extension F/K then
αωi =
d∑
j=1
aijωj
with aij ∈ k, i = 1, . . . , d which can also be written as
α

ω1
ω2
...
ωd
 =

a11 a12 . . . a1d
a21 a22 . . . a2d
...
... . . .
...
ad1 ad2 . . . add


ω1
ω2
...
ωd

The trace of A := (aij), i.e the sum of the elements on the main diagonal of A,
is called the trace of the element α ∈ F with respect to the extension F/K and
denoted by S(α). By definition, we have
S(α+ β) = S(α) + S(β)
S(aα) = aS(α)
4
for all α, β ∈ F , a ∈ K.
Definition 2.0.8 A finite extension F/K is called separable if the map S : F →
F , ξ 7→ S(ξ), is not identically zero.
Remark 2.0.9 Any finite extension of a finite field is separable that is, the trace
function is not identically zero on a finite field ([6]).
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3. p-ADIC NUMBERS
Through this section, p denotes a prime number. The notion of p-adic numbers
was first introduced by Hensel in 1900’s. p-adic numbers can be defined in
different ways. Here we denote the p-adic numbers byQp and we give two different
constructions for them.
(1) The p-adic numbers are obtained as the field of the fractions of p-adic integers:
Zp := {
∞∑
n=0
anp
n : an ∈ {0, 1, . . . , p− 1}}
First, we will show that Zp has a ring structure and define Qp as the field of
fractions of Zp.
If n ∈ N, then n can be written with respect to base p:
n = a0 + a1p+ a2p
2 + . . .+ akp
k + 0pk+1 + 0pk+2 + . . .
It is clear that for any natural number n, ai’s are all equal to zero for some
nonnegative integer k with i > k. Thus N ⊂ Zp. The addition on Zp is defined
as an extension of the addition over natural numbers for finite sums in base p to
Zp.
For example consider two elements in Z5:
a = 2 · 1 + 4 · 5 + 1 · 52 +
∞∑
i=3
3 · 5i, b = 1 · 1 + 2 · 5 +
∞∑
i=2
4 · 5i. Then
a+ b = 3 · 1 + 1 · 5 + 1 · 52 +
∞∑
i=3
3 · 5i
Under this operation Zp forms an abelian group with the identity element
0 = 0 · 1 + 0 · p+ 0 · p2 + . . .. Similarly, the multiplication over natural numbers
in base p can be extended to Zp.
For example take the 5-adic numbers a and b given as above:
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Then a · b = 2 · 1 + 3 · 5 + 3 · 52 + 2 · 53 + . . ..
Hence Zp is a commutative ring with identity element 1 = 1 + 0 · p+ 0 · p2 + . . ..
Proposition 3.0.10 The map φ : Zp → Z/pZ, defined by φ(
∑∞
n=0 anp
n) = a0,
is a homomorphism.
Proof. Let a, b ∈ Zp. Then φ(a) + φ(b) = a0 + b0. Since a0, b0 ∈ Z, a0 + b0 ∈ Zp.
Hence we can write a0 + b0 = d0 · 1 + d1 · p+ . . ., from which it is clear that
φ(a+ b) = d0 = a0 + b0 = φ(a) + φ(b).
We also have
φ(ab) = a0b0 = a0b0 = φ(a)φ(b).
2
Now we try to determine the invertible elements of Zp:
Proposition 3.0.11 Let a =
∑∞
n=0 anp
n ∈ Zp. Then a has an inverse b in Zp if
and only if a0 6= 0.
Proof. Let a be an invertible element in Zp. Then, there exists b ∈ Zp such that
ab = 1. Consider the homomorphism φ defined as in Proposition 3.0.10. We have
φ(ab) = φ(a)φ(b) = 1.
Thus φ(a) = a0 is invertible in Z/pZ, so a0 6= 0, and a0 6= 0.
Conversely, let a =
∑∞
n=0 anp
n ∈ Zp be such that a0 6= 0. We look for an
element b ∈ Zp with ab = 1. Since gcd(a0, p) = 1, there exist x, y ∈ Z satisfying
xa0 + yp = 1. Then xa0 ≡ 1 in Z/pZ. Let x′ ∈ 1, . . . , p− 1 be a representative
of the class x. Take b0 = x′ and write b =
∑∞
m=0 bmp
m. We multiply a by b
and try to solve the polynomial equation ab = 1 + 0 · p + 0 · p2 + . . .. First we
find a0b1 + c0 ≡ 0 (mod p)for some c0 ∈ Z by comparing the coefficients of p in
both sides. (Note that such b1 always exists because p - a0.) Inductively we get
congruences in the form
a0bn + cn ≡ 0 (mod p).
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This proves the existence of b ∈ Zp such that ab = 1. 2
Let a =
∑∞
i=0 aip
i ∈ Zp, and a 6= 0. Let N be the smallest integer such that
aN 6= 0. Then we write
a = pN
∞∑
i=N
aip
i−N = pN
∞∑
j=0
aj+Np
j = pn
∞∑
j=0
bjp
j
where bj = aj+N for j = 0, 1, . . .. Since b0 = aN 6= 0, u =
∑∞
j=0 bjp
j ∈ Z∗p, where
Z∗p denotes the set of all invertible elements of Zp. Thus we proved the following
proposition:
Proposition 3.0.12 For every nonzero element a in Zp, a = pNu for some N ≥ 0
and u invertible element of Zp.
Consider the subset
pZp = {
∞∑
i=1
aip
i | 0 ≤ ai ≤ p− 1}.
It is easy to see that this is an ideal of Zp. Since this ideal contains all nonunit
elements of Zp, any other ideal of Zp is contained in pZp, and we have the following
corollary:
Corollary 3.0.13 pZp is the unique maximal ideal of Zp, and the ideals of Zp
are (0), pkZp for k = 1, 2, . . . and Zp itself.
Let a, b ∈ Zp with b 6= 0. If a is nonzero, we can write a = pNu and b = pMv for
some invertible elements u, v. We have
a
b
= pN−M
u
v
= pN−Mw
Here w is invertible since w = uv−1. Thus we define p-adic numbers to be the
field
Qp := {pnu | n ∈ Z and u ∈ Zp∗}
= {
∞∑
i=n
aip
i | 0 ≤ ai ≤ p− 1, n ∈ Z}
(2) We can also define Qp by using the p-adic Cauchy sequences: We say two
integers are close (in the p-adic sense) to each other when a ≡ b (mod pn) for a
relatively large natural number n.
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Let z be a nonzero rational number. Assume that z has the form z = pmu
v
where
m ∈ Z and u, v are coprime integers not divisible by p. Then this expression of
z, equivalently m, is unique for every prime p:
If we assume z = pm1
u1
v1
= pm2
u2
v2
for some distinctm1,m2 ∈ Z and u1, u2, v1, v2 ∈
Q not divisible by p, then we can see the uniqueness as follows:
The equality pm1
u1
v1
= pm2
u2
v2
implies that pm1−m2(
u1
v1
− u2
v2
) = 0. Since m1 6= m2,
u1
v1
=
u2
v2
. But then we have pm1 = pm2 which implies m1 = m2 contradicting our
assumption.
Definition 3.0.14 Let z 6= 0 be a rational number. If z has the form z = pmu
v
as in the preceding paragraph then m is called the p-adic valuation of z, denoted
by ordp(z). We set ordp(0) = ∞.
For example, if z =
21
40
and p = 2, we can write z as z = 2−3
21
5
. So ord2(z) = −3.
For p = 3, z = 31
7
40
, so we get ord3(z) = 1.
By definition, p-adic valuation has the following properties:
(i) ordp(ab) = ordp(a) + ordp(b)
(ii) ordp(a+ b) ≥ min(ordp(a), ordp(b))
(iii) ordp(a) 6= ordp(b) implies ordp(a+ b) = min(ordp(a), ordp(b))
We can generalize the p-adic distance to the rational numbers by using p-adic
valuation: We say that two rational numbers a and b are p-adically close if
ordp(a− b) is relatively large. A sequence of rational numbers (xn)n≥1 converges
p-adically if we have
ordp(xn − a) →∞ as n→∞
Definition 3.0.15 The p-adic absolute value of a rational number a is defined
as
|a|p := p−ordp(a)
for a 6= 0, and |0|p = 0.
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We have
(i) |ab|p = |a|p|b|p
(ii) |a+ b|p ≤ max(|a|p, |b|p), in particular |a+ b|p ≤ |a|p + |b|p
With this properties, we can consider the p-adic convergence as the convergence
in a metric space. We define the p-adic metric by
dp(a, b) := |a− b|p.
Proposition 3.0.16 Q is a metric space with respect to dp.
Proof. We will prove that dp satisfies metric axioms:
(i) dp(a, b) ≥ 0, dp(a, b) = 0 if and only if a = b.
By definition dp(a, b) = |a − b|p = p−ordp(a−b) ≥ 0, and dp(a, b) = 0 if and only if
ordp(a− b) = ∞. This is the case if and only if a− b = 0.
(ii) dp(a, b) = dp(b, a).
It is sufficient to show that for any z ∈ Q, ordp(z) = ordp(−z). If z = pmu
v
then
−z = pm (−u)
v
. Hence ordp(z) = ordp(−z). Now take z = a − b. The equality
ordp(a− b) = ordp(b− a) implies that
dp(a, b) = p
−ordp(a−b) = p−ordp(b−a) = dp(b, a).
(iii) dp(a, c) ≤ dp(a, b) + dp(b, c).
Let x = pm1
u1
v1
, y = pm2
u2
v2
.
x− y = pmin{m1,m2}(p|m1−m2|u1
v1
+
u2
v2
)
= pmin{m1,m2}(
p|m1−m2|u1v2 + u2v1
v1v2
)
Since p does not divide u1, u2, v1 or v2, p does not divide p|m1−m2|u1v2 + u2v1 if
|m1 −m2| 6= 0. If m1 = m2 then p may divide u1v2 + u2v1. Thus we have
ordp(a+ b) ≥ min{ordp(a), ordp(b)}
and |x + y|p ≤ max{|x|p, |y|p}. By taking x = a − b, y = c − b we obtain that
dp(a, b) ≤ min{dp(a, c), dp(b, c)} ≤ dp(a, c) + dp(b, c).
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Definition 3.0.17 A sequence of rational numbers (xn)n≥1 is said to be a p-adic
Cauchy sequence if it satisfies the following condition: For any given ε > 0 there
is a natural number N ∈ N such that m,n ≥ N implies |xm − xn|p < ε.
Not all p-adic Cauchy sequences converge in Q.
Example 3.0.18 Let p = 7, consider the equation x2 = 2. Let us find the
solutions of this equation in Z7, this means that we are looking for the solutions
of the congruences
xn
2 ≡ 2 (mod 7n+1)
xn+1 ≡ xn (mod 7n+1)
For n = 0, the solution is x0 ≡ 3 (mod 7). For n = 1, x1 ≡ 3+1.7 (mod 72).
Similarly,
x2 ≡ 3 + 1.7 + 2.72 (mod 73)
x3 ≡ 3 + 1.7 + 2.72 + 6.73 (mod 74) . . .
Thus the 7-adic integer which satisfies the equation x2 = 2 is represented by
the sequence {x0, x1, x2, . . .}. This is a 7-adic Cauchy sequence and it does not
converge in Q.
Let Sp be the set of all p-adic Cauchy sequences. We define an equivalence relation
on Sp as follows: Two p-adic sequences (xn)n≥1 and (yn)n≥1 are equivalent if
lim
n→∞
|xn − yn|p = 0.
Definition 3.0.19 The quotient of the set Sp by this equivalence relation is
called the p-adic completion of rational numbers, denoted by Qp.
Consider the set of all p-adic numbers with nonnegative valuation. Denote this
set by Zp := {z ∈ Qp : ordp(z) ≥ 0}. This set is closed under addition and
multiplication: For a, b ∈ Qp, we have ordp(a + b) ≥ min{ordp(a), ordp(b)} ≥ 0,
and ordp(ab) = ordp(a) + ordp(b) ≥ 0. Thus Zp is a subring of Qp. We call Zp
the ring of integers of Qp.
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4. CHARACTERS OF FINITE FIELDS AND GAUSS SUMS
4.1 Characters of Finite Fields
Let G be a finite abelian group of order n. Consider B = {z ∈ C : |z| = 1}.
Clearly, B is a multiplicative group of complex numbers with identity element 1.
A character χ of the group G is a homomorphism of G into B. The values of χ
are n-th roots of unity: For all g ∈ G
(χ(g))n = χ(gn) = χ(1G) = 1
when G is a multiplicative group with identity element 1G. Similarly
(χ(g))n = χ(ng) = χ(0G) = 1
when G is an additive group with identity element 0G. This says that a character
of G can be seen as a homomorphism of G into the group of all n-th roots of
unity. Hence the set Gˆ of all characters of G has finitely many elements. We also
note that
χ(g)χ(−g) = χ(g + (−g)) = χ(0G) = 1
hence χ(−g) = (χ(g))−1 = χ(g) for every g ∈ G (here we consider G as an
additive group but the same thing is true for a multiplicative group, too).
The character χ0, defined by χ0(g) = 1 for all g ∈ G is called the trivial character
of G, all other characters are called nontrivial. The character χ is called the
conjugate character of χ, defined by χ(g) = χ(g) for all g ∈ G. The multiplication
of characters χ1, χ2 are defined as
(χ1χ2)(g) = χ1(g)χ2(g)
for all g ∈ G. Thus the set Gˆ of characters of G forms an abelian group under
this multiplication with χ0 as the identity element, and χ is the inverse element
of χ in Gˆ for all χ ∈ Gˆ.
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Example 4.1.1 Let G be a finite abelian group, and g be an element of G of
order m. Then the cyclic group 〈g〉 is a subgroup of G. Consider the map ψ from
〈g〉 to m-th roots of unity defined by
ψ(gk) = e
2piik
m for k = 0, 1, . . . ,m− 1,
This map is a nontrivial character of 〈g〉.
Let H ≤ G. Let ψ be a character of H, then there exists a character χ of G such
that χ(h) = ψ(h) for all h ∈ H. In particular, consider 〈g〉 and ψ defined as in
the example above. Then, for any g 6= 1G in G, there exists a character χ of G
with χ(g) 6= 1.
Theorem 4.1.2 Let G be a finite abelian group. Then∑
g∈G
χ(g) =
{ |G|, if χ = χ0;
0, if χ 6= χ0.
and ∑
χ∈Gˆ
χ(g) =
{ |Gˆ|, if g = 1G;
0, if g 6= 1G.
where |G| (resp. |Gˆ|) denotes the order of G (resp. Gˆ).
Proof. If χ = χ0 then
∑
g∈G χ0(g) =
∑
g∈G 1 = |G|.
If χ 6= χ0 then there exists a ∈ G with χ(a) 6= 1. Since a · g runs through all the
elements of G when g runs through all the elements of G. We have∑
g∈G
χ(g) =
∑
g∈G
χ(a · g) = χ(a)
∑
g∈G
χ(g)
and since χ(a) 6= 1, the equality
(χ(a)− 1)
∑
g∈G
χ(g) = 0
implies
∑
g∈G χ(g) = 0 .
If g = 1G then
∑
χ∈Gˆ χ(1G) =
∑
χ∈Gˆ 1 = |Gˆ|.
If g 6= 1G then there exists some character χ1 of G such that χ1(g) 6= 1. If χ
runs through all the elements of the group Gˆ, then χ1χ also runs through all the
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elements of Gˆ. Thus we have∑
χ∈Gˆ
χ(g) =
∑
χ∈Gˆ
(χ1χ)(g) = χ1(g)
∑
χ∈Gˆ
χ(g).
Since χ1(g) 6= 1, the equality
(χ1(g)− 1)
∑
χ∈Gˆ
χ(g) = 0
implies that
∑
χ∈Gˆ χ(g) = 0.
Corollary 4.1.3 The order of the group Gˆ is equal to |G|.
Consider a finite field Fq (a field with q elements) of characteristic p. Fq is an
additive finite abelian group, and F∗q is a multiplicative finite abelian group.
Additive Character: Let us consider Fq as an additive group. We know that
Fq contains a prime subfield Fp which is isomorphic to Z/(p). Let S : Fq → Fp be
the trace function from Fq to Fp. Then the map a 7→ e
2pii
p
S(a) from Fq to the group
of p-th roots of unity is a character of Fq: For each a, b ∈ Fq, S(a+b) = S(a)+S(b),
and so (a+ b) 7→ e 2piip S(a)e 2piip S(b). A character of Fq is called an additive character
of Fq.
Multiplicative character: A character of the multiplicative group F∗q is called
a multiplicative character of Fq. Let ζ be a primitive element of Fq. Then for each
j = 0, 1, . . . , q − 2 the map ζk 7→ e 2piijkq−1 , k = 0, 1, . . . , q − 2 from F∗q to (q − 1)-th
roots of unity defines a multiplicative character of Fq.
4.2 Gauss Sums
Let ψ be multiplicative character and χ an additive character of Fq. Then we
define the Gauss sum g(ψ, χ) by
g(ψ, χ) :=
∑
a∈F∗q
ψ(a)χ(a).
We denote the trivial multiplicative character by ψ0 and the additive character
by χ0.
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Theorem 4.2.1 With the above notation, the following statement is true:
g(ψ, χ) =

q − 1, if ψ = ψ0, χ = χ0;
−1, if ψ = ψ0, χ 6= χ0;
0, if ψ 6= ψ0, χ = χ0.
Proof. If ψ = ψ0 and χ = χ0 then we have g(ψ0, χ0) =
∑
a∈F∗q 1 = q − 1.
If ψ = ψ0 and χ 6= χ0 then g(ψ0, χ) =
∑
a∈F∗q χ(a) =
∑
a∈F∗q χ(a) + χ(0)− χ(0) =∑
a∈Fq χ(a)− χ(0) = −1 by Theorem 4.1.2.
If ψ 6= ψ0 and χ = χ0 then g(ψ, χ0) =
∑
a∈F∗q ψ(a) = 0 again by Theorem 4.1.2.
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5. THEOREM OF KATZ
Seventy years ago, C. Chevalley proved a conjecture of E. Artin on the zero set
Z(F ) in Fq of a polynomial. We start this chapter with Chevalley’s theorem, and
then we present Katz’s Theorem in detail which is a remarkably improved version
of this theorem.
We will denote the set of the zeroes of a polynomial F (x) by
Z(F ) := {(x1, . . . , xn) ∈ kn : F (x) = 0}
and we will denote by N(F ) the number of elements of Z(F ).
Theorem 5.0.2 (Chevalley’s Theorem) ([4]) Let k be a finite field and let
F (x1, . . . , xn) be a polynomial of degree d over k with no constant term. Suppose
d < n. Then there exists a point (x1, . . . , xn) such that F (x1, . . . , xn) = 0.
Proof. Since k is finite, it is of characteristic p, and the number of elements is
q = ps for some positive integer s. Since for every finite field k, the multiplicative
group k∗ is cyclic of order q − 1, we have
F (x)q−1 = 1 for all x ∈ kn − Z(F )
and clearly
F (x)q−1 = 0 for all x ∈ Z(F ).
Thus the polynomial G(x) := F (x)q−1 is the characteristic function of kn−Z(F )
with values in Fp. Hence the number of points of kn − Z(F ) modulo p will be
given by the sum
∑
x∈kn G(x). We aim to calculate this sum and to show that it
is equal to 0 ∈ Fp. Since F has no constant term, the polynomial G is a linear
combination of monomials Mα(x) = xα11 . . . xαnn .
We calculate ∑
x∈Kn
Mα(x) =
∑
x∈kn
xα11 . . . x
αn
n = (
∑
x1∈k
xα11 ) . . . (
∑
xnk
xαnn ).
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To prove that
∑
x∈kn
G(x) = 0, it is sufficient to show that this sum equals to zero
for each monomial Mα(x). Thus the problem reduces to calculate the sums of the
form ∑
z∈k
zβ where β ∈ N
(i) When β = 0, zβ = 1 for all z ∈ k. Consequently, we have∑
z∈k
zβ =
∑
z∈k
1 = q = 0 ∈ Fp.
(ii) When β > 0, we have the term 0β = 0, so the sum reduces to
∑
z∈k∗ z
β. Since
k∗ is a cyclic group of order q− 1 there is an element, say ω, which generates k∗.
Then
∑
z∈k∗
zβ =
q−2∑
j=0
ωβ·j, a geometric sum. Thus we have two cases:
Case 1: If ωβ 6= 1, i.e. if β is not a multiple of q − 1, then
q−2∑
j=0
ωβ·j =
ωβ(q−1) − 1
ωβ − 1 = 0
since ωq−1 = 1.
Case 2: If ωβ = 1, i.e if β is a multiple of q − 1, then
q−2∑
j=0
ωβ·j =
q−2∑
j=0
1 = q − 1.
It follows from (i) and (ii) that the sum∑
x∈kn
xα11 . . . x
αn
n = (
∑
x1∈k
xα11 )...(
∑
xn∈k
xαnn )
vanishes unless all αi’s are nonzero and multiples of q − 1. In this case, the
degree α1 + α2 + . . .+ αn of the monomial Mα(x) is at least (q − 1)n. However,
since G(x) = (F (x))q−1, the degree of G(x) is (q − 1)d, and by assumption we
have (q − 1)d < (q − 1)n. Thus ∑x∈kn Mα(x) = 0 for every monomial Mα(x)
which appears in G with a non-zero coefficient. Therefore,
∑
x∈kn G(x) = 0.
So the number of points kn − Z(F ) is a multiple of p. Since kn has qn = pns
elements,N(F ) also have to be a multiple of p. Since F has no constant term,
Z(F ) will contain the point 0 ∈ kn. The fact that p divides N(F ), implies that
Z(F ) has some other points. 2
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Let Fi = Fi(X1, . . . , Xn) be a polynomial of degree di, i = 1, . . . , r.
Z(F1) ∩ . . . ∩ Z(Fr) := {x = (x1, . . . , xn) ∈ kn : F1(x) = . . . = Fr(x) = 0}
The number of the elements of Z(F1) ∩ . . . ∩ Z(Fr) is denoted by N(F1, . . . , Fr).
Theorem 5.0.3 (Katz’s Theorem) Assume d1 ≥ d2 ≥ . . . ≥ dr. Let
λ =

n−
r∑
i=1
di
d1

.
Then qλ divides N(F1, . . . , Fr).
We may express the theorem in the following way:
|Z(F1) ∩ . . . ∩ Z(Fr)| ≡ 0 (mod q
⌈
n−∑ri=1 di
d1
⌉
). (5.0.1)
Katz’s proof of this theorem is rather difficult and different the one we give here.
We will give essentially the proof of of Wan which is more elementary. Wan’s
proof is based on the proof of Ax given in 1964.
Let us state some useful facts for the proof of Wan: The set
pZp = {z ∈ Zp : ordp(z) > 0}
is the maximal ideal of Zp. The quotient field Zp/pZp is isomorphic to the field
Fp, and this quotient field is called the residue class field of Qp. Let q = pf . Let
K be a finite extension of Qp of degree f , let ZK be the ring of integers of K.
Then the residue class field of K is defined to be the quotient field of ZK by its
maximal ideal.
Remark 5.0.4 If the degree [K : Qp] of the extension K/Qp is equal to the
degree of the extension of the residue class field of K over the residue class
field of Qp, then K/Qp is called an unramified extension of Qp. The unramified
extension of Qp of degree [K : Qp] is unique [3].
Let k be the residue class field of the unramified extension K of Qp. Then we
can identify k with Fq. By definition, every element of k is an equivalence class.
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The Teichmuller representative of an element a of k in K is a representative
of the equivalence class of a which satisfies the equation xq − x = 0. For each
element of k, such representative exists [3]. Let T denote the set of Teichmuller
representatives of k in K; let T ∗ = T − 0, the (q − 1)−th roots of unity.
Let ξ be a primitive p-th root of unity. If α is an integer of Qp, ξα is then defined
to be ξa for an a ∈ Z+ satisfying a ≡ α (mod p).
5.1 Wan’s Proof
In this section we will study a proof for Katz theorem given by Wan. In fact,
his proof is based on Ax’s proof, which is the case of one polynomial for Katz’s
theorem.
Wan’s proof for r=1 : Let S denote the trace of K over Qp. Consider the
polynomial
P (U) = Σq−1m=0cmU
m
of degree q − 1 with coefficients in K(ξ) such that P (t) = ξS(t) for all t  T . Let
us calculate the coefficients cj for j = 0, 1, . . . , q − 1.
(i) For j = 0 we have c0 = P (0) = ξ0 = 1.
(ii) For 0 < j < q − 1, we can determine cj by summing P (t)t−j over t ∈ T ∗:
P (t)t−j =
q−1∑
m=0
cmt
mt−j = c0t−j + . . .+ cj−1tj−1−j + cj + cj+1t+ . . .+ cq−1tq−1−j
g(j) =
∑
t∈T ∗
P (t)t−j
= c0
∑
t∈T ∗
t−j + . . .+ cj−1
∑
t∈T ∗
t−1 + cj(q − 1) + cj+1
∑
t∈T ∗
t+ . . .+ cq−1
∑
t∈T ∗
tq−1−j
Since q − 1 - m− j for 0 ≤ m ≤ q − 1 and 0 < j < q − 1, we have∑
t∈T ∗
tm−j = 0
0 ≤ m ≤ q − 1, 0 < j < q − 1
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Thus we obtain
cj(q − 1) = g(j)
(iii) When j = q − 1, consider the sum of P (t)’s over t ∈ T ∗.
Recall that the trace function is not identically zero on a finite field. Hence
g(0) =
∑
t∈T ∗
P (t) =
∑
t∈T ∗
ξS(t) = −1
and so
−1 = g(0)
=
∑
t∈T ∗
P (t)
=
∑
t∈T ∗
q−1∑
m=0
cmt
m
= c0(q − 1) + c1
∑
t∈T ∗
t+ . . .+ cq−2
∑
t∈T ∗
tq−2 + cq−1
∑
t∈T ∗
tq−1
= (q − 1)(c0 + cq−1)
cq−1 =
−q
q − 1
Let us summarize our computations above:
cj =

1, for j = 0;
g(j)
q−1 , for 0 < j < q − 1 ;−q
q−1 , for j = q − 1.
(5.1.1)
Next, we need the following facts:
Proposition 5.1.1 ([10], p.79)Let K be a field, ξ be a primitive p-th root of
unity. Then [K(ξ) : K] = p − 1, the ideal generated by p is totally ramified in
the extension K(ξ) of K, and generated by ξ − 1, that is (p) = (ξ − 1)p−1.
Theorem 5.1.2 : Let us first write each 0 ≤ j ≤ q − 1 in base p:
j =
f−1∑
i=0
jip
i
where 0 ≤ ji ≤ p− 1 and i = 0, . . . , f − 1.
Now let ψ be a (nontrivial) multiplicative character and χ be an additive character
of Fq of characteristic p defined by ψ(t) := t−j and χ(t) := ξS(t), respectively
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(0 < j < q − 1), ξ is a primitive p-th root of unity and S(t) is the trace function
of t over Fp. Let g(j) be the Gauss sum g(j) = g(ψ, χ) =
∑
t∈F∗q t
−jξS(t). Then
g(j) satisfies the Stickelberger congruence:
g(j)
βσ(j)
≡ − 1
ρ(j)
(mod β)
where σ(j) :=
f−1∑
i=0
ji, ρ(j) :=
f−1∏
i=0
ji!, and β = ξ − 1.
Proof. See [10], p.366-368.
For j = 0, c0 = 1. Since σ(0) = 0 we have c0 ≡ 0 mod βσ(0).
For 0 < j < q − 1 then cj = g(j)q−1 and by Stickelberger’s congruence we have
(q − 1)cjρ(j)
βσ(j)
≡ −1 mod β
By Proposition 5.1.1 we have p | β. Since p - ρ(j) =
f−1∏
i=1
ji!, we get β - ρ(j).
Now β | pf = q, so β - q − 1. It follows that βσ(j) | cj. For j = q − 1,
cq−1 =
−q
q−1 and σ(j) = (p − 1)f . By Proposition 5.1.2 (ξ − 1)p−1 | p. Hence
βσ(q−1) = (ξ − 1)(p−1)f | pf = q, and so βσ(j) | cq−1. Thus
cj ≡ 0 mod βσ(j) (5.1.2)
for 0 ≤ j ≤ q − 1.
Consider the map from the ring of integers of K to the p-th roots of unity defined
by α 7→ ξS(α). This map is a nontrivial additive character of the integers of K,
which is trivial on the maximal ideal of the integers of K. Since k is isomorphic
to the quotient of the ring of integers of K with its maximal ideal, we can define
a map η from k to the p-th roots of unity defined by η(x) = ξS(t) = P (t) where
x ∈ k and t is the Teichmuller representative of x which is a nontrivial additive
character of k.
If u ∈ k, then ∑
x0∈k
η(x0u) =
{
q, if u = 0;
0, otherwise.
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(?) Take u = F (x1, . . . , xn) for x = (x1, x2, . . . , xn) ∈ kn:∑
x0∈k
η(x0F (x1, . . . , xn)) =
{
q, if F (x1, . . . , xn) = 0;
0, otherwise.
This means that
∑
x0∈k
η(x0F (x)) = q when x ∈ Z(F ), and
∑
x0∈k
η(x0F (x)) = 0
otherwise. If we take the sum of this terms over all x ∈ kn, then we get∑
x∈kn
∑
x0∈k
η(x0F (x)) = qN(F ).
We write ∑
(x0,x1,...,xn)∈kn+1
η(x0F (x)) = qN(F ).
Let
F (x) =
∑
w∈W
awx
w
where
W := {w ∈ (Z+)n : height(w) = |w| ≤ d}.
Remember that d = degF . Then we have
qN(F ) =
∑
x′∈kn+1
η(x0(
∑
w∈W
awx
w))
=
∑
x′∈kn+1
η((
∑
w∈W
x0awx
w))
=
∑
x′∈kn+1
∏
w∈W
η(aw(x
′)w
′
)
where x′ = (x0, x1, . . . , xn) ∈ kn+1 and w′ = (1, w1, . . . , wn) ∈ (Z+)n if w =
(w1, . . . , wn). If we denote the Teichmuller representative of aw by Aw for each
w ∈ W , and write t = (t0, t1, . . . , tn) ∈ T n+1 for each x′ such that ti is the
Teichmuller representative of xi, 0 ≤ i ≤ n, then
qN(F ) =
∑
t∈Tn+1
∏
w∈W
P (Awt
w′)
since η(xi) = P (ti) for all xi ∈ k and ti the Teichmuller representative of xi.
Since P (t) =
q−1∑
m=0
cmt
m with the coefficients ci that we determined in 5.1.1 we
have
qN(F ) =
∑
t∈Tn+1
∏
w∈W
q−1∑
m=0
cmA
m
w t
mw′
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Let us denote by M , the set of functions on W with values in {0, 1, . . . , q − 1}.
qN(F ) =
∑
m∈M
∑
t∈Tn+1
∏
w∈W
cm(w)A
m(w)
w t
m(w)w′
=
∑
m∈M

(∏
w∈W
Am(w)w
)(∏
w∈W
cm(w)
) ∑
t∈Tn+1
∏
w∈W
tm(w)w
′

=
∑
m∈M

(∏
w∈W
Am(w)w
)(∏
w∈W
cm(w)
) ∑
t∈Tn+1
t
∑
w∈W
m(w)w′


=
∑
m∈M
α(m)
(∏
w∈W
cm(w)
) ∑
t∈Tn+1
te
′(m)

where α(m) :=
∏
w∈W A
m(w)
w ∈ T , e′(m) :=
∑
w∈W
m(w)w′ for m ∈M .
For an n-tuple v in (Z+)n we write (q − 1) | v if there exists u ∈ (Z+)n such that
v = (q − 1)u and q − 1 - v otherwise. Thus, when (q − 1) - e′(m) implies that at
least one component of e′(m) is not divisible by q − 1. Then we have∑
t∈Tn+1
te
′(m) = 0 if q − 1 - e′(m) (5.1.3)
and for e′(m) = (0, . . . , 0) we have∑
t∈Tn+1
te
′(m) =
∑
t∈Tn+1
t(0,...,0) =
∑
t∈Tn+1
1 = qn+1. (5.1.4)
When (q−1) | e′(m) =
∑
w∈W
m(w)w′ and e′(m) 6= (0, . . . , 0), we have some w ∈ W
such that m(w) 6= 0. Let e(m) :=
∑
w∈W
m(w)w, then
∑
t∈Tn+1
te
′(m) = (
∑
t∈T
te0
′
)(
∑
t∈T
te1) . . . (
∑
t∈T
ten)
where e0′ =
∑
w∈W m(w) is a nonzero multiple of q− 1 since q− 1 | e′(m). Hence∑
t∈T
te0
′
= q − 1.
Similarly for each nonzero component ej of e(m), we have∑
t∈T
tej = q − 1
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and for each zero component ek we have∑
t∈T
tek = q.
Let s be the nonzero entries in e(m), then we get∑
t∈Tn+1
te
′(m) = (q − 1)s+1qn−s if q − 1 | e′(m) 6= (0, . . . , 0). (5.1.5)
Since for each w ∈ W , 0 ≤ m(w) ≤ q − 1, we may write m(w) =
f−1∑
i=0
mi(w)p
i
where 0 ≤ mi(w) ≤ p − 1, 0 ≤ i ≤ f − 1. We extend the definition of mz(w)
to all z ∈ Z by letting mz(w) = mr(w) if r is the least nonnegative residue of z
modulo f .
Claim: For 0 ≤ j ≤ f − 1, tm(w) = t∑f−1i=0 mi−j(w)pi−j .
Proof of the claim. First we show that mi−j is a permutation of mi for 0 ≤ i, j ≤
f − 1.
For j = 0 there is nothing to prove. For j = 1,
mi−j = {m−1,m0, . . . ,mf−2} = {mf−1,m0, . . . ,mf−2}
by the definition of mz . Similarly for any 0 ≤ j ≤ f − 1, we have
mi−j(w) = {m−j,m−j+1, . . . ,m−1,m0, . . . ,mf−j−1}
= {mf−j,mf−j+1, . . . ,mf−1,m0,m1, . . . ,mf−j−1}
by the definition of mi−j. Now we need to show that tp
i−j
= tp
k where i− j ≡ k
(mod f) and 0 ≤ k ≤ f .
If i ≥ j then there is nothing to prove since 0 ≤ i − j ≤ f − 1. Since every
Teichmuller representative satisfies the equation tq = t, we have tpi−j = (tq)p
i−j
=
tp
i−j+f .
If i < j then i− j ≡ i− j + f (mod f) and 0 < i− j + f < f . This completes
the proof. 2
Now we define for each 0 ≤ j ≤ f − 1 the function m(j) ∈M by
m(j)(w) =
f−1∑
i=0
mi−j(w)pi
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By discussion above, we see that
tm
(j)
(w) = t
∑f−1
i=0 mi−j(w)p
i
= (tp
j
)
∑f−1
i=0 mi−j(w)p
i−j
= (tp
j
)m(w)
To replace m by m(j) same to replace tpj for t. Let us consider the sum 5.1.5, we
have ∑
t∈Tn+1
t
∑
w∈W m
(j)(w)w′ =
∑
t∈Tn+1
(tp
j
)
∑
w∈W m(w)w
The map t→ tp is a permutation of T : It maps zero to itself, and since p - q− 1,
it maps every t ∈ T ∗ to a distinct element of T ∗. Hence replacing tpj in t makes
no change in the sum 5.1.5
We deduce q − 1 | e′(m(j)), and the number of nonzero entries of e(m(j)) is again
s for each j = 0, . . . , f − 1. Hence we obtain the inequalities
s(q − 1) ≤ height(e(m(j))) = height
∑
w∈W
m(j)(w)w ≤ d
∑
w∈W
m(j)(w).
Since the first entry of e′(m), e0′ =
∑
w∈W
m(w) is a multiple of q− 1,
∑
w∈W
m(j)(w),
the first entry of e′(m(j)) is a multiple of q − 1. Thus
ds/de (q − 1) ≤
∑
w∈W
m(j)(w) =
∑
w∈W
f−1∑
i=0
mi−j(w)pi
Let us sum this relation over j = 0, 1, . . . , f − 1, we have
fds/de(q − 1) ≤
f−1∑
j=0
∑
w∈W
f−1∑
i=0
mi−j(w)pi
≤
∑
w∈W
f−1∑
i=0
f−1∑
j=0
mi−j(w)pi
≤
∑
w∈W
f−1∑
i=0
pi
f−1∑
j=0
mi−j(w)
As used in 5.1.2, σ(m(w)) =
f−1∑
j=0
mi−j(w), so
f ds/de (q − 1) ≤
∑
w∈W
f−1∑
i=0
piσ(m(w))
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Since q − 1 = pf − 1 = (p− 1)(
f−1∑
i=0
pi), we have
f ds/de (p− 1) ≤
∑
w∈W
σ(m(w))
Hence
pfds/de(p−1) |
∏
w∈W
pσ(m(w)).
By Proposition 5.1.1, we have
pfds/de(p−1) |
∏
w∈W
β(p−1)σ(m(w))
qds/de |
∏
w∈W
βσ(m(w))
By congruence 5.1.2, we have
qds/de |
∏
w∈W
cm(w) (5.1.6)
By 5.1.6 and 5.1.3, 5.1.4, and 5.1.5 we see that
qh | qN(F ) if h = min{h(s)}
where
h(s) = ds/de+ n− s, s = 0, 1, . . . , n
Let l ∈ Z+, then we have
l ≥
⌈
s+ l
d
⌉
− ds/de
since the left side of the inequality increases by one when l is substituted by l+1
on each sides, while the right side increases by at most one. Since 0 ≤ s ≤ n we
can take l = n− s in the above relation, so
n− s ≥ dn/de − ds/de .
Since λ = dn/de − 1, h(s) = ds/de+ n− s ≥ dn/de = λ+ 1 for s = 0, 1, . . . , n.
Since qh | qN(F ) and h− 1 ≥ λ we obtain that
qλ | N(F ).
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Wan’s proof for an arbitrary r : We start by considering the step (?) in the
proof for r = 1 and we take u = Fi(x1, . . . , xn), for i = 1, . . . , r. Then we have∑
yik
η(yiFi(x1, . . . , xn)) =
{
q, if Fi(x1, . . . , xn) = 0;
0, otherwise.
So we get∑
y1,...,yr∈k
r∏
i=1
η(yiFi) =
{
qr if F1(x1, . . . , xn) = . . . = Fr(x1, . . . , xn) = 0;
0 otherwise.
By taking sum over all (x1, . . . , xn) ∈ kn we obtain the following∑
x∈kn
∑
y∈kr
r∏
i=1
η(yiFi(x1, . . . , xn)) = q
rN(F1, . . . , Fr)
where x = (x1, . . . , xn) ∈ kn, y = (y1, . . . , yr) ∈ kr. Let
Fi =
∑
w(i)∈W (i)
a(w(i)xw(i)
where W (i) := {w(i) ∈ Zn+ : height(w(i)) = |w(i)| ≤ di} we have
qrN(F1, . . . , Fr) =
∑
x∈kn
∑
y∈kr
r∏
i=1
η(yi
∑
w(i)∈W (i)
a(w(i))xw(i))
=
∑
x∈kn
∑
y∈kr
r∏
i=1
∏
w(i)∈W (i)
η(a(w(i))yix
w(i))
=
∑
t∈Tn
∑
t′∈T r
r∏
i=1
∏
w(i)∈W (i)
P (A(w(i))ti
′tw(i))
where A(w(i)) is the Teichmuller representative of a(w(i)), and t = (t1, . . . , tn) ∈
T n, t′ = (t1′, . . . , tr ′) ∈ T r. Thus
qrN(F1, . . . , Fr) =
∑
t∈Tn
∑
t′∈T r
r∏
i=1
∏
w(i)∈W (i)
q−1∑
mi(w(i))=0
Cmi(w(i))(Aw(i)t
′tw(i))mi(w(i))
qrN =
∑
m∈M
{
r∏
i=1
∏
w(i)∈W (i)
A
mi(w(i))
w(i) }{
r∏
i=1
∏
w(i)∈W (i)
cmi(w(i))}{
r∑
i=1
∑
t∈Tn
te(m)
∑
t′∈T r
r∏
i=1
(ti
′)e
′(m)}
where e(m) ∈ Z+n , e(m) :=
∑r
i=1
∑
w(i)∈W (i)mi(w(i))w(i), e
′(m) = (e1′, . . . , er ′) ∈
Zr+, ei′ :=
∑
w(i)∈W (i)mi(w(i)) and M is the set of functions on (W (1), . . . ,W (r))
with values m = (m1(w(1), . . . ,mr(w(r))) from integers 0, 1, . . . , q − 1.
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Similar to the case i = 1, we have∑
t∈Tn
te(m)
∑
t′∈T r
(t′)e
′(m) = 0 if (q − 1) - (e(m), e′(m))
Now consider the case q − 1 | (e(m), e′(m)). For each nonzero entry ej of
(e(m), e′(m)) we have ∑
t∈T
tej = q − 1
and for each zero entry ek we have∑
t∈T
tek = q.
Let s1, s2 be the numbers of nonzero entries in e(m), and e′(m) respectively, then
we get ∑
t∈Tn
te(m)
∑
t′∈T r
(t′)e
′(m) = (q − 1)s1+s2qn+r−s1−s2 (5.1.7)
Since we consider the case q − 1 | e(m), we have
s1(q − 1) ≤ |e(m)|
≤ |
r∑
i=1
∑
w(i)∈W (i)
mi(w(i))w(i)|
≤
r∑
i=1
∑
w(i)∈W (i)
mi(w(i))|w(i)|
≤
r∑
i=1
di
∑
w(i)∈W (i)
mi(w(i))
≤
r∑
i=1
diei
′.
With no loss of generality, we may assume that the first s2 entries of e′(m) are
nonzero:
e1
′ 6= 0, . . . , es2 ′ 6= 0, and es2+1′ = . . . = er ′ = 0.
Let d = max1≤i≤s2di, then we have
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s1(q − 1) ≤
s2∑
i=1
diei
′
=
s2∑
i=1
(d− d)ei′ +
s2∑
i=1
diei
′
= d
s2∑
i=1
ei
′ −
s2∑
i=1
(d− di)ei′
= d
s2∑
i=1
ei
′ −
s2∑
i=1
(d− di)(q − 1)
= d
s2∑
i=1
ei
′ − (q − 1)
s2∑
i=1
(d− di)
Thus
s1(q − 1) + [
s2∑
i=1
(d− di)](q − 1) ≤ d
s2∑
i=1
ei
′.
Since
[s1 +
s2∑
i=1
d−
s2∑
i=1
di](q − 1) = [s1 + s2d−
s2∑
i=1
di](q − 1)
and (q − 1) | ei′ for all i = 1, . . . , s2, we have⌈
s1 + s2d−
∑s2
i=1 di
d
⌉
(q − 1) ≤
s2∑
i=1
ei
′ =
s2∑
i=1
∑
w(i)∈W (i)
mi(w(i)). (5.1.8)
Let us define 〈x〉q as the least positive residue of x modulo q − 1 and 〈0〉q = 0.
Since tq−1 = 1 for each t ∈ T ∗, we have∑
t∈T
tx =
∑
t∈T
t〈x〉q
Similar to the argument in the case r = 1, t 7→ tpj is a permutation of T , for
0 ≤ j ≤ f − 1. So tpj = (t1pj , . . . , tnpj) and (t′)pj = ((t′1)p
j
, . . . , (t′r)
pr) induce
permutations of T n and T r, respectively. Hence substituting tpj and (t′)pj for t
and t′ respectively, makes no change in the sum 5.1.7.
∑
t∈Tn
te(m)
∑
t′∈T r
(t′)e
′(m) =
∑
t∈Tn
(tp
j
)e(m)
∑
t′∈T r
(tp
j ′
)e
′(m)
=
∑
t∈Tn
tp
je(m)
∑
t′∈T r
t(p
j)′e′(m)
=
∑
t∈Tn
t〈p
je(m)〉q
∑
t′∈T r
t′〈p
je′(m)〉q
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Here 〈pje(m)〉q means the n-tuple (〈pje1〉q, . . . , 〈pjen〉q). By the above argument
we see that the number of nonzero entries in 〈pje(m)〉q and 〈pje′(m)〉q are equal
to the number of nonzero entries in e(m) and e′(m), that is s1, s2 respectively.
Thus same as 5.1.8 we have⌈
s1 + s2d−
∑s2
i=1 di
d
⌉
(q − 1) ≤
s2∑
i=1
∑
w(i)∈W (i)
〈pjmi(w(i))〉q
for j = 0, 1, . . . , f − 1, summing these relations over j we get
f
⌈
s1 + s2d−
∑s2
i=1 di
d
⌉
(q − 1) ≤
s2∑
i=1
∑
w(i)∈W (i)
f−1∑
j=0
pjσ(mi(w(i)))
since mi(w(i)) ≤ q − 1. By dividing both sides with
∑f−1
j=0 p
j we get
f(p− 1)
⌈
s1 + s2d−
∑s2
i=1 di
d
⌉
≤
s2∑
i=1
∑
w(i)∈W (i)
σ(mi(w(i)))
≤
2∑
i=1
∑
w(i)∈W (i)
σ(mi(w(i)))
This inequality implies together with 5.1.2 and the fact that p divides βp−1 that
the exponent of highest power of q dividing
r∏
i=1
∑
w(i)∈W (i)
C(mi(w(i)))
is at least ⌈
s1 −
∑s2
i=1 di
d
)
⌉
+ s2 (5.1.9)
Let us set
h = min
0 ≤ s1 ≤ n
0 ≤ s2 ≤ r
min
1≤i1≤is2≤r
{
⌈
s1 −
∑s2
j=1 dij
max1≤j≤s2 dij
⌉
+ n+ r − s1}
= min
0≤s2≤r
min
1≤i1≤is2≤r
{
⌈
n−∑s2j=1 dij
max1≤j≤s2 dij
⌉
+ r}
and take 1 ≤ d1 ≤ d2 ≤ . . . ≤ ds2+1. Since
n ≥
r∑
j=1
dj ≥
s2+1∑
j=1
dj
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we have
n−
s2∑
j=1
dj
ds2
≥
n−
s2+1∑
j=1
dj
ds2+1
≥
n−
r∑
j=1
dj
max
1≤i≤r
di
Thus we obtain 
n−
r∑
j=1
dj
max
1≤i≤r
di

+ r.
with qh | qrN(F1, . . . , Fr), which completes the proof. 2
5.2 Hou’s Proof
In [7], X. Hou gave a geometrical proof for the case of r polynomials, by using
induction on r. For r = 1, he referred to Ax’s Theorem.
Here, we follow our notations from the preceding section. We will need the
following lemma:
Lemma 5.2.1 For Z := Z(F1) ∩ . . . ∩ Z(Fr),
N(F1, . . . , Fr) = |Z|
≡ q
1−r
q − 1
∑
(a1,...,ar)∈
|Z(a1F1 + . . .+ Fr)| (mod qn−r+1).
Proof. Since
Z(a1F1 + . . .+ arFr) = {x = (x1, . . . , xn) ∈ Fnq | a1F1(x) + . . .+ arFr(x) = 0},
we have
∑
(a1,...,ar)∈Frq
|Z(a1F1 + . . .+ arFr)| =
∑
x∈Frq
∑
(a1,...,ar)∈Frq
a1F1(x)+...+arFr(x)=0
1
= (
∑
x∈Z
+
∑
x∈Fnq \Z
)
∑
(a1,...,ar)∈Frq
a1F1(x)+...+arFr(x)=0
1
= |Z|qr + (qn − |Z|)qr−1.
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This is because for each x ∈ Fnq \ Z we have Fk(x) 6= 0 for some k = 1, . . . , r
which implies that
ak = −a1F1(x)
Fk(x)
− . . .− ak−1Fk−1(x)
Fk(x)
− ak+1Fk+1(x)
Fk(x)
− . . .− arFr(x)
Fk(x)
.
Hence we find qr−1 different r-tuples (a1, . . . , ar) satisfying the equation
a1F1(x) + . . .+ arFr(x) = 0.
Thus ∑
(a1,...,ar)∈Frq
|Z(a1F1 + . . .+ arFr)| = (|Z|q + qn − |Z|)qr−1
= (|Z|(q − 1) + qn)
which implies that
N(F1, . . . , Fr) = |Z| ≡ q
1−r
q − 1
∑
(a1,...,ar)
|Z(a1F1 + . . .+ arFr)| (mod qn−r+1).
2
Now we use induction on the number of the polynomials r: We know it is true for
the case r = 1, by Ax’s Theorem. Assume the hypothesis for every k < r. Now
we must prove that the hypothesis is true for k = r: To do this we use another
induction on
i=r∑
i=1
(d1 − dr).
For
i=r∑
i=1
(d1 − dr) = 0, by 5.2.1 we get
|Z| ≡ q
1−r
q − 1
∑
(a1,...,ar)
|Z(a1F1 + . . .+ arFr)| (mod qn−r+1).
Since we have d1 = . . . = dr, a1F1+ . . .+ arFr is a polynomial of degree d1. Thus
by Ax’s Theorem we have
|Z(a1F1 + . . .+ arFr)| ≡ 0 (mod q
⌈
n−d1
d1
⌉
)
which implies that
|Z| ≡ q
1−r
q − 1
∑
(a1,...,ar)
|Z(a1F1 + . . .+ arFr)| (mod qn−r+1)
≡ 0 (mod q
⌈
n
d1
⌉
−1−r+1
).
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Since ⌈
n−∑ri=1 d1
d1
⌉
=
⌈
n
d1
⌉
− r,
we see that 5.0.1 holds for
i=r∑
i=1
(d1 − dr) = 0.
Assume the hypothesis is true for every 0 < l <
i=r∑
i=1
(d1 − dr). Now we need to
show that it is true for
i=r∑
i=1
(d1 − dr) > 0.
Now we observe that∑
(a1,...,ar−1)
|Z(a1F1+. . .+ar−1Fr−1+Fr)| =
∑
(a1,...,ar−1)
|Z(a1F1+. . .+ar−1Fr−1+cFr)|
for any nonzero element c ∈ Fq: Since c 6= 0 we have
a1F1 + . . .+ ar−1Fr−1 + cFr = c(b1F1 + . . .+ br−1Fr−1 + Fr)
where bi = c−1ai for i = 1, . . . , r − 1. Hence the set of all r-tuples (b1, . . . , br−1)
is nothing but a permutation of the set of all (a1, . . . , ar−1)’s. Thus we obtain∑
(a1,...,ar)∈Frq
ar 6=0
|Z(a1F1+. . .+arFr| = (q−1)
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1+. . .+ar−1Fr−1+Fr|
When ar = 0, we have∑
(a1,...,ar)∈Frq
ar=0
|Z(a1F1 + . . .+ arFr| =
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1 + . . .+ ar−1Fr−1|.
Set Gi = Fi(x1, . . . , xn) ∈ Fq[x1, . . . , xn+1] for 1 ≤ i ≤ r − 1 and set
Gr = xn+1Fr(x1, . . . , xn) ∈ Fq[x1, . . . , xn+1].
Consider the polynomial a1G1 + . . .+ ar−1Gr−1 +Gr over the set
{(x1, . . . , xn+1) ∈ Fn+1q | xn+1 6= 0}.
If we sum the number of zero points of such polynomials over (r − 1)-tuples
(a1, . . . , ar−1), then we get the equality∑
(a1,...,ar−1)∈Fr−1q
|Z(a1G1+. . .+ar−1Gr−1+Gr) = (q−1)
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1+. . .+ar−1Fr−1+Fr)|
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Now consider the polynomial a1G1 + . . .+ ar−1Gr−1 +Gr over the set
{(x1, . . . , xn+1) ∈ Fn+1q | xn+1 = 0}.
In this case we get∑
(a1,...,ar−1)∈Fr−1q
|Z(a1G1+. . .+ar−1Gr−1+Gr) =
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1+. . .+ar−1Fr−1)|.
Since Fn+1q is the union of the two disjoint sets we considered above, we obtain∑
(a1,...,ar−1)∈Fr−1q
|Z(a1G1 + . . .+ ar−1Gr−1 +Gr)
= (q−1)
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1+. . .+Fr)|+
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1+. . .+ar−1Fr−1)|.
Since we also have ∑
(a1,...,ar)∈Frq
|Z(a1F1 + . . .+ arFr|
= (q−1)
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1+. . .+Fr)|+
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1+. . .+ar−1Fr−1)|.
we see that∑
(a1,...,ar−1)∈Fr−1q
|Z(a1G1 + . . .+ ar−1Gr−1 +Gr) =
∑
(a1,...,ar)∈Frq
|Z(a1F1 + . . .+ arFr|.
By Lemma 5.2.1, we have
|Z| ≡ q
1−r
q − 1
∑
(a1,...,ar)∈Frq
|Z(a1F1 + . . .+ arFr)| (mod qn−r+1)
=
q1−r
q − 1
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1G1 + . . .+ ar−1Gr−1 +Gr)|
=
q1−r
(q − 1)2
∑
(a1,...,ar)∈Frq
ar 6=0
|Z(a1G1 + . . .+ arGr)|
=
q1−r
(q − 1)2
 ∑
(a1,...,ar)∈Frq
|Z(a1G1 + . . .+ arGr)| −
∑
(a1,...,ar−1)
|Z(a1G1 + . . .+ ar−1Gr−1)|

Since
a1G1 + . . .+ ar−1Gr−1 = a1F1 + . . .+ ar−1Fr−1 ∈ Fq[x1, . . . , xn+1],
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we have
|Z(a1G1 + . . .+ ar−1Gr−1)| = q|Z(a1F1 + . . .+ ar−1Fr−1)|
Hence
|Z| = 1
q − 1[
q1−r
q − 1
∑
(a1,...,ar)∈Frq
|Z(a1G1 + . . .+ arGr)|
−q
1−r+1
q − 1
∑
(a1,...,ar−1)∈Fr−1q
|Z(a1F1 + . . .+ ar−1Fr−1)|]
Again by Lemma 5.2.1 we get
|Z| ≡ 1
q − 1[|Z(G1) ∩ . . . ∩ Z(Gr)| − |Z(F1) ∩ . . . ∩ Z(Fr−1)|] (5.2.1)
(mod qn−r+1). By the induction hypothesis on r, we have
|Z(F1) ∩ . . . ∩ Z(Fr−1)| ≡ 0 (mod qd
n−
r−1∑
i=1
di
d1
e
)
≡ 0 (mod qd
n−
r−1∑
i=1
di − dr
d1
e
) (5.2.2)
Since degGi = degFi = di for i = 1, . . . , r − 1, and degGr = dr + 1, we have∑r
i=1(degG1 − degGr) =
∑r
i=1(d1 − dr) − 1. Hence by induction hypothesis on∑r
i=1(d1 − dr), we have
|Z(G1) ∩ . . . ∩ Z(Gr)| ≡ 0 (mod q
⌈
(n+1)−d1−...−dr−1−(dr+1)
d1
⌉
)
≡ 0 (mod q
⌈
n−d1−...−dr−1−dr
d1
⌉
) (5.2.3)
Finally, by combining 5.2.1-5.2.3, we obtain
N(F1, . . . , Fr) = |Z| ≡ 0 (mod q
⌈
n−∑ri=1 di
d1
⌉
). 2
35
REFERENCES
[1] Ax, J., 1964. Zeroes of a polynomial over finite fields, American Journal of
Mathematics, 86, 255-261.
[2] Borevich, Z. I. and Shafarevich, I. R., 1966. Number Theory, Newyork:
Academic Press.
[3] Cassels, J. W. S., 1986. Local Fields, London Mathematical Society
Student Texts, 3, Cambridge University Press.
[4] Chevalley, C., 1936. Demonstration d’une hypotheses de M. Artin,
Abhandlungen aus dem Mathematischen Seminar der Universtat
Hamburg, 11, 73-75.
[5] Dwork, B., 1960. On the rationality of the zeta function of an algebraic
variety, American Journal of Mathematics 82, 631-648.
[6] Fraleigh, J. B. and Katz, V. J., 1994. A First Course in Abstract Algebra,
Addison-Wesley.
[7] Hou, X. -D., 2005. A note on the proof of a theorem of Katz, Finite Fields
and their Applications 11, 316-319.
[8] Kato, K. and Kurokawa, N. and Saito, T., 2000. Number Theory
1 (Fermat’s Dream), Iwanami Series in Modern Mathematics,
American Mathematical Society, Volume 186.
[9] Katz, N. M., 1971. On a theorem of Ax, American Journal of Mathematics
93, 485-499.
[10] Lemmermeyer, F., 2000. Reciprocity Laws: From Euler to Eisenstein,
Springer.
[11] Lidl, R. and Niederreiter, H., 1983. Finite Fields, Encyclopedia
of Mathematics and its Applications, Addison-Wesley Publishing
Company, 20.
[12] Lidl, R. and Niederreiter, H., 1994. Introduction to Finite Fields and
their Applications, Cambridge University Press.
[13] Samuel, P., 1970. Algebraic Number Theory, Paris, Hermann; Boston,
Miﬄin Co.
36
[14] Serre, J. P., 1962. Endomorphismes complement continus des espaces de
Banach p-adiques, Pub. Math. I.H.E.S., 12
[15] Wan, D., 1989. An elementary proof of a theorem of Katz, American
Journal of Mathematics 111, 1-8.
37
CURRICULUM VITAE
Emel Bilgin was born in Istanbul in 1985. She graduated from Pertevniyal
Anatolian High School in 2003. She took a bachelor’s degree of mathematics
at Yıldız Technical University in 2007. She began her M.Sc in Mathematical
Engineering Programme of Mathematics Department of ITU in 2007, and has
been working as a research assistant in that department since 2007.
38
