Previous studies of the metallicities in the hot gas of galaxies and groups have reported conflicting results with most studies finding very sub-solar metallicities that disagree with standard theory. To investigate the possible role of metallicity gradients on these measurements we present deprojection analysis of the ROSAT PSPC data of 10 of the brightest cooling flow galaxies and groups. The PSPC allows for spatially resolved spectral analysis on a half-arcminute scale, and interesting constraints on both the temperatures and metallicities are possible because the ∼ 1 keV temperatures of these systems are well matched to the bandpass of the PSPC. In 9 out of 10 systems we find clear evidence that the metallicity decreases with increasing radius: Z ≈ 1Z ⊙ −(several)Z ⊙ within the central radial bin (r ∼ < 10 kpc) which decreases to Z ∼ 0.5Z ⊙ at the largest radii examined (r ∼ 50-100 kpc). The metallicities (and temperatures) are consistent with the average values for these systems that we obtained in our previous analyses of the ASCA data using multitemperature models which confirms that previous inferences of very sub-solar metallicities arise from the incorrect assumption of isothermal gas and not the presence of metallicity gradients. The metallicity profiles for these galaxies and groups are qualitatively consistent with the standard scenario where the gas is enriched by supernovae with rates and an initial mass function similar to the Milky Way and is diluted by mixing with primordial gas at large radii.
INTRODUCTION
One important aspect of the problem of galaxy formation is to understand the connection between the history of star formation and the metal enrichment history of the extended hot gaseous component (e.g., Cavaliere, Giacconi, & Menci 2000) . In massive elliptical galaxies the metals injected by previous generations of stars do not escape the gravitational field, and thus the hot gas in these systems records the star formation history via the heating and enrichment of the hot gas by supernovae (e.g., Ciotti et al 1991; David, Forman, & Jones 1991; Loewenstein & Mathews 1991) . These systems typically fall into to the class of cooling flows (e.g., Fabian 1994) .
Unfortunately, reliable constraints on the metal enrichment in such systems are lacking because the metal abundances in the hot gas in cooling flow galaxies and groups determined from previous X-ray studies have yielded conflicting results with most authors finding very sub-solar metallicities at odds with standard theory. (see Buote 2000a and references therein). In contrast, in our recent analyses of the ASCA data accumulated within r ∼ 3 ′ -5 ′ of the brightest ellipticals and groups we find that the metallicities are approximately solar and that the previous inferences of very sub-solar metallicities are the result of a bias arising from assuming the gas to be isothermal in the presence of significant temperature gradients (Buote & Fabian 1998; Buote 1999 Buote , 2000a .
To investigate the possible role of metallicity gradients on these measurements we have re-examined the ROSAT PSPC data of the brightest galaxies and groups. The PSPC allows for spatially resolved spectral analysis on a half-arcminute scale, and interesting constraints on both the temperatures and metallicities are possible because the ∼ 1 keV temperatures of these systems are well matched to the bandpass of the PSPC.
We selected for re-analysis all of the galaxies and groups possessing published temperature profiles from ROSAT (Forman et al 1993; Ponman & Bertram 1993; David et al 1994; Trinchieri et al 1994; Rangarajan et al 1995; Kim & Fabbiano 1995; Irwin & Sarazin 1996; Jones et al 1997; Trinchieri, Fabbiano, & Kim 1997; Mulchaey & Zabludoff 1998) with the exception of the Pegasus I group (Trinchieri et al, 1997) because of the low S/N. All of these systems have rising temperature profiles and multitemperature ASCA spectra usually attributed to cooling flows.
All but one of these ROSAT studies determined the temperatures and metallicities by fitting a single temperature component to the spectrum in an annulus on the sky. However, each annulus on the sky contains the projection of emission from larger radii which can confuse interpretation because of the substantial temperature gradients. Consequently, we have developed our own deprojection code to obtain three-dimensional spectral parameters.
The paper is organized as follows. In §2 we present the observations and discuss the data reduction. The deprojection procedure is described in §3 and the results for the temperature and metallicity profiles are given in §4.2; results for the column densities appear in Buote (2000b, hereafter PAPER1; 2000c, hereafter PAPER3) . Discussion of the results and our conclusions are presented in §5.
ROSAT OBSERVATIONS AND DATA REDUCTION
We obtained ROSAT PSPC data from the public data archive maintained by the High Energy Astrophysics Sci- Note.-Redshifts are taken from NED. Galactic Hydrogen column densities (N H ) are taken from Dickey & Lockman (1990) using the HEASARC w3nh tool. The Exposure column lists first the raw exposure time and second the final filtered exposure (see §2). The source count rate is computed within the central R = 1 ′ . Both the source and background rates are computed over 0.2-2.2 keV. For systems with multiple observations the source and background rates are computed from the total data.
ence Archive Research Center (HEASARC). The properties of the observations are listed in Table 1 . Except where noted below, these data were reduced using the standard FTOOLS (v4.2) software according to the procedures described in the OGIP Memo OGIP/94-010 ("ROSAT data analysis using xselect and ftools"), the WWW pages of the ROSAT Guest Observer Facility (GOF) (see http://heasarc.gsfc.nasa.gov/docs/rosat), and Plucinsky et al (1993) .
The events files of each observation were cleaned of afterpulse signals by removing all events following within 0.35 ms of a precursor. To minimize the particle background contribution only events with Master Veto Rate less than 170 ct s −1 were selected (Plucinsky et al, 1993) . We corrected the Pulse Invariant (PI) bins of each data set for spatial and long-term temporal gain variations using the most up-to-date calibration files. For the ftool pcecor, which corrects for the variation in the linearity of the PSPC response, we used the in-flight calibration data for the correction.
From visual inspection of the light curve of an observation we identified and removed time intervals of significant enhancements in the count rate in order to obtain a flat distribution of count rate versus time. Such short-term enhancements are typically the result of scattered light from the Sun, auroral X-rays, and enhanced charged particle precipitation (Snowden et al, 1994) . The raw and filtered exposure times are listed in Table 1 .
The particle background spectrum for an observation was obtained by following the instructions in Plucinsky et al (1993) . We developed our own software to perform this task because we identified serious errors in the ftools implementation of the Plucinsky et al procedure (i.e., program pcparpha). For our data sets the particle background rate is alway much less than that of the diffuse background.
For each observation we obtained a background spectrum from source-free regions far away from the center of the field (typically distances of 45 ′ -50 ′ ). By using a local background estimate residual contamination from solar Xrays and any other long-term background enhancements (Snowden et al, 1994) are fully accounted for in the ensuing spectral analysis. However, the extended emission of the galaxies and groups do contribute at some level to the flux even at these large radii.
To assess the contribution of galaxy and group emission within the background regions we fit the background spectrum with a model after subtracting the particle background. We represent the cosmic X-ray background by a power law and the Galactic emission by two thermal components following Chen et al (1997) . To account for emission from the galaxy or group we include another thermal component with variable temperature. Each component is modified by the Galactic hydrogen column listed in Table  1. This composite model provides a good fit to the background spectrum for each system. In every case the additional thermal component is required with temperatures ranging from 0.3-1.6 keV. In 8 out of 10 cases this additional component contributes significantly only to energies above ∼ 0.5 keV which is consistent with emission from the galaxy or group in question. For these systems we subtract this temperature component from the background when performing spectral analysis (see §4.1.4), and the background rates listed in Table 1 reflect this subtraction. The effect of excluding this extra component in the background on the source spectral parameters is only significant for a few systems, and is noticeable only in the outermost one or two radial bins (see §5).
For NGC 5044 and 5846 we obtained T ∼ 0.3 keV for the extra thermal component and found that it contributed very significantly to the emission in both the soft and hard energy channels. In these cases the extra component probably represents a combination of emission from long-term enhancements in the background (Snowden et al, 1994) with any residual emission from the groups. As a result, we did not subtract out the extra thermal component from the background of these systems.
For NGC 4472 we confirm the finding by Forman et al (1993) that a background spectrum taken from regions ∼ 40
′ -50 ′ from the field center tends to over-subtract energies below ∼ 0.3 keV probably because of contamination from unresolved point sources. To compensate for this we took the background from regions just inside the inner ring of the PSPC where the PSF is much smaller which allows us to avoid point sources more effectively. We confine the region to the north of the center of NGC 4472 where the galaxy emission is lower (Irwin & Sarazin, 1996) .
DEPROJECTION METHOD
The method we use to deproject the X-ray data is the well-established technique pioneered by Fabian et al (1981) . This method is non-parametric in that no functional form is assumed for the spatial distribution of the X-ray emission or for any of the associated spectral quantities (temperature, abundances etc.). After first assuming a specific geometry one begins by determining the emission in the bounding annulus and then works inwards by subtracting off the contributions from the outer annuli. For the case of spherical symmetry the volume emission density is related to the surface brightness according to the simple geometric formula given by Kriss, Cioffi, & Canizares (1983) .
The assumption of hydrostatic equilibrium is usually incorporated into this deprojection procedure in order to obtain the mass and mass deposition rate as well as the spectral parameters (Fabian et al 1981; Sarazin 1986; Arnaud 1988) . In the interest of generality we do not make this additional assumption. Hence, the principal assumption in our version of the deprojection procedure is that of spherical symmetry which means that our derived spectral parameters should be considered spherically averaged quantities for systems that have significant ellipticity.
A thorough, up-to-date discussion of this deprojection method is given by McLaughlin (1999) , and we refer the reader to that paper for the relevant equations. Since McLaughlin is interested in the globular cluster distribution in M87 he formulates the deprojection algorithm in terms of the number of globular clusters, N (R i−1 , R i ), located between radii R i−1 and R i on the sky. To express his equations in terms of quantities relevant for X-ray analysis we simply associate N (R i−1 , R i ) with the X-ray flux, F x (R i−1 , R i ), in erg cm −2 s −1 . We have developed our own code to implement the deprojection algorithm and have verified it using synthetic XMM data obtained by using the quicksim software (Snowden, 1999) . Some aspects of the deprojection analysis require special mention which we now address.
Edge Effect
The deprojection algorithm assumes there is no source emission outside of the bounding annulus, R m . This is generally not the case, and if the exterior emission is not accounted for then the volume emission density of the outermost annuli will be overestimated. Nulsen & Böhringer (1995) provide an analytic correction factor for the flux of the bounding annulus in the limit of annuli with zero width. Since, however, the width of the bounding annulus tends to be large because of decreasing S/N with increasing radius, and since any exterior emission also projects into interior annuli, we follow McLaughlin (1999) and compute a separate correction factor, f (R i−1 , R i ), for each annulus arising from emission exterior to R m .
The emissivity of this exterior emission projected into an annulus (R i−1 , R i ) is taken to be proportional to
e. the spectral shape of the emission exterior to R m is assumed to be the same as that for the outermost annulus. Moreover, to compute f (R i−1 , R i ) a model for the spatial profile for the exterior emission is required. We assume that the volume X-ray emission density is a power law outside of R m which is a good approximation for galaxies and groups since the X-ray emission at large radii is generally well described by a β model (r −6β ) with β ≈ 0.5-0.7 (e.g., Mulchaey & Zabludoff 1998). Our results are not very sensitive to these assumptions because our chosen bounding annuli are quite wide so that f ≪ 1 for β over this range.
The formulae for f (R i−1 , R i ) for the cases β = 1/2 and β = 2/3 are given by equations A7 and A8 in McLaughlin (1999) . All results presented in §4 are for the case β = 2/3 since, as mentioned above, the results are quite insensitive to this choice. Both the numerator and denominator of McLaughlin's equation A8 evaluate to zero for R i−1 = 0 which is problematical for numerical computations. Fortunately, the limit is well-behaved, and in Appendix A we give the limiting equation.
Error Estimation
The deprojected X-ray emission in any annulus interior to the bounding annulus depends on the previous results obtained for adjacent exterior annuli. Since the deprojection procedure introduces correlations between annuli it is natural to employ Monte Carlo simulations to estimate the statistical uncertainties on the spectral parameters. Hence, after we have obtained best-fitting models for all desired annuli on the sky, we simulate a new data set for each annulus by using these models as templates. Then we deproject these simulated data and obtain parameters in the same manner as done for the actual data.
For each observation we determine the errors on each parameter from 100 Monte Carlo simulations. In most cases we found that the simulated parameters are reasonably symmetrically distributed about a central peak. Consequently, we define confidence limits for a parameter with respect to the median value from the 100 simulations. For example, after sorting the 100 values for a given parameter into ascending order we define the 68% confidence limits to be given by the 16th and 84th values; the 90% limits are given by the 5th and 95th values, etc.
This scheme for defining confidence limits has its limitations. In some cases when the parameter has a large error the simulated distribution is very flat so that the median is not obviously the best reference point from which to define confidence limits. In such instances the 68% confidence limits defined as above do not always enclose the best-fitting value. However, we do find that in all cases the best-fitting values are enclosed with the ∼ 90% confidence limits indicating that our definitions are not very unreasonable, and thus we apply the above definitions of confidence levels in every case for consistency and convenience.
Radial Parameter Fluctuations
It is well known from optical studies that the deprojection of the luminosity distribution of an elliptical galaxy yields a jagged profile where the departures from a smooth profile are of the same magnitude or larger than the statistical errors on the photometry (e.g., Binney, Davies, & Illingworth 1990) . A variety of factors contribute to the high-frequency noise responsible for the jagged profile such as the incomplete removal of point sources. An analogous situation occurs for the deprojection of X-ray data.
In actuality the situation is worse for the X-ray case because one desires the profiles of several spectral parameters in addition to the luminosity, but the statistical noise is much greater while the ability to remove contaminating sources is usually much worse than in the optical. As a result, the radial fluctuations in parameter values can sometimes be sufficiently large so that the values get sent off to obscure regions of parameter space never to return. Such fluctuations do not agree with the parameters obtained from fitting the X-ray spectra without deprojection.
Our preferred means to eliminate such fluctuations is to increase the S/N by increasing the widths of the annuli. This method is very effective and has the great advantage that no theoretical prejudice is forced onto the data (other than the desire for the 2D and 3D profiles to be qualitatively similar). Although doing this removes most of the serious parameter fluctuations in our ROSAT observations, in many cases there is still one annulus with divergent parameter values.
Hence, to keep any remaining fluctuations in check we smooth the derived parameter distributions in a manner related to linear regularization (e.g., Press et al 1992) . The problem with linear regularization is that one restricts the point-to-point variation in the parameters with a preconceived model. For example, Finoguenov & Ponman (1999) assume the smooth profiles of the temperature and abundances to be linear functions of logarithmic radius. (The amount of smoothing applied also depends on an additional weighting factor -see Finoguenov & Ponman) . However, as we show in §5 these choices usually lead to very biased parameter profiles.
Our method of regularizing the parameters is not standard since we do not add an extra term to the χ 2 equation because it cannot be done in the current version of xspec (Arnaud, 1996) . Instead we perform a post facto regularization by simply restricting the available range for the temperatures and metallicities at a given radius according to the desired amount of smoothing. This method is simpler to implement and, we believe, allows more transparent control over the smoothing process.
To insure that we do not over-smooth our parameter profiles we do the following: (1) We always compare the results obtained from analysis with and without deprojection and require that the two cases do not differ qualitatively. (2) We only regularize the temperatures and metallicities and always vary the amount of smoothing for each observation until we are satisfied that significant bias is not introduced. In most cases we found that restricting the absolute values of the radial logarithmic derivatives in the temperature and metallicity to be less than 1 and 1.5 respectively worked well.
χ 2 Issues
All spectral fitting was performed with the software package xspec (Arnaud, 1996) using the χ 2 method implemented in its standard form. The weights for the χ 2 method are computed in each PI bin assuming gaussian statistics. To insure that the weights are valid in this assumption we regrouped the PI bins for each source spectrum so that each group has at least 30 counts. The extraction of spectra is discussed in the following section.
A possible concern with the interpretation of χ 2 for goodness-of-fit is that the deprojection procedure causes the emission at inner radii to depend on that from larger radii. However, the model representing the projected emission within a given annulus is taken to be exact; i.e. statistical errors from the projected emission model are not included in the deprojection method, and therefore the statistical errors in each PI bin remain those of the 2D annulus which are gaussian. We have verified the validity of using χ 2 for measuring goodness-of-fit under the standard assumption of gaussian statistics by comparing to results obtained from 2D analysis without deprojection: in all cases investigated we find that when a large improvement in χ 2 is obtained from the deprojection analysis a qualitatively consistent large improvement is also obtained with the 2D analysis.
SPECTRAL ANALYSIS

Preliminaries
Extraction of Annular Spectra
For each system we extracted spectra in concentric circular annuli located at the X-ray centroid (computed within a 2 ′ radius) such that for each annulus the width was ≥ 1 ′ and the background-subtracted counts was larger than some value chosen to minimize uncertainties on the spectral parameters for each system while maintaining as many annuli as possible. Data with energies ≤ 0.2 keV were excluded to insure that the PSF was < 1 ′ FWHM. For our on-axis sources ∼ 99% of the PSF at 0.2 keV is contained within R = 1 ′ (Hasinger et al, 1995) . For systems possessing more than one observation (see Table 1 ) we extracted the source and background spectra separately from each observation and then added them together. In all such cases the observations occurred after the October 1991 gain change so the Redistribution Matrix File (RMF), which specifies the channel probability distribution for a photon, is the same for all of them. Since, however, the location of the annuli are in general slightly different for the different observations because of slight aspect differences, we averaged their respective Auxiliary Response Files (ARFs) which contain the information on the effective area as a function of energy and detector location. Any background sources that were identified by visual examination of the image were masked out before the extraction.
Models
Since the X-ray emission of the groups in our sample is dominated by hot gas, we use coronal plasma models as the basic component of our spectral models. We use the MEKAL plasma code which is a modification of the original MEKA code (Mewe, Gronenschild, & van den Oord 1985; Kaastra & Mewe 1993) where the Fe L shell transitions crucial to the X-ray emission of ellipticals and groups have been re-calculated (Liedahl et. al, 1995) . Because of the limited energy resolution of the PSPC, we focus on a "single-phase" description of the X-ray emission in which a single temperature component exists at each (three-dimensional) radius. We did investigate multiphase models of the hot gas such as a two-temperature plasma and a constant-pressure cooling flow (Johnstone et al, 1992) , but interesting constraints were not obtained as explained below in §4.3; see §3.1.1 of Buote (2000a) for further description of such models.
We account for absorption by our Galaxy using the photo-electric absorption cross sections according to Balucińska-Church & McCammon (1992) . Although Arabadjis & Bregman (1999) point out that the He cross section at 0.15 keV is in error by 13%, since we analyze E > 0.2 keV we find that our fits do not change when using the Morrison & McCammon (1983) cross sections which have the correct He value. The absorber is modeled as a uniform screen at zero redshift with solar abundances. The hydrogen column density of the absorber is generally allowed to be a free parameter to indicate any additional absorption due to, e.g., intrinsic absorbing material, calibration errors, etc. (In PAPER3 we discuss more complex absorption models.)
As discussed in PAPER1 and PAPER3 we also find it useful to consider absorption due to an oxygen edge which we represent by the simple parameterization, exp −τ (E/E 0 ) −3 for E ≥ E 0 , where E 0 is the energy of the edge in the rest frame of the galaxy or group and τ is the optical depth; i.e. τ represents an absorbing screen located at the source redshift but placed in front of the source. Partial covering models are discussed in PAPER3.
Finally, data with energies between 0.2 and 2.2 keV were included in the analysis.
Meteoritic Solar Abundances
Ishimaru & Arimoto (1997) have pointed out that the accepted value for the solar Fe abundance relative to H is approximately 3.24 × 10 −5 by number. This value is often called the meteoritic value since it was originally obtained for meteorites, but it also agrees with recent measurements from the solar photosphere. This is to be contrasted with the old photospheric value of Fe/H of 4.68 × 10 −5 (Anders & Grevesse, 1989 ) that is widely used. We have decided to use the correct "meteoritic" Fe abundance for this and subsequent papers; in xspec we use the abundance table of Feldman (1992) . However, when comparing to previous results we shall always take care to consider the factor of 1.44 between the different Fe/H values.
Scaling the Background to the Source Position
The observed background spectrum obtained from regions far away from the source in general covers a different amount of detector area, requires a different detector response, and if taken from a different observation can have a different exposure time. Within xspec the effect of different areas and exposure times for source and background are taken into account but not different detector responses. Background spectra taken near the edge of the PSPC field suffer from vignetting which significantly reduces the count rate with respect to the source spectra near the field center. This effect is also energy dependent, and thus the spectral shape of the background is altered as well.
To properly scale the background spectrum to the source position we perform the following simple procedure. First, as explained in §2 we fit a model to the background spectrum. Let us denote the flux of this model for an energy, E, by, F E (r b , A b , t b ), where r b represents the detector position, A b the background area on the detector, and t b , the exposure time. The corresponding flux in a given PI channel, i, predicted by this model is then,
The model, F E , is independent of the response, and thus the expected background flux in channel, i, at the source position is simply,
where r s , A s , and t s are respectively the position, area, and exposure time for the source. In the general case one would prefer to use the actual background data rather than a best-guess model. To do this simply scale the real background spectrum by the factors F i (r s , A s , t s )/F i (r b , A b , t b ) for each PI channel. These ratios are typically very insensitive to the detailed shape of the input model spectrum. This scaling procedure was followed for NGC 5044 and 5846. For the other systems we needed to subtract a thermal component due to the extended source emission as discussed in §1. Since for these systems the background estimate is necessarily defined by a model we used equation (1) for the scaling.
Results
We plot in Figures 1-4 the temperature and metallicity profiles obtained from the deprojection analysis according to the number of annuli for which useful constraints on the parameters were obtained. This categorizes the systems essentially according to the S/N of the data. Metallicity profiles are shown for the cases where the absorbing column density was (1) fixed at the Galactic value and (2) treated as a free parameter. (The temperature profiles are very similar in each case, and thus for clarity of presentation we show only the case for fixed Galactic column density.) For both the temperature and metallicity profiles we also show the results obtained with and without an extra oxygen edge at 0.532 keV (rest frame). The profiles of column density and edge optical depth are given in PAPER1 for NGC 1399 and 5044 and in PAPER3 for all the systems.
The deprojected temperature profiles are all very similar to the 2D profiles obtained in many previous studies with the ROSAT PSPC (Forman et al 1993; Ponman & Bertram 1993; David et al 1994; Trinchieri et al 1994; Rangarajan et al 1995; Kim & Fabbiano 1995; Irwin & Sarazin 1996; Jones et al 1997; Trinchieri et al 1997; Mulchaey & Zabludoff 1998; Buote 1999) . As expected, our 3D profiles display a slightly steeper rise from the central minimum to the maximum at r ∼ 50-100 Mpc in very good agreement with the 3D profiles obtained by Finoguenov and co-workers for several systems using both ROSAT and ASCA data Finoguenov & Ponman 1999; Finoguenov & Jones 2000) . The temperature profiles also agree very well with two-temperature models of ASCA data ( The metallicity profiles corresponding to the temperature profiles, where we have used the Fe symbol because the metallicity is dominated by the iron abundance. (Right panels) Same as the middle panels except the column density is a free parameter. The radial units on the x-axis are arcminutes on the bottom and kpc on the top obtained from the redshifts assuming H 0 = 70 km s −1 Mpc −1 and Ω 0 = 0.3 except for the Virgo and Fornax systems for which a distance of 18 Mpc was assumed. See §3.2 for details on the 68% confidence error estimates.
The models with an oxygen edge tend to have lower temperatures at small radii. This can occur because lower temperature gas produces stronger oxygen lines which are absorbed by the oxygen edge. Although in most cases both models give fits of similar quality, the edge model provides a significantly better fit for some of the systems (see PAPER1 and PAPER3).
For the four systems with the highest S/N data in our sample (NGC 507, 1399, 4472 , and 5044) the metallicity profiles obtained from models (without an oxygen edge) where the column density is treated as a free parameter are very much larger than for all models with fixed Galactic column density. Even after accounting for the differences between meteoritic and photospheric solar abundances, the metallicities implied by these models greatly exceed and are very inconsistent with the Fe abundances obtained from all ASCA studies. They are, however, consistent with previous ROSAT studies where the column density was treated as a free parameter (e.g., Forman et al 1993; David et al 1994) . For these systems the models with variable column density give metallicities that increase rapidly with decreasing radius, but the column densities (except for NGC 507) also decrease well below the Galactic values as r → 0 (PA-PER1 and PAPER3). Since the column densities at large radii are consistent with the Galactic values this decrease at small radii cannot be due to errors in the background subtraction. Rather, the sub-Galactic columns and huge metallicities that are inconsistent with ASCA signals some inadequacy in the emission model. As it turns out (see Figures 1-4 ) except for NGC 5044 the variable-column density models with an oxygen edge give metallicities (and columns) that are very consistent with the fixed-column models. This gives additional support for the edge model discussed in PAPER1 and PAPER3 (though see §5.3 of PAPER3).
In most of the other systems the variable-columndensity models also tend to predict sub-Galactic columns at small radii though at much lower significance. These sub-Galactic columns are also accompanied by systematically larger metallicities than the fixed-Galactic case, though again the edge models usually give consistent abun- dances for the free-and fixed-column density cases. Hence, the metallicity profiles which typically agree best with previous ASCA analyses are those obtained from models with fixed Galactic column density (with or without an edge), though variable column models with an oxygen edge yield comparable results in most cases.
From inspection of Figures 1-4 it is readily apparent that most of the systems have metallicity profiles that decrease as a function of radius. Typically within r ∼ 10 kpc the metallicity ranges from Z ≈ 1Z ⊙ − (several)Z ⊙ and decreases to Z ∼ 0.5Z ⊙ for r ∼ 50 − 100 kpc. We now discuss the individual systems in groups defined by the total number of annuli with interesting constraints. When comparing our metallicities to previous studies we implicitly account for projection effects and the different plasma codes and solar abundances used ( §4.1.3).
Systems with 7 Annuli
In Figure 1 we display the results for the three systems where the spectral parameters are well determined in seven annuli. These observations thus generally correspond to the highest S/N data in our sample. In each case the models with an oxygen edge exhibit significant negative metallicity gradient, though in NGC 1399 the key evidence occurs in the central radial bin.
NGC 507: The evidence for a metallicity gradient is NGC 4649 strong as is the large value in the central bin: 95% confidence lower limits are 1.3Z ⊙ and 1.1Z ⊙ respectively for models with and without an oxygen edge (column density fixed at Galactic). The average metallicity within r = 4 ′ is ≈ 1Z ⊙ in excellent agreement with the value obtained by Buote & Fabian (1998) from a two-temperature model of the ASCA data. Our metallicity profile also agrees reasonably well with the 2D profile obtained in the previous ROSAT study by Kim & Fabbiano (1995) . NGC 1399: The metallicity profile is constant for r ∼ > 3 ′ , rises slightly for r ≈ 1 ′ -2 ′ , and in the center has different values depending on the model. As shown in PA-PER1 and PAPER3 the edge model is strongly preferred, and thus the metallicity is consistent with being largest at the center; note that even though the error estimate for the fixed-column-density case appears to underestimate the metallicity, we still estimate a 95% lower limit of 1.1Z ⊙ which is significantly greater than at large radii. The average metallicity within r = 4 ′ is ≈ 1.4Z ⊙ which agrees with the lower limit obtained by Buote (1999) from a two-temperature model of the ASCA data and is in better agreement with a cooling flow model. Our metallicity profile for the case of variable column density and no edge agrees very well with the 2D profile of Jones et al (1997) . NGC 5044: Again there is clear evidence that the metallicity profile is not constant with radius. As noted earlier the models with variable column density predict large metallicities that are inconsistent with ASCA studies. (But they are consistent with the previous ROSAT study of David et al 1994.) For example, Buote (1999) obtains
′ for a two-temperature model of the ASCA data. Since in PAPER1 and PAPER3 we also find that an oxygen edge is clearly required in the central regions, let us focus on the metallicity profile obtained from a model with an edge and with fixed Galactic column density. This model yields a metallicity of Z ∼ 0.7Z ⊙ for r ∼ > 3 ′ and Z ∼ 1.5Z ⊙ for smaller r.
Systems with 5-6 Annuli
The results for systems having 5 or 6 annuli are plotted in Figure 2 . Evidence for a negative metallicity gradient is clear for NGC 4472, marginal for NGC 5846, and nonexistent for NGC 2563.
NGC 2563: Independent of the model it is clear that the metallicity is constant with radius with a value of ∼ 2.0Z ⊙ when the column density is treated as a free parameter as opposed to ∼ 1.5Z ⊙ for fixed Galactic column density. These results are consistent with the metallicity determined within r ≈ 3 ′ by Buote (2000a) from a twotemperature model of the ASCA data. NGC 4472: Analogously to NGC 5044 the metallicities obtained for the model with variable column density and no edge are very large and very inconsistent with all previous ASCA measurements. Also similar to NGC 5044 is that the edge model is strongly preferred (see PA-PER3). The edge models give Z ∼ < 1Z ⊙ for r > 3 ′ and Z ∼ 2Z ⊙ − 3Z ⊙ at smaller radii. These values are in excellent agreement with those obtained from previous 2D studies with ROSAT (Forman et al 1993; Irwin & Sarazin 1995) . These metallicities also agree very well with the value obtained by Buote (1999) from a two-temperature model of the ASCA data. NGC 5846: The models with variable column density show clear evidence for a negative metallicity gradient, but since the column densities obtained within the inner two bins are sub-Galactic we do not consider these models to be physical ( §5.3 of PAPER3). The models with fixed Galactic column density with and without an edge give very similar profiles except that in the central bin the upper limit on the metallicity for the edge model is not very well determined. These fixed-column models suggest a negative gradient in metallicity, but the errors are sufficiently large so that a constant profile is not clearly excluded. These metallicities also agree very well with the values obtained by Buote (2000a) from multitemperature models of the ASCA data.
Systems with 4 Annuli
The galaxies and groups for which we obtained useful constraints in four radial bins are shown in Figure 3 . Although the data sets for these systems have lower S/N than the previous examples, the evidence for negative metallicity gradients is as strong or stronger than the others.
NGC 533: All models give Z ∼ 0.5Z ⊙ for r ∼ > 3 ′ and Z ∼ > 1Z ⊙ within 1 ′ . These metallicities are consistent with the results for multitemperature models obtained with ASCA within r = 3 ′ by Buote (2000a) . NGC 4636: In the outer bin all models give a very sub-solar value for the metallicity, Z ∼ 0.4Z ⊙ . The metallicity rises with decreasing radius such that Z ∼ > 1Z ⊙ in the central bin. These results are consistent with those obtained by Buote (1999) for multitemperature models of ASCA data analyzed within r = 5 ′ . HCG 62: Similar to NGC 4636, all models give a very sub-solar value for the metallicity, Z ∼ 0.2Z ⊙ , in the outer bin. The metallicity rises very sharply with increasing radius such that Z ∼ > 2Z ⊙ in the central bin. This system appears to possess the most significant metallicity gradient in our sample: the 95% lower limits on the values in the central bin are 4.6Z ⊙ and 3.2Z ⊙ respectively for models with and without an edge (both with column density fixed to Galactic). The metallicity of ∼ 1.4Z ⊙ obtained by Buote (2000a) using a two-temperature model of the ASCA data accumulated within r = 3 ′ is consistent with our ROSAT results provided the metallicity in the central bin is near the estimated 1σ lower limits.
Systems with 3 Annuli
Finally, in Figure 4 we show the results for the galaxy with the smallest number of annuli, NGC 4649. Similar to the 4-annuli objects, NGC 4649 is one of the most significant examples for a decrease in metallicity with increasing radius.
NGC 4649: For this system the edge model is clearly preferred (see PAPER3), though the metallicities are fairly similar for all of the models. In the outer bin Z ∼ 0.25Z ⊙ for all models and rises to Z ∼ > 1.5 within the central bin for the edge models. Buote & Fabian (1998) ′ there is a significant N-S asymmetry in the X-ray surface brightness of NGC 1399 which Jones et al (1997) hypothesize is due to incomplete relaxation of the gas in the surrounding group. In contrast, outside of R ∼ > 3 ′ the X-ray isophotes of NGC 4472 flatten which Irwin & Sarazin (1996) attribute to ram pressure as the galaxy moves with respect to the Virgo cluster. Our results for these systems at large radii average over these asymmetries. It is worth remarking that although these systems have larger than solar metallicities at their centers, we find that at the largest radii Z ∼ 0.75Z ⊙ for NGC 1399 and Z ∼ 0.3Z ⊙ for NGC 4472; i.e. it is plausible that the small value for NGC 4472 is significantly influenced by the ambient gas of the Virgo cluster.
(ii) Single-Phase Gas: We have focused on single-phase analysis of the hot gas because in no case did we find that multiphase models of the hot gas improved the fits significantly. In the central bins of most of the systems we expect gas to be emitting over a range of temperatures because of the observed temperature gradients. However, deprojection has removed the high-temperature gas components from the centers leaving a much smaller temperature range (typically a few tenths of a keV) which cannot be distinguished by the limited energy resolution of the PSPC. (Note that even if gas is dropping out of a cooling flow, emission weighted temperatures are within 50% of the ambient value -e.g., Buote, Canizares, & Fabian 1999) . These small temperature ranges also indicate that the "Fe Bias" should be unimportant (see appendix of Buote 2000a), and thus multitemperature models do not give qualitatively different Fe abundances in the central bins.
(iii) Background Issues: There are two backgrounds which must be considered. First, the edge effect described in §3.1 requires one to assume a model for the emission outside of the bounding annulus. We never found any noticeable effect on the derived temperatures and abundances for reasonable choices of β. Only the electron density is effected and only for the outermost annuli. Second, we examined the effects of taking background estimates from different parts of the detector and from different fields nearby to a given object. We found that in most cases when the background level was over-estimated the metallicities tended to be larger than when the background was under-estimated. The size of the effect depends on many factors (e.g., S/N) though again we found that for reasonable background choices only the outermost annuli are affected as would be expected. (Of course such effects will propagate to smaller radii if the regularization criteria are not applied with care -see below.)
DISCUSSION AND CONCLUSIONS
Deprojection analysis of the ROSAT PSPC data of 10 cooling flow galaxies and groups reveals clear evidence for metallicities that decrease with radius in all but one system (NGC 2563). Typically Z ∼ 0.5Z ⊙ at the largest radii examined (r ∼ 50-100 kpc) which increases to Z ≈ 1Z ⊙ − (several)Z ⊙ within the central radial bin (r ∼ < 10 kpc). In most cases the estimated uncertainties on Z are large within the central bin and allow for Z ≫ 1Z ⊙ (but never Z ≪ 1Z ⊙ ). Throughout this paper we have used the "meteoritic" solar abundances (Fe/H is 3.24 × 10 −5 -see Ishimaru & Arimoto 1997) .
These 3D metallicity profiles are generally consistent with the original 2D ROSAT studies (Forman et al. 1993; David et al 1994; Kim & Fabbiano 1995; Irwin & Sarazin 1995; Jones et al 1997) after accounting projection effects and for the different plasma codes and solar abundances used. For all 10 systems the metallicities (and temperatures) that we have obtained from the deprojected ROSAT data agree with those we have obtained previously from analysis of the ASCA data accumulated within r ∼ 3 ′ -5 ′ (Buote & Fabian 1998; Buote 1999 Buote , 2000a ; qualitatively similar results for some of these systems also have been recently obtained with ASCA data by Allen, Di Matteo, & Fabian (2000) . Therefore, within r ∼ 50 kpc of these bright galaxies and groups the ROSAT and ASCA data clearly demonstrate that the gas is non-isothermal with approximately solar abundances, and thus it is the assumption of isothermality, rather than the presence of metallicity gradients, which accounts for the very sub-solar metallicities inferred by most previous ASCA studies (see Buote 2000a for a detailed review). obtained from deprojection analysis of the ROSAT data for models with fixed Galactic column density (and no added edge). The squares and solid diamonds represent models where the absolute values of the radial logarithmic derivatives of the temperature and metallicity are required to be ≤ 1 and ≤ 2 respectively which are the same criteria we used for the models of HCG 62 in §4.2. The crosses and dashed diamonds represent the case where the metallicity derivative is required to be ≤ 1. To facilitate the comparison we have used the old photospheric solar Fe abundance (Fe/H is 4.68 × 10 −5 ) as is done in Finoguenov & Ponman (1999) .
Low Metallicity as the Result of Over-Smoothing
The consistent picture that we have described is not supported by the work of Finoguenov and co-workers who find very sub-solar Fe abundances from deprojection analysis of the ASCA data of HCG 62, NGC 4472, 4636, 4649, 5044, and 5846 Finoguenov & Ponman 1999; . For HCG 62 and NGC 5044 Finoguenov & Ponman (1999) also perform a deprojection of the ROSAT data and obtain results not too dissimilar from their ASCA analysis. As noted before in §4.2 we emphasize that our temperature profiles for these systems agree well with those obtained in the Finoguenov papers. We have previously speculated on possible reasons for the different metallicities obtained by Finoguenov (see §4.1 of Buote 2000a). Now equipped with our own deprojection code we can test one of those speculations: the regularization assumptions. As discussed in §3. 3 Finoguenov & Ponman (1999) require that the temperatures and abundances vary approximately logarithmically with radius. However, we have shown that most of these systems, especially HGC 62, have steep metallicity gradients and thus these regularization criteria must be carefully checked.
In Figure 5 we plot the radial profiles of temperature and metallicity of HCG 62 obtained from the ROSAT deprojection analysis where we have used the old photospheric solar metallicities for consistent comparison with Finoguenov & Ponman. Because of the steep metallicity gradient we chose a slope of 2 to bound the radial logarithmic metallicity derivative. (We arrived at this choice after trying several different values and from comparison to results obtained without deprojection -see §3.3.) We also show the results when the maximum metallicity derivative is set to 1. These latter results agree well with the ASCA and ROSAT deprojection results of Finoguenov & Ponman; e.g., for r ∼ 30 kpc we obtain Z ∼ 0.6Z ⊙ which is within the 90% limits of their ASCA result and in excellent agreement with their ROSAT value. This value is to be contrasted with Z ∼ 1.3Z ⊙ obtained at that radius when we set the maximum metallicity derivative to 2.
Therefore, we attribute the smaller metallicities obtained by Finoguenov & Ponman for HGC 62 to their overly restrictive regularization criteria. Interestingly, unlike their ASCA analysis of HCG 62, their ROSAT deprojection does not perform actual regularization but rather adopts simple smooth analytical models which apparently achieve the same effect. Finoguenov & Ponman do apply their regularization method to the deprojection of the ROSAT data of NGC 5044, and we can only reproduce their temperatures and small metallicities if we require the radial logarithmic derivatives of both the temperature and metallicity to be ≤ 0.2! In fact, given the steep metallicity gradients we obtain for most of the systems analyzed in the Finoguenov papers over-smoothing probably accounts for most of the metallicity differences between our papers.
Implications and Future Work
The metallicity gradients of these bright, nearby cooling flow galaxies and groups reflect the history of star formation and the dynamical evolution of the hot gas in these systems. The large metallicities at the centers are consistent with the standard picture where the hot gas is enriched with metals by stellar winds and supernovae ejecta with rates and an IMF similar to those of the Milky Way (e.g., Ciotti et al 1991; David et al 1991; Loewenstein & Mathews 1991) . However, the sub-solar metallicities at large radii require additional explanation, such as the dilution arising from the accretion of primordial material (Brighenti & Mathews , 1999 ). An alternative explanation for negative metallicity gradients as the consequence of the sedimentation of heavier elements (Fabian & Pringle 1977 ; see Qin & Wu 2000 for a recent discussion) seems less plausible since the drift velocities are generally similar to or less than the flow velocities in a cooling flow.
Chandra , XMM , and ASTRO-E will substantially clarify our understanding of the metal enrichment and gas dynamics in cooling flows. Their superior spatial and spectral resolution will enable abundances to be measured on scales r ∼ < 1 kpc which is critical since the ROSAT data suggest that the gradients may be largest at small radii ( §4.2). These new missions will also allow accurate mapping of the abundances of several α elements (e.g., Si) which is of special importance because the α/Fe ratios provide the strongest constraints on the relative numbers of Type II and Type Ia supernovae. The detailed constraints on the supernovae feedback in these nearby cooling flows will be invaluable for interpreting the star formation process in galaxies at high redshift (Cavaliere et al, 2000) .
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APPENDIX LIMITING CASE FOR EDGE CORRECTION FACTOR
The edge correction factor, f (R i−1 , R i ), given by equation A8 of McLaughlin (1999) evaluates to zero in both the numerator and denominator when R i−1 = 0. However, the limit is well-behaved there, and after applying L'Hôpital's rule we obtain,
where R i is the radius of the circle in question and (R m−1 , R m ) are the inner and outer radii of the bounding annulus.
